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SUMMARY
This dissertation presents novel adaptive control laws in both state feedback and
output feedback forms. In the setting of state feedback adaptive control K-modification pro-
vides a tunable stiffness term that results in a frequency dependent filtering effect, smoother
transient responses, and time delay robustness in an adaptive system. K-modification
is combined with the recently developed Kalman filter (KF) based adaptive control and
derivative-free (DF) adaptive control. K-modification and its combinations with KF adap-
tive control and DF adaptive control preserve the advantages of each of these methods and
can also be combined with other modification methods such as σ- and e-modification. An
adaptive output feedback control law based on a state observer is also developed. The main
idea behind this approach is to apply a parameter dependent Riccati equation to output
feedback adaptive control. The adaptive output feedback approach assumes that a state
observer is employed in the nominal controller design. The observer design is modified
and employed in the adaptive part of the design in place of a reference model. This is
combined with a novel adaptive weight update law. The weight update law ensures that
estimated states follow both the reference model states and the true states so that both
state estimation errors and state tracking errors are bounded. Although the formulation is
in the setting of model following adaptive control, the realization of the adaptive controller
uses the observer of the nominal controller in place of the reference model to generate an
error signal. Thus the only components that are added by the adaptive controller are the
realizations of the basis functions and the weight adaptation law. The realization is even
less complex than that of implementing a model reference adaptive controller in the case of
state feedback. The design procedure of output feedback adaptive control is illustrated with





1.1 Background and Motivation
Adaptive control is a natural way to control a system with uncertainties and to enhance
robustness of uncertain systems with minimal sacrifice in performance. The goal of adap-
tive control is to achieve improved system performance with minimal reliance on accurate
modeling. Adaptive control approaches directly or indirectly adjust feedback control gains
and improve system performance in the face of system uncertainty. Direct adaptive control
adjusts the control gains directly in response to system variations, whereas indirect adap-
tive control uses parameter update laws to identify system parameters and adjust feedback
gains to account for system variation. Adaptive control can be used to satisfy performance
requirements in the presence of large scale parameter uncertainty, and can provide improved
safety in the event of actuator failure.
Applying an adaptive controller implies replacement of an existing control system in
some instances. However, it is highly desirable to consider an adaptive approach that can
be implemented in a form that augments an existing controller, rather than replace it with
an entirely new control system. This rationale has been a main driving force for applying
adaptive control in Ref’s. [1, 2, 4, 14,66] and in this thesis.
The use of a neural network (NN) in adaptive control broadens the class of uncertainties
that can be treated by adaptive control. It is well established that a NN can approximate
any continuous function to any desired accuracy on a compact set [21, 26]. This universal
approximator property of NNs has been applied as a tool for designing adaptive controllers
for uncertain nonlinear systems [13]. In the early to mid 1990’s, the feasibility of using NNs
was illustrated in identification and control for uncertain nonlinear systems through various
simulation studies [44–46,49]. The potential of employing NNs to compensate for structural
flexibility treated as an uncertainty in systems was demonstrated in [15,30,31,37,56]. These
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approaches were essentially experimental evaluations of the simulation studies in [45, 49]
and lacked a stability proof. Since the mid 1990’s, several control methods together with
stability proofs based on Lyapunov’s direct method have been proposed to employ NNs in
a state feedback setting [10,40,53,57]. The NN-based control method in [40] was tested on
a single-link flexible beam and shown to outperform conventional PD and PID controllers
in [24]. Extensions to NN-based adaptive output feedback have been developed either by
employing a high-gain observer [22,59,61], or by incorporating a second NN in the estimation
process [28,36].
1.2 Modifications in MRAC
Model Reference Adaptive Control (MRAC) is derived from the model following problem
or model reference control problem. The general idea behind MRAC is to create a closed
loop controller with parameters that can be updated to change the response of the system.
The output of the system is compared to a desired response from a reference model and the
control parameters are updated based on this error. The objective is for the parameters
to converge to a set of values that cause the plant response to match the response of the
reference model.
There have also been numerous efforts focused on improving MRAC laws. Modifica-
tion terms related to adding damping are commonly introduced in the weight update law.
So-called σ-modification [33] adds a pure damping term, while e-modification [47] adds a
variable damping term that depends on the magnitude of the error signal. In general, these
modification terms are added to ensure that the adapted weights remain bounded. A pro-
jection operator [54] has also been used to bound the weights. Background learning [34] uses
current and past data concurrently in the adaptation process to improve adaptive system
performance. Q-modification [64] was intended to improve adaptation performance by using
a moving window of the integrated system uncertainty. An optimal control theory based
modification term [51] was also developed in order to improve adaptation in the presence
of large adaptive gain. Recently, an adaptive loop recovery (ALR) approach [7] has been
introduced as a modification term with the goal of recovering the loop transfer properties
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of a reference model. A Kalman filter (KF) based approach [67, 71] has been suggested as
a modification method that achieves better conditioning in terms of the magnitude of the
adaptation gain required for a given level of tracking performance and the associated level
of control activity.
In this thesis we develop a novel modification term called K-modification [35] which can
be used to introduce a stiffness term to the aforementioned methods of modification. When
combined with well known σ- or e-modification it provides a means for influencing both the
natural frequency and damping ratio in the error transients.
The KF optimization approach is extended to a KF-based adaptation law in [72]. This
generalization allows one to replace a fixed gain adaptation law with a time varying gain
adaptation law that is optimization based. A model reference adaptive control law, referred
to as KF-σ-K, is developed in this thesis by combining KF-based adaptation with σ- and K-
modification methods to maintain the benefits provided by each of these individual methods.
It is shown that the KF-σ-K combination is preferable to the combination of KF-, K-, and
e-modification in view of prescribed damping and stiffness.
There have been numerous approaches focused on MRAC dealing with nonlinear un-
certain dynamical system [6, 9, 32, 33, 41, 47, 48, 54, 58, 63]. These approaches are based on
Lyapunov theory and derive a weight update law in the form of an ordinary differential
equation for the weight estimates by assuming that there exists an unknown constant ideal
set of weights. This assumption seems to be reasonable and MRAC architecture works well
on most systems. But the assumption of constant ideal weights may require a higher adapta-
tion gain than is needed to achieve a prescribed level of performance. High adaptation gain
can excite unmodelled dynamics, produce an excessive amount of control activity [67, 71],
and amplify the effect of sensor noise.
Recently a derivative-free model reference adaptive control (DF-MRAC) [68, 70] was
introduced as an extension of the iterative learning approach adopted in [11]. DF-MRAC
uses the information of delayed weight estimates and the information of current system
states and errors. In DF-MRAC, the assumption of constant unknown ideal weights is
relaxed to the existence of time-varying weights such that fast variation in weights is allowed
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without assuming the existence of their derivatives. The error dynamics are shown to
be uniformly ultimately bounded (UUB) using a Lyapunov-Krasovskii functional without
employing any modification terms in the adaptive law.
In this thesis K-modification is applied to DF-MRAC to combine the benefits provided
by each of these individual methods. Instead of using the pure integral form of stiffness in K-
modification [35], its numerical integral form is used. This results in a derivative-free version
of K-modification model reference adaptive control (DF-K-MRAC). The error dynamics are
shown to be UUB without the need for additional modification terms to bound the weight
estimates. In addition, it is shown DF-K-MRAC allows greater flexibility in selecting the
parameters in the DF-MRAC adaptive law.
1.3 Adaptive Output Feedback Control
Research in adaptive output feedback control of uncertain nonlinear systems is motivated
by the many emerging applications that employ novel actuation devices for active con-
trol of flexible structures and fluid flows. These applications include actuators such as
piezo-electric films and synthetic jets, which are typically nonlinearly coupled to the plant
dynamics they are intended to control. Models for these applications vary from accurate low
frequency models to models that only crudely approximate the true dynamics even at low
frequencies. Examples of applications include active damping of flexible structures, control
of aeroservoelastic aircraft, and active control of flows.
There have been primarily two approaches to dealing with adaptive output feedback
control. One approach is based on a state estimation, whereas the other avoids the use of
a state observer. Esfandiari and Khalil [20] introduced a high gain observer for the recon-
struction of the unavailable states. Kristic, Kanellakopoulos, Kokotovic [38] and Marino,
Tomei [43] have presented backstepping-based approaches to adaptive output feedback con-
trol of uncertain systems, which are affine with respect to unknown parameters. They use
derivatives of inputs and outputs directly, which is not desirable if there is noise in the
system.
Kim and Lewis [36] suggested a NN in the observer structure. Adaptive output feedback
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control using a high gain observer and radial basis function NNs has also been proposed
by Seshagiri and Khalil [59] for nonlinear systems represented by input-output models.
Another method involving design of an adaptive observer using function approximators
and backstepping control was given by Choi and Farrel [12] for a limited system that can
be transformed to output feedback form in which nonlinearities depend on measurements
only. In Calise, Hovakimyan, and Idan [8], a direct adaptive output feedback control design
procedure was developed for uncertain nonlinear systems without state estimation but with
a stable low pass filter to satisfy a strictly positive real (SPR) condition. Their approach
requires that the input vector to the NN be composed of current and past input/output data.
However, their approach is limited to single input systems. Hovakimyan, Nardi, Calise, and
Kim [27] considered adaptive output feedback control of uncertain nonlinear systems with an
error observer instead of a state observer. Volyanskyy, Haddad, and Calise [64] introduced
Q-modification to the adaptive output feedback control problem. Yucelen, Haddad, and
Calise [73] used a nonminimal state space realization, which constructs a higher input-output
equivalent system from the original system. Lavretsky [39] introduced an adaptive output
feedback design using asymptotic properties of LQG/LTR controllers, that asymptotically
satisfies the SPR condition.
All of the above approaches, with the exception of that in Ref. [39], significantly increase
the level of complexity in adaptive control control design. Our approach is similar in spirit
to that of Ref. [39], with the exception that it is less restrictive in that we do not attempt to
satisfy an SPR condition, which naturally leads to a formation that relies on the existence
of a positive definite solution of a parameter dependent Riccati equation. Therefore, our
approach is applicable to non-minimum phase systems.
In this thesis we develop an adaptive output feedback approach assuming that a state
observer is employed in the nominal controller design. The observer design is modified
and employed in the adaptive part of the design in place of a reference model. This is
combined with a novel adaptive weight update law. The weight update law ensures that
estimated states follow both the reference model states and the true states so that both
state estimation errors and state tracking errors are bounded. Although the formulation is
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in the setting of model following adaptive control, the realization of the adaptive controller
uses the observer of the nominal controller in place of the reference model to generate an
error signal. Thus the only components that are added by the adaptive controller are the
realizations of the basis functions and the weight adaptation law. The realization is even
less complex than that of implementing a model reference adaptive controller in the case of
state feedback.
The stability analysis employs a Lyapunov candidate function that entails the solution
of a parameter dependent Riccati equation (rather than a Lyapunov equation) to show that
all error signals are uniformly ultimately bounded (UUB). It is shown how the upper limit
for the Riccati equation parameter is employed in the design of the adaptive law, and also
influences the ultimate bounds for the state estimate error and the adapted weight error.
1.4 Applications
Three dynamics models are used to illustrate the design procedure of the developed theories
in this thesis: a wing-rock dynamics model, a rigid spacecraft, and an aeroelastic generic
transport model. The same wing-rock dynamics model is used in K-modification and KF
based σ- and K-modification. The rigid spacecraft dynamics model is used to illustrate DF-
MRAC with K-modification. The output feedback form of the wing-rock dynamics model
is used for a parameter-dependent Riccati equation approach to output feedback adaptive
control in Chapter III. Finally, an aeroelastic generic transport model is used for the output
feedback adaptive control approach in Chapter IV.
1.4.1 Wing Rock Dynamics
Wing rock is an phenomenon of lateral-directional instability for airplanes flying at high
angles of attack, which occurs not only to low-aspect-ratio-configurations but also high-
aspect-ratio configurations. Wing rock is triggered by flow asymmetries, developed by
negative roll damping, and sustained by nonlinear aerodynamic roll damping. This wing
rock phenomenon and its control have been studied in Ref’s. [19, 29, 42, 50, 60, 62]. The
6




Cl + d0u (1)
where φ is the roll angle, ρ is density of air, U∞ is free-stream velocity, b is wing span,
Ixx is wing mass moment of inertia, and d0 is the control effectiveness element relating the
input signal u and the angular acceleration. From Ref’s. [19, 29, 42, 60], the roll-moment
coefficient is expressed as
Cl = a0 + a1φ+ a2φ̇+ a3|φ|φ̇+ a4|φ̇|φ̇+ a5φ3 (2)
where the aerodynamic parameters ai are nonlinear functions of the angle of attack. The
state space representation is
ẋ1 = x2
ẋ2 = f(x) + d0u
(3)
where x = (x1, x2)
T = (φ, φ̇)T ∈ R2 and
f(x) = b0 + b1φ+ b2φ̇+ b3|φ|φ̇+ b4|φ̇|φ̇+ b5φ3 (4)




ai for i = 0, 1, . . . , 5.
1.4.2 Rigid Spacecraft
For the rotational equations of motion for a rigid spacecraft, Euler’s second law is used
Ḣc = M c (5)
where Hc is the angular momentum vector evaluated with respect to the center of mass of
the rigid body and M c is the net applied moment about the mass center. Since Hc = Ibω,
ω = [ω1, ω2, ω3]
T is the angular velocity and İb = 0 in a body attached frame, the time
derivative of Hc in the body attached frame is
Ḣc + ω×Hc = M c
Ibω̇ + ω×Ibω = M c
ω̇ = −I−1b ω×Ibω + I−1b M c
(6)
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the equation of motion for rigid spacecraft in (6) can be written as
ω̇ = −I−1b XIbω + I−1b M c























A ≡ 03×3, ∆(ω) ≡ −XIbω, u ≡ M c
(9)
1.4.3 Aeroelastic Generic Transport Model
An aeroelastic model of the longitudinal dynamics of a generalized transport model (GTM)
was developed in Ref. [52]. This model, illustrated in Figure 1, accounts for interactions
between wing bending and torsion and rigid body longitudinal aircraft dynamics with an
assumption that the aeroelastic effect of GTM is contributed only by the wing structures.
The blue dashed line indicates the location of six slats and six flaps. This model is used to
illustrate the application of the adaptive output feedback approach in Chapter IV.
The structural dynamics are modeled using Galerkin’s method [25]. In the wing aeroe-
lasticity, the bending and torsional deflections (W(x, t), Θ(x, t)) were approximated by the
method of separation of variables as
W(x, t) = w(t)Φ(x)
Θ(x, t) = θ(t)Ψ(x)
(10)
where w(t) and θ(t) are the generalized coordinates, and Φ(x) and Ψ(x) are the assumed
normalized mode shapes subject to fixed-end symmetric boundary conditions at the wing
8
Figure 1: Aeroelastic Generic Transport Model.
root x = 0 and the wing tip section x = L, and it is shown in Figure 2











where cL = 1.8751 is the eigenvalue of the first bending mode of a uniform cantilever beam,






Ψ2(x)dx = L (12)























Figure 2: Mode shapes of bending and torsion.
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1.5 Thesis Organization
Chapter II develops the theory of a stiffness modification in adaptive control. It also illus-
trates how to combine K-modification with σ-modification and KF-based adaptive control
while preserving the benefits provided by each of these individual methods. Chapter III
presents a parameter dependent Riccati equation approach for analyzing the stability prop-
erties of a novel output feedback adaptive control law. The methods developed in Chapter
III are applied to the aeroelastic GTM in Chapter IV. Conclusions and future research
directions are summarized in Chapter V.
1.6 Notation
The following notations are used in this thesis: Rn denotes the set of n × 1 real column
vectors, Rn×m denotes the set of n × m real matrices, (·)T denotes transpose, and (·)−1
denotes inverse, vec(A) is the vector form of a matrix A in which the columns of A are
stacked into a vector, diag[A,B] is a block diagonal matrix formed with matrices A and
B on the diagonal, and In is an n × n identity matrix. tr[A] is the trace of matrix A, | · |
denotes vector norm, ‖ · ‖ denotes matrix maximum singular value, ‖ · ‖F denotes Frobenius
norm, λmin(A) and λmax(A) denote the minimum and maximum eigenvalues of matrix A,




STATE FEEDBACK ADAPTIVE CONTROL WITH
K-MODIFICATION
2.1 State Feedback Adaptive Control
Consider the stabilizable uncertain nonlinear system
ẋ(t) = Ax(t) +B[u(t) + ∆(x(t))] (13)
where A ∈ Rn×n, B ∈ Rn×m are known matrices, x(t) ∈ Rn is the state vector, u(t) ∈ Rm
is the control input vector, ∆(·) : Rn → Rm is the matched uncertainty, and y(t) ∈ Rp is
the output vector. The nominal control for the system (13) is given by
un(t) = −Kxx(t) +Krr(t) (14)
where r(t) ∈ Rr is the bounded reference command and Kx ∈ Rm×n and Kr ∈ Rm×r are
given state and input gain matrices. With the system and nominal controller matrices
given, a reference model can be constructed in the form
ẋm(t) = Amxm(t) +Bmr(t) (15)
where xm(t) ∈ Rn is the model state vector.




where Am is Hurwitz by design.
Assumption 2.1.2 The uncertainty in (13) can be linearly parameterized in the form
∆(x) = WTβ(x) + ε(x), |ε(x)| < ǫ, ∀x ∈ Dx ⊂ Rn (17)
where Dx is a sufficiently large compact set, W ∈ Rq×m is an unknown constant weight
matrix with known bound W , β(·) : Rn → Rq is a bounded basis, and ε(·) : Rn → Rm is the
residual error.
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The objective is to augment the nominal control law in (14) so that x(t) asymptotically
tracks xm(t). The augmented control has the form




satisfies the adaptive law [33,47]
˙̂
W (t) = γβ(x(t))eT(t)PB − ˙̂Wm(t) (20)
where γ is the positive adaptive learning rate, e(t) = x(t) − xm(t), ˙̂Wm(t) is a modifi-
cation term, i.e.
˙̂
Wm(t) = σŴ (t) for σ-modification [33] and
˙̂
Wm(t) = λ|e(t)|Ŵ (t) for
e-modification [47] with the positive damping learning rates of σ and λ, and P is a positive-
definite solution of the Lyapunov equation for any Q > 0
0 = ATmP + PAm +Q (21)
Figure 3 summarizes the conventional MRAC structure as described above.
This chapter is organized as follows: Section 2.2 introduces K-modification adaptive




















Figure 3: Overall Control System Architecture.
12
2.2 K-modification
The motivation behindK-modification is the desire to achieve a prescribed natural frequency
and damping ratio for the error transients. In this section, K-modification is defined by
introducing a stiffness term in the weight update law. The second order characteristics of
the update law are studied with respect to damping ratio and natural frequency with a
combination of σ- and e-modification terms. The effect of K-modification is interpreted in
terms of a state space representation.
2.2.1 Adaptive Control Design with K-modification
The weight adaptation law with K-modification and σ-modification takes the form
˙̂
W (t) = γβ(x(t))eT(t)PB − σŴ (t)− k
∫ t
t−T
Ŵ (s)ds, T > 0 (22)
where k is the positive stiffness learning rate.
To understand the effect of K-modification, differentiate the update law in (22) with
respect to time and apply the following error dynamics
ė(t) = Ame(t) −BW̃T(t)β(x(t)) +Bε(x(t)) (23)
where W̃ (t) = Ŵ (t)−W , and additionaly its dynamics can be written as




Then the update law in (22) can be written in the following second order form
¨̂
W (t) + Cw
˙̂
W (t) +KwŴ (t) = Fw (25)




















+ kŴ (t− T )
(26)
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+ kŴ (t− T )
(27)
where Ŵ (t− T ) is the T time delayed value of Ŵ (t).
Remark 2.2.1 The characteristics of the second order form of the weight update law in
(25) is analogous to that of a mechanical system. The effects of K-modification on the
update law appear only in the stiffness term, Kw, and the forcing term, Fw. The stiffness
term is affine in k and forcing term can be viewed as an input that is filtered by the adaptive
law. The uncertainty enters the Ŵ dynamics in (25) only through Fw. The effects of σ-
and e- modification on the update law appear in the damping term Cw in both cases. Note
that Cw only depends on σ and that Kw is independent of σ in the case of σ-modification,
whereas e-modification affects both Cw, in a manner that depends on |e(t)|, and Kw in a
more complicated manner.
In the scalar control case (m = 1), the filtering effect of the second order weight update
law in (25) can be characterized in terms of an equivalent damping ratio and natural fre-
quency:
























PBβT(x(t)) + k (29)































Remark 2.2.2 It is clear from (28)-(31) that the product, ζ(t)ωn(t) is proportional only to
σ in the case of σ-modification and to λ|e(t)| in the case of e-modification. In an under-
damped second order system, this product determines the settling time. The above suggests
that for a given σ, one should select k so that the resulting damping ratio is reasonable.
It is interesting to note that e- modification has the effect of causing the damping ratio to
approach zero as |e(t)| approaches zero.
Remark 2.2.3 The term Ŵ (t − T ) in (26) and (27) can alternatively be written using
Pade’s approximation. Using Laplace transform and Pade’s first order approximation
L
[
Ŵ (t− T )
]
= e−sT Ŵ (s) ≈ −s+ 2T
s+ 2T
Ŵ (s) (32)





W (t) + Cw
˙̂
























The left hand side of (33) can be written as
[












































With (34), (35), and zero initial conditions, (33) can be written as
(
s2 + (σ + 2T )s+ 2(σT + k)
)

















2σT + 2k +Kww(t)
)
Ŵ (t)























= Ḟww(t) + 2TFww(t)
(38)
This form has the disadvantage that it now is 3rd order, but may be advantageous in that
Ŵ (t) now appears only on the left hand side of the differential equation.
Remark 2.2.4 For the case of scalar control, the second order weight update law (25) can
be also expressed in state-space form
Σ̇(t) = AΣ(t)Σ(t) +BΣFw(t)
Σy(t) = CΣΣ(t)
(39)
where Σ(t) = [ŴT(t),
˙̂
WT(t)]T ∈ R2q is the state, Σy(t) = Ŵ (t) ∈ Rq is the output,









 , BΣ = [0q×q, Iq×q]
T, CΣ = [Iq×q, 0q×q] (40)
In comparison to e- and σ-modification, K-modification can be viewed as containing a feed-
back of the delayed weight estimates, which is a consequence of introducing the stiffness
term in the update law. This is illustrated in Figure 4, where Fo(t) is the value of Fw(t)
for k = 0. Fo(t) may have oscillations, which can be reduced by the feedback of the T time
delayed estimated weight Ŵ (t− T ). This effect is illustrated in the wing-rock example to be
presented later.
The following theorem summarizes the stability properties associated with the use of σ-
modification. Projection is used to ensure that the weights remain bounded. The notation












and Br = {ζ(t) : |ζ(t)| ≤ r} such that Br ⊂ Dζ for a
















































and the projection operator bound, ΘW̃ .
Theorem 2.2.1 Consider the uncertain nonlinear system given by (13) with u(t) given by









) , then the closed loop system errors defined by (23) and (24) with
weight update law
˙̂
W (t) = Proj
(






where γ > 0 and σ > 0, are uniformly ultimately bounded (UUB).
Proof: Consider the Lyapunov function candidate


















































(44) can be written as
V̇ =− 1
2
















Letting Y (t) ≡ γβ(x(t))eT(t)PB − σŴ (t)− k
∫ t
t−T Ŵ (s)ds, then (46) can be expressed as
V̇ =− 1
2






















Furthermore, (47) can be written as
V̇ =− 1
2













































It also ensures that W̃ (t) satisfies a pre-specified bound, ΘW̃ . Therefore, (48) becomes
V̇ ≤ − 1
2








































































Consequently, we can conclude that
|e(t)| > Θe, ‖W̃ (t)‖ > ΘW̃ (53)
renders V̇ < 0. With reference to the sets depicted in Figure 5, define Ωβ ≡ {ζ(t) ∈ Br :
ζ(t)TP̃ ζ(t) ≤ λmax(P )Θ2e +Θ2W̃ /γ}. Then Ωα is a positively invariant set if Ωβ ⊂ Ωα. This


















Therefore, if ζ(0) ∈ Ωα, then the error dynamics are UUB. 
Remark 2.2.5 Invariancy in the error dynamics together with the fact that xm(t) is bounded
ensures that x(t) remains in Dx, if Dx is sufficiently large. It is apparent from (54) that this
implies a lower bound on γ that is related to the bound on xm(t) and the size of Dx, and the





= 1/γ and the limiting from this condition in (54) is r2 > γλmax(P )Θ
2
e.





Figure 5: Geometric representation of the sets in Theorem 2.2.1.
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The following theorem summarizes the stability properties associated with the use of


























































and the projection operator bound, ΘW̃ , as before.
Theorem 2.2.2 Consider the uncertain nonlinear system given by (13) with u(t) given by









) , then the closed loop system errors defined by (23) and (24) with
weight update law
˙̂
W (t) = Proj
(






where γ > 0 and λ > 0, are UUB.
Proof: Consider the Lyapunov function candidate in (43). In this case (46) becomes
V̇ =− 1
2
















Letting Ye(t) ≡ γβ(x(t))eT(t)PB − λ|e(t)|Ŵ (t)− k
∫ t
t−T Ŵ (s)ds, then (47) becomes
V̇ =− 1
2












































































The remaining arguments are the same as in the proof of Theorem 2.2.1, so the only things
that changes are the expressions for c2 and c3 in (59). 
2.2.2 Illustrative Example with Wing Rock Dynamics
This section presents two sets of simulation results involving wing-rock dynamics [60]. First,
K- combined with e-modification (e-K-modification) results are shown for different values of
the adaptation parameters. Second, time delay effects on K combined with e-modification
(e-K-modification) and K combined with σ-modification (σ-K-modification) are given.
Consider the following wing-rock dynamics
ẋ1(t) = x2(t)
ẋ2(t) = u(t) + ∆(x(t))
(61)
where x1(t) and x2(t) represent roll angle (φ(t)) and roll rate (φ̇(t)),
∆(x(t)) = b0 + b1x1(t) + b2x2(t) + b3|x1(t)|x2(t) + b4|x2(t)|x2(t) + b5x31(t) (62)
with b0,1,2,3,4,5 = [0, 0.2314, 0.6918,−0.6245, 0.0095, 0.0214] . The control objective here is
to eliminate the oscillations caused by the wing rock phenomenon by stabilizing the roll
dynamics about the equilibrium condition (x1(t), x2(t)) = (0, 0). The initial conditions
are selected to be x1(0) = φ(0) = 6
◦ and x2(0) = φ̇(0) = 3
◦/sec. The reference model
is selected to be second order with a natural frequency of 0.5 rad/sec and a damping





, where βi(xi) =
1
1+e−xi
. The responses of the nominal closed
loop system and the reference model are shown in Figure 6.
Figures 7 through 10 show results with e-K-modification with the adaptation parameter
settings summarized in Table 1. In Case 1, the adaptation gain is applied with zero stiffness
gain. Figure 7 shows that as the adaptation gain increases the roll angle oscillation and
its frequency increase as well as the control effort. Case 2 introduces K-modification with
21






































































Figure 6: Reference model, aircraft, and nominal control responses with uncertainty.
k = 100 and T = 0.01 second. Figure 8 shows that the roll angle oscillation and the control
effort dramatically decrease. In Case 3, the stiffness gain is increased with fixed adaptation
gain. Figure 9 shows that as the stiffness gain increases the roll angle oscillation and its
frequency decrease as well as the control effort decreases. Case 4 presents the effect that the
value of T used in the weight update law in (22) has on performance with fixed adaptation
and stiffness gain. Figure 10 shows that the roll angle oscillation and its frequency as well as
the control effort are significantly decreased for values of T in the range 0.01 - 0.1 seconds.
Table 1: Adaptation parameter settings.
Adaptation gain e-modification Stiffness gain T
γ λ fixed k [second]
Case 1 10, 25, 100 100 0 0
Case 2 10, 25, 100 100 250 0.01
Case 3 25 100 100, 250, 500 0.01
Case 4 25 100 250 0.01, 0.05, 0.1
Figures 11 and 12 show responses of e-K-modification with time delay in the control
input channel. Oscillations appear in Figure 11, where e-modification alone is used with
22
time a delay of 0.1 second. Figure 12 shows that these oscillations are significantly reduced
by employing K-modification.
Figures 13 and 14 show responses of σ-K-modification with time delay in the control
input channel. Oscillations appear in Figure 13, where σ-modification alone is used with
time a delay of 0.5 second. Figure 14 shows that these oscillations are significantly reduced
by employing K-modification.
2.2.3 Conclusion
This section suggests a way to introduce a tunable stiffness term in the weight update law
of an adaptive control system such that smooth transient characteristics can be obtained.
The proposed K-modification can be interpreted as a feedback of time delayed values of
the weights and filters inputs of the uncertainty according to the tuned damping ratio
and natural frequency. The examples also illustrate that robustness to time delay is also
improved, however there is no proof of this fact. The example of wing rock dynamics
illustrates that oscillations in adaptive systems can be significantly reduced through the
appropriate choice of the stiffness parameter in combination with other adaptation gains.
K-modification can be also used in combination with other modification methods.
23







































































(a) Adaptive control using γ = 10, λ = 100, k = 0







































































(b) Adaptive control using γ = 25, λ = 100, k = 0






































































(c) Adaptive control using γ = 100, λ = 100, k = 0
Figure 7: Case 1 - Increasing adaptation gain without stiffness gain.
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(a) Adaptive control using γ = 10, λ = 100, k = 250, T = 0.01






































































(b) Adaptive control using γ = 25, λ = 100, k = 250, T = 0.01







































































(c) Adaptive control using γ = 100, λ = 100, k = 250, T = 0.01
Figure 8: Case 2 - Increasing adaptation gain with an stiffness gain.
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(a) Adaptive control using γ = 25, λ = 100, k = 100, T = 0.01






































































(b) Adaptive control using γ = 25, λ = 100, k = 250, T = 0.01






































































(c) Adaptive control using γ = 25, λ = 100, k = 500, T = 0.01
Figure 9: Case 3 - Increasing stiffness gain.
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(a) Adaptive control using γ = 25, λ = 100, k = 250, T = 0.01






































































(b) Adaptive control using γ = 25, λ = 100, k = 250, T = 0.05






































































(c) Adaptive control using γ = 25, λ = 100, k = 250, T = 0.1
Figure 10: Case 4 - Increasing updating time interval.
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Figure 12: Adaptive control with e-K-modification and a time delay of 0.1 sec.
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Figure 14: Adaptive control with σ-K-modification and a time delay of 0.5 sec.
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2.3 A Kalman Filter Approach to K-modification
Recently a Kalman filter (KF) based adaptive control was developed in Ref. 71. It pro-
vides an optimal time varying adaptation gain and achieves better performance than with
fixed gain. In this section, KF based adaptive control is combined with K-modification
which was introduced in Section 2.2. This section is organized as follows: subsection 2.3.1
provides a brief introduction to KF based adaptive control and its combination with σ-
and K-modification. In subsection 2.3.2, a numerical example illustrates the properties
of K-modification and KF-σ-K through the same wing-rock simulation from Section 2.2.
Conclusions are given in subsection 2.3.3.
2.3.1 KF based σ- and K-modification
The KF based approach to adaptive control is developed by imposing a constraint on the
adapted weights, subject to the following assumption.
Assumption 2.3.1 The constraint on the ideal weight matrix in an adaptive control design
has the linear form
WT(t)φ1(t, x(t), u(t)) = φ2(t, x(t), u(t)) (63)
where W (t) ∈ Rs×m is an unknown weight matrix, φ1(·) : [0,∞) × Rn × Rm → Rs×1 is a
given regressor, and φ2(·) : [0,∞)× Rn × Rm → Rm×1 is also a given regressor.
The problem of estimating W (t) while enforcing the linear constraint in (63) can be









where z(t) is a measurement, w(t) ≡ vec(Ŵ (t)) ∈ Rms, φ̃1(x(t)) ∈ Rms×ml, and both
q(t) and r(t) are zero-mean, Gaussian, white noise processes with known covariances. The







The Kalman filter associated with this problem formulation can be given as:
˙̂







TŴ (t)− φ2(t, x(t), u(t))T
]
(66)










where S(t) ∈ Rs×s and QR ∈ Rs×s > 0. The details are given in [72].






























Then, from the constraint in (63) and the equations in (66)-(67), the KF-σ-K adaptive
control law takes on the following form:
˙̂
W (t) = Γ(t)
[






Ṡ = −S(t)R−1S(t)σ +QR
(69)
where S(0) ≥ 0, R = rI > 0, and QR > 0.
Remark 2.3.1 The solution of the differential Riccati equation in (69), S(t), exists, and
is symmetric, positive definite, and uniformly bounded for all t ≥ 0.
The following theorem summarizes the stability properties associated with KF based σ-





and Br = {ζ(t) : |ζ(t)| ≤ r} such that Br ⊂ Dζ for a suffi-






















































where M ≡ rS−1(t)QRS−1(t), and the projection operator bound, ΘW̃ .
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Theorem 2.3.1 Consider the nonlinear uncertain dynamical system given by (13) with the
control law given by (18) and reference model given by (15), subject to Assumptions 2.1.1







) , then the closed loop system errors
given by (23) and (24) with weight update law
˙̂










Ṡ = −S(t)R−1S(t)σ +QR
(71)
where S(0) > 0, R = rI > 0, and QR > 0, are UUB.
Proof: Consider the Lyapunov function candidate










where Γ(t) = S(t)R−1 is positive definite and uniformly bounded KF adaptation gain. To
show ultimate boundedness, the proposed weight update law in (71) is used to update the
NN weights to force the adaptive parameters to evolve in a prescribed compact region. The











































































Letting Yh = β(x(t))e
TPB − σŴ (t)− k
∫ t
































Also using the inequality property of the projection operator in (49), which ensures that






= −Γ−1(t)Γ̇(t)Γ−1(t) = σI − rS−1(t)QRS−1(t) (77)
we have
V̇ ≤ − 1
2
eT(t)Qe(t) + eT(t)PBε(x(t)) − tr
[

















where M ≡ rS−1(t)QRS−1(t) is bounded. Due to the projection operator in (71) and
boundedness of M , the third and fourth terms are bounded. From (78) we have that














































|e(t)| > Θe, ‖W̃ (t)‖ > ΘW̃ (81)
renders V̇ < 0. The remaining arguments in the proof of Theorem 2.2.1 still apply. 
Remark 2.3.2 Similar to Remark 2.2.5, invariancy in the error dynamics together with
the fact that xm(t) is bounded ensures that x(t) remains in Dx, if Dx is sufficiently large.
It is apparent from (54) that this implies a lower bound on Γ(t) that is related to the bound
on xm(t) and the size of Dx, and the lower bound in (54). However it also implies an upper




= ‖Γ−1(t)‖ and the limiting
from this condition in (54) is r2 > ‖Γ(t)‖λmax(P )Θ2e.
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2.3.2 Illustrative Example with Wing Rock Dynamics
KF-σ-K results are illustrated by comparing them to σ-K-modification with and without
time delay using the wing rock example introduced in Section 2.2. Figures 15 and 16 show
comparisons of σ-K-modification and KF-σ-K with all adaptation parameters set to 1.0. in
both cases. Figure 15 shows the response without time delay, while Figure 16 shows result
with a time delay of 0.1 sec. These results indicate that it is not as important to tune the
adaptation parameters with KF-σ-K as it is with σ-K-modification.
2.3.3 Conclusion
The proposed KF based σ- and K adaptive control law combines the benefits provided by
each of individual methods. The system error signals are proven to be uniformly ultimately
bounded using the projection based weight update law. It also requires less effort with
regard to having to tune the parameters in the adaptive law even though it provides more
freedom of tuning parameters of damping and stiffness. KF based σ- and K adaptive control
law reduces significantly oscillations shown in the wing rock simulation with an unit values
















































































































































(b) KF-σ-K-AC with σ = 1, k = 1, T = 0.1




















Figure 15: σ-K-modification and KF-σ-K without time delay.
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(b) KF-σ-K-AC with σ = 1, k = 1, T = 0.1, and time delay 0.1 sec




















Figure 16: σ-K-modification and KF-σ-K with time delay 0.1 sec.
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2.4 Derivative-Free Model Reference Adaptive Control with K-modification
Conventional MRAC assumes an unknown constant ideal set of weights, and as a result may
require a higher adaptation gain than is needed to achieve a prescribed level of performance.
High adaptation gain can excite unmodelled dynamics, produce an excessive amount of
control activity, and amplify the effect of sensor noise. Recently introduced derivative-
free model reference adaptive control (DF-MRAC) in Ref’s. [68, 70] uses the information
of delayed weight estimates and the information of current system states and errors. In
DF-MRAC, the assumption of constant unknown ideal weights is relaxed to the existence
of time-varying weights such that fast variation in weights is allowed without assuming the
existence of their derivatives.
K-modification is combined with derivative free model reference adaptive control (DF-
MRAC). The system error signals are shown to be uniformly ultimately bounded without
using additional modification terms. It is shown that K-modification allows better control
of the error transient in the DF adaptive law. A spacecraft stabilization example is used to
illustrate the benefit of the combined approach.
This section is organized as follows: Subsection 2.4.1 provides a brief background on
DF-MRAC. In subsection 2.4.2, DF-MRAC is combined with K-modification. In subsection
2.2.3, a spacecraft stabilization example is used to illustrate the benefit of the combined
approach. The example illustrates that DF-K-AC affords greater control of the transient in
the error dynamics in the presence of time delay. The results are summarized in subsection
2.2.4.
2.4.1 Derivative-Free MRAC
Consider the uncertain nonlinear dynamical system given in (13) with the following assump-
tion
Assumption 2.4.1 The matched uncertainty in (13) can be linearly parameterized as
∆(x) = WT(t)β(x) (82)
where W (t) ∈ Rs×m is the unknown time-varying weight matrix that satisfies ‖W (t)‖ ≤ ω∗
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and β(·) : Rn → Rs is the bounded basis function vector of the form β(x) = [β1(x), β2(x), ...
, βs(x)]
T ∈ Rs. With the time-varying weight, the matched uncertainty does not require a
residual error ε(x).
Furthermore, consider the nominal control in (14), the reference model in (15) with the
matching condition in (16), the augmented control form in (18), and the adaptive control
in (19).
Ŵ (t) satisfies the derivative-free adaptive law
Ŵ (t) = κ1Ŵ (t− τ) + κ2β(x(t))eT(t)PB (83)
where τ is a time delay design value, e(t) = x(t)− xm(t) is the state tracking error, and P
is a positive-definite solution of the Lyapunov equation for any Q > 0
0 = ATmP + PAm +Q (84)
and κ1 ∈ Rs×s and κ2 ∈ R satisfy
κT1 κ1 < Is
κ2 > 0
(85)
Remark 2.4.1 Let Ẇm(t) = 0 and apply first order integration to (20) with step size τs.
Then
Ŵ (t) = τsγβ(x(t))e
T(t)PB + Ŵ (t− τs) (86)
This form of weight update law is identical to the DF-MRAC law in (83), if κ1 = Is,
κ2 = γτs, and τ = τs, and with the exception that the choice of κ1 = Is is not permitted in
DF-MRAC. In DF-MRAC, κ1 can be chosen, for example, as ζIs where 0 < |ζ| < 1, and τ
is not necessarily equal to τs. This added dimension in the tuning process provides memory
to the adaptive law, and can be employed to improve transient behavior without increasing
the effective adaptation gain.
The state tracking error and weight update error dynamics can be written as:
ė(t) = Ame(t) +BW̃
T(t)β(x(t))
W̃ (t) = κ1W̃ (t− τ)− κ2β(x(t))eTPB + d(t)
(87)
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where W̃ (t) = W (t)− Ŵ (t) and d(t) = W (t)− κ1W (t− τ).
Theorem 2.4.1 Consider the controlled nonlinear uncertain dynamical system given by
(13) subject to Assumption 2.4.1. In addition, consider the feedback control law given by
(18) with the nominal feedback control component given by (14) and with the adaptive control
feedback component given by (19) that has a derivative-free weight update law in the form
(83). Then e(t) and W̃ (t) given in (87) are UUB.
Proof: The proof is given in Ref. [68]. 
Remark 2.4.2 The assumption in (82) does not place any restriction on the time derivative
of the weight matrix. It expands the class of uncertainties that can be represented by a given
set of basis functions because time-variation is allowed in the unknown ideal weight matrix.
Particularly for time varying disturbances and sudden changes in system dynamics, an
adaptive law designed subject to (83) is more effective than an adaptive law that assumes
the existence of constant ideal weights, which for example might be expressed as
∆(x) = WTβ(x) + ε(x) (88)
where W is the unknown constant ideal weight and ε(x) is the residual error satisfying
|ε(x)| < ǫ on a sufficiently large bounded set in the state space.
2.4.2 Derivative Free K-modification MRAC
Consider the following DF-MRAC update law from (83) and now with the K-modification.




This combined weight update law requires the use of a projection operator as in [35] in
order to show that the errors are UUB. To avoid the introduction of a projection operator,
the integral form of K-modification in (89) is replaced with a numerical integration form.
Let’s consider two numerical integration forms of K-modification:
∫ t2
t0
Ŵ (s)ds ≈ t2 − t0
2
[Ŵ (t0) + Ŵ (t2)]
≈ t2 − t0
3
[Ŵ (t0) + 4Ŵ (t1) + Ŵ (t2)]
(90)
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Remark 2.4.3 The first expression in (90) uses a Trapezoidal integration rule. When this
rule is used for the stiffness term in the update law, the weight update law reduces to a form
that is similar to DF-MRAC. The second expression in (90) uses a Simpson’s integration
rule which is a more accurate integration rule than the Trapezoidal rule, however it is more
difficult to analyze.
The state tracking error dynamics and the weight update error can be written as:
ė(t) = Ame(t) +BW̃
T(t)β(x(t))
W̃ (t) = W (t)− Ŵ (t)
(91)
where e(t) = x(t)− xm(t).
Theorem 2.4.2 Consider the uncertain nonlinear system given by (13) with the nominal
control un(t) given by (14) and reference model given by (15), subject to Assumptions 2.1.1
and 2.4.1, and the adaptive control uad(t) given by (19) with the weight update law using
the Trapezoidal integration rule




Ŵ (t) + Ŵ (t− T )
]
(92)
where τ > 0 and T > 0 are updating time intervals for Ŵ (t) and K-modification term

















where κ1 ∈ Rs×s, κ2 ∈ R, κ3 ∈ R, Γ = 1 + κ3T2 and 0 < α1 < 1, 0 < α2, 0 < α3 < 1. Then
the closed loop system errors given by (91) are UUB.
Remark 2.4.4 Comparing (85) with (93) it can be seen that the upper bound on κ1 is in-
creased. Also, the Trapezoidal integration rule introduces two additional tuning parameters,
κ3 and T .
Remark 2.4.5 Ŵ (t) appears on both sides of (92) and therefore to implement (92) one
must first solve for Ŵ (t).
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Remark 2.4.6 When T = τ , (92) reduces to a form that is identical to the derivative-free
weight update law in (83).
Proof of Theorem 2.4.2: The following definitions are introduced to simplify the
notation:
e ≡ e(t)
W̃ ≡ W̃ (t), W̃τ ≡ W̃ (t− τ), W̃T ≡ W̃ (t− T )
d ≡ d(t), β ≡ β(x(t)),Ω ≡ β(x(t))eT(t)PB
With the proposed weight update law in (92), the weight estimation error can be written
as











d = W −K1Wτ −K3WT
(95)


















3 K3W̃T + d
Td
− 2W̃Tτ KT1 K2Ω+ 2W̃Tτ KT1 K3W̃T + 2W̃Tτ KT1 d
− 2ΩTKT2 K3W̃T − 2ΩTKT2 d+ 2W̃TT KT3 d
]
(96)
Consider the Lyapunov-Krasovskii functional [23]











where r1 = τ , r2 = T , ρ1 > 0, and ρ2 > 0. Differentiating (97) with respect to time, we
have










W̃TW̃ − W̃TT W̃T
] (98)
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where V̇ (e, W̃ ) = V̇ (e(t), W̃ (t)). Using Ω = βeTPB and the expression for W̃ in (91), (98)
becomes
V̇ (e, W̃ ) =− eTQe+ 2 tr
[(

















ρ = ρ1 + ρ2 > 0






























in (96), (100) becomes


















3 K3W̃T + d
Td− 2W̃Tτ KT1 K2Ω+ 2W̃Tτ KT1 K3W̃T + 2W̃Tτ KT1 d











Arranging (101) with respect to W̃ , W̃τ , W̃T , and Ω, then





















































With the selection of K2 =
1
ρη




































































































Using the three inequalities in (104), (103) can be written as
























































(1 + λ+ 1λ)ρη
< 1
(106)










V̇ (e(t), W̃ (t)) ≤− c1|e(t)|2
− c2‖W̃ (t)‖2F
− c3‖W̃ (t− τ)‖2F
− c4‖W̃ (t− T )‖2F
+ c5
(108)
where the constants c1, c2, c3, c4, and c5 satisfy the following inequalities:
c1 = λmin(Q) > 0
c2 = ρξ























c5/c1 or ‖W̃ (t)‖F >
√
c5/c2 or ‖W̃ (t− τ)‖F >
√
c5/c3 or ‖W̃ (t− T )‖F >
√
c5/c4 renders V̇ (e(t), W̃ (t)) < 0. Therefore it follows that e(t) and W̃ (t) are UUB. 
2.4.3 Example Simulation with Rigid Spacecraft
Consider the nonlinear dynamical system representing a controlled rigid spacecraft given
by Ref. [64]
ẋ(t) = Ax(t) +B
[
u(t) + ∆(x(t)) + δ(t)
]
(110)
where x(t) = [x1(t), x2(t), x3(t)]
T represents the angular velocities of the spacecraft with re-
spect to the body-fixed frame, A = 03×3, B = I
−1
b , Ib ∈ R3×3 is an unknown positive-definite
inertia matrix of the spacecraft, u(t) = [u1(t), u2(t), u3(t)]
T is a control input providing
body-fixed torques about three mutually perpendicular axes defining the body-fixed frame of
the spacecraft, δ(t) is a disturbance applied to three states as [10sin(0.5t), 5sin(t), 2.5sin(5t)]T,





































are used, and the nominal control feedback gain Kx = diag[10, 10, 10] is used. From the
DF-K-AC law in (92), the following adaptation parameters are used: κ1 = 0.98, κ2 = 250,
τ = 0.01 second, κ3 = 1, and T = 0.2 second.
Figure 17 shows the nominal control responses without uncertainty and disturbance,
whereas Figure 18 shows the nominal control responses with both uncertainty and distur-
bance. Figure 19 through Figure 21 show responses of the standard MRAC in (20) with
adaptation gains of γ = 103, 104, and 105 without modification term. As the gain increases,
performance gets better, but the control signal exhibits higher frequency oscillations. Fig-
ure 22 shows the comparison between uad(t) and ∆(x) + δ(t) in MRAC with adaptation
gain set to 105. The response of the DF-MRAC with uncertainty and disturbance is shown
in Figure 23. It achieves the same level of performance as the nominal control response in
Figure 17 that was obtained without uncertainty and disturbance, but the control efforts are
smaller than the standard MRAC results in Figures 19-21. Figure 24 shows the comparison
between uad(t) and ∆(x) + δ(t) in DF-MRAC.
Figure 25 shows the response of the DF-MRAC with uncertainty, disturbance, and with
a time delay of 0.05 seconds introduced in the control channels. Note the oscillations that
appear in both the state and control responses. Figure 26 shows the comparison between
uad(t) and ∆(x) + δ(t) in the corresponding environment of DF-MRAC.
Figure 27 shows that these oscillations are significantly reduced when employing DF-
K-MRAC, which affords greater control of the error transient through the introduction of
a stiffness term in the adaptive law. Figure 28 shows the comparison between uad(t) and
∆(x)+ δ(t) in the corresponding environment of DF-K-MRAC. It achieves the similar level
of performance shown in Figure 24 which is the comparison of uad(t) and ∆(x) + δ(t) in
DF-MRAC without time delay.
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2.4.4 Conclusion
The proposed DF-K-MRAC combines all the benefits provided by each of individual meth-
ods. The system error signals are proven to be uniformly ultimately bounded using a
Lyapunov-Krasovskii functional without the need of additional modification terms or a pro-
jection operator. A simple spacecraft example shows that the proposed controller provides
better performance with less control effort than conventional MRAC and K-MRAC when
uncertainty, disturbances, and time delay are applied to the model.
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Figure 17: Responses with nominal control, without uncertainty and disturbance.






















































































Figure 18: Responses with nominal control, with uncertainty and disturbance.
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Figure 19: Response with MRAC with adaptation gain set to 103, with uncertainty and
disturbance.
























































































Figure 20: Response with MRAC with adaptation gain set to 104, with uncertainty and
disturbance.
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Figure 21: Response with MRAC with adaptation gain set to 105, with uncertainty and
disturbance.



































































































































































Figure 23: Responses with DF-MRAC, with uncertainty and disturbance.

































































Figure 24: uad(t) vs ∆(x) + δ(t) in DF-MRAC with uncertainty and disturbance.
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Figure 25: Responses with DF-MRAC with uncertainty, disturbance, and time delay 0.05
sec.


































































Figure 26: uad(t) vs ∆(x)+δ(t) in DF-MRAC with uncertainty and disturbance, and time
delay 0.05 sec.
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Figure 27: Responses with DF-K-MRAC with uncertainty, disturbance, and time delay
0.05 sec.






































































A PARAMETER DEPENDENT RICCATI EQUATION APPROACH
TO OUTPUT FEEDBACK ADAPTIVE CONTROL
A parameter dependent Riccati equation approach is taken to analyze the stability prop-
erties of an output feedback adaptive control law. The adaptive controller is intended to
augment a nominal, fixed gain, observer based output feedback control law. Although the
formulation is in the setting of model following adaptive control, the realization of the
adaptive controller does not require implementing the reference model. In this regard, the
cost of implementing the adaptive controller above that of a fixed gain control law is far
less than that of other methods. The error signals are shown to be uniformly ultimately
bounded and an expression for the ultimate bound is provided. The control design process
and theoretical results are illustrated using a model for wing-rock dynamics.
The stability analysis employs a Lyapunov candidate function that entails the solution
of a parameter dependent Riccati equation (rather than a Lyapunov equation) to show that
all error signals are uniformly ultimately bounded (UUB). It is shown how the upper limit
for the Riccati equation parameter is employed in the design of the adaptive law, and also
influences the ultimate bounds for the state estimate error and the adapted weight error.
This Chapter is organized as follows: Section 3.1 defines the architecture of the adaptive
output feedback control design, the nominal, observer based controller design, and the
weight update law for the output feedback adaptive control design. This section also defines
the parameter dependent Riccati equation, and the properties of its associated Hamiltonian
matrix. Section 3.2 proves a theorem and corollaries that state the conditions under which
the error signals are UUB and provide expressions for the ultimate bounds. Section 3.3
provides a numerical example to illustrate the proposed approach. Conclusions are given in
Section 3.4.
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3.1 Output Feedback Adaptive Control Design
Consider the uncertain system given by:
ẋ(t) = Ax(t) +B[u(t) + ∆(x(t))]
y(t) = Cx(t)
(113)
where A ∈ Rn×n, B ∈ Rn×m, and C ∈ Rm×n are known system matrices; x(t) ∈ Rn is
the state vector; u(t) ∈ Rm is the control input; ∆(·) : Rn → Rm is the unknown matched
uncertainty; y(t) ∈ Rm is the regulated output vector, m elements of which are to be
regulated; and the triple {A,B,C} is minimal.
Remark 3.1.1 The system given by (113) assumes that the control input vector and the
regulated output vector have the same dimension. For the case when the dimension of
the control input vector is larger than the dimension of the regulated output vector, due to
redundant actuation, one can use matrix inverse and pseudo-inverse approaches, constrained
control allocation, pseudo-controls, and daisy chaining [5,18,65] to reduce the dimension of
the control input vector to the dimension of the regulated output vector. Furthermore, the
system can have a sensed output vector denoted by
ys(t) = Csx(t) (114)
where ys(t) ∈ Rp, Cs ∈ Rp×n, p ≥ m such that the elements of y(t) are a subset of the
elements of ys(t).
Consider the following nominal control law
un(t) = −Kxx̂(t) +Krr(t) (115)
where Kx ∈ Rm×n and Kr ∈ Rm×m with m ≤ p are given feedback and feedforward gain
matrices, respectively, x̂(t) is an estimate of x(t) in an observer based design, and r(t) ∈ Rm
is a bounded reference command. Define the reference model:




where xm(t) ∈ Rn is the model state, ym(t) ∈ Rp is the model output, Am = A − BKx is
Hurwitz by design, and Bm = BKr. The gains of the nominal control law are designed for
the system in (113) assuming full state feedback, with ∆(x(t)) = 0, so that a subset of the
elements in ym(t) tracks r(t) to within some set of specifications on both the transient and
steady state performance.
Assumption 3.1.1 The matched uncertainty in (113) can be linearly parameterized as
∆(x) = WTβ(x) + ε(x), ∀x ∈ D (117)
where W ∈ Rs×m is an unknown constant ideal weight matrix that satisfies ‖W‖ = ω∗,
β(·) : Rn → Rs is a known basis vector of the form β(x) = [β1(x), β2(x), ..., βs(x)]T with
|β(x)| ≤ β̄, and ε(x) is the residual error satisfying |ε(x)| < ε for a sufficiently large domain
D ⊂ Rn.
Assumption 3.1.2 The basis function β(·) in (117) is Lipschitz continuous on D
|β(x)− β(x̂)| ≤ Lβ|x− x̂|, ∀x, x̂ ∈ D (118)
The adaptive control objective is to design a control law u(·) for the dynamics in (113)
so that the output y(t) tracks the reference model output ym(t) with bounded error. The
nominal control law un(t) given by (115) is augmented by an adaptive control uad(t)




where x̂(t) is an estimate of x(t) obtained using a state observer given by:
˙̂x(t) = Ax̂(t) +Bun(t) + L[y(t)− ŷ(t)]
ŷ(t) = Cx̂(t)
(121)
where L ∈ Rn×p is an observer gain matrix designed such that A−LC is Hurwitz. The state
observer in (121) is regarded as a part of the nominal control design. However, our viewpoint
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is that L may be altered for purposes of adaptively augmenting the nominal controller.
Denote the state estimation error, the estimated state tracking error, the tracking error,
and the weight estimate error as:
x̃(t) = x(t)− x̂(t)
ê(t) = x̂(t)− xm(t)
e(t) = x(t)− xm(t)
W̃ (t) = W − Ŵ (t)
(122)
The dynamics for the state estimation error, x̃(t), and the estimated state tracking error,
ê(t), are described as:
˙̃x(t) = Aex̃(t) +B∆̃(t)
˙̂e(t) = Amê(t) + LCx̃(t)
(123)
where Ae = A− LC and ∆̃(t) = ∆(x)− uad(t).
Consider the parameter dependent Riccati equation
0 = ATe P + PAe +Q0 + µNN
T
N = CT − PB
(124)
where Q0 > 0 and 0 < µ < µ̄ defines the set within which there exists a positive definite
solution for P . Note that N = 0 corresponds to the situation in which {Ae, B,C} is positive
real. The asymptotic approach in Ref. [39] is aimed at reducing the size of N , whereas in
our approach N 6= 0 is treated as giving rise to a parameter dependent Riccati equation.
Furthermore, consider the following weight update law
˙̂










where γ ∈ R, σ ∈ R are positive adaptation gains, and ỹ(t) = y(t)− ŷ(t).
Remark 3.1.2 The structure of the adaptive law in (125) is novel in that it contains an
additional term depending on µ, the parameter in the Riccati equation in (124).
Figure 29 shows the overall adaptive output feedback control system architecture. It
should be noted that the reference model is not used in the adaptive output feedback design.
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The observer serves as the reference model. Its dynamics are the same as the reference model
if uad(t) cancels ∆(x), and in this case the observer error transient ỹ(t) goes to zero. So in
the end the components that are added to the nominal controller design in order to realize




Remark 3.1.3 An expression for the upper bound on γ in (125) is given in Remark 3.2.2
in the subsection 3.2.
Remark 3.1.4 P > 0 for µ = 0 and P depends continuously on µ. Therefore the existence
of µ̄ > 0 is assured.
Remark 3.1.5 If Am has no repeated eigenvalues and the observer gain matrix, L, is
designed using pole placement such that λ(Ae) = kλ(Am), then for a given µ < µ̄ we can

























Figure 29: Overall Control System Architecture.
Lemma 3.1.1 Limk→∞P (k) = 0.
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s ≡ kAs (127)
Defining Pk ≡ kP (k) and Nk ≡ CT − k−1PkB, (124) can be written as
0 = ATs Pk + PkAs +Q0 + µNkN
T
k (128)
Taking the limk→∞ of (128), it follows that
0 = ATs P∞ + P∞As +Q0 + µCC
T (129)
Since the solution of (129) (P∞ > 0) is finite, it follows that
lim
k→∞




= 0  (130)
The next lemma shows that (124) can be solved for P > 0 using Potter’s method [55].
This also means that µ̄ can be determined by searching for the boundary value that results
in a failure of the algorithm to converge. We employ the notation Ric(·) and dom(Ric) as
defined in Ref. [17].













where Q ≡ Q0 + µCCT and R ≡ BBT. Then for all 0 < µ < µ̄, H ∈ dom(Ric) and
P = Ric(H).
Proof: The proof follows directly from Lemmas 3 and 4 in Ref. [17]. 
Remark 3.1.6 It can and often does happen that the Ricatti equation in (129) will have
more than one positive definite solution. However, since all we require is that a solution
exists and that a unique solution can be reliably computed using Potter’s method, the fact
that other solutions exist seems to have no bearing on the design approach. Therefore the
implication of multiple solutions was not pursued in this thesis.
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The uncertainty estimation error ∆̃(t) can be written as







Hence the system error dynamics (123) can be rewritten as:






˙̂e(t) = Amê(t) + LCx̃(t)
(133)
3.2 Boundedness of the Error Dynamics
The following definitions are introduced to simplify the notation throughout this section:
x̃ ≡ x̃(t), ỹ ≡ ỹ(t), W̃ ≡ W̃ (t),
β ≡ β(x), β̂ ≡ β(x̂), β̃ ≡ β(x)− β(x̂),
Ω ≡ x̃T(t)PB, ε ≡ ε(x)
e ≡ e(t), ê ≡ ê(t), êm ≡ êm(t), Ŵ ≡ Ŵ (t)
Q ≡ Q0 + µNNT
(134)
The next theorem states the main result.
Theorem 3.2.1 Consider the system comprised of the plant dynamics in (113) and the
control law given in (119), made up of the nominal control law in (115) and the adaptive
control law in (120), together with the state observer in (121) and the weight update law in
(125) with µ < µ̄. Under Assumptions 3.1.1 and 3.1.2, for a sufficiently large D, and if
λmin(Q0) > 2‖PB‖ω∗Lβ, then x̃(t) and W̃ (t) are UUB.
Proof: Consider the Lyapunov candidate given by





where P is a positive definite solution of (124) for 0 < µ < µ̄. The time derivative of (135)
along closed loop solutions of (113) is given by








where V̇ ≡ V̇ (x̃, W̃ ). With the proposed weight update law in (125) and ∆̃(t) in (132),
(136) can be written as
V̇ =− x̃TQx̃+ 2Ω
[












W̃Tβ̂ỹT − σW̃TW + σW̃TW̃ − W̃Tβ̂β̂TW/2µ+ W̃Tβ̂β̂TW̃/2µ
]
(137)
Using the expression for N in (124), the definition of Ω in (134), and the trace property
aTb = tr[baT] for a, b ∈ Rm, (137) becomes












+ β̂TWW̃Tβ̂/µ − β̂TW̃W̃Tβ̂/µ
(138)
From Young’s inequality [3], we have 2aTb ≤ νaTa + bTb/ν, ν > 0 for any vectors a and













matrices A and B with compatible dimensions. Applying the vector form to the third term
in (138) and the matrix form with ν = 1 to the sixth term in (138), we obtain

























β̂T WW̃Tβ̂ ≤ 1
µ
β̄2‖W‖F ‖W̃‖F (141)





x̃+ 2‖PB‖ω∗Lβ|x̃|2 + 2‖PB‖ε|x̃|
− σ‖W̃ ‖2F +
1
µ
β̄2‖W‖F ‖W̃‖F + σ‖W‖2F
(142)
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Substituting for Q from (134), (142) can be expressed as
V̇ ≤− x̃TQ0x̃+ 2‖PB‖ω∗Lβ|x̃|2 + 2‖PB‖ε|x̃|
− σ‖W̃ ‖2F +
1
µ
β̄2‖W‖F ‖W̃‖F + σ‖W‖2F
(143)
Using
λmin(Q)|x̃|2 ≤ x̃TQx̃ ≤ λmax(Q)|x̃|2 (144)









|x̃|2 + 2‖PB‖ε|x̃| − σ‖W̃ ‖2F +
1
µ













e2 ≡ d21/c+ d22/σ + σ‖W‖2F > 0
(146)













Consequently, we can conclude that either of the following conditions:
|x̃| > Ψ1, ‖W̃‖ > Ψ2 (148)
renders V̇ (x̃, W̃ ) < 0, where Ψ1 = e/
√
c+ d1/c and Ψ2 = e/
√
σ+ d2/σ , and it follows that
x̃ and W̃ are UUB. 
Remark 3.2.1 From Lemma 3.1.1, the condition c > 0 can be satisfied by choosing k
sufficiently large.
Corollary 3.2.1 Under the conditions of Theorem 3.2.1, an estimate for the ultimate







where P̃ = diag[P, γ−1I].
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Proof: Define ζ = [x̃T, vec(W̃ )T]T and denote the following sets:
Br = {ζ : |ζ| ≤ r}
Ωα = {ζ ∈ Br : ζTP̃ ζ ≤ α}
(150)





r2λmin(P̃ ). A geometric description of these sets is given in Figure 30. From





and it follows that Ωα is an invariant set if and only if
α ≥ λmax(P )Ψ21 + γ−1Ψ22 (152)




Figure 30: Geometric representation of sets.
Remark 3.2.2 The proofs of Theorem 3.2.1 and Corollary 3.2.1 assume the sets D and
Dζ are sufficiently large. If we define BR as the largest ball ⊂ Dζ , and assume the initial
conditions are such that ζ(0) ∈ BR, then from Figure 30 we have added the condition that
r < R, which implies an upper bound on γ. It can be shown that in this case the upper
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bound must be such that λmin(P̃ ) = γ
−1. With r defined by (149) and λmin(P̃ ) = γ
−1, the










and ζ(0) ∈ BR. The meaning of ‘D sufficiently large’ is difficult to characterize since x(t)
depends on both r(t) and x(0).
Corollary 3.2.2 If x̃ is bounded, then the state tracking error e is bounded.
Proof: The state tracking error e can be expressed as a sum of the state estimation
error ê and the estimated state tracking error êm:
|e| = |x− xm| = |x− x̂+ x̂− xm|
≤ |x− x̂|+ |x̂− xm| = |x̃|+ |ê|
(154)
From (123) it follows that if x̃ is bounded, then ê is bounded, and therefore e is bounded.

Corollary 3.2.3 Consider the system of equations in (123). If x̃ is UUB by r then e is




Proof: Consider the positive semi-definite function
V (ê) = êTPmê (156)
From (123), there exists Pm > 0 for any Qm > 0 such that
0 = ATmPm + PmAm +Qm (157)
Then the time derivative of (156) along the trajectories of (123) can be written as













From (123) it follows that ê is bounded so long as x̃ is bounded. It therefore follows that
once x̃ reaches its ultimate bound that V̇ (ê, x̃) < 0 for all |ê| > rv, and from (154) that |e|
is UUB by r(1 + v). 
3.3 Illustrative Examples with Wing Rock Dynamics
Consider wing-rock dynamics presented in (61) with one output measurement y(t) = φ(t).




















































b0 + b1φ(t) + b2φ̇(t) + b3|φ(t)|φ̇(t) + b4|φ̇(t)|φ̇(t) + b5φ3(t)
]
(160)
where b0 = 0, b1 = −0.0186, b2 = 0.0152, b3 = 0.6245, b4 = −0.0095, and b5 = 0.0215 are
aerodynamic coefficients. The control objective is to track a reference roll angle command.
A bias term and five sigmoidal basis functions βi(x) are used to form the basis vector, so




, i = 2, 3, ..., 6 (161)




n, φnφ̇n], where φn = φ̂/π and φ̇n =
˙̂
φ/π.
3.3.1 Augmentation of a Proportional Nominal Controller
We will first illustrate a typical result when augmenting a nominal control design based on
proportional control. The reference model is second order with a natural frequency of 1.5
rad/sec and a damping ratio of 0.707. This amounts to choosing Kx = [2.25, 2.121] and
Kr = 2.25. The observer gain L = [7.07, 25]
T so that λ(Ae) = 4λ(Am) (k = 4).
Figure 31 shows the µ̄ boundary versus k for Q0 = I2. For k = 4, µ̄ = 23.8. Figure 32
shows the ultimate bound for x̃ and W̃ versus µ for the case k = 4 in the observer design,
σ = 0.01, and assuming ω∗ = 0.1. Note that the ultimate bounds are minimized by choosing
µ close to µ̄. Figure 33 confirms that c > 0 for the complete range for µ, for k = 4.
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Simulation results are given in Figures 34 - 37 for k = 4 in the observer design. These
were generated using γ = 100, σ = 0.01, µ = 23.7, and randomly selected initial conditions
φ(0) = 6◦ and φ̇(0) = 3◦/sec. Figure 34 shows a typical step response. Note that the system
is unstable without adaptation, but it tracks the reference response reasonably well with
adaptation. However there is a significant steady state error. Figure 35 shows the response
for a sequence of pulse commands. The comparison between uad(t) and ∆(x) is given in
Figure 36 and the corresponding weight histories are shown in Figure 37.
3.3.2 Augmentation of a PI Nominal Controller
The previous results highlight the fact that we cannot rely on the adaptive controller to
provide zero steady state error when ∆(x) 6= 0. If zero steady state error in the presence
of constant uncertainty or constant disturbances is a requirement, then this requirement
should be reflected in the design of the nominal control law. This point in illustrated in the
remainder of this section.
A third state variable is added to the dynamics that represents the integral of r(t)−φ(t).
The new system becomes
ẋ(t) = Ax(t) +B[u(t) + ∆(x(t))] +Brr(t)
y(t) = Cx(t)
(162)
























































The feedback gain matrix in the nominal controller was designed as a linear quadratic
regulator (LQR). The weighting matrices in the design were chosen as Q = diag[20, 3, 1]
and R = 0.5. This leads to Kx = [7.2675, 4.5316,−1.4142] as the PI feedback gain and
Kr = 7.2675 as the feedforward gain. In this case the form of the observer dynamics in
(121) becomes
˙̂x(t) = Ax̂(t) +Bun(t) +Brr(t) + L[y(t)− ŷ(t)] (164)
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and the form of the error dynamics in (123) remains the same. Therefore the theorem and
corollaries of the previous section still apply.
Figure 38 shows the µ̄ boundary versus k for Q0 = I3. The value of µ̄ for k = 4 in this
case is 71.2. It was again verified that the value of µ that minimizes the ultimate bounds for
x̃ and W̃ is very close to this value. Step responses for the the case of PI nominal control
design are given in Figures 39. These were generated using the same adaptation gains used
previously, µ = 71, and initial conditions [6◦, 3◦/sec, 0]T. The system shows a significant
oscillation without adaptation, but it tracks the reference response reasonably well with
adaptation. Furthermore, the steady state error is zero.
3.4 Conclusion
This section presents an architecture for output feedback model reference adaptive control
that augments a nominal fixed gain controller. It is assumed that the nominal controller
employs an observer. The observer is used in the adaptive part of the design in place of a
reference model. The level of complexity for realization of proposed architecture, above that
of the nominal controller, is far less than other methods. The error signals including state
estimation error, estimated state tracking error, and weight estimate error are proven to be
uniformly ultimately bounded. The stability analysis employs a Lyapunov candidate based
on the existence of a positive definite solution of a parameter dependent Riccati equation.
The upper limit for this parameter is employed in the design of the adaptive law, and also
influences the ultimate bounds for the state estimate error and the weight error. Simulation
examples illustrate the computation of parameter bound, computation of its influence on
the ultimate error bounds, and a set of typical simulation results highlighting the attainable
performance.
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Scaling of eigenvalues in the observer design, k
µ̄
Figure 31: Limit value of µ for Q0 = I2 using a proportional nominal controller.

































Figure 32: Ultimate bounds for k = 4.
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Figure 33: The value of c(µ) for k = 4.




















Figure 34: Step responses with and without adaptation using a proportional nominal con-
troller.
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Figure 35: Tracking responses with and without adaptation using a proportional nominal
controller.






















Figure 36: uad(t) vs ∆(x).
69






















Figure 37: History of the estimated weight in tracking responses.











Scaling of eigenvalues in the observer design, k
µ̄
Figure 38: Limit value of µ for Q0 = I3 using a PI nominal controller.
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Figure 39: Step responses with and without adaptation using a PI nominal controller.
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Chapter IV
OUTPUT FEEDBACK ADAPTIVE CONTROL OF AN
AEROELASTIC GENERIC TRANSPORT MODEL
This Chapter presents the application of the output feedback adaptive control theory devel-
oped in Chapter III to an aeroelastic generic transport model. An aeroelastic model of the
longitudinal dynamics of a generic transport model (GTM) is developed in Ref. [52]. This
model accounts for interactions between wing bending and torsion and rigid body longitudi-
nal aircraft dynamics. The structural dynamics are modeled using Galerkin’s method [25].
This Chapter is organized as follows. Section 4.1 describes the application and presents the
numerical results. Conclusions are given in Section 4.2.
4.1 Application to Aeroelastic GTM
The frequencies and damping ratios of the first bending (1B) and the first torsion (1T)
modes, taken from Ref. [52], are given in Table 2. These values correspond to having 80%
of the total fuel capacity.
Frequency [rad/sec] Damping Ratio
Mode 1B 7.3183 0.3718
Mode 1T 11.2201 0.0188
Table 2: Aeroelastic Modal Properties at 80% fuel capacity.
Figures 40 and 41 show the dependence of modal frequency and damping ratio on the
ratio of fuel remaining to total fuel capacity. Note that there is a large dependence on the
fuel ratio, and that the first torsional mode is lightly damped and the damping decreases
as the fuel ratio decreases.
A linearized aeroelastic longitudinal flight dynamics model is obtained for a fuel ratio
of 0.8, at an altitude of 3× 104 feet, and a Mach number of 0.8. The state vector x(t), the
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Figure 40: Frequency and Damping of Mode 1B as function of fuel ratio.
Figure 41: Frequency and Damping of Mode 1T as function of fuel ratio.
control input u(t), the regulated output y(t), and the sensed output ys(t) are expressed as:
x(t) = {α(t), q(t), w(t), θ(t), ẇ(t), θ̇(t)}T
u(t) = δe
y(t) = q(t) ys(t) = [q(t), Az(t)]
T
(165)
where α(t) denotes the angle of attack, q(t) the pitch rate, w(t) denotes the wing bending
modal amplitude, θ(t) denotes the wing torsional modal amplitude, δe denotes the elevator
deflection, and Az(t) denotes the normalized acceleration at the aircraft center of gravity.
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where Uo is the equilibrium speed and G is the acceleration due to gravity. The system


















−8.01× 10−1 9.65× 10−1 1.26 × 10−2 5.09× 10−1 5.46× 10−4 −2.42× 10−3
−2.45 −9.14 × 10−1 1.75 × 10−1 7.39 9.11× 10−3 −3.11× 10−2
0 0 0 0 1 0
0 0 0 0 0 1
1.42 × 103 3.96 × 101 −3.13× 101 −1.40× 103 −3.25 −8.26





























0 1 0 0 0 0





If the eigenvalues of the rigid aircraft’s short period mode are computed from the 2 by 2
upper left matrix partition of the A matrix in (167) and if the eigenvalues of the aeroelastic
modes are computed from the 4 by 4 lower right matrix partition, then this results in the
following values:
λSP = −0.8580 ± 1.5380i
λ1B = −3.3212 ± 7.5617i
λ1T = −0.1807 ± 12.8379i
(168)
However, the eigenvalues of the entire A matrix are:
λSP = 1.5626,−2.6393
λ1B = −4.5338 ± 8.0733i
λ1T = 0.7122 ± 13.0840i
(169)
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This suggests that the primary cause of instability in the aeroelastic model is coupling of
the rigid body dynamics with the lightly damped torsional mode, and that it is necessary
to take into account the aeroelastic modes to stabilize the airframe.
The frequency response for this model is given in Figure 42. The notch in the bode plot
of the transfer function δe(iω) to q(iω) is due to a near pole/zero cancelation associated with
the torsional mode, indicating that this mode is not observable from q(t) alone. However,



























































Figure 42: Selected frequency responses of the linearized GTM.
4.1.1 Nominal Controller Design
In the following design we consider augmenting a state observer based nominal controller
in which the controller is designed with integral action by defining
ẋint(t) = −y(t) + r(t) (170)






























































. In this case the form of observer dynamics in (121) becomes
˙̂x∗(t) = A∗x̂∗(t) +B∗un(t) +Brr(t) + L∗[ys∗(t)− Cs∗x̂∗(t)] (172)
and the nominal control law in (115) becomes
un∗(t) = Kx∗ x̂∗(t) +Krr(t) (173)
where Kx∗ ∈ Rm×n∗ such that Am∗ = A∗ −B∗Kx∗ is Hurwitz. Since the form of the error
dynamics in (123) remains the same, the theorem and corollaries of the previous section
still apply.
The nominal control design was performed using LQG/LTR theory [16]. The controller
gain matrix (Kx∗) was obtained using QK = diag[1, 25, 0.0001, 5, 0.0001, 5, 125] to penalize
x∗(t) and RK = 10 to penalize u(t). The observer gain matrix (L) was obtained using QL =
κ2BBT as the process noise matrix where κ = 6 is the LTR gain, and RL = diag[I2, 0.01]
as the measurement noise matrix. The resulting gain matrices for this design are:
Kx∗ =
[









0.4568 12.4859 1.4554 0.2120 5.4207 −2.2599 −0.2314
−0.8144 −16.2959 1.7348 0.2937 −42.1016 10.7795 0.5333









Figure 43 shows the frequency response of the loop transfer functions with the loop broken
at the plant input for both full-state feedback and LQG/LTR loops, where it can be seen



























































Figure 43: Selected Frequency responses of the loop transfer functions for both full-state
feedback and LQG-LTR.
In what follows, we consider the command tracking problem with the initial conditions
set to zero. Our simulation includes the effect of actuator dynamics, measurement noise,
and sensor analog pre-filter. The actuator model for the elevator has a bandwidth of 12Hz,
an amplitude saturation of ±30◦ , and a rate saturation of ±100◦/sec. To model sensor
noise, we assume that q(t) and Az(t) are corrupted with a band-limited white noise process
with a correlation time constant of 0.001 seconds and noise power levels of 1 × 10−8 and
1× 10−6 respectively. Pre-filters for q(t) and Az(t) have a bandwidth of 8Hz.
Figures 44 and 45 show the responses with nominal control (adaptation off) in the
absence of uncertainty. The upper part of Figure 44 compares the pitch rate command
(qcmd(t)), the reference model response (qm(t)), and the actual plant response (q(t)). The
lower portion compares the command to the actuator (δe−cmd(t)) with the actuator response.
The difference cannot be distinguished at this scale. The upper left portion of Figure
45 shows the relative amounts of sensor noise. The remainder of this figure shows the
performance of the observer. The effect of sensor noise is most evident in the rate of change
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of the torsional amplitude.


































































Figure 44: Nominal control responses without uncertainty.
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Figure 45: Measurements, state responses, and their estimates with nominal control in the
absence of uncertainty.
78
4.1.2 Adaptive Controller Design
For the adaptive control design we used a combination of bias term and sigmoidal basis
functions of the form




, i = 1, 2, ..., 6
(175)
For Q0 = 1.2I the upper bound µ̄ = 238.4 is computed using the Lemma 2.2. From the
weight update law in (125), the following selected adaptation gains are used for all cases of
uncertainty.
γ = 200, σ = 0.008 × γ, µ = 238 (176)
4.1.3 Nonlinear Uncertainty
We consider the case when there exists a nonlinear uncertainty of the form
∆(x) = 2.5α(t)q(t) + 2.5α2(t) + 1.5q2(t) + 1.25w(t)θ(t)
+ 0.25ẇ(t)θ̇(t) + 2.5θ(t)θ̇(t)− 2.5θ̇2(t) + 0.00025ẇ2(t)
(177)
in the system dynamics (113). Figure 46 shows the responses with nominal control and
Figure 47 shows the responses with adaptive control. The response with nominal control
eventually goes unstable, whereas the response with adaptation is stable, and the tracking
performance is nearly as good as that observed in Figure 44 without uncertainty. Also, the
level of noise present in the elevator command for the adaptive result is comparable to that
observed for the nominal control without uncertainty in Figure 44. Figure 48 shows the
comparison between uad(t) and ∆(x) in the case of nonlinear uncertainty and sensor noise.
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Figure 46: Pitch rate and elevator responses with nominal control for the case of nonlinear
uncertainty and no sensor noise.

































































Figure 47: Pitch rate and elevator responses with adaptive control for the case of nonlinear
uncertainty and sensor noise.
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Figure 48: uad(t) vs ∆(x) for the case of nonlinear uncertainty and sensor noise.
4.1.4 External Disturbance
We consider the case when a disturbance d(t) = 4sin(3t) is applied to the system through
the control input. Figure 49 shows the nominal control response and Figure 50 shows the
adaptive control response, in which the tracking performance is improved with adaptation.
Figure 51 shows the comparison between uad(t) and ∆(x) in the case of external disturbance
and sensor noise.
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Figure 49: Pitch rate and elevator responses with nominal control for the case of external
disturbance and no sensor noise.






































































Figure 50: Pitch rate and elevator responses with adaptive control for the case of external
disturbance and sensor noise.
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Figure 51: uad(t) vs ∆(x) for the case of external disturbance and sensor noise.
4.1.5 Nonlinear Uncertainty and External Disturbance
The nonlinear uncertainty and external disturbance considered previously are combined in
this case. Figure 52 shows that the adaptive control response remains stable and its tracking
performance is still reasonably well maintained. Figure 53 shows the comparison between
uad(t) and ∆(x) in the case of nonlinear uncertainty, external disturbance, and sensor noise.
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Figure 52: Pitch rate and elevator responses with adaptive control for the case of nonlinear
uncertainty and external disturbance.


























Figure 53: uad(t) vs ∆(x) for the case of nonlinear uncertainty and external disturbance
with sensor noise.
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4.1.6 Change of Inertia
Next we illustrate an example of parameter change, as might be caused by structural dam-
age, in which the moment of inertia (Ixx) is reduced to 70% of its nominal value. The
resulting change in modal properties is shown in Table 3.
λSP 1.5626, −2.6393 1.48, −3.6938
Frequency [rad/sec] Damping Ratio
Mode 1B 9.26 → 9.8 4.9× 10−1 → 6.65 × 10−1
Mode 1T 13.1 → 12.1 −5.44× 10−2 → −2.7× 10−1
Table 3: Modal Properties change.
Figure 54 shows that the response with nominal control becomes unstable, whereas
Figure 55 shows that the tracking performance is nearly as good as that observed in Figure
44 without uncertainty. Also, the level of noise present in the elevator command for the
adaptive result is comparable to that observed for the nominal control without uncertainty
in Figure 44. Figure 56 shows that the estimation performance of the observer is also as
good as that observed in Figure 45 without uncertainty.


































































Figure 54: Pitch rate and elevator responses with nominal control for the case of inertia
change.
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Figure 55: Pitch rate and elevator responses with adaptive control for the case of inertia
change and sensor noise.
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Figure 56: Measurements, state responses, and their estimates with adaptive control for
the case of inertia change and sensor noise.
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4.1.7 Uncertainty in an Elastic Property
Finally we illustrate an example of parameter change in which Young’s modulus and shear
modulus of the wing section are reduced to 70% of their nominal values. The resulting
change in modal properties is shown in Table 4.
λSP 1.5626, −2.6393 1.49, −3.68
Frequency [rad/sec] Damping Ratio
Mode 1B 9.26 → 9.04 4.9× 10−1 → 6.73 × 10−1
Mode 1T 13.1 → 11 −5.44 × 10−2 → −2.98 × 10−1
Table 4: Modal Properties change.
Figure 57 shows that the response with nominal control becomes unstable, whereas
Figure 58 shows that the tracking performance is nearly as good as that observed in Figure
44 without uncertainty. Also, the level of noise present in the elevator command for the
adaptive result is comparable to that observed for the nominal control without uncertainty
in Figure 44. Figure 59 shows that the estimation performance of the observer is also as
good as that observed in Figure 45 without uncertainty.


































































Figure 57: Pitch rate and elevator responses with nominal control for the case of elastic
property change.
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Figure 58: Pitch rate and elevator responses with adaptive control for the case of elastic
property change and sensor noise.
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Figure 59: Measurements, state responses, and their estimates with adaptive control for
the case of elastic property change and sensor noise.
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4.2 Conclusion
A parameter dependent Riccati equation approach to output feedback adaptive control
architecture has been applied to an aeroelastic model of longitudinal dynamics of a generic
transport model including actuator dynamics, measurement noise, and sensor analog pre-
filtering. The method of LQG-LTR design was used to obtain a nominal controller, and
four different cases of uncertainty are investigated in simulation. The results show that the
proposed output feedback adaptive approach is effective in treating modeling uncertainty
in flight control design for a flexible aircraft.
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Chapter V
CONCLUSIONS AND FUTURE RESEARCH
5.1 Conclusions
This thesis provides novel approaches to both state feedback and output feedback adaptive
control. In the case of state feedback adaptive control, K-modification and its combina-
tion with Kalman Filter based adaptive control and derivative-free adaptive control are
developed.
The proposed K-modification prescribes a way to introduce a tunable stiffness term in
the weight update law of an adaptive control system such that smooth transient charac-
teristics can be obtained. The system error signals are proven to be uniformly ultimately
bounded using the projection based weight update law. K-modification can be interpreted
as a feedback of time delayed values of the weights and filters inputs of the uncertainty
according to the tuned damping ratio and natural frequency. The examples also illustrate
that robustness to time delay is improved, however there is no theoretical results in this
direction were obtained.
The example of wing rock dynamics illustrates that oscillations in adaptive systems
can be significantly reduced through the appropriate choice of the stiffness parameter in
combination with other adaptation gains. K-modification can be also used in combination
with other modification methods that provide damping.
KF based σ- and K adaptive control law combines the benefits provided by each of these
individual methods. The system error signals are proven to be uniformly ultimately bounded
using the projection based weight update law. The main advantage of this approach is that
less effort is required in tuning the parameters in the adaptive law, while at the same time
it provides a way to control damping and stiffness associated with error transients. Also,
the KF based σ- and K adaptive control law significantly reduces oscillations in the wing
rock example when a time delay was inserted in the control channel.
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DF-K-MRAC also combines all the benefits provided by each of individual methods.
The system error signals are proven to be uniformly ultimately bounded using a Lyapunov-
Krasovskii functional without the need of additional modification terms or a projection
operator. It is also shown that greater flexibility is introduced in tuning the adaptive con-
troller. A simple spacecraft example shows that the proposed controller provides better
performance with less control effort than conventional MRAC when uncertainty, distur-
bances, and time delay are applied to the model.
In the setting of output feedback adaptive control, a parameter dependent Riccati equa-
tion approach is developed and is applied to an aeroelastic generic transport model. The
architecture for output feedback model reference adaptive control that augments a nominal
fixed gain controller is presented. It is assumed that the nominal controller employs an
observer. The observer is used in the adaptive part of the design in place of a reference
model. The level of complexity for realization of proposed architecture, above that of the
nominal controller, is far less than other methods [8,27,64,73]. The error signals including
state estimation error, estimated state tracking error, and weight estimate error are proven
to be uniformly ultimately bounded. The stability analysis employs a Lyapunov candidate
based on the existence of a positive definite solution of a parameter dependent Riccati
equation. The upper limit for this parameter is employed in the design of the adaptive law,
and also influences the ultimate bounds for the state estimate error and the weight error.
Simulation examples illustrate the computation of the parameter bound, computation of its
influence on the ultimate error bounds, and a set of typical simulation results highlighting
the attainable performance. The approach is applied to an aeroelastic model of longitudinal
dynamics of a generic transport model. The results show that the proposed output feedback
adaptive approach is effective in treating modeling uncertainty in flight control design for
a flexible aircraft.
5.2 Future Research
Three cases for future research appear promising:
1. K-modification has an additional tuning parameter, T , which is defined as updating time
91
interval. As shown in the wing rock simulation with time delay insertion, K-modification
seems to improve robustness to time delay significantly, but no theoretical basis for this
simulation result is given. Therefore one topic of future research interest will be developing
an analysis of the potential benefits of K-modification in this regard.
2. K-modification is perhaps most useful when it comes to adaptive control of flexible
systems. Since that falls with the setting of output feedback adaptive control, it is of interest
to extend K-modification to the output feedback case, employing the parameter depending
Riccati equation approach developed in Chapter III. This would also bring together and
unify the theory developed in Chapters II and III.
3. It is of interest for practical application to extend the theory developed in this thesis to
the case of uncertainty in control effectiveness, and in the case of redundant actuation, to
also consider the case of actuator failure. A suitable formulation for the system dynamics
would have the form
ẋ(t) = Ax(t) +BΛ
[




where G is a control allocation matrix, and Λ ∈ Rm×m is a diagonal matrix with entries
λi ≥ 0. Uncertainty in control effectiveness is modeled using λi > 0, which actuator failure
is treated by letting λi = 0. Examples illustrating when this has been done for other
approaches to adaptive control appear in Ref. [69].
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