Abstract. We show how appropriate parametrisation technique and successive approximations can help to investigate solutions of Emden-Fowler type equations with a given number of zeroes. The technique can be efficiently applied for more general equations with non-linearities involving absolute value signs and various types of boundary conditions.
INTRODUCTION
The need to construct solutions with a prescribed number of zeroes arises quite often in the theory of ordinary differential equations (see, e. g., [2, 3, 9, 11, 12, 14] and references therein). Due to the overall complexity of the problem, it is natural to observe that the proof of the existence of such solutions is usually of qualitative character and is seldom constructive. One can cite considerably less works where the solution in question is found in a straightforward way.
The aim of this note is to demonstrate that the numerical-analytic techniques with interval divisions [17] [18] [19] can serve this purpose. Being far from claiming that, in this way, a complete description is possible (of course, every approach has its pros and contras), we should like to show that this idea provides one a rather general "machinery" for practical finding solutions with a given number of sign changes.
We demonstrate the approach on a particular case of the Emden-Fowler type equation u 00 .t / D q.t/ ju.t /j 3 u.t / C r.t /; t 2 OEa; b ; (1.1)
The Nehari theory for Emden-Fowler type equations (1.1) provides a way to detect the existence of solutions with prescribed number of zeros [4] [5] [6] 10, 14] . For and˛is chosen in a specific way, the Nehari theory gives three positive solutions of (1.2). In [4] , the authors construct three positive solutions of problem (1.2) for q.t/ D 2=.1 C h .t // 6 with an h > 0 and the "^-shaped" piecewise linear ,
.t / D
( 1 C t for 1 Ä t < 0; 1 t for 0 Ä t Ä 1:
The methods used to construct the solution usually strongly depend on the specific form of the equation. In particular, the approach of [4] is based on the explicit use of the lemniscate functions sl t and cl t , i. e., the respective solutions of the initial value problems u.0/ D 0, u 0 .0/ D 1 and u.0/ D 1, u 0 .0/ D 0 for the equation u 00 D 2u 3 . Motivated, in particular, by the work [4] on the above-mentioned problem of form (1.2), we show here how parametrisation techniques can be used to construct solutions of this kind of equations. We describe the approach for the Dirichlet problem focusing on several concrete Emden-Fowler type equations of form (1.1), which quite well illustrates the idea (the techniques are, however, not limited to this case). Depending on the choice of q and r in (1.1), we study several cases where sign-constant and sign-changing solutions are detected. We use here the numerical-analytic approach from [19] , which allows one to constuct approximate the solutions of problem (4.4), (4.5) and, moreover, rigorously prove the existence of an exact solutions by using the results of computation. More details on the techniquees discussed and used here can be found, e. g., in [15] [16] [17] [18] . We describe how these techniques can be efficiently used to find either sign-constant or sign-changing solutions. 
Auxiliary problems
Let t 1 be a point from .a; b/. Consider the two-point problems
t 2 OEa; t 1 ; (2.6) 
where´2, Á 1 , Á 2 and 2 are some real parameters. The form of problems (2.6), (2.7) and (2.8), (2.9) suggests that the functions
where i D 1; 2, can be used to construct a solution of the original problem (1.3). Obviously, .u 1 ; u 2 / defined by (2.10) is a C 2 solution of (1.3) if and only if
It is thus natural to study continuously differentiable solutions of the boundary value problems (2.6), (2.7) and (2.8), (2.9) for which the continuous "gluing" property (2.11) holds. In the sequel, for any vector x D col.x 1 ; x 2 / 2 R 2 , the obvious notation jxj D col.jx 1 j ; jx 2 j/ is used and the inequalities between vectors are understood componentwise. Maxima and minima of vector-valued functions are likewise understood componentwise.
The symbol 1 2 stands for the unit matrix of dimension 2, r.K/ denotes the maximal, in modulus, eigenvalue of a square matrix K.
For any non-negative vector 2 R 2 , by a componentwise -neighbourhood of a point´2 R 2 , we understand the set
Similarly, the componentwise -neighbourhood of a set˝ R 2 is defined as
For given two bounded sets D 0 R 2 and D 1 R 2 ; introduce the set
For a non-negative 2 2 square matrix K, the notation f 2 Lip K .˝; OEa 0 ; b 0 / means that the componentwise inequality jf .t; u 1 / f .t; u 2 /j Ä K ju 1 u 2 j holds for all t 2 OEa 0 ; b 0 and u 1 , u 2 from˝.
Let us put˛1
Iterations for auxiliary problems
Let D a , D b , and D t 1 be certain fixed closed bounded sets in R 2 . The notation reflects the fact that we shall look for solutions u with u.s/ 2 D s , s 2 fa; t 1 ; bg. In view of the form of the auxiliary boundary conditions (2.7), (2.9), it is natural to suppose that (2.21) are the straight line segments joining the points .a;´/, .t 1 ; Á/ and .b; /. Moreover, the following proposition is obvious from (2.19)-(2.22). Proposition 1. All the functions fx m . ;´; Á/ W m 0g (resp., fy m . ;´; Á/ W m 0g) are continuously differentiable on OEa; t 1 (resp., OEt 1 ; b) and satisfy conditions (2.7) (resp., (2.9)).
Let us assume the following conditions. The meaning of these two assumptions is that f is Lipschitzian on a sufficiently wide neighbourhood of the set which is expected to contain the values of potential solutions.
Assumption 3. The maximal in modulus eigenvalues of the matrices K 0 , K 1 satisfy the inequalities 4. The functions x 1 . ;´; Á/ and y 1 . ; Á; / are unique continuously differentiable solutions of the problems
respectively, where
f .s; x 1 .s;´; Á//ds; (2.30) This statement is proved by analogy to [22, Theorem 3] . Note that, by virtue of the given Dirichlet boundary conditions, the first component of´and involved in (2.33) is equal to zero. Therefore, (2.33) is a system of four equations
with respect to four unknown scalar variables´2, Á 1 , Á 2 and 2 . The next statement establishes that the system of determining equations (2.33) detects all solutions of the boundary value problem (4.4), (4.5) with graphs contained in the given domain. 
) is a solution of the boundary value problem (2.1)-(2.3) satisfying the conditions then it necessarily has form (2.32) with
and values (2.36) satisfy the system of determining equations (2.33).
Proof. The proof is similar to that of [22, Theorem 4] .
The solvability of the determining system (2.33) can be studied by analogy to [20] using topological degree methods [8] based on properties of approximate determining functions . The argument from the preceding section can be adopted for finding solutions with prescribed number of zeroes. Let us explain the idea in application to the Dirichlet problem (1.3), (1.4). Definition 1. Let l 2 N, f 0 ; 1 ; : : : ; l g f 1; 1g, and t 1 ; : : : ; t l are points such that a < t 1 < t 2 < < t l < b. We say that a continuous function u W OEa; b ! R is of type . 0 ; 1 ; : : : ; l I t 1 ; t 2 ; : : : ; t l / if k 1 u.t / > 0 for t 2 .t k 1 ; t k / ; k D 1; 2; : : : ; l C 1;
where t 0 WD a, t lC1 WD b.
In other words, u possessing this property has zero value at the points t 1 ; : : : ; t l and its sign before vanishing at t k is k 1 , k D 1; 2; : : : ; l. For l D 0, it is natural to understand type ( 0 ) as the case where u has no zeroes on .a; b/ and sign u Á 0 .
In relation to problem (1.3), (1.4), the property . 0 ; 1 ; : : : ; l I t 1 ; t 2 ; : : : ; t l /, in fact, describes solutions with prescribed zeros and fixed signs around them. Here, we are interested in such solutions of equations similar to (1.2), (1.1) focusing on the case where l D 0 or l D 1, i.e., we will consider solutions of type . 0 / and . 0 ; 1 I t 1 /. For l D 1, a solution of problem (2.4)-(2.3) is composed from solutions of two auxiliary boundary value problems.
The techniques described above allow one to look for . 0 ; 1 I t 1 / solutions of the Dirichlet problem (1.3), (1.4) Here, (3.5), (3.6) (resp., (3.7), (3.8)) correspond to the auxiliary problem on OEa; t 1 (resp., OEt 1 ; b).
COMPUTATION FOR CONCRETE EXAMPLES
The technique described above can be efficiently used, in particular, for finding . 0 / and . 0 ; 1 I t 1 / solutions of Emden-Fowler type equations. In order to apply it to the Dirichlet problem (1.3), (1.4), we first rewrite (1.3) in the form (2.4), (2.5) Here, for˝ R 2 and J R, we use the notation diam J WD sup J inf J and pr 2˝W D f´2 j .´1;´2/ 2˝for some´1g.
The Lipschitz condition from Theorem 1 in this case means that with p D 1, D 2. We will show by computation that this problem has two solutions (positive and negative, which are almost symmetric to one another).
We take, e. g., t 1 D 0 2 and study the auxiliary boundary value problems (2.6)-(2.7) and (2.8)-(2.9) using the successive approximations (2.20), (2.22) .
Constructing x 1 . ;´; Á/ and y 1 . ; Á; / according to (2.20) , (2.22) and solving the approximate algebraic determining system (2.38) for m D 1, we obtain the following numerical values for the unknown parameters: Inserting values (4.7) into the expressions for x 1 . ;´; Á/ and y 1 . ; Á; /, we obtain the first approximation (2.40) which has the form In [19] , we mention two natural modifications of this kind, namely the version of "frozen" parameters and the version with polynomial interpolation used in [16] . Let us apply here the "frozen" parameters version, which means that the approximations X m and Y m obtained on the mth step are used directly instead of x m . ;´; Á/ and y m . ; Á; / (i. e., the roots of the mth determining system are substituted into the corresponding expressions before passing to the next step of iteration).
In our case, to obtain the second parametrized iterations (denote these functions by O x 2 . ;´; Á/, O y 2 . ; Á; / to distinguish them from those given by (2.20), (2.22)), instead of x 1 . ;´; Á/ and y 1 . ; Á; /, we use the respective components of (4. Computing the residual for the approximate (positive) solution U 7;1 , we find that it does not exceeed 0:0005: The graph of U 7;1 is shown on Figure 1 .
According to Theorems 2 and 3, the number of solutions of the problem under consideration with the graphs lying in the given region is equal to the number of roots of the determining system (2.33). A computation shows that the approximate determining system (2.38) for m D 1, along with (4.7), has another root which indicates the presence of another (negative) solution of the problem. Refining these values on the next steps by using the "frozen" technique, we obtain the approximate solution corresponding to the parameter values shown in Table 2 . The residual for the approximate (negative) solution U 8;1 does not exceed 0:001: The graph of U 8;1 is shown on Figure 3 The results of computation using formulae (2.20) and (2.22) (without "frozen" technique) for several steps of iteration are given in Table 3 . The corresponding approximation positive solution U 3;1 (m D 3) is shown on Figure 3 . The residual for U 3;1 does not exceed 0:02: The approximate negative solution (which appears to be symmetric to the positive one) is specified by the roots of the approximate determining equations (without frozen technique) shown in Table 4 . The residual of this approximate solution for m D 3 does not exceed 0:025, its graph is shown on Figure 4 . where t 1 is a point from . 1=2; 1=2/. Let us focus on . 1; 1I t 1 / solutions of problem (4.9), (4.10). According to the definition from Section 3, this means that the solution u should be negative on .a; t 1 /, positive on .t 1 ; b/, and zero at t 1 . The value of t 1 2 .a; b/ is a priori unknown and has to be determined. Let us proceed as described in Section 3. We pass to the corresponding problem (2.4), (2.5), (2.3) by rewriting (4.9) in the form of system (2.4), (2.5) with
Since we focus on . 1; 1I t 1 / solutions, (4.12) can be replaced by the formula
(4.13)
A . 1; 1I t 1 / solution of (4.9), (4.10) is composed from solutions x, y of the auxiliary boundary value problems (2.6), (2.7) and (2.8), (2.9) for f D col.f 1 ; f 2 / of form (3.1) with g given by (4.13). For the auxiliary problems, the corresponding iteration sequences fx m . ;´; Á/ j m 0g and fy m . ; Á; / j m 0g are constructed according to (2.19)- (2.22) . Note that the functions depend on the unknown t 1 .
Computing the functions x 1 . ; . is an exact solution of the boundary value problem (4.9), (4.10). Clearly, solution (4.14) is of type . 1; 1I 1=4/. The graph of the exact solution (4.14) and the approximate . 1; 1I t 1 / solution for m D 2 are shown on the Figure 5 . The residual of the approximate solution is about 4 10 9 : In (4.17), we have used the information on the sign of u 1 contained in the .1; 1I t 1 / property. we see that the last row in the table gives approximate values of the exact value t 1 D 1=4. The graphs of the exact and approximate .1; 1I t 1 / solutions of problem (4.9), (4.22) generated by the values of parameters from Table 7 for m D 3 practically coincide with those presented on Figure 6 . The residual of the approximate solution in this case is about 3 10 10 :
