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Abstract
We consider a family of non-autonomous second-order differential
equations, which generalizes the Lie´nard equation. We explicitly find
the necessary and sufficient conditions for members of this family of
equations to admit quadratic, with the respect to the first derivative,
first integrals. We show that these conditions are equivalent to the
conditions for equations in the family under consideration to possess
Lax representations. This provides a connection between the exis-
tence of a quadratic first integral and a Lax representation for the
studied dissipative differential equations, which may be considered
as an analogue to the theorem that connects Lax integrability and
Arnold–Liouville integrability of Hamiltonian systems. We illustrate
our results by several examples of dissipative equations, including gen-
eralizations of the Van der Pol and Duffing equations, each of which
have both a quadratic first integral and a Lax representation.
1
1 Introduction
We consider the following family of equations
yzz + f(z, y)yz + g(z, y) = 0, (1)
which generalizes the Lie´nard equation [33]. Here f(z, y) and g(z, y) are
arbitrary functions, which do not vanish, i.e., f 6= 0 and g 6= 0. We also
exclude from the consideration the case of a linear equation by assuming
that |fy|
2 + |gyy|
2 6= 0.
In the case of fz = gz = 0 from (1) we obtain the classical Lie´nard
equation
yzz + f(y)yz + g(y) = 0. (2)
Further we study both the general case of (1) and the classical Lie´nard equa-
tion (2).
Equations of type (1) play an important role in various fields of science,
such as nonlinear dynamics, mechanics and biology (see, e.g., [9, 33]). In
addition, equations from family (1) often appear as symmetry reductions of
second- and third-order nonlinear partial differential equations.
Integrability of family (1) and some of its particular cases has been consid-
ered in various works. Perhaps the most well-studied equation from (1) is the
classical Lie´nard equation. For example, Lie and Noether symmetries of (2)
were studied in [8,21,24,25]. Linearization and equivalence to some Painleve´–
Gambier equations via the generalized Sundman transformations were con-
sidered in [6, 7, 10–12, 17, 20]. In works [1, 13, 22, 23, 29] Lagrangians and
Jacobi last multipliers for the Lie´nard-type equations were studied. As far as
integrability of (1) is concerned, its linearizability conditions via both point
and Sundman transformations can be obtained from the results of [14,15,32].
Notice also that complete classification of Lie symmetries of second-order dif-
ferential equations, at most cubic in the first derivative, was obtained in [4].
In [5,16,18,19] linear and certain rational first integrals for (1) and its gener-
alization were classified. Connections of equations from family (1) with some
Painleve´–Gambier equations via nonlocal transformations were considered
in [30]. However, to the best of our knowledge, neither Lax integrability nor
classification of quadratic first integrals for (1) have been studied previously.
Therefore, the main aim of this work is to study equation (1) as a Lax
integrable system and obtain the necessary and sufficient conditions for equa-
tion (1) to possess a first integral, which is quadratic with respect to the first
derivative. Lax integrability requires a differential system to have a Lax
representation, which also called the Lax pair. There are many examples
of Hamiltonian systems that are Lax-integrable systems, for instance, the
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Calogero–Moser system, the Toda chain and so on [2, 26]. In this work we
generalize the Lax pair for the harmonic oscillator to find equations of type
(1), which has a Lax representation. The knowledge of a Lax pair for an
equation from family (1) leads to the corresponding quadratic first integral.
On the other hand, one can consider the problem of finding all equations
from family (1), which admit quadratic first integrals. Below, we solve this
problem and obtain explicit correlations on functions f and g, which provide
the necessary and sufficient conditions for the existence of a quadratic first
integral. Finally, we show that these conditions are equivalent to conditions
for the existence of a Lax representation for an equation from family (1).
The rest of this work is organized as follows. In Section 2 we show that
equation (1) admits a Lax representation provided certain correlations on
functions f and g hold. Section 3 is devoted to establishing necessary and
sufficient conditions for the existence of a quadratic first integral for (1).
We provide several examples of Lax integrable equations from family (1) in
Section 4. In the last section we show that the conditions for the existence of
a Lax representation and a quadratic first integral are equivalent and briefly
discuss our results.
2 Lax representation
In this section we give basic notion of the Lax integrability and present Lax
pairs corresponding to (1) and (2). Let us note that the statements presented
below concerning Lax integrability are true not only for Hamiltonian systems,
but also for any system of differential equations.
By definition, a Lax integrable system can be presented as an isospectral
deformation of the following linear problem [2, 31]
(L− λ) Ψ = 0,
(∂z +M) Ψ = 0,
(3)
where L andM are 2×2 complex matrices which entries depend on z and Ψ is
a complex two-dimensional vector function of z. The isospectrality condition
(λz = 0) gives the Lax equation
Lz = [L,M ], (4)
which is the compatibility condition for (3). Lax equation (4) provides non-
trivial conditions on elements of the L matrix, which give us the correspond-
ing integrable system. It is easy to show, that if equation (4) holds, then [2,31]
(Lk)z = [L
k,M ]. (5)
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Since tr(AB) = tr(BA), where tr denotes the trace of a square matrix,
and
tr(Lz) =
d
dz
tr(L),
the Lax equation allows us to find first integrals of the corresponding inte-
grable system in the following form
Ik =
tr(Lk)
k!
,
d
dz
Ik = 0. (6)
On the other hand, since the Lax equation is obtained from isospectral de-
formation (λz = 0), first integrals can be found as eigenvalues of L.
Now we generalize the L matrix for the harmonic oscillator [2, 31] in
order to obtain equation (1) as an isospectral condition for linear system (3).
Namely, we consider the L matrix as an element of the algebra sl(2,C), i.e.
L =
(
yz + F U
U −(yz + F )
)
, (7)
where F = F (z, y) and U = U(z, y) are arbitrary nonzero functions. We do
not impose any constraints on the M matrix until we write it explicitly for
some particular cases of equation (1). With the help of L matrix (7), we
obtain the corresponding first integral for equation (1)
I = (yz + F )
2 + U2. (8)
Let us present conditions on f and g for equation (1) to possess a Lax
representation and the corresponding Lax pairs for (1).
2.1 Generic case of (1)
Substituting (7) into (4) and taking into account (1) we obtain that if coef-
ficients f and g satisfy the conditions
2g =
(
U2
)
y
+ 2Fz, f = Fy, Uz − FUy = 0, (9)
then equation (1) admits the Lax pair
L =
(
yz + F U
U −yz − F
)
, M =
(
0 1
2
Uy
−1
2
Uy 0
)
. (10)
Correlations (9) provide an overdetermined system of equations for the func-
tions F and U . The corresponding compatibility conditions give us the nec-
essary and sufficient conditions for the existence of a Lax representation with
the L matrix of form (7) for equation (1). Let us remark, that these com-
patibility conditions will be found in the explicit form in the next section.
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2.2 The classical Lie´nard equation
Let us consider the classical Lie´nard equation, i.e. we assume that gz = 0
and fz = 0. In this case, from (9) one can find the expressions for U and F
as follows
U2 = 2
y∫
y0
dq

κ
q∫
q0
f(ξ)dξ + µ


−1
+ 2κ−1z,
F =
y∫
y0
f(ξ)dξ + µ,
(11)
where µ and κ 6= 0 are arbitrary constants and here and below ξ and q are
dummy integration variables.
Since 2g = (U2)y, we obtain that the family of classical Lie´nard equations
yzz + fyz +

κ
y∫
y0
f(ξ)dξ + µ


−1
= 0, (12)
has the Lax pair
L =


yt +
y∫
y0
f(ξ)dξ + µ U
U −yt −
y∫
y0
f(ξ)dξ − µ

 , (13)
where U is defined by (11) and M-matrix can be found from (10). Conse-
quently, family of equations (12) admits the first integral
I =

yz +
y∫
y0
f(ξ)dξ + µ


2
+ 2
y∫
y0
dq

κ
q∫
q0
f(ξ)dξ + µ


−1
+ 2κ−1z. (14)
On the other hand, one can find the value of f for a given g, which is
f = −νg−2gy, (15)
where ν 6= 0 is an arbitrary constant. Rewriting (14) in terms of g we obtain
I =
(
yz +
ν
g
)2
+ 2

 y∫
y0
g(ξ)dξ + νz

 . (16)
Therefore, we have explicitly found a family of the classical Lie´nard equa-
tions, defined either by (12) or (15), with an energy-like first integral and a
Lax representation.
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3 Necessary and sufficient conditions for the
existence of a quadratic first integral
We have shown above that equations of type (1) can possess a Lax repre-
sentation, provided certain correlations on f and g hold. Consequently, the
corresponding equations of type (1) admit a quadratic first integral. In this
connection, it is interesting to find all equations of type (1) which have a
quadratic first integral. Therefore, in this section we obtain the necessary
and sufficient conditions for the existence of a quadratic first integral for
equation (1). We show that these conditions are equivalent to the conditions
for an equation of type (1) to possesses a Lax representation with the L
matrix of form (7). Therefore, an equation of type (1) admits a Lax repre-
sentation with the L matrix of form (7) if and only if it admits a quadratic
first integral and vice versa. First, we consider the generic case, i.e. we do
not impose any assumptions on functions f and g. Then, we study the case
of the classical Lie´nard equation, which is interesting from an applied point
of view.
3.1 The generic case of equation (1)
Suppose that the expression
I = (yz + A(z, y))
2 +B(z, y), (17)
where A and B are certain functions, is a first integral for (1). Then
DI|(1) = 2(Ay − f)y
2
z+
+(2AAy − 2fA+ 2Az +By − 2g)yz + 2AAz − 2Ag +Bz = 0.
(18)
Since functions A and B do not depend on yz, after some simplifications, we
get
f = Ay, g = Az +
By
2
, Bz − ABy = 0. (19)
Thus, an equation from family (1) admits first integral (17) if it is of the
form
yzz + Ayyz + Az +
By
2
= 0, (20)
provided that Bz −ABy = 0.
Conversely, suppose that the functions A and B satisfy (19). Then, (17)
is a first integral of (20) since
DI = 2(yz + A)
(
yzz + Ayyz + Az +
By
2
)
. (21)
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Therefore, expression (17) is a first integral for (1) if and only if equation
(1) is of form (20) and functions A and B satisfy (19). Consequently, com-
patibility conditions for (19) as an overdetermined system for the functions
A and B give us the necessary and sufficient conditions for equation (1) to
possess a first integral of form (17). Moreover, one can show that if we denote
U2 by B and F by A in (9) we obtain exactly (19). Thus, the existence of
first integral (17) of (1) is completely equivalent to the existence of a Lax
representation with the L matrix of form (7).
Let us explicitly find correlations on functions f and g that provide com-
patibility of (19). We introduce the following notations
S = gyyyfy + fyyfzy − fyygyy − fzyyfy, P = fz − gy, Q = gyy,
R = fyy, T = fzz − gyz − 2ffz + 2fgy.
(22)
Depending on values of P , S, T and fy, the compatibility conditions for (19)
split into several cases.
First, we proceed with the most general case. Assume that S 6= 0 and
fy 6= 0, then we compare various mixed partial derivatives of B with respect
to z and y up the fourth order. As a result, we obtain(
fPyfy − Pf
2
y +QPy + 2P
2
y − fyPzy
) (
2PRf − 3Pf 2y − 3fPyfy−
−RPz + fyPzy)−
(
2Pf 2fy − 2P
2fy + 2PQf + 4PfPy − 2Pfygy−
−3fPzfy − gPyfy −QPz − 2PzPy + fyPzz)S = 0,
S2Py + (4ffy +Q)S
2 − SSzfy + fy (2Pf − Pz)RyS − RP
2
y S+
+
(
fyRz − 4Rffy − 6f
3
y −QR
)
PyS − fyR (4Pfy − Pzy)S+
+3Syf
2
y fPy − Syfy
(
2PRf − 3Pf 2y − RPz + Pzyfy
)
= 0.
(23)
The parameters of first integral (17) in this case can be found via the relations
A =
(Pz − 2Pf)R + 3Pf
2
y + (3fPy − Pzy) fy
S
,
By =
2(2Pf − Pz)
fy
−
2Py
(
2PRf − 3Pf 2y − 3fPyfy − RPz + Pzyfy
)
fyS
,
Bz = ABy.
(24)
Here it is assumed that S 6= 0 and fy 6= 0.
Let us briefly describe the calculations involved in obtaining (23) and (24).
Both expressions for computing the functions A and B and conditions on
the functions f and g are obtained by considering (19) as an overdetermined
system for A and B and finding its compatibility conditions. According to
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the Riquier–Janet theory (see [27] and references therein), this is done via
cross differentiation of equations from (19) and comparing various mixed
partial derivatives of the functions A and B. Notice that system (19) is
already in the simplified orthonomic form [27]. The comparison of second
and third order mixed derivatives of B does not result in any conditions on
functions f and g, but gives us expressions for Azz and Az. If one proceeds
further, taking into account expressions obtained at the previous step, the
comparison of Byyzy with Bzyyy results in the expression for A given in (24).
Then, we compare Bzyyz with Byyzz and Byzyz with Byyzz correspondingly. As
a result, we obtain compatibility conditions (23). Computing further mixed
derivatives of B with respect to z and y does not yield any new conditions
on the functions f and g. The values of Bz and By can be easily obtained
with the help of equations (19) and the value of A presented in (24).
Let us note that there is an alternative way of deriving compatibility
conditions (23). Indeed, by cross differentiating the second and the third
equations from (19) one can exclude the function B from (19). As a conse-
quence, we obtain a linear overdetermined system of two equations for the
function A. Compatibility conditions for this system of equations can be
obtained as follows. First, comparison of Ayzz with Azzy does not lead to any
compatibility conditions, but allows us to find the expression for Az. As a
result, we can compare Azy with Ayz and obtain the expression for A given
in (24). Then, substituting expressions for Az and A into the initial system
of equations we obtain the first compatibility condition from (23). Finally,
comparing Azyy and Ayyz we obtain the second compatibility condition from
(23). Calculation of further mixed partial derivatives of A does not lead
to any new compatibility conditions. Let us remark that we believe that
the both ways for obtaining compatibility conditions (23) and relations (24)
require similar amount of calculations.
In order to verify that we obtain all integrability conditions for (19) we
compare our results with the results obtained with the help of the Rif pack-
age [27], which is based on the Riquier–Janet theory and differential Gro¨bner
basis algorithm. Our results coincide with the results produced by the Rif.
Thus, we believe that we find all compatibility conditions for (19). Notice
that further we do not present details of calculations of compatibility condi-
tions, since they are almost the same as those presented above.
Now we deal with the case of fy = 0. We assume that gyy 6= 0, since oth-
erwise we obtain a trivial linear equation. Then, the compatibility conditions
are the following
2QQz + 2TQy − 6Q
2f = 0, (fg − gz)Q
5 + 3QyT (3Tf − Tz)Q
2+
+
(
4Tfz − 12Tf
2 − Tgy + 7fTz − Tzz
)
Q4 +QyyT
3Q− 3Q2yT
3 = 0.
(25)
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The parameters of first integral (17) can be found from the relations
A = −
T
gyy
, By =
2(gg2yy − 2 Tfgyy + TTy + gyyTz)
g2yy
, Bz = ABy. (26)
Further, we proceed with the case of S = 0. Consequently, we find the
following correlations on f and g
RPy − fyPyy = 0, P f
2
y + fPyfy +RT − fyTy = 0,
(QyPy − RfPy − TRy) fy − 6f
3
yPy −Rf
2
yP − R (QPy − RT ) = 0,
(27)
with two additional constraints that are given by
RfyQPyTz −QyfyQTPy − RQzfyTPy − f
2
yT
(
3f 2 + 2P + gy
)
RPy+
+Rf 2y fPyTz + 2Qyf
2
y fTPy − 4Rf
2
yQTP −Qyf
2
yPyTz − R
2fyfT
2+
+Rf 3yPTz +RQ
2TPy +RQTPy
2 −QyfyTPy
2−
−f 3yT (5Pf + 7T )R + 3RQyfyT
2 + 2Qyf
3
yTP − 12f
3
yQTPy−
−18f 4y fTPy + f
2
yTQzyPy + 6f
4
yPyTz − 2R
2QT 2
−6f 3yTP
2
y − f
2
yQyyT
2 − 18f 5yTP − 3RfyQfTPy = 0,
(28)
28f 5y gP
2 − 2P 2y
(
9PT − 9Tf 2 + 3Tgy + gzPy
)
f 2y − 4Tzzf
4
yP+
+2Py
(
2f 2gPy + 18PTf − 6PgPy + fPygz − gPygy − 4T
2−
−3Tf 3
)
f 3y −
(
15PTf + 12PgPy + 4T
2
)
f 3yQ+Rf
2
yT
2
z+
+ (18Pf + 4T ) f 4yTz +RQ
2T 2 + 2Tzzf
2
yP
2
y − 5RfyTPyTz+
+15Rf 3y gTP − 2f
2
yQfPyTz − 2RfyQTTz − 2Tzzf
3
y fPy + 2R
2fygT
2+
+TPy (15Tf − gPy) fyR− 12f
2
y fP
2
y Tz + 2Py
(
4f 2 − P + gy
)
f 3yTz+
+4Qzf
3
yTP + 5f
3
yQPTz − 5f
2
yQ
2TP − 2QyfyT
2Py + 2RQT
2Py−
−Py
(
3Tf 2 + 4fgPy + 19PT + 3Tgy + gzPy
)
f 2yQ−
−T (Tf + gPy) f
2
yQy − TzzRf
2
yT +Qyf
2
yTTz −QyfyQT
2+
+RQzfyT
2 + Py (3Tf + gPy)Qzf
2
y − RfyQgTPy+
+T
(
7fgPy − 2Tf
2 + 23PT + Tgy + gzPy
)
f 2yR+
+ (2Tf − gPy) f
2
yRTz + Tzzf
2
yQPy −Qzf
2
yPyTz + 3R
2T 3+
+
(
20PfgPy − 14PTf
2 + 44P 2T + 4PTgy + 4PPygz
−4T 2f − 4TgPy
)
f 4y = 0.
(29)
Let us note that the first condition form (27) is the condition S = 0,
which is presented in terms of R and P .
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The functions A and B are defined by the relations
A =
Tzfy − Tffy − gPyfy −QT − 2TPy
4Pf 2y + 2fPyfy −QPy +RT − 2P
2
y
,
By =
2(fyPyTz − 4PTf
2
y − 3TfPyfy − gP
2
y fy − RT
2)
fy
(
4Pfy
2 + 2fPyfy −QPy +RT − 2Py
2
) , Bz = ABy.
(30)
Here we suppose that 4Pf 2y +2fPyfy −QPy +RT − 2P
2
y 6= 0, Py 6= 0, T 6= 0
and fy 6= 0.
Let us assume that S = 0 and T = 0. As a result, we get that
fz − gy = 0, Az = g, Ay = f, B = const, (31)
where, without loss of generality, B can be set equal to zero. In order to
exclude the case of a trivial linear equation, we assume that |fy|
2+ |gyy|
2 6= 0
in (31).
Another separate case, which we need to consider is the case of T 6= 0
and RT + 4f 2yP − 2P
2
y + (2ffy −Q)Py = 0. This leads to
RT + 4f 2yP − 2P
2
y + (2ffy −Q)Py = 0, RPy − fyPyy = 0,
fy
(
QPy − 4Pf
2
y − 2fPyfy + 2P
2
y
)
Ry − R
(
2RP 2y − 5PRf
2
y−
−3RfPyfy − 6Pyf
3
y +QyPyfy
)
= 0,
gfyR
2Py + 2Rf
3
y fP + (5PQ+ 2PPy + 2gyPy)Rf
2
y − 8f
4
y fPy+
+Py (2Qf − 2fPy −Qz)Rfy − P
2
y (Q+ 2Py)R− 16f
5
yP+
+
(
4QPy − 4PQy + 8P
2
y
)
f 3y − 2Qyf
2
y fPy +QyPy (Q+ 2Py) fy = 0.
(32)
At the same time we find that
Ay = f, Az =
(Rg − 2fPy) fy + 2P
2
y + (Q− AR)Py − 4Pf
2
y
Rfy
,
By =
2(ARPy + 4Pf
2
y + 2fPyfy −QPy − 2P
2
y )
Rfy
, Bz = ABy.
(33)
Here we assume that R = fyy 6= 0.
Finally, we suppose that T 6= 0, RT + 4f 2yP − 2P
2
y + (2ffy − Q)Py 6= 0
and Py = fyz − gyy = 0. Consequently, we get
fyz − gyy = 0, (2fgy − 2ffz + fzz − gzy)R + 3(fz − gy)f
2
y = 0,
gR3 + (3fygy + 3fQ+ 3Qz)R
2−
−(27Qf 2y + 3ffyQy + 3fyQzy − 6QQy)R + 6fyQy(3f
2
y +Qy) = 0,
4R2 − 3fyRy = 0, 3f
2
yQyy + 4QR
2 − 8RfyQy = 0,
(34)
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and
A =
3(3f 3y − ffyR +Qyfy −QR)
R2
, By = 2(g −Az), Bz = ABy, (35)
where R = fyy 6= 0.
Therefore, we have found the necessary and sufficient conditions for equa-
tion (1) to possess a first integral in the form (17). These conditions splits
into six separate cases: generic case (23) and special cases (25), (27) and (28),
(29), (31), (32) and (34). Notice that the case when equation (1) degener-
ates into a linear one (that is, when |fy|
2 + |gyy|
2 = 0) is not considered in
this work, since in the compatibility conditions obtained above it is assumed
that fy 6= 0, gyy 6= 0 or |fy|
2 + |gyy|
2 6= 0. Below, we consider a special case
of equation (1), namely, the Lie´nard equation, which is interesting from an
applied point of view.
3.2 The classical Lie´nard equation
Let us consider equation (2) and obtain the necessary and sufficient con-
ditions for the existence of first integral (17). Overdetermined system of
equations for the parameters of this first integral is completely the same as
in the case of equation (1). Thus, we need to obtain the compatibility condi-
tions for (19) taking into account that fz = gz = 0. This can be easily done
as in the case of equation (1). As a result, we get
fggyy − gy(2fgy + fyg) = 0, A = −
fg
gy
, By = 2g, Bz = ABy, (36)
where it is assumed that gy 6= 0. The case of gy = 0 leads to a trivial
Lie´nard equation. Notice also that A does not depend on z. It means that
the classical Lie´nard equation can admit a first integral in the form (17) only
with Az = 0.
The condition on functions f and g from (36) can be explicitly solved
with respect to either function g, which yields
g =
(
κ
∫
fdy + µ
)−1
, (37)
or function f ,
f = −νg−2gy. (38)
Here κ 6= 0, µ and ν 6= 0 are arbitrary constants. Either condition (37) or
condition (38) explicitly defines a family of classical Lie´nard equations, which
possess first integral (17).
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4 Examples
In this section we present several examples of equations from family (1), with
generalizations of the Van der Pol and Duffing equations among them, which
simultaneously possess a quadratic first integral and a Lax representation.
Example 1. Consider the classical Lie´nard equation (2) with
g = α(y2 + 1), (39)
where α 6= 0 is an arbitrary parameter and suppose that this equation admits
a quadratic first integral. Then, from (38) we find that f = βy(y2 + 1)−2,
where β = 2ν/α 6= 0 is an arbitrary constant. Therefore, the Lie´nard equa-
tion
yzz +
βy
(y2 + 1)2
yz + α(y
2 + 1) = 0, (40)
admits the following Lax pair
L =
(
yz −
β
2(y2+1)
U
U −yz +
β
2(y2+1)
)
, M =
(
0 Uy
2
−Uy
2
0
)
, (41)
where
U2 =
2α
3
y3 + 2αy − αβz, (42)
and the following first integral
I =
(
yz −
β
2(y2 + 1)
)2
+
2α
3
y3 + 2αy − αβz. (43)
Notice that equation (40) can be considered as an anharmonic oscillator with
nonlinear friction.
Example 2. Suppose that f = z/(2y + z)2 and g = α2(2y3 + 3zy2 +
z2y)− y/(2y+ z)2, where α 6= 0 is an arbitrary constant. One can show that
these functions f and g satisfy conditions (23) and, thus, the correspond-
ing equation of type (1) admits a Lax representation and a quadratic first
integral. Indeed, the equation
yzz +
z
(2y + z)2
yz + α
2(2y3 + 3zy2 + z2y)−
y
(2y + z)2
= 0, (44)
has the Lax pair
L =
(
yz +
y
2y+z
α(y2 + zy)
α(y2 + zy) −yz −
y
2y+z
)
, M =
(
0 α(2y+z)
2
−α(2y+z)
2
0
)
, (45)
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and the first integral
I =
(
yz +
y
2y + z
)2
+ α2y2(y + z)2. (46)
Example 3. Now we demonstrate an example of an equation of type (1),
for which we cannot use conditions (23) since in this case S = 0. Suppose
that f = e−αz(y + δ)−2 and g = αe−αz(y + δ)−1 + y + δ, then, one can show
that these values of f and g satisfy conditions (34). As a result, we find that
the Lax pair
L =
(
yz −
e−αz
y+δ
(
y2 + 2δy + 2
α
e−αz
) 1
2(
y2 + 2δy + 2
α
e−αz
) 1
2 −yz +
e−αz
y+δ
)
,
M =

 0
y+δ
2(y2+2δy+ 2
α
e−αz)
1
2
− y+δ
2(y2+2δy+ 2
α
e−αz)
1
2
0

 ,
(47)
and the first integral
I =
(
yz −
e−αz
y + δ
)2
+ y2 + 2δy +
2
α
e−αz, (48)
correspond to the equation
yzz +
e−αz
(y + δ)2
yz +
αe−αz
(y + δ)
+ y + δ = 0. (49)
Let us note that equation (49) can be considered as a generalization of a
harmonic oscillator. Suppose that α > 0, then one can see that for the large
values of either z or y, equation (49) tends to a harmonic oscillator.
Example 4. Consider an equation of type (1) with fz = 0. The functions
f = −α(1 − y2) and g = βye−2αz(y2 − 3)−2, where α 6= 0 and β 6= 0 are
arbitrary parameters, satisfy conditions (23). Therefore, the equation
yzz − α(1− y
2)yz +
βy
e2αz(y2 − 3)2
= 0, (50)
has the Lax pair
L =

 yz + αy3 (y2 − 3)
√
−β
3(y2−3)ye
−αz√
−β
3(y2−3)ye
−αz −yz −
αy
3
(y2 − 3)

 ,
M =

 0 −
√−3βe−αz
2(y2−3) 32√−3βe−αz
2(y2−3) 32
0

 ,
(51)
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and the first integral
I =
(
yz +
αy(y2 − 3)
3
)2
−
βy2e−2αz
3(y2 − 3)
. (52)
Equation (50) can be considered as a non-autonomous generalization of the
Van der Pol oscillator.
Example 5. Now we demonstrate an example of an equation of type
(2). Choosing the Van der Pol like friction f = −α(1− y2) and using (37) at
κ = (αβ)−1 and µ = 0, where α 6= 0 and β 6= 0 are arbitrary parameters, we
obtain that the equation
yzz − α(1− y
2)yz +
3β
y(y2 − 3)
= 0, (53)
has the Lax pair
L =
(
yz − αy(1−
y2
3
) U
U −yz + αy(1−
y2
3
)
)
, M =
(
0 Uy/2
−Uy/2 0
)
,
(54)
with
U =
[
2αβz − β ln
(
y2
y2 − 3
)] 1
2
, (55)
and the first integral
I =
[
yz − αy
(
1−
y2
3
)]2
+ 2αβz − β ln
(
y2
y2 − 3
)
. (56)
This example can be considered as a generalization of the Van der Pol equa-
tion, which has a quadratic first integral.
Example 6. Finally we demonstrate an example of an equation of type
(2), which generalizes the Duffing equation. Let g = y3 +αy+ β, then using
(15) we obtain that the equation
yzz −
ν(3y2 + α)
(y3 + αy + β)2
yz + y
3 + αy + β = 0, (57)
has the Lax pair
L =
(
yz +
ν
(y3+αy+β)
U
U −yz −
ν
(y3+αy+β)
)
, M =
(
0 g
2U
− g
2U
0
)
, (58)
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where
U =
(
y4
2
+ αy2 + 2βy + 2νz
) 1
2
. (59)
Equation (57) also admits the first integral
I =
(
yz +
ν
(y3 + αy + β)
)2
+
y4
2
+ αy2 + 2βy + 2νz. (60)
This example can be considered as the Duffing equation with nonlinear fric-
tion. First integral (57) can be interpreted as the total energy of the consid-
ered system, where the term νz is responsible for friction, while the rest of
the terms represent kinetic and potential energy. Notice that at ν → 0 from
(57) and (60) we obtain the classical Duffing equation and its first integral,
correspondingly.
5 Conclusion and discussion
Here we summarize the results obtained in this work. First, it is easy to
see that if we denote U2 by B and F by A in (9) we obtain exactly (19).
Thus, sufficient conditions for the existence of a Lax representation with the
L matrix of form (7) coincide with the necessary and sufficient conditions
for the existence of quadratic first integral (17). Therefore, the following
proposition holds:
Proposition 1. The following statements are equivalent
(I) equation (1) has a quadratic first integral in the form (17),
(II) equation (1) admits Lax representation (10),
(III) functions f and g from (1) satisfies one of the following conditions: 1)
(23); 2) (25); 3) (27), (28) and (29); 4) (31); 5) (32); 6) (34).
From this proposition one can obtain the following corollaries:
Corollary 1. The classical Lie´nard equation (2) can possess a first inte-
gral of type (17) only with Az = 0.
Corollary 2. An equation of type (1) admits an autonomous first integral
of type (17) if and only if either gz = 0 and f = 0 or fz = 0 and g = 0.
While Corollary 1 follows from (36), to prove the second one we need to
assume that Az = Bz = 0 in (19), which immediately leads to corresponding
statement.
Notice that first integral (17) can be considered as an analog of the en-
ergy conservation law for the dissipative systems. Indeed, if we expand the
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expression in brackets in (17), the first term may be interpreted as the kinetic
energy, the term with first derivative as a friction term and the rest terms
as a potential. Therefore, we have obtained that there is a direct correspon-
dence between the existence of an energy-like first integral for a dissipative
system from family (1) and the existence of a Lax representation with the
L matrix of form (7). This correspondence may be considered as an ana-
logue for the dissipative systems of the direct connection between the Lax
and Arnold–Liouville integrability for Hamiltonian systems (see [3]).
It is also interesting to compare the results of this work with recent results
(see, [10–12,28,30]) devoted to integrability of the classical Lie´nard equation
(2) and its generalizations. Since integrability conditions or conditions for
the existence of first integrals obtained in these works are given in terms of
relations between the functions f and g, one can readily compare them with
either (37) or (38). As a result, one can see that neither (37) nor (38) coin-
cide with any of the integrability conditions obtained in [10–12, 28]. Thus,
correlation (37) (or (38)) provides a new condition for the existence of a
quadratic first integral for (2). What is more, condition (37) is different from
the condition for linearizability of (2) via the generalized Sundman transfor-
mations, which also means that equation (2) with coefficients satisfying (37)
cannot be completely integrated via Lie point symmetries (see [10]). Finally,
in work [30] some integrability conditions for (1) were found. However, it
can be shown that these conditions are again different from correlations on
the functions f and g obtained in Section 3.
Let us briefly summarize the main results of this work. We have found
all equations of type (1) that simultaneously admit quadratic first integral
(17) and Lax representation (3) with the L matrix of form (7). We have
shown that these two notions are equivalent for any equation from family (1).
We have considered a particular case of equation (1), namely the classical
Lie´nard equation, and have explicitly found the corresponding quadratic first
integrals and Lax pairs. We believe that this is the first time when the Lax
integrability and the existence of quadratic first integrals have been studied
for dissipative differential equations of type (1).
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