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Resumen
El laboratorio de Control Automa´tico de la escuela de Ingenier´ıa en Electro´nica del
Instituto Tecnolo´gico de Costa Rica esta´ dedicado a la investigacio´n y experimentacio´n
en sistemas de control automa´tico.
Los sistemas de control automa´tico tienen un sin fin de aplicaciones. Es comu´n
encontrar e´stos en muchos artefactos electro´nicos desde los de uso cotidiano como
electrodome´sticos hasta sistemas aeroespaciales. Uno de los objetivos del laboratorio
es el de introducir a los estudiantes al estudio y aplicacio´n del control automa´tico; sin
embargo, el laboratorio no cuenta con herramientas de desarrollo que motive y facilite
tal propo´sito.
Mediante la aplicacio´n de la electro´nica digital y sistemas operativos en tiempo real
se elaboro´ un sistema de entrenamiento que aprovecha las tecnolog´ıas de comunicacio´n
actuales como la internet. Este sistema permite estimular, muestrear variables, crear
estructuras de control y todo lo necesario, ajustado a la metodolg´ıa de ensen˜anza del
laboratorio para aplicar de manera pra´ctica los conceptos del control automa´tico.
El sistema es abierto y sirve como modelo de desarrollo, disponible para actualiza-
ciones y recomendaciones.
xii
Abstract
The Electronic Automatic Control Lab of the Electronic Engineering School at
Costa Rica Institute of Technology is dedicated to the research in automatic control
systems and processes.
The automatic control systems have an endless number of applications and it is
very common to find them in many electronic devices from the simplest appliances to
the most complex military and aerospace systems; therefore, the main Lab’s objetive
is to introduce students to the study of automatic control applications. Unfortunately,
the Lab does not have development tools that encourage and facilitate such tasks.
This project applies digital electronics and real-time operating systems for the crea-
tion of a training system that leverages technologies of communication like the Internet.
This system allows: stimulation, variable sample and creation of control structures.
The system remains open as a development model, which is available for upgrades
and recommendations.
xiii
Cap´ıtulo 1
Introduccio´n
El presente trabajo se realizo´ como parte del proyecto TeleLAB del laboratorio
de control automa´tico de la escuela de Ingenier´ıa Electro´nica del ITCR. El proyecto
TeleLAB nace hace 3 an˜os con el propo´sito de crear un laboratorio “en l´ınea” para la
experimentacio´n en sistemas de control automa´tico.
El laboratorio en l´ınea TeleLAB, es un proyecto que tiene como objetivo de darle
al usuario la posibilidad de realizar experimentos de control automa´tico a trave´s de
internet. Esto abre una amplia gama de beneficios como: un mayor control de horario
de uso de los dispositivos, se podr´ıa definir cuentas de usuario para uso exclusivo de los
estudiantes, permitir´ıa a los profesores hacer demostraciones en clase y adema´s, dar´ıa
una excelente imagen a nivel internacional sobre los proyectos que se desarrollan en la
Escuela de Electro´nica.
Los estudiantes han elaborado disen˜os, propuestas, ideas y han construido una
gran variedad de plantas con el fin de utilizarlos para el proyecto TeleLAB. Desafortu-
nadamente, no se han logrado avances considerables que permitan el funcionamiento
completo del TeleLAB.
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1.1. Problema´tica del proyecto TeleLAB
El problema reside principalmente en la falta de recurso humano, organizacio´n e
inversio´n econo´mica; efecto de ello, es la carencia de un sistema de desarrollo que utilice
el proyecto TeleLAB como modelo y que permita su completa operacio´n. Este sistema
de desarrollo debe suplir las necesidades te´cnicas que permitan aplicar los conceptos
de la teor´ıa de control automa´tico en los experimentos que se realicen.
El proyecto inicio´ con la compra de tarjetas de adquisicio´n y desarrollo de aplicacio-
nes con LabView, ambos de la marca National Instruments, con esto se desarrollaron
varios experimentos en donde el estudiante puede obtener datos de motores ele´ctricos
como: tensio´n, corriente, velocidad, posicio´n del eje, etc. Estos datos se pueden analizar
matema´ticamente con software especializado como Matlab u Octave; posteriormente,
el sistema facilita la creacio´n y verificacio´n de controladores de posicio´n, velocidad o
segu´n sea la aplicacio´n.
National Instruments brinda soluciones tanto de hardware y software para la apli-
cacio´n computacional en el a´rea de control automa´tico e industria; sin embargo, el
desarrollo de aplicaciones en LabView necesita de programadores capacitados y con
experiencia en sistemas de control automa´tico, adema´s, las tarjetas de adquisicio´n de
datos son bastante costosas (mı´nimo $1000). A futuro, el TeleLAB ser´ıa un proyecto
costoso tanto en inversio´n y mantenimiento.
Como solucio´n econo´mica, se estimulo´ que cada grupo de estudiantes desarrollen
su propio sistema electro´nico (analo´gico o digital) como proyecto final del curso. De-
pendiendo del e´xito de este proyecto se motivar´ıa al grupo de estudiantes para el
establecimiento del proyecto como parte del TeleLAB.
Aunque muchos proyectos fueron exitosos, ninguno se ha podido an˜adir al TeleLAB
porque no cumplen los requerimientos te´cnicos para funcionar como experimento, tales
como: capacidad del sistema para integrarse a una red TCP/IP, facilidad de modifi-
cacio´n de los para´metros del control, ampliacio´n de funciones (hardware o software),
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documentacio´n, etc.
1.2. Unidad Controladora de Procesos
Se proyecta crear una unidad que permita la adquisicio´n de datos. Es necesario que
incluya conectividad Ethernet para que sea independiente de una PC de manera local.
Su operatividad debe soportar los controladores y las topolog´ıas de retroalimenta-
cio´n comunes vistas en la asignatura de Control Automa´tico y contar con diferentes
interfaces de entrada/salida.
La interfaz con el usuario debe ser una pa´gina web en la que se permita, modelar
la planta y verificar el funcionamiento del sistema en tiempo real.
Para verificar el funcionamiento de la unidad disen˜ada y construida para este pro-
yecto, se pondra´ a prueba en un Ball & Beam; adema´s, la pa´gina web debe ser funcional
y abierta a modificaciones.
La figura 1.1 representa una arquitectura ba´sica del TeleLAB.
Figura 1.1: Esquema ba´sico del TeleLAB.
3
En secciones anteriores se sen˜alo´ que el Laboratorio TeleLAB no se encuentra en
operacio´n por problemas organizativos y econo´micos, pero en especial, porque no existe
una base gu´ıa sobre la cual se puedan iniciar proyectos y asignacio´n de investigaciones
complementarias para mejoras y modificaciones.
El laboratorio TeleLAB, tiene la meta fundamental de permitir conectividad remota
al laboratorio para que el usuario pueda disen˜ar controladores y verificar su funciona-
miento en plantas reales, ver figura 1.2.
Figura 1.2: Diagrama de bloques del TeleLAB.
Hay que tener en cuenta que cada planta del laboratorio es diferente una de la otra;
estas pueden ser: las caracter´ısticas ele´ctricas, comportamiento f´ısico, perturbaciones
externas, etc; es por ello que la solucio´n propuesta debe cumplir los siguientes requisitos:
Escalable: Se refiere a que le sistema debe tener la posibilidad de expansio´n, ya
sea por hardware o software.
Abierto: En cuanto a hardware y software para que se puedan hacer modificacio-
nes y mejoras.
Eficiente: Debe hacer uso de solo aquel hardware necesario que requiera la planta.
Flexible: El sistema debe adaptarse fa´cilmente o con modificaciones externas, a
cualquier sensor, actuador que se requiera y a toda planta que se desarrolle en el
laboratorio.
Disponibilidad: Todas las herramientas de desarrollo y los componentes electro´ni-
cos deben ser de fa´cil adquisicio´n.
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La figura 1.3 muestra un esquema de software de la unidad controladora y sus
componentes externos que permitira´ realizar los experimentos.
Figura 1.3: Esquema ba´sico de software de la unidad controladora.
Se pretende utilizar un RTOS que optimize el uso de la CPU y simplifique la
aplicacio´n en varias tareas. El usuario se conecta mediante una interfaz gra´fica creada
con JAVA.
Esta interfaz de usuario se comunica con la unidad mediante una tarea de comu-
nicaciones. E´sta interpretara´ y ejecutara´ las instrucciones de usuario. Debera´ existir
una tarea (ma´quina virtual) que se encargan de utilizar el hardware de la unidad y
las funciones de control para estimular o controlar las plantas. La tarea de captura
permitira´ almacenar datos y resultados de las funciones para que posteriormente el
usuario los analice en su computador.
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1.3. Estructura de e´ste trabajo
En el Cap´ıtulo 2, se establecen los objetivos que sirvieron de gu´ıa durante este
proyecto.
En el Cap´ıtulo 3, se presentan conceptos introductorios sobre sistemas operativos
en tiempo real (RTOS). El uso de un RTOS en este proyecto simplifico´ el desarrollo de
software y dio´ un manejo eficiente de los recursos de hardware.
En el Cap´ıtulo 4, se explican las consideraciones y para´metros de disen˜o que se
utilizaron como bases de investigacio´n y desarrollo.
En el Cap´ıtulo 5, se muestra el disen˜o de la unidad controladora de procesos como
un conjunto de capas. Se explica el significado y el aporte de cada capa.
En el Cap´ıtulo 6, se explica la aplicacio´n de Ma´quina Virtual.
En el Cap´ıtulo 7, se detalla los resultados de la utilizacio´n de la unidad controladora
de procesos para el modelado y control de un Ball & Beam. Adema´s, se muestra
la aplicacio´n web que se utiliza para experimentar con la planta y se detallan las
limitaciones del disen˜o de la unidad controladora de procesos.
Finalmente, en el Cap´ıtulo 8, se encuentran las conclusiones y recomendaciones de
este proyecto.
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Cap´ıtulo 2
Meta y objetivos
2.1. Meta
Permitir que el proyecto en l´ınea TeleLAB avance construyendo un sistema de
adquisicio´n de datos econo´mica, flexible y escalable a nivel de software y hardware
para el Laboratorio de Control Automa´tico del ITCR, minimizando as´ı la dependencia
de herramientas comercialmente costosas dedicadas al mismo fin.
2.2. Objetivo general
Crear una unidad electro´nica que permita el disen˜o, ana´lisis e implementacio´n de
sistemas de control automa´tico; que sea escalable, abierto, eficiente, flexible, que utilice
internet como medio de comunicacio´n y que permita acoplamiento de nuevas plantas
ofrecie´ndose como una opcio´n u´til para la expansio´n del proyecto TeleLAB del labora-
torio de control automa´tico del ITCR.
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2.3. Objetivos espec´ıficos
1. Crear una unidad electro´nica que estimule y adquiera datos de la planta; que
contenga funciones de control automa´tico y diferentes interfaces de entrada/salida
analo´gicas o digitales.
2. Elaborar una pa´gina contenida en un servidor web que asista al usuario a: modelar
la planta, disen˜ar controles y aplicarlos a la unidad electro´nica para que se pueda
verificar la estabilidad o inestabilidad de la planta en tiempo real.
3. Comprobar el funcionamiento de la unidad electro´nica en un Ball & Beam.
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Cap´ıtulo 3
Marco teo´rico
En este cap´ıtulo se desarrolla de manera general el siguiente tema:
Sistemas operativos en tiempo real (RTOS): Aplicacio´n y uso de sistemas operativos
en sistemas embebidos. Conceptos ba´sicos.
3.1. Sistemas operativos de tiempo real (RTOS)
Un sistema operativo de tiempo real, es un sistema operativo especialmente di-
sen˜ado para funciones en tiempo real o´ aplicaciones en el que el retardo de respuesta
del sistema sea lo mı´nimo posible. Una exigencia es que el sistema operativo sea de-
teminista; es decir, debe decidir sobre cuales tareas ejecutar de acuerdo a los eventos
que operan a su alrededor.
El concepto de RTOS contrasta de la programacio´n orientada a un solo ciclo. Los
programas de un solo ciclo se definen como sistemas foreground/background [14].
3.1.1. Sistemas unic´ıclicos
La programacio´n orientada a un solo ciclo es muy comu´n cuando se desarrollan
aplicaciones de baja complejidad. Este tipo de aplicaciones ejecutan diferentes funciones
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o rutinas de manera secuencial. En [14] se define a esta seccio´n como background o nivel
de tarea. Cualquier evento as´ıncrono es manejado dentro de una interrupcio´n (ISR)
conocido tambie´n como foreground o´ nivel de interrupcio´n.
La figura 3.1 muestra un esquema de los sistemas foreground/background.
El problema de los sistemas foreground/background esta´ en que las operaciones
criticas son manejadas por las ISR. Esto produce una tendencia de que si hay muchos
eventos as´ıncronos, sera´n las ISR las que tomen la mayor´ıa del control de la CPU
dejando de lado el nivel de tarea. Este tipo de sistema no es deteminista porque el
nivel de tarea siempre se ejecuta una vez que termine la ISR.
Figura 3.1: Esquema de los sistemas foreground/background [14].
El uso de este esquema no es adecuado para un sistema de control. El retraso del
ca´lculo de una operacio´n con tiempo exigente, tal como un filtro o un controlador
digital, se puede haber afectado por ejecucio´n de co´digo no prioritario incrementando
el tiempo de ca´lculo; por ejemplo, una ISR por fin de transmisio´n de datos de algu´n
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bus de comunicaciones interrumpe el ca´lculo de un filtro digital.
Durante el ca´lculo de una muestra, el sistema digital deja pra´cticamente a lazo
abierto la planta. Si el ca´lculo de una muestra es retrasado continuamente, el efec-
to puede ser inestabilidad o comportamientos no esperados en el funcionamiento del
control.
3.1.2. Conceptos y partes de un RTOS
A diferencia del sistema unic´ıclico, un RTOS administra eficientemente el uso de la
CPU; para ello, el usuario debe desarrollar su aplicacio´n como un conjunto de tareas.
Cada tarea actu´a de acuerdo a eventos del hardware o del software; el RTOS se encarga
de verificar y asignar la CPU a determinada tarea.
¿Que´ sucede ahora con las ISR? El co´digo de las ISR solo usara´n funciones para
indicarle al RTOS que una tarea debe ser ejecutada, es decir, el nivel de interrupcio´n
tendra´ un co´digo reducido y por lo tanto se ejecutara´ ra´pidamente. Esto reduce con-
siderablemente el tiempo de ejecucio´n de la ISR dando prioridad al nivel de tarea. El
RTOS, en este caso, determinara´ el momento adecuado para ejecutar las rutinas que
necesita el evento as´ıncrono. La importancia de la tarea la especifica el programador
asignado una prioridad u´nica a la tarea. Es importante que el programador disen˜e y
clasifique cada tarea. Una buena clasificacio´n de las tareas hacen que un RTOS sea
verdaderamente determinista.
En este proyecto, las tareas se pueden clasificar en:
1. Operaciones cr´ıticas: Como la ejecucio´n de un controlador, filtro o cualquier
operacio´n que deba controlar una planta y tenga tiempo de ejecucio´n exigen-
te. Estas operaciones deben tener la prioridad ma´s alta, pues deben ejecutarse
inmediatamente.
2. Operaciones intermedias: Son todas aquellas funciones en que no son necesa-
11
rios tiempos de ejecucio´n exigentes o en que su momento, no son de importancia
para el usuario. Estas pueden ser rutinas de verificacio´n de hardware, liberacio´n
de memoria, actualizacio´n de informacio´n con otros elementos del sistema, etc.
3. Operaciones de usuario: Son aquellas en donde el microcontrolador utiliza de
sus recursos para brindar algu´n tipo de informacio´n al usuario o viceversa. En
este caso, tales operaciones puede ser pospuestas cuando se deba ejecutar una
operacio´n cr´ıtica o intermedia. Al nivel de usuario, por lo general, se le asigna la
prioridad mas baja porque el tiempo de percepcio´n de un ser humano es lento
comparado con los tiempos de ejecucio´n de un microcontrolador.
Para comprender el funcionamiento de un RTOS es necesario entender varios con-
ceptos.
Secciones cr´ıticas: Es una seccio´n de co´digo que no admite interrupciones. Las ra-
zones puede ser:
El co´digo calcula un resultado y este debe ejecutarse lo ma´s ra´pido posible.
El co´digo no es reentrante y no pude haber cambio de contexto.
Por lo general, se deshabilitan todas las interrupciones del sistema antes de eje-
cutar la seccio´n cr´ıtica y se habilitan nuevamente una vez terminada la seccio´n
cr´ıtica. Cualquier RTOS debe incluir rutinas que permitan al programador esta-
blecer secciones cr´ıticas. En un sistema de control, la seccio´n cr´ıtica puede ser
cuando el microprocesador debe tomar la muestra y calcular la salida hacia la
planta.
Contexto de la tarea: Se refiere a los resultados intermedios o informacio´n que ten´ıa
la tarea en los registros de la CPU antes que el sistema operativo detuviera la
tarea. Un problema de los RTOS es que el cambio de contexto produce carga de
trabajo a la CPU.
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Multitasking: Es el proceso que permite que la CPU conmute y ejecute varias tareas
o aplicaciones.
Tarea: Una tarea es un programa o rutina. El disen˜o de una aplicacio´n utilizando
un sistema operativo consiste en dividir la aplicacio´n en tareas segu´n como el
programador clasifique los eventos o acciones. Cada tarea tiene una prioridad y
una seccio´n propia de memoria llamada pila. Esta pila es necesaria para guardar
el contexto de la tarea cuando el nu´cleo conmuta la CPU para ejecutar otra tarea.
Recursos: Un recurso puede ser un dispositivo de E/S, una estructura, un arreglo de
datos o simplemente una variable. Estos son usados por las tareas.
Recursos compartidos: Es un recurso que es utilizando por ma´s de una tarea.
Nu´cleo: Administra y permite la comunicacio´n entre tareas. Una desventaja es que el
nu´cleo requiere de la CPU y de la memoria para realizar sus procesos internos.
[14] establece que en un sistema bien disen˜ado, un nu´cleo puede llegar a utilizar
entre un 2 y 5% de la CPU.
Administrador de tareas: Determina cua´l es la siguiente tarea a ejecutar. La deci-
sio´n del administrador de tareas se basa en el determinismo programado por el
usuario. Este determinismo se especifica asignando una prioridad a cada tarea. La
tarea depende de factores externos o internos que hacen que e´sta tenga estados,
estos estados puede ser (figura 3.2):
1. En ejecucio´n: Es cuando la tarea esta´ utilizando la CPU.
2. Lista: Es cuando una tarea esta´ esperando que el nu´cleo le ceda la CPU ya
que otra tarea de mayor prioridad esta´ siendo ejecutada.
3. Esperando: Es cuando una tarea esta´ esperando por algu´n evento del hard-
ware, tal como una accio´n de algu´n dispositivo E/S, un evento por software
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o´ esperar por algu´n resultado de otra tarea. Cuando la tarea reconoce el
evento pasa del estado de espera a lista.
4. Inactiva: Una tarea inactiva es una tarea que reside en memoria pero no
participa del proceso de conmutacio´n del nu´cleo.
Figura 3.2: Estados de las tareas [14].
Nu´cleo cooperativo: Un nu´cleo cooperativo cede el control de la CPU por ciertos
momentos de tiempo a cada tarea. La figura 3.3 muestra un esquema de co´mo se
conmutan las tareas en un nu´cleo cooperativo.
El programador asigna un tiempo de expiracio´n que representa el tiempo ma´ximo
de ejecucio´n de la tarea. Si la tarea no termina antes de el tiempo l´ımite, el nu´cleo
avisa al administrador de tareas para que se guarde el contexto de la tarea y se
ejecute otra tarea.
Un nu´cleo cooperativo no es de tiempo real, pues la tarea de mayor prioridad se
ejecuta si y solo si la tarea de menor prioridad termina su co´digo o el tiempo l´ımite
vence. Esto produce un retardo en la ejecucio´n de la tarea de mayor prioridad.
Nu´cleo apropiativo: El objetivo de un nu´cleo apropiativo es ceder el control de la
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Figura 3.3: Nu´cleo cooperativo [14].
CPU a aquella tarea de mayor prioridad que este lista para ejecutarse. Este
tipo de nu´cleo es de tiempo real. La figura 3.4 muestra un esquema de como se
conmutan las tareas en un nu´cleo apropiativo.
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Figura 3.4: Nu´cleo apropiativo [14].
16
Cap´ıtulo 4
Consideraciones previas sobre el
disen˜o de la unidad
En el mercado existen mu´ltiples productos que pueden solucionar los problemas
del TeleLAB; tales como, tarjetas de adquisicio´n de datos y software de aplicacio´n
desarrollado en LabView de National Instruments. Otra alternativa, es utilizar un PLC
o un controlador de procesos. Para tales ejemplos existe una gran diversidad de marcas
y modelos; sin embargo, estos dispositivos son costosos.
En este proyecto se trataron aspectos generales que funcionen como base del pro-
yecto TeleLAB y no aspectos espec´ıficos de una aplicacio´n. Entre los aspectos funda-
mentales de las caracter´ısticas del sistema se concluyo´:
1. Respecto al hardware del sistema: Disen˜ar y construir el sistema con las
siguientes funciones ba´sicas:
a) Entradas:
Entradas analo´gicas, rango ma´ximo de ±10 V.
Entrada de QEI (Quadrature Encoder Interface) para medicio´n digital
de velocidad y posicio´n angular de motores.
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Referencias o constantes nume´ricas dina´micas, ingresadas por el puerto
de comunicaciones.
b) Salidas:
Salidas PWM, tanto para control de motores CD como CA.
Salidas analo´gicas, rango ma´ximo de ±10 V y baja potencia.
c) Buses de datos para expansiones de E/S:
Bus I2C.
Bus SPI.
d) Almacenamiento de datos y configuracio´n:
Memoria para guardar configuraciones y datos.
e) Comunicaciones:
Puerto serie tipo RS232 y posible mejora a USB.
Puerto Ethernet para comunicaciones TCP/IP.
2. Respecto al software del sistema: La unidad debe contar con el softwa-
re necesario para ejecutar operaciones de control automa´tico y tratamiento de
sen˜ales:
Funciones de filtros IIR y FIR.
Generacio´n de sen˜ales de prueba.
Funciones de transferencia.
Seleccio´n de tiempo de muestreo.
Realimentacio´n de estado (4 estados ma´ximo).
Funciones PID y variantes.
Operaciones escalares y vectoriales.
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Seleccio´n, configuracio´n y calibracio´n dina´mica del hardware.
Debe existir una capa de drivers o controladores de hardware que facilite la
utilizacio´n de los recursos. En tiempo de compilacio´n, todos los perife´ricos deben
ser configurados dentro de un u´nico archivo. Adema´s, debe tener la posibilidad
de cambiar esta configuracio´n mediante instrucciones de alto nivel en tiempo de
ejecucio´n.
Como u´ltima caracter´ıstica, la unidad debe tener programada una ma´quina vir-
tual para la interpretacio´n de aplicaciones. El propo´sito de la ma´quina virtual
es el de permitir la interpretacio´n de co´digo de mayor nivel dedicado a la inter-
conexio´n y ejecucio´n de mo´dulos virtuales. Cada mo´dulo virtual es dina´mico y
esta´ dedicado a ejecutar una funcio´n u´nica, por ejemplo, un mo´dulo encargado
de tomar muestras analo´gicas, o un mo´dulo que ejecuta la funcio´n de un filtro
digital.
Cada mo´dulo contiene ciertos para´metros que permiten cambiar su modo de fun-
cionamiento; por ejemplo, el filtro digital tiene para´metros de: orden, frecuencia
de corte, tipo de filtro, etc. La principal ventaja es que el funcionamiento no
esta´ creado esta´ticamente para una determinada aplicacio´n; sino que el usuario
puede crear sus propias estructuras de control y hasta puede simular el compor-
tamiento de su planta utilizando sen˜ales de entrada y salida reales, adema´s, las
modificaciones del firmware son necesarias solo cuando se desea agregar ma´s fun-
ciones o mo´dulos, dar mantenimiento al sistema o agregar algu´n tipo de hardware
no considerado en este proyecto.
3. Respecto a las herramientas de desarrollo y software: Utilizar en lo posi-
ble software libre o con libre acceso institucional, as´ı mismo, que cada herramienta
este´ respaldada con documentacio´n, manuales, etc.
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4.1. S´ıntesis de la solucio´n
El sistema desarrollado es un sistema embebido con interfaces de entrada/salida,
procesamiento de sen˜ales, algoritmos e interfaces de comunicacio´n.
Adema´s de controlar una planta o proceso, el sistema debe responder a peticiones
de los perife´ricos, detectar errores y obedecer a las o´rdenes del usuario, es decir, se
deben realizar mu´ltiples tareas en un solo sistema de procesamiento; en resumen, se
destaca lo siguiente:
Respuesta real en el tiempo: Atencio´n casi inmediata a los eventos.
Sistema multitarea: Ejecucio´n de varias tareas.
La utilizacio´n de un RTOS simplifica el disen˜o de una aplicacio´n ya que el progra-
mador puede dividir la aplicacio´n de acuerdo a los eventos o funciones en pequen˜as
tareas que el RTOS puede administrar. Es por ello, que el proceso de disen˜o de inge-
nier´ıa comenzo´ con la seleccio´n de un sistema operativo en tiempo real para sistemas
embebidos y no con el disen˜o de un algoritmo general para el control de la unidad, que
en s´ı, har´ıa del sistema un programa unic´ıclico (seccio´n 3.1.1).
4.1.1. FreeRTOS vs MicroC/OS-II
Existen diversos tipos de RTOS. Los hay de uso general, especializados en apli-
caciones de procesamiento digital de sen˜ales, aviacio´n, industria, medicina, etc. Los
desarrolladores comerciales ma´s populares de RTOS son: AVIX, ThreadX, AVA, Mi-
crium y Salvo. Estos RTOS tienen la ventaja de un disen˜o propio y con respaldo de
una empresa; pero, requieren de una licencia para su uso. Cada uno tiene un amplio
soporte para microcontroladores de todo tipo (ARM, MIPS, 8051, etc).
Tambie´n, existen los RTOS de uso libre tales como: µCLinux y FreeRTOS.
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µCLinux (http://www.uclinux.org), se basa en el nu´cleo Linux pero tiene como
desventaja que solo es operable en microcontroladores con arquitecturas de 32bits tipo
ARM y otros.
FreeRTOS (http://www.freertos.org), tiene soporte para una amplia gama de
microcontroladores, es abierto y se puede utilizar sin restricciones, tiene la desventaja
de que la documentacio´n y manuales son solo para usuarios experimentados en la
materia de RTOS.
Otro RTOS comercial de uso libre pero con limitaciones (la versio´n completa esta´ dis-
ponible libremente con fines acade´micos e investigacio´n), es el MicroC/OS-II o µC/OS-
II, su documentacio´n es amplia[14], sencilla y con soporte directo del desarrollador
Micrium (http://www.micrium.com).
Se tomo´ la decisio´n de comparar entre FreeRTOS y MicroC/OS-II debido a que
son los u´nicos sistemas operativos de licencia libre y que soportan arquitecturas ma´s
simples y econo´micas como los microcontroladores de Microchip. La tabla 4.1 muestra
informacio´n de las caracter´ısticas ma´s sobresalientes de estos RTOS.
Pol´ıtica del nu´cleo: En secciones anteriores se comento´ que el nu´cleo apro-
piativo es determinista; este determinismo lo asigna el programador mediante
prioridades a las tareas. En esta aplicacio´n, un nu´cleo apropiativo tiene la ven-
taja de que las tareas con tiempo de respuesta exigentes (control automa´tico y
procesamiento digital) se les asigna con una prioridad alta, mientras que las ta-
reas de menor exigencia de tiempo (interfaz con el usuario, comunicaciones) se
asignan con una prioridad baja. FreeRTOS ofrece los dos tipos de nu´cleo, es decir,
se permite que varias tareas puedan tener la misma prioridad; esta caracter´ıstica,
provoca que el nu´cleo apropiativo se comporte al mismo tiempo como un nu´cleo
cooperativo (solo en aquellas tareas con igual prioridad). En estos casos, el ad-
ministrador de tareas opera mediante round robin time slicing, que consiste en
asignar (programador) un tiempo de expiracio´n a cada tarea de igual prioridad,
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Tabla 4.1: Comparacio´n entre FreeRTOS y MicroC/OS-II.
Caracter´ıstica FreeRTOS MicroC/OS-II
Pol´ıtica del
nu´cleo
Cooperativo y Apropiativo
mediante declaraciones expl´ıcitas
tipo yield (ceder la CPU)
Apropiativo
Round robin
time slicing
Soportado, permite que dos o
ma´s tareas tengan la misma
prioridad
No soportado
Prioridades
dina´micas
Soportado Soportado
Resolucio´n de
Priority
Inversions
Solo cambiando las prioridades
de las tareas
Soportado
Banderas de
eventos
No soportado Soportado
Colas de
mensajes
Soportado Soportado
Sema´foros Soportado Soportado
Administracio´n
de tiempo
Opciones ba´sicas como contador
de ticks
Soporte ma´s avanzado como
retardos en unidades de tiempo
Utilidades de
tarea
Soporte ba´sico Soporte ma´s avanzado con
utilidades de estad´ıstica y
registro
Administracio´n
de memoria
Soportado Soportado
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esto evita que una tarea se mantenga por mucho tiempo la CPU. MicroC/OS-II
solo ofrece el nu´cleo apropiativo limitando las opciones y herramientas al progra-
mador.
Prioridades dina´micas: Esta caracter´ıstica de los RTOS permite que la priori-
dad de una tarea se pueda cambiar desde otra tarea o dentro de una interrupcio´n.
Resolucio´n de priority inversions: Este es un me´todo de correccio´n que
ofrecen los RTOS a un problema que ocurre frecuentemente entre el administra-
dor de tareas y los recursos compartidos. Los priority inversions suceden cuando
una tarea de menor prioridad toma un recurso compartido; si instantes despue´s
una tarea de mayor prioridad intenta toma´r el mismo recurso, esta tarea de ma-
yor prioridad debe “esperar” a que la tarea de menor prioridad libere el recurso.
La tarea de mayor prioridad queda virtualmente con una prioridad menor que
la tarea de menor prioridad; el problema se empeora cuando existe una tarea
de prioridad intermedia que provoca que la tarea de menor prioridad se retra-
se en liberar el recurso compartido; en este caso, puede decirse que el RTOS
no esta´ actuando de manera determinista. La resolucio´n de priority inversions
consiste en utilizar sema´foros de exclusio´n mutua (mutexes), los mutex son un
tipo de sema´foro especial que mantiene registro de la tarea que esta´ utilizando el
recurso compartido.
Si una tarea de mayor prioridad solicita el mismo recurso (mediante una peticio´n
mutex ), el administrador de tareas leera´ el registro de mutexes y dara´ preferencia
de asignacio´n de la CPU a la tarea que mantiene el recurso compartido; este
mecanismo permite que la tarea con el recurso compartido finalice ra´pidamente.
Banderas de eventos: Esta es una herramienta de los RTOS que permiten
sincronizar tareas mediante eventos especiales, tales como la finalizacio´n de un
procedimiento, una operacio´n matema´tica, o cambio de estado de una tarea.
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Colas de mensajes: Las colas de mensajes es un mecanismo que permite com-
partir informacio´n entre tareas.
Sema´foros: Los sema´foros son funciones del RTOS que permiten reservar re-
cursos compartidos tales como: registros, perife´ricos E/S, procedimientos, etc.
Los sema´foros evitan que la informacio´n o el funcionamiento de una tarea sea
modificada por otra tarea.
Administracio´n de tiempo: Esta funciones permiten crear retardos, tempori-
zaciones de las tareas. Las utilidades de tiempo son importantes cuando se desea
esperar por algu´n dato, o por la finalizacio´n de una ejecucio´n de un perife´rico, etc.
FreeRTOS ofrece estas utilidades en unidades de ticks del RTOS, los ticks son las
cuentas de reloj del RTOS en un determinado periodo, el programador especifica
la cantidad de ticks por segundo que debe tener el RTOS; ejemplo, 1000 ticks por
segundo significa que la base de tiempo del RTOS es 1ms, en este caso, si se ge-
nera un retardo de 3 ticks, este retardo corresponde a 3ms. MicroC/OS-II ofrece
el mismo mecanismo de ticks, sin embargo, tambie´n se puede utilizar un me´to-
do ma´s amigable para el programador en unidades de milisegundos, segundos,
minutos y horas.
Utilidades de tarea: Las utilidades ba´sicas de tarea permiten generar listas de
tareas activas, verificar el estado y prioridad de una tarea, entre otras. FreeRTOS
solo da soporte a las mencionadas. MicroC/OS-II tiene las utilidades ba´sicas y
adema´s utilidades de estad´ıstica que permiten verificar el total de memoria libre
en la pila y el porcentaje de uso de la CPU.
Administracio´n de memoria dina´mica: Los RTOS brindan funciones alter-
nativas de administracio´n y uso de memoria dina´mica.
Se selecciono´ MicroC/OS-II como el RTOS para este proyecto. El principal motivo
esta´ en que MicroC/OS-II presenta una documentacio´n apta para usuarios principiantes
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con ejemplos sobre cada funcio´n del RTOS, soporte por correo electro´nico, notas de
aplicacio´n y proyectos en C de ejemplo.
4.1.2. Seleccio´n del microcontrolador
La seleccio´n correcta se enfoca en el tipo de aplicacio´n, soporte y precio. Se eligieron
los microcontroladores de Microchip (PIC); aunque Microchip no tiene los microcon-
troladores ma´s potentes de la actualidad (en cuanto a velocidad, taman˜o del bus de
datos, tipo de arquitectura, etc), Microchip ofrece todo el software de desarrollo (com-
pilador C o ASM, bibliotecas, el ambiente de programacio´n (IDE), co´digos de ejemplo)
de manera gratuita.
Entre todas las familias de Microchip la que ma´s resalta en aplicaciones de mayor
nivel es la serie dsPIC33F. Su principal caracter´ıstica es que esta nueva serie incorpora
un CPU de 16 bits de arquitectura Harvard modificada y procesamiento de hasta
40MIPS.
El dsPIC33FJ256MC710 presenta las siguientes caracter´ısticas:
40 MIPS con arquitectura Harvard modificada.
Ruta de datos de 16 bits, e instrucciones de 24 bits.
Direccionamiento lineal de memoria de programa de 4M instrucciones.
Direccionamiento lineal de memoria de datos de 64 Kbytes.
Diecise´is registros de propo´sito general de 16 bits.
Operaciones multiplicacio´n de 16× 16 fraccio´n/enteros.
Multiplicacio´n Acumulacio´n para funciones de procesamiento digital de sen˜ales
(PDS) con dual data fetch (se refiere a una caracter´ıstica especial de los procesa-
dores digitales de sen˜ales que permiten al procesador leer o escribir dos secciones
de memoria simulta´neamente).
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8 canales hardware para DMA con buffer de 2kbytes.
Todas las entradas toleran 5V.
Comunicaciones SPI (2), I2C (2), UART (2).
Control de motores con PWM (8 canales).
Mo´dulo QEI (Quadrature Encoder Interface).
2 mo´dulos ADC, 10-bit, 1.1 Msps o 12-bit, 500 Ksps con 2, 4 or 8 muestras
simulta´neas.
Adema´s, el compilador C30 de Microchip incorpora una biblioteca ba´sica de fun-
ciones matema´ticas y de PDS optimizadas en punto fijo.
4.1.3. Herramientas de desarrollo
Se utilizaron las siguientes placas de evaluacio´n:
Placa de desarrollo Microchip Explorer 16 (http://www.microchip.com).
Programador & Debugger Microchip MPLAB ICD2.
Placa de evaluacio´n Lantronix XPortAR (http://www.lantronix.com).
El software de desarrollo:
Microchip MPLAB v8.0 con el plug–in Microchip C30 (http://www.microchip.com)..
NetBeans v6.0 (http://www.netbeans.org).
JAVA SE (http://java.sun.com/javase/).
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Cap´ıtulo 5
Disen˜o de capas de la unidad
controladora
El disen˜o de un sistema embebido comienza con el disen˜o de una estructura jera´rqui-
ca de la aplicacio´n a desarrollar y del hardware necesario. El modelo que se utilizo´ se
muestra en la figura 5.1.
Figura 5.1: Capas del sistema embebido.
La capa de hardware es la capa f´ısica. Para la configuracio´n y control se debe pro-
gramar directamente los registros de microcontrolador segu´n [17]; estas caracter´ısticas
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hacen necesario de una capa de software que simplifique el uso del hardware en funcio-
nes o rutinas menos complejas, esta capa es llamada “drivers” o´ controladores.
La capa RTOS esta´ ubicada parcialmente con la capa drivers y la capa hardware
porque los RTOS tienen servicios que pueden hacer que la capa de drivers funcione
eficientemente. Tales servicios son los sema´foros, las banderas de eventos, etc; por lo
tanto, es responsabilidad del programador que adjunte tales servicios a la capa drivers
permitie´ndole al RTOS la administracio´n completa del hardware.
En la capa de aplicacio´n se considera todo lo relacionado con el establecimiento de
la sesio´n con el usuario, esto involucra un correcto manejo de la informacio´n y ejecucio´n
de instrucciones para la ma´quina virtual; adema´s esta capa abarca todos los algoritmos
y rutinas de control automa´tico y de procesamiento digital de sen˜ales.
Todo el firmware de la unidad se creo´ con Microchip C30. E´ste es un lenguaje de
programacio´n para dsPIC que cumple con el esta´ndar ANSI C. El lenguaje es gratuito
(sin niveles de optimizacio´n) junto con sus bibliotecas de procesamiento digital, control
y matema´tica.
5.1. Aspectos de la capa f´ısica o´ hardware
Un esquema del hardware de toda la unidad se muestra en la figura 5.2. Como uni-
dad central de procesamiento se utilizo´ el dsPIC33FJ256MC710 previamente descrito.
El sistema cuenta con:
3 buses de datos: SPI, I2C y uno paralelo de 16 bits (desarrollo parcial) para
expansio´n de hardware.
Puerto de comunicacio´n UART para operacio´n y configuracio´n local de la unidad.
Puerto de comunicacio´n Ethernet mediante Lantronix XPortAR para operacio´n
y configuracio´n remota de la unidad.
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4 entradas y 2 salidas analo´gicas de rangos fijos seleccionables.
Control de motores mediante QEI y PWM.
Puerto RJ11 para programacio´n del dsPIC mediante MPLAB ICD2.
Figura 5.2: Estructura del hardware de la unidad.
El ape´ndice C muestra los diagramas electro´nicos de la capa de hardware.
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5.1.1. Bus de datos SPI
El mo´dulo SPI (interfaz serie para perife´ricos) es un bus de comunicaciones serie
sincro´nico que se utiliza para comunicaciones entre circuitos integrados a corta distan-
cia. Estos circuitos integrados son por lo general memorias (RAM), puentes a USB,
ADC externos, microcontroladores, sensores digitales, etc. El bus SPI tiene como venta-
jas: velocidad de comunicacio´n de hasta 20Mbps, no requiere de bits de control dentro
de la trama y es posible trasmitir y recibir tramas al mismo tiempo. Como desventa-
ja, se debe asignar una l´ınea de habilitacio´n de dispositivo (CS) por cada dispositivo
conectado al bus, esto limita el disen˜o f´ısico del circuito; adema´s, siempre debe existir
un dispositivo maestro (ej: un microcontrolador o un controlador de bus).
La unidad controladora cuenta con 3 pines de bus y 8 pines de seleccio´n de dispo-
sitivos:
SCK: Salida del reloj de sincronizacio´n.
SDO: Salida de datos serie.
SDI: Entrada de datos serie.
SSx: Hasta 8 salidas para seleccio´n de dispositivos.
La figura 5.3 muestra un esquema del bus de datos SPI.
5.1.2. Bus de datos I2C
El mo´dulo I2C ( bus de circuitos inter–integrados) es un bus de datos serie de
2 l´ıneas que permite la conexio´n de hasta 127 dispositivos en modo simple y hasta
1023 dispositivos en modo extendido. La velocidad de comunicacio´n puede ser de hasta
400Kbps en versiones antiguas; pero, se puede lograr 1Mbps en nuevas versiones limi-
tando el nu´mero de dispositivos conectados al bus. La principal ventaja es que solo
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Figura 5.3: Esquema del mo´dulo SPI en la unidad.
se usan 2 l´ıneas de datos sin importar la cantidad de dispositivos conectados; adema´s,
se pueden establecer conexiones Maestro – Maestro; sin embargo, estas caracter´ısti-
cas acarrean un protocolo de comunicacio´n ma´s complejo, lento y ma´s vulnerable a
errores por colisio´n de datos. Este protocolo es popular en sistemas de pocos pines y
en donde la velocidad de transmisio´n de datos no es importante, ejemplos: memorias
(EEPROM), potencio´metros digitales, amplificadores de ganancia programable (PGA),
PLL fraccionario, etc.
Los pines del mo´dulo son:
SCL: Salida del reloj de sincronizacio´n.
SDA: Pin bidireccional de datos serie.
La figura 5.4 muestra un esquema del bus de datos I2C.
5.1.3. Bus de datos de 16 bits
De manera opcional se disen˜o´ un bus paralelo de 16 bits similar a la interfaz que
presentan los microprocesadores 8086.
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Figura 5.4: Esquema del mo´dulo I2C en la unidad.
5.1.4. Puerto de comunicacio´n UART
Se habilito´ un puerto UART para comunicacio´n local; se usa un cable cruzado
RS232 para conexio´n con la PC. La figura 5.5 muestra un esquema de la conexio´n.
Figura 5.5: Esquema del puerto UART.
5.1.5. Puerto de comunicacio´n Ethernet
Para la conectividad Ethernet se utiliza un sistema XPortAR de Lantronix (figura
5.6); este sistema convierte de manera transparente la comunicacio´n serie RS232 a
una comunicacio´n Ethernet, adema´s integra un servidor web que es compatible con
aplicaciones JAVA Applets e incorpora un conjunto de me´todos para establecer sesiones
remotas y funciones: send, receive, length, etc.
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La figura 5.7 muestra un esquema de la conexio´n de este dispositivo y la unidad
controladora.
Figura 5.6: Sistema Xport AR de Lantronix [15].
Figura 5.7: Esquema del puerto Ethernet.
5.1.6. Entradas Analo´gicas
La unidad cuenta con 4 entradas analo´gicas. Cada entrada analo´gica puede medir
sen˜ales de ±50mV hasta ±10V con una resolucio´n de 12bits, el tiempo de conversio´n
es de 3µs a 5µs por entrada, el rango de medicio´n se puede ajustar por software y
se creo´ una aplicacio´n de calibracio´n de las entradas. Cada entrada es diferencial y se
puede conectar a cualquier tipo de sensor analo´gico.
El microcontrolador permite un rango ma´ximo de 0 a +3.3V en cada entrada
analo´gica, por lo que se tuvo que crear un circuito acondicionador de sen˜al ajustable
para permitir los rangos que muestra la tabla 5.2. Debido al circuito acondicionador,
cada entrada tiene una impedancia de 400kΩ.
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Tabla 5.1: Rangos de medicio´n de cada entrada analo´gica.
Opcio´n Rango Bipolar Rango Unipolar
1 ±10V 0V – 10V
2 ±5V 0V – 5V
3 ±2V 0V – 2V
4 ±1V 0V – 1V
5 ±500mV 0V – 500mV
6 ±200mV 0V – 200mV
7 ±100mV 0V – 100mV
8 ±50mV 0V – 50mV
La figura 5.8 muestra un esquema del hardware de acondicionamiento, filtro y pro-
teccio´n conectados a la unidad controladora.
Figura 5.8: Esquema de las entradas analo´gicas.
5.1.7. Salidas Analo´gicas
El sistema cuenta con 2 salidas analo´gicas, cada salida analo´gica se calibra de la
misma manera que las entradas y se pueden seleccionar rangos de operacio´n, los rangos
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se muestran en la tabla 5.2.
La figura 5.9 muestra un esquema de las salidas analo´gicas.
Tabla 5.2: Rangos de cada salida analo´gica.
Opcio´n Rango bipolar Rango unipolar
1 ±10V 0V – 10V
2 ±5V 0V – 5V
3 ±2V 0V – 2V
4 ±1V 0V – 1V
Figura 5.9: Esquema de las salidas analo´gicas.
5.1.8. Interfaz codificador en cuadratura (QEI)
La interfaz QEI es un circuito especial para medicio´n de posicio´n y velocidad de
motores. Este sistema, es el ma´s utilizado a nivel industrial por ser econo´mico y preciso.
Existen varios tipos de decodificadores. La unidad es compatible con codificadores
rotatorios incrementales. Este tipo de codificadores tienen por lo general 2 salidas (A
y B) que permiten medir velocidad. Si se quiere medir posicio´n se debe utilizar un
codificador con 3 salidas (A, B e Index).
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La unidad incluye 3 entradas (A, B e Index) con lo cual se puede medir posicio´n y
velocidad (figura 5.10).
Figura 5.10: Esquema de la QEI.
La velocidad ma´xima de medicio´n esta´ limitada por el tiempo de muestreo de la
unidad (1ms). Con esta restriccio´n se pueden medir velocidades de hasta 30000 rpm; la
resolucio´n de medicio´n de posicio´n depende del codificador siempre y cuando el periodo
de los pulsos no supere al ma´ximo permitido por el microcontrolador (300µs).
5.1.9. Salidas de control PWM:
La modulacio´n por ancho de pulsos es una te´cnica de conversio´n D/A muy utilizada
por su bajo costo de implementacio´n. Por lo general, se utiliza para regulacio´n de
velocidad motores CD y motores de induccio´n trifa´sicos.
La unidad cuenta con 4 mo´dulos PWM, cada mo´dulo se compone de tres sen˜ales:
PWMxH: Salida de modulacio´n por ancho de pulso H.
PWMxL: Salida de modulacio´n por ancho de pulso L.
DIR: Salida de direccio´n.
Las salidas PWMxH y PWMxL son iguales; sin embargo, la sen˜al de PWMxH puede
ser complementaria a la sen˜al de PWMxL; adema´s, se puede seleccionar la funcio´n de
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cada salida como: PWM, DIR u ON/OFF. Los 4 mo´dulos operaran con un u´nico
temporizador. Esto limita el sistema a una frecuencia u´nica para los 4 mo´dulos.
Adema´s se cuenta con 2 entradas FLTx. Estas entradas se pueden utilizar como
paro de emergencia del PWM. Ambas sen˜ales actu´an sobre los cuatro mo´dulos. Las
condiciones pueden ser exceso de velocidad, sobrecarga del motor, etc.
La figura 5.11 muestra un esquema de las salidas PWM.
Figura 5.11: Esquema de PWM.
5.2. Aspectos de la capa de controladores
A nivel de sistemas embebidos, es comu´n que el programador seleccione los modos de
operacio´n de cada perife´rico en tiempo de compilacio´n del firmware. Para no limitar las
caracter´ısticas del proyecto, se sugirio´ crear un me´todo alternativo que permita cambiar
la configuracio´n del hardware sin necesidad de hacer recompilaciones del firmware.
La capa de controladores consiste de:
Archivo de configuracio´n: Este archivo mantiene los para´metros de una con-
figuracio´n funcional, tambie´n llamada configuracio´n mı´nima. Esta configuracio´n
es 100% operativa y se utiliza como configuracio´n de arranque del sistema.
Instrucciones de configuracio´n: Estas instrucciones permiten modificar la
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configuracio´n mı´nima sin necesidad de recompilacio´n del firmware. Los para´me-
tros modificados se pueden guardar en memoria y se ejecutan despue´s de inicia-
lizada la configuracio´n mı´nima.
Funciones de configuracio´n: Estas funciones configuran el hardware segu´n las
opciones del usuario.
Funciones de operacio´n: Este conjunto realiza las distintas operaciones sobre
el hardware de acuerdo a su funcio´n.
La estructura de la capa de controladores se muestra en la figura 5.12; el archi-
vo IO CFG.H se utiliza como archivo u´nico de configuracio´n mı´nima y seleccio´n de
para´metros propios del microcontrolador, los archivos subsecuentes contienen las fun-
ciones disponibles para la utilizacio´n de cada perife´rico. Cualquier cambio en el archivo
IO CFG.H solo es considerado en el tiempo de compilacio´n del programa.
Esta configuracio´n mı´nima solo es necesaria para que el microcontrolador pueda
arrancar e inicializar todos los dispositivos y perife´ricos. A la vez, esta es una con-
figuracio´n conocida de hardware funcional, 100% operativo y se puede utilizar como
configuracio´n final del sistema.
Si el usuario necesita otra configuracio´n, e´sta se puede realizar mediante instruc-
ciones especiales enviadas por RS–232. La nueva configuracio´n se puede guardar en
memoria EEPROM y el microcontrolador la cargara´ posteriormente [5]. Para ello ca-
da para´metro de configuracio´n esta´ asociado con un registro de instruccio´n llamado
IOConfig.
Si la nueva configuracio´n no resulta correcta, se puede omitir dejando presionado
el boto´n ACC [5] durante el arranque. El microcontrolador ignorara´ la configuracio´n
en EEPROM y cargara´ u´nicamente la configuracio´n mı´nima. La secuencia de inicio del
sistema se muestra en la figura 5.15.
Las opciones de configuracio´n son propias del microcontrolador dsPIC33FJ256MC710,
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Figura 5.12: Estructura C de la capa drivers.
el manual de referencia [17] de la familia dsPIC33F detalla cada mo´dulo y se recomienda
considerarlo antes de realizar cualquier modificacio´n.
5.2.1. Integracio´n del RTOS a la capa de controladores
El RTOS incluye diversas funciones que facilita la administracio´n del hardware y
optimiza el uso de la CPU. Estas funciones permiten dar prioridad a una tarea cuando
se inicie o termine una o varias acciones; un caso muy utilizado, es ceder el procesador
a otra tarea cuando se espera mientras algu´n determinado perife´rico responda o ejecute
39
una accio´n; por ejemplo, la tarea 1 necesita transmitir un byte a la PC para continuar,
una aplicacio´n sin RTOS normalmente llamar´ıa la funcio´n de enviar el byte, esperar a
que se complete la transmisio´n y luego continuar con el resto del co´digo; con un RTOS
se puede aprovechar ese tiempo de espera para procesar otra tarea mientras la tarea
1 espera el env´ıo del byte. El RTOS tiene la funcio´n de banderas de eventos (event
flags), esto se usa en conjunto con las interrupciones de fin de algu´n proceso en el
microcontrolador, tales interrupciones pueden ser:
ADxIF Fin de conversion ADC.
UxTXIF Fin de transmisio´n UART.
DMAxIF Fin de transferencia de datos por DMA.
El proceso consiste en ceder el procesador despue´s de la orden de inicio de env´ıo,
transferencia o conversio´n en el perife´rico. El RTOS suspende la tarea 1 y conmuta a
la tarea de mayor prioridad (tarea 2).
Cuando la interrupcio´n de fin de proceso se active, e´sta levanta la bandera in-
dica´ndole al RTOS que el proceso concluyo´. En este momento el RTOS verifica si la
tarea 1 es de mayor prioridad que la tarea 2. Si lo es, el RTOS conmuta a la tarea 1,
sino, se marca la tarea 1 como tarea activa y en espera de la CPU.
La figura 5.13 muestra un diagrama de flujo del proceso.
Solamente se integro´ este mecanismo a la lectura multiple del ADC, env´ıo por
UART, todas las operaciones DMA y lectura/escritura en EEPROM. Estos son los
perife´ricos ma´s lentos. Los procesos como el de transmisio´n/recepcio´n SPI o la lectura
simple del ADC, son procesos muy ra´pidos, donde los tiempos de ejecucio´n son de
unos pocos microsegundos y por lo tanto no es conveniente que el RTOS realice algu´n
cambio de contexto. El RTOS debe ejecutar co´digo para realizar la conmutacio´n de
tareas y este procedimiento puede llegar a tardar ma´s que la misma funcio´n E/S [13].
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Figura 5.13: Secuencia de ejecucio´n de las banderas de eventos.
5.3. Aspectos de la capa RTOS
Se utilizo´ la versio´n 2.85 del kernel MicroC/OS–II de Micrium. Este se obtiene gra-
tuitamente del sitio web: http://www.micrium.com. La documentacio´n detalla sobre
la instalacio´n y uso del kernel MicroC/OS–II se debe consultar a [14] y [5] para la
aplicacio´n en este proyecto.
5.4. Aspectos de la capa de aplicacio´n
La figura 5.14 muestra el detalle de las subcapas de funciones y tareas de la capa
de aplicacio´n.
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Figura 5.14: Subcapas de la capa de aplicacio´n.
La unidad controladora consiste de 6 aplicaciones principales:
Aplicacio´n de inicio de sistema y diagno´stico.
Aplicacio´n de comunicaciones.
Aplicacio´n de ma´quina virtual.
Aplicacio´n de captura de datos.
Aplicacio´n de calibracio´n.
Compilador e inte´rprete del archivo netlist.
Cada aplicacio´n consiste de un conjunto de tareas y rutinas especiales.
5.4.1. Aplicacio´n de inicio de sistema.
Esta aplicacio´n es la encargada de iniciar el sistema, tal como se resumio´ en la
seccio´n 5.2, el sistema inicia la secuencia de arranque como se muestra en la figura
5.15.
La aplicacio´n de inicio se ejecuta cada vez que se enciende la unidad o despue´s de
un reinicio. El primer paso es estabilizar el reloj principal; se utiliza el reloj interno del
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Figura 5.15: Secuencia de inicio del sistema.
43
microcontrolador el cual utiliza un PLL como multiplicador de frecuencia. En [17] se
pueden encontrar ma´s detalles del oscilador.
Despue´s del inicio del PLL, la unidad configura los perife´ricos de acuerdo con el
archivo IO CFG.H, esta configuracio´n es totalmente operativa y garantiza el funcio-
namiento completo de los perife´ricos que en el archivo se establecen. Adema´s, e´sta
configuracio´n es necesaria para el funcionamiento de los dispositivos externos al micro-
controlador.
Si el usuario lo desea, se puede cambiar la configuracio´n de la unidad ya sea cam-
biando el archivo IO CFG.H o´ enviando una nueva configuracio´n al sistema mediante
instrucciones al puerto serie; [5] explica los pasos para cambiar la configuracio´n de los
perife´ricos.
Una vez que la unidad ha le´ıdo una configuracio´n de hardware, este configura todos
los para´metros relacionados con el RTOS (sema´foros, banderas, asignacio´n de memoria
de las tareas, etc) y la ma´quina virtual. La configuracio´n de la ma´quina virtual inicia
todos los elementos necesarios para poder establecer 2 sesiones de usuario, cada sesio´n
es independiente una de la otra; sin embargo, los recursos de hardware son compartidos.
Aunque el RTOS administra el uso del hardware, el RTOS no esta´ programado para
bloquear el acceso de una sesio´n a un recurso determinado y que a la vez este´ siendo
utilizado por otra sesio´n.
La aplicacio´n de inicio permanece operativa con el fin de diagnosticar errores tales
como: desbordamientos de memoria, acceso a espacios de memoria inva´lidos, desborda-
mientos del stack, errores matema´ticos, errores de DMA y falla en el oscilador principal.
5.4.2. Aplicacio´n de comunicaciones.
La aplicacio´n de comunicaciones interpreta y ejecuta todas las instrucciones que el
usuario le env´ıa.
La comunicacio´n se establece en un enlace de tres v´ıas. La figura 5.16 muestra un
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diagrama de flujo que representa como funciona la aplicacio´n de comunicaciones.
Figura 5.16: Algoritmo de la tarea de comunicacio´n.
La aplicacio´n lee las instrucciones de usuario y ejecuta las acciones requeridas, estas
acciones pueden ser: configurar o crear un mo´dulo virtual, ver el estado un una variable,
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iniciar otras aplicaciones, enlazar mo´dulos virtuales, etc.
El archivo COMMAND.C conserva todas las rutinas para interpretar las instruc-
ciones. En [5] se detalla la tabla de instrucciones y el formato del protocolo de comu-
nicaciones establecido.
5.4.3. Compilador e inte´rprete del archivo netlist
Esta es una funcio´n que se encarga de verificar, interpretar y decodificar el archivo
netlist ; adema´s, crea o destruye en la memoria dina´mica todos los mo´dulos virtuales.
El archivo netlist es un archivo con todos los enlaces de conexio´n de los mo´dulos.
Cuando el usuario env´ıa el archivo netlist primero se verifica que el archivo sea con-
sistente y que no contenga errores de sintaxis. Si el archivo es correcto, se procede a
compilar el archivo en un arreglo de punteros a funciones y mo´dulos que posteriormente
la tarea de ma´quina virtual utilizara´ para ejecutar la estructura de control creada por
el usuario.
5.4.4. Aplicacio´n de ma´quina virtual.
La ma´quina virtual se encarga de ejecutar todos los bloques virtuales que el usuario
haya seleccionado y configurado. Existen 2 ma´quinas virtuales, una para cada sesio´n.
Cada ma´quina virtual se compone de una tarea. Estas tienen la mayor prioridad y
ejecutan cada uno de los mo´dulos virtuales enlazados.
Cada ma´quina lee un archivo propio y temporal que contiene la secuencia de eje-
cucio´n de los mo´dulos (generado por la funcio´n de netlist); este archivo se guarda en
memoria dina´mica. El nu´cleo de la ma´quina consiste de un temporizador y un inte´rprete
de punteros a funciones. El capitulo 6 detalla su funcionamiento.
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5.4.5. Aplicacio´n de captura y env´ıo de datos.
La aplicacio´n de captura consiste de una tarea y se encarga de almacenar en me-
moria los resultados de los mo´dulos y registros que el usuario desea procesar en la PC
con cualquier software de ana´lisis matema´tico; tales como: MATLAB u Octave. Esta
aplicacio´n es u´til para tomar datos y posteriormente modelar una planta.
La tarea necesita de tres para´metros para su ejecucio´n:
Tiempo de submuestreo, en milisegundos.
Total de tiempo a capturar, en segundos.
Cadena de los tipos y nu´meros de mo´dulos que se desea capturar.
Configurados todos los para´metros, la tarea se ejecuta una vez que la aplicacio´n de
ma´quina virtual este´ en funcionamiento. Esta ejecucio´n puede ser de manera sincroni-
zada con la ma´quina, es decir, cuando la ma´quina inicia as´ı lo hara´ la tarea de captura,
o, de manera as´ıncrona, la tarea de captura se ejecuta mediante una instruccio´n de
inicio dada por el usuario tiempo despue´s de que la ma´quina inicio´.
Cuando la captura esta´ completa, se env´ıa un mensaje de LISTO, y el usuario puede
descargar el archivo para procesarlo en su computadora.
La tarea utiliza una pila de 10 Kbytes ma´ximo de memoria para almacenar los
datos; esto limita el tiempo de captura de acuerdo a la cantidad de variables y el
tiempo de submuestreo:
Tc =
10240
2× n
× tss (5.1)
Donde:
Tc: Tiempo total de captura.
n: Nu´mero de variables.
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tss: Tiempo de submuestreo.
La tarea guarda las variables en la pila y luego las env´ıa. Esto se realiza de esta
manera para evitar desbordamientos en la pila de transmisio´n (128bytes) del puerto
de comunicaciones.
Si por alguna razo´n se excede el uso de memoria, la tarea de comunicacio´n ajusta
los para´metros para obtener el ma´ximo tiempo de captura.
Esta tarea tambie´n permite enviar una o varias salidas de los mo´dulos virtuales.
La tarea busca los resultados de los mo´dulos que el usuario desea observar; la tarea
copia los datos y los convierte al formato ASCII. El RTOS determina el momento
ma´s adecuado para enviar la trama de datos resultante. Esta funcio´n es muy u´til para
verificar el comportamiento de la estructura de control en el momento de ejecucio´n.
5.4.6. Aplicacio´n de calibracio´n.
Esta aplicacio´n se utiliza para calibrar todos los rangos de las entradas y salidas
analo´gicas, la unidad mantiene en memoria todos los valores de ajuste de los poten-
cio´metros digitales.
Cuando sea necesario calibrar la unidad, el usuario debe contar con sen˜ales de
referencia y seguir las instrucciones que se detallan en [5].
5.4.7. Aplicacio´n de red multimaestro I2C
Se desarrollo´ parcialmente un protocolo de comunicacio´n para expandir las funcio-
nes de la unidad. El disen˜o del protocolo se basa en el protocolo MODBUS para redes
industriales.
El propo´sito del protocolo consiste en utilizar las caracter´ısticas del bus I2C para
comunicarse con otros microcontroladores u otras unidades y expandir las funciones de
hardware de la unidad. No se completo´ su desarrollo debido a que el microcontrolador
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dsPIC33F presenta un error de hardware en el bit de deteccio´n de colisiones de datos.
El detalle del error se explica en [19].
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Cap´ıtulo 6
Ma´quina Virtual
La ma´quina virtual pertenece a la capa de aplicacio´n. Con esta ma´quina virtual se
pueden crear estructuras de control, crear plantas virtuales, etc, utilizando los recursos
de hardware disponibles.
Cada ma´quina se compone de un conjunto de mo´dulos con funciones, e´stas son:
Funciones de transferencia de orden 2 por bloque.
Bloques de realimentacio´n de estado, ma´ximo 4 variables.
Controladores PID, PI D y I PD
Filtros digitales IIR y FIR.
Operaciones de suma, resta, multiplicacio´n y ganancia.
Osciladores senoidales, rectagulares, triangulares, diente de sierra, aleatorios.
Funciones de hardware (ADC, DAC, PWM, etc).
Cada bloque se crea dina´micamente. Estos bloques se pueden conectar virtualmen-
te y crear una estructura de control o simulacio´n. El usuario solo debe indicar cua´les
mo´dulos conectar mediante un archivo “netlist” y la ma´quina virtual determinara´ au-
toma´ticamente el orden correcto de ejecucio´n de cada mo´dulo.
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6.1. Estructura de la ma´quina virtual
La ma´quina virtual es una estructura de datos como se muestra a continuacio´n en
co´digo ANSI C:
typedef struct vm {
INT8U id;
INT16U * App Exe;
INT16U * App PC;
INT16S GP Reg[ GP STACK SIZE ];
INT16S * GP Reg Ptr In[ GP STACK SIZE ];
INT8U SUM cont;
INT8U RES cont;
INT8U GAIN cont;
INT8U MUL cont;
...
void * ptr structs[ VM TOTAL STRUCTS ][2];
void (*VM Start)( void );
void (*VM Stop)( void );
void (*VM Pause)( void );
} VM;
Detalle de los para´metros:
id: El identificador ID se utiliza para distinguir cual ma´quina es la que se utiliza,
este identificador sirve a la vez para determinar por cua´l puerto de comunicaciones
se interactu´a con el usuario.
App Exe: Este es un puntero que guarda el archivo de aplicacio´n, este archivo es
la secuencia de orden de ejecucio´n de los mo´dulos.
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App PC: Es un puntero auxiliar le indica a la ma´quina cua´l es la siguiente instruc-
cio´n o mo´dulo a ejecutar.
GP Reg: Es un arreglo para guardar constantes o almacenar temporalmente valo-
res calculados por lo mo´dulos.
GP Reg Ptr In: Este es un arreglo de punteros a resultados que se desean guardar
en GP Reg, este arreglo es necesario cuando se desea copiar un resultado de un
mo´dulo a un registro GP.
Registros cont: Estos son los contadores de estructuras residentes en memoria
dina´mica.
ptr structs: Este es un arreglo de punteros al inicio de las estructuras, los
mo´dulos se organizan en subestructuras ordenadas mediante listas enlazadas.
VM Start: Es el puntero a la funcio´n que inicia la ma´quina.
VM Stop: Es el puntero a la funcio´n que detiene la ma´quina.
VM Pause: Es el puntero a la funcio´n que pausa la ma´quina.
6.2. Organizacio´n de las estructuras de mo´dulos
Cada mo´dulo virtual esta´ asociado a una estructura de datos. Cada estructura de
datos es un espacio en memoria dina´mica que mantiene los para´metros del mo´dulo;
por ejemplo, para un mo´dulo de filtro digital IIR, se debe mantener un arreglo de
constantes, registros de retardo (delays), puntero al valor de entrada, registro de salida,
para´metros de configuracio´n como: frecuencia de corte y tipo de filtro. Adema´s, si
existen varios mo´dulos del mismo tipo, se debe mantener el puntero al mo´dulo anterior
y siguiente.
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Cada tipo de mo´dulo tiene asignado un valor de tipo (opcode); por ejemplo, el ADC
tiene asignado el valor 0x01h, los mo´dulos tipo filtro IIR tiene asignado el valor 0x45h.
Este valor de tipo es necesario para poder identificar cada funcio´n disponible en la
unidad.
La ma´quina virtual conoce la ubicacio´n de cada mo´dulo mediante el arreglo de
punteros ptr structs. E´ste se organiza como lo muestra la figura 6.1.
Figura 6.1: Esquema de organizacio´n de los mo´dulos virtuales.
Cuando el usuario crea un mo´dulo, e´ste se enlaza al arreglo ptr structs. Al mo´dulo
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se le asigna un nu´mero de mo´dulo segu´n la cantidad de saltos que debe realizar la
ma´quina para consultar la estructura, los mo´dulos directamente conectados al arreglo
ptr structs tienen el nu´mero 0 y as´ı los siguientes con el nu´mero 1, 2, 3, etc. El
arreglo ptr structs solo considera los tipos de bloques dina´micos; todos los bloques
son dina´micos, excepto los registros GP y las funciones de hardware como el ADC,
PWM, DAC, etc.
Las entradas y salidas de los mo´dulos son numeradas, un mo´dulo con entrada y
salida simple tienen la numeracio´n 0x01h y 0x01h respectivamente. Los mo´dulos de
dos entradas y una salida se numeran 0x01h, 0x02h y 0x01h; en caso de existir mo´dulos
con una entrada y dos salidas estas se numeran 0x01h y 0x01h,0x02h, as´ı sucesivamente.
El archivo SYS DEF.H define todos los valores tipos de cada funcio´n y el archivo
SYS BLOCKS.H muestra todas las estructuras existentes y detalla los para´metros de
cada subestructura.
6.3. Organizacio´n de enlaces de NETLIST
El archivo NETLIST es un archivo generado por el usuario en donde indica la
conexio´n de los mo´dulos uno a uno.
La tabla 6.1 muestra un esquema del archivo netlist. El archivo se divide en una
columna origen y una columna destino, la columna origen se subdivide en el valor de
tipo de mo´dulo, el nu´mero de mo´dulo y el nu´mero de salida; la columna destino detalla
el valor de tipo de mo´dulo, el nu´mero de mo´dulo y el nu´mero de entrada.
Tabla 6.1: Esquema de organizacio´n del archivo netlist.
Origen Destino
Tipo Nu´mero Salida Tipo Nu´mero Entrada
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Un mo´dulo se define como una funcio´n y un enlace como una unio´n de mo´dulos.
Por ejemplo, la estructura de la figura 6.2 consiste de 6 enlaces y 6 mo´dulos, note que
los bloques SUM 0 y PI D tienen dos entradas.
Figura 6.2: Estructura con control con PI D.
La tabla 1 explica la funcio´n de los mo´dulos del ejemplo (el ape´ndice B muestra
la tabla completa de los mo´dulos). El orden en que se coloquen los enlaces no es
importante, ya que la unidad utiliza un algoritmo de ordenamiento topolo´gico para
determinar la mejor secuencia de ejecucio´n. El usuario solo debe preocuparse por crear
un archivo netlist con todos los enlaces posibles.
El archivo netlist se construye utilizando los valores de tipo de cada mo´dulo, los
nu´meros de mo´dulo y los nu´meros de entrada/salida. La tabla 1 muestra los valores de
tipos de los mo´dulos del ejemplo (los valores tipo de todos los mo´dulos se describen en
el archivo SYS DEF.H).
La funcio´n IIR2 tiene 0x45h como valor de tipo; segu´n el ejemplo, solo existe un
mo´dulo, por lo tanto, el nu´mero de mo´dulo sera´ 0x00h. Tambie´n, este mo´dulo solo tiene
una entrada y una salida, por lo que ambos utilizan el nu´mero 0x01h; la distincio´n de
entrada o salida se especifica tal como se acomode en el archivo netlist.
Entonces, para referirse a la entrada 1 del bloque IIR2 nu´mero 0, la secuencia ser´ıa:
0x45h, 0x00h, 0x01h, de la misma forma para referirse a la salida.
La tabla 6.3 muestra el archivo resultante del ejemplo.
55
Tabla 6.2: Valores de tipo de algunos mo´dulos y mnemo´nico utilizado.
Valor de tipo Mnemo´nico Funcio´n
0x01h ADC Tomar muestra analo´gica
0x49h SUM Sumar
0x43h PI D Control PI D
0x45h IIR2 Filtro IIR de orden 2
0xC1h PWM Salida PWM
Tabla 6.3: Archivo netlist de ejemplo.
Origen Destino
Valores de tipo Nu´mero Salida
0x01h 0x00h 0x01h
0x01h 0x01h 0x01h
0x49h 0x00h 0x01h
0x01h 0x01h 0x01h
0x45h 0x00h 0x01h
0x43h 0x00h 0x01h
Valores de tipo Nu´mero Entrada
0x45h 0x00h 0x01h
0x49h 0x00h 0x02h
0x43h 0x00h 0x01h
0x43h 0x00h 0x02h
0x49h 0x00h 0x01h
0xC1h 0x00h 0x01h
Observe que el orden del archivo no corresponde al orden de ejecucio´n de cada
mo´dulo; sin embargo, es importante que el archivo netlist contenga los enlaces uno a
uno de todos los mo´dulos.
El usuario puede bajar su archivo netlist utilizando la instruccio´n 0x16h (ver [5]).
Esta representacio´n, es la misma cuando se desea leer el resultado de un mo´dulo a
trave´s de la aplicacio´n de captura de datos. Supongase que se desea leer el resultado del
bloque PI D; segu´n el ape´ndice B, el bloque PI D tiene 0x43h como valor tipo, como
solo existe un mo´dulo, la secuencia para la lectura del resultado del bloque PI D debe
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ser: 0x43h, 0x00h, 0x01h. La aplicacio´n de captura de datos buscara´ el registro de
resultado del PI D y lo enviara´ al usuario o lo almacenara´ en la pila de captura segu´n
sea la opcio´n.
6.4. Funciones de enlace y verificacio´n
Cuando el usuario da la orden de env´ıo de archivo netlist la aplicacio´n de comuni-
caciones lo recibe y llama la funcio´n de verificacio´n App Verify Netlist File. Luego,
se comprueba que el archivo sea consistente y se revisa que todos los mo´dulos existan
en memoria dina´mica. En caso de error, el archivo netlist no se compilara´ y la ejecucio´n
de la ma´quina virtual no sera´ posible.
Si el archivo es consistente, la unidad utilizara´ la funcio´n App Assign Nets Out Ptrs
y enlazara´ cada mo´dulo destino con su correspondiente mo´dulo fuente, esto es posible
porque cada mo´dulo tiene un registro propio donde almacena el resultado de su ope-
racio´n y un puntero al registro resultado del bloque fuente. La figura 6.3 muestra un
ejemplo de enlace de bloques.
6.5. Algoritmo de ordenamiento topolo´gico
El algoritmo de ordenamiento topolo´gico se aplica a estructuras de control en donde
los mo´dulos que la componen se deben ejecutar en un orden secuencial; en este caso,
el algoritmo resuelve el orden correcto de la secuencia ejecutando primero los mo´dulos
sin dependencias (entradas) hasta llegar a los mo´dulos ra´ız (salidas).
Antes de utilizar el algoritmo de ordenamiento topolo´gico, la unidad asignara´ un
co´digo u´nico a cada mo´dulo. Es posible que el orden de ejecucio´n no sea u´nico y pueden
existir varias rutas, el algoritmo consiste en recorrer aleatoriamente todo el a´rbol netlist.
El primer paso consiste en buscar un mo´dulo ra´ız, los mo´dulos ra´ız se identifican
con el valor tipo ma´s alto, ejemplo son los mo´dulos PWM, DAC y GPW (escritura a
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Figura 6.3: Enlace de bloques.
registro de propo´sito general); si el algoritmo no encuentra ninguno de estos mo´dulos se
produce un error y la unidad no esta´ lista para ejecutar una estructura. Si el algoritmo
encuentra un mo´dulo ra´ız, el algoritmo recorre toda la estructura en busca de mo´dulos
no dependientes o sin fuente, ejemplos iniciales son los mo´dulos ADC y GPR (lectura
en registro de propo´sito general). Cuando se encuentra un mo´dulo no dependiente, e´ste
se marca y se coloca en una pila temporal; luego, se elimina el mo´dulo de la columna
fuente del archivo netlist. E´ste u´ltimo paso, produce que mo´dulos dependendientes del
mo´dulo eliminado sean independientes.
El algoritmo recorre nuevamente la estructura en busca de nuevos mo´dulos indepen-
dientes; si encuentra uno, se procede a colocarlos en la pila y se repite el proceso. Esta
secuencia se ejecuta varias veces hasta dejar el mo´dulo ra´ız como mo´dulo no dependien-
te. Por u´ltimo, el algoritmo vuelve a revisar el netlist en busca de nuevos mo´dulos ra´ız.
Obse´rvese que la existencia de varios mo´dulos ra´ız no afecta el algoritmo, y siempre se
ejecutara´n primero todas las dependencias hasta llegar a los mo´dulos ra´ız.
Cuando el algoritmo finaliza, la unidad crea un archivo de instrucciones para la
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ejecucio´n de la ma´quina virtual segu´n el orden establecido en la pila. Cada una de
estas instrucciones, se compone de un co´digo de operacio´n y un operando. El formato
de la instruccio´n se muestra en la tabla 6.4.
Tabla 6.4: Formato de las instrucciones para la ma´quina virtual.
8 bits 16 bits
Valor de tipo Puntero a la estructura
(Co´digo de operacio´n) (Direccio´n de memoria)
El co´digo de operacio´n es igual al valor de tipo del mo´dulo. E´ste co´digo de operacio´n
se utiliza para indicarle a la ma´quina cua´l funcio´n debe ejecutar. Para mo´dulos dina´mi-
cos, el operando es un puntero a la estructura del mo´dulo que contiene la informacio´n
y para´metros. Para mo´dulos de hardware, el operando es el nu´mero de mo´dulo. En
total, se deben tener tantos co´digos de operacio´n como mo´dulos virtuales de la estruc-
tura de control. La lista de co´digos de operacio´n se guarda en una seccio´n de memoria
apuntada por App Exe. La tabla 6.5 muestra el archivo generado por el algoritmo de
ordenamiento topolo´gico.
Tabla 6.5: Formato de las instrucciones para la ma´quina virtual.
Mo´dulo Valor de tipo Puntero a la estructura
ADC 0 0x01h 0x0000h
ADC 1 0x01h 0x0001h
IIR2 0 0x45h 0x3C42h
SUM 0 0x49h 0x3974h
PI D 0 0x43h 0x36A8h
PWM 0 0xC1h 0x0000h
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6.6. Ejecucio´n de la ma´quina virtual
La ma´quina virtual se puede clasificar como una ma´quina Eckert-Mauchly [26]. E´ste
tipo de ma´quina realiza secuencialmente los siguientes pasos:
1. La ma´quina inicia reestableciendo un contador a cero o con una posicio´n de
memoria inicial.
2. Se lee la instruccio´n en la memoria de programa apuntada por el contador y se
guarda en un registro temporal.
3. La ma´quina decodifica la instruccio´n y coordina todos los procesos relacionados
con la instruccio´n.
4. Se ejecuta la instruccio´n.
5. Se aumenta el contador.
6. Se vuelve al paso 2 para interpretar la siguiente instruccio´n.
La ma´quina virtual se encarga de interpretar y ejecutar todos los co´digos de ope-
racio´n apuntados por App Exe. Cuando la ma´quina inicia, toma el valor de App Exe y
lo copia al puntero auxiliar App PC; se lee el primer el co´digo de operacio´n y se busca
la funcio´n en el arreglo App Func Ptrs[ ], e´ste es un arreglo de punteros a funciones
en donde el valor tipo obtenido del co´digo de operacio´n corresponde al valor ı´ndice del
arreglo. La ma´quina llama la funcio´n correspondiente y utiliza el operando para leer la
informacio´n de subestructura del mo´dulo.
Una vez finalizada la funcio´n, se incrementa App PC para ejecutar el siguiente mo´du-
lo. La figura 6.4 muestra un esquema de co´mo se ordena el archivo App Exe; la figura
6.5 muestra el arreglo de punteros a funciones App Func Ptrs[ ].
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Figura 6.4: Punteros a los co´digos de operacio´n.
Figura 6.5: Punteros a las funciones.
6.7. Aritme´tica y normalizacio´n
La arquitectura de la familia dsPIC33F es de 16 bits y esta´ optimizada para opera-
ciones DSP; aunque el microcontrolador puede ejecutar operaciones en punto flotante
de 32 bits, e´stas se realizan por software produciendo tiempos de ca´lculo de 10µs a 20µs
para multiplicaciones; sin embargo, el microcontrolador puede ejecutar operaciones en
punto fijo de 16 bits (100ns para multiplicaciones); adema´s, el compilador MPLAB
C30 incluye una biblioteca sobre funciones DSP y operaciones vectoriales [18].
La aritme´tica utilizada por esta biblioteca se conoce como formato fraccional 1.15
o´ Q15 que representa nu´meros desde -1.0 hasta 0.999969821422 con una resolucio´n de:
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R = 2−n = 2−15 = 3,05176× 10−5 (6.1)
La aritme´tica en punto fijo es muy sensible a desbordamientos y la representacio´n
Q15 no es u´til, pues si alguna sen˜al o ca´lculo intermedio presenta algu´n sobreimpulso
el ca´lculo ser´ıa erro´neo, para evitar esto se selecciono´ la representacio´n Q2.14.
R = 2−n = 2−14 = 6,103516× 10−5 (6.2)
Esto permite representar nu´meros desde -2 hasta 1.99993896484. Con lo que se
deja un margen de seguridad de aproximadamente una unidad para sobreimpulsos u
operaciones fuera de rango. La representacio´n Q2.14 es la configuracio´n por defecto, sin
embargo se puede cambiar a Q1.15, Q3.13, Q4.12 o´ Q5.11. Esto, se hace en tiempo de
compilacio´n, pues se deben reconstruir las rutinas de la unidad que realizan operaciones
matema´ticas.
Se establecio´ que los mo´dulos de hardware solo pueden representar valores dentro
del rango de -1.0 a 1.0. Los mo´dulos de entrada no devuelven valores fuera del rango
propuesto. Los mo´dulos de salida saturan automa´ticamente a 1.0 o´ -1.0 cualquier valor
mayor a 1.0 o´ menor a -1.0.
Aunque el tiempo de ejecucio´n de las operaciones en punto fijo es mucho menor que
las operaciones en punto flotante, el me´todo propuesto tiene la desventaja de que el
usuario debe de considerar dentro de sus disen˜os la normalizacio´n; por ejemplo, si una
entrada analo´gica esta´ configurada para operar entre ±10V , la unidad representara´ el
valor de 10V como 1.0 y el valor de −10V como -1.0, el factor de normalizacio´n de
entrada en este caso es de 0.1. De igual manera, una salida analo´gica ajustada en
±5V tendra´ un factor de normalizacio´n de salida de 5. El factor de normalizacio´n de
entrada multiplicado por el factor de normalizacio´n de salida es igual a la ganancia
inherente dentro de la estructura del sistema virtual. Para este ejemplo, el factor de
normalizacio´n ser´ıa de 0.5.
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6.8. Mo´dulos y para´metros
Esta seccio´n presenta las funciones de procesamiento digital, control y operaciones
que se pueden realizar en la unidad. Cada mo´dulo esta´ compuesto de un conjunto de
para´metros que caracterizan su funcionamiento.
Todos los valores nume´ricos de cada mo´dulo deben estar normalizados y no deben
ser superiores a la aritme´tica que utilice la unidad.
6.8.1. Mo´dulo Filtro IIR2 y IIR4
Con este mo´dulo se pueden crear filtros digitales de orden 2 y orden 4, las opciones
de configuracio´n son:
Tipo de filtro:
1. Butterworth Paso Bajos
2. Butterworth Paso Altos
3. Butterworth Pasa Banda
4. Butterworth Rechaza Banda
5. Bessel Paso Bajos
6. Bessel Paso Altos
Frecuencia de corte o central
Ancho de banda.
La unidad emplea una algoritmo que calcula los coeficientes para el filtro. El algorit-
mo se basa de la conversio´n de filtros analo´gicos a digitales mediante la transformacio´n
bilineal; adema´s, utiliza las funciones normalizadas (analo´gicas) para cada tipo y orden
de filtro.
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La ma´quina virtual emplea el tiempo de muestreo base (1ms) como tiempo de
muestreo para los filtros, este tiempo de muestreo es constante y no se puede cambiar.
Para proteccio´n anti-alias se crearon filtros pasabajas en 138Hz tipo Bessel en las
entradas analo´gicas.
6.8.2. Mo´dulo NOTCH60
Este es un mo´dulo con la funcio´n de filtro muesca a 60Hz. La funcio´n se imple-
mento´ con la te´cnica de introduccio´n de ceros conjugados en el c´ırculo unitario [22].
Como opcio´n de filtro se puede cambiar el radio de ubicacio´n de los polos conjuga-
dos. La configuracio´n por defecto es de 0.9.
Para verificar el funcionamiento del filtro se selecciono´ una sen˜al rectangular de
20Hz. Este tipo de sen˜al perio´dica se compone de armo´nicas impares a 20Hz, 60Hz,
100Hz, etc. En la figura 6.6 se observa la sen˜al rectangular de prueba (celeste), en la
parte superior a esta se capturo´ la transformada ra´pida de Fourier (FFT ) de la sen˜al
rectangular. E´sta representa las primeras 10 armo´nicas de mayor potencia. La segunda
armo´nica corresponde a la armo´nica en 60Hz aproximadamente. Se utiliza el valor por
defecto de la ubicacio´n de los polos (0.9), la sen˜al de color amarillo es la salida resultante
del filtro, nuevamente se utilizo´ la FFT verificar el espectro de la sen˜al de salida (color
rojo). La atenuacio´n de la armo´nica en 60Hz es de aproximadamente 23,5dB.
Se realizo´ el mismo experimento con la misma sen˜al utilizando r = 0,85, la figura
6.7 muestra el resultado. La atenuacio´n es de 17,5dB.
6.8.3. Mo´dulo FIR
Este mo´dulo implementa las funciones de filtro tipo FIR. No se desarrollo´ ningu´n
algoritmo de ca´lculo de coeficientes, sino, se tiene un arreglo de coeficientes para una
serie de frecuencias de corte precalculadas, a 100, 50, 20 y 10Hz.
La caracter´ıstica deseable de este tipo de filtro es la fase lineal y la estabilidad; sin
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Figura 6.6: Utilizacio´n del filtro NOTCH60 con r = 0.9.
Figura 6.7: Utilizacio´n del filtro NOTCH60 con r = 0.85.
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embargo, la desventaja es que necesitan de un mayor orden para cumplir las mismas
caracter´ısticas que un filtro IIR. Esto acarrea una mayor utilizacio´n de la memoria
RAM (128bytes contra 20bytes que utiliza un filtro IIR de orden 2) y un aumento del
retardo de la sen˜al en la salida del filtro. La figura 6.8 muestra la respuesta en el tiempo
de un filtro FIR ante un escalo´n, el filtro FIR cumple con las siguientes caracter´ısticas:
FIR pasobajos de 32 etapas
Ventana: Kaiser
Frecuencia de muestreo: 1kHz
Banda de paso: 100Hz
Banda de rechazo (stop band) : 150Hz
Figura 6.8: Respuesta ante un escalo´n de un filtro FIR de 32 etapas.
De la figura 6.8 se observa un retardo de 24ms.
66
6.8.4. Mo´dulo TF
El usuario puede crear sus propios filtros y compensadores mediante las funciones
TF (funciones de transferencia), cada mo´dulo TF se puede configurar con un tiempo
de submuestreo y los para´metros de la funcio´n como polos, ceros y ganancia:
H(z) = G
(z − z1)(z − z2)
(z − p1)(z − p2)
(6.3)
o en formato de coeficientes b y a:
H(z) =
b0 + b1z
−1 + b2z
−2
1 + a1z−1 + a2z−2
(6.4)
Cada bloque TF es de orden 2 (funciones de orden 1 son posibles haciendo p2 y z2
iguales a cero).
6.8.5. Mo´dulo PID, PI D e I PD
Estos bloques implementan las funciones de control PID paralela, PI D y I PD tal
como se muestra en las figuras 6.9, 6.10 y 6.11:
Figura 6.9: Funcio´n PID paralela.
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Figura 6.10: Funcio´n PI D.
Figura 6.11: Funcio´n I PD.
El usuario especifica las constantes P, I y D, en el formato nu´merico configurado
(Q14 por defecto) y el tiempo de submuestreo en milisegundos.
6.8.6. Mo´dulo SUM, RES, MUL, GAIN
Estas son funciones de operacio´n: suma, resta, multiplicacio´n y ganancia. Para el
funcionamiento de cada mo´dulo no es necesario ningu´n para´metro excepto el tipo de
mo´dulo GAIN que requiere el valor de ganancia.
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Figura 6.12: Mo´dulos de operadores matema´ticos.
6.8.7. Mo´dulo realimentacio´n de estado K
Esta funcio´n realiza una multiplicacio´n vectorial de una matriz de ganancia de
realimentacio´n de estado de taman˜o 1× n, donde n tiene taman˜o ma´ximo 4.
El usuario debe especificar el valor n y todas las constantes de ganancia que requiera.
Obse´rvese que n tambie´n es la cantidad de entradas, por lo que deben estar sen˜aladas
dentro del archivo netlist.
Figura 6.13: Funcio´n de realimentacio´n de estado.
6.8.8. Mo´dulo oscilador senoidal
Esta funcio´n permite generar ondas tipo senoidal, la ma´xima frecuencia es de 200Hz.
Como para´metros del mo´dulo se deben especificar la frecuencia de oscilacio´n y la am-
plitud de la sen˜al.
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6.8.9. Mo´dulo oscilador con ancho de pulso constante
Esta funcio´n genera sen˜ales pulsantes y rectangulares (t1 = 0 y t3 = 0), los para´me-
tros se especifican en tiempos de duracio´n en milisegundos, tal como lo muestra la
figura 6.14
Figura 6.14: Funcio´n de oscilador de pulsos constantes.
El ancho de tiempo del pulso positivo y negativo son iguales. El usuario debe
especificar, t1, t2, t3, la amplitud positiva y la amplitud negativa.
6.8.10. Mo´dulo oscilador con ancho de pulso variable
Esta funcio´n es similar al oscilador con ancho de pulso constante, en este mo´dulo se
debe configurar el tiempo mı´nimo y ma´ximo del ancho de los pulsos; adema´s, se debe
configurar la amplitud positiva y la amplitud negativa. La funcio´n generara´ de manera
aleatoria los anchos de los pulsos negativos y positivos.
6.8.11. Mo´dulo oscilador triangular
Esta funcio´n genera sen˜ales triangulares y dientes de sierra(t1 = 0 o´ t2 = 0). Al
igual que los mo´dulos osciladores de pulsos los para´metros se especifican en tiempos,
como lo muestra la figura 6.16
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Figura 6.15: Funcio´n de oscilador de pulsos variables.
Figura 6.16: Funcio´n de triangular.
Se deben especificar, t1, t2, la amplitud positiva y la amplitud negativa.
6.8.12. Mo´dulo oscilador aleatorio
Esta funcio´n genera una sen˜al ruidosa. El para´metro de configuracio´n es la amplitud
absoluta de la sen˜al de ruido.
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Figura 6.17: Funcio´n de oscilador aleatorio.
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Cap´ıtulo 7
Resultados y demostraciones
7.1. Estabilizacio´n de la planta Ball & Beam
Un Ball & Beam es un sistema que se compone de una barra, un motor y una bola.
La figura 7.1 muestra un diagrama simplificado.
Figura 7.1: Diagrama simplificado de un Ball & Beam[25].
La bola se coloca encima de la barra y esta se mueve de un lado o hacia el otro de
acuerdo al a´ngulo de inclinacio´n de la barra. E´ste comportamiento caracteriza al Ball
& Beam como un sistema inestable a lazo abierto.
E´sta seccio´n muestra co´mo se logro´ estabilizar al Ball & Beam utilizando las funcio-
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nes de captura de datos, control PID y el programa de ana´lisis matema´tico MATLAB.
7.1.1. Diagrama de la planta
La figura 7.2 muestra una fotograf´ıa del Ball & Beam. La planta utiliza un poten-
cio´metro como sensor de inclinacio´n de la barra. Este mide un rango de inclinacio´n de
aproximadamente ±5°. Los a´ngulos negativos se obtienen cuando la barra se inclina
hacia el lado izquierdo tal y como se muestra en la figura 7.3.
Figura 7.2: Ball & Beam utilizado para verificar el funcionamiento de la unidad con-
troladora.
Se utilizo´ un sensor de distancia por ultrasonidos SRF08 para medir la posicio´n de
la pelota. Si la barra se inclina con un a´ngulo negativo, la pelota se desplazara´ hacia
el lado izquierdo de la barra; en este caso, se obtendra´ una medicio´n negativa de la
pelota.
Diagrama de bloques
El diagrama de bloques de un Ball & Beam se estructura co´mo se muestra en la
figura 7.4
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Figura 7.3: Posicio´n de la barra cuando se obtiene una medicio´n negativa en el a´ngulo
de inclinacio´n.
Figura 7.4: Estructura del Ball & Beam a lazo abierto.
Es por medio del motor, que se var´ıa el a´ngulo α de la barra (figura 7.1). Segu´n
este a´ngulo de inclinacio´n, la bola se tendra´ una aceleracio´n dependiente de α .
Para estabilizar la bola, se debe realimentar el sistema como se muestra en la figura
7.5.
El objetivo del control del motor (servo) es estabilizar la posicio´n angular de la
barra. El control de la bola permite cambiar la inclinacio´n de la barra para poder
estabilizar la bola en el centro de la misma.
7.1.2. Modelo matema´tico del sistema MOTOR – BARRA
Para modelar el motor, se utilizaron las sen˜ales de est´ımulo y la funciones de captura
de la unidad controladora.
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Figura 7.5: Estructura del Ball & Beam a lazo cerrado.
El motor no se puede modelar a lazo abierto debido a la configuracio´n meca´nica de
la planta. La figura 7.6 muestra los dos rangos de giro del motor para que la variacio´n
del a´ngulo de la barra sea lineal.
Figura 7.6: L´ımites de operacio´n del movimiento angular del motor.
La figura 7.7 muestra co´mo var´ıa el a´ngulo α de la barra respecto del movimiento
angular θ del motor cuando se opera a lazo abierto.
Se debe asegurar que la barra se mantenga dentro del margen de ±5°. Si no se elige
una sen˜al de est´ımulo adecuada, se presenta la posibilidad de que la barra se ubique
fuera de este margen; obtenie´ndose as´ı, un modelo erro´neo.
Otra forma de estimular el motor, es con el lazo cerrado. La figura 7.8 muestra el
esquema.
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Figura 7.7: Respuesta del movimiento angular de la barra respecto a la rotacio´n del
motor.
De esta manera se logra estabilizar el sistema MOTOR – BARRA y se evita que
la barra se ubique fuera del margen lineal. En este caso, la amplitud de la sen˜al de
estimulo sera´n el margen de operacio´n del movimiento angular de la barra.
Proceso de captura de datos
La estructura de control utilizada en la unidad se muestra en la figura 7.9.
El ADC2 mide la posicio´n de la barra. Se utilizo´ una sen˜al de pulsos de ancho
variable (VOSC) con una amplitud de ±5° como sen˜al de est´ımulo. El ancho de los
pulsos es aleatorio con un mı´nimo de 0.2 segundos y un ma´ximo de 1.5 segundos. Se
capturo´ a una tasa de muestreo de 10ms durante 10 segundos obtenie´ndose un total de
1000 muestras.
Se utilizo´ la herramienta IDENT de MATLAB para modelar el sistema. La tabla
7.1 muestra los resultados de los me´todos de estimacio´n con mejor ajuste.
77
Figura 7.8: Diagrama del motor a lazo cerrado.
Figura 7.9: Estructura de control para estimular el sistema MOTOR – BARRA.
El modelo con mejor ajuste fue ARMAX de orden 2 con un 86,73%. La figura 7.10
muestra una comparacio´n del resultado de la estimacio´n matema´tica y la respuesta
real del sistema MOTOR – BARRA a lazo cerrado.
El modelo obtenido es:
G(z) =
−0,0070971(z − 1,713)
z2 − 1,873z + 0,8781
(7.1)
Pero e´ste es el modelo del sistema a lazo cerrado. Para obtener el modelo del sistema
MOTOR – BARRA se debe despejar H(z) de la siguiente ecuacio´n.
G(z) =
H(z)
1 +H(z)
(7.2)
El modelo matema´tico del sistema MOTOR – BARRA es entonces,
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Tabla 7.1: Porcentaje de ajuste de los distintos me´todos de modelado.
Me´todo Orden Ajuste /%
ARMAX 2 86.73
BJ 2 86.23
SS 2 86.44
ARX 2 85.59
H(z) =
−0,0070971(z − 1,713)
(z − 1)(z − 0,8664)
(7.3)
7.1.3. Modelo matema´tico del sistema BOLA
En este sistema, la aceleracio´n de la bola depende directamente de la aceleracio´n
de la barra. La figura 7.11 muestra la fuerza resultante que provoca el rodamiento de
la bola.
Matema´ticamente se tiene que:
∑
F = mg senα− f (7.4)
maCM = mg senα− f (7.5)
La fuerza de friccio´n produce un momento de torcio´n sobre la bola igual a
τ = fR (7.6)
fR = ICMa (7.7)
Puesto que ICM =
2
5
mR2 y a = aCM/R, se obtiene
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Figura 7.10: Comparacio´n del modelo matema´tico y la respuesta real del sistema MO-
TOR – BARRA a lazo cerrado ante la sen˜al de est´ımulo.
f =
2
5
maCM (7.8)
Ahora
maCM +
2
5
maCM = mg senα (7.9)
7
5
aCM = g senα (7.10)
aCM =
5
7
g senα (7.11)
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Figura 7.11: Esquema de la bola sobre una rampa inclinada a un a´ngulo α.
Aproximando senα ≈ α
aCM =
5
7
gα (7.12)
(7.13)
se reemplaza g = 9,8, aCM =
d2
dt
y(t) y α = x(t),
d2
dt
y(t) = 7x(t) (7.14)
(7.15)
y expresando en el domino de Laplace
Y (s) =
7
s2
X(s) (7.16)
(7.17)
por lo que la funcio´n de transferencia es
H(s) =
7
s2
(7.18)
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Transformado al dominio discreto mediante la aproximacio´n de Tustin, se obtiene,
H(z) =
0,00035(z + 1)
(z − 1)2
(7.19)
con ts = 10ms
Modelado experimental
La estructura de control para el proceso de captura de datos se muestra en la figura
7.12.
Figura 7.12: Estructura de control para la captura de datos del sistema BOLA.
La sen˜al de entrada del sistema BOLA, es la salida del SISTEMA MOTOR –
BARRA (figura 7.5). Esta sen˜al se mide utilizando el ADC2. La distancia de la pelota
al centro, es la salida del sistema BOLA. Esta se mide con el sensor de distancia SRF08.
La figura 7.13 muestra los datos capturados con una tasa de muestreo de 10ms
durante un periodo de 6 segundos. En la figura se observa la referencia del a´ngulo de
inclinacio´n α de la barra y la inclinacio´n medida por el ADC2. Tambie´n, se observa la
posicio´n de la pelota.
La tabla 7.2 muestra una comparativa del porcentaje de mejor ajuste de los me´todos
de estimacio´n utilizados. El me´todo seleccionado fue SS de orden 2.
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Figura 7.13: Resultados de la captura de datos utilizando la estructura de control de
la figura 7.12.
El resultado de la estimacio´n por el me´todo SS con 2 estados es,
H(z) =
0,0067054(z − 0,9363)
z2 − 2z + 1
(7.20)
con ts = 10ms
La figura 7.14 muestra una comparativa del modelo teo´rico y el modelo experimental
con SS. La sen˜al de prueba utilizada fue la posicio´n real de la barra capturada en el
experimento.
De la figura se observa que el modelo obtenido con SS tiene mejor ajuste que el
modelo teo´rico.
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Tabla 7.2: Porcentaje de ajuste de los distintos me´todos de modelado.
Me´todo Orden Ajuste /%
ARMAX 2 76.76
BJ 2 76.76
SS 2 89.2
ARX 2 17.7
7.1.4. Compensador PID para el sistema MOTOR – BARRA
En secciones anteriores se cerro´ el lazo para el sistema MOTOR–BARRA y se
comprobo´ su estabilidad. Para ello se utilizo´ un compensador de ganancia unitaria.
De la figura 7.10 se observa que el tiempo de estabilizacio´n es de aproximadamente
0.8 segundos y con un error de aproximadamente de 7.5%.
Se utilizo´ la funcio´n de compensador PID de la unidad, para el control del sistema
MOTOR – BARRA. La eleccio´n de este tipo de compensador, se debe por la facilidad
de ajuste de los para´metros (solo tres: P, I y D).
Primero, se debe calcular una aproximacio´n de los para´metros P, I y D utilizando el
modelo del sistema MOTOR – BARRA. Para ello, se uso´ la herramienta SISOTOOL
de MATLAB. El objetivo fue´ tratar de ajustar el tiempo de estabilizacio´n lo ma´s
bajo posible sin sobredimensionar los valores de salida del PWM (12V ma´ximo o´ 1.0
normalizado).
Con la herramienta SISOTOOL, se calculo´ un compensador que mejora el tiempo
de estabilizacio´n a 0.5 segundos, con un error de 0% y con sobreimpulso de 1.54%.
Las figuras 7.15 y 7.16 muestran la ubicacio´n de los polos y ceros y la respuesta ante
un escalo´n de 5° o´ 0,0873rad.
El compensador obtenido es,
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Figura 7.14: Comparacio´n del modelo teo´rico y el modelo obtenido con SS.
C(z) = 1,5
z − 0,2
z
(7.21)
La representacio´n discreta de un compensador PD es,
PD(z) = KP +KD(1− z
−1) (7.22)
PD(z) = (KP +KD)
z − KD
KD+KP
z
(7.23)
igualando a C(z) se deduce que,
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Figura 7.15: Ubicacio´n de polos y ceros del sistema MOTOR – BARRA a lazo cerrado
con compensador PD.
KP +KD = 1,5 (7.24)
KD
KD +KP
= 0,2 (7.25)
Obtenie´ndose as´ı,
KP = 1,2 (7.26)
KD = 0,3 (7.27)
86
Time (sec)
Am
pl
itu
de
0 0.2 0.4 0.6 0.8 1 1.2
−0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
System: Closed Loop r to y
I/O: r to y
Settling Time (sec): 0.48
System: Closed Loop r to y
I/O: r to y
Peak amplitude: 0.0886
Overshoot (%): 1.54
At time (sec): 0.66
Figura 7.16: Respuesta del sistema MOTOR–BARRA ante un escalo´n de 0,0873rad.
Prueba del compensador PD para el sistema MOTOR – BARRA
El siguiente paso, fue´ bajar el compensador a la unidad controladora, y realizar una
captura de datos para verificar el tiempo de estabilizacio´n, sobre impulso y error. Se
utilizo´ la estructura de control que se muestra en la figura 7.17.
La figura 7.18 muestra la respuesta del sistema MOTOR – BARRA ante un escalo´n
de 0,087rad. Se obtuvo un tiempo de estabilizacio´n de 0.5 segundos.
Sin embargo, se obtuvo un sobre impulso de 0,5° y un error de 0,2° cuando la
referencia se ubica en 0°.
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Figura 7.17: Estructura de control para el sistema MOTOR – BARRA.
7.1.5. Compensador PID para el sistema BOLA
Para completar la estabilizacio´n de la planta, fue´ necesario un segundo compen-
sador. E´ste compensador, se encarga de controlar la posicio´n de la pelota variando el
a´ngulo de inclinacio´n de la barra.
Para simplificar el disen˜o, se hizo la suposicio´n de que el sistema MOTOR – BARRA
no existe y que el compensador del sistema BOLA puede cambiar directamente la
posicio´n de la barra.
El controlador obtenido no dara´ los resultados esperados; sin embargo, e´ste permi-
tira´ aproximar los valores de KP y KD. Posteriormente, se ajustara´n los valores KP y
KD emp´ıricamente hasta conseguir la estabilizacio´n o´ mejorar el tiempo de estabiliza-
cio´n de la planta.
Se utilizo´ SISOTOOL como herramienta de disen˜o. Se cambio´ el tiempo de muestreo
del modelo del sistema BOLA a 10 veces el tiempo de muestreo del sistema MOTOR –
BARRA. De esta manera, se atenu´an las vibraciones en la barra que se puedan producir
por cambios ra´pidos en la entrada del compensador del sistema MOTOR – BARRA.
El nuevo modelo del sistema BOLA es,
H(z) =
0,086275(z − 0,5049)
(z − 1)2
(7.28)
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Figura 7.18: Respuesta real del sistema MOTOR – BARRA ante escalones de
0,0873rad.
con ts = 100ms.
Con SISOTOOL, se ajusto´ un compensador que estabiliza teo´ricamente la planta
en 10s con un error de 0%. La figura 7.19 muestra el diagrama de polos y ceros del
sistema realimentado. La figura 7.20 muestra la respuesta de la planta ante un impulso.
El compensador obtenido es,
C(z) = 2
(z − 0,75)
z
(7.29)
donde los valores de KP y KD son,
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Figura 7.19: Ubicacio´n de polos y ceros del sistema BOLA a lazo cerrado con compen-
sador PD.
KP = 0,5 (7.30)
KD = 1,5 (7.31)
Se configuro´ la estructura de control que muestra la figura 7.26; se utilizaron satu-
radores en las salidas de los compensadores para evitar que el motor de´ giros completos
(ma´xima inclinacio´n de la barra: ±5°, ma´ximo ciclo de trabajo del PWM: 40% ) .
La figura 7.21 muestra la posicio´n de la bola ante perturbaciones. Las flechas indican
el punto donde se produjo un impulso a la pelota. El sistema tarda aproximadamente
18 segundos en estabilizar la planta con un error de hasta 5cm en la posicio´n de la
pelota. Como se menciono´ anteriormente, el ca´lculo de los valores KP y KD fueron una
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Figura 7.20: Respuesta del sistema MOTOR–BARRA ante un impulso.
aproximacio´n que solo permitieron estabilizar la planta.
Posteriormente, se ajustaron los valores de KP y KD con la intencio´n de mejorar
el tiempo de estabilizacio´n de la planta. De manera emp´ırica, se ajusto´ KP = 0,7 y
KD = 1,9, la respuesta obtenida se muestra en la figura 7.22.
De la figura 7.22 se observa que el aumento deKD mejoro´ el tiempo de estabilizacio´n
a 14s. Tambie´n, el aumento de KP disminuyo´ el error de 5cm a 2cm.
E´sta es la ventaja que ofrece el compensador PID. Se puede aproximar los valores
de P, I y D mediante me´todos matema´ticos. Luego, se ajusta de manera emp´ırica para
mejorar la respuesta del sistema.
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Figura 7.21: Respuesta de la planta ante perturbaciones utilizando los valores de KP =
0,5 y KD = 1,5 en el compensador PD del sistema BOLA.
7.2. Pruebas de tiempo de ca´lculo y utilizacio´n de
la CPU
Esta seccio´n detalla pruebas de ejecucio´n de los mo´dulos virtuales de la unidad. Se
midieron los tiempos de ca´lculo y porcentaje de utilizacio´n de la CPU.
7.2.1. Sin aplicacio´n activa
Estas mediciones corresponden cuando la unidad esta´ en estado de reposo, no se
esta´ ejecutando ninguna ma´quina virtual ni procesando ningu´n dato de entrada o salida.
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Figura 7.22: Respuesta de la planta ante perturbaciones utilizando los valores de KP =
0,7 y KD = 1,9 en el compensador PD del sistema BOLA.
Tareas activas:
Inicio.
Comunicaciones 1 y 2.
Tareas en estado de espera:
Ma´quina virtual 0 y 1.
Env´ıo 0 y 1.
Captura.
93
Ajuste y calibracio´n.
Utilizacio´n de la CPU: 2%
En estado de espera, la unidad utiliza el 2% del CPU. Esto significa que el RTOS
representa una baja carga de trabajo y es aceptable para aplicaciones en tiempo real
[14].
7.2.2. Ejecucio´n de aplicacio´n web Ball & Beam
Se utilizo´ el programa de desarrollo NetBeans IDE para crear una apliacio´n web. El
usuario puede accesar a la pa´gina web y cargar la aplicacio´n que permite experimentar
con el Ball & Beam.
La figura 7.23 muestra la pantalla de inicio. Esta indica si la sesion de usuario con
la unidad se establecio´ de manera satisfactoria.
Figura 7.23: Presentacio´n
La figura 7.24 y 7.25 muestran las pantallas que permiten al usuario crear los
compensadores y verificar el funcionamiento de los mismos.
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Figura 7.24: Etapa de configuracio´n del controlador
La aplicacio´n web se almacena en el sistema XPORT.
Esta aplicacio´n utiliza una estructura de control con 2 compensadores PID, un
filtro IIR de orden 2, un sensor de distancia externo con comunicacio´n por el bus I2C,
el ADC2 y elementos de ca´lculo como restadores y saturadores. Adema´s, se utiliza la
tarea de captura para verificar el funcionamiento en tiempo real de la planta.
Tiempos de ejecucio´n cuando se esta´ controlando la planta
Estructura: La figura 7.26 muestra la estructura utilizada para la tarea ma´quina
virtual 0.
Tareas activas:
Inicio.
Comunicaciones 1 y 2.
Ma´quina virtual 0.
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Figura 7.25: Etapa de verificacio´n del controlador
Figura 7.26: Estructura de control
Env´ıo 0.
Tareas en estado de espera:
Ma´quina virtual 1.
Captura.
Env´ıo 1.
Ajuste y calibracio´n.
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Tiempo de ca´lculo de ma´quina virtual 36: µs
Total de mo´dulos ejecutados por ciclo: 10
ADC: 11,1µs
IIR2: 2,375µs
SRF08: 1,175µs
RES0: 0,85µs
RES1: 0,85µs
PID0: 2,275µs
PID1: 2,275µs
SAT0: 1,25µs
SAT1: 0,95µs
PWM0: 7,05µs
Utilizacio´n de total de la CPU: 15.91% con la tarea de env´ıo 0 ejecuta´ndose cada 0.5
segundos.
El tiempo de calculo representa el 3,6% del elemento discreto con menor tiempo de
muestreo (filtro IIR2 con ts = 1ms). Se concluye que la unidad controladora de procesos
puede controlar una planta a una tasa de muestreo de 1ms de manera confiable.
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7.3. Circuto impreso y limitaciones de disen˜o
La figura 7.27 muestra una fotograf´ıa de la unidad controladora de procesos.
Figura 7.27: Montaje del circuito impreso, etapa final.
Esta consiste de una placa madre fabricada en el Laboratorio de Electro´nica y
Circuitos Impresos (LECI) del ICE.
La ventaja que ofrece el LECI, es que se fabrican placas con hueco metalizado y
pistas a doble cara. Adema´s, se utiliza un torno CNC que hace los huecos de manera
automatizada; sin embargo, el LECI define un esta´ndar sobre las dimensiones que debe
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tener el circuito impreso para poder ser fabricado. Los para´metros solicitados por el
LECI para la fabricacio´n del circuito impreso fueron:
Taman˜o mı´nimo de pista: 0,4mm.
Taman˜o mı´nimo de hueco (vias): 0,8mm.
Taman˜o mı´nimo entre pistas(clearance): 0,6mm.
Taman˜o mı´nimo de la dona: doble que el hueco o´ 1.6mm.
Estas caracter´ısticas, permiten crear circuitos impresos que utilizan circuitos inte-
grados con encapsulado SOIC.
La unidad utiliza potencio´metros AD5263 de Analog Devices. El encapsulado de
e´stos potencio´metros es el TSSOP donde el espacio entre pistas ma´ximo es de 0.35mm
[1].
Como e´ste taman˜o no puede ser fabricado en el LECI, se tuvo que fabricar subplacas
para este tipo de encapsulado. E´stas se hicieron en el Laboratorio de Circuitos Impresos
de la Escuela de Ingenier´ıa en Electro´nica del ITCR.
7.3.1. Limitaciones del disen˜o
Durante la depuracio´n del circuito impreso y el hardware, se encontraron los si-
guientes errores:
1. Dimesionamiento del a´rea de disipacio´n de calor en los reguladores
de tensio´n: La unidad utiliza varios reguladores de tensio´n para alimentar co-
rrectamente los circuitos integrados. En el disen˜o de la placa original todos los
reguladores utilizan la fuente principal (±12V ) como entrada, esto hace necesa-
rio un correcto dimensionamiento del a´rea de cobre para disipacio´n de calor; sin
embargo, en la placa de desarrollo no se creo´ ningu´n a´rea de disipacio´n de calor.
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El problema se dio´ en el momento de exportar a PROTEL el disen˜o creado en
EAGLE; ya que PROTEL elimino´ todas las a´reas de cobre para este propo´sito y
la correccio´n no se pudo realizar.
2. Utilizacio´n de componentes digitales con tecnolog´ıa TTL: Algunos com-
ponentes son de tecnolog´ıa TTL y producen un consumo de corriente por arriba
de los 200mA.
3. Resolucio´n de los potencio´metros digitales: Los potencio´metros digitales se
utilizan para crear referencias y ajustar ganancias en las entradas analo´gicas, se
detecto´ un problema de resolucio´n (±0,08V ) que no permite ajustar de manera
precisa las referencias de 0V y 1.65V. Esto se debe a que los potencio´metros
utilizan sen˜al de referencia de ±5V ; pudie´ndose utilizar referencias cercanas a
1.65V para un ajuste adecuado (aproximadamente ±7mV ).
100
Cap´ıtulo 8
Conclusiones y recomendaciones
8.1. Conclusiones
1. La utilizacio´n de un RTOS simplifico´ el trabajo, produjo un firmware eficiente y
dio un aspecto elegante de la aplicacio´n en general.
2. La unidad se programo´ con las siguientes funciones de control automa´tico y DSP:
filtros IIR, filtros FIR, funciones de transferencia, realimentacio´n de estado y
controladores PID.
3. Durante la depuracio´n de la placa de desarrollo se encontraron limitaciones de
hardware sen˜alados en la seccio´n 7.3.
4. La programacio´n de las estructuras de control, est´ımulo y captura se realizan
directamente desde las aplicaciones en JAVA o mediante instrucciones enviadas
por el puerto serie.
5. La utilizacio´n de punto fijo como aritme´tica de la unidad mejora la velocidad de
procesamiento de las funciones de matema´ticas; como se menciono´, este me´todo
presenta la desventaja de errores por saturacio´n o desbordamientos. Para mini-
mizar tal efecto se utilizo´ la normalizacio´n de las operaciones de matema´ticas.
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6. Se puso a prueba la unidad, realizando un experimento con el Ball & Beam. El
experimento consistio´ en crear aplicaciones de est´ımulo y captura con la unidad
controladora. Se utilizo´ la herramienta IDENT del programa de ana´lisis ma-
tema´tico MATLAB para procesar los datos obtenidos de la unidad y as´ı estimar
modelos de la planta. Posteriormente, se uso la herramienta SISOTOOL para cal-
cular compensadores y luego bajarlos a la unidad para verificar el funcionamiento
de los mismos. Se logro´ estabilizar la planta utilizando dos compensadores PD.
7. La estructura de control para el Ball & Beam tiene un tiempo de ca´lculo de 36µs.
Esto significa un 3,6% de 1ms. Esto demuestra que la unidad puede controlar
una planta de manera confiable a una tasa de muestreo de 1ms.
8.2. Recomendaciones
1. Durante el desarrollo del proyecto no se presento´ o encontro´ ningu´n error de
programacio´n de la versio´n 2.85 de MicroC/OS-II para microcontroladores dsPIC;
sin embargo, se recomienda revisar el sitio web (http://www.micrium.com) para
actualizaciones y nuevas funcionalidades.
2. El hardware tiene la capacidad de ma´s aplicaciones y funciones. Con esto se abre
un camino al desarrollo de nuevos proyectos.
3. Se recomienda un redisen˜o de la placa con tecnolog´ıa CMOS y si es posible
fabricar el impreso en una empresa especializada
4. Se recomienda crear una aplicacio´n tipo Simulink o LabVIEW en donde se integre
todas las funciones de la unidad y de manera gra´fica crear aplicaciones temporales
5. Microchip esta´ introduciendo algoritmos para DSP y otros, con aritme´tica en
punto fijo pero en formato Q16.15, esto es, 1 bit de signo, 15 bits de parte entera
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y 15 bits de parte fraccionaria. Se recomienda consultar posibles actualizaciones
y/o mejorar las funciones con este nuevo formato.
6. Se disen˜o´ parcialmente un protocolo de comunicacio´n multimaestro utilizando el
bus I2C. E´ste protocolo se baso´ en el protocolo MODBUS. La programacio´n y
depuracio´n del protocolo no se completo´ debido a un error de disen˜o del hardware
del microcontrolador. Es posible que Microchip lance nuevas versiones del micro-
controlador, en este caso, se recomienda verificar actualizaciones y continuar el
desarrollo. Si no se encuentran actualizaciones, se recomienda cambiar la capa
f´ısica del protocolo a RS485 o´ CAN.
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Ape´ndice A. Glosario
CPU: Centra Processing Unit o´ Unidad Central de Procesos. Una CPU es un proce-
sador de instrucciones que se utiliza en un computador. Este procesa datos de
una programa.
DSP: Digital Signal Processing o´ Procesamiento Digital de Sen˜ales. Se refiere al campo
de la ingenier´ıa que se encarga del estudio de las sen˜ales mediante procedimientos
computacionales. Por lo general, estas sen˜ales son audio o video; sin embargo, el
concepto de sen˜al abarca todo aquello que contiene datos o informacio´n. Tambie´n
DSP se conoce como un procesador digital de sen˜ales; en este caso, se refiere a
un procesador que tiene una arquitectura especialmente disen˜ada para optimizar
operaciones matema´ticas aplicadas al ana´lisis de sen˜ales.
EEPROM: Es una ROM que se puede borrar ele´ctricamente.
Firmware: Se conoce como todo aquel software o conjunto de instrucciones que uti-
liza un sistema embebido para su operacio´n. Por lo general, este se graba en una
ROM.
Microcontrolador: Es una pequen˜a computadora. E´ste incorpora: memoria, una
CPU y perife´ricos (ADC, puertos serie, salidas y entradas digitales, etc). Todo el
sistema esta´ encapsulado en un solo circuito integrado.
Planta: Una planta es un sistema o proceso f´ısico. Este puede ser: meca´nico, te´rmico,
108
luminoso, magne´tico, qu´ımico, etc. Su caracter´ıstica principal, es que requiere de
un control ya sea por su inestabilidad ante perturbaciones o por necesidad de una
modificacio´n en su comportamiento estable.
PLL: Phase Locked Loop o´ Lazo de Seguimiento de Fase. Es un dispositivo electro´nico
utilizado como multiplicador de frecuencia. Se utiliza en microcontroladores para
aumentar la frecuencia del reloj principal en base a una referencia generada por
un oscilador de cristal.
ROM: Memoria de solo lectura. Es un tipo de memoria que solo es posible leer y no
escribir.
RTOS: Real Time Operative System o´ Sistema Operativo en Tiempo Real. Es un
sistema operativo optimizado para trabajar en tiempo real. Su mayor aplicacio´n
esta´ dentro de sistemas embebidos donde se requiere una respuesta ra´pida a los
eventos.
TCP/IP: Transmission Control Protocol / Internet Protocol o´ Protocolo de Control
de Transmisio´n / Protocolo de Internet. Estos protocolos se utilizan para las
comunicaciones entre computadoras; por ejemplo, Internet.
Sistema embebido: Conocido tambie´n como sistema integrado. Es un sistema ele´ctri-
co, electro´nico o informa´tico dedicado a una aplicacio´n especifica.
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Ape´ndice B. Descripcio´n de los
mo´dulos de la ma´quina virtual
Tabla 1: Valores de tipo de los mo´dulos de la ma´quina virtual, mnemo´nico utilizado y
funcio´n.
Valor de tipo Mnemo´nico Funcio´n
0x01h ADC Tomar muestra analo´gica
0x02h GPR Lectura de registro de propo´sito general
0x04h QEIS Lectura de QEI (velocidad)
0x05h QEIP Lectrua de QEI (posicio´n)
0x08h ADC Lectura de sensor de distancia SRF08
0x40h K Bloque para realimentacio´n de estado
0x41h FIRX Filtro digital de respuesta de impulso finita
0x42h PID Control PID
0x43h PI D Control PI D
0x44h I PD Control I PD
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Tabla 2: Valores de tipo de los mo´dulos de la ma´quina virtual, mnemo´nico utilizado y
funcio´n, continuacio´n de tabla 1.
Valor de tipo Mnemo´nico Funcio´n
0x45h IIR2 Filtro digital de respuesta de impulso infinita (orden 2)
0x46h IIR4 Filtro digital de respuesta de impulso infinita (orden 4)
0x47h NOTCH60 Filtro de ranura en 60Hz
0x48h TF Bloque para funciones de transferencia
0x49h SUM Bloque sumador
0x4Ah SAT Bloque saturador
0x4Bh SOSC Oscilador senoidal
0x4Ch ROSC Oscilador de pulsos de ancho constante
0x4Dh TOSC Oscilador triangular y diente de sierra
0x4Eh VOSC Oscilador de pulsos de ancho variable
0x4Fh RES Bloque restador
0x50h GAIN Bloque de ganancia
0x51h MUL Bloque multiplicador
0x52h NOISE Generador de ruido
0x53h DELAY Bloque de retardo
0xC0h DAC Salida analo´gica
0xC1h PWM Salida PWM
0xC2h GPW Escritura en registro de propo´sito general
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Ape´ndice C. Diagramas electro´nicos
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114
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117
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119
120
121
122
