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A LOCAL ENERGY ESTIMATE FOR WAVE EQUATIONS ON METRICS
ASYMPTOTICALLY CLOSE TO KERR
HANS LINDBLAD AND MIHAI TOHANEANU
Abstract. In this article we prove a local energy estimate for the linear wave equation on metrics with slow
decay to a Kerr metric with small angular momentum. As an application, we study the quasilinear wave
equation g(u,t,x)u = 0 where the metric g(u, t, x) is close (and asymptotically equal) to a Kerr metric with
small angular momentum g(0, t, x). Under suitable assumptions on the metric coefficients, and assuming
that the initial data for u is small enough, we prove global existence and decay of the solution u.
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1. Introduction
In this paper we consider energy estimates for the wave operator g on the background of a metric g that
is close to the Kerr black hole metric gK with small angular momentum a expressed in the modified Boyer-
Lindquist coordinates that are smooth over the event horizon, see Section 2.1.1. We show that if the metric
decay slowly in time towards Kerr then we have local energy decay estimates. We also use our estimate to
prove global existence of solutions to quasilinear wave equations close to Kerr, as well as pointwise decay for
solutions to the linear problem.
The paper is structured as follows. In Section 1 we discuss the estimate and present some heuristics of why
it should hold. Section 2 contains a detailed proof of the estimate in the case of the Kerr metric. In Section
3 we prove some estimates for pseudodifferential operators with limited regularity. Section 4 contains our
main linear estimate for perturbations of the Kerr metric. Section 5 deals with how to apply the estimate
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to obtain global well-posedness for the quasilinear problem following [41]. Section 6 applies the estimate to
obtain pointwise decay for solutions to the linear problem, following [46].
1.1. Statement of the results and history.
1.1.1. Assumptions on the metric. We consider metrics that are perturbations of a Kerr metric (gK ,M, a)
with mass M and angular momentum per unit mass 0 < a≪M . In Boyer-Lindquist coordinates, the Kerr
metric has a singularity at r = 0 and two event horizons at r± = M ±
√
M2 − a2. By a suitable change of
coordinates, the metric can be extended past r = r+ (see Section 2.1.1 for details). We fix some r− < re < r+
and consider the manifold M = {r > re}, which in particular includes the domain of outer communication.
An important role in our analysis will be played by the trapped set of null geodesics in the exterior region
r > r+. It is well-known that they are spatially contained in a small neighborhood of r = 3M of size O(a).
The most delicate part of our analysis will take place in this region.
We now define a metric g on M that is a perturbation of gK . We assume that
(1.1) |hαβ |+ r|∂hαβ | . ǫr−δ, where h = g − gK ,
for some δ > 0, where r = |x| is the radial coordinate. This condition can be modified in the wave zone
|t− r| < t/2 to take into account the weak null structure of the wave operator, see Section 4.0.1, but let us
leave this aside for now since here we focus on the analysis close to the photon sphere |r− 3M | < M/4. The
analysis in this region is quite delicate due to lack of decay due to trapped geodesics. Because of that we
need to assume that the metric is asymptotically approaching the Kerr black hole metric gK as time tends
to infinity
|∂hαβ|+ |hαβ | ≤ κ1(t) . ǫ〈t〉−1/2, when |r − 3M | < M/4,(1.2)
|∂thαβ | ≤ κ0(t) . ǫ〈t〉−1, when |r − 3M | < M/4.(1.3)
In contrast to our previous result on Schwarzschild, see Section 4 of [41], we also need smallness (but not
decay) on higher order derivatives of h. This is due to the use of pseudodifferential operators, which generate
errors involving such derivatives. We will assume that the Ho¨lder norms satisfy
(1.4) ‖hαβ(t, ·)‖C3,δ(Ips) . ǫ, where Ips = {x; |r − 3M | < M/4}.
1.1.2. The Local energy decay estimate. Our main result is the following:
Theorem 1.1. Let u solve the inhomogeneous linear wave equation gu = F in M, where g is a Lorentzian
metric satisfying the conditions (1.1), (1.2), (1.3) and (1.4) or alternatively the conditions in section 4. Then
for any 0 ≤ t˜0 < t˜1
(1.5) ‖∂u‖2L∞[t˜0,t˜1]L2 + ‖u‖
2
LE1K[t˜0,t˜1]
. ‖κ∂u‖2L2ps + ‖∂u(t˜0)‖
2
L2 +B(F, u)[t˜0,t˜1],
where κ2 = κ0 + κ
2
1 and the implicit constant is independent of t˜0, t˜1, ǫ. Here B(F, u) is a bilinear norm
defined in section 4, see (4.9), the LE1K norm is defined in (2.4), and L
2
ps = L
2[t˜0, t˜1]L
2(Ips).
The theorem is an improvement of the result for the Kerr metric by the second author and Tataru [61].
The bilinear form B(F, u)[t˜0,t˜1] vanishes for a solution of the homogeneous equation F = 0 and in general
can be estimated in different ways in terms of the other norms in the estimate above multiplied with norms
of F depending on the application. In particular we have
B(F, u)[t˜1,t˜2] . ‖F‖L1[t˜1,t˜2]L2‖∂u‖L∞[t˜1,t˜2]L2 .
The local energy norm ‖u‖LE1
K
[t˜0,t˜1] is expressed in terms of pseudo differential operator but in particular
bounds the following local norms:
(1.6) ‖(1− χ)∂u‖LE[t˜0,t˜1] + ‖∂ru‖LE[t˜0,t˜1] + ‖r−1u‖LE[t˜0,t˜1] . ‖u‖LE1K[t˜0,t˜1],
where
‖u‖LE[t˜0,t˜1] = supR≥0 ‖〈r〉−
1
2u‖L2([t˜0,t˜1]×AR), AR = {x ∈ R3; R/2 ≤ |x| ≤ 2R+ 1},
and χ is a cutoff that selects a small neighborhood of the trapped set.
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Remark 1.2. We are thus able to estimate both the energy and the spacetime norm of the solution globally.
Moreover, whereas we spend most of the analysis in understanding high frequency behavior near trapping,
our estimate includes low frequencies, since the L2L2 norm of u is included in the local energy norm.
Remark 1.3. Since one can not control the L2 space time norm of all derivatives close to Ips in the right
hand side of (1.5) the best we can do is to control it with the energy ‖∂u‖L∞[t˜0,t˜]L2 and it follows from
Gro¨nwall’s lemma that
(1.7) ‖∂u‖2L∞[t˜0,t˜1]L2 + ‖u‖
2
LE1
K
[t˜0,t˜1]
. e
C
∫
t˜1
t˜0
κ(t˜)2dt˜(‖∂u(t˜0)‖2L2 + ‖F‖L1[t˜0,t˜1]L2).
Remark 1.4. The result for exactly Kerr can be used to prove that the norms in the left hand side of
(1.7) are bounded under much stronger decay assumptions for perturbations h ∼ ǫ t−1−ǫ. The novelty of our
estimate is that we require less decay and that this is relevant for the applications. In general for nonlinear
equations that only satisfy the weak null condition one can not prove better than u ∼ ǫ t−1+ǫ interior decay
even using the most advanced energy methods and even without a black hole [38, 37, 33]. Additionally using
the nonradial fundamental solution one can for certain equations satisfying the weak null condition prove
asymptotics u ∼ ǫ t−1, see [39, 40, 15], but these methods are unlikely to work in the presence of a black hole.
Remark 1.5. We remark that it is natural to assume additional decay for the time derivative (1.3) since
this is likely to hold in the nonlinear applications. In fact one gets decay estimates from energy estimates for
vector fields applied to the equation and the scaling vector field S = t∂t+ r∂r gives a good decay estimate for
∂t for bounded r since the local energy gives a good estimate for ∂r and for S applied to the equation.
Remark 1.6. As mentioned above one gets decay estimates from energy estimates for vector fields applied to
the equation. The decay estimates that scales the same as the energy and local energy estimate are u ∼ ǫ t−1/2,
so one can not hope to get anything better from just boundedness of the energy and local energy applied to
scale invariant vector fields. However, with κ1(t) = ǫ t
−1/2 in (1.2) the estimate (1.7) grows like tCǫ and we
would hence not get back bounded energies. This has to be the case for the highest order energies for the
most vector fields applied to the solution. However, for lower order energies the term with κ that is causing
the growth in (1.5) can be control by the L2 part of the local energy norm, the last term in the left of (1.6),
from higher order energies, since this gives control also close to the photon sphere. This means that one can
get bounds for lower order energies and hence get back the sharp decay ǫ t−1/2 decay. We have carried out
this procedure for quasilinear equations close to black hole background in [41] and here in Section 5.
Remark 1.7. In order to prove better than u ∼ ǫt−1/2 decay in the presence of a black hole one has to use
energies with positive r weights, see [21, 49]. For equations satisfying the weak null condition we hope to
prove interior decay u ∼ ǫ t−1+ǫ. As remarked above one can not expect to prove better.
1.1.3. The history. In the Minkowski case one can prove the stronger estimate
(1.8) ‖∂u‖2L∞[t˜0,t˜1]L2 + ‖u‖
2
LE1m[t˜0,t˜1]
. ‖∂u(t˜0)‖2L2 +B(F, u)[t˜0,t˜1],
where
‖u‖LE1m[t˜0,t˜1] = ‖∂u‖LE[t˜0,t˜1] + ‖r
−1u‖LE[t˜0,t˜1].
The first estimate of this kind was obtained by Morawetz for the Klein-Gordon equation [47]. There
are many similar results obtained in the case of small perturbations of the Minkowski space-time; see, for
example, [32], [34], [57], [58], [59], [1], [43] and [45]. Even for large perturbations, in the absence of trapping,
(1.8) still sometimes holds, see for instance [12], [44]. In the presence of trapping, (1.8) is known to fail,
see [53], [55]. On the other hand, if the trapping is weak enough, similar types of estimates with loss of
regularity have been established, see for instance [16], [50], [64], [14].
In the Schwarzschild case one can prove that
(1.9) ‖∂u‖2L∞[t˜0,t˜1]L2 + ‖u‖
2
LE1
S
[t˜0,t˜1]
. ‖∂u(t˜0)‖2L2 +B(F, u)[t˜0,t˜1],
where
‖u‖LE1
S
[t˜0,t˜1] = ‖(r − 3M)r−1∂u‖LE[t˜0,t˜1] + ‖∂ru‖LE[t˜0,t˜1] + ‖r−1u‖LE[t˜0,t˜1].
In the previous estimate there is no loss of derivatives, but the weights degenerate at the trapped set.
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Local energy estimates were first proved in [35] for radially symmetric Schro¨dinger equations on Schwarzschild
backgrounds. In [6, 7, 8], those estimates are proved for the wave equation and general initial data. The
same authors, in [9, 10], have provided studies that give certain improved estimates near the photon sphere
r = 3M . Moreover, we note that variants of these bounds have played an important role in the works [11]
and [18], [19] which prove analogues of the Morawetz conformal estimates on Schwarzschild backgrounds.
See also [56] and [36] for a similar result on higher dimensional Schwarzschild black holes.
The estimate (1.9) with the precise weights at infinity was proved in [42]. The same estimate for pertur-
bations decaying at an integrable rate near the trapped set was established in [46], while for perturbations
satisfying weaker conditions akin to (1.2) and (1.3) it was proved in [41].
The estimate for Kerr with small angular momentum was proven in [61] (see also [2] and [20] for related
works), for large angular momentum |a| < M in [22], and for extremal Kerr |a| =M in [3].
There is also a rich literature of high frequency estimates and resonance distribution near weakly trapped
sets in a variety of settings, see for instance [27], [17], [16], [50], [64]. For the Schwarzschild (and de Sitter-
Schwarzschild) metric we refer the interested reader to [13], [54], and for the Kerr metric see [26], [24], [25].
See also the recent paper of Hintz [29], who proves a microlocal estimate near the trapped set for a variety
of spacetimes, including asymptotically converging perturbations of Kerr.
1.1.4. Applications. In the last two sections we apply our main estimate to two different problems.
The main application of our estimate comes in showing global existence of solutions to quasilinear wave
equations g(u,t,x)u = 0 with small initial data, where the metric g(u, t, x) is close (and asymptotically equal)
to a Kerr metric with small angular momentum g(0, t, x). This can be seen as a toy model for Einstein’s
Equations close to Kerr metrics, and extends previous results of the first author [37] in the Minkowski case
and of both authors [41] in the Schwarzschild case; see also for [65], [66] for similar results for time dependent
metrics close to Minkowski, and [31] for the asymptotically Kerr- de Sitter case. Once the local energy for
perturbations of the Kerr metric, Theorem 4.1, are established, global existence can be established by using
the same methods as in [41]. We refer the reader to Section 5 for a sketch of the argument, and on how to
deal with the minor differences in the proof.
For our second application, we establish sharp pointwise decay estimates for solutions to the linear wave
equation on perturbations of Kerr metrics with small angular momentum. In the case of the Schwarzschild
metric, the solution to the wave equation was conjectured to decay at the rate of t˜−3 on a compact region by
Price [52], and this rate of decay was shown to hold for a variety of spacetimes, including Schwarzschild and
Kerr with small a, see [23], [60], [46]. It is by now well understood that once local energy decay is established
in a compact region on an asymptotically flat region, one can obtain pointwise decay rates that are related
to how fast the metric coefficients decay to the Minkowski metric; see, for example, [60], [46], [51], [49], [4],
[5], [48], [30]. In this paper, we improve on the result of the second author and collaborators [46], which
proves t˜−3 decay on compact regions assuming certain conditions on the metric, see Section 6.
1.2. The heuristics. Below we explain why the result should be true, without going into all the technical
details.
1.2.1. The Schwarzschild case. The estimate (1.9) with the precise weights at infinity was proved in [42] .
The idea of the proof is that there exist a smooth vector field
X˜ = C∂t˜ + b(r)(1−
3M
r
)∂r + c(r)∂t˜,
and a function q so that
(1.10) ∇αPα[g, X˜, q,m] = gu
(
X˜u+ qu
)
+Q[g, X˜, q,m].
Here Q and P are quadratic forms in u and ∂u with coefficients depending on g so that Q[gS, X˜, q˜,m] is
positive definite, and
(1.11) Q[gS, X˜, q˜,m] & r
−2|∂ru|2 +
(
1− 3M
r
)2
(r−2|∂tu|2 + r−1|6∂u|2) + r−4u2.
Let T be the future pointing unit normal on the hyper surface t˜ = t˜1 or the normal pointing towards the
black hole at the hyper surface r = re. We have
(1.12) −Pα[g,X, q,m]Tα & |∂u|2.
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Integrating (1.10) over the domain [t˜0, t˜1] × {r > re} gives an interior integral with (1.11) and boundary
integrals with (1.12):
∫ t˜1
t˜0
∫
gu · (X˜u+ qu)
√
|g|dxdt =
∫ t˜1
t˜0
∫
Q[g, X˜, q˜,m]
√
|g|dxdt+BDR
∣∣∣t=t˜1
t=t˜0
+BDR
∣∣∣
r=re
.
1.2.2. Perturbations of Schwarschild. Let us now consider perturbations g = gS + h. Schematically near the
trapped set one has, for any smooth X and q modulo boundary terms
∫ t˜1
t˜0
∫
hu (Xu+ qu)dxdt .
∫ t˜1
t˜0
∫
(|h|+ |∂h|)(|∂u|2 + |u|2)dxdt +BDR,
so, if for instance, |h|+ |∂h| . ǫt˜−1−δ, the error terms can be absorbed by Gro¨nwall’s inequality.
A more careful computation (see [41]) shows that for the specific X˜ and q above, we have
∫ t˜1
t˜0
∫
hu (X˜u+qu)dxdt .
∫ t˜1
t˜0
∫
|∂t˜h| |∂u|2+(|h|+ |∂h|)
(|r − 3M ||∂u|2 + |∂ru||∂u| + |u|2) dxdt+BDR.
Thus if one only assumes |∂t˜h| . ǫt˜−1−δ and |h|+ |∂h| . ǫt˜−1/2−δ, the error terms can be absorbed by using
Cauchy Schwarz, Gro¨nwall and the local energy norm.
1.2.3. Trapped geodesics and a pseudo differential operator vanishing on the trapped set. In order to define
pseudodifferential operators we use cartesian coordinates xj and dual variables in the cotangent bundle ξj .
On the other hand, it is easier to understand trapping in spherical coordinates (t, r, φ, θ). Let τ , ξr, Φ, Θ be
the dual variables in the cotangent bundle corresponding to t, r, φ and θ; they are related to xj and ξj by
ξr =
∂xk
∂r
ξk, Φ =
∂xk
∂φ
ξk, Θ =
∂xk
∂θ
ξk, τ = ξ0.
Let
pK(r, θ, τ, ξr ,Φ,Θ) = g
αβ
K ξαξβ = g
tt
Kτ
2 + 2gtφK τΦ + g
φφ
K Φ
2 + grrK ξ
2
r + g
θθ
KΘ
2,
be the principal symbol of gK . On any null geodesic one has
pK(r, θ, τ, ξr ,Φ,Θ) = 0.
The Hamilton flow equations also give us, in particular, that
r˙ = −∂pK
∂ξr
= −2ρ−2∆ξr , where ∆ = r2 − 2Mr + a2,
ξ˙r =
∂pK
∂r
= −2R̂a(r,Φ/τ)ρ−2τ2 + ∂r(ρ−2)pK + 2(r −M)ρ−2ξ2r ,
where
R̂a(r,Φ/τ) = R˜a(r,Φ/τ)
(
r − ra(Φ/τ)
)
, R˜0 = (1− 2Mr )−2, r0 = 3M.
As it turn out there are trapped null geodesics satisfying
r − ra(Φ/τ) = 0, ξr = 0, Φ = Φ0, τ = τ0.
Heuristically we will replace the vector field from Schwarzschild with a pseudo differential operator of order
1 with symbol
s˜(x, ξ) = i
(
r − ra(Φ/τ)
)
ξr.
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1.2.4. Positive commutator estimates. Let Pg = Dαg
αβDβ be a symmetric operator. Suppose S is a skew-
adjoint and E is a self-adjoint operator; in what follows, S will be taken to be a pseudo differential operator
of order 1 generalizing the vector field X used in Schwarzschild and E will be a pseudo differential operator
of order 0 generalizing the function q in Schwarzschild. Integrating by parts and using that S is skew adjoint
and E self adjoint we obtain modulo boundary terms
(1.13) ℜ
∫ t˜1
t˜0
∫
Pgu · (Su+ Eu) dxdt =
∫ t˜1
t˜0
∫
T̂ [Pg]u · u dxdt+BDR
∣∣∣t=t˜1
t=t˜0
,
where
T̂ [Pg]=
1
2
(
[Pg, S] + PgE + E Pg
)
.
We now apply this to
Pg = ̂g =
√
|g|g = ∂α(ĝαβ∂β),
where ĝαβ =
√
|g| gαβ , is also symmetric with respect to dxdt. In this case, we also use the abbreviated
notation T̂g = T̂ [Pg].
T̂g is an operator of order 2 and after further integration by parts will give a quadratic form. The principal
symbol of the commutator [̂g, S] is given by the Poisson bracket
{p̂, s} = ∂p̂
∂ξα
∂s
∂xα
− ∂p̂
∂xα
∂s
∂ξα
, where p̂ =
√
|g| p.
Let us now look at the special case of the Kerr metric. The Poisson bracket is invariant under changes of
coordinates and takes a particularly simple form in spherical coordinates due to the form of pK and s˜:
{p̂K , s˜} = ∂p̂K
∂ξr
∂s˜
∂r
− ∂p̂K
∂r
∂s˜
∂ξr
.
We get
{ρ2pK , s˜} = 2R˜a(r,Φ/τ)
(
r − ra(Φ/τ)
)2
τ2 + 2(△− (r −M)
(
r − ra(r,Φ/τ)
)
)ξ2r ,
and hence
{ρ2pK , s˜} ≥ µ˜20 + µ˜2r , where µ˜0 =
(
r − ra(Φ/τ)
)
τ/4, µ˜r = 2Mξr,
when |r − 3M | < M/4 and a is sufficiently small.
Hence control of the commutator would, after integrating one of the factors by parts, give us control of
the space time integrals ‖µ˜0(x,D)u‖L2ps and ‖µ˜r(x,D)u‖L2ps , modulo lower order terms.
Similarly with the principal symbol of E
e˜ = c
(
r − ra(r,Φ/τ)
)2
, c > 0.
The term EgK +gKE has principal symbol
2c
(
r − ra(r,Φ/τ)
)2
pK ,
which given that we have control of µ˜0 gives us control of the additional derivatives µ˜i(x, ξ) =
(
r −
ra(r,Φ/τ)
)
ξi.
Following [61], to localize the estimates in time we will replace s˜ by an operator that is a differential
operator in time and pseudo differential in space only. In this case the proof is quite a bit more involved,
and the above argument is only heuristic.
1.2.5. Kerr with small angular momentum a. When using Poisson bracket to calculate the leading order
term in the commutator of pseudo differential operators as described above we produce lower order errors.
However the pseudo differential operators can be constructed so that they are equal to the differential
operators used in the Schwarzschild case plus a pseudo differential part of size O(a). Therefore also the
lower order errors are bounded by a constant times a multiplied by the space time L2 norm of the function
itself. Moreover since we control the space time L2 norm of the function itself in the Schwarzschild case we
will be able to absorb these errors and do so in the Kerr case for sufficiently small a.
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There are additional errors coming from cutoffs that we have to multiply the pseudo differential corrections
with to localize them close to the trapped set. These are also of size a but multiplied by the derivative of
the function. They can be controlled because they are supported away from the trapped set, where the LE1K
norm does not degenerate.
1.2.6. Perturbations of Kerr. We now consider symmetric operators Pĥ = Dαh
αβDβ with h satisfying (1.1)-
(1.4). Integration by parts in (1.13) gives modulo different boundary terms
ℜ
∫ t˜1
t˜0
∫
Pĥu · (Su+ Eu) dxdt =
∫ t˜1
t˜0
∫
Q̂[Pĥ, S, E] dxdt+BDR
∣∣∣t=t˜1
t=t˜0
,
where
(1.14) Q̂[Pĥ, S, E]= ℜ
(
hαβ [Dβ, S]u ·Dαu+ 1
2
[hαβ, S]Dβu ·Dαu+ hαβEDβu ·Dαu+ 1
2
hαβ [Dβ, E]u ·Dαu
)
.
We can now consider S˜ and E˜ with symbols s˜ and e˜ defined above. The principal symbol of [Dβ , S˜] is
given by the Poisson bracket {ξβ , (r−ra(Φ/τ))ξr} = ωβξr. Therefore the first term can be estimated by
|h| |∂ru| |∂u| plus lower order. Similarly the principal symbol of
[
hαβ, S˜
]
given by {hαβ, (r−ra(Φ/τ))ξr} =
∂xγh
αβ∂ξγ
((
r−ra(Φ/τ)
)
ξr
)
, has a factor of either a factor of ξr or r − ra(Φ/τ) multiplied by ∂h. The third
term also has at least one factor of r − ra(Φ/τ) and the last is lower order.
Again the above is only heuristics since the actual proof will use operators that are only differential
operators in time and pseudo differential in space. Moreover one can not just use the standard pseudo
differential calculus for the terms involving h since we require finite regularity of h.
1.3. The proof. In section 2 we start by giving a more streamlined overview of the proof from [61] in
the Kerr case described below in sections 1.3.1-1.3.2. Then below we continue to describe our proof for
perturbations in sections 1.3.3-1.3.5
1.3.1. The Schwarzschild multiplier written as a pseudo differential operators. The microlocal analysis close
the trapped set alone does not give us an estimate for the L2 norm of the function itself but rather is
assuming this to control lower terms. This analysis therefore has to be combined with the global estimates
already done for Schwarzschild. Since we are assuming that the angular momentum a is small, Kerr can
be considered as a small perturbation of Schwarzschild away from the trapped set where the norms are not
degenerate. However close to the trapped set it is not a small perturbation and has to be dealt with using
microlocal analysis.
We must therefore first write the Schwarzschild multipliers as pseudo differential operators close to the
trapped set in order to write the operators in the Kerr case as a perturbations of size a supported close to
the trapped set of the Schwarzschild case. With respect to the Weyl quantization, any vector field X = Xj∂j
can be written as
X = i
(
(Xjξj)
w − (∂jXj)/2
)
In particular, we see that
1
i
b(r)(1− 3M
r
)∂r =
(
b(r)(1− 3M
r
)ξr
)w
− 1
2r2
∂r
(
r2b(r)(1− 3M
r
)
)
and thus near the trapped set we can express the multiplier in the Weyl quantization as
b(r)(1− 3M
r
)∂r + q(r) = i
(
b(r)(1− 3M
r
)ξr
)w
+ qwS , qS = q −
1
2r2
∂r
(
r2b(r)(1− 3M
r
)
)
1.3.2. Construction of the space operators and the local energy norm. One could now try to define a spacetime
multiplier by quantizing a (multiple of) ̺a = r − ra(Φ/τ). Whereas this works well at the symbol level,
it has the disadvantage of having a complicated dependence on τ , which makes it inconvenient for energy
estimates on constant time slices.
From now on, we will use ˜ on top of a symbol to denote homogenous symbols.
We factor
pK = g
tt
K(τ − τ˜1)(τ − τ˜2),
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where τ˜i = τ˜i(r, φ, θ, ξr ,Φ,Θ),are real distinct smooth 1-homogeneous symbols with respect to the space
Fourier variables.
On the cone τ = τ˜i the symbol r − ra(Φ/τ) equals
˜̺i(r, φ, ξr ,Φ,Θ) = r − ri(r, φ, θ, ξr ,Φ,Θ), where ri = ra(Φ/τi), i = 1, 2.
Note that when a = 0 then b(r)r−1s˜ = b(r)(1 − 3Mr )ξr, i.e. the symbol of the vector field used in the
Schwarzschild case. We can thus write b(r)r−1s˜ as a linear function of τ plus a smooth function of τ times
(τ − τ˜1)(τ − τ˜2):
b(r)(1− ra(Φ/τ)
r
)ξr = b(r)(1− 3M
r
)ξr + s˜1(r, ξr, θ,Θ,Φ) + s˜0(r, ξ, θ,Θ,Φ)τ + h(τ, r, ξ, θ,Θ,Φ)pK ,
with s˜1 ∈ aS1hom, s˜0 ∈ aS0hom, and h a homogeneous symbol of spacetime.
We now define
1
i
s˜K = b(r)(1− 3M
r
)ξr + s˜1 + s˜0τ.
It is possible to pick e˜K so that e˜K − qS = e˜0 + e˜−1τ ∈ aS0hom + aτS−1hom, and
1
2i
{p̂K , s˜K}+ e˜K p̂K =
8∑
j=1
µ2j .
Moreover, the symbols ˜̺1(τ − τ˜2), ˜̺2(τ − τ˜1) and ξr can be written as linear combinations of µj with
coefficients in S0. See Lemma 2.3 for more details.
In order to use smooth symbols, we define ̺i, τi, si and ei by multiplying ˜̺i, τ˜i and s˜i by a suitable cutoff
in frequency that removes the singularity at 0, and define
1
i
sK = b(r)(1− 3M
r
)ξr + s1 + s0τ, eK = qS + e0 + e−1τ
Given (1.13) we can estimate
∫ |Mju|2 for suitably defined operators with symbol µj , which in turn will
control the local energy norm defined so that
‖̺2(D, x)χ(Dt − τ1(D, x)χu‖2L2[t˜0,t˜1]L2ps + ‖̺1(D, x)χ(Dt − τ˜2(D, x))χu‖
2
L2[t˜0,t˜1]L2ps
+ ‖Dru‖2L2[t˜0,t˜1]L2ps . ‖u‖
2
LE1
K
[t˜0,t˜1]
.
(1.15)
for suitable cutoffs χ supported near the trapped set. The L2 norm can be absorbed in the positive L2 term
from the Schwarzschild case for |a| ≪M .
1.3.3. Vanishing of symbols on the trapped set and estimating the perturbation. The crucial observation that
allows us to estimate the error term is the fact that the symbols s˜K , ∂s˜K and e˜K vanish on the trapped set.
More precisely, we can explicitly compute
1
i
s˜K =
b(r)
r
˜̺1(τ − τ˜2)− ˜̺2(τ − τ˜1)
τ˜1 − τ˜2 ξr,
which implies that exist homogeneous symbols sℓij of order ℓ so that
∂xi s˜K = s
0
1i ˜̺1(τ − τ˜2) + s 02i ˜̺2(τ − τ˜1) + (s 03i + s−10i τ)ξr ,
∂ξj s˜K = s
−1
1j ˜̺1(τ − τ˜2) + s−12j ˜̺2(τ − τ˜1) + (s−13j + s−20j τ)ξr ,
Moreover, there are homogeneous symbols eℓi , e
ℓ
ij of order ℓ so that
e˜K = e
−1
1 ˜̺1(τ − τ˜2) + e−12 ̺2(τ − τ˜1) + (e−13 + e−20 τ)ξr .
This is the content of Lemma 2.8, and it was not obvious, since the symbols s˜K and e˜K were defined
indirectly in [61]. In particular the symbol e˜K seems difficult to compute explicitly, and we use an indirect
argument to show that it vanishes.
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This observation allows us to conclude that the principal term coming from the perturbation h in the
bilinear form Q̂ in (1.14) satisfies
Q̂[h, S,E]= ℜ(Q̂α[h, S,E]u ·Dαu),
where
(1.16) Q̂α[h, S,E]= hαβ [Dβ , S] +
1
2
[hαβ, S]Dβ + h
αβEDβ +
1
2
hαβ [Dβ, E].
has principal symbol
1
i
(
hαi∂xisK −
1
2
∂xβh
αβ ∂ξβsK
)
+hαβeKξβ =
∑
|γ|≤1
∂γhαβ(d 01γβ ̺1(τ−τ2)+d 02γβ ̺2(τ−τ1)+(d 03γβ+d−10γβ τ)ξr),
where d ℓkγβ and d
ℓ
ki are operators of order ℓ. In other words each of the terms has a factor of the operators
that we can estimate in (1.15) and (1.19) below. In turn, this allows us to estimate the principal part of the
error by the right hand side of (1.5), see Proposition 3.6.
1.3.4. Pseudo differential operators with low regularity coefficients. In order to estimate the lower order
terms coming from h, we need L2 → L2 and H−1 → H−1 bounds for operators with symbols with limited
regularity. Since such results are not as standard in the literature as the corresponding results for classical
symbols, we provide all the needed estimates in Section 3. We also tried to optimize the number of derivatives
on h that one must control. We believe that this is sharp, with the possible exception of the δ in (1.4).
We first notice that the first term in (1.16), i.e. hαβ [Dβ, S], is particularly easy to estimate since we don’t
have to worry about the regularity of [Dβ , S], and its principal part is estimated above. We write
〈hαβ [Dβ, S]u,Dαu〉 = 〈[Dβ , S]u, hαβDαu〉,
and bound the first term by local energy and the second by ‖hαβ‖L∞‖Du‖L2.
We would like to try to do the same thing for the second term in (1.16), i.e. [hαβ, S]Dβ . The explicit
expression for the Weyl quantization is
(1.17)
∫
[hαβ, S]Dju ·Dβudx =
∫∫∫
[hαβ(x) − hαβ(y)][sK(x+y2 , ξ,Dt)Dju(y)ei(x−y)ξDβu(x) dξdy dx.
This can already be seen to be of the same form, if one moves hαβ(x) to Dβu(x) and h
αβ(y) to Dju(y).
However, this wouldn’t take into account the cancellation which makes the commutator lower order. We
now write
hαβ(x)− hαβ(y) = 1
2
(x − y)k(∂xkhαβ(x) + ∂ykhαβ(y))+ rαβ(x, y).
where these things are just multiplications and the remainder rjβ cancels to higher order |x − y|3+δ. The
factor i(xk − yk)ei(x−y)ξ = ∂ξkei(x−y)ξ can be integrated by parts to fall on sK(x+y2 , ξ,Dt) and decrease the
order by one and then we are left with multiplication operators by ∂xkh
αβ(x) that can multiply Dβu(x)
and ∂ykh
αβ(y) that can multiply Dju(y). A similar argument is used to control the remainder when the
difference in (1.17) is replaced by rαβ . Since it cancels to order |x − y|3+δ we can as above integrate by
parts in ξ three times to reduce the order of the operator so the integral (1.17) is a bilinear form on L2, see
Lemma 3.3 and Proposition 3.6. It is here that we need extra smallness (but not decay!) assumptions on
higher order derivatives of h.
1.3.5. How to deal with time derivatives. There are two technical issues involving the presence of time
derivatives that we need to address. Both of these issues stem from the fact that S and E contain a term
including ∂t, and thus do not appear in the Schwarzschild case.
The first issue is that for general metrics g and operators S and E the operator T̂g could have a term that
has three time derivatives. This issue already arises in the case of the Kerr metric, and it was dealt with by
imposing on S and E an extra condition, see (2.15), under which there is no such term.
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The same problem arises for perturbations, but we can deal with it in a simpler way. Our approach will
be to multiply S and E by a suitable function f0 to achieve that h
00 = 0. If we multiply ̂g = ∂α(ĝ
αβ∂β),
where ĝαβ =
√
|g| gαβ, with f0 we get
(1.18) f0̂gu = ∂α
(
f0ĝ
αβ∂βu
)− ĝαβ∂αf0 ∂βu.
We achieve that for the perturbation h00 = 0 by choosing f0 so that f0ĝ
00 = ĝ00K close to the trapped set,
see (4.16). This destroys the symmetry of the operator but the additional term introduced in the energy
identity (1.13) is under control since it is the additional term in (1.18), where ∂f0 = O(∂h), multiplied by
the operator (S + E)u that has the cancellation on the trapped set.
The second issue is that the errors will have terms containing Dt〈Dx〉−1 which are not directly included
in the local energy norms. We thus introduce a new norm,
‖Dtu‖LE0[t˜0,t˜1] = ‖χDr〈Dx〉−1χDtu‖L2[t˜0,t˜1]L2 + ‖χ〈Dx〉−1χDtu‖L2[t˜0,t˜1]L2 ,
and use the equation to control this by the local energy norms and the inhomogeneous term. In particular
we prove that (see (4.10))
(1.19) ‖Dtu‖2LE0[t˜0,t˜1] . ‖u‖
2
LE1
K
[t˜0,t˜1]
+ E[u](t˜0) + E[u](t˜1) + ‖κ∂u ‖2L2ps[t˜0,t˜1] +B(F, u)[t˜0,t˜1].
2. Local energy estimates on Kerr backgrounds
2.1. The setup and statement.
2.1.1. The coordinates. The Kerr geometry in Boyer-Lindquist coordinates is given by
ds2 = gKtt dt
2 + gtφdtdφ+ g
K
rrdr
2 + gKφφdφ
2,+gKθθdθ
2
where t ∈ R, r > 0, (φ, θ) are the spherical coordinates on S2 and
gKtt = −
∆− a2 sin2 θ
ρ2
, gKtφ = −2a
2Mr sin2 θ
ρ2
, gKrr =
ρ2
∆
,
gKφφ =
(r2 + a2)2 − a2∆sin2 θ
ρ2
sin2 θ, gKθθ = ρ
2,
with
∆ = r2 − 2Mr + a2, ρ2 = r2 + a2 cos2 θ.
Here M represents the mass of the black hole, and aM its angular momentum.
A straightforward computation gives us the inverse of the metric:
gttK = −
(r2 + a2)2 − a2∆sin2 θ
ρ2∆
, gtφK = −a
2Mr
ρ2∆
, grrK =
∆
ρ2
,
gφφK =
∆− a2 sin2 θ
ρ2∆sin2 θ
, gθθK =
1
ρ2
.
The case a = 0 corresponds to the Schwarzschild space-time. We shall subsequently assume that a is small
0 < a≪M , so that the Kerr metric is a small perturbation of the Schwarzschild metric. Note also that the
coefficients depend only r and θ but are independent of φ and t. We denote the Kerr metric by gK , and the
Schwarzschild metric by gS. For any Lorentzian metric g, let g denote the d’Alembertian associated to it.
In the above coordinates the Kerr metric has singularities at r = 0, on the equator θ = π/2, and at the
roots of ∆, namely r± = M ±
√
M2 − a2. To remove the singularities at r = r± we introduce functions
r∗K = r
∗
K(r), v+ = t+ r
∗
K and φ+ = φ+(φ, r) so that (see [28])
dr∗K = (r
2 + a2)∆−1dr, dv+ = dt+ dr
∗
K , dφ+ = dφ+ a∆
−1dr.
Note that when a = 0 the r∗K coordinate becomes the Schwarzschild Regge-Wheeler coordinate
r∗ = r + 2M log(r − 2M)
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The Kerr metric can be written in the new coordinates (v+, r, φ+, θ)
ds2 = − (1 − 2Mr
ρ2
)dv2+ + 2drdv+ − 4aρ−2Mr sin2 θdv+dφ+ − 2a sin2 θdrdφ+ + ρ2dθ2
+ ρ−2[(r2 + a2)2 −∆a2 sin2 θ] sin2 θ dφ2+
which is smooth and nondegenerate across the event horizon up to but not including r = 0. We introduce
the function
t˜ = v+ − µ(r),
where µ is a smooth function of r. In the (t˜, r, φ+, θ) coordinates the metric has the form
ds2 = (1− 2Mr
ρ2
)dt˜2 + 2
(
1− (1− 2Mr
ρ2
)µ′(r)
)
dt˜dr
− 4aρ−2Mr sin2 θdt˜dφ+ +
(
2µ′(r) − (1− 2Mr
ρ2
)(µ′(r))2
)
dr2
− 2aθ(1 + 2ρ−2Mrµ′(r)) sin2 drdφ+ + ρ2dθ2
+ ρ−2[(r2 + a2)2 −∆a2 sin2 θ] sin2 θdφ2+.
On the function µ we impose the following two conditions:
(i) µ(r) ≥ r∗ for r > 2M , with equality for r > 5M/2.
(ii) The surfaces t˜ = const are space-like, i.e.
µ′(r) > 0, 2− (1 − 2Mr
ρ2
)µ′(r) > 0.
As long as a is small, we can use the same function µ as in the case of the Schwarzschild space-time in [42].
For convenience we also introduce
φ˜ = ζ(r)φ+ + (1− ζ(r))φ,
where ζ is a cutoff function supported near the event horizon and work in the (t˜, r, φ˜, θ) coordinates which
are identical to (t, r, φ, θ) outside of a small neighborhood of the event horizon, and in particular near the
trapped set, where most of our analysis takes place.
Much of the analysis we will need to do, in particular using the Fourier transforms close to the photon
sphere, are easiest to do in rectangular coordinates x ∈ R3. We will therefore let the rectangular coordinates
(x1, x2, x3) stand for the coordinates which in spherical coordinates are given by (r, φ, θ), and we let x0 = t˜.
2.1.2. The domain and boundary energies. Given 0 < re < r+, we consider the wave equation
gKu = f,
in the cylindrical region
M[t˜0,t˜1] = {t˜0 ≤ t˜ ≤ t˜1, r ≥ re}.
The lateral boundary of M[t˜0,t˜1],
Σ+R =M[t˜0,t˜1] ∩ {r = re},
is space-like, and can be thought of as the exit surface for all waves which cross the event horizon.
We define the outgoing energy on Σ+R as
E[u](Σ+R) =
∫
Σ+R
(|∂ru|2 + |∂tu|2 + |6∂u|2) r2edtdω,
and the energy on an arbitrary slice T = t˜ as
E[u](T ) =
∫
M[t˜0,t˜1]∩{t˜=T}
(|∂ru|2 + |∂tu|2 + |6∂u|2) r2drdω.
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2.1.3. Trapped geodesics. We will use the results from [61], which we now recall. In order to define pseudo-
differential operators, we will use the usual cartesian coordinates xj and the dual variables in the cotangent
bundle ξj . On the other hand, it is easier to understand trapping in spherical coordinates (t, r, φ, θ). Let τ ,
ξr, Φ and Θ be the dual variables in the cotangent bundle corresponding to t, r, φ and θ; they are related
to xj and ξj by
ξr =
∂xk
∂r
ξk, Φ =
∂xk
∂φ
ξk, Θ =
∂xk
∂θ
ξk, τ = ξ0.
Let
pK(r, φ, τ, ξr ,Φ,Θ) = g
αβ
K ξαξβ = g
tt
Kτ
2 + 2gtφK τΦ + g
φφ
K Φ
2 + grrK ξ
2
r + g
θθ
KΘ
2,
be the principal symbol of gK .
On any null geodesic one has
(2.1) pK(r, φ, τ, ξr ,Φ,Θ) = 0.
The Hamilton flow equations also give us, in particular, that
r˙ = −∂pK
∂ξr
= −2∆
ρ2
ξr,
(2.2) ρ2ξ˙r = ρ
2 ∂pK
∂r
= −2Ra(r, τ,Φ)∆−2 + ρ2∂r(ρ−2)pK + 2(r −M)ξ2,
where
Ra(r, τ,Φ) = (r
2 + a2)(r3 − 3Mr2 + a2r + a2M)τ2 − 2aM(r2 − a2)τΦ− a2(r −M)Φ2.
As a consequence, all trapped null geodesics in the exterior r > r+ must lie in the region |r − 3M | ≤ 2a
and also satisfy (see [61] for more details):
ξr = 0,
Ra(r, τ,Φ) = 0.
By (2.1) we can bound Φ in terms of τ ,
(2.3) |Φ| ≤ 4M |τ |.
For Φ in this range and small a the polynomial τ−2Ra(r, τ,Φ) can be viewed as a small perturbation of
τ−2R0(r,Φ, τ) = r
4(r − 3M),
which has a simple root at r = 3M . Hence for small a the polynomial Ra has a simple root close to 3M ,
which we denote by ra(Φ/τ):
τ−2Ra(r,Φ/τ) = R̂a(r,Φ/τ)
(
r − ra(Φ/τ)
)
, R̂a(r,Φ/τ) ≥ c > 0.
Thus if we denote
Mps[t˜0, t˜1] = [t˜0, t˜1]× Ips, where Ips :=
{
r ; |r − 3M | ≤M/4},
all the trapped null geodesics in the exterior region lie in Mps[t˜0, t˜1]. This is the region where most of our
analysis will take place.
2.1.4. The local energy decay norm. One could now try to define a spacetime multiplier by quantizing a
(multiple of) ̺a = r − ra(Φ/τ). Whereas this works well at the symbol level, it has the disadvantage of
having a complicated dependence on τ , which makes it inconvenient for energy estimates on constant time
slices. Instead, we factor
pK = g
tt
K(τ − τ˜1)(τ − τ˜2),
where τ˜i = τ˜i(r, φ, ξr,Φ,Θ),are real distinct smooth 1-homogeneous symbols with respect to the space Fourier
variables.
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On the cone τ = τ˜i the symbol r − ra(Φ/τ) equals
˜̺i(r, φ, ξr ,Φ,Θ) = r − ri(r, φ, ξr ,Φ,Θ), where ri = ra(Φ/τi) = 3M − aF( a
M
,
Φ
Mτi
)
, i = 1, 2.
If r is close to 3M and |a| ≪M then on the characteristic set of pK we have (2.3), therefore the symbols˜̺i are well defined, smooth and homogeneous.
We use the symbols ̺i to define associated microlocally weighted function spaces L
2
̺i in I. In order to
remove the singularity at zero frequencies, we define
̺i = χ≥1(r − ra(Φ/τi)), i = 1, 2,
where χ≥1 is a smooth symbol which equals 1 for large frequencies and 0 for small ones.
For functions u supported in Ips we set
‖u‖2L2̺i = ‖̺i(D, x)u‖
2
L2 + ‖u‖2H−1 ,
and the dual norm
‖g‖2̺iL2 = inf̺i(x,D)g1+g2=g(‖g1‖
2
L2 + ‖g2‖2H1), ‖g‖̺L2 := ‖g‖̺1L2+̺2L2 .
Here P (D, x)u(x) =
∫∫
p(ξ, y)e(x−y)·ξ u(y) dy dξ/(2π)3.
We consider a partition of R3 into the dyadic sets AR = {〈r〉 ≈ R} for R ≥ 1, with the obvious change
for R = 1, and define the local energy norm LE
‖u‖LE = supR ‖〈r〉−
1
2u‖L2(R×AR), ‖u‖LE[t˜0,t˜1] = supR ‖〈r〉−
1
2u‖L2([t˜0,t˜1]×AR),
its H1 counterpart
‖u‖LE1 = ‖∇u‖LE + ‖〈r〉−1u‖LE, ‖u‖LE1[t˜0,t˜1] = ‖∇u‖LE[t˜0,t˜1] + ‖〈r〉−1u‖LE[t˜0,t˜1],
as well as the dual norm
‖f‖LE∗ =
∑
R
‖〈r〉 12 f‖L2(R×AR), ‖f‖LE∗[t˜0,t˜1] =
∑
R
‖〈r〉 12 f‖L2([t˜0,t˜1]×AR).
Now we can define local energy norms associated to the Kerr space-time. Let χ(r) be a smooth cutoff
function which is supported in Ips and which equals 1 in I
′
ps =
{
r ; |r−3M | ≤M/8} ⊂ Ips. Let χ20 = 1−χ2
and let χ˜0 be a smooth cutoff so that χ˜0 = 1 on the support of χ0, and χ˜0 = 0 in I
′′
ps =
{
r ; |r−3M | ≤M/16}.
We define
‖u‖LE1K[t˜0,t˜1] =‖χ(Dt − τ2(D, x))χu‖L2[t˜0,t˜1]L2̺1 + ‖χ(Dt − τ1(D, x))χu‖L2[t˜0,t˜1]L2̺2 + ‖χ˜0∂tu‖LE[t˜0,t˜1]
+ ‖χ˜0 6∂u‖LE[t˜0,t˜1] + ‖∂ru‖LE[t˜0,t˜1] + ‖r−1u‖LE[t˜0,t˜1].
(2.4)
and similarly for LE1K . We remark that this norm is equivalent to the LE
1 norm outside of Ips.
For the nonhomogeneous term in the equation we define a dual structure,
‖f‖LE∗
K
= ‖(1− χ)f‖LE∗ + ‖χf‖L2t̺L2 .
Similarly we define the LE1K [t˜0, t˜1] and LE
∗
K [t˜0, t˜1] to be the analogous norms when the integration in
time is on the interval [t˜0, t˜1].
The following result was proved in [61]:
Theorem 2.1. Let u be so that gKu = f . Then we have
E[u](Σ+R) + supt˜0≤t≤t˜1E[u](t˜) + ‖u‖2LE1K[t˜0,t˜1] . E[u](t˜0) + ‖f‖
2
L1[t˜0,t˜1]L2+LE∗K [t˜0,t˜1]
.
Remark 2.2. Note that here
‖f‖L1[t˜1,t˜2]L2+LE∗K [t˜1,t˜2] . inff1+f2=f (‖f1‖L1[t˜0,t˜1]L2 + ‖∂
≤1χf2‖L2[t˜0,t˜1]L2 + ‖(1− χ)f2‖LE∗[t˜0,t˜1]).
As we will generalize Theorem 2.1 to perturbations of the Kerr metric, we recall and expand on the key
steps in its proof from [42], [61], and [41].
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2.2. The Schwarzschild case. We now discuss the key results from [42] and [41] that we will need in the
next section.
2.2.1. The energy momentum tensor and deformation tensor. Let
Pα[g,X ] = Qαβ [g]X
β, where Qαβ[g] = ∂αu ∂βu− 1
2
gαβ∂
γu ∂γu.
be the energy-momentum tensor and X any vector field. Then
∇αPα[g,X ] = gu ·Xu+Q[g,X ], where Q[g,X ] = 1
2
Qαβ [g]π
αβ
X ,
and παβX is the deformation tensor of X . In terms of the Lie derivative of the inverse of the metric we have
παβX = ∇αXβ +∇βXα = −LXgαβ = −X(gαβ) + gαγ∂γXβ + gβγ∂γXα.
This can also be expressed in terms of the Poisson bracket of the symbols pg = g
αβξαξβ and sX = X
αξα:
(2.5) παβX ξαξβ = {pg, sX}, where {p, s} =
∂p
∂ξα
∂s
∂xα
− ∂p
∂xα
∂s
∂ξα
.
We also note that with |g|= |det g|
(2.6) παβX Qαβ[g] = π
αβ
X ∂αu ∂βu− divX ∂γu ∂γu, where divX=∇αXα= |g|−1/2∂α
(|g|1/2Xα).
For a vector field X , a scalar function q and a 1-form m we further define
Pα[g,X, q,m] = Pα[g,X ] + qu ∂αu+
1
2
(mα − ∂αq)u2.
The divergence formula gives
∇αPα[g,X, q,m] = gu
(
Xu+ qu
)
+Q[g,X, q,m],
where
(2.7) Q[g,X, q,m] = Q[g,X ] + q ∂αu ∂αu+mαu ∂
αu+
1
2
(∇αmα −∇α∂αq)u2.
2.2.2. The vector field in the Schwarzschild case. In the Schwarzschild case, let us recall the results of [42]
and Section 2 of [41]. Pick any 0 < δ ≪ 1. There is a smooth vector field (in the nondegenerate coordinate
system)
X = b(r)(1− 3M
r
)∂r + c(r)∂t˜ + f(r)∂r ,
with c supported near r = 2M , b > 0 bounded, and f supported on r ≥ R1 for R1 large, a smooth function
q(r) =
1
2r2
(
1− 2M
r
)
∂r
(r2(r − 3M)
r − 2M b(r)
)
− δ1 (r − 3M)
2
r4
+
f(r)
r
, 0 < δ1 ≪ 1,
so that gSq < 0, and a smooth 1-form m supported near r = 2M so that
Q[gS, X, q,m] & r
−1−δ |∂ru|2 +
(
1− 3M
r
)2
r−1−δ(|∂tu|2 + |6∂u|2) + r−3−δu2.
Moreover, for a large constant C,∫
M[t˜0,t˜1]
Q[gS, C∂t +X, q,m]dVS = −
∫
M[t˜0,t˜1]
(gSu)(C∂t +X + q)u dVS − BDRS[u]
∣∣t˜=t˜1
t˜=t˜0
− BDRS[u]∣∣
r=re
.
where the boundary terms are positive and satisfy
(2.8) BDRS[u]
∣∣
t˜=t˜i
≈ ‖∇u(t˜i)‖L2 , and BDRS[u]
∣∣
r=re
≈ ‖u‖2
H1(Σ+
[t˜0,t˜1]
)
.
The principal symbol of gS can be written
pS = −
(
1− 2M
r
)−1
(τ2 − τ2S), where τ2S =
(
1− 2M
r
)((
1− 2M
r
)
ξ2r +
1
r2
( 1
sin2 θ
Φ2 +Θ2
))
.
For later use, we record that Q[gS , X, q,m] near r = 3M is given by
Q[gS, X, q,m] = q
S,αβ∂αu ∂βu+ q
S,0u2,
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where
qS,0 = −gSq/2 ≥ c0 > 0,
and by (2.5) and (2.6) the coefficients are given by
qS := qS,αβξαξβ =
1
2
{
pS , b(r)(1− 3M
r
)ξr
}
+
(
q − qX
)
pS , where qX :=
1
2
div(X).
We also compute
qS := q − qX = −δ1 (r − 3M)
2
r4
− M(r − 3M)
r2(r − 2M) b(r).
The exact formulas for b andm are not important, but we emphasize the following two facts: the coefficient
of ∂r in XS vanishes on the trapped set r = 3M , and so does the expression qS . This observation was already
used in our previous paper [41], and we will prove that a similar phenomenon happens in Kerr.
A straightforward computation gives (see (4.32) in [61])
(2.9) r2qS = α2S(r)τ
2 + β2S(r)ξ
2 + q˜S(r)r
2pS .
In fact,
r2qS =
1
2
{
r2pS , b(r)(1− 3M
r
)ξr
}
+
(
q − qX + r−2b(r)(r − 3M)
)
r2pS .
Here
(2.10)
1
2
{
r2pS , b(r)(1− 3M
r
)ξr
}
= α2S(r)τ
2 + β2S(r)ξ
2,
where, near r = 3M ,
α2S(r) =
rb(r)(r − 3M)2
(r − 2M)2 , and β
2
S(r) =
3M
r2
b(r2 − 2Mr) +
(
1− 3M
r
)
(b′(r2 − 2Mr)− b(r −M)),
respectively
q˜S(r) = qS + r
−2b(r)(r − 3M) = −δ1 (r − 3M)
2
r4
+
(r − 3M)2
r2(r − 2M)b(r).
Let ν(r) be defined as
(2.11) (1 − ν)α2S = δ1
(r − 3M)2
r4
, 0 < ν(r) < 1.
We can rewrite (2.9) as the following sum of squares representation
r2qS = (1− ν)α2Sτ2 + να2Sτ2S + β2Sξ2r .
The expression above has the disadvantage that τS is not the symbol of a differential operator. We can
rectify this by writing the spherical Laplacian a sum of squares of differential symbols,
λ2 :=
1
sin2 θ
Φ2 +Θ2 = λ21 + λ
2
2 + λ
2
3,
where in Euclidean coordinates have
(2.12) {λ1, λ2, λ3} = {xiξj − xjξi, i 6= j}.
We can now write
(2.13) r2qS = (1− ν(r))α2S(r)τ2 + β2S(r)ξ2 +
r − 2M
r3
ν(r)α2S(r)
(
λ21 + λ
2
2 + λ
2
3 + (r
2 − 2rM)ξ2r
)
.
In the next section we describe a similar decomposition in the case of the Kerr metric that is a small
perturbation of the one above.
2.3. The Kerr case. Moving to the Kerr case, we perturb X and q microlocally near the trapped set.
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2.3.1. The generalized energy momentum tensor for operators. We will consider a pseudodifferential operator
of order 1, which is differential in t,
C∂t +X + S + q + E,
where S is a skew-adjoint and E is a self-adjoint operator of the form
(2.14) S = S1 + S0∂t, E = E0 + E−1∂t.
Here Sj, Ej ∈ aOPSj are real-valued, time-independent operators with kernels supported near r = 3M , and
moreover S1 and E−1 are self-adjoint, while S0 and E0 are skew-adjoint with respect to dxdt.
In order to ensure that there is no term with three time derivatives, we will also require that
(2.15) [gtt, S0] + g
ttE−1 + E−1g
tt = 0.
Then with dVg =
√|g|dxdt we have∫ t˜1
t˜0
∫
gu · (Su+Eu)dVg =
∫ t˜1
t˜0
∫
̂gu · (Su+Eu)dxdt.
where ̂g =
√
|g|g = ∂α(
√
|g| gαβ∂β) is also symmetric with respect to dxdt. Integrating by parts and
using that S is skew adjoint and E self adjoint we obtain modulo boundary terms
ℜ
∫ t˜1
t˜0
∫
̂gu · (Su+Eu)dxdt =
∫ t˜1
t˜0
∫
T̂gu · u dxdt +BDR
∣∣∣t=t˜1
t=t˜0
, where T̂g=
1
2
(
[̂g, S]+ ̂gE + E ̂g
)
.
We remark that this definition depends on a choice of coordinates. We will assume that for this definition
the Kerr metric is expressed in the rectangular coordinates corresponding to the spherical coordinates above,
in which case
√
|gK | = (ρ/r)2 = 1 +O(a).
2.3.2. The operators in the Kerr case. Let dVK = ρ
2drdtdω denote the Kerr induced measure, and S and E
be as in (2.14), (2.15). Integrating by parts we obtain
ℜ
∫
M[t˜0,t˜1]
gKu · (S + E)u dVK =
∫
M[t˜0,t˜1]
T̂Ku · udxdt+ BDRK1 [u, S,E]
∣∣t=t˜1
t=t˜0
,
We can write
T̂K =
1
2
([̂gK , S] + ̂gKE + E ̂gK) = Q2 + 2Q1Dt +Q0D2t ,
where Qj ∈ OPSj are selfadjoint pseudodifferential operators. Note that, due to (2.15), there is no D3t term
in Q.
Moreover, (2.14) and (2.15) imply that the boundary terms satisfy
(2.16)
∣∣BDRK1 [u, S,E]∣∣ . a(E[u](t˜0) + E[u](t˜1)).
Motivated by this, we define
IQ[gK , S, E] =
∫
M[t˜0,t˜1]
Q2u · u+ 2ℜQ1u ·Dtu+Q0Dtu ·Dtu dxdt.
Note that Q2 is a second order space operator with compact support, so one can integrate by parts to
express IQ[gK , S, E] as a quadratic form bounded by first order derivatives of u.
We have
IQ[gK , S, E] = −ℜ
∫
M[t˜0,t˜1]
(gKu)(S + E)u dVK + BDR
K
2 [u, S,E]
∣∣t=t˜1
t=t˜0
,
where BDRK2 [u, S,E] also satisfies (2.16).
We now define
IQ[gK , X, q,m, S,E] =
∫
M[t˜0,t˜1]
Q[gK , X, q,m]dVK + IQ[gK , S, E].
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We thus have
IQ[gK , X, q,m, S,E] =−
∫
M[t˜0,t˜1]
(gKu)(C∂t +X + S + q + E)u dVK
− BDRK[u]∣∣t=t˜1
t=t˜0
− BDRK[u]∣∣
r=re
.
The boundary terms satisfy
BDRK[u]
∣∣
t=t˜i
= BDRS[u]
∣∣
t=t˜i
+ BDRK2 [u, S,E]
∣∣
t=t˜i
,
and thus, due to (2.8) and (2.16) we have
BDRK[u]
∣∣
t=t˜i
≈ ‖∇u(t˜i)‖2L2 and BDRK[u]
∣∣
r=re
= BDRS[u]
∣∣
r=re
≈ ‖u‖2
H1(Σ+
[t˜0,t˜1]
)
.
The main result of [61] is that, for a suitable choice of S and E, one has
(2.17) IQ[gK , X, q,m, S,E] ≥ C‖u‖2LE1
K,w
[t˜0,t˜1]
− a‖Dtu‖2L2tH−1comp ,
where the last term on the right represents the H−1 norm of Dtu in a compact region in r (precisely, a
neighborhood of 3M), and
‖u‖2LE1
K,w
= ‖χ(Dt−τ2(D, x))χu‖2L2̺1+‖χ(Dt−τ1(D, x))χu‖
2
L2̺2
+‖r−1∂ru‖2L2+‖r−2u‖2L2+‖(1−χ2)r−1∇u‖2L2.
The estimate (2.17), combined with the elliptic estimate (see p. 38 of [61])
(2.18) ‖Dtu‖2H−1comp . ‖u‖
2
L2comp
+ ‖gKu‖2LEK∗ + E[u](t˜0) + E[u](t˜1),
immediately yield Theorem 2.1.
2.3.3. The Weyl calculus. Let Sm be the class of space symbols s(t, x, ξ) of order m depending on t that
satisfy |∂kt ∂αx ∂βξ s(t, x, ξ)|≤〈ξ〉m−|β|. The Weyl quantization is the pseudo differential operator of order m:
(swu)(t, x) =
1
(2π)3
∫ ∫
s(t, x+y2 , ξ)e
i(x−y)·ξ u(t, y) dy dξ.
We will work with symbols that are a priori defined only in a small neighborhood of the trapped set, and
which are applied to functions with support in Ips. In order to make sense of the Weyl quantization in this
case, we consider χ0 a cutoff that is identically 1 on Ips and supported in a slightly larger neighborhood,
and redefine
swu = (χ0s)
wu
We also consider space time symbols that are polynomials in τ=Dt with coefficients sk(t, x, ξ)∈Sk:
(2.19) s(t, x, τ, ξ) = sm(t, x, ξ) + sm−1(t, x, ξ)τ + · · ·+ sm−k(t, x, ξ)τk ∈ Sm,k= Sm+ τSm−1+ · · ·+ τkSm−k.
The Weyl quantization of a real symbol is self adjoint with respect to the complex inner product. In particular
the Weyl quantization of the symbol Xjξj is the operator X
jDj + (DjX
j)/2, where Dj = i
−1∂j , and the
Weyl quantization of the symbol ajkξjξk, with a
jk= akj, is the operator ajkDjDk+(Dja
jk)Dk+(DjDka
jk)/4,
see [62]. In order to make this true also for space time symbols Xαξα and a
αβξαξβ , with ξ0 = τ we define
sw = swm + s
w
m−1Dt + (Dts
w
m−1)/2 + s
w
m−2D
2
t + (Dts
w
m−2)Dt + (D
2
t s
w
m−2)/4 + . . . .
With this definition the Weyl quantization of
√
|g|gαβξαξβ is related the operator ̂gu = ∂α(
√
|g|gαβ∂βu) by
−(
√
|g|gαβξαξβ)
w
= ̂g + (∂α∂β(
√
|g|gαβ))/4.
If s is a symbol of order m and p a symbol of order n then the commutator [ pw, sw] = pw sw − sw pw is
an operator of order m+n− 1 which to principal order is given is 12i{p, s}w, the Poisson bracket (2.5) of the
symbols. Moreover [ pw, sw]− 12i{p, s}w is an operator of order m + n− 3. With the above definitions this
is also true for space time symbols of the form (2.19) and the space time Poisson bracket.
Finally, recall that the Poisson bracket is invariant under changes of coordinates in the sense that
{p, s}(y, η) = {p, s}(x(y), ξ(y, η)), if p(y, η) = p(x(y), ξ(y, η)), where ξα(y, η) = ηa∂ya/∂xα.
This will allow us to work in polar coordinates later on.
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2.3.4. The construction of the operators. Let us recall how the operators S and E were chosen. Consider
the symbol
s(r, τ, ξ,Φ) = ir−1b(r)
(
r − ra(Φ/τ)
)
ξr.
which coincides with the principal symbol for X when a = 0 and vanishes on the trapped set. Using (2.2),
one can compute the Poisson bracket (2.5)
1
i
{ρ2pK , s} =2r−1b(r)Ra(r, τ,Φ)∆−2(r − ra(Φ/τ))
+
[
2∆∂r
(
r−1b(r)
(
r − ra(Φ/τ)
))− 2(r −M)r−1b(r)(r − ra(Φ/τ))] ξ2r .
Since ra(τ,Φ) is the unique zero of R(r, τ,Φ) near r = 3M and is close to 3M , it follows that we can write
(2.20)
1
2i
{ρ2pK , s} = α2(r, τ,Φ)
(
r − ra(Φ/τ)
)2
τ2 + β2(r, τ,Φ)ξ2r ,
where α, β ∈ S0hom are positive symbols.
The drawback of this computation is that s is not a polynomial in τ , and thus we cannot integrate by
parts in time. Instead, we write s as a linear function of τ plus a smooth function of τ times (τ − τ˜1)(τ − τ˜2):
(2.21)
1
i
s = b(r)(1− 3M
r
)ξr + s˜1(r, ξr , θ,Θ,Φ) + s˜0(r, ξ, θ,Θ,Φ)τ + ah(τ, r, ξ, θ,Θ,Φ)pK ,
with s˜1 ∈ aS1hom, s˜0 ∈ aS0hom, and h a homogeneous symbol of spacetime.
We now define and s˜K by
1
i
s˜K = b(r)(1− 3M
r
)ξr + s˜1 + s˜0τ.
Then 12i{ρ2pK , s˜K} is a polynomial of degree 3 in τ which coincides with (2.20) when τ = τ˜1 or τ = τ˜2, since
{ρ2pK , hpK} is a multiple of pK . It follows that there are γ˜0, γ˜1, γ˜2 ∈ S0hom, γ˜−1 ∈ aS−1hom such that
(2.22)
1
2i
{ρ2pK , s˜K} = γ˜2(τ − τ˜1)2 + γ˜1(τ − τ˜2)2 +
(
γ˜0 + γ˜−1τ
)
(τ − τ˜1)(τ − τ˜2).
Using that this has to agree with (2.20) when τ = τ˜i we get that
γ˜i =
α2i
4
+
β2i ξ
2
r
(τ˜1 − τ˜2)2 ,
where
αi =
2|τ˜i|
τ˜1 − τ˜2α(r, τ˜i,Φ)
(
r − ra(Φ/τ˜i)
) ∈ S0hom, βi = β(r, τ˜i,Φ).
Moreover, since (2.22) has to agree with (2.10) up to terms of size a we can determine γ˜0 and γ˜−1 modulo
terms of size a by equating powers of τ2 respectively τ3 which gives:
1
2
{ρ2pK , s˜K} = γ˜2(τ − τ˜1)2 + γ˜1(τ − τ˜2)2 +
(
αS(r)
2 − γ˜2 − γ˜1
)
(τ − τ˜1)(τ − τ˜2) +
(
e0+ e−1τ
)
(τ − τ˜1)(τ − τ˜2),
where e = e0 + e−1τ ∈ a(S0hom + τS−1hom). We would like to show that {ρ2pK , s˜K}/2 + q˜SpK is a sum of
squares plus a small multiple of pK of size a. This follows from rewriting
α22(τ − τ˜1)2 + α21(τ − τ˜2)2 = ν
(
α1(τ − τ˜2)− α2(τ − τ˜1)
)2
+ (1 − ν)(α1(τ − τ˜2) + α2(τ − τ˜1))2
− 2(1− 2ν)α1α2(τ − τ˜1)(τ − τ˜2),
and comparing with (2.13). One can now prove the following, which is essentially Lemma 4.3 in [61]:
Lemma 2.3. With notation as above there is an e˜ ∈ a(S0hom + τS−1hom) so that, if we define e˜K = qS + e˜
then close to the trapped set we have
(2.23) ρ2(
1
2i
{pK , s˜K}+ pK e˜K) =
8∑
j=1
µ2j ,
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where (recall (2.11) for the definition of ν and (2.12) for the definition of λi):
µ21 =
1− ν
4
(
α1(τ − τ˜2) + α2(τ − τ˜1)
)2
, µ22 =
1
2
(β21 + β
2
2 − Ca)ξ2r ,
µ23,4,5 =
λ21,2,3
λ2 + (r2 − 2rM)ξ2r
r − 2M
r3
ν
4
(α1(τ − τ˜2)− α2(τ − τ˜1))2,
µ26 =
(r2 − 2rM)ξ2r
λ2 + (r2 − 2rM)ξ2r
ν
4
(α1(τ − τ˜2)− α2(τ − τ˜1))2,
µ27 =
(Ca− β22 + β21)(τ − τ˜2)2
2(τ˜1 − τ˜2)2 ξ
2
r , µ
2
8 =
(Ca− β21 + β22)(τ − τ˜1)2
2(τ˜1 − τ˜2)2 ξ
2
r ,
and C is a constant so that all three terms in the last line are nonnegative.
We remark that when a = 0 we have that α1 = α2 = αS and β1 = β2 = βS , so (2.23) is identical to (2.13).
Moreover, µj are symbols of differential operators for a = 0.
In order to use the classical pseudodifferential calculus, we need to remove the singularity at zero frequency.
Let χ>1(x) be a smooth cutoff that equals 1 when x ≥ 1 and 0 when x≪ 1 and define
si = χ>1(|ξ|)2s˜i, ei = χ>1(|ξ|)2e˜i, τi := χ>1(|ξ|)τ˜i,
sK = b(r)(1− 3M
r
)ξr + s1 + s0τ, eK = qS + e0 + e−1τ.
The errors we make are smoothing and small, O(a), so they can be easily dealt with.
The operator S is now defined as
S = iS1 + S0∂t, Sj = χs
w
j χ.
The operator E is defined similarly, with the extra twist that (2.15) is satisfied. We first note that, by
the Weyl calculus,
[gttK , S0] + g
tt
Ke
w
−1 + e
w
−1g
tt
K ∈ OPS−3,
since its principal part must be 0 by Lemma 2.3.
We can now define
E = E0 +
1
i
E−1∂t, E0 = χe
w
0 χ, E−1 = e
w
−1 − ewaux,
where the operator ewaux is chosen so that
gttewaux + e
w
auxg
tt = [gttK , S0] + g
tt
Ke
w
−1 + e
w
−1g
tt
K .
This is possible since the coefficient gttK of τ
2 in pK is a scalar function which is nonzero near r = 3M .
(In fact, if K(x, y) is the kernel of the operator on the right hand side then the operator ewaux with kernel
K(x, y)/(gtt(x) + gtt(y)) solves the equation.) Also as defined ewaux ∈ OPS−3 (so the principal symbol
calculation does not change), and has kernel supported near r = 3M .
For the convenience of the reader, we also give the proof of (2.17). We first note that, away from the
trapped set, we can estimate
(2.24)
∫
M[t˜0,t˜1]
(1− χ2)Q[gK , X, q,m]dVK &
∫
M[t˜0,t˜1]
(1− χ2)(r−2|∂u|2 + r−4|u|2) dVK .
For simplicity, for any operator S =
∑2
j=0 Sm+2−jD
j
t ∈ Sm,2 we will define the integrated bilinear form
IQ[S, u] =
∫
M[t˜0,t˜1]
Sm+2u · u+ 2ℜSm+1uDtu · u+ SmDtu ·DtudVK
We now write for the microlocal part
IQ[gK , S, E] = IQ
K
princ[gK , S, E] + IQ
K
aux[gK , S, E],
where the main component is given by
IQKprinc[gK , S, E] = IQ[χ(
1
2i
{pK , s}+ pKe)
w
χ, u]
The remainder can be controlled by a small constant times norms we control in the Schwarzschild case,
and the energy away from the trapped set:
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Lemma 2.4.
|IQKaux[gK , S, E]| . a(‖r−2u‖2L2[t˜0,t˜1]L2 + ‖Dtu‖
2
L2[t˜0,t˜1]H
−1
comp
+ ‖χ1∂u‖2L2[t˜0,t˜1]L2).
where χ1 is a cutoff that is identically 1 on the support of χ
′
Proof. We have that
χ(
1
2i
{pK , s}+ pKe)
w
χ− (1
i
χs{pK , χ})
w ∈ aOPS0,2.
Since∣∣∣∫
M[t˜0,t˜1]
OPS−2Dtu ·DtudVK
∣∣∣ . ‖OPS−2Dtu‖L2[t˜0,t˜1]H1comp‖Dtu‖L2[t˜0,t˜1]H−1comp . ‖Dtu‖2L2[t˜0,t˜1]H−1comp
we obtain
|IQKaux[gK , S, E]| .
∣∣IQ[(1
i
χs{pK , χ})
w
, u
]∣∣+ a(‖u‖2L2[t˜0,t˜1]L2comp + ‖Dtu‖2H−1comp)
Moreover after factorizing the symbol and integrating by parts in space we easily obtain∣∣IQ[(1
i
χs{pK , χ})
w
, u
]∣∣ . a(‖χ1∂u‖2L2L2[t˜0,t˜1] + ‖u‖2L2[t˜0,t˜1]L2comp + ‖Dtu‖2L2[t˜0,t˜1]H−1comp
)
which finishes the proof of the lemma. 
We now define
Mk = χµk(0)(x,D) + ν
w
k χ, νk := χ>1(|ξ|) (µk(a)− µk(0)) ∈ aS1,1
Note that, since χ appears in different places in the expression LHS(2.25), we need to also carefully define
Mk with the cutoff in different places, otherwise the lower order errors could be large. We also defined the
operators so that they equal to their counterparts in Schwarzschild when a = 0.
We first prove the following:
Lemma 2.5. We have
(2.25)
∫
M[t˜0,t˜1]
χ2Q[gK , X, q,m]dVK + IQ
K
princ[gK , S, E]≥
∫
M[t˜0,t˜1]
∑
j |Mju|2+ qK,0χ2u2dVK
−O(a)
(
‖χ1∂u‖2L2L2[t˜0,t˜1] + ‖u‖
2
L2[t˜0,t˜1]L2comp
+ ‖Dtu‖2L2[t˜0,t˜1]H−1comp
)
.
Proof. Note that for X and q we have near the trapped set
Q[gK , X, q,m] = q
αβ
K ∂αu ∂βu+ q
K,0u2,
where
qK,αβηαηβ =
1
2i
{pK , X}+ q pK , qK,0 = −1
2
gKq > 0.
We now write
χ2qαβK ∂αu ∂βu =
∑
j
|χµj(0)(x,D)u|2 + χ2(qαβK − qαβS )∂αu ∂βu.
Since qαβK − qαβS = O(a) we obtain∫
M[t˜0,t˜1]
(qαβK − qαβS )∂αu ∂βu dVK −ℜ IQ
[
χ
(
1
2i
{pK − pS , X}+ (pK − pS)q
)w
χ, u
]
. a
(
‖u‖2L2[t˜0,t˜1]L2comp + ‖Dtu‖
2
L2[t˜0,t˜1]H
−1
comp
)
.
On the other hand, since
µj(a)
2 − (µj(0) + νj)2 ∈ aS1,1
we have by Lemma 2.3
1
2i
{pK , s}+ pKe =
∑
j
(µj(0)+ νj)
2 − 1
2i
{pK , X}− pKq =
∑
j
ν2j +2νjµj(0)−
1
2i
{pK − pS , X}− (pK − pS)q
modulo a term in aS1,1.
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We thus obtain
LHS(2.25)≥
∫
M[t˜0,t˜1]
∑
j |χµj(0)(x,D)u|2+ qK,0χ2u2dVK + IQ[χ(ν2j + 2νjµj(0))wχ, u]
−O(a)
(
‖u‖2L2[t˜0,t˜1]L2comp + ‖Dtu‖
2
L2[t˜0,t˜1]H
−1
comp
)
.
By the Weyl calculus we have
IQ[χ
(
ν2j + 2νjµj(0)
)w
χ, u]− IQ[χ ((νwj )2 + 2νwj µwj (0))χ, u]
. a
(
‖u‖2L2[t˜0,t˜1]L2comp + ‖Dtu‖
2
L2[t˜0,t˜1]H
−1
comp
)
Since µj(0) is a differential operator of first order, we have that µj(0)(x,D) − µwj (0) is skew-adjoint, which
implies
ℜ IQ[χνwj µwj (0)χ, u] = ℜ IQ[χνwj µj(0)(x,D)χ, u]
and thus
IQ[χ
(
(νwj )
2 + 2νwj µ
w
j (0)
)
χ, u] =
∫
M[t˜0,t˜1]
|χνwj χu|2 + 2ℜ
(
µj(0)(x,D)χu · νwj χu
)
dVK
On the other hand we compute∫
M[t˜0,t˜1]
|Mju|2dVK =
∫
M[t˜0,t˜1]
χ2|µj(0)(x,D)u|2 + 2ℜ
(
χµj(0)(x,D)u · νwj χu
)
+ |χνwj χu|2dVK
=
∫
M[t˜0,t˜1]
χ2|µj(0)(x,D)u|2 + 2ℜ
(
µj(0)(x,D)χu · νwj χu
)
+ |χνwj χu|2 − 2ℜ
(
[µj(0)(x,D), χ]u · νwj χu
)
dVK
Since νj ∈ a(S1 + τS0),
‖νwj χχ1u‖2L2 . a2‖∂≤1t,xχχ1u‖2L2 . ‖χ1∂t,xu‖2L2 + ‖χu‖2L2
Finally, since χ1 = 1 on the support of χ
′,∫
M[t˜0,t˜1]
∣∣[µj(0)(x,D), χ]u · νwj χu∣∣ dVK . a(‖νwj χχ1u‖2L2[t˜0,t˜1]L2 + ‖χ′u‖2L2[t˜0,t˜1]L2) . ‖χ1∂≤1u‖2L2[t˜0,t˜1]L2

In order to absorb the errors created when the derivative falls on the cutoff, we show
Lemma 2.6. We have∫
M[t˜0,t˜1]
(1−χ2)Q[gK , X, q,m]+
∑
j |Mju|2dVK & ‖χ1∂u‖2L2[t˜0,t˜1]L2−
(
‖u‖2L2[t˜0,t˜1]L2comp + ‖Dtu‖
2
L2[t˜0,t˜1]H
−1
comp
)
Proof. We can express the symbol of any derivative in I ′ as a linear combination
ξα =
∑
k
γ0kµk
where γ0k are symbols of order 0. We can thus write
χ1χDα =
∑
k
γ0k(D, x)χ1Mku+ (R0 +R−1Dt)
where Rj ∈ OPSj with compactly supported kernel. This implies
‖χ1χ∂αu‖2L2[t˜0,t˜1]L2 .
∑
k
‖γ0k(D, x)χ1Mku‖2L2[t˜0,t˜1]L2 +
(
‖u‖2L2[t˜0,t˜1]L2comp + ‖Dtu‖
2
L2[t˜0,t˜1]H
−1
comp
)
.
∑
k
‖Mku‖2L2[t˜0,t˜1]L2 +
(
‖u‖2L2[t˜0,t˜1]L2comp + ‖Dtu‖
2
L2[t˜0,t˜1]H
−1
comp
)
We also have ∫
M[t˜0,t˜1]
(1− χ2)χ21|∂αu|2dVK .
∫
M[t˜0,t˜1]
(1− χ2)Q[gK , X, q,m]dVK
22 HANS LINDBLAD AND MIHAI TOHANEANU
The conclusion follows by adding the last two inequalities. 
We now prove that, on any fixed time slice:
Lemma 2.7. We have∑
k
‖χMku‖2L2 & ‖̺1(D, x)χ(Dt − τ2(D, x))χu‖2L2 + ‖̺2(D, x)χ(Dt − τ1(D, x))χu‖2L2
+ ‖χDru‖2L2 − ‖u‖2L2comp − ‖Dtu‖
2
H−1comp
.
(2.26)
Proof. To prove (2.26), we notice that, by Lemma 2.3, the symbols ̺1(τ − τ2), ̺2(τ − τ1) and ξr can be
recovered in an elliptic fashion from the principal symbols µk of Mk. We can thus write
˜̺1(x, ξ)(τ − τ˜2(x, ξ)) = ∑
k=1,3,4,5
γ˜1k(x, ξ)
(
µ1k(x, ξ) + µ
0
k(x, ξ)τ
)
,
where γ˜i1(x, ξ) are homogeneous symbols of order 0. It follows from the composition formula for pseudo
differential operators that
̺1(D, x)χ
(
Dt− τ2(D, x)
)
χ =
∑
k=1,3,4,5
γk1 (D, x)χMk + (R0 +R−1Dt),
where γk1 ∈ S0 and Rj ∈ OPSj with compactly supported kernels. Since γi1(D, x) map L2 to L2 and Rj
map L2 to H−j we obtain
‖̺1(D, x)χ
(
Dt− τ2(D, x)
)
χu‖2L2 .
∑
k=1,3,4,5
‖χMku‖2L2 + ‖χu‖2L2 + ‖Dtχu‖2H−1 ,
which bounds the first term on the RHS of (2.26). The next two terms are bounded in a similar manner. 
Multiplying (2.26) by a small (but a-independent) constant c ≪ inf qK,0, integrating in time and using
(2.25) yields
∫
M[t˜0,t˜1]
χ2Q[gK , X, q,m]dVK + IQ
K
princ[gK , S, E]
≥ C1
(
‖̺1(D, x)χ(Dt − τ2(D, x))χu‖2L2[t˜0,t˜1]L2 + ‖̺2(D, x)χ(Dt − τ1(D, x))χu‖
2
L2[t˜0,t˜1]L2
+ ‖χDru‖2L2[t˜0,t˜1]L2
)
− c‖Dtu‖2H−1comp
(2.27)
(2.17) follows after adding (2.24) and (2.27). One can now use cutoffs to improve the weights at infinity
to the optimal ones, see for instance [42]. Finally, using Lemma 2.6 we can control ‖χ1∂u‖L2[t˜0,t˜1]L2 , and
thus also ‖χ˜0∂u‖L2[t˜0,t˜1]L2 . This concludes the proof of Theorem 2.1.
2.4. Vanishing of symbols on the trapped set. The rest of the section will be devoted to proving that
the symbols sK and eK from Lemma 2.3 have certain vanishing property on the trapped set. This is essential
for the results in the next section, as it allows us to prove local energy estimates for metrics that decay slower
than t−1 near the trapped set to the Kerr metric.
The main result of the section is the following lemma:
Lemma 2.8. There exist symbols sℓi , s
ℓ
ij ∈ Sℓ and smoothing symbols ri ∈ S−∞ + τS−∞ so that
sK = s
0
1̺1(τ − τ2) + s02̺2(τ − τ1) + s03ξr + r1,(2.28)
∂xksK = s
0
1k̺1(τ − τ2) + s02k̺2(τ − τ1) + (s03k + s−14k τ)ξr + r2,
∂ξksK = s
−1
1k ̺1(τ − τ2) + s−12k ̺2(τ − τ1) + (s−13k + s−24k τ)ξr + r3.
Moreover, there are symbols eℓi ∈ Sℓ and ri ∈ S−∞ + τS−∞ so that
eK = e
−1
1 ̺1(τ − τ2) + e−12 ̺2(τ − τ1) + (e−13 + e−24 τ)ξr + r.
We remark that, since sK and eK were defined implicitly, this is not at all obvious.
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Proof. It is enough to prove the corresponding decomposition for the homogeneous counterparts s˜K and e˜K ,
since the errors we make are supported at small frequencies and thus are smoothing.
We start by proving (2.28), which is easier, since s˜K can be computed explicitly without much effort.
Indeed, let τ = τ˜1 and τ = τ˜2 in (2.21). We are left with solving the system
r−1b(r)˜̺iξr = r−1b(r)(r − 3M)ξr + (s˜1 + s˜0τ˜i), i = 1, 2,
which has the solutions
s˜0 = r
−1b(r)ξr
˜̺1 − ˜̺2
τ˜1 − τ˜2 , s˜1 = r
−1b(r)ξr
(˜̺1 − (r − 3M)− (˜̺1 − ˜̺2)τ˜1
τ˜1 − τ˜2
)
.
Thus
s˜K = r
−1b(r)(r − 3M)ξr + s˜1 + s˜0τ = r−1b(r)ξr ˜̺1(τ − τ˜2)− ˜̺2(τ − τ˜1)
τ˜1 − τ˜2
which immediately yields (2.28).
Unfortunately it seems difficult to compute e˜K explicitly; instead, we will use the decomposition in
Lemma 2.3. Recall that we have
(2.29)
1
2i
{pK , s˜K}+ pK e˜K = ν
4
(
α1(τ − τ˜2) + α2(τ − τ˜1)
)2
+
1− ν
4
(
α1(τ − τ˜2)− α2(τ − τ˜1)
)2
+Aξ2r ,
where
0 < ν(r) < 1,
is a smooth function,
αi = γ˜i ˜̺i, γ˜i = 2|τ˜i|
τ˜1 − τ˜2α(r, τ˜i,Φ),
are elliptic multiples of ˜̺i, and A ∈ S0hom + τS−1hom + τ2S−2hom.
The conclusion will follow if we can find d1 and d2 so that
(2.30) e˜K = d1 ˜̺1(τ − τ˜2) + d2 ˜̺2(τ − τ˜1)
when ξr = 0. Indeed, by Taylor’s formula we can now write
e˜K = e˜K |ξr=0 + d˜ξr,
for some d˜ ∈ S−1hom + aτS−2hom.
In order to prove (2.30), we will let ξr = 0 in (2.29), and assume until the end of the proof that all
functions are evaluated at ξr = 0. We obtain
(2.31) (∂rpK)
( ˜̺1(τ − τ˜2)
τ˜1 − τ˜2 +
˜̺2(τ − τ˜1)
τ˜2 − τ˜1
)
+pK e˜K =
1
4
(
α21(τ−τ˜2)2+α22(τ−τ˜1)2
)
+
2ν − 1
2
α1α2(τ−τ˜1)(τ−τ˜2).
Since pK = g
tt
K(τ − τ˜1)(τ − τ˜2) we have that
∂rpK = (∂rg
tt
K)(τ − τ˜1)(τ − τ˜2)− gttK(∂r τ˜1)(τ − τ˜2)− gttK(∂r τ˜2)(τ − τ˜1).
Thus letting τ = τ˜1 and τ = τ˜2 respectively in (2.31) we obtain
(2.32) −gttK∂r τ˜1 =
1
4
˜̺1γ˜21(τ˜1 − τ˜2), −gttK∂r τ˜2 = 14 ˜̺2γ˜22(τ˜2 − τ˜1),
and so
∂rpK = (∂rg
tt
K)(τ − τ˜1)(τ − τ˜2) +
1
4
˜̺1γ˜21(τ − τ˜2)(τ˜1 − τ˜2) + 14 ˜̺2γ˜22(τ − τ˜1)(τ˜2 − τ˜1).
Write e˜K = e1(τ − τ˜1) + e2(τ − τ˜2). Replacing in (2.31), using (2.32) to cancel the square terms, and
dividing by (τ − τ˜1)(τ − τ˜2) yields
(∂rg
tt
K)
( ˜̺1(τ − τ˜2)
τ˜1 − τ˜2 +
˜̺2(τ − τ˜1)
τ˜2 − τ˜1
)
− 1
4
˜̺1 ˜̺2(γ˜21 + γ˜22) + gttK(e1(τ − τ˜1) + e2(τ − τ˜2)) = 2ν − 12 α1α2.
We can now solve explicitly for e1 and e2. We obtain
e1 =
1
gttK(τ˜2 − τ˜1)
[
2ν − 1
2
γ˜1γ˜2 ˜̺1 ˜̺2 + 1
4
˜̺1 ˜̺2(γ˜21 + γ˜22)− (∂rgttK)˜̺2] := d1 ˜̺2,
e2 =
1
gttK(τ˜1 − τ˜2)
[
2ν − 1
2
γ˜1γ˜2 ˜̺1 ˜̺2 + 1
4
˜̺1 ˜̺2(γ˜21 + γ˜22)− (∂rgttK)˜̺1] := d2 ˜̺1,
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which proves (2.30).

2.5. The operator quadratic form. Let P = Dα(g
αβDβ) be symmetric with respect to dxdt. If X and
q are a vector field and scalar function, we can define in analogy to (2.7)
(2.33) Q[P,X, q] =
(−X(gαβ) + gαγ∂γXβ + gβγ∂γXα − gαβ∂γXγ + gαβq) ∂αu∂βu− 1
2
(∂αg
αβ∂βq)u
2.
Assume now that S is a skew-adjoint and E is a self-adjoint operator of the form
S = S1 + S0∂t, E = E0 + E−1∂t.
Here Sj, Ej ∈ aOPSj are real-valued, time-independent operators with kernels supported near r = 3M , and
moreover S1 and E−1 are self-adjoint, while S0 and E0 are skew-adjoint with respect to dxdt. We will also
require that
(2.34) [gtt, S0] + g
ttE−1 + E−1g
tt = 0.
Then modulo boundary terms∫ t˜1
t˜0
∫
Pu · (Su+ Eu)dxdt =
∫ t˜1
t˜0
∫
1
2
(
[P, S] + PE + E P
)
u · u dxdt+BDR
∣∣∣t˜1
t˜0
.
where due to (2.34) there is no term containing two time derivatives on the boundary. In particular, we have
(2.35)
∣∣∣BDRt˜i ∣∣∣ . E[u](t˜i).
The spacetime term can be written as
1
2
([P, S] + PE + EP) = P2 + 2P1Dt + P0D2t ,
where Qj ∈ OPSj are selfadjoint pseudodifferential operators. Note that, due to (2.34), there is no D3t term.
When it comes to estimating, it will be more convenient to rewrite the space-time term as a quadratic
form. We define
Q̂[P, S,E]= ℜ
(
gαβ[Dβ , S]u ·Dαu+ 1
2
[gαβ , S]Dβu ·Dαu+ 1
2
gαβEDβu ·Dαu+ 1
2
gαβDβu ·DαEu
)
.
It is easy to see that∫ t˜1
t˜0
∫
1
2
(
[P, S] + PE + E P
)
u · u dxdt = −
∫ t˜1
t˜0
∫
Q̂[g, S, E] dxdt+BDR
∣∣∣t˜1
t˜0
,
where the boundary terms again satisfy (2.35). Moreover, our definition agrees with the definition ofQ[g,X, q]
from the previous section.
Indeed, let P = ̂g = ∂α(
√|g|gαβ∂β), and X = Xα∂α. We write
X = SX + EX , X = X
α∂α, where SX = X + q̂X , EX = −q̂X , q̂X = ∂αXα/2,
in order that SX be skew symmetric with respect to dxdt. Then
2Q̂[̂g, SX , EX ] = 2
√
gℜ(gαβ[∂α, X ]u · ∂βu−
(
gαβ(q̂XDαu) · ∂βu
)−X(√ggαβ)∂αu · ∂βu)
=
√
gℜ(
(− LXgαβ − divX gαβ)∂αu · ∂βu) = 2√g Q[g,X ].
Moreover, with the previous notation
Q̂[g, SX , EX + q] =
√
g Q[g,X, q].
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2.5.1. How to deal with 3 time derivatives. Finally, consider the operator P with the additional assumption
that g00 = 0. In this case, (2.15) is automatically satisfied. It will be convenient in this case to define the
quadratic form so that there are no D2t terms appearing. We can define
(2.36) IQ[P, S,E] =
∫
M[t˜0,t˜1]
Q˜[P, S] + Q˜[P,E]dxdt˜,
where
(2.37) Q˜[P, S] = ℜ
(
gαβ[Dβ , S]u ·Dαu+ 1
2
[gjβ , S]Dju ·Dβu
)
,
(2.38) Q˜[P,E]= ℜ
(
gαjDαu ·DjEu+ g0jD0u ·DjEu+ ((D0g0j)Dju− (Djg0j)D0u) · Eu
)
.
Again we have ∫ t˜1
t˜0
∫
Pu · (Su+ Eu) dxdt = IQ[P, S,E] + BDR
∣∣∣t˜1
t˜0
,
where, under the additional assumption that |g| . ǫ, we have∣∣∣BDRt˜i ∣∣∣ . ǫE[u](t˜i).
3. Norm estimates for the pseudodifferential operators and commutators
In this section we provide the estimates that we will use in our main result. For a thorough treatment of
symbols with low regularity, we refer the interested reader to [63].
3.1. Estimates for operators with low regularity symbols. We start with the following useful bound:
Lemma 3.1. Let M be an operator with kernel
K(x, y) =
∫
m(x, y)R(x, y, ξ)ei(x−y)ξdξ.
Here R is of order 0, smooth, and compactly supported in I × I
m(x, y) = m1(x) +m2(x, y),
so that
‖m‖δ := ‖m1‖L∞ + sup
x 6=y
|m2(x, y)|
|x− y|δ <∞,
for some (small) δ > 0 on the support of R. Then M : L2(I)→ L2(I), and
(3.1) ‖M‖L2→L2 ≤ CR||m||δ.
Moreover, if also
‖∂xm1‖L∞ + ‖∂xm2‖δ <∞,
then M : H−1(I)→ H−1(I), and
(3.2) ‖M‖H−1→H−1 ≤ CR(||m||δ + ||∂xm||δ).
Here the constant CR only depends on a few derivatives of R, but does not depend on m.
Proof. We define
Kj(x, y) =
∫
mj(x, y)R(x, y, ξ)e
i(x−y)ξdξ, Mju(x) =
∫
Kj(x, y)u(y)dy, j = 1, 2.
We clearly have
M1u(x) = m1(x)
∫
R(x, y, ξ)ei(x−y)ξu(y)dydξ := m1(x)Q0, Q0 : L
2 → L2,
and thus
‖M1‖L2→L2 . ‖m1‖L∞ .
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Moreover, by duality
‖M1u‖H−1(I) = sup
‖v‖H1(I)=1
〈m1Q0u, v〉 . ‖u‖H−1 sup
‖v‖H1(I)=1
‖Q∗0(m1v)‖H1(I) . (‖m1‖L∞ + ‖∂xm1‖L∞) ‖u‖H−1 .
We now estimateM2. Pick i so |xi−yi| > |x−y|/4, say. Integrating by parts (in the sense of distributions)
we get
K2(x, y) =
∫
m2(x, y)R(x, y, ξ)(xi− yi)−NDNξiei(x−y)ξdξ =
∫
m2(x, y)
(
DNξiR(x, y, ξ)
)
(xi− yi)−Nei(x−y)ξdξ,
and since |DαξR(x, y, ξ)| ≤ Cα〈ξ〉−|α| we have for any N ≥ 0
|K2(x, y)| ≤ CR
∫ |m(x, y)| dξ
(1 + 〈ξ〉|x− y|)N .
If N = n+ 1, where n is the dimension we obtain if we make the change of variables y → z = 〈ξ〉(x − y):∫
|K2(x, y)|dy ≤ CR||m||δ
∫ ∫ |x− y|δ dydξ
(1 + 〈ξ〉|x− y|)n+1 = CR||m||δ
∫ ∫ |z|δ dzdξ
(1 + |z|)n+1〈ξ〉n+δ ≤ CR||m||δ.
A similar result follows for
∫ |K2(x, y)|dx. (3.1) now follows by Schur’s lemma.
To prove (3.2) we again use duality. We have
‖M2u‖H−1 = sup
‖v‖H1=1
〈M2u, v〉 . sup
‖v‖H1=1
‖u‖H−1‖M∗2 v‖H1 .
We now compute
DjM
∗
2 v(x) =
∫∫
Dxj
(
m2(y, x)R(y, x, ξ)ei(x−y)ξ
)
dξv(y)dy
=
∫∫ (
Dxj(m2(y, x)R(y, x, ξ))ei(x−y)ξ
)
dξv(y)dy +
∫∫ (
(m2(y, x)R(y, x, ξ))ei(x−y)ξ
)
dξDyjv(y)dy,
and thus (3.2) follows using (3.1). 
In our subsequent proof, m(x, y) will contain all the dependence on h, and R will come from the smooth
symbol used in [61] for the Kerr metric.
A quick corollary, which we will use in Section 5, is the following:
Corollary 3.2. If Q = χqwχ with q(x) = q1(x) + τq0(x) ∈ S1 + τS0 and v ∈ C1,δ, then
‖[v,Q]u‖L2 . ‖v‖C1,δ(‖u‖L2cpt + ‖Dtu‖H−1cpt).
Proof. We write
Q = Q1 +Q0Dt, Qi = χq
w
i χ.
The kernel of [v,Q1] is
K1(x, y) =
∫
(v(x) − v(y))ei(x−y)ξR1(x, y, ξ), R1(x, y, ξ) = χ(x)χ(y)q1(x+ y
2
, ξ).
By Taylor’s theorem, we can write
v(x) − v(y) =
∑
k
(xk − yk)
∫ 1
0
(∂kv)(x + (1− s)y)ds,
and thus after integrating by parts
K1(x, y) =
∫ ∑
k
(
∫ 1
0
(Dkv)(x + (1− s)y)ds)ei(x−y)ξDξkR1(x, y, ξ).
By Lemma 3.1 we obtain, with
m(x, y) = (Dkv)(x) +
∫ 1
0
(Dkv)(x + (1− s)y)− (Dkv)(x)ds, R = DξkR1,
that
‖[v,Q1]u‖L2 . ‖v‖C1,δ‖u‖L2cpt.
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A similar argument yields that
‖[v,Q0]u‖L2 . ‖v‖C1,δ‖u‖H−1cpt,
which yields
‖[v,Q0Dt]u‖L2 . ‖(Dtv)Q0u)‖L2 + ‖[v,Q0]Dtu‖L2 . ‖v‖C1,δ(‖u‖L2cpt + ‖Dtu‖H−1cpt).

The next lemma will be used to prove the main commutator estimate, Proposition 3.6.
Lemma 3.3. Let sℓ(x, y, ξ) be a symbol of order ℓ, where ℓ = 0, 1, that is compactly supported in x and y
in a region I × I. Suppose that rℓ(x, y) is a functions that vanish to order 3 at the diagonal: for |µ| ≤ 1 and
|ν| ≤ 1,
DµxD
ν
yrℓ(x, y) =
∑
|γ|=2+ℓ−|µ|−|ν|
(x− y)γr µνγℓ (x, y),
where r µνγℓ satisfy:
(3.3) |∂≤1−ℓx (r µνγℓ (x, y)− r µνγℓ (x, x))| . Cδ|x− y|δ, and |∂≤1−ℓx r µνγℓ (x, x)| . C0.
for all x, y ∈ I.
Then the bilinear forms
Bj [u, v] =
∫∫∫
rℓ(x, y)sℓ(x, y, ξ)e
i(x−y)ξDyju(y)v(x) dξdy dx,
satisfy the estimate
(3.4) |Bj [u, v]| . (Cδ + C0)‖u‖Hℓ−1(I)‖v‖H−1(I).
Proof. Integrating by parts in y we get∫∫∫
rℓ(x, y)sℓ(x, y, ξ)e
i(x−y)ξDyju(y)v(x) dξdy dx
=
∫∫∫
Dyj(rℓ(x, y)sℓ(x, y, ξ)ei(x−y)ξ)u(y)v(x) dξdy dx . ‖Rju‖H1(I)‖v‖H−1(I),
where
Rju(x) =
∫∫
Dyj(rℓ(x, y)sℓ(x, y, ξ)ei(x−y)ξ)u(y)dξ dy.
We will now show that
(3.5) ‖Rju‖H1(I) . (Cδ + C0)‖u‖Hℓ−1(I),
which finishes the proof. Indeed, let k = ~ek and j = ~ej. We write
DxkRju(x) =
∫∫∫
DxkDyj(rℓ(x, y)sℓ(x, y, ξ)ei(x−y)ξ)u(y)dξdy
=
∑
γ1+γ2+γ3=(j,k)
cγ1γ2γ3
∫∫∫
rγ1ℓ (x, y) s
γ2
ℓ (x, y, ξ) ξ
γ3ei(x−y)ξu(y) dξdy,
where rγ1ℓ (x, y) = D
γ1
x,yrℓ(x, y) and s
γ2
ℓ (x, y, ξ) = D
γ2
x,ysℓ(x, y, ξ). We now write
rγ1ℓ (x, y) =
∑
|γ|=2+ℓ−|γ1|
(x− y)γrγ1γℓ(x, y).
Also (x− y)γei(x−y)ξ = ∂γξ so integrating by parts in ξ we can write the RHS as∑
γ1+γ2+γ3=(j,k)
cγ1γ2γ3
∑
|γ|=2+ℓ−|γ1|
∫∫∫
rγ1γℓ(x, y)s
γγ2γ3
ℓ (x, y, ξ)e
i(x−y)ξu(y)v(x) dξdy dx.
Here sγγ2γ3ℓ (x, y, ξ) = ∂
γ
ξ (s
γ2
ℓ (x, y, ξ)ξ
γ3) are symbols of order ℓ+ |γ3| − |γ| = |γ3|+ |γ1| − 2 ≤ 0.
Due to (3.3) we have
‖∂≤1−ℓx rγ1γℓ(x, x)‖L∞ . C0,
28 HANS LINDBLAD AND MIHAI TOHANEANU
‖∂≤1−ℓx (rγ1γℓ(x, y)− rγ1γℓ(x, x))‖δ . Cδ.
The conclusion (3.5) now follows directly from Lemma 3.1. 
3.2. Estimates for the Kerr operators. In terms of symbols to operator bounds, the following lemma
will quantize the decomposition (2.28):
Lemma 3.4. Assume that qj ∈ Sj, j ∈ {−1, 0}. We then have
‖χ(q0̺1(τ − τ2))wχu‖L2[t˜0,t˜1]L2 + ‖χ(q0̺2(τ − τ1))wχu‖L2[t˜0,t˜1]L2 + ‖χ(q0ξr)wχu‖L2[t˜0,t˜1]L2
. ‖u‖LE1
K
[t˜0,t˜1] + ‖Dtu‖L2[t˜0,t˜1]H−1cpt ,
‖χ(q−1̺1(τ − τ2))wχDiu‖L2[t˜0,t˜1]L2 + ‖χ(q−1̺2(τ − τ1))wχDiu‖L2[t˜0,t˜1]L2 + ‖χ(q−1ξr)wχDiu‖L2[t˜0,t˜1]L2
. ‖u‖LE1
K
[t˜0,t˜1] + ‖Dtu‖L2[t˜0,t˜1]H−1cpt .
Proof. We will only control the first term, as the rest follow in a similar manner.
Let χ0 be a cutoff that is identically 1 on the support of χ. Since χχ0 = χ, we can write
χ(q0̺1(τ − τ2))wχ = q0(D, x)χ0̺1(D, x)χ(Dt − τ2(D, x))χ +Q−1Dt +Q0
where Qj ∈ OPSj have compactly supported kernels. We clearly have
‖Q−1Dtu‖L2[t˜0,t˜1]L2 + ‖Q0u‖L2[t˜0,t˜1]L2 . ‖u‖L2[t˜0,t˜1]L2cpt + ‖Dtu‖L2[t˜0,t˜1]H−1cpt .
Since q0 ∈ S0 we obtain
‖q0(D, x)χ0̺1(D, x)χ(Dt − τ2(D, x))χu‖L2[t˜0,t˜1]L2 . ‖u‖LE1K[t˜0,t˜1].
which finishes the proof. 
As a quick corollary, we see that Lemma 2.8 and Lemma 3.4 imply that
‖χswKχu‖2L2[t˜0,t˜1]L2 . ‖u‖
2
LE1
K
[t˜0,t˜1]
,
‖χ(DxisK)wχu‖2L2[t˜0,t˜1]L2 . ‖u‖
2
LE1
K
[t˜0,t˜1]
+ ‖χ (s−14k ξr)w χDtu‖2L2[t˜0,t˜1]L2,
‖χ(DξisK)wχDiu‖2L2[t˜0,t˜1]L2 . ‖u‖
2
LE1
K
[t˜0,t˜1]
+ ‖χ (s−24k ξr)w χDtu‖2L2[t˜0,t˜1]L2 ,
‖χewKχDiu‖2L2[t˜0,t˜1]L2 + ‖Diχe
w
Kχu‖2L2[t˜0,t˜1]L2 . ‖u‖
2
LE1K[t˜0,t˜1]
+ ‖χ (e−24 ξr)w χDtu‖2L2[t˜0,t˜1]L2.
Define
‖v‖LE0[t˜0,t˜1] := ‖χDr〈Dx〉−1χv‖L2[t˜0,t˜1]L2 + ‖χ〈Dx〉−1χv‖L2[t˜0,t˜1]L2 .
Corollary 3.5. We have that
‖χswKχu‖2L2[t˜0,t˜1]L2 +
∑
i
‖χ(DxisK)wχu‖2L2[t˜0,t˜1]L2 + ‖χ(DξisK)
wχDiu‖2L2[t˜0,t˜1]L2
+‖χewKχDiu‖2L2[t˜0,t˜1]L2 + ‖Diχe
w
Kχu‖2L2[t˜0,t˜1]L2 . ‖u‖
2
LE1K[t˜0,t˜1]
+ ‖Dtu‖2LE0[t˜0,t˜1].
(3.6)
In particular the norms on the left hand side, which show up in our proof, are controlled by the LE1K
norm and extra terms that involve the time derivative of u. We will control the latter by using the equation
in Lemma 4.3.
3.3. Commutator estimates. We finish the section with proving the following commutator estimate:
Proposition 3.6. Let hαβ be symmetric and assume that h00 = 0. Define
h1(t) = sup
α,β
‖hαβ‖L∞x (Ips) + ‖∂t,xhαβ‖L∞x (Ips),
h3(t) = sup
α,β
‖hαβ(t, x)‖C3,δx (Ips),
for some small δ > 0. Here the Ho¨lder norms are taken with respect to only the space variable
‖w(t, x)‖Ck,δx (Ips) = ‖∂
≤k
x w(t, x)‖L∞x +
∑
|γ|=3
sup
x 6=y
|∂γxw(t, x) − ∂γxw(t, y)|
|x− y|δ .
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Then the following holds∫ t˜1
t˜0
∫ ∣∣∣hαβ [Dβ, χswKχ]u ·Dαu∣∣∣+ 12
∣∣∣[hjβ , χswKχ]Dju ·Dβu∣∣∣dxdt
.
(
‖u‖LE1
K
[t˜0,t˜1] + ‖Dtu‖LE0[t˜0,t˜1]
)(
‖h1∂u‖L2ps[t˜0,t˜1] + ‖h3u‖L2ps[t˜0,t˜1] + ‖h3Dtu‖L2[t˜0,t˜1]H−1(Ips)
)
.
(3.7)
Proof. The first term is easy to bound, as the coefficient hαβ does not enter the commutator. We have
[Dβ , χs
w
Kχ] = χ[Dβ , s
w
K ]χ+ [Dβ, χ]s
w
Kχ+ χs
w
K [Dβ, χ].
The last two terms clearly satisfy
‖[Dβ, χ]swKχu‖L2[t˜0,t˜1]L2 + ‖χswK [Dβ , χ]u‖L2[t˜0,t˜1]L2 . ‖u‖LE1K[t˜0,t˜1],
due to the support properties of χ.
On the other hand,
χ[Dβ , s
w
K ]χ = χ(DβsK)
wχ+ χlw0 χ, l0 ∈ S0 + τS−1,
and thus by (3.6)
‖χ[Dβ, swK ]χu‖L2[t˜0,t˜1]L2 . ‖u‖LE1K + ‖Dtu‖LE0[t˜0,t˜1].
By Cauchy Schwarz and the last two inequalities we get∫ t˜1
t˜0
∫ ∣∣∣hαβ [Dβ, χswKχ]u ·Dαu∣∣∣dxdt . (‖u‖LE1K[t˜0,t˜1] + ‖Dtu‖LE0[t˜0,t˜1]
)
‖h1∂u‖L2ps[t˜0,t˜1].
We are left with estimating the second term in (3.7). Recall that at the symbol level, sK = s1 + τs0,
where sj ∈ Sj . We will use the notation
Sj(x, y, ξ) := χ(x)χ(y)sj
(
x+y
2 , ξ
)
.
Now fix t˜0 ≤ t˜ ≤ t˜1. Since we will only work on a fixed time slice, we suppress the t˜ in the notation.
We have∫
[hjβ, χswKχ]Dju ·Dβudx
=
∫∫∫
[hjβ(x) − hjβ(y)][S1(x, y, ξ)Dju(y) + S0(x, y, ξ)DtDju(y)]ei(x−y)ξDβu(x) dξdy dx.
We now write
hjβ(x) − hjβ(y) = 1
2
(x− y)k(∂xkhjβ(x) + ∂ykhjβ(y))+ rjβ(x, y).
The first term on the right hand side is the principal part of the commutator. To estimate it, we note
that after integrating by parts in ξ we obtain∫∫∫
1
2
(x− y)k(∂xkhαβ(x) + ∂ykhjβ(y))[S1(x, y, ξ)Dju(y) + S0(x, y, ξ)DtDju(y)]ei(x−y)ξDβu(x) dξdy dx
=
1
2
∫ (
∂kh
jβχ(∂ξksK)
wχDαu+ χ(∂ξksK)
wχ∂kh
jβDju
)
·Dβu dx
= ℜ
∫
χ(∂ξksK)
wχDju · ∂khjβDβu(x) dx.
By Cauchy Schwarz and (3.6) we have after integrating in time∫ t˜1
t˜0
∫ ∣∣∣χ(∂ξksK)wχDju · ∂khjβDβu(x)∣∣∣dxdt . ‖χ(∂ξksK)wχDxu‖L2[t˜0,t˜1]L2‖h1∂u‖L2ps[t˜0,t˜1] . RHS(3.7).
In order to control the error, we check that rjβ satisfies the hypotheses of Lemma 3.3 with C0 = Cδ = h3(t˜).
Assuming this holds, we obtain by (3.4) with l = 1∫∫∫
rjβS1(x, y, ξ)Dju(y)e
i(x−y)ξDβu(x) dξdy dx . h3‖u‖2L2(Ips).
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Moreover, (3.4) for l = 0 implies∫∫∫
rjβS0(x, y, ξ)DjDtu(y)e
i(x−y)ξDβu(x) dξdy dx . h3‖Dtu‖H−1(Ips)‖Dβu‖H−1(Ips).
The conclusion follows after integrating in time and applying Cauchy Schwarz. 
We are left with proving the following
Lemma 3.7. Suppose that hjβ ∈ C3,δ and let
rjβ(x, y) = hjβ(x)− hjβ(y)− 1
2
(x− y)k(∂xkhjβ(x) + ∂ykhjβ(y)).
Then for |µ| ≤ 1 and |ν| ≤ 1, and ℓ = 0, 1 we have
(3.8) ∂µx∂
ν
y r
jβ(x, y) =
∑
|γ|=2+ℓ−|µ|−|ν|
(x − y)γrjβ,µνγℓ (x, y),
where
(3.9)
∣∣ ∂≤1−ℓx (rjβ,µνγℓ (x, y)− rjβ,µνγℓ (x, x))∣∣ . |x− y|δ‖hjβ‖C3,δ , and |∂≤1−ℓx rjβ,µνγℓ (x, x)| . ‖hjβ‖C3 .
Proof. Let h(t) = (∂µ∂νhjβ)
(
x+y
2 + t
x−y
2
)
. Then ∂µx∂
ν
y r
jβ(x, y) = rmn(1), where m = |µ|, n = |ν| and
r00(t) = h1 − th′1(t), r01(t) = h1(t)/2− th′(t), r11(t) = −h1(t), h1(t) = h(t)− h(−t).
Since r00(0) = r
′
00(0) = 0 we have r00(1) =
∫ 1
0
(1 − t)r′′00(t) dt = −
∫ 1
0
(1 − t)(h′′1(t) + th′′′1 (t)) dt, and
integrating by parts r00(1) = −
∫ 1
0
(
1
2 (1− t)2h′′′1 (t) + (1− t)th′′′1 (t)
)
dt and since h′′′1 (t) = h
′′′(t) + h′′′(−t) we
have
r00(1) =
1
2
∫ 1
−1
(t2− 1)h′′′(t) dt = 1
2
∫ 1
−1
(t2− 1)
∑
|γ|=3
(
x−y
2
)γ(
∂γhjβ)
(
x+y
2 + t
x−y
2
)
dt =
∑
|γ|=3
(x − y)γrjβγ1(x, y),
where
rjβγ1(x, y) =
1
24
∫ 1
−1
(t2 − 1)(∂γhjβ)(x+y2 + tx−y2 ) dt,
which proves (3.8) and (3.9) for |µ| = |ν| = 0 and ℓ = 1.
Since r00(0) = 0 we compute
r00(1) =
∫ 1
0
r′00(t) dt =
∫ 1
0
−th′′1(t) dt =
∫ 1
−1
−th′′(t) dt =
∑
|γ|=2
(x− y)γrjβγ0(x, y),
for
rjβγ0(x, y) =
1
22
∫ 1
−1
−t∂γhjβ(x+y2 + tx−y2 ) dt,
which proves (3.8) and (3.9) for |µ| = |ν| = 0 and ℓ = 0.
Similarly r10(0) = r
′
10(0) = 0 so r10(1) =
∫ 1
0
(1− t)r′′10(t) dt =
∫ 1
0
(1− t)(h′′1(t)/2− 2h′′(t)− th′′′(t)) dt, and
if we integrate the last term by parts we get r10(1) =
∫ 1
0 (1 − t)
(− 3h′′(t)/2 − h′′(−t)/2)+ (1 − 2t)h′′(t) dt,
which with H(t) = 1, when t > 0 and H(t) = 0, when t < 0 we as above can write as
r10(1) =
1
2
∫ 1
−1
(
(1− |t|) + 2tH(t))h′′(t) dt = ∑
|γ|=2
(x− y)γrjβγ1(x, y),
where
rjβγ1(x, y) =
1
23
∫ 1
−1
(
(1− |t|) + 2tH(t))(∂γ∂µhjβ)(x+y2 + tx−y2 ) dt,
which proves (3.8) and (3.9)for the case |µ| = 1 and |ν| = 0 and ℓ = 1.
On the other hand, we can write r10(1) =
∫ 1
0 r
′
10(t)dt = −
∫ 1
0 (h
′(t) − h′(−t))/2 + th′′(t) dt = −h′(1) +∫ 1
0 (h
′(t) + h′(−t))dt/2.
r10(1) = −h′(1) + 1
2
∫ 1
−1
h′(t) dt =
∑
|γ|=1
(x − y)γrjβγ0(x, y),
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where
rjβγ0(x, y) = −
1
2
∂γ∂µhjβ(x) +
1
22
∫ 1
−1
(∂γ∂µhjβ)
(
x+y
2 + t
x−y
2
)
dt.
which proves (3.8) and (3.9) for the case |µ| = 1 and |ν| = 0 and ℓ = 0.
Since the proof of the case |µ| = 0 and |ν| = 1 is the same it only remains to prove the case |µ| = 1 and
|ν| = 1, in which case
r11(1) = −
∫ 1
−1
h′(t) dt =
∑
|γ|=1
(x− y)γrjβγ1(x, y), where rjβγ1(x, y) =
1
2
∫ 1
−1
(∂γ∂µ∂νhjβ)
(
x+y
2 + t
x−y
2
)
dt,
and
r11(1) = −h(t) + h(−t) = rjβγ0(x, y), where rjβγ0(x, y) = −∂µ∂νhjβ(x) + ∂µ∂νhjβ(y). 
4. Local energy estimates close to the trapped set
4.0.1. Conditions on the metric. Let gK be the Kerr metric, and R be a large constant, and δ > 0 be an
arbitrarily small number. Let g be a metric that is a small perturbation of gK in the sense that the difference
hαβ := gαβ − gαβK satisfies
(4.1) |∂hαβ |+ |hαβ | . ǫ,
everywhere. Moreover, near the trapped set and the light cone we need additional decay estimates as follows:
i) When |r − 3M | < M4 (which is a region close to the trapped set) we have
|∂hαβ|+ |hαβ | ≤ κ1(t) . ǫ〈t〉−1/2,(4.2)
|∂thαβ | ≤ κ0(t) . ǫ〈t〉−1.(4.3)
In contrast to our previous result on Schwarzschild, see Section 4 of [41], we also need smallness (but not
decay) on higher order derivatives of h. This is due to the use of pseudodifferential operators, which generate
errors involving such derivatives. We will assume that
(4.4) ‖hαβ‖C3,δ . ǫ,
for some small δ > 0. Here the Ho¨lder norms are taken with respect to only the space variable, but include
all the derivatives
‖u‖Ck,δ = ‖∂≤kt,x u‖L∞L∞ + sup
t
sup
x 6=y
|∂≤kt,x (u(t, x)− u(t, y)) |
|x− y|δ .
ii) In the intermediate region R∗1 ≤ r∗ ≤ t2 we will assume that
(4.5) |∂hαβ |+ |hαβ | r−1 . ǫr−1−δ,
iii) In the region close to the cone r∗ > t2 we will distinguish two cases.
The first case, which is the most natural for proving pointwise decay estimates for the linear problem, is
to assume that (4.5) also holds in this region.
For applications to the quasilinear wave equations, we need to be able to also handle the case where the
derivative of the metric decays like 1r near the cone. In this second case, we need to assume different decay
rates for different components.
The component of the metric that multiply the derivatives with worst decay ∂2Lu will be required to satisfy
the better decay estimates
(4.6) |∂hLL|+ |hLL|〈t− r∗〉−1 . ǫ〈t〉−1−δ.
This is needed for the estimates and is consistent with what holds for Einstein’s equations.
The other components of h only need to satisfy the weaker estimates:
(4.7) |∂h|+ |h|〈t− r∗〉−1 . ǫ〈t〉− 12−δ〈t− r∗〉− 12−δ.
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We will denote by
Mps[t˜0, t˜1] =M[t˜0, t˜1] ∩
{
r ; |r − 3M | ≤M/4},
a neighborhood of the photonsphere, and by χ a smooth cutoff supported on Ips so that χ = 1 on
{
r ; |r −
3M | ≤M/8}. We also let χ˜ be a smooth cutoff supported on I˜ps = { r ; |r−3M | ≤ 3M/8} such that χ˜ = 1
on Ips.
We define
‖u‖2L2ps[t˜0,t˜1] =
∫
Mps[t˜0,t˜1]
|u|2dVg ,
κ(t)2 = κ1(t)
2 + κ0(t).
The main goal of this section is to prove the following local energy estimate, which is the counterpart of
Theorem 4.1 in [41].
Theorem 4.1. Let u solve the inhomogeneous linear wave equation
gu = F,
where g is a Lorentzian metric satisfying the conditions above, with either (4.5) or (4.6) and (4.7) being
satisfied close to the cone. Then for any t˜0 < t˜1
(4.8) ‖∂u‖2L∞[t˜0,t˜1]L2 + ‖u‖
2
LE1
K
[t˜0,t˜1]
+ ‖Dtu‖2LE0[t˜0,t˜1] . ‖κ∂u ‖
2
L2ps[t˜0,t˜1]
+ ‖∂u(t˜0)‖2L2 +B(F, u)[t˜0,t˜1],
where the implicit constant is independent of t˜0, t˜1 and ǫ. Here B(F, u) is a bilinear norm
(4.9) B(F, u)[t˜0,t˜1] = inff1+f2=F
(
‖χ˜f1‖L1[t˜0,t˜1]L2‖∂u‖L∞[t˜0,t˜1]L2 + ‖∂≤1(χ˜f2)‖L2[t˜0,t˜1]L2‖u‖LE1K[t˜0,t˜1]
)
+
∫
M[t˜0,t˜1]
(1−χ)|F |(|∂u|+ |u|/r)dVg .
Note that here
‖κ∂u ‖2L2ps[t˜0,t˜1] ≤
∫ t˜1
t˜0
κ(t˜)2‖∂u(t˜)‖2L2 dt˜,
and using Gro¨nwall’s lemma we obtain
‖∂u‖2L∞[t˜0,t˜1]L2 + ‖u‖
2
LE1
K
[t˜0,t˜1]
. e
∫
t˜1
t˜0
κ(t˜)2dt˜(‖∂u(t˜0)‖2L2 +B(F, u)[t˜0,t˜1]).
If
∫ t˜1
t˜0
κ(t˜)2dt˜ ≤ C this estimate implies the estimate in Theorem 2.1 for perturbations of Kerr. This is the
case if we assume, for instance, that
κ(t) = 〈t〉−1/2−δ, δ > 0,
in which case we obtain
‖∂u‖2L∞[t˜0,t˜1]L2 + ‖u‖
2
LE1
K
[t˜0,t˜1]
. ‖∂u(t˜0)‖2L2 + ‖F‖2L1[t˜0,t˜1]L2+LE∗K [t˜0,t˜1].
On the other hand, if we assume that
κ(t) = 〈t〉−1/2,
we obtain
‖∂u‖2L∞[t˜0,t˜1]L2 + ‖u‖
2
LE1
K
[t˜0,t˜1]
.
∫
Mps[t˜0,t˜1]
ǫ
t
|∂u|2dVg + ‖∂u(t˜0)‖2L2 +B(F, u)[t˜0,t˜1],
which is the estimate we need for the quasilinear problem. Note that this estimate in particular implies by
Gronwall’s inequality that for the homogeneous problem the energy increases at most as tCǫ.
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4.0.2. Additional control of 〈Dx〉−1Dt. The extra norm that we control in (4.8),
‖Dtu‖LE0[t˜0,t˜1] = ‖χDr〈Dx〉−1χDtu‖L2[t˜0,t˜1]L2 + ‖χ〈Dx〉−1χDtu‖L2[t˜0,t˜1]L2 ,
is needed to control commutator terms in the proof, see (3.6). It is in fact bounded by the other terms in
(4.8):
Proposition 4.2.
(4.10) ‖Dtu‖2LE0[t˜0,t˜1] . ‖u‖
2
LE1
K
[t˜0,t˜1]
+ E[u](t˜0) + E[u](t˜1) + ‖κ∂u ‖2L2ps[t˜0,t˜1] +B(F, u)[t˜0,t˜1].
The proof follows from the following lemma:
Lemma 4.3. For any compactly supported operator Q0 = χq
w
0 χ, where q0 ∈ S0, and gu = F we have
(4.11)
‖DtQ0u(t)‖2L2[t˜0,t˜1]L2x. E[u](t˜0)+E[u](t˜1)+‖DxQ0u‖
2
L2[t˜0,t˜1]L2x
+‖κ∂u‖2L2ps[t˜0,t˜1]+‖u‖
2
L2ps[t˜0,t˜1]
+B(F, u)[t˜0,t˜1].
Similarly, we have that
(4.12) ‖Dtu‖2L2[t˜0,t˜1]H−1comp . E[u](t˜0) + E[u](t˜1) + ‖u‖
2
L2[t˜0,t˜1]L2comp
+B(F, u)[t˜0,t˜1].
Proof. Let us prove (4.11). Since ∂t and Q0 commute, we obtain after integrating by parts in time
‖DtQ0u(t)‖2L2[t˜0,t˜1]L2x. E[u](t˜0)+E[u](t˜1)+
∫
Mps[t˜0,t˜1]
∂t(g
00
√
|g|∂tu) 1
g00
√
|g|Q
2
0u+g
00
√
|g|∂tu ∂t( 1
g00
√
|g| )Q
2
0u dxdt.
Clearly due to (4.3) we have∫
Mps[t˜0,t˜1]
g00
√
|g|∂tu ∂t( 1
g00
√
|g|)Q
2
0u dxdt .
∫
Mps[t˜0,t˜1]
κ2|∂u|2 + u2dtdx . RHS(4.11).
On the other hand, we write√
|g|gu = ∂t(g00
√
|g|∂tu) + ∂i(gij
√
|g|∂ju) + ∂t(g0j
√
|g|∂ju) + ∂j(gj0
√
|g|∂tu).
We multiply gu = F by
1
g00Q
2
0u and integrate by parts. We clearly have∫
Mps[t˜0,t˜1]
F (
1
g00
√
|g|Q
2
0u)dxdt . inf
F1+F2=F
(
‖F1‖L1[t˜1,t˜2]L2‖χ˜u‖L∞[t˜1,t˜2]L2 + ‖F2‖L2ps[t˜0,t˜1]‖u ‖L2ps[t˜1,t˜2]
)
. B(F, u)[t˜1,t˜2],
where we used a version of Hardy’s inequality to bound the first term.
We will show that
(4.13)
∫
Mps[t˜0,t˜1]
gij
√
|g|∂ju · ∂i( 1
g00
√
|g|Q
2
0u) dxdt . RHS(4.11),∫
Mps[t˜0,t˜1]
(
g0j
√
|g|∂ju
)
· ∂t
( 1
g00
√
|g|Q
2
0u
)
+
(
gj0
√
|g|∂tu
)
· ∂j
( 1
g00
√
|g|Q
2
0u
)
dxdt
. RHS(4.11) + a‖DtQ0u(t)‖2L2[t˜0,t˜1]L2x .
(4.14)
Since the terms involving DtQ0u on the right hand side can be absorbed on the left hand side for small
enough a and ǫ, this completes the proof of (4.11).
Recall that by (4.2)-(4.3) we have∣∣∣∂≤1( 1
g00
√
|g| −
1
g00K
√
|gK |
)∣∣∣2 . κ1,
and thus by Cauchy Schwarz∫
Mps[t˜0,t˜1]
∣∣gij√|g|∂ju · ∂i(( 1
g00
√
|g| −
1
g00K
√
|gK |
)Q20u
)∣∣dxdt . ∫
Mps[t˜0,t˜1]
κ2|∂u|2 + |DxQ20u|2 + |Q20u|2dxdt
. RHS(4.11).
Similarly, since ∣∣∣∂≤1(gij√|g| − gijK√|gK |)∣∣∣ . κ1,
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we obtain∫
Mps[t˜0,t˜1]
∣∣(gij√|g|∂ju− gijK√|gK |)∂ju · ∂i( 1
g00K
√
|gK |
Q20u
)∣∣ dxdt . ∫
Mps[t˜0,t˜1]
κ2|∂u|2+ |DxQ20u|2+ |Q20u|2dxdt
. RHS(4.11).
Finally, after using the symmetry of Q0, we obtain∫
Mps[t˜0,t˜1]
gijK
√
|gK |∂iu · ∂j( 1
g00K
√
|gK |
Q20u) dxdt
=
∫
Mps[t˜0,t˜1]
gijK
√
|gK |∂iu · [∂j , 1
g00K
√
|gK |
Q0]Q0u+ [Q0,
gijK
g00K
∂i]u · ∂jQ0u+ g
ij
K
g00K
∂iQ0u · ∂jQ0u dxdt.
Here one sees directly that the last two terms are bounded by the right hand side of (4.11). To prove that
this is true also for the first one integrates ∂i by parts. This finishes the proof of (4.13).
The proof of (4.14) is similar. Using that g0jK = O(a) we obtain∫
Mps[t˜0,t˜1]
g0jK
√
|gK |∂ju · ∂t
( 1
g00K
√
|gK |
Q20u
)
dxdt =
∫
Mps[t˜0,t˜1]
g0jK
g00K
∂jQ0u · ∂tQ0u+ [Q0, g
0j
K
g00K
∂j ]u · ∂tQ0u dxdt
. RHS(4.11) + a‖DtQ0u(t)‖2L2[t˜0,t˜1]L2x .
The other terms are similar to the ones above.
The proof of (4.12) is similar to the analogous statement (2.18) in Kerr. One multiplies gu = F by Q
2,
where Q ∈ OPS−1 is compactly supported, and integrates by parts. 
4.1. Proof of the main theorem. We will now prove Theorem 4.1. Away from r = 3M the argument
is identical to the one in [41]. The main difficulty comes from the complicated nature of the trapped set,
which is best described in phase space. We will use the same pseudodifferential operator as the one used in
the proof of Theorem 2.1. As we shall see, at the principal symbol level, under the assumptions (4.1), (4.2),
(4.3), the error terms will satisfy
Err . ǫ
(
̺21(τ − τ2)2 + ̺22(τ − τ1)2 + ξ2r
)
+ κ(t˜)|ξ|2.
The first three terms are controlled by the left hand side, while the last one gives rise to the first term on
the right hand side of (4.8).
We will prove the slightly weaker version of (4.8):
(4.15) ‖∂u‖2L∞[t˜0,t˜1]L2 + ‖u‖
2
LE1
K,δ
[t˜0,t˜1]
.
∫
Mps[t˜0,t˜1]
κ(t˜)|∂u|2dVg + ‖∂u(t˜0)‖2L2 +B(F, u)[t˜0,t˜1],
where
‖u‖LE1
K,δ
[t˜0,t˜1]
= ‖(1− χR1)u‖LE1K [t˜0,t˜1] + ‖χR1r
−1/2−δ∂u‖L2[t˜0,t˜1]L2 + ‖χR1r−3/2−δu‖L2[t˜0,t˜1]L2 .
for some R1 ≫ M . This estimate is identical to (4.8), except for a loss of rδ . The transition to (4.8) once
(4.15) holds is straightforward, see the end of Section 4 in [41].
Let f0 be a function so that
(4.16) f0(t˜, x) =


√
|gK |g
00
K√
|g|g00
, |r − 3M | ≤M/4,
1 |r − 3M | > 3M/8.
and so that
|f0 − 1|+ |∂f0| . κ1(t)
This is possible due to (4.2). The role of f0 is to simplify the problem by making h
00 = 0 near the trapped
set.
We compute
f0g = P0 − gαβ
(
∂αf0)∂β , P0 :=
1√
|g|∂α(g
αβf0
√
|g|∂β).
A LOCAL ENERGY ESTIMATE FOR WAVE EQUATIONS ON METRICS ASYMPTOTICALLY CLOSE TO KERR 35
In order to apply the results of [41], it will be convenient to work with a metric that is identically Kerr
near the trapped set and identically g away from it. We thus define
g˜ = χ˜gK + (1− χ˜)g.
We can now write
(4.17) f0̂g = ̂g˜ + Ph − gαβ
(
∂αf0)∂β ,
where
Ph = ∂α(h˜
αβ∂β), h˜
αβ := f0
√
|g|gαβ −
√
|g˜|g˜αβ.
Clearly h˜αβ are supported near the trapped set, and h˜00 = 0 in Mps[t˜0, t˜1]. It is easy to check (see also
Lemma 4.2 in [41]) that h˜ also satisfy (4.1)-(4.4). We will thus slightly abuse notation and redefine h˜ = h
for the rest of the section.
The multiplier we will use will be of the form C∂t + Sg, with
Sg = f0SK , SK = X + S + q + E.
For the C∂t term we have∫
M[t˜0,t˜1]
(gu)C∂tu dVg =
∫
M[t˜0,t˜1]
Q[g, C∂t] dVg − C BDRg1[u]|t=t˜1t=t˜0 − C BDR
g
1 [u]|r=re .
On the other hand, we also compute∫
M[t˜0,t˜1]
(̂g˜u)SKudxdt =
∫
M[t˜0,t˜1]
Q[g˜, X, q,m] dtdx+ IQ[g˜, S, E]− BDRg2[u]|t=t˜1t=t˜0 − BDR
g
1 [u]|r=re ,
We can now write
SK = χ(s
w
K + e
w
K)χ+ Sout, Sout = Xout + qout
Clearly Xout and qout are a first order vector field and scalar function respectively.
We thus have (recall the definitions (2.33) and (2.36))∫
M[t˜0,t˜1]
(Phu)SKu dxdt =
∫
M[t˜0,t˜1]
Q[Ph, Xout, Sout]dxdt+ IQ[Ph, χs
w
Kχ, χe
w
Kχ]− BDRg3[u]|t=t˜1t=t˜0 .
Since ∫
M[t˜0,t˜1]
(f0̂gu)SKudxdt =
∫
M[t˜0,t˜1]
gu · Sgu dVg,
we obtain, using (4.17)
(4.18)
∫
M[t˜0,t˜1]
√
|g|Q[g, C∂t] +
√
|g˜|Q[g˜, X, q,m] +Q[Ph, Xout, Sout]−
√
|g˜|gαβ∂αf0 ∂βuSKu dtdx
+IQ[g˜, S, E]+IQ[Ph, χs
w
Kχ, χe
w
Kχ] = −
∫
M[t˜0,t˜1]
gu · (C∂t + Sg)u dVg− BDRg[u]|t=t˜1t=t˜0− BDR
g[u]|r=re .
The boundary terms are small perturbations of the boundary terms for the Kerr metric, and thus satisfy
(4.19) BDRg[u]|t=t˜i ≈ ‖∂u(t˜i)‖2L2 , i = 1, 2, BDRg[u]|r=re ≈ ‖u‖2H1(Σ+[t˜0,t˜1]).
For the inhomogeneous term we prove the following:
Lemma 4.4. We have
−
∫
M[t˜0,t˜1]
gu · (C∂t + Sg)u dVg . B(F, u)[t˜0,t˜1].
Proof. Away from the trapped set, we have that Sg = X + q. Thus the inhomogeneous term satisfies
−
∫
M[t˜0,t˜1]\Mps[t˜0,t˜1]
gu · (C∂t + Sg)u dVg .
∫
M[t˜0,t˜1]
(1 − χ)|F |(|∂u|+ r−1|u|)dVg,
by the choice of X and q in the Schwarzschild case.
On the other hand, we also have
(4.20)
∣∣∣∫
Mps[t˜0,t˜1]
gu · (C∂t + Sg)u dVg
∣∣∣ . B(F, u)[t˜0,t˜1].
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Indeed, by Cauchy Schwarz we have∣∣∣∫
Mps[t˜0,t˜1]
F1 · (C∂t + Sg)u dVg
∣∣∣ . ‖χ˜F1‖L1[t˜0,t˜1]L2‖χ˜(C∂t + Sg)u‖L∞[t˜0,t˜1]L2
. ‖χ˜F1‖L1[t˜0,t˜1]L2‖∂u‖L∞[t˜0,t˜1]L2 ,∣∣∣∫
Mps[t˜0,t˜1]
F2 · Sgu dVg
∣∣∣ . ‖F2u‖L2ps[t˜0,t˜1]‖Sgu‖L2ps[t˜0,t˜1] . ‖χ˜F2u‖L2[t˜0,t˜1]L2‖u‖LE1K [t˜0,t˜1],
Finally, integration by parts in time, the trace theorem and Cauchy Schwarz gives∣∣∣∫
Mps[t˜0,t˜1]
F2 · C∂tu dVg
∣∣∣ . ‖∂tF2‖L2ps[t˜0,t˜1]‖u‖L2ps[t˜0,t˜1] + ‖F2u‖L∞[t˜0,t˜1]L2
. ‖∂≤1F2‖L2ps[t˜0,t˜1]
(
‖u‖L2ps[t˜0,t˜1] + ‖∂u‖L∞[t˜0,t˜1]L2
)
.
This finishes the proof of (4.20). 
We will also prove that
(4.21) LHS(4.18)+
∫
Mps[t˜0,t˜1]
κ(t˜)|∂u|2dVg+(a+ ǫ)
(
E[u](t˜0) + E[u](t˜1) +B(F, u)[t˜0,t˜1]
)
& ‖u‖2LE1
K,δ
[t˜0,t˜1]
.
The estimates (4.19), (4.20) and (4.21) imply the desired conclusion (4.15) for small enough a and ǫ.
We now prove (4.21).
We start with the following lemma that gives control of the local energy estimate. The other terms on
the left hand side of (4.18) are perturbative.
Lemma 4.5. We have∫
M[t˜0,t˜1]
√
|g|Q[g, C∂t] +
√
|g˜|Q[g˜, X, q,m] dtdx+ IQ[g˜, S, E]
+
∫
Mps[t˜0,t˜1]
κ(t˜)|∂u|2dVg + (a+ ǫ)
(
E[u](t˜0) + E[u](t˜1) +B(F, u)[t˜0,t˜1]
)
& ‖u‖2LE1
K,δ
[t˜0,t˜1]
.
Proof. Due to (2.17) we have that∫
M[t˜0,t˜1]
√
|gK |Q[gK , X, q,m] dtdx+ IQ[gK , S, E] & ‖u‖2LE1
K,δ
[t˜0,t˜1]
− a‖Dtu‖2L2tH−1comp .
The last term on the right can be controlled by (4.12).
Moreover, since g˜ = gK on Mps[t˜0, t˜1], we obtain
IQ[g˜, S, E] = IQ[gK , S, E],
∫
Mps[t˜0,t˜1]
Q[g˜, X, q,m]dVg˜ =
∫
Mps[t˜0,t˜1]
Q[gK , X, q,m]dVK .
On the other hand, away from the trapped set both g and g˜ are small perturbations of the Schwarzschild
metric gS with the same mass M (and are actually equal away from a compact set). In the first case when
(4.5) holds everywhere, an easy computation yields∫
M[t˜0,t˜1]\Mps[t˜0,t˜1]
√
|g|Q[g, C∂t] +
√
|g˜|Q[g˜, X, q,m]−
√
|gS |Q[gS, C∂t +X, q,m]dtdx
. ǫ
∫
M[t˜0,t˜1]\Mps[t˜0,t˜1]
r−1−δ|∂u|2 + r−3−δ |u|2dtdx . ǫ‖u‖2LE1
K,δ
[t˜0,t˜1]
In the second case, when (4.6) and (4.7) hold, the proof of (4.25) in [41] yields∫
M[t˜0,t˜1]\Mps[t˜0,t˜1]
√
|g|Q[g, C∂t] +
√
|g˜|Q[g˜, X, q,m]−
√
|gS |Q[gS , C∂t +X, q,m]dtdx
. ǫ
(∫
M[t˜0,t˜1]\Mps[t˜0,t˜1]
Q[gS, C∂t +X, q,m]
√
|gS|+ |F |(|∂u|+ r−1|u|)dtdx+ ‖∂u‖2L∞[t˜0,t˜1]L2
)
.
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Moreover, since |∂≤1(gK − gS)| . ar2 we trivially have that∫
M[t˜0,t˜1]\Mps[t˜0,t˜1]
Q[gK , C∂t +X, q,m]
√
|g| −Q[gS, C∂t +X, q,m]
√
|gS |dtdx
. a
∫
M[t˜0,t˜1]\Mps[t˜0,t˜1]
Q[gS, X, q,m]
√
|gS|dtdx.
Finally, (4.3) shows that ∫
Mps[t˜0,t˜1]
Q[g, C∂t]dVg . ‖κ0∂u‖2L2ps.
This finishes the proof of the lemma. 
Let us now control the error caused by f0.
Lemma 4.6. We have∫
M[t˜0,t˜1]
∣∣(gαβ(∂αf0)∂βu))(SKu)∣∣ dVg˜ . ǫ(‖u‖2LE1K[t˜0,t˜1] + E[u](t˜0) + E[u](t˜1) +B(F, u)[t˜0,t˜1]
)
.
Proof. We first note that ∂f0 = 0 outside [t˜0, t˜1]× I˜ps. Secondly, we write as above
SK = χ(s
w
K + e
w
K)χ+ Sout.
Clearly Sout is a first order differential operator with support outside I
′
ps and thus, since ∂f0 = O(ǫ):∫
M[t˜0,t˜1]
∣∣(gαβ(∂αf0)∂βu))(Soutu)∣∣ dVg˜ . ǫ ∫ t˜1
t˜0
∫
I˜ps\I′ps
|∂u|2 + u2 dVg˜ . ǫ‖u‖2LE1
K
[t˜0,t˜1]
.
Finally by Cauchy Schwarz, (4.2), (3.6) and (4.10) we can now estimate the error near the trapped set:∫
M[t˜0,t˜1]
∣∣(gαβ(∂αf0)∂βu))(χ(swK + ewK)χu)∣∣ dVg˜ .
∫
Mps[t˜0,t˜1]
κ(t˜)|∂u|2 + ǫ|χ(swK + ewK)χu|2dVg˜
.
∫
Mps[t˜0,t˜1]
κ(t˜)|∂u|2 dVg + ǫ
(
‖u‖2LE1K[t˜0,t˜1] + E[u](t˜0) + E[u](t˜1) +B(F, u)[t˜0,t˜1]
)
. 
We are thus left with proving that:
Lemma 4.7. We have∣∣∣∫
M[t˜0,t˜1]
Q[Ph, Xout, qout]dxdt + IQ[Ph, χs
w
Kχ, χe
w
Kχ]dVg˜
∣∣∣ . ∫
Mps[t˜0,t˜1]
κ(t˜)|∂u|2dVg
+ǫ
(
‖u‖2LE1K[t˜0,t˜1] + E[u](t˜0) + E[u](t˜1) +B(F, u)[t˜0,t˜1]
)
.
Proof. Since Xout and qout are supported away from the trapped set, and h is supported in a compact region,
it is immediate that ∣∣∣∫
M[t˜0,t˜1]
Q[Ph, Xout, qout]dxdt
∣∣∣ . ǫ‖u‖2LE1
K
[t˜0,t˜1]
.
It is thus enough to show that
(4.22)∣∣∣IQ[Ph, χswKχ, χewKχ]∣∣∣ .
∫
Mps[t˜0,t˜1]
κ(t˜)|∂u|2dVg + ǫ
(
‖u‖2LE1K[t˜0,t˜1] + E[u](t˜0) + E[u](t˜1) +B(F, u)[t˜0,t˜1]
)
.
Let us first estimate the error coming from the zero order term χewKχ. Using the definition (2.38), we
need to show that
(4.23)
∫ t˜1
t˜0
∫ ∣∣∣hαjDαu·DjχewKχu+h0jD0u·DjχewKχu+(D0h0jDju−Djh0jD0u)·χewKχu∣∣∣dxdt . RHS(4.22).
Since by (3.6) and (4.10) we have∫ t˜1
t˜0
∫
|χewKχDju|2 + |DjχewKχu|2 + |χewKχu|2dxdt . ‖u‖2LE1
K
[t˜0,t˜1]
+ E[u](t˜0) + E[u](t˜1) +B(F, u)[t˜0,t˜1] ,
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(4.23) follows by Cauchy Schwarz and (4.2).
We are left with dealing with the contribution coming from the first order term χswKχ. Indeed, using the
definition (2.37) combined with Proposition 3.6, (4.2), (4.4) and (4.10) we obtain
∫ t˜1
t˜0
∫ ∣∣∣hαβ [Dβ , χswKχ]u ·Dαu∣∣∣ + 12
∣∣∣[hjβ , χswKχ]Dju ·Dαu∣∣∣dxdt
.
(
‖u‖LE1K[t˜0,t˜1] + ‖Dtu‖LE0[t˜0,t˜1]
)(
‖κ1∂u‖L2ps[t˜0,t˜1] + ‖ǫu‖L2ps[t˜0,t˜1]
)
. ǫ
(
‖u‖2LE1K[t˜0,t˜1] + E[u](t˜0) + E[u](t˜1) +B(F, u)[t˜0,t˜1]
)
+
∫
Mps[t˜0,t˜1]
κ(t˜)|∂u|2dVg.
This finishes the proof of the lemma. 
5. Quasilinear wave equations close to Kerr
The main application of Theorem 4.1 will be to establish global existence of solutions to quasilinear wave
equations close to Kerr metrics with small angular momentum, which extends our previous result from [41].
Let us recall the setup from [41]. We study the equation
(5.1) g(u,t,x)u = 0, u|t˜=0 = u0, T˜ u|t˜=0 = u1
Here g denotes the d’Alembertian with respect to a Lorentzian metric g, which is equal the Schwarzschild
metric when u ≡ 0, and T˜ is a smooth, everywhere timelike vector field that equals ∂t away from the black
hole. The coordinate t˜ is chosen so that the slice t˜ = 0 is space-like and so t˜ = t away from the black hole.
The metric g is given by
(5.2) gαβ = gαβK +H
αβ(t, x)u +O(u2)
with gK denoting the Kerr metric and H
αβ being smooth functions.
Let r˜ denote a smooth strictly increasing function (of r) that equals r for r ≤ R1 and r∗ for r ≥ 2R1,
where R1 >> 6M . Our favorite sets of vector fields will be
∂ = {∂t˜, ∂i}, Ω = {xi∂j − xj∂i}, S = t˜∂t˜ + r˜∂r˜,
namely the generators of translations, rotations and scaling. We set Z = {∂,Ω, S}.
For a triplet Λ = (i, j, k) of multi-indices i, j and k we denote |Λ| = |i|+ 3|j|+ 3k and
uΛ = ∂
iΩjSku, u≤m = (uΛ)|Λ|≤m.
We will also use the notation
∂≤mu = (∂αu)|α|≤m.
Let hαβ := gαβ − gαβK be the difference in the metric coefficients. We will allow the metric g to depend on
the solution u, so that the difference in the metric coefficients hαβ(t, x, u) are smooth functions satisfying
hαβ(t, x, u) = Hαβ(t, x)u +O(u2).
Since we want h ≈ u we want the functions Hαβ to satisfy
(5.3) Hαβ ∈ SZ(1).
For the derivatives of H we need to impose extra conditions to make the metric satisfy the conditions in
Theorem 4.1, namely
(5.4) ∂Hαβ ∈ SZ
( t˜1+δ
r1+δ〈t˜− r∗〉1/2+δ
)
, r∗ ≥ R∗1,
where R∗1 = r
∗(R1). We remark that a natural condition to impose on ∂H
αβ is
∂Hαβ ∈ SZ
( t˜
r〈t˜− r∗〉
)
as this yields that ∂h ≈ ∂u. However, we chose to instead work with the weakest possible assumption under
which we can prove our result, which is (5.4).
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In addition we will need two technical conditions near the trapped set and the light cone. Let us define
W β =
1√
|gS |
∂α(g
αβ
S
√
|gS |)− 1√|g|∂α(gαβ√g).
A priori, near the trapped set W satisfies the bound
|WΛ| . |∂hΛ|+ |h≤Λ| . |H ||∂uΛ|+ |u≤Λ|, |Λ| ≤ N
which for the highest order term will not suffice to close the estimates under the assumption (5.3). We will
thus impose the extra assumption that
(5.5) |WΛ| . 〈t〉−1/2|∂uΛ|+ |u≤Λ|, |Λ| ≤ N, when 5M2 ≤ r ≤ 7M2 .
One way to make sure this condition is satisfied is to assume, for example, that
|H≤N | . r1/2〈t〉−1/2
near the trapped set. Indeed, the condition above clearly implies (5.5). We remark that in the context of
Einstein’s Equations written down in generalized wave coordinates W = 0, so good behavior of W can be
expected.
On the other hand, in the region close to the cone r∗ ∼ t, r∗ > t2 we need to assume additional decay for
the components of h multiplying the worst decaying derivatives. To formulate this we need to express h in
a nullframe with respect to the Schwarzschild metric gS :
L = ∂t − ∂r∗ , L = ∂t + ∂r∗ , A = Ai(ω)∂i, B = Bi(ω)∂i, ∂r∗ =
(
1− 2M
r
)
ωi∂i.
Here L and L are null vectors
gS(L,L) = gS(L,L) = 0, gS(L,L) = −2
(
1− 2M
r
)
,
and A and B are two orthonormal vectors
gS(A,A) = gS(B,B) = 1, gS(A,B) = 0,
tangential to the spheres where r is constant:
gS(L,B) = gS(L,A) = gS(L,B) = gS(L,A) = 0.
Expanding h in the nullframe
hαβ = hLLLαLβ +
∑
T∈T
hLT (LαT β + TαLβ) +
∑
U,T∈T
hUTUαT β
= hLLLαLβ +
∑
T∈T
hLTTαLβ +
∑
T∈T
hαTT β, where T = {L,A,B},
we need to assume additional decay on hLL. We note that the coefficients in the nullframe expansion can
be determined from h applied to the dual vectors with respect to the Schwarzschild metric
Uα = gSαβU
β, UαVα = gS(U, V ).
A calculation shows that Ai = A
i, Bi = B
i, and
L0 = −
(
1− 2M
r
)
, Li = ωi, L0 = −
(
1− 2M
r
)
, Li = −ωi..
With the notation
hαβ = gSαγgSαδh
γδ, h(U, V ) = hαβU
αV β = hαβUαVβ ,
we have in particular
hLL = h(L,L)/gS(L,L)
2.
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Geometrically the hLL component controls the bending of the outgoing light cones. For the reduced Einstein’s
equations the metric satisfy the wave coordinate condition which in particular gives control of this component
through the wave coordinate condition that heuristically says that ∂hLL = O(∂h) +O(h2).
We need to assume that hLL decays at a faster rate like in (4.6) because it is the coefficient multiplying
the second derivative transversal to the outgoing light cones that has the least decay. More explicitly, we
assume that it satisfies the decay estimates
(5.6) |hLLΛ | . 〈t− r∗〉δ〈t〉−δ|u≤Λ|, |∂hLLΛ | . 〈t− r∗〉δ〈t〉−δ
(
|∂u≤Λ|+ 〈t− r∗〉−1/2|u≤Λ|
)
for some small δ > 0 and all |Λ| ≤ N .
Again, in the context of Einstein’s equations in wave coordinates, we expect (5.6) to hold (see [38, 39]).
Here it follows from the following assumption on H :
(5.7) |HLL≤N | . 〈t− r∗〉δ〈t〉−δ, |∂HLL≤N | . 〈t− r∗〉δ−1/2〈t〉−δ
The metric coefficient hLL is in front of the derivative with the least decay ∂2Lu. In [38, 39]) it was proven
that for Einstein’s equations in wave coordinates
|ZIhLL| ≤ Cε
1 + t+ r
(1 + |t− r∗|
1 + t
)γ
,
if initial data are asymptotically flat, i.e. h
∣∣
t=0
=M/r+O
(
r−1−γ
)
, 0<γ<1. Our method here works for the
case corresponding to any small γ > 0; if one assumes more decay of the coefficient |HLL| ≤ Cε〈t−r∗〉γ〈t〉−γ
corresponding to larger γ it may be possible to prove some additional decay for the solution in the interior.
We are now ready to state the our main result. We pick a large enough integer N , and define
EN(t) = ‖∂u≤N‖2L∞[0,t]L2 + ‖u≤N‖2LE1
K
[0,t]
Theorem 5.1. Assume that the metric g is like in (5.2), and satisfies the extra conditions (5.3), (5.4), (5.5)
and (5.7). Then there exists a global classical solution to (5.1), provided that the initial data is smooth,
compactly supported and satisfies, for a certain ǫ0 ≪ 1,
EN (0) ≤ ǫ20
Moreover, the solution satisfies the estimates (5.10) and (5.11) below.
We will now outline the bootstrap argument. There are three main theorems one needs to prove.
Theorem 5.2. Let u solve (5.1), where g is a Lorentzian metric satisfying the conditions from Section 3.
Then for some constant CN independent of t˜0, t˜1 we have:
(5.8) ‖∂u≤N‖L∞[t˜0,t˜1]L2 + ‖u≤N‖LE1K [t˜0,t˜1] ≤ CN t˜
CN ǫ
1 ‖∂u≤N(t˜0)‖L2
Theorem 5.3. Let T be a fixed time and u solve (5.1) in the time interval T ≤ t ≤ 2T . Assume that g(u, t, x)
satisfies the conditions from Section 3. Then for any multi index |Λ| ≤ N − 13 we have for T ≤ t ≤ 2T :
|uΛ| ≤ C′|Λ|〈t〉−1〈t− r∗〉1/2‖u≤|Λ|+13‖LE1K [T,2T ]
|∂uΛ| ≤ C′|Λ|〈r〉−1〈t− r∗〉−1/2‖u≤|Λ|+13‖LE1K [T,2T ]
Theorem 5.4. Let u solve (5.1), where g is as in Theorem 5.2. Then for N˜ ≤ N − 3, we have:
‖∂u≤N˜‖2L∞[t˜0,t˜1]L2 + ‖u≤N˜‖
2
LE1K [t˜0,t˜1]
. ‖∂u≤N(t˜0)‖2L2
Let us now assume that the initial data is small enough,
(5.9) EN (0) ≤ µN ǫ2
where N ≥ 36 and µN > 0 is a fixed, small N -dependent constant to be determined below.
Let N1 =
N
2 + 2 and N˜ = N − 3. We will assume that the following a-priori bounds hold for some large
constant C˜ independent of ǫ and t, and a fixed small δ > 0
(5.10) EN (t) ≤ C˜µN ǫ2〈t〉δ, EN˜ (t) ≤ C˜µN ǫ2,
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(5.11) |u≤N1| ≤
ǫ〈t− r∗〉1/2
〈t〉 , |∂u≤N1| ≤
ǫ
〈r〉〈t − r∗〉1/2
Clearly (5.10) and (5.11) are true for small enough times by standard local theory existence combined
with (5.9) and Sobolev embeddings. We will now assume that (5.10) and (5.11) hold for all 0 ≤ t ≤ T , and
we will improve the constants on the right hand side by a factor of 1/2. By a standard continuity argument
this will imply the desired result.
Due to the assumptions (5.11) we can apply Theorem 5.2. We obtain
EN(t) ≤ CN 〈t〉CN ǫE(0)
If we take C˜ = 2CN and ǫ <
δ
CN
we improve the a-priori bound for EN (t) to
EN (t) ≤ 1
2
C˜µN ǫ
2〈t〉δ
Similarly due to the assumptions (5.11) we can apply Theorem 5.4 to obtain
EN˜(t) ≤
1
2
C˜µN ǫ
2
Finally, since N1 ≤ N˜ − 13, we can apply Theorem 5.3 and obtain
|u≤N1| ≤ C′N1
〈t− r∗〉1/2
〈t〉
√
EN˜ (T ) ≤
1
2
ǫ〈t− r∗〉1/2
〈t〉
|∂u≤N1| ≤ C′N1
1
〈r〉〈t − r∗〉1/2
√
EN˜ (T ) ≤
1
2
ǫ
〈r〉〈t − r∗〉1/2
since we can choose µN so that C
′
N1
C˜1/2µ
1
2
N ≤ 1/2. This finishes the proof of Theorem 5.1.
The proofs of Theorems 5.2 - 5.4 in the Schwarzschild case are given in detail in Sections 5, 6, and 7 of
[41]. They are very similar in the Kerr case, replacing gS by gK in the argument. There are two minor
differences: the use of the microlocal norm LE1K instead of LE
1
S , and the fact that there is one extra term
in the estimates coming from the difference gK − gS . The starting point is Theorem 4.1, which replaces
Theorem 4.1 from [41].
It is easy to check that ∣∣∣(gαβK − gαβS )Λ∣∣∣ ≤ C|Λ| ar2
and thus
(5.12)
∣∣∣(gKu−gSu)Λ∣∣∣ . ar2 (|∂2uΛ|+ |∂u≤|Λ||)
(5.13)
∣∣∣[gK −gS , ZΛ]∣∣∣ . ar2 (|∂2u<|Λ||+ |∂u<|Λ||)
We use (5.12) to bound the extra term in Lemma 5.4 and Lemma 6.3 from [41], and (5.13) to bound the
extra term when commuting with vector fields in Sections 5 and 7.
We now outline the proof of Theorem 5.2. Theorem 4.1 applied to uΛ gives for any multiindex Λ
‖∂uΛ‖L∞[t˜0,t˜1]L2 + ‖uΛ‖LE1K [t˜0,t˜1] .
∫
Mps[t˜0,t˜1]
ǫ
t
|∂uΛ|2dVg + ‖∂uΛ(t˜0)‖2L2 +B(FΛ, uΛ)[t˜0,t˜1]
where
FΛ = [g, Z
Λ]u
The first step is to only consider time derivatives. Here the argument is identical to the one in [41], since
[gK −gS , ∂t] = 0. In particular, near the trapped set we control ‖FΛ‖L1[t˜0,t˜1]L2, using (5.5) in the process.
We obtain (5.8) for ∂Nt u:
‖∂∂Nt u‖L∞[t˜0,t˜1]L2 + ‖∂Nt u‖LE1K[t˜0,t˜1] ≤ CN t˜
CN ǫ
1 ‖∂∂Nt u(t˜0)‖L2
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We can now prove (5.8) for spatial derivatives also by using elliptic estimates away from the event horizon,
and the red-shift effect near the event horizon. The main estimate is the following, corresponding to Lemma
5.3 in [41]:
‖∂2uΛ(t˜1)‖L2 + ‖∂uΛ‖LE1K [t˜0,t˜1] . ‖∂∂≤1uΛ(t˜0)‖L2 + ‖∂t∂≤1u≤|Λ|(t˜1)‖L2 + ‖∂u≤|Λ|(t˜1)‖L2
+ ‖∂tu≤|Λ|‖LE1
K
[t˜0,t˜1] + ‖u≤|Λ|‖LE1K [t˜0,t˜1]
(5.14)
The main difference in the proof of (5.14) comes in proving the analogue of (5.11) from [41], which in this
case means proving the following:
(5.15) ‖χout∂u‖2LE1K[t˜0,t˜1] .
2∑
i=1
‖∂∂≤1u(t˜i)‖2L2 + ‖∂tu‖2LE1K [t˜0,t˜1] + ‖u‖
2
LE1K[t˜0,t˜1]
+
∥∥gu‖2LE[t˜0,t˜1]
Here χout = 1 when 2M + 2ε ≤ r, χout = 0 when r < 2M + ε for some ε≪M .
We postpone the proof of (5.15) to the end of the section.
Once (5.14) is proved, one starts commuting with vector fields. The proof is identical to the one in section
5 in [41], with the exception of the fact that we need to estimate [gK − gS , ZΛ]u. One immediately sees
that ∣∣∣[gK −gS , Z]∣∣∣ . ar2 |∂∂≤1u|, Z ∈ {Ω, S}
and thus, if either j > 0 or k > 0, we have that the commutator is of lower order:∣∣∣[gK −gS , ZΛ]∣∣∣ . ar2 |∂u<|Λ||
In particular, using the second term in the definition of B(F, u)[t˜0,t˜1], we have near the trapped set
‖∂≤1 (χ˜[gK −gS , ZΛ]) ‖2L2[t˜0,t˜1]L2 . a
∫
Mps[t˜0,t˜1]
|∂u<|Λ||2dtdx . a‖u≤N‖2LE1K [t˜0,t˜1]
and away from the trapped set∫
M[t˜0,t˜1]
(1 − χ)
∣∣∣[gK −gS , ZΛ]∣∣∣(|∂uΛ|+ r−1|uΛ|)dtdx
.
∫
M[t˜0,t˜1]
(1 − χ) a
r2
|∂u<|Λ||(|∂uΛ|+ r−1|uΛ|)dtdx . a‖u≤N‖2LE1K [t˜0,t˜1]
which suffices.
Let us now prove (5.15). The only difficulty is in dealing with the norms near the trapped set, as the rest
is identical to the proof of (5.11) in [41]. Recall that near the trapped set
‖u‖LE1
K
. ‖̺1(D, x)χ(Dt − τ2(D, x))χu‖L2L2 + ‖̺2(D, x)χ(Dt − τ1(D, x))χu‖L2L2 + ‖Dru‖L2 + ‖u‖L2L2
We will bound the first term, as the rest follow similarly. We will show that
‖̺1(D, x)χ(Dt − τ2(D, x))χDxu‖2L2[t˜0,t˜1]L2 .
1∑
i=0
‖∂∂≤1u(t˜i)‖2L2 + ‖∂tu‖2LE1
K
[t˜0,t˜1]
+ ‖∂≤1u‖2L2[t˜0,t˜1]L2cpt +
∥∥gu‖2L2[t˜0,t˜1]L2cpt
We write
L0u = Ltu+gu
where
Ltu = − 1√|g|∂t(
√
|g|gtj∂ju)− 1√|g|∂j(
√
|g|gtj∂tu)− 1√|g|∂t(
√
|g|gtt∂tu)
(5.16) L0u =
1√
|g|∂i(
√
|g|gij∂ju)
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Let Q1 = χ(̺1(τ − τ2))wχ. We multiply (5.16) by Q21u and integrate with respect to dVg. We compute∫
Mps[t˜0,t˜1]
L0u Q
2
1udVg =
∫
Mps[t˜0,t˜1]
√
|g|gijDjuDiQ21udtdx =
∫
Mps[t˜0,t˜1]
√
|g|gijDju
(
Q21Diu+[Di, Q
2
1]u
)
dtdx
=
∫
Mps[t˜0,t˜1]
Q1(
√
|g|gijDju) ·Q1Diu+
√
|g|gijDju · [Di, Q21]udtdx + BDR|t=t˜1t=t˜0
=
∫
Mps[t˜0,t˜1]
gijQ1DjuQ1DiudVg +
∫
Mps[t˜0,t˜1]
[Q1,
√
|g|gij ]Dju ·Q1Diu+
√
|g|gijDju · [Di, Q21]udtdx+BDR|t=t˜1t=t˜0
where the boundary terms are
BDR(t˜i) =
∫
t=t˜i
gij
√
|g|Dju · χ̺w1 χQ1Diudx
By Cauchy Schwarz, we can bound ∣∣∣BDR(t˜i)∣∣∣ . ‖∂∂≤1u(t˜i)‖2L2
By the ellipticity of gij we have that∫
Mps[t˜0,t˜1]
gij(Q1Dju)Q1DiudVg & ‖Q1Dxu‖2L2L2
On the other hand, since
[Di, Q
2
1] = 2[Di, Q1]Q1 + [Q1, [Di, Q1]]
and
[Di, Q1], [Q1, [Di, Q1]] ∈ OPS1 +DtOPS0
we have that
‖[Di, Q21]u‖L2L2 . ‖Dt,xQ1u‖L2L2 + ‖∂≤1u‖L2L2cpt . ‖Q1Dt,xu‖L2L2 + ‖∂≤1u‖L2L2cpt
and by Cauchy Schwarz∣∣∣∫
Mps[t˜0,t˜1]
(
√
|g|gijDju) · [Di, Q21]udtdx
∣∣∣ ≤ δ0‖Q1Dt,xu‖2L2L2 + C(δ0)‖∂≤1u‖2L2[t˜0,t]L2cpt
Moreover, Corollary 3.2 implies that
‖[Q1,
√
|g|gij ]Dju‖L2L2 . ‖
√
|g|gij‖C1,δ(‖Dju‖L2L2cpt + ‖Dtu‖L2L2cpt) . ‖∂≤1u‖L2[t˜0,t]L2
and by Cauchy Schwarz∣∣∣∫
Mps[t˜0,t˜1]
[Q1,
√
|g|gij ]Dju ·Q1Diudtdx
∣∣∣ ≤ δ0‖Q1Dt,xu‖2L2L2 + C(δ0)‖∂≤1u‖L2[t˜0,t]L2cpt
For small enough δ0 we thus obtain
‖Q1Dxu‖2L2L2 .
∫
Mps[t˜0,t˜1]
(L0u)(Q
2
1u)dVg +RHS((5.15))
On the other hand, a similar computation yields∣∣∣∫
Mps[t˜0,t˜1]
(Ltu)(Q
2
1u)dVg
∣∣∣ . RHS((5.15))
Since
‖Q1Dxu‖2L2L2 +
∫
Mps[t˜0,t˜1]
|∂≤1u|2dVg & ‖̺1(D, x)χ(Dt − τ2(D, x))χDxu‖2L2L2
the conclusion (5.15) follows.
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6. Price’s law for perturbations of Kerr
As a second application of our estimate, we will prove pointwise decay for solutions to the linear wave
equation on perturbations of the Kerr metric.
The main result of the section is the following:
Theorem 6.1. Let g be a Lorentzian metric close to gK , in the sense that h = g − gK satisfies, for large
enough N and small ǫ
|hµν≤N | . ǫr−2
In addition we assume that the metric decays to gK near the photon sphere,
|∂≤1hµν | . κ1(t˜), |∂thµν | . κ0(t˜), when |r − 3M | < M
4
where
∫∞
0
κ21(t˜) + κ0(t˜)dt˜ <∞. In particular, we can assume that
κ1(t˜) = t˜
−1/2−δ, κ0(t˜) = t˜
−1−δ
Let u solve
gu = 0, u(0) = u0, ∂tu(0) = u1
with smooth, compactly supported initial data. Then we have:
|u(t, x)| . 1〈t〉〈t − r∗〉2 , |∇u(t, x)| .
1
〈r〉〈t − r∗〉3
The improvement over Theorem 4.6 in [46] comes from the fact that we don’t require integrability of h
and ∂r,ωh near the trapped set.
The proof of Theorem 6.1 is identical to the proof of Theorem 4.6 in [46]. Clearly Theorem 4.1 implies
that
‖u‖2
H1(Σ+
R
)
+ sup
t˜≥0
‖∇u(t˜)‖2L2 + ‖u‖2LE1
K
. ‖∇u(0)‖2L2 + ‖f‖2LE∗
K
.
which is the same as (4.23) from [46]. Commuting with derivatives as in the proof of Theorem 4.5 in [46]
yields
‖u‖2
Hk(Σ+
R
)
+ sup
t˜≥0
‖∇u(t˜)‖2Hk + ‖u‖2LE1,k
K
. ‖∇u(0)‖2Hk + ‖f‖2LE∗,k
K
,
and so Theorem 4.5 in [46] holds in this context.
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