In this paper we introduce and study functionals 
Introduction
This work is inspired by the popularity of Markov modulated Poisson processes (MMPP's), which widely occur in telecommunications [1, 10, 17] and queueing [14] , in particular, in queues with state dependent parameters [7, 15] . The basic notion of an MMPP is as follows. Let be a Markov chain with continuous time parameter and finitely many states: {sl,...,Sm}. Suppose we have m (component) Poisson processes, Ill," ",Ilm with intensities 1," ",m, respectively. We will merge them in one process, say //, as follows. While is in state sk, Il Ilk" As soon as changes its state to sj, Il assumes Ilj and so on. Obviously, //can also be described in terms of a Cox process with stochastic intensity being a function of .S uch processes are common in telecommunications, where m input signals at a node are governed by a relay switching to one of the m positions. This relay is contorolled itself by a Markov chain. The output signal is moving on to a next node where it is further processed. In various applications, such a signal is an arrival process in a queueing system. These queueing models were developed by Neuts and his followers [9, [11] [12] [13] [16, 18] , and optimization [7] , motivated the author to study these problems in [5, 6, 8] .
In this article, the author refines the concepts and results initiated in [5, 6, 8] O n a n #a-- 
Let//be the support counting measure for M. Then, because of (3.7),
The latter yields that h(a) asup f snda f da-1. : .7) calling them, the reward rate on set T and reward rate (with respect to #), respectively.
Reward Rates and Intensities for Special Processes
This section will deal with the evaluation of reward rates and intensities for as semi-Markov and semiregenerative processes. Throughout this section we make the following assumption. gives the total reward for all arrivals on time set T and (p)= F(r)is the reward rate of the arrival process (over infinite horizon) modulated 
