Abstract. We study the convergence of multivariate subdivision schemes with nonnegative finite masks. Consequently, the convergence problem for the multivariate subdivision schemes with nonnegative finite masks supported on centered zonotopes is solved. Roughly speaking, the subdivision schemes defined by these masks are always convergent, which gives an answer to a question raised by Cavaretta, Dahmen and Micchelli in 1991.
Introduction
Subdivision schemes provide important techniques for fast generation of curve and surfaces. A recursive refinement of a given control points will lead in the limit to a desired visually smooth object. This method also plays an important role in wavelet analysis.
Denote Z s the integer lattice. A subdivision scheme is defined by a fixed finitely supported real sequence (mask) a = {a α : α ∈ Z s }. Associated with this mask is the Laurent polynomial and the support is the convex hull of {α : a α = 0} (see [2] ). In fact, ϕ is the function obtained by subdivision from the initial data v 0 α = δ 0,α . On the other hand, ϕ can also be obtained by the so-called cascade algorithms. Thus, beginning with ϕ 0 (x 1 , ..., x s ) = h(x 1 ) · · · h(x s ), where h(y) = 1 − |y| if |y| ≤ 1 and zero otherwise, one recursively defines
It is known that the uniform convergence of ϕ k is equivalent to the convergence of the corresponding subdivision scheme. A comprehensive discussion of this subject can be found in [2] .
To describe the necessary and sufficient conditions of the convergence of the above present schemes we denote a 
, 1}} as the set of extreme points of (0, 1) s . It is known (see e.g. [4, 6, 12] ) that the following holds. 
The first condition is clear and easy to check. However, the second one is rather difficult to verify. Denote
One can show that the condition (1.4) is equivalent to ρ(∆a) < 1, while ρ(∆a) equals to the so-called joint spectral radius of some square matrices (see [3, 2, 6] ). Some partial results concerning the computation of ρ(∆a) can be found in [1, 4] and the papers cited there. On the other hand, by a result in [10] the calculation of the joint spectral radius is in general NP-hard. Therefore, it is useful in practice to find some classes of masks, for that we can simply determine whether ρ(∆a) < 1 for the given mask a. In this paper we focus on subdivision schemes associated with nonnegative finite masks, a class possessed by many applications in geometric modelings. A remarkable fact of this class is that the convergence does not rely on the actual values of the mask but rather on the support of the mask, i.e., {α : a α = 0} (see [9, 7] ). Recently, the author shows in [13] that for the univariate case (i.e. s = 1) (1.4) can be replaced by some very simple conditions. Thus, the following conjecture raised in [8] is confirmed. 
The aim of this paper is to study the convergence of multivariate subdivision schemes with nonnegative masks, including the schemes whose supports are centered zonotopes introduced in [2] . In this case we will prove that the sum rule (1.3) ensures the convergence (see Theorem 2.5), which gives an answer to a question raised by Cavaretta, Dahmen and Micchelli in 1991 (see p. 55 of [2] ).
Main results
To present our main results we introduce some more notations. For x ∈ Z s we should denote (x) j , j = 1, 2, ..., s, to be the j-th coordinate of x. Let K ⊂ Z s be a finite set and let (K) j = {(x) j : x ∈ K}, j = 1, 2, ..., s. Further, denote min x j = min x∈K (x) j and max x j = max x∈K (x) j . Definition 2.1. A finite set K ⊂ Z s has property P if for j = 1, 2, ..., s either min x j + max x j is even and there is an x ∈ (K) j \ {min x j , max x j } so that x − min x j is odd or else there are x , y ∈ (K) j \ {min x j , max x j } such that x + y is odd.
For s = 1 Theorem 1.2 implies that the support of any convergent subdivision scheme with a finite nonnegative mask has property P. Conversely, if a finite set K = {p 0 , ..., p k } ⊂ Z has property P, we can find a nonnegative mask {a j } whose support is K. Moreover, 0 < a p 0 , a p k < 1, and the sum rule is fulfilled, i.e. j a 2j = j a 2j+1 = 1. Using the project method (see [2, 5] ) one can easily show the following.
XINLONG ZHOU
Now let X = {x 1 , ..., x σ } ⊂ Z s \ {0} be given and σ ≥ s. We may regard X as an s × σ matrix. The centered zonotope generated by the vectors in X is defined by
We say X is unimodular if the determinant of each s × s submatrix of X is −1, 0 or 1. The following is proven by Cavaretta, Dahmen and Micchelli in 1991 (see [2] ).
s with unimodular X, then the corresponding subdivision scheme is convergent, provided the sum rule (1.3) for {a α } is fulfilled.
Consequently, the question was raised in [2] (see p. 55 of [2] ) as to what are the necessary and sufficient conditions on zonotopes such that the subdivision scheme with a nonnegative mask, whose support is a centered zonotope, converges. In [7] it is proven that, if the matrix X is unimodular and X \ {x i } spans R s for every i = 1, ..., σ, then the convergence follows, provided the support of the nonnegative mask is Z (X) ∩ Z s and the sum rule is fulfilled, where
For centered zonotopes this problem is now solved. We have 
is redundant. Theorems 2.5 and 2.6 will be proven in Section 4.
Characterization of convergent subdivision schemes via maps generated by masks
In this section we should establish a connection between convergent subdivision schemes and maps deduced by masks as in Wang [11] . To this end, for any m
Setting n + 1 = (n 1 + 1, ..., n s + 1) we may assume that the support of the mask
for every e ∈ E s the N × N matrix A e whose entries are
For any N × N matrix we should index the rows and columns by α, β ∈ Γ m,n . We note also that if the mask a is nonnegative and satisfies the sum rule
then A e is a row stochastic matrix for all e ∈ E s . We now have another characterization of the convergence: Proof. For s = 1 this assertion is established in [11] . To show the assertion for s ≥ 2 we apply the approach introduced in [4] (see also [6] ). Let S be the subdivision operator generated by (Sv) α = β v β a α−2β , where v = {v α : α ∈ Z s } is any finite sequence. Further, let J α be the shift map given by
Thus, we have (see [6] )
We are now ready to prove the asserted equivalence. Assume first that the subdivision scheme associated with {a α } is convergent. For any data x = {x µ : µ ∈ Γ m,n } we write x = J 0 v. Hence, with α = 2 k−1 e 1 + · · · + e k we obtain for any β ∈ Γ m,n
For the other direction, we prove (1.4) according to Theorem 1.1. Assume for some β 1 , β 2 ∈ Γ m,n and α 1 
We choose v = δ, δ = {δ 0,α }. In this way we obtain for
The desired assertion follows from the last inequality.
XINLONG ZHOU
Theorem 3.1 allows us to reduce the convergence problem to a fixed point problem of some maps. For any T ⊂ Γ m,n let χ T be the vector x = (x α ) such that x α = 1 if α ∈ T and zero otherwise. Next we define for any N × N matrix B F B (T ) = {α : (Bχ T ) α = 1}, T ⊆ Γ m,n , and with the convenience F e = F A e , where A e is given by (3.1). The following lemma for s = 1 is proven in [11] . The proof for s ≥ 2 is the same.
Lemma 3.2. Let B be a nonnegative row stochastic matrix. Then 1) ∆Bx ≤ ∆x and F
2) Let C be another nonnegative row stochastic matrix. Then
3) The subdivision scheme with nonnegative mask, which satisfies (3.2), diverges if and only if there exist disjoint proper subsets T and T of Γ m,n and a sequence (e 1 , ..., e k ), e l ∈ E s for some k ≥ 1 such that
Next let us define a map Ψ, that allows us to compute F e explicitly. To this end denote Ω(e) = Ω ∩ {2Z s + e} for e ∈ E s . This map is given as follows: for any
The connection between Ψ and F e is established in the following lemma. We note that s = 1 was proven in [11] , where the support of the mask is {0, ..., N } and Γ m,n = {0, ..., N − 1}. Although for s ≥ 2 the approach is similar, we should give the proof for convenience.
Lemma 3.3. For any T ⊂ Γ m,n we have
Furthermore, for any e l ∈ E s , l = 1, ..., k, there holds
Proof. For given e ∈ E s and α ∈ Γ m,n let I α = {β : (A e ) α,β = 0}. We claim that for some e ∈ E s such that α ≡ e − e (mod 2), there holds
Indeed, by the definition of A e we conclude that β ∈ I α if and only if a e+2β−α = 0. But, e + 2β − α ≡ e (mod 2). Thus, β ∈ I α if and only if e + 2β − α ∈ Ω(e ) or in other words β ∈ (Ω(e ) − e + α)/2. To show the first assertion we note that α ∈ F e (T ) if and only if β∈I α x β a e+2β−α = 1, where
Consequently,
(Ψ(T ) + e).
Now let α ∈ (Ψ(T ) + e) ∩ Γ m,n . Then for some e ∈ E s one has α ∈ Γ m,n and α ∈ β∈Ω(e ) (2T − β + e), which in turn implies α ∈ 2T − β + e for all β ∈ Ω(e ) or α + Ω(e ) − e ⊂ 2T . Thus I α ⊂ T . We obtain β∈I α x β a e+2β−α = 1 or α ∈ F e (T ).
To show the second assertion we use induction on the numbers of compositions. Thus,
The following lemma allows us to choose k and λ explicitly, which leads to the computation of T for some Ω.
Lemma 3.4. Let {a α } be a nonnegative mask and let its support be Ω. If the corresponding subdivision scheme with nonnegative mask, which satisfies (3.2), is divergent, then there exist disjoint proper subsets T and T of Γ m,n such that
In particular, we can choose k = k l for some k ≥ 1 and any fixed l
Proof. By Lemma 3.2 the divergence implies
It follows from Lemma 3.3 that
Thus, we can choose l large enough to meet the restrictions. Finally, setting k = k l and defining λ to be λ , we obtain (3.4) from (3.5).
Proof of Theorems 2.5 and 2.6
The notations such as Ω, Ψ and F e have the same meaning as in Sections 1-3. The following result for s = 1 was proven in [13] . Then there holds
Proof. For l = 1 the assertion is clear since by the definition of Ψ one always has 2α − γ ∈ Ψ(T ) for all γ ∈ Ω. On the other hand, γ∈Ω 1,γ = 1 if and only if 1,γ = 1 for some γ ∈ Ω and 1,γ = 0 for all γ ∈ Ω \ {γ }. Thus
The general case follows from induction on l.
For k and λ from Lemma 3.4 and i,γ ∈ {0, 1} from Lemma 4.1 let us define B 0 = {α}, where α ∈ Γ m,n , and for l = 0, 1, ...,
We have Proof. Assume the subdivision scheme is divergent. Thus, according to Lemma 3.4 there exist disjoint proper subsets T and T of Γ m,n satisfying (3.4). From Lemma 4.1 the sets T or T are not contained in B(α) whenever α does not belong to T or T . Thus, T or T must be empty. Consequently, the subdivision scheme must be convergent.
We are now in the position to verify Theorems 2.5 and 2.6.
Proof of Theorem 2.5. The sum rule implies e τ + 2γ τ ∈ Ω for some γ τ ∈ Z s and τ = 1, ..., s, where as usual e τ ∈ E s , τ = 1, ..., s, is the coordinate vector. But det(e 1 + 2γ 1 , ..., e s + 2γ s ) ≡ 1 (mod 2), so the rank of MX for any M ∈ M s is s. We may re-arrange X such that (x 1 , ..., x s ) = X is a regular square matrix. On the other hand, it is well-known that there exists some M ∈ M s such that MX is a lower triangular matrix. Moreover, MX = (c i,j ) 1≤i,j≤s satisfies 0 ≤ c l,j < c j,j if l > j. Thus, Proposition 2.3 allows us to suppose that X is already such a matrix.
Next let us verify B(α) = Γ m,n for some α ∈ Γ m,n . Thus, Lemma 4.2 ensures the convergence of this subdivision scheme. To this end, we first note that X is regular, so there are u i ∈ R satisfying
It is evident that each u i can be expressed as
Now, for l = 1, ..., s we have
Hence, α ∈ Γ m,n . Let y ∈ Γ m,n , so there are w i ∈ R such that
On the other hand, k is large and independent of Γ m,n (see Lemma 3.4); we can therefore assume
We obtain by expressing 2l i in the binary form 2l
We obtain 2
This gives by the definition of B(α):
By Lemma 4.2 the scheme is convergent. To show the second assertion, let X = {x 1 , ..., x σ } ⊂ Z s \ {0} with σ ≥ s be of rank s. We may assume det(x 1 , ..., x s ) = 0. Thus, for each e ∈ E s there are
In other words,
Having this relation we simply define
So the sum rule (1.3) is fulfilled for the nonnegative mask {a α : α ∈ Z s } and {α :
Proof of Theorem 2.6. The necessity follows from = (e 1 , ..., e s , x 1 , ..., x σ−s ) . M Ω has property P. Hence, we obtain in particular that σ > s and Consequently, the subdivision scheme with {b α } is convergent.
