Let R be an arbitrary commutative ring with identity. Denote by n(R) the Lie algebra over R consisting of all strictly upper triangular (n + 1) × (n + 1) matrices over R with n 3. In addition, for n = 3 assume that the annihilator of 2 in R is zero. The aim of this paper is to describe the automorphism group of n(R). We show that any automorphism ϕ of n(R) can be expressed as ϕ = ω · ξ · µ · σ where ω, ξ, µ and σ are graph, extremal, central and inner automorphisms, respectively, of n(R).
Introduction
The problem of characterizing algebra automorphisms and Lie automorphisms of matrix algebras and their subalgebras has been considered in a number of papers [1] [2] [3] [4] [5] 6, 8, [10] [11] [12] [13] . In particular, for a commutative ring R with identity, Kezlan [13] has showed that every R-algebra automorphism of the upper triangular matrices over R is inner. Cao and Wang [4] have described the group of the Ralgebra automorphisms of the strictly upper triangular matrices over R. DokovIć [6] and Cao [3] have described the automorphism group of the solvable Lie algebra consisting of all upper triangular matrices. Cao [5] has described the automorphism group of the Lie algebra consisting of all strictly upper triangular matrices over an integral domain of characteristic other than two or a commutative local ring that contains 2 as a unit. The aim of this paper is to generalize the results in [5] for the automorphisms of the Lie algebra of strictly upper triangular matrices to the case that the coefficient ring R is an arbitrary commutative ring with identity.
Let R be an arbitrary commutative ring with identity and M n+1 (R) be the Ralgebra of all (n + 1) × (n + 1) matrices. Throughout this paper we assume that n is an integer greater than or equal to 3. Let e be the identity matrix of M n+1 (R) and e ij the matrix in M n+1 (R) whose sole nonzero entry is 1 in the (i, j ) position. For x ∈ M n+1 (R), denote by x t the transpose of x. If x / = e, denote by x ij the (i, j ) entry of x. Moreover, if x is invertible, denote by x * ij the (i, j ) entry of x −1 . For x in M n+1 (R), we can express x as x = n+1 i,j =1 x ij e ij . For convenience sake, in this expression the subscript i can be less than 1 and the subscript j can be greater than n + 1 and we use the convention that the coefficient a ij is regarded as zero if i < 1 or j > n + 1 in some term a ij e ij .
The bracket operation [x, y] = xy − yx defines on M n+1 (R) a structure of Lie algebra over R. Let n(R) be the nilpotent Lie subalgebra of the Lie algebra M n+1 (R) consisting of all strictly upper triangular matrices. Let n 1 = n(R), n 2 = [n 1 , n 1 ], n 3 = [n 1 , n 2 ], . . . Each n k is an ideal of the Lie algebra n(R) and is invariant under any automorphism of n(R). It is easy to check that n k n l = {xy|x ∈ n k , y ∈ n l } ⊆ n k+l and [n k , n l ] ⊆ n k+l .
We denote by Aut (n(R)) the automorphism group of the Lie algebra n(R) and by 1 the identity automorphism of n(R).
If A, B are two subgroups of a group, we use AB, A B and A × B to denote their product, semidirect product with B normal and direct product, respectively.
For 2 ∈ R, set Ann (2) = {a ∈ R | 2a = 0}.
The main results of this paper are Theorems 3.1 and 3.14. Theorem 3.1 shows us that every automorphism of n(R) can be expressed as a product of standard automorphisms. Theorem 3.14 gives a more explicit description for the automorphism group of n(R) when Ann (2) = 0.
The standard automorphisms of n(R)
In this section, we will give four types of standard automorphisms of n(R), which build the automorphism group Aut (n(R)). The standard automorphisms of n(R) are as follows:
Inner automorphisms
Denote by u the group of invertible upper triangular matrices in M n+1 (R) . The map σ x : y → x −1 yx for x in u is an automorphism of n(R) which is called an inner automorphism.
Remark. The definition of inner automorphisms here differs from that in [5] where an inner automorphism is σ u with an upper triangular matrix u whose diagonal entries are all 1 and σ u with an invertible diagonal matrix u is called a diagonal automorphism.
Central automorphisms
For any f ∈ F , the map µ f : x → x + f (x)e 1,n+1 is an automorphism of n(R), which is called a central automorphism.
Graph automorphisms
Set r = e 1,n+1 + e 2n + · · · + e n2 + e n+1,1 . It is clear that r 2 = e and r t = r. The map ω 0 : x → −rx t r is an automorphism of n(R). Let ϒ be the set of the idempotents in R. For ε ∈ ϒ, it is easy to check that ω ε :
is also an automorphism of n(R) and if ε = 0, then ω ε is just the ω 0 above. Referring to a symmetry of the Dynkin diagram of the complex simple Lie algebra A n , we call ω ε a graph automorphism.
Extremal automorphisms
For b ∈ R, we define linear maps ξ (11) b and ξ (n1) b on n(R) by ξ (11) b (x) = x + bx 12 e 2,n+1 and ξ
For b ∈ Ann (2), we define linear maps ξ (12) b and ξ (n2) b on n(R) by: ξ (12) b (x) = x + bx 12 e 3,n+1 + bx 13 e 2,n+1 and
It is easy to check that the maps ξ (ij ) b defined above are all automorphisms of n(R). Referring to Gibbs [7] , these automorphisms or any product of such automorphisms are called extremal automorphisms.
It is clear that if Ann (2) = 0, then ξ
By the lemmas below, we know that if Ann (2) = 0, then any extremal automorphism is of the form ξ
= 0 and n 5, then any extremal automorphism is of the form ξ
In the remainder of this section, we will discuss the product relations of standard automorphisms. The proof of the following lemma is straightforward.
By the lemma above, we have that σ −1 when n = 4. If n = 4, we have
Proof. The proof is routine, but tedious. We give the proof only for (iv-2) with i = 1.
For any x ∈ n(R), (12) 
Automorphisms of n(R)
In this section, we first prove Theorem 3.1 via a series of lemmas which shows that any automorphism ϕ of n(R) can be expressed as a product of standard automorphisms. For this result, we need assume that Ann (2) = 0 when n = 3. In the end of this section, we more explicitly describe the automorphism group Aut (n(R)) when Ann (2) = 0. 
We first give some preliminary lemmas and then prove this theorem for the case n 4 and for the case n = 3, respectively.
Denote by Spec R the prime spectrum of the ring R. For P ∈ Spec R and a ∈ R, denote by R P the localization of R at P and by a 1 the image of a under the canonical homomorphism R → R P .
Lemma 3.2. Assume that
Then there exists an idempotent ε in R such that
Proof. Let A 1 = {a 1 , . . . , a l } and A 2 = {b 1 , . . . , b l } be two subsets of R. Denote by I i the ideal generated by A i , i = 1, 2. Let V (I i ) be the subset of Spec R consisting of the prime ideals containing I i . For any P ∈ Spec R, if in R P we have (3.2), then a i / ∈ P and
Then X 1 and X 2 are open and closed sets in Spec R with the Zariski topology. By Theorem 7.3 in [9] , there exists an idempotent ε such that X 1 = X ε and X 2 = X 1−ε , where X ε is the set of prime ideals not containing ε. In addition, for any P ∈ Spec R, noting (3.2) and (3.3), in R P we have
and
Hence,
Then (3.4) follows from (3.5) and (3.6).
The following Lemmas 3.3-3.5 are Lemmas 2.1-2.3, respectively, in [5] .
Lemma 3.3. Let ϕ be in Aut (n(R)). Then (i) ϕ induces automorphisms of the free R-modules
with some a ∈ R * .
Lemma 3.4. Let ϕ be in Aut (n(R)) and
where the entries a ji are dependent on ϕ.
Lemma 3.5. For any ϕ ∈ Aut (n(R)), any y ∈ n(R) and any canonical basis element e ij of n(R) we have ϕ(e ij ) 2 y = 0 and yϕ(e ij )
Proof. By Lemma 3.5 we have e l−2,l−1 ϕ(e i,i+1 ) 2 = 0 for l 3. This means that
which implies that a l−1,i a li = 0. Hence for k 3, a ki ∈ R * implies that a k−1,i = 0 and for k 2, a ki ∈ R * implies that a k+1,i = 0. Similarly, by Lemma 3.5 we have ϕ(e i,i+1 ) 2 e l+2,l+3 = 0 for l n − 2, which implies that a li a l+1,i = 0. Hence for k n − 2, a ki ∈ R * implies that a k+1,i = 0 and for k n − 1, a ki ∈ R * implies that a k−1,i = 0. The arguments above show that the assertion of the lemma is true.
Lemma 3.7. For any ϕ ∈ Aut (n(R)), the entries of the matrix A(ϕ) = (a ji ) in Lemma 3.4 satisfy the following relations:
), ϕ(e l,l+1 )] = 0, on the left-hand side of which the coefficient of e j,j +2 is a ji a j +1,l − a jl a j +1,i . Hence a ji a j +1,l − a jl a j +1,i = 0, i.e., a ji a j +1,l = a jl a j +1,i .
ii e i,i+k mod n k+1 for 2 k n and
where b
Proof. Since A(ϕ) is the identity matrix, we have
By Lemma 3.3 (i), for 2 k n and 1 i n + 1 − k we may assume
If k = n, it is clear that (3.7) holds by Lemma 3.3 (ii). Assume k < n. We use a case-by-case analysis to prove b
follows from (A-1) and (A-2) that b (k) si = 0 for 1 < s < n + 1 − k and s = i, and it remains only to consider the following two cases (B-1) and (B-2). In case (B-1), since s = 1, i = s + k + 1 and i n + 1 − k, we have k < n/2. In case (B-2), it follows from s = n + 1 − k and s − 1 = i + k that k < n/2. So for k n/2, cases (B-1) and (B-2) do not occur and we always have b si = 0 for any s = i.
(B-1) s = 1, i = s + k + 1. By the argument above, we need only to consider the case k < n/2. In this case, n − k > n/2. Again by the argument above,
Thus we have proved that b si = 0 for 1 s n + 1 − k and s = i in (3.9). Finally, by Lemma 3.3 (i) we have b (k) ii ∈ R * .
The proof of Theorem 3.1 for n 4. Let ϕ ∈ Aut (n(R)) and A(ϕ) be as in Lemma 3.4. We prove that ϕ can be expressed as the form in (3.1) via Lemmas 3.9-3.13.
Lemma 3.9. Assume that R is a local ring. Then the matrix A = A(ϕ) = (a ji ) is a primary or secondary diagonal matrix.
Proof. Since det A ∈ R * and R is a local ring, each row of A has an entry in R * . We divide the proof into four claims: 
Claim 2. Each row of A except the first and the last rows has one and only one nonzero entry and it is in R * .
Assume that 1 < k < n − 1 and a k−1,l ∈ R * . For l = 1, by Claim 1 we known that a k2 is the sole entry in R * in the kth row of A. Furthermore, we assert that a k2 is the sole nonzero entry in this row. For if there is another a km / = 0, then m / = 1 since a k1 = 0 by Lemma 3.6. By Lemma 3.7 we have a k−1,1 a km = a k−1,m a k1 = 0, a contradiction. Similarly, we can get that for l = n, a k,n−1 is the sole nonzero entry in the kth row of A and for 1 < l < n, if a km / = 0, then m = l − 1 or l + 1. Moreover, we assert that it can not hold that for 1 < l < n, both a k,l−1 and a k,l+1 are nonzero. In fact, if both a k,l−1 and a k,l+1 are nonzero, we will obtain a contradiction. First, we show that in the (k − 1)th row of A, a k−1,l is the sole entry in R * . For if there is another entry a k−1,m ∈ R * , then by the arguments above, the nonzero entries in the kth row of A are only a k,m−1 and a k,m+1 , a contradiction. Next, we assert that in the (k + 1)th row of A, a k+1,l is the sole entry in R * . Otherwise, if a k+1,m ∈ R * with m / = l, then by Claim 1, we must have m = l − 2 or l + 2. It follows from Lemmas 3.6 and 3.7 that a k,l+1 = 0 or a k,l−1 = 0, a contradiction. Since each of the (k − 1)th and (k + 1)th rows has only one entry in R * which is in the lth column, all the 2 × 2 minors in these two rows are not in R * . This contradicts the fact that det A ∈ R * . Thus Claim 2 holds.
Claim 3.
The matrix A is of the form: either the entries in the primary diagonal line are in R * and a ji = 0 with j / = i except a 13 and a n,n−2 , or the entries in the secondary diagonal line are in R * and a ji = 0 with j / = n − i + 1 except a 1,n−2 and a n3 .
First, we assert that the sole nonzero entry in the kth row of A with 1 < k < n can not be in the first and the last columns. Otherwise, see a k1 / = 0. Then we have a k−1,1 = a k+1,1 = 0 by Lemma 3.6 and a k−1,2 , a k+1,2 ∈ R * by Claim 1. For p = k − 1 > 1 or p = k + 1 < n, a p2 is the sole nonzero entry in the pth row by Claim 2. For p = k − 1 = 1 or p = k + 1 = n, by Lemma 3.7 it follows from a k1 ∈ R * and a p1 = 0 that a p2 is also the sole nonzero entry in the pth row. Hence, in each of the (k − 1)th and the (k + 1)th rows of A there is a sole nonzero entry that is in the second column. It follows that det A / ∈ R * , a contradiction. Denote by A the submatrix of A by crossing out the first, last rows and first, last columns. Then A is a monomial matrix and det A ∈ R * . Furthermore, it is easy to see that A is a primary or secondary diagonal matrix. From this fact and Claim 1, we get the required result. (c) In the nth row, a nn ∈ R * and a n1 = · · · = a n,n−3 = a n,n−1 = 0. ϕ(e n−2,n−1 ) ≡ a n−2,n−2 e n−2,n−1 + a n,n−2 e n,n+1 mod n 2 .
It follows from the form of
Since [e 34 , e 2,n+1 ] = 0, applying ϕ, by (3.10) and (3.11) we obtain a 13 b 22 e 1,n+1 = 0 which implies a 13 = 0. Similarly, the equality [e 1n , e n−2,n−1 ] = 0 implies that a n,n−2 = 0. Thus A is a primary diagonal matrix. When n = 5, in the same way, we can also prove that A is primary diagonal.
Case 2. The entries in the secondary diagonal line of A are in R * . We can prove that the claim holds in exactly the same way as was Case 1. We omit the details.
Let R be an arbitrary commutative ring with identity and P ∈ Spec R. For a matrix x = (x ji ) ∈ M n (R), denote by x P the matrix (x ji /1) in M n (R P ). A matrix in M n (R P ) may be expressed as (1/s) x P with s ∈ R\P and x ∈ M n (R). For ϕ ∈ Aut (n(R)), let ϕ P be the map on n(R P ) defined by (1/s) x P → (1/s)(ϕ(x)) P . By Proposition 7.11 in [9] , ϕ P is an automorphism of the R-module n(R P ). Furthermore, it is easy to see that ϕ P is also an automorphism of the Lie algebra n(R P ). Using the notation in Lemma 3.4, we have A(ϕ P ) = A(ϕ) P .
Lemma 3.10. There exists a graph automorphism ω ε of n(R) such that A(ω −1 ε ϕ) is a primary diagonal matrix.
Proof. In the proof of this lemma, let n = 2m or 2m + 1 according as n is even or odd and l = 2m. For P ∈ Spec R, we have that ϕ P is an automorphism of the Lie algebra n(R P ). By Lemma 3.9, A(ϕ P ) = A(ϕ) P = (a ji /1) is primary or secondary diagonal and the entries in the corresponding diagonal line are in (R P ) * . This means that for any P ∈ Spec R, in R P we have a ji /1 = 0 if a ji is not in the both diagonal lines and a m+1,m+1 /1 ∈ R * if n is odd. Hence, we have a ji = 0 if a ji is not in the both diagonal lines and a m+1,m+1 ∈ R * if n is odd. In addition, if n is even, set 4 ∈ R such that (ξ (12) 
Proof. Following the above argument, we will use induction on k to prove that there exist u k ∈ u, k = 1, 2, . . . , n − 3, such that
(3.13)
Then Lemma 3.11 shows that (3.13) for k = 1 is true, and for (3.13) we may assume n > 4. Assume that there exists u k−1 ∈ u with 1 k − 1 n − 4 such that (3.13
(3.14)
For (3.14) we first prove the following claim:
We use a case by case analysis. In the following discussion, assume s = i, i − k + 1.
(A-1) s n − k and
Hence a (3) 1+k,1+k e 1+k,4+k mod n 4 , where b (3) 1+k,1+k ∈ R * . Applying θ to [e 2+k,3+k , e 1+k,4+k ] = 0, we obtain
On the left-hand side of the above equality there is a term a
1+k,1+k e 1,4+k and the other terms do not contain the basis element e 1,4+k . So a
Thus, the claim is proved and (3.14) may be rewritten as
To complete the induction on k, we need again use induction on l to prove that there exist v l ∈ u, l = 0, 1, . . . , n, such that for 1 i l
ii e i,i+k mod n k+1 . (3.17)
Let v 0 = e. Then it follows from (3.15) that (3.17) with c
ii is trivially true, and (3.16) does not occur. Assume that (3.16) and (3.17) hold for some v l−1 ∈ u with 0 l − 1 n − 1. In particular, for v l hold, where δ l+k,i denotes the Kronecker delta. Thus, the induction on l is completed. Set u k = v l u k−1 . Then (3.13) for k is true, and the induction on k is completed. Hence we have proved that for n 4, 1 i n and 1 k n − 3, (3.13) is true. In particular, for k = n − 3, we may write
) ≡ e i,i+1 + 
In the same arguments as was above, we can use induction to prove that there exists v ∈ u such that u = vu n−3 satisfies Lemma 3.13. Let the notations be as above and set ϕ 2 = (ξ (12) 
Proof. By Lemma 3.12, we have
e 2,n+1 mod n n i = 1, . . . , n. 
. Then (ξ (11) 
u ϕ 2 acts trivially on e i,i+1 mod n n for 1 i n. The proof is completed.
We now conclude the proof of Theorem 3.1 for n 4. Let
By Lemma 3.13, we have
Let f ∈ F such that f (e i,i+1 ) = c i , i = 1, . . . , n, and f (e ij ) = 0 for j − i > 1. Then ϕ 3 (e i,i+1 ) = µ f (e i,i+1 ) for 1 i n. Since e i,i+1 , i = 1, . . . , n, generate the Lie algebra n(R), we have ϕ 3 = µ f . Hence
By Lemma 2.1 and 2.2, we have ϕ = ω · ξ · µ · σ, where ω, ξ, µ and σ are graph, extremal, central and inner automorphisms, respectively. The proof is completed.
The proof of Theorem 3.1 for n = 3. In this case, we assume that Ann (2) = 0. Hence, extremal automorphisms of the forms ξ By Lemmas 2.1 and 2.2, we have that ϕ is of the form (3.1).
We conclude this paper with giving a more explicit description for Aut (n(R)) as in [5] when Ann (2) = 0.
As in [5] , we redefine an inner automorphism to be σ u with an upper triangular matrix u whose diagonal entries are all 1 and call the subgroup of Aut (n(R)) consisting of all such inner automorphisms the inner automorphism group denoted by I. Then I Aut (n(R)) [ If c = (c 1 , 0, . . . , 0,  c n ) , then µ f determined by c is an inner automorphism σ u with u = e − c 1 e 2,n+1 + c n e 1n . So we may only consider those inner automorphisms determined by c = (0, c 2 , . . . , c n−1 , 0) which are called proper in [5] . The subgroup of Aut (n(R)) consisting of all proper central automorphisms is called the central automorphism group and denoted by C. It is clear that C is isomorphic to the additive group R n−2 .
The set of all graph automorphisms of n(R) is a subgroup of Aut (n(R)) which is called the graph automorphism group and denoted by G. It is isomorphic to the group ϒ with the product ε • ε = 1 − ε − ε + 2εε .
Since Ann (2) = 0, extremal automorphisms ξ which is determined by (b 1 , b 2 ) in R 2 . The set of all extremal automorphisms is a subgroup of Aut (n(R)) which is called the extremal automorphism group and denoted by E. It is clear that E isomorphic to the additive group R 2 .
By Lemma 2.2, it follows from Theorem 3.1 that any automorphism ϕ of n(R) can be expressed as
where ω, η, ξ, µ and σ are graph, diagonal, extremal, central and inner automorphisms, respectively, of n(R).
In the same way with a slight modification as was Theorem 4.6 in [5] , we can prove the following theorem. We omit the proof. 
