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A bstract
This thesis investigates approaches to  object recognition in com puter vi­
sion. The starting point of the investigation is depth, or range, images of 
visible object surfaces. A t the representation level, we use attributed rela­
tional graphs (ARGs), for object-centered descriptions of surfaces in images 
as well as models. An ARG encodes invariant properties such as curvature 
of surfaces, and relations such as distances and normal angles between them . 
At the com putational level, the main problems studied concern firstly the ex­
traction of ARG representation from range images, which involves the issues 
of continuity-controlled smoothing and reliable com putation of surface curva­
ture, and secondly inexact matching between the image ARG and object model 
ARGs.
First we propose a unified com putational framework for solving low, in ter­
m ediate and high level computer vision problems in 3D object recognition from 
range images. All three levels of com putation are cast in an optim isation fram e­
work and are suited for implementation on parallel distributed, or neuron-like, 
architectures. In the low level com putation, the tasks are to estim ate the 
curvature images from the input range data, in which depth discontinuities 
are taken into account to  avoid oversmoothing. Subsequent processing at the 
interm ediate level is concerned with segmenting these curvature images into 
coherent curvature sign maps. At the high level, image features are m atched 
against model features based on the object-centered ARG representation. It 
is shown th a t the above com putational tasks a t each of the three different lev­
els can all be formulated as optimising an energy function. The optim isation 
is performed using parallel and distributed relaxation-based algorithm s which 
are well suited for neural network implementation.
We then further develop the low level work by proposing a class of adaptive 
regularizer (AR) for continuity-controlled smoothing. We analyze mechanisms 
by which the AR works. The analysis shows th a t the fundam ental difference 
between different regularizers lies in properties of interaction between neigh­
boring points, which relates to the smoothing strength, determ ined by these 
regularizers. Based on this, we derive conditions under which regularizers are 
adaptive to  discontinuities to avoid oversmoothing. The analysis also shows
11
th a t adaptive regularization solutions have a closer affinity to solving Euler 
equations than to minimising some close-formed energy functionals.
We further develop the high level work by proposing a parallel distributed 
approach for matching and recognizing overlapping partially occluded objects. 
Simultaneous separation and inexact matching of superimposed sub-ARGs is 
performed by optimising a global gain functional using relaxation labelling 
methods. We suggest th a t the approach could potentially perform sim ulta­
neous recognition of overlapping free-formed 3D objects directly from range 
data  w ithout segmentation: Segmentation, m atching and recognition are all 
done once the direct mapping from pixels to  models is found. The algorithm 
is inherently parallel and distributive and could be efficiently implemented on 
commercially available SIMD architectures such as the Connectionist Machine.
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C hapter 1
Introduction
Three-dimensional computer vision aims at understanding the 3D world by 
analyzing input images. M arr [93] believed tha t depth information should be 
m ade explicit to achieve higher vision goals. Most com puter vision research 
has been based on this belief. However, unlike human vision which is able to 
infer depth quickly and easily from intensity images, achieving 3D com puter 
vision goals from intensity images presents formidable difficulties due to lack 
of constraints for solving visual com putation problems therein. As the sensor 
technology advances, range images from commercial range scanners [68, 101] 
have been available. A range image or depth m ap is an array of pixel values 
which represent the distances from the sensed focus plane to object surfaces 
within the field of view. It provides explicit range information about visible 
surfaces on the image grid, and is largely independent of the illumination 
conditions of the environment and the reflectivity of the objects being sensed. 
Therefore, m any perceptual problems arising from intensity images do not 
occur from range images. Because of these advantages, the last few years 
have seen increasing interest in 3D vision from range images. Despite the 
advantages, however, range image understanding still remains difficult and
presents theoretic and pr-agm atic■ challenges [23, 66].
P r a c t i c a l
The first problem is how to represent 3D objects. This is a fundam ental 
and yet unsolved issue not only in com puter vision but in cognitive sciences in 
general. A second problem is how to extract the representation from images 
and subsequently m atch it against potential models. This has m otivated most 
computer vision research. A final problem is the actual im plem entation of the
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com putational algorithms. These three problems are associated with the three 
levels of the com putational theory stated by M arr [93]. The work reported 
here attem pts to  study these problems in 3D vision from range images.
1.1 R epresentation
In this work, we use a surface-based representation. The im portance of sur­
face shapes in understanding images has been recognized by the popularity 
of research on shape from X [60]. Explicit visible surface information is the 
advantage we should take from range data. We desire a representation scheme 
which is invariant to viewpoint to facilitate object matching, recognition and 
other com puter vision tasks such as pose determ ination. Furthermore, we 
choose to  use a shape representation based on surface curvature properties, 
[8, 12, 24], such as the sign (-,0,4-) of mean curvature and Gaussian curva­
ture. These properties are invariant to rotations and translations. We do not 
consider scale-invariance to  be a problem since the absolute scale is usually to 
hand in range data. In this representation, objects are decomposed into surface 
patches segmented based on curvature signs, and are described by attributes 
of, and relations between, these patches. This results in an object-centered 
description called an attributed relational graph (ARG).
An ARG consists of a set of nodes, their properties and relations. In the 
invariant surface segmentation based scheme, the ARG nodes represent surface 
patches, the properties include curvature signs and patch areas, and the rela­
tions include distance between patches. However, the ARG can also describe 
surface structures a t finer scales. For example, each node can correspond to a 
surface point a t the level of raw range data  ra ther than at the surface patch 
level after segmentation. In this case, the curvature properties are attribu ted  
by their numerical values rather than symbolic signs. The relations can be 
distances and normal angles between surface points. The ARG representation 
can also encode other information, e.g. about feature points and lines, etc.
Problems
1.2 Problem s
Problems in Extracting the Representation. There are three prim ary problems 
in extracting the curvature-based representation. The first is th a t curvature is 
computed from derivatives of up to second order, which is highly noise-sensitive 
as widely reported [13, 37, 56, 129]. Smoothing is necessary to  suppress noise. 
This gives rise to the second problem, oversmoothing across discontinuities. 
Oversmoothing distorts the underlying surface shapes and thus leads to mis­
taken descriptive information about surfaces. The third problem is th a t of 
organizing initially segmented coarse curvature sign maps. Curvature com­
puted from data is noisy and inaccurate despite th a t smoothing^j^performed 
on the raw data. Resulting curvature sign maps are usually fragmentary, and 
need organizing into a form consisting of coherent surface patches.
Problems in Matching ARGs. The m atching between image features and m od­
els is done based on ARGs extracted from the input image and models. A 
problem in relational matching is th a t it often suffers from errors and mistakes 
in extracted relational descriptions. Even a very small num ber of missing or 
false relational measurements may incur the total failure of the whole m atch­
ing process. This is of a general problem in computer vision and is not specific 
to the application described here. Error-tolerance becomes a necessity for the 
matching to be stable under errors and topological changes of segmentation.
On the other hand, there are usually more than one model objects, and 
the scene contains sub-parts of these objects which are partially occluded and 
overlapping one another. However, there is yet no graph m atching scheme 
which can simultaneously perform separation of these sub-parts and m atch 
them  to  model graphs, particularly in a parallel distributed way. A graph 
matching approach capable of this needs developing.
1.3 A Three Level System  for Solving the  
Problem s
To solve these problems, we develop a three level system. At the low level, 
surface curvature images are estimated; at the interm ediate level, the estim ated 
curvature images are segmented into curvature sign maps; and at the high
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level, the input image is matched to models based on the image ARG derived 
from segmented surface patches and model ARGs built from known model 
surfaces. To prevent surface shape distortion due to oversmoothing at depth 
edges, we pay particular attention to the role of discontinuities during the 
image curvature com putation at the first-level and also during its subsequent 
segmentation at the second-level. To prevent possible failure of m atching at the 
high level due to  the violation of some “hard” or symbolic relational constraints 
such as adjacency, we choose instead to use “soft” or numerical constraints, 
such as the minimum distance between patches, and formulate an algorithm 
for matching based on these constraints.
1.4 Com putational Framework
We propose a unified optimisation framework for solving the problems at all 
\ h e  three levels of interpretation. W ithin this framework, the problem solution 
is found by minimising an energy function. The energy functions for all three 
levels of processing have the same form. They consist of two term s, i.e. a 
“closeness” term  and a “smoothness” term . The former encodes constraints 
from unary properties while the la tte r encodes constraints from binary relations 
[77]. The formulation is related to continuity-controlled regularization [20, 50,
73, 95, 117], relaxation labelling [33, 64, 72, 113, 124], and inexact subgraph 
m atching [17, 29, 35, 42, 128]. The minimisation of these energies is performed 
by using relaxation algorithms which are inherently parallel and distributed. 
These algorithms are well suited for neural network style implementation.
W ithin the framework, we present further development in continuity-controlled 
smoothing at the low level and matching and recognition of overlapping objects 
at the  high level.
1.5 Summ ary of Contributions
The m ain goal of this research is to  develop a computational framework and 
approaches to  3D object recognition from range images. Accomplishing this 
goal requires solving a num ber of intriguing open pragm arie^  and com puta­
tional problems. The main contributions are summarized in the following.
Summary o f Contribution
• A unified computational framework for all the three seemingly very dif­
ferent processing levels is proposed. This is the first a ttem pt ever made.
It offers insights into the fundam ental properties of vision processing. 
This is significant not only from the theoretic viewpoint but also from 
the application viewpoint. It suggests th a t we could use similar archi­
tectures to solve problems at different levels.
• The approaches proposed in this research are inherently parallel and 
distributed. This is an im portant asset for real-tim e com puter vision 
systems. It also conforms the nature of biological vision.
• The curvature-based segmentation results presented here dem onstrate 
great improvements over previous work. This brings the popular curvature- 
based vision approaches for range image understanding closer to success.
• The analysis of the proposed adaptive regularizer shows conditions for 
a regularizer to be adaptive to discontinuities to avoid oversmoothing. 
This is significant in the problem of smoothing in general vision pro­
cessing. The analysis also reveals tha t adaptive regularization solutions 
have a closer affinity to solving Euler equations than to minimising en­
ergy functionals. This extends the scope of regularization theory.
• The research proposes a parallel distributed approach to  simultaneous 
separation and inexact matching of superimposed sub-graphs and par­
tially occluded objects. The approach is graceful in com putation and 
param eter control, and error tolerant. It also adds a new dimension to 
graph matching and object recognition techniques,
•  Finally, a scheme is suggested for recognition of partially occluded free- 
formed 3D objects directly from range data  w ithout segmentation. This 
scheme could avoid ambiguity in matching and recognition brought about 
by loss of information due to segmentation. It could also circumvent 
difficulties in segmentation which have been main obstacles in com puter 
vision.
The proposed adaptive regularizers and the approach to m atching superim ­
posed sub-graphs are not restricted to the problems in range image understand­
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ing. They are general enough for solving related problems in other computer 
vision applications as well.
1.6 Organization of Thesis
The research materials and its contributions can be found in the following 
three chapters. Chapter 2 presents the unified framework. The framework is 
composed of a unified form of energy function to be optimised for all three 
level tasks and algorithms for solving the computational problems involved. 
Potential neural implementation of the algorithms is discussed. However, be­
fore proceeding to  these topics, we will give an introductory illustration on the 
representation th a t we use together with an overview of our system structure. 
Our aim in doing this is to bring out computational issues involved in the 
process. Experim ents on the  curvature-based segmentation, ARG matching,
and 3D surface matching are presented.
Chapter 3 continues the investigation of a problem at the low level, continuity- 
controlled smoothing or adaptive regularization. A class of adaptive regularizer 
(AR) is proposed, analyzed and compared with existing widely used regular­
izers, mainly the quadric regularizer and the line-process regularizer. Condi­
tions are identified for any regularizer to be adaptive to discontinuities to avoid 
oversmoothing. Analog VLSI neural implementation of the AR is presented. 
Experim ents are performed and their results are discussed.
Chapter 4 continues the investigation of a problem at the high level, namely 
th a t of m atching superimposed sub-ARGs and recognizing overlapping par­
tially occluded objects. A parallel distributed approach to solving this problem 
is proposed for simultaneous separation and inexact matching of superimposed 
sub-ARGs. The approach has a potential of performing recognition of partially 
occluded free-form 3D objects directly from range images without segmenting 
them  into lines, surface patches, etc. . Experiments are presented.
These three chapters are related in tha t the la tte r two are further devel­
opments based on the former one. However, Chapters 3 and 4 cope with 
com puter vision problems more general than range image understanding in 
C hapter 2. These three chapters are w ritten to be self-contained and can be
read as independent papers.
Chapter 5 presents a review of previous and related work. This review
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highlights curvature based segmentation, continuity-controlled regularization, 
inexact relational matching, and recognition of overlapping objects.
Finally Chapter 6 concludes the thesis with discussions of unsolved prob­
lems and ideas for future research.
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C hapter 2
A  Unified Framework
2.1 Introduction
In this chapter, we propose a unified approach to solve low, interm ediate and 
high level computer vision problems for 3D object recognition from range im ­
ages. All three levels of com putation are cast in an optim isation framework 
and can be implemented on neural network style architecture. In the low level 
com putation, the tasks are to estim ate curvature images from the input range 
data. Subsequent processing at the interm ediate level is concerned with seg­
menting these curvature images into coherent curvature sign maps. At the high 
level, image features are matched against model features based on an object 
description called attributed relational graph (ARG). We show th a t the above 
com putational tasks at each of the three different levels can all be formulated 
as optimising a two-term energy function. The first term  encodes constraints 
from unary properties while the second term  from binary relations. These en­
ergy functions are minimised using parallel and distributed relaxation-based 
algorithms which are well suited for neural network implementation. Some ex­
perim ental results are presented for the curvature-based segmentation, ARG 
m atching and 3D surface matching.
The outline of this chapter is as follows. Sections 2.4 and 2.5 constitute the 
computational framework. In Section 2.4, we formulate the processing a t each 
of the three levels as an energy function minimisation task. In Section 2.5 
we develop algorithms for minimising the energy functions. In Section 2.6, 
we discuss potential neural implementation of the algorithms. However, be-
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K >0 K =0 K <0
H <0 peak ridge saddle ridge
H =01 (none) flat minimal surface
H >0 pit valley saddle valley
Table 2.1: Curvature Signs and Surface Types
fore proceeding to  these topics we will give an introductory illustration on the 
representation th a t we use together with an overview of our system structure 
(Section 2.3). Our aim in doing this is to bring out computational issues in­
volved in the process. We will also show some experimental results on the 
curvature-based segmentation and the ARG matching, while describing the 
representation in the next section and the main ideas of our own work in 
Sections 2.4, 2.5 and 2.6, to  illustrate the representation and the ideas. In Sec­
tion 2.7, we will present two other experiments to  dem onstrate the processing 
from a range image to  3D surface matching. After th a t, we will illustrate our 
choice of param eters involved in all experiments we have presented and the 
tim es spent for the com putation. Finally in Section 2.8, we will emphasize the 
novelty of our contribution. Appendix A lists symbols used in this chapter.
2.2 R epresentation
2.2.1 Surface Curvature
According to  the fundam ental existence and uniqueness theorem of sur­
faces from differential geometry [89], the local shape of an arbitrary  smooth 
surface is uniquely determ ined by the six param eters in the first and the second 
fundam ental forms of the surface. The information contained in these six pa­
ram eters can be properly expressed in term s of the mean curvature and Gaus­
sian curvature. The m ean curvature and the Gaussian curvature are invariant 
to  rotations, translations and surface param eterization as long as the Jaco­
bi an of the transform ation is non-zero. Given a graph surface { { x ,y ,z { x ,y ) ) } ,  
the surface curvature can be computed from five partial derivatives of z, i.e.
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where H  and K  represents the mean curvature and the Gaussian curvature, 
respectively.
2.2.2 Surface Segm entation Based on Curvature
Some form of symbolic descriptions have to be derived in order for high level 
mechanisms to use these curvature properties. One possibility is to  use the sign 
of both curvatures. It is invariant to rotation, translation and scale-changes. 
The combinations of the sign of mean curvature and the sign of Gaussian 
curvature yield eight possible surface types [12] as shown in Table 2.1.
Segmenting a range image into curvature sign maps generally consists of two 
main stages: computing the surface curvature from range data; and segmenting 
the resulting images into curvature sign maps. Great difficulties have been 
reported in accomplishing these tasks. The first stage involves estim ation of 
derivatives of up to the second order, which is m athem atically ill-posed [109], 
and is highly noise-sensitive as widely reported [13, 37, 56, 129]. The second 
stage is necessary to  recover from noise-induced errors made during the first 
stage of processing; it organizes degraded symbolic maps into “coherent” ones 
consisting of meaningful surface patches. The lowest level of our system aims 
to  perform the estim ation of curvature images while the interm ediate level 
performs the segmentation of the estim ated curvature images.
Figures 2.1 and 2.2 show two results of surface segmentation based on the 
curvature signs produced by the the first two levels, contained in the la tte r 
image being two superimposed objects. Shown at the top of each figure are 
the original range image (the image is shaded for easier visual interpretation), 
regularized image and histograms of the estim ated curvature images. In the 
middle row are the coarse curvature sign maps obtained by thresholding the 
estim ated curvature images from the low level; they are, from the left to  the 
right, the coarse mean curvature (H)  sign map, the coarse Gaussian curvature
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Figure 2.1: Segmentation of a bottle image. Top: original image, smoothed 
image and histograms of H  and K  images. Middle: i f ,  K  and H K  maps 
obtained by thresholding. Bottom: refined H, K  and H K  maps.
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Figure 2.2: Segmentation of an image containing a Renault part superimposed 
by a light bulb. Top: original image, smoothed image and histograms of H  and 
K  images. Middle: i f ,  K  and H K  maps obtained by thresholding. Bottom: 
refined i f ,  K  and H K  maps.
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{K)  sign map and the coarse H K  combination map. The first two maps 
are the input to  the interm ediate level. At the bottom  are the refined maps 
by the interm ediate level. Significant improvement on the coherence of the 
segmentation can be seen in the transition from the coarse maps to  the refined 
maps. For more segmentation results from images of various complexity, see
Section 2.7.
The refined H K  map identifies up to  eight different surface types which 
are independent of rotations, translations and scale changes. From this, an 
a ttribu ted  adjacency graph (ARG) can be built to give an invariant description 
of the scene in the image. Model objects are also represented in the same 
way. The higher level processing then takes input computed from the scene 
ARG and each of the model ARGs and performs surface matching and object 
recognition.
2.2.3 A ttributed  R elational Graphs
An attribu ted  relational graph (ARG) is a graph-like description of a scene or 
a model. It is denoted by g  =  ( v , g )  in which v =  { u ( z )  1 1 <  î  <  ‘r n }  i s  a  
set of m attributed  nodes, a =  {a(« ,j) | 1 ^  h j  ^  i^ ^  ^et of relations 
between the nodes. For node z, v(z) =  {u^(z) | 1 <  A; <  A 1} represents node 
(surface patch) a ttribu te  types k = 1 , . . . , / \ 1  of patch z; it also represents 
corresponding a ttribu te  value v^(i). An a ttribu te  is a unary property which 
can be either symbolic or numerical. The attributes we have used are
• v'^{i) =  hk(i): H K  label of patch z
•  u^(z) =  area^i^i visible 3D surface area of patch z
For a pair of nodes z and j ,  a(z, j )  =  {0^(2, i )  | 1 ^  ^ ^  A'2} represents binary 
relations =  1 ,..., K 2  between patches z and j  with corresponding relational 
value a*(z,;). A relation can be symbolic or numerical. The relation we have 
used is
•  a^(z,;) =  d i s t { i j ) :  the minimum (nearest) 3D Euclidean distance be­
tween patches z and j
which takes a real value. The reason why we choose the minimum (nearest) 
distance instead of symbolic adjacency is th a t the former is more robust than
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Figure 2.3: Cup images and their H K  maps. Top: a cup image and its H K  
map. Bottom: a transformed version of the cup image and the H K  map. 
Some noise is introduced during the transformation due to quantization.
the latter under occlusion and noise. Although the latter could provide more 
concrete constraints for matching, it can often be violated because of occlusion 
and/or segmentation error due to noise. For example, one patch may be split 
into many; additional patches which are not in the model may appear; and 
two connected patches may appear disconnected in some views. We use “soft” 
constraints to prevent possible matching failures due to unsatisfied “hard” 
constraints.
There are a number of criteria for the representation of shapes [24, 94]. 
Our choice of attributes and relations is based mainly on the requirement of 
accessibility, invariance, robustness and locality. O ther less local information 
can also be included in ARG. For example. Fan et a l  [32] used the following 
attributes
average mean curvature over patch i
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1
(a) (b)
o saddle ridge# saddle valley# ridge
e valley# peak
(c)
Figure 2.4: ARGs built from the cup H K  maps, (a) ARG from the top-right 
of F IG .3. Node 1 corresponds to the body of the cup and node 2 to the 
handle, (b) ARG from the bottom -right of FIG.3. Node 5 corresponds to the 
body, node 1 to the handle, and the rest to N U L L ,  (c) T e x tu r e - A  label 
correspondence.
• average Gaussian curvature over patch i 
and relations
• a^(z, j )= th e  3D distance between centroid of patches i and j
• a^( i , j )=ihe  angle between orientations of patches i and j
where the orientation of a patch is defined as the direction of the normal for 
planar patches, the direction of the axis for cylindric and conic patches, or 
the normal at the curvature extremum otherwise. The angle between surface 
normals of planar patches are im portant for matching planar patches.
Although our representation is based on surfaces, information on bound­
aries, feature curves and volumes can provide im portan t supplem entary con­
straints to our surface-based scheme. The result is a more complete ob­
ject description which includes zero-crossings of the Gaussian curvature, zero- 
crossings of the maximum principal curvature, maxim a of the maximum prin­
cipal curvature [97], lines of curvature, asymptotes, surface intersections [25], 
etc. These curves lie between nearby patches and can be used to characterize 
types of relations between them.
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Object recognition schemes proposed to date fall into three categories [53]: 
(1) those based on invariant properties, (2) those based on object decomposi­
tion into parts and (3) those based on the process of explicitly compensating for 
the transform ation between the viewed object and the stored model. Our work 
falls into the first category. Representations by parts, e.g. in [55,103,116,127], 
provide an easier way to describe object hierarchies. However, recognition by 
parts has to be preceded by the recognition of parts and there is a big gap to 
be filled from images to parts.
In this work, several sources of information are used to build a scene ARG. 
Firstly the refined H K  map from the interm ediate level is used to extract 
the H K  label and the surface area of each patch and the relations between 
patches. Secondly a discontinuity map tt from the lowest level is used to provide 
additional information on the segmentation. Thirdly, the original range map d 
itself and first derivative maps f*  and f*  are used to extract 3D surface area. 
Figure 2.3 shows two cup images and their H K  maps. Note th a t the image at 
the bottom  is noisier and therefore its H K  map is fragmented. Figure 2.4 are 
the ARGs built from the cup H K  maps. For clarity, only relations with zero 
distance, i.e. those which are directly adjacent to each other, are displayed. 
However, there is a weighted link between every pair of nodes.
Model ARGs are pre-stored, z.e. built off-line. They can be built by using 
CAD modelling techniques [22, 15, 38, 46, 23], or integrating multiple views 
[125, 127]. We have not yet been able to build complete 3D object model 
ARGs. However, we have created scenes for experiments on the curvature- 
based segmentation and 3D surface matching under rotation and occlusion 
(Section 2.7).
The high level aims at matching the ARG from the image to the ARG 
of a model. The matching is based on the unary attributes, i.e. H K  label 
and 3D area, and the binary relation, i.e. the minimum distance. The H K  
sign label are invariant to rotations, translations and scale changes. The 3D 
surface area of a curvature-sign labeled patch in the scene generally should 
not exceed its counterpart in the model, being smaller if occlusion occurs. 
The minimum distances between patches provide a m utual constraint on their 
relative location. This constraint is invariant to  rotations and translations but 
not to scale changes and does not change dram atically because of occlusion. 
An ARG constructed in this way is to a certain extent an invariant structural
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representation of an object. For this reason, the problem of m atching between 
model surfaces and scene surfaces has been reduced to th a t of inexact relational 
graph matching. Take Figures 2.4a and b as the model object and the scene 
object, respectively. Based on the constraints from the unary properties, such 
as curvature label and area of 3D surface patches, eind binary relations, such as 
nearest distance, the correct matching from the scene to the model, i.e. from 
b to a, should be 5 1, 1 — 2 and the rest to N U L L ,  the N U L L  being a
special model node representing unknowns.
In the rest of this chapter, when referring to the same concepts pertaining 
to both data and models, we will use lower-case notation to refer to the image 
or scene, e.g. m, hk( i ) ,a{ i , j )  and upper-case notations to refer to models, e.g. 
M ,A A ( 7 ) ,A ( / ,J ) ,  e(c.
2.3 Overview of System  Structure
Our system consists of three levels: the low level, the interm ediate level and 
the high level, as illustrated in Figure 2.5. In order to progress from one 
level to another, some processing operations are required. Between the low 
and the interm ediate levels, there is a thresholding operation on curvature 
images. Between the interm ediate and the high levels, there is a procedure 
tha t constructs an ARG from H K  label map and other maps. The function 
of each block is described as follows.
• The low level estim ates mean curvature (H)  and Gaussian curvature 
(A ) from the input range image (at location (1) in Figure 2.5), result­
ing in curvature images (at location (2)). The core of this level is the 
discontinuity-controlled surface reconstruction process.
•  The curvature images are thresholded into coarse curvature sign maps 
(at location (3)).
• The interm ediate level refines the coarse curvature sign maps obtained 
from the autom atic thresholding to increase the coherence of curvature 
sign patches, resulting in a refined H K  sign combination map (at location 
(4)) which consists of refined surface patches of up to eight different 
surface types. The basic function of this level is to restore degraded 
multi-level images to form coherent regions.
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Figure 2.5: Diagram of the system structure.
• An attribu ted  relational graph which symbolically describes the visible 
surfaces in the image is then built. This combines information from the 
refined H K  map, the first derivative maps, the depth discontinuity map 
(at location (2’)) and the range map.
• The high level matches the scene ARG (at location (5)) against each 
of object model ARGs, resulting in pairings between surface patches in 
the scene and those in each model (at location (6)). Subsequent object 
recognition can be done by selecting the best m atched model. The core 
of this level is inexact sub-ARG matching.
The input to each of these three computational levels are, respectively, the 
range image, the coarse curvature sign maps and the ARGs. However, these 
are not the actual inputs to each of the corresponding computational networks^ 
or optimisation engines. There are further sub-structures in the system.
The com putational process from range image to  curvature images consists 
of two main sequential phases: the estim ation of first-derivative images from 
the range image, and the estim ation of second-derivative images from the esti­
m ated first-derivative images. Each phase is a regularization process aimed at 
estim ating derivative images of its input. The curvature com putation process 
is illustrated in Figure 2.6. Firstly, the range image is regularized. The first 
derivative estim ates /x, fy  are computed from the regularized range image /*
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XX
f y
Figure 2.6: An illustration of the partial derivative estim ation process. A tri­
angle represents a regularization operation, a circle a finite difference operation 
and the box the mean-averaging operation.
using the finite difference formulation
Next, the first derivative images are regularized to increase the reliability of 
computing the second derivative estim ates /^x, f y y  and f x y  using finite differ­
encing. The subsequent com putation of the mean curvature image H  and the 
Gaussian curvature image K  is straightforward; it is achieved by substituting 
f*  for z in Equations 2.1 and 2.2. In Figure 2.6, the estim ated images marked 
by an asterisk are to be used for the curvature computation.
The interm ediate level refines its inputs (the coarse H  map and K  map) 
independently and parallelly. The output is the refined /f ,  A and thus H K  
maps. The high level matches the scene ARG against each of the model ARGs. 
The actual input to  the optimisation engine of this level is computed from the 
scene ARG and a model ARG. These two ARG’s also determ ine the in ter­
connections of the com putational network. By contrast, the inter-connections 
of the networks a t the first two levels are determined by the depth discontinu­
ities of the input range image. The output of the high-level network is a list 
of matches, or mapping, from the scene ARG to the model ARG, which can 
be many-to-one.
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2.4 Energy Functions
In this framework, the solutions of the problems are found by minimising 
energy functions using relaxation algorithms. These energy functions consist 
of a weighted sum of two terms: one term  encoding unary constraints and 
the other binary constraints. This formulation is closely related to the energy 
function used in regularization techniques [120] which have been widely used 
for solving ill-posed problem in early vision [9,109]. It is also akin to relaxation 
labelling [33, 64, 72,113,124] where the criterion is usually composed of a term  
encoding binary constraint.
A regularization solution f*  from data  d is found by minimising an energy 
function
E{f*  I d,w) =  min E { f  | d,w) 
where E  is a weighted sum of two terms
E ( / |d , w )  =  E '= ( / | d ) t A E ' ( / |w )  (2.3)
The first is a closeness term  tha t measures the closeness of the solution /  to 
the input data d
E v \ d )  = j : m i ) - d { i ) r
i
The second is a smoothness term , or regularizer, tha t measures the smoothness 
of the solution /  with respect to a neighborhood system w
E V  I  u ; )  =  E  E  [ / ( O  -  f ( i ) f
‘ i€u;(j)
where u  =  {w(z) | Vz} defines the neighborhood of i. The weight A controls 
the relative importance of the two. The smoothness term  is imposed as a 
constraint on the solution based on an a priori assumption th a t the physical 
world is in general smooth.
The smoothness assumption, however, is not always true throughout the 
world. It is violated, for example, a t discontinuities. Uncontrolled regulariza­
tion across discontinuities, depth discontinuities in particular, often leads to 
unrealistic results because of the smoothing spline nature of the regularizers 
[108]. This problem may be overcome by modifying Equation 2.3 to include a 
discontinuity controller tt into the smoothness term  E “. This results in
E { f  I d,7T,w) =  E'=(/ I d) -f XE‘ { f  I 7T,w) (2.4)
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where
E ' i f  I )T,w) =  ^  ^  ’r(* ,i)[/(>) -  f U ) Y
* j€w(*)
is a discontinuity controlled smoothness term  [20, 95, 118] The controller t t  =  
{7r ( i , j )  G [0,1] I V2,j}  is a connection function which controls the degree of 
interaction between points i and j .
Equation 2.4 is the basic form th a t our energy functions take at each of 
the three levels. The solution f*  to a computational problem in the process is 
found by minimising such an energy function
E{f*  I d,7r,w) =  m i n E { f  | d, 7r,w) (2.5)
In this section, we will illustrate, for each of the three levels, the meaning 
of the input d and the solution / ,  and formulate the connection t t ,  the neigh­
borhood system w and the particular form of the two functional terms. This 
section, together with the next section on minimisation algorithms, constitutes 
the com putational framework.
As can be seen, conceptually there are close parallels among the three 
energy functions. For a convenient comparison of these parallels, we will use 
the same notation to represent the relevant concepts at all three levels. For 
instance, we will use /  to denote a solution, d an input, t t  a connection m atrix, 
u  a neighborhood system, etc. However, the notation is valid and precise only 
at the level presently discussed unless otherwise specified. For the sake of 
clarity, our discussion on the low and intermediate levels will focus on one­
dimensional “images” . Two-dimensional formulae are direct extensions of the 
one-dimensional versions.
2.4.1 Low level
At this level, the com putation is done on a lattice domain D  =  {z | 1 <  z <  m} 
where m is the size of the image. The function /  =  [f(i)] G is the solution 
to be found (note: in this thesis, [x{i)] or [^(z, j)] stands for a vector or a m atrix 
of x). The final f*  is a reconstructed depth image or an estim ated derivative 
image (see Figure 2.6). The function d =  [d{i)] G R ^  is the external input 
data  to  the low level minimisation process. It can be either the original range 
image or an estim ated first derivative image from the first phase.
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The closeness term  measures the closeness of the solution /  and the input
d
EVId)=Elf(i)-d(i)r
i eD
The smoothness term  measures the smoothness of the solution /  with respect 
to  the neighborhood system w which will be defined shortly. This term  is 
defined by
E ^ ( f  I 7T,w) =
tSD j€uf(i)
At this level, the smoothness term  can be regarded as a measurement of the 
second order discrepancy. The neighborhood system w is defined by w =  
{w(z) I j  G D} where
w(z) =  {; I 0 <  ( i -  j f  < r]  (2.6)
is the set of neighboring pixels of i in which r  is an integer concerning the 
radius of the neighborhood. Note tha t i ^  w(z). We choose r  =  1 at this level 
so tha t Lj{i) = {z — l,z  +  1} consists of z’s adjacent neighbors. The function 
TT determines the connection between nodes in a com putational network. It is 
defined by
7r(z,i) =5r(p(z,j)/(72) (2.7)
In the above, p{i , j )  is a defined distance between pixel values f { i )  and f { j )
^  I  0 if 3 ; G w(z) such th a t |j ( t )  -  d{j)\ < a  
1 -f-oo otherwise
where a  is an threshold for detecting discontinuities (a discussion about se­
lecting a  will be given shortly). Function g(x)  is an even function of x  given 
param eter ct2. It is uni-modal shaped; it takes the maximum when x =  0, 
monotonically decreases as |x| increases and approaches 0 as x —» oo. It gives 
rise to a similarity measure since its variable is some distance measure. Its 
possible choices include
g(x)  =
and
p(x) =  l / ( l- f -x ^ )
The connection takes a symbolic value, 7t (z , j )  =  1 or 0, meaning whether there 
is a connection between i and j .  Note th a t 7r(z,j) =  7t(j, z) is symmetric. We
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choose a finite <72 for the function g. Therefore, wherever there is a disconti­
nuity between i and j ,  the defined distance p(i-,j) =  +oo so th a t 7t(z, j )  =  0 
disables the interaction between the two points; otherwise p(i^j)  =  0 so tha t 
7r ( i J )  =  1 enables the interaction. Hence the continuity-control is embedded 
into the connection t t .
We have a general definition 7r(z, / ;  j ,  J )  =  g ( \ p { i j ) ' - p { l ,  J ) |/o '2) as will be 
defined in the following sections for the interm ediate and high levels. In this 
definition, I  and J  are “points” in a  model image and /?( J, J)  is the distance 
between them . The model can be implicit or explicit. At the high level, the 
model is explicitly determined by a model object. At this level as well as the 
interm ediate level, the model is implied by the smoothness assumption. This 
is the model of flatness; every pixel in this model image takes the same value 
as all the others, and thus the distance between two “points” in this model is 
always zero, expressed by p (/, J )  =  0. Image points i and j  are to  be mapped 
to model points I  and J ,  respectively. This results in mapping from d(i) and 
d{j) to f*(i)  and This will be further discussed in the next section. At
this level, we have simply 7t(z, j )  =  g { \p ( i j )  — 0|/(72).
There are always questions about thresholds. Ideally, the threshold a  in 
Equation 2.8 m ust be somehow related to the scale of data  and to the level of 
noise. Nevertheless, accurate detection of discontinuities is not crucial here for 
the invariant surface segmentation. The inadequacy of the low level processing 
(the derivative and curvature estimation) can be compensated by the interm e­
diate level (see the next section) which significantly improves the coherence of 
the segmentation. False or missing detection of some of the discontinuities will 
not cause the failure of the whole process. Therefore we have used a simple 
scheme in determining a  [80].
However, be tter detection of discontinuities is always desired. Some algo­
rithm s by other researchers may lead to improvements of the quality of the 
derivative estim ation, such as Blake-Zisserman’s GNC algorithm [20] and an 
algorithm  of generalised smoothing networks by Harris [50] and Liu and Har­
ris [91]. The former does surface reconstruction and detects discontinuities in 
a single process, and has yielded good performance. The la tte r does surface 
reconstruction, detects discontinuities and estimates the first and the second 
derivatives in a single network, which is very attractive for the curvature-based 
segmentation we aim to  perform.
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2.4.2 Interm ediate level
The com putation is done on a domain D  =  {(z,/ )  | 1 <  z <  m, 1 <  /  <  3} 
where m is the size of the image and I  =  1 ,2 ,3  represents, respectively, the 
negative, zero, positive sign of curvature. Here D  is the cross product of the 
image lattice { l,.. . ,m }  and the set of the sign labels {1,2,3}. The problem 
here is to classify each pixel into one of the labels {1,2,3} ra ther than  a 
reconstructed surface value as in the low level. We use a function /  =  [/(z, /)] G 
{0 ,1}^ to represent the solution, with / ( z , / )  =  1 or 0 representing whether 
or not z is labeled / .  The function /  is subject to the consistency constraint
5 ^ / ( t , / )  =  l  Vi (2.9)
I
This constrains each pixel point to being assigned one and only one label. The 
final /*  is a refined image labelling map. The function d =  [d(z, /)] G {0 ,1}^ 
is the external input data  to the interm ediate level minimisation process. It is 
obtained from a coarse curvature sign map s =  [s{i)]
d{ i , i )  = [   ^ ^ =
{ 0 otherwise
where s(z) is the curvature sign at pixel z. The coarse map s is obtained by 
thresholding either an estim ated H  image or K  image at appropriate thresholds
±T
3 /c(z) >  T
5(z) =  < 2 |«(z)| <  T (2.10)
. 1 « (0  <  - T
where zc is a curvature image and 3, 2 and 1 represent, respectively, the positive, 
zero and negative curvature sign. A discussion of the threshold r  will be given
later in this section. Examples of s have been shown in the first two maps at
the middle rows of Figures 2.1 and 2.2.
The closeness term  again measures the closeness of the solution /  and the 
input d
E V \ d ) =  E
By expanding the left-hand side of the above, noting th a t /  satisfies the consis­
tency constraint and dropping resulting constants w ithout affecting the m in­
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im isation, we can simplify into the following
E V \ d )  = - 2  E
OV)eD
This is is similar to  the criterion for the simplest perceptron [112] and also to 
the cost energy in a minimal mapping theory [123]. The smoothness term  is 
defined by
(t,/)€D(i,J)Gu;(t,7)
In the above, the neighborhood system w is defined by w =  {w(z. I)  | (z. I)  € D} 
where
w(z, 7) =  {(;, J )  I 0 <  (z -  j r  <  r, J  =  7} (2.11)
is the set of neighboring pixels of i within the radius of y/r which are currently 
labeled 7. Note th a t (z,7) ^  w(z,7). At this level, r  is related to a noise 
mecLsurement V  on the input image (see Section 2.7); the larger V, the larger 
r. The function tt is the connection between elements of a com putational 
network. It is defined by
7t(z,7; j ,  J )  =  g ( \p { i j )  -  p(7, J)|/(72) (2.12)
where the function g{') is as tha t defined at the low level and p { i j )  is de­
term ined by the low level and therefore is identical to th a t which determines 
depth discontinuities in the range image. In defining t t  above, the distance 
function p(7, J )  is related to an inherent relationship among three curvature 
sign labels
1 + 0 0  otherwise
The interpretation of the above is such th a t the distance is 0 within the same 
label and is oo between different labels. The connection Tr(z,7;j, J )  =  1 or 
0 depends on |p(z, j )  — p(z, J ) |.  In fact the above definition of 7r(z, 7 ;j , J )  is 
equivalent to  the following
otherwise
where 7r(z, j )  is the connection between z and j  of the low level and is de­
term ined by the depth discontinuity operation in Equation 2.8. Hence the
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continuity-control is embedded into the connection t t .  Note the sym m etry 
7t(z, J)  =  7r(j, J  ; z, 7) =  7r(j, 7; z, J )  =  zr(j, 7; z, J ) .  The smoothness term  at 
this level has a different meaning from th a t at the low level. The original idea 
[78] of this term  is m eant to  perform a multi-level morphologiced closing oper­
ation [115] by optimising a coherence measure. Its negative can be interpreted 
as the average local consistency with respect to  the neighborhood system a;, in 
relaxation labelling [64].
Now let us go back to the end of the previous section and compare the 
interpretation we have made of p(7, J )  here, to th a t of the flatness model at 
the low level. At this level, pixel z is m apped to a label 7 which takes a discrete 
value in {1,2,3}. At the low level, every z can be though of as being m apped 
to the implicit model value “7” =  /(z ) which takes a real. The flatness model 
is such tha t the value of every “pixel” is equal to every other pixel. Therefore, 
we have at the low level p(7, J )  =  0, and Tr(z,7;j, J )  =  g{\p{i, j)  -  0|/(72) or 
= g{\p{hj)\l(X2)-
The threshold r  for thresholding the estim ated curvature images is deter­
mined by histogram analysis. The curvature images we obtained are quite 
smooth, as can be seen from the histograms of the curvature images a t the 
upper-right corners of Figures 2.1, 2.2. There are clear peaks and valleys in 
the image histograms. In this situation, threshold selection is not a burden. For 
the mean curvature images, it is fixed at r  =  0.006. For the Gaussian curvature 
images, it is one of the two candidate values, T% =  0.0008 and T2 =  0.00006 
at which the first and the second valleys appear in the image histogram. The 
decision between the two is made according to a rule based on the morpholog­
ical analysis of the curvature image histograms [80]. This scheme has worked 
for more than a dozen of images containing objects of different complexity.
2.4.3 H igh level
We assume th a t the 3D surface matching problem has been reduced to  th a t 
of inexact sub-ARG matching. This problem is more difficult than the general 
subgraph matching. In the first place, there can be nodes in the scene ARG 
which have no counterparts in the model ARG, e.g. due to noise or mal- 
segmentation. Secondly, a node in the model ARG can be split into many. 
To deal with the first problem, we will wish to classify nodes due to  mal-
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segmentation as N U L L .  The second problem is handled by allowing many-to- 
one matching.
We are given a scene ARG g =  (u, a) and a model ARG G  =  (V, A). Their 
nodes are indexed by and { 0 , 1 , . respectively. The number
0 in the model ARG indices the N U L L  node to which patches in the scene 
ARG emerging due to  noise should be matched. The com putation can be 
performed, in principle, on a labelling domain formed from the cross product 
{1,..., m} X {0 ,1 ,..., M } .  However, plausible matches are confined to a subset 
of this domain by some symbolic unary constraints. The first is hk{i)  =  
H K { I )  which means th a t both the scene patch and the model patch must 
have the same surface type in order to be matched. The second is area{i) < 
4 X A R E A ( I ) .  Strictly speaking, this second condition should be area{i) < 
A R E A [ I )  under any occlusion, but we include a factor of 4 to allow a looser 
constraint to tolerate segmentation errors due to noise. Using these symbolic 
constraints, we can screen out symbolically implausible matches to reduce the 
complexity of the search space for the combinatorial optim isation problem in 
order tha t correct solutions are easier to find using relaxation m ethod. Now 
we can define the domain of surface matching to  be D  =  {(z, 7) | u \z )  =  
< 4 X y^(7), 1 < z < m , 0 < 7 <  M }  where =  hk  and =  area 
are the attributes of scene nodes, and and =  H K  and =  A R E A  are 
those of model nodes (refer to Section 2.2.3). By assumption, V^(0), the 
a ttributes of model node 0, are “wildcards” such th a t hk{i) = H K (0 )  and 
area{i)  <  4 x A R E A (0 )  are always true. Note tha t at this level, D  may not 
be a homogeneous lattice in contrast to the previous two levels.
We use function /  =  [/(z, 7)] € [0,1]® to denote the state  of surface patch 
labelling, with /(z , 7) G [0,1] representing the plausibility th a t z is mapped to 
7, subject to the consistency constraint
= l  Vi
I
The final f*  is the surface matching result and is required to  be unambiguous
r e  {0 ,1}° V i,/
with /*(z‘,7) =  1 meaning th a t scene patch z is unambiguously matched to 
model patch 7 and /*(z, 7) =  0 not matched. The external input data d =
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[d(z, /)] € {0,1}^ is computed based on a ttributes of image patch i and model 
patch I
4 u , . (  : °
I 0 otherwise
The above definition is symbolic. It takes account only of symbolic constraints 
hk(i)  =  H K { I )  and area(z) <  4 x A R E A ( I ) ,  It could also be defined to take 
a real value in [0,1]. For example, if the attributes of the average of curvature 
(attributes No.3 and 4 in Section 2.2.3) are used, the input could be defined
by
d{i. I)  =  I  if (h  / )  6  D
y 0 otherwise
where ctj (k =  3,4) are control param eters for encoding unary constraints.
The closeness term  measures the closeness of the solution /  and the input 
d. At this level, it take the same form as th a t at the interm ediate level
By expanding the left-hand side of the above, noting th a t /  satisfies the consis­
tency constraint and dropping resulting constants without affecting the m in­
imisation, we can simplify E^  into the following
The smoothness term  at this level takes the same form as th a t a t the interm e­
diate level
(.•,/)GD (i.J)€u;(i./)
In the above, the neighborhood system w is defined by w =  {w(z. I )  | (z, 7) 6  D} 
where
A h I )  = { { j , J ) \ 0 < \ p { i , j ) - p { I , J ) \ < r , ( j , J ) e H }  (2.13)
Here p{i, j)  =  is the minimum distance between patches z and j  of the
scene ARG and p(7, J )  =  A^(7, J)  is th a t between 7 and J  of the model ARG. 
Therefore w(z, 7) is the set of neighboring points of (z, 7) in D  which satisfy
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th a t the relational discrepancy — />(/, J)  \ is smaller than r but nonzero.
Note th a t (z ,/)  ^  w(z,7). At this level, we choose r  =  +00 such th a t w(z,7) 
virtually includes all points in D  except for (z, 7). The smoothness term  has 
a different meaning from th a t a t the low level. Its negative actually measures 
the average local consistency [64].
The function t t  is the connection between nodes of a com putational net­
work. It is defined by
K 2
H i J - , h J )  = 9{ E \ A i J ) - A ’’{ J , J ) \ / 4 )  ^ + j  ( 2. 14)
where K 2  is the num ber of binary relations, is a param eter for encoding the 
binary constraint, and the function g{’) is the same as th a t defined at the low 
level {e.g. g{x) =  e“^). Here K 2 is I since we use only one source of binary 
constraint, the minimum distance between patches. For N U L L  matches, we 
define
7t(z, / ; ; , 0) =  7r(z,0;i, J )  =  7T2,o (2.15)
where 0 <  7T2,o <  1 is a constant. The higher 7:2,0, the more likely scene 
nodes are m apped to N U L L .  If 7:2,0 =  0, then none of the scene nodes will be 
so. Note 0 < 7 :(z ,/;j, J )  <  1 and the symmetry 7 :(z ,/;j, J )  =  7:(j, J ; z , 7)  =  
7:(i,7;z, J )  =  7:(j,7;z, J ) .
The definition of the connection t t  in Equation 2.14 can be modified to 
include symbolic relations. Suppose we have K 2  types of relations denoted by 
a^(z, j )  for the scene and A ^ ( I , J )  for the model where /: =  1 ,..., 7T2. We can 
encode symbolic constraints into the connection by appropriately choosing o-g 
(and similarly (Tj for unary constraints). Suppose, for instance, the relation 
is symbolic, with a^(z, j )  =  1 representing its presence between nodes z and j  
and 0 its absence. If a^(z,i) ^  A^(7, J ) ,  then we choose a very small Cg =  O'*" 
such th a t |aP(z, j ) —AP(7, J)\/ct2 =  +00 and hence 7:(z, 7; j ,  J )  =  0, regardless of 
whether other binary constraints are satisfied; otherwise if a^{i , j)  = A^(7, J ) ,  
then |aP(z, j )  —AP(7, J)\/ct2 =  0 and x(z, 7; j ,  J)  is determined by the remaining 
types of relations. In this way, both numerical and symbolic constraints can 
be embodied into connections.
The binary relations a^(z, j )  and A^(7, J )  discussed above are symmetrical, 
i.e. a*(z',j) =  a^(j,z), efc. There can be anti-symmetrical relations, e.g.
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above/below, inside/outside, etc. Supposing binary relation k  is about right- 
left-ness, we can use a^(iyj)  =  1 to  represent the relation th a t the i is left to 
j ,  a^(iyj)  =  0 to represent the reverse, and choose a  small cr^  (> 0) to  embed 
this symbolic constraint into the connection. In this situation, the sym m etry 
property of the connection no longer holds, bu t this has no unfavorable effect 
on the performance of minimisation process.
In our formulation, many-to-one m atches are allowed. More than  one nodes 
in the scene ARG can be m atched to  a node in the model ARG at the same 
tim e. However there cannot be one-to-many unambiguous matches. This is 
because of the consistency constraint J2i /(%, 7) =  1.
2.4.4 D iscussion
The com putational engine at the low level maps a pixel i to a reconstructed 
surface value f*{i)  € R . The mapping is based on the input d (which can 
be either the original range image or an estim ated first derivative image) and 
on the connection t t  computed from the range image. The final result of 
this level is an estim ated H  and K  image computed from the five derivative 
estim ates. The computational engine at the interm ediate level maps a pixel 
i to a curvature sign 7 G {1,2,3}. The mapping is based on the input d, 
which in this case can be either a coarse H  or a coarse K  map produced by 
a thresholding operation, and on the connection t t  computed from the range 
image. The final result of this level are the refined H  and K  maps from which 
the H K  can be computed. The continuity-control mechanism at these two 
levels is embedded into the connection t t .  The com putational engine a t the 
high level maps a scene patch z G {1,..., m} to a model patch 7 G {0,..., M } .  
The mapping is based on the input d and connection t t .  Both d and t t  are 
computed from the scene ARG and a model ARG.
The optim isation at the low level is unconstrained whereas th a t at the other 
two levels is constrained. The former maps a  point z to a point in the
continuous set of real, whereas the la tte r maps z to 7, a point in a discrete set of 
labels. The result of the  former is, in principle, piecewise continuous whereas 
tha t of the la tte r is combinatorial. For the convenience of com putation, we 
use a labelling map {/(z, 7)} to denote the state of combinatorial labelling 
for the latter. In fact we could also use /(z ) G D / to denote the label z is
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currently assigned, where D j =  {1,2,3} for the interm ediate level or D / =  
{ 0 ,1 ,... ,M} for the high level, for a discrete updating scheme. We use the 
labelling map because, for com putational reasons, the continuous approach to 
a combinatorial problem is sometimes needed to find bette r solutions as is the 
case for the high level. A small difference exists between the formulation of the 
interm ediate level and th a t of the high level. At the high level, there is a label 
of unknown, th a t is, N U L L  or 0 in D /. There is some freedom in defining 
connection, or compatibility, in relation to  the N U L L  label.
A m erit of our high level work is the numerical definition of the connection 
(compatibility) function t t  of the matching network. Compatibilities have been 
defined in previous work for matching two relational structures, e.g. in [3, 
29, 67, 100] [111, 116, 128]. However, all their definitions involve thresholds. 
These thresholds are used to determine whether or not two binary relations 
are compatible depending on whether or not the difference of two numerical 
relations is smaller than a threshold; or they are used to determ ine whether or 
not there is a connection between two nodes of a matching (labelling) network 
depending on whether or not the computed compatibility is larger than the 
threshold. This is a symbolic decision. The symbolic determ ination can cause 
potential failure of the m atching if some of the symbolic compatibilities are 
satisfied with respect to the thresholds. In contrast, the param eters <72 in our 
definition of t t  are not m eant to threshold; rather they provide a flexible control 
of the connection. The control can be “hard” (symbolic) or “soft” (numerical). 
Our definition embodies both symbolic constraints and numerical ones into the 
network connection in a unified way. Furthermore, the formulation can encode 
constraints of orders higher than two as easy as constraints of lower orders. 
This is a bonus since high order constraints are necessary for some problems
[71].
The whole matching and recognition process a t the high level consists of N  
m atching phases if there are N  models. The best m atched model, th a t with 
the least remaining energy, is chosen as the recognition result. However, more 
than one model ARGs can be built into a universal model ARG [82, 81, 86] 
(see also Chapter 4 of this thesis). The matching then consists of only one 
phase: from the scene to the universal model; overlapping parts of different 
objects are segregated at the same tim e of matching.
As has been seen, the high level processing is almost identical to tha t at
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the interm ediate level. The high level tasks are model-based and cast as ARG 
matching. This, together with the discussions at the end of the previous two 
sections about the relations between the first two levels, suggests th a t there are 
more inherent similarities and parallels among the three levels. We can give 
an interpretation of regularization techniques from a new perspective, th a t in 
term s of graph matching. Regularizing can be interpreted as inexact m atching 
from images to  an implicit relational model graph. The model there is th a t of 
flatness where the binary relation is p (7 ,7 ) =  0 everywhere.
2.5 M inim isation Algorithm s
The minimisation at the low level is unconstrained whereas th a t at the other 
two levels has to satisfy the consistency constraint. We use relaxation algo­
rithm s for the com putation of minimal solutions. A solution is initialised based 
on data d and the updated iteratively by using some rule until it converges.
2.5.1 Low Level
We are finding a point f*  in space S =  R ^ ,  where D  =  {z | 1 <  z <  m}, which 
minimises ( s e e  c / <*9/ n e , i zo]  )
E { f  \ d ,7 T , u j ) = Y ^ [ f { i ) - d { i ) ] ‘^ - \ - X j 2  7t(z, j) [ /(z )  - /( ;)]2
»€D (CD
To compute the minimum, we introduce a tim e param eter into f such th a t
/  =  / “ î
We are interested in constructing a dynamic system tha t can locate as the 
final solution a minimum of the energy function. We require th a t the energy E  
should not increase along its trajectory as the system evolves, i.e. ^  <  0. 
A simple dynamic system with characteristic ^  <  0 and lim^_^oo ^  =  0 is 
determined by a system of differential equations
-  =  9 (0  Vz (2.16)
where /z >  0 is a constant small enough to ensure the convergence of the 
algorithm and
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is a component of The energy change due to changes in /  is
The system will converge to  the m inimum energy state, /*  =  whatever 
the initial state  is set to because E  is quadratic with ir fixed. Once initialised, 
the system will evolve to  settle down to the minimum energy state, th a t of the 
least power dissipation. Note th a t there are two trivial solutions. The first 
IS f* = d when A =  0 such tha t only the closeness term  contributes to the 
energy function. This is the minimum squared error solution. The second is 
some piecewise constant function due to unlimited diffusion smoothing when 
A —> +00 such th a t only the smoothness term  contributes. We are interested 
in non-trivial solutions where 0 <  A <  -foe.
Equation 2.16 describes the dynamics of an analog neural network which 
will be discussed later. For discrete implementation, the com putation is done 
according to the following updating rule
/«+ »({) =
f i
In the 2D image case, the com putation is done on the image grid D =  
{ { h j )  I I ^  ^  j  ^  The 2D extension to Equation 2.16 is
V i , j  (2.17)
where
(u,u)€u;(t,j)
w (z ,  j )  =  { ( u ,  u )  1 0 <  ( u  -  iY  +  (u  -  j Y  < r]
7r(z, j ;  u, u) =  fif(|p(i,j; u, u) -  01/ ^ 2)
. . .  V f 0 if 3 (u ,u ) e  w(z, j )  such tha t \ d { i j )  - d { u , v ) \  < a  
+ C C  otherwise
It is not difficult to transform  Equation 2.17 into a discrete updating rule
/« + ') ( i , j )  =  j )  -  (2.18)
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2.5.2 Interm ediate Level
We are finding a point /*  in space S =  | f { i , I )  G {0,1}, X)/ /(% ,/) =
1, (*) I )  € D }, where D  =  {(z, / )  | 1 <  i <  m, 1 <  /  <  3}, which minimises
£(/|d,x,a;) = -2  5] </(t,/)/(i,/)-2A X: E
(*J)€D (i,/)6D (i,J)€u;(f,/)
To compute the minimum, we again introduce a tim e param eter into f such 
th a t
/  =  / “ >
We are interested in constructing a dynamic system th a t can locate as the 
final solution a minimum of the energy function. We require th a t the energy E  
should not increase along its trajectory as the system evolves, i.e. ^  <  0.
There are two approaches to solutions for the unambiguous labelling prob­
lem. The first is to find combinatorially a point in the above space which 
minimises the energy. This is referred to as discrete relaxation. The second 
is continuous relaxation. In this approach, one starts with a point in space 
=  {/(% ,/) I f ( h l )  € [0,1], G D} (c/. S) of which
S consists of corners, and approach an unambiguous solution, namely a m in­
imum in S, as the system evolves. The continuous approach usually requires 
more real com putation and is therefore more expensive, but can in general lead 
to better results because the updating therein is performed in a more careful 
and gradual way. In this work, we use the discrete approach for the compu­
tation at the interm ediate level but the continuous one for the high level. At 
this level, the initial solution is assigned according to a coarse curvature 
sign map, which is quite close to  a global solution. Satisfactory results can be 
obtained by using a simple discrete updating rule. However at the high level, 
it is not so easy to get a good initial estim ate for the solution and thus a more 
sophisticated algorithm has to be used to  find better solutions.
Denote the local energy change at pixel i at tim e step t due to local sta te  
change {A /< ')(i,7) | 1 <  /  <  3} by The change A /W ( i , / )  takes
a value of —1, +1 or 0 since 7) can change from 1 to 0, vice versa or
remain unchanged. The local energy change is
A £W (0  =  2 X 9 ' ' ' ( i , / ) A / < ‘>(i,7)
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where
is a component of ^ V E .  Meanwhile, we have a constraint for the state  changes 
=  0 because of the consistency constraint Y l i f i h l )  — 1* We 
update according to  the following rule
/(*+:)(%, ^ )  4 -1
if
where the updating is performed in parallel for all pixels i G Node
( i ,S )  is activated f { i , S )  <— 1 if the gradient is the least at ( i ,5 ) ,  or in other 
words if node (z, S)  receives maximum support, and the rest are suppressed 
f ( i , R )  4— 0, Vi? ^  S.  Suppose changes happen at ( i ,S )  and (z, i?'), th a t is, 
S)  is changed from 0 to 1 and R') is changed from 1 to 0. Therefore 
A /(t)(i, S)  =  1 and A /f')(z, R) = - 1  and
A E ^ ‘\ i )  = 2[q^‘\ i , S ) - q ^ ‘\ i , R ) ]
is always negative since S)  < ff'). This means th a t the updating
rule ensures th a t the minimisation process always converges to a minimum 
state  after a sufficient num ber of steps, i.e. f*  =  because the energy E  
is lower-bounded and the updating is always performed in such a way as to 
reduce local energies.
W hen the weight A =  0, only the closeness term  contributes to the en­
ergy E  and the minimisation solution is identical to the thresholding result in 
Equation 2.10, i.e. f*  =  d. W hen A is sufficiently large, the smoothness term  
in dominates. In this situation, computing gradient is based merely on
counting numbers regardless of the external input d
çM(2,7) =  -2 A # { ( ; , J )  I /U ,  J )  =  l , 4 i , ; u W )  =  E w(z,7)}
where #  is the cardinality of a set. The updating rule then becomes the local 
minimum selection.
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Figure 2.7: Two candidate sets of the neighbors of point ‘x ’.
While the energy function at the low level is convex, the energy functions 
a t this and the high levels are generally non-convex. There are many local 
minim a in the solution space. The solution depends on the algorithm used for 
the minimisation and the initial configuration We set the initial s tate  to 
the external input =  d and A =  -f-oo. Then we update according to 
the rule until the iteration converges, i.e. =  /(*). In other words, we
virtually set A =  0 for the first iteration and switch A to +oo for the rest of 
iterations. Here a local minimum close to which is not necessarily the 
global one, is usually good enough for our purpose.
Oscillations may occur in the discrete updating. For this reason, we use an 
updating scheme th a t is a hybrid of deterministic and stochastic approaches, 
which we shall call a randomised gradient descent method. The randomness is 
introduced to achieve better results and to prevent possible oscillation during 
the minimisation process while the com putation is still very cheap compared 
with stochastic methods such as simulated annealing [1, 41, 69]. The ran­
domness is implemented by randomly choosing one neighborhood from two 
candidate ones as w(z) during the com putation of ç(z, / ) .  Figure 2.7 illustrates 
the two candidates of the neighborhood point set where the neighborhood size 
param eter r  is 5. W hich one to use is determined by an evenly-distributed 
random number in the set of {0,1}.
In the 2D image case, the com putation is done on the image grid D  =  
{ { h j )  I 1  ^ h j   ^ m}. The 2D extension to the ID formulation can be 
obtained by substituting z ,j for i and u ,v  for j  in the above discussion, and 
modifying the definitions of w, p and tt accordingly.
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Figure 2.8: Segmentation of a pyramid image. Top: original image, smoothed 
image and histograms of H  and K  images. Middle: i7, A and H K  maps 
obtained by thresholding. Bottom: refined H, K  and H K  maps.
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Examples of refined H, K  and H K  maps have been shown at the bottom  
of Figures 2.1 and 2.2. The results dem onstrate great improvement in com­
parison with those produced by the previous surface fitting techniques, e.g. 
[13, 34, 48, 56, 78, 129], for free-formed surfaces in particular. For surface 
fitting methods, the most difficult problem is determining the order of the 
models. Low order models are generally used, which greatly lim its the appli­
cability of the resulting algorithms. More specifically, algorithms based on the 
fitting paradigm work quite well if the models are correct, otherwise they fail. 
Using variable order can improve the situation but does not solve the problem 
adequately. This can be seen from the segmentation results for the Renault 
part and the torus images [10] whose order is high and less predictable. In con­
trast, our work makes no explicit assumption about the order of surfaces. The 
only assumption made is the “smoothness” which puts far less restriction and 
allows wider applicability. Another problem is, as widely reported by other 
researchers, tha t the smoothed images are often blurred near discontinuities. 
In our work, the introduction of the depth-discontinuity-controlled regularizers 
effectively eliminates the blurring effect at depth discontinuities. Algorithmi­
cally, our work involves less param eters and the chosen values of param eters 
are applicable to a rather large class of surface [80]. However, there is a prob­
lem in our formulation: minimising the energy tends to round crease edges, as 
shown in Figure 2.8. This is because only depth discontinuities are encoded 
into the energy function while orientation discontinuities are ignored. The 
problem would be avoided if a rough estim ate of orientation discontinuities 
could be done before the minimisation process and added into the controller
TT .
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2.5.3 H igh Level
We are finding a point /* in space S =  { /(:, I)  | /(*, I)  € {0,1}, E / f { h  I)  =
1, { i , I )  € D }, whereD  =  { ( : , / )  | kk{i )  =  HK{ I ) , a r e a ( i )  <  i x A R E A { I ) , l  <
Î <  m ,0 < / <  M}, which minimises
£(/|d ,w ,a>) = - 2  X  d ( i , I ) f ( i , I ) - 2 X  X  E
(i,/)eD  (i,/)GD(i,J)€u;(t,7)
To compute the minimum, we again introduce a tim e param eter into f such 
tha t
/ = / ( • )
We are interested in constructing a dynamic system th a t can locate as the 
final solution a minimum of the energy function. We require tha t the energy E  
should not increase along its trajectory as the system evolves, i.e. ^  <  0.
The simple discrete updating algorithm used for the previous level finds 
correct solutions for the problem at this level when the scene ARG is close to a 
sub-part of the model ARG. Unfortunately, it fails to find satisfactory solutions 
when there are serious distortions between the scene ARG and any sub-part of 
the model ARG. Its performance could be improved in principle if the updating 
rule is modified into a stochastic version [1, 41, 69]. However, we use instead 
the continuous relaxation labelling [33, 64]. Using this m ethod, an optimal 
constrained combinatorial solution in the discrete space S is approached via
the continuous space S+ =  { /(z ,7 ) | /(*’, / )  G [0 ,1 ] ,I2 //(z , 7) =  U
where the space S+ is a subspace of the hypercube of S. The following is
an outline of the relaxation labelling algorithm based on constrained gradient
descent.
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A lg o rith m : Relaxation labelling
Given: d, t t  and
O utput: Unambiguous /*  =
Begin
Set ? 4— 0 
Do
Compute from d ,  t t  and 
U pdate 4—
t 4— ? -}- 1
Until (converged)
Set f*  4- /(O 
E n d  o f A lg o r ith m
In the above, is the gradient
(i,J)Gu;(t,/)
and ^  is some updating operation. The process starts with an initial state  
At tim e t, gradient function is computed and the state  is updated 
to reduce the energy using an updating rule
/('+» = 3.(/(0,ç«))
At the interm ediate level, this updating operation ^  selects and activates the 
node with the least gradient and suppresses the rest. Here in continuous 
relaxation labelling, it is m eant to update /  by an appropriate am ount in 
the appropriate direction. We use the gradient projection operation described 
in [64, 98] for (It should be noted tha t their original goal was to maximise 
a criterion by gradient ascent. Therefore, the direction of gradient projection 
should be reversed for our minimisation purpose). This operation computes 
the updating direction u. Then /  is updated by a vector of t ) u
T)U
where u is the direction vector computed by the projection operation and rj 
is a scale factor which ensures tha t the updated vector lies within the
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Scene Node 1 2 3 4 5 6 7 8 9 10 11 12 13
t — 0 6 37 15 33 29 34 2 28 24 14 35 5 9
f =  1 — 6 0 0 0 0 0 0 0 0 0 0 0 0 0
? =  7 0 0 0 0 0 0 11 0 0 0 0 0 0
t =  16 0 5 6 5 10 0 11 0 12 15 14 18 17
f =  22 0 5 6 5 10 7 11 0 12 15 14 19 17
t = 20* 6 5 6 5 10 7 11 11 12 15 14 19 17
t =  20*" 0 5 6 5 10 7 11 0 12 15 14 0 17
Table 2.2: Result of Matching the Scene-1 ARG to the Model ARG 
space 6"+. In practice, we use the modified version of their algorithm [64]
4 - -f 7/,u(z)
which updates each f { i )  individually to simplify the com putation. The iter­
ation term inates when the algorithm converges, i.e. The final
labelling is in general unambiguous. The unambiguity means th a t each node 
has a single interpretation. For details of the algorithm and its convergence 
properties, readers are referred to [64].
We set the initial state  /(°l(z,7), (z,7) € D , according to the following
f { o ) c  T \ - j  +  <5(z ,7)]/^/.(,-j )ç d [1 4- <^(*,7)] if (z,7) € D 
^ 0  otherwise
where 6(z, 7) is a small random deviation which makes /(°l(z, 7) ^  /(°)(z, J ) ,  V7 ^  
J , (z, 7), (z, J )  G D . We choose the weight A =  +oo. The updating is parallel 
for all the scene nodes z G {1, ...,m }.
In the following, we present two experiments to dem onstrate the inexact 
ARG matching. We generate a simulated model ARG as shown in Figure 2.9a. 
The ARG has 40 nodes. Each of these nodes is attributed  by one of three 
different types, shown in different sizes. The type a ttribu te  is a simulation of 
H K  labels. Between each pair of nodes is a numerical relation measured by 
the Euclidean distance between them. This is a simulation of the adjacency 
distance. M atching from the scene ARG to the model ARG is based on the
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Figure 2.9: ARGs for inexact matching, (a) Model ARG. (b) A sub-ARG from 
(a), (c) A deviated version of (b). (d) Scene ARG created by adding nodes to 
(c). (e) Another Scene ARG (see text for its creation).
unary type a ttribu te  and the binary distance relation. In the first experiment, 
a sub-part of 9 nodes in the dashed box of the model ARG is extracted as 
shown in Figure 2.9b in which the points re-labeled. This is to simulate an 
exact sub-ARG. The coordinates of the points of this sub-ARG are randomly 
deviated to generate an inexact version as in Figure 2.9c in which the points 
are re-labeled. Additional nodes reflecting noisy surface patches due to mal- 
segmentation are then added to this ARG to further corrupt the ARG as 
shown in Figure 2.9d in which the points are re-labeled and nodes 1, 2, 8 and 
12 are the added. This is used as the simulated scene ARG derived from the 
segmentation of an image containing a visible part of the model object.
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Scene Node 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
f =  0 24 2 21 5 33 39 15 6 2 40 31 15 13 37 23 0
f =  1 - 3 0 0 0 0 0 6 0 0 11 0 0 34 0 0 0 0
f =  4 0 0 0 0 0 6 0 0 11 0 0 34 35 0 0 0
t = IS 1 2 0 0 5 6 0 0 11 31 30 34 35 36 0 38
t — 20 1 2 0 0 5 6 7 7 11 31 0 34 35 36 0 38
? =  20* 1 2 2 5 5 6 7 7 11 31 30 34 35 36 35 38
t =  20** 1 2 0 0 5 6 7 7 11 31 0 34 35 36 0 38
Table 2.3: Result of M atching the Scene-2 ARG to the Model ARG
Table 2.2 illustrates the process of the labelling. Displayed at the first row 
of the table is the index i of the scene nodes. Displayed below the scene nodes 
are the model nodes Si to  which corresponding scene nodes are maximally 
associated at tim e t, i.e. 5,- is chosen by f^*^i ,Si)  = maxj  f^^^(i, I) .  The 
algorithm converges after about 20 iterations. An explanation of the rows with 
the superscripts and “**” will be given shortly. Note tha t nodes 2 and 4 
of the scene ARG are m atched to node 5 of the model ARG. This is because 
they have the same node type and are close to each other. Therefore they are 
considered to have been split from model node (patch) 5 by the segmentation 
process. This is also, of course, the result of constraints from binary relations. 
Node 12 is m atched to node 19 because indeed this can be the case. Nodes 
1 and 8 are m atched to the N U L L  since there are no likely counterparts for 
them  in the model ARG.
It is interesting to  note th a t during iteration ? =  1 ,..., 6, all the scene nodes 
are most strongly associated with 0, i.e. they are the most strongly classified 
as the N U L L  in the model ARG. After this period of “confusion” , the correct 
interpretation gradually becomes more and more evident. This also implies 
th a t the correct solutions are achieved “via” the N U  L L  matches.
In the second experiment, a new scene is created from the model as shown 
in Figure 2.9e. It is done by firstly, removing some nodes, most of which are in 
the middle of the model, to generate a sub-ARG, secondly, randomly deviating 
the positions of the nodes of the sub-ARG, and then adding additional nodes
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to the deviated sub-ARG. This results in the new scene. The m atching result 
is shown in Table 2.3.
In Tables 2.2 and 2.3, the labelling process w ithout the superscripts 
and “**” are performed with %2,o =  (see Equation 2.15). Shown in the 
rows with the superscripts are the final results produced with 7:2,0 =  and 
^ 2,0 =  respectively. The results demonstrates th a t 7:2,0 has a significant 
yet robust control over the degree to which nodes are assigned 0 {NULL)  due 
to  inexactness. The larger 7:2,0 is, the more nodes tend to be classified as the 
unknown.
These two experiments dem onstrate the effectiveness of the proposed ap­
proach for inexact sub-ARG matching. The matching is independent of trans­
lation and 2D rotation since only the relative relations such as distance between 
nodes, but not absolute features such as the position of nodes and the orienta­
tion of graphs, are used. W hether the proposed ARG matching will perform 
as well for 3D surface matching depends on how well invariant descriptions 
of 3D surfaces can be extracted. If the scene ARG extracted from the seg­
m entation of an image of a view of an object is to some extend 3D invariant, 
then it should approximate a sub-part of the object model ARG, and thus 
the proposed matching approach should work. To test this, we will present in 
Section 2.7 two experiments on matching between a Renault part model image 
and images viewed from different coordinates from the model.
In object recognition, there are generally more than  one model . In this 
situation, the scene ARG is m atched against each of model ARGs and the 
best-m atched model is selected as the result of recognition. Let E \  bjg the 
remaining minimum energy given model A. Model A  ^ is selected if
-^At <  Aa, VA ^  A^
The pairing between the scene patches i € { ! , . . . ,m } and the best-m atched 
model patches I  6 {0, ...,Afl} is contained in { /* (z ,/)}  found with the best- 
m atched model AL Recently, we have developed a connectionist approach 
based on the proposed framework in which segregation and inexact m atching of 
overlapping ARGs are performed simultaneously [82, 81, 86] (see also C hapter 
4 of this thesis).
46 Chapter 2. Unified Framework
2.6 N eural Networks
The com putational algorithms at all the three levels are inherently parallel and 
distributed and can be efficiently implementing on parallel distributed archi­
tectures like the Connectionist Machine [54]. The dynamic systems we have 
constructed for solving the minimisation problems at the low and the interm e­
diate levels are equivalent to, or an extension of, those of the Hopfield neural 
networks [57, 58]. More exactly, the network for our low level com putation be­
longs to the category in [58], and th a t for the interm ediate level is an extension 
to [57]. In this section, we describe the neural networks for solving our prob­
lems, and compare them  to those of Hopfield’s. We also discuss a possibility 
of using the graded Hopfield model to perform the constrained minimisation, 
or continuous relaxation labelling, a t the high level.
2.6.1 Low Level
The dynamics of the low level process is determined by Equation 2.16 rewritten 
below as
_  1 ^  =  l f ( i )  -  d(i)] +  2A X  7T(i, j ) [ / ( i )  -  f ( j ) ]  (2.19)
2,p at
By letting C  =  1/2/z, T { i , j )  =  2A7r(z,i) and 7? =  1 and noting th a t w(z) =  
{z - 1 ,2 -f 1} is the set of the direct adjacent points to z, we can write the above
as
= -4 /(0  +  d{i) +  T( i  - 1, i)[f{i  - 1) -  /(Ol +  T{i  + h i ) [ f ( i  +  0  -  /(Ol
at l i
According to  Kirchoff current law, the above can be interpreted as the dynamic 
equation at neuron z of a  massive analog neural network. Figure 2.10 shows the 
structure of this network, where d{i) is the external input current source, f ( i )  
is the  potential of neural cell z, T ( i J )  is the conductance or synaptic efficacy 
between neurons i and j ,  C is the membrane capacitance and 7? transm em brane 
resistance. The electrical current from i to  j  is T(z, j ) / ( z ,  j ) .  Discussions about 
analog network for regularization can be found in [20, 50, 73, 95,108,117,130]. 
A recent development on adaptive regularization networks is reported in [83, 
85, 84] (see also C hapter 3 of this thesis).
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Figure 2.10: Analog network for low level minimisation.
Equation 2.19 can be compared directly to the Hopfield dynamics [58]. Let 
us re-arrange the equation
^ ^ ^ = < ^ ( 0  +  2A X  ^ (: , / ) / ( / )  -  [1 +  2A X
The Hopfield dynamics [58] is described by
C ( 0 ^  =  ^ ( ')  + 1 2 T { i J W U )  -  r ^ ^ 9 - \ V { i ) )
where V(z) =  ^(u(z)) and ^(-) is a monotonically increasing function. The 
parallel between these two is obvious if we let in the la tte r C{i) = 1/2/z, 7(z) =  
4 0 ,  ^ (O i)  =  2A7r(z,j), R{i)  =  [1 +2A J3jç^(,)7r(z,j)]-i and g ' ^ V )  =  V.
2.6.2 Interm ediate and H igh Levels
The problems in these two levels have basically the same nature: m atching or 
labelling. Denote a set of labels by D /, D / =  {1,2,3} for the interm ediate 
level or D / =  { 0 ,1,...,A7} for the high level. The goal is to  find a mapping 
from {1, which can be the set of pixels or scene ARG nodes, to D / such
th a t the energy is minimised. The final result is required to  be consistent and 
unambiguous.
We have discussed two relaxation labelling algorithms for this tasks, the 
discrete one a t the interm ediate level and the continuous one at the high level.
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Figure 2.11: Schematic illustration of the labelling networks for the interm e­
diate and high level computation.
Features common to both algorithms are summarized as follows: The compu­
tation is done on a domain labelling D . The gradient qO^{i,I) is computed 
in parallel for all (z, 7) € D . The state /  is updated to reduce the energy. 
The updating is performed in parallel for all z, bu t needs to be normalised in 
the 7 direction to satisfy the consistency constraint. The fundam ental differ­
ences between the two approaches lie in the spaces through which solutions are 
achieved, and the updating rules. The discrete rule is used at the interm ediate 
level since i t ’s cheaper yet satisfactory. The continuous rule of Hummel and 
Zucker [64] is used a t the high level because it has a more favorable behaviour. 
In this la tte r case, the updating is performed in a more careful and gradual 
way, and generally yields better solutions.
The structure of the labelling network is illustrated in Figure 2.11. In the 
vertical direction is the scene index (z) whereas in the horizontal direction is 
the model index (7). There are m  x # D /  nodes in the network. The state  
/(z ,7 )  reflects the strength with which i is associated to, or labeled, 7. Note 
however th a t at the high level, some nodes may never be active since the unary 
symbolic constraints have singled out these impossible matches. The external 
input to  node (z, 7) of the network is determined by d(z, 7) while the connection 
between nodes (z‘,7 ) and (j, J )  is determined by 7r(z, 7; j , J ) .  There is a pro­
cessor for each (z,7) which computes the gradient quantity ç(z,7). There is a 
processor for each z (shown in the figure as a horizontal line) which supervises
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the updating of labelling state  based on ç (z ,/)  and / ( z , / ) ,  V7. The supervi­
sion determines the direction and the am ount by which /(z ) =  { /(z ,7 ) |V7} 
is updated such th a t the energy is lowered while the consistency constraint 
is kept satisfied. In the following, we discuss the discrete and the continuous 
updating schemes of the labelling networks, and compare them  to Hopfields .
In the discrete updating at the interm ediate level, the label assigned to z 
is updated according to the rule described in Section 2.5.2
if
where
q ^ % , I ) = - d { i , l ) - 2 X  X
This rule selects and activates the node at which the gradient is the minimal 
and suppresses the rest. It maximally descents the global energy.
The above updating rule is an extension to the two-state Hopfield model 
[57]. The la tter follows the following rule
where V(z) G {0,1} is the two-state output of node z. Now let us represent
the two state  neuron V{i)  G {0,1} by /(z’,7 ), 7 G {0,1}, with /(z ,0 )  =  1
corresponding to V'(z) =  0 and /(z , 1) =  1 to  V(z) =  1. Here /  is subject
to  the unambiguity constraint /(z ,7 )  G {0,1} and the consistency constraint 
E / / ( ^ 7 )  =  1. Define
{ 0 otherwise
W ith this notation, the updating rule can be written as
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if
q( i ,S)  < q( i ,R)  R ^ S
where
(j.J)
This is the updating rule we use a t the interm ediate level. The main difference 
between the Hopfield model and ours is tha t the Hopfield network performs a 
two category classification whereas ours can potentially handle any number of 
label categories.
In updating at the high level, the labelling state at a node is varied continu­
ously in a projected direction while kept within the space S+ until convergence. 
A hardware implementation for this is not very attractive since the com puta­
tion for gradient projection is not simple. However, the com putation is parallel 
and distributed for all z, and could be efficiently implemented on such an ar­
chitecture as the Connectionist Machine. See [96] for a discussion on parallel 
distributed implementation of the Hummel-Zucker algorithm in multiprocessor 
architecture environment.
This la tter constrained optimisation could also be performed using the 
graded Hopfield model. There is a term  in the Hopfield model, which we shall 
denote by A“( / ) ,  which can impose the unambiguity constraint
( V )  °
where 0~^ is the inverse of a function 6 to be illustrated below. In the above, 
/(z ,7 )  € [0,1] is the output or state  of neuron (z,7), which is related to an 
internal variable u{i., I )  hy
/(z ,7 )  =  4 4 z , ; ) )
where u(z,7) € R  is an unbounded internal variable and 6{u) is usually a 
sigmoid function
^ ( u )  =  l / [ l + e - " / n
controlled by a param eter T.  In very high gain when T  0+, /(z , 7) is forced 
0 or 1 depending on whether u(z,7) is positive or negative [58]. The term
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E “{/) reaches the minimum of zero only when all / ( z ,7 ) ’s are either 0 or 1. 
This means minimising this term  under T  —> O'*" in effect leads to  unambiguous 
labelling. Using the m ethod of Lagrangian multipliers, vvre can also encode the 
consistency constrcdnt into the energy function. This is done by adding to  it 
a consistency term
i  I
This term  has its minimum value of zero when the consistency constraint in 
Equation 2.9 is satisfied. Now the constrained optim isation minimises the 
following functional )
E ' i f )  = E ‘{ f )  +  +  a E “( f )  +  b E \ f )  (2.21 )
where a and b are weights. Introduce a tim e variable into / .  The energy 
change with time is
dE/dt  =  -  X  I) +  2 \  X
iiJ) (;,J)6w(,,7)
- a u ( z , 7 ) - 6 E / ( z , J ) - l ] }
J
A dynamics for minimising the four term  energy function is characterized by
C du(2,7)/df =  d(z,7)+2A ^  ;r(z ,7 ;;, J ) / 0 ,  J ) - u u ( 2 , 7 ) - 6 E / ( z ,  J ) - l )
(2 .22)
where capacitance C >  0 controls the convergence of the system. W ith the 
above dynamics, the energy change
dE „ d/(»,f)du(i,7) ^ de- ^ f { i , I ) )  df( i , I)
dt dt dt “  dS(i, l) dt
is non-positive since is a monotonically increasing function and C  is pos­
itive. This updating rule will lead to a solution which is unambiguous and 
consistent if the param eters T, a and b are chosen correctly. Obviously, m in­
imising A '( /)  will lead to different optim a from th a t specified in the original 
problem definition. However it is possible to  achieve near-optimal solutions to 
the original problem with the proper treatm ent of saddle points [107].
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2.7 Experim ents
We have presented and discussed some results on curvature-bctsed segmenta­
tion and ARG matching previously. In this section, we dem onstrate more 
experiments on curvature-based segmentation and two results on 3D surface 
matching. We illustrate param eters involved in all the experiments and com­
putational times.
2.7.1 Curvature-based Segm entation
Results are shown in Figures 2.12-2.16. To dem onstrate the performance of the 
algorithm with noise, we generate sequence of 8 noisy torus images by adding 
increasing am ount of noise to a torus defined by the following param etric 
equations
æ(u, u) =  (6 +  a sin(27ru) cos(27rz?) 
y(u, u) =  (6 -I-a sin(27ru) sin(27ri;) 
z (u , v )  = acos(27Tu) 
where 6 =  35 and a =  15. The noise N(0,  V^)  has deviation cr =  0, 1.0, 2.0, 
2.5, 3.0, 3.4, 3.8, 4.0, respectively. The results are shown in Figures 2.17-2.24. 
The images are segmented by the same program with same set of param eters 
as used for other images.
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Figure 2.12: Segmentation of a cup image.
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Figure 2.13: Segmentation of an oil can image.
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Figure 2.14: Segmentation of a light bulb image.
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Figure 2.15; Segmentation of a face mask image.
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To dem onstrate the performance of the algorithm with an object from 
different views, we generate a sequence of 4 torus images by slanting the torus 
by 15, 30, 45, 60 degrees, respectively. The results are shown in Figures 2.25- 
2.28. The images are segmented by the same program as before except th a t 
the threshold selection for the Gaussian image in Figure 2.28 is done by the 
author rather than  by the program.
The torus has basically no zero-signed patches except a t the points of cer­
tain curves on the surface. Near the most inner part of the torus, the absolute 
value of the mean curvature is very small but not zero:
where v is around ±0. Any threshold value above zero, r  >  0 will result in the 
appearance of zero patches, c l s  can be seen in the H  images in Figures 2.26-2.28. 
However, if we make clear tha t the curvature signs are those with respect to 
level ±T//, then the results are more consistent with what they are called. The 
segmentation results in in Figures 2.29-2.28 are obtained by setting t / /  =  0 
(c/. Figures 2.27-2.30).
From the segmentation results we can see a problem with our segmen­
tation algorithm: the membrane energy used is non-invariant to viewpoint. 
This non-invariance affects the result insignificantly when 6 =  / J  -f- is 
small. But when 6 is large, e.g. near silhouette boundaries, the effect becomes 
significant. The quality of curvature estim ates near these boundary points 
deteriorates. Readers are referred to [3] for a discussions about this problem 
and the invariant membrane model.
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Figure 2.16; Segmentation of a “Crod” image.
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Figure 2.17: Segmentation of a noise-free torus image.
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Figure 2.18: Segmentation of a torus image with noise level V =  1.0.
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Figure 2.19: Segmentation of a torus image with noise level V = 2.0.
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Figure 2.20: Segmentation of a torus image with noise level V  =  2.5.
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Figure 2.21: Segmentation of a torus image with noise level V  =  3.0.
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Figure 2.22: Segmentation of a torus image with noise level V = 3.4.
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Figure 2.23: Segmentation of a torus image with noise level V  =  3.8.
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Figure 2.24: Segmentation of a torus image with noise level V = 4.0.
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Figure 2.25: Segmentation of a torus rotated by 15 degrees.
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Figure 2.26: Segmentation of a torus rotated by 30 degrees.
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Figure 2.27: Segmentation of a torus rotated by 45 degrees.
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Figure 2.28: Segmentation of a torus rotated by 60 degrees.
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Figure 2.29: Segmentation of a torus rotated by 45 degrees with mean curva­
ture threshold t// =  0.
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Figure 2.30: Segmentation of a torus rotated by 60 degrees with mean curva­
ture threshold t// =  0.
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2.7.2 3D Surface M atching
These two experiments are aimed at testing our algorithm for the curvature 
based 3D surface matching under rotation and occlusion. We are interested 
in non-planar rotations (in contrast, by planar rotation, we m ean rotation in 
the X  — Y  plane corresponding to  the page) since obviously our algorithm  is 
largely independent of planar rotations. To do this, we select a Renault part 
image as the “ground tru th ” model and create two images viewed from different 
positions from th a t the model is viewed from. Our m ethod is illustrated as 
follows.
The “ground-truth” model is shown at the top of Figure 2.31. Shown 
from the left to the right of the figure are the range data  (shaded), H K  map 
and an illustrative ARC extracted from the map. We create two rotated  and 
occluded scenes shown at the middle and the bottom  rows from the model 
image. We shall refer to them  as Scene-1 (middle row) and Scene-2 (bottom  
row), respectively. The Scene-1 image on the middle-left is created by rotating 
the model image by 30 degrees about the Y  axis (lying in the page, pointing 
away from readers) while the Scene-2 image on the bottom -left by 45 degrees. 
After the rotations, some of the surface points are missing. The missing data 
are interpolated using some simple pre-processing techniques. Each scene is 
then segmented into the H K  map in the middle column. M ajor curvature- 
sign patches have been extracted in the segmentation despite the rotations 
with missing data. The corresponding scene ARG is extracted from the H K  
map and other sources of information such as the original depth map, the 
depth discontinuity map and the first derivative maps. Recall th a t each node 
in an ARG is a ttributed  by its H K  label and 3D patch area, and between 
each pair of nodes is a relation measured by the minimum distance between 
corresponding patches. Table 2.4 shows the H K  label and the area of the 
model ARG and the Scene-1 and Scene-2 ARGs.
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Figure 2.31: Model and scenes for inexact surface matching. Top: “Ground 
tru th ” model of the Renault part. Middle: Scene-1 created by a 30 degree 
rotation. Bottom: Scene-2 created by a 45 degree rotation.
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Node H K Area
1 1 312
2 1 1189
3 7 400
4 3 50
5 1 207
6 9 77
7 7 326
8 3 91
9 1 103
10 1 156
11 7 384
12 1 117
13 7 728
14 9 119
15 3 21
16 3 104
17 9 601
18 9 41
19 6 44
20 7 33
21 1 53
22 9 127
23 1 41
24 1 502
25 7 25
26 3 43
27 9 135
28 3 416
29 1 46
30 7 380
31 1 232
32 7 222
33 9 55
Node H K Area
1 1 39
2 1 181
3 184
4 1 320
5 7 132
6 7 354
7 1 1446
8 47
9 7 278
10 1 150
11 9 23
12 3 105
13 7 457
14 9 477
15 6 30
16 9 148
17 4 47
18 1 625
19 7 22
20 3 51
21 3 159
22 3 23
Node H K Area
1 3 38
2 1 241
3 1 776
4 7 133
5 9 109
6 1 800
7 7 455
8 3 45
9 1 138
10 7 418
11 7 680
12 9 453
13 1 51
14 6 32
15 3 192
16 9 91
17 1 953
18 1 147
19 3 320
20 1 201
21 7 97
Table 2.4: Node Attributes
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Scene-1 1 2 3 4 5 6 7 8  9 10 11 12 13 14 15 16 17 18 19 20 21 22
Model 1 5 6 5 3 7 2 8  11 12 14 16 13 17 19 22 0 24 25 26 16 28
Model* 1 5 6 5 3 7 2 8  11 12 14 16 13 17 19 22 0 24 25 26 16 28
Model** 1 0 6 5 3 7 0 8  11 12 14 16 13 17 19 22 0 24 25 26 0 28
Table 2.5: Pairings from Scene-1 to the Model
The final results of matching Scene 1 (middle row of Figure 2.31) to the 
model (top row of Figure 2.31) are shown in Tables 2.5, and those of matching 
Scene 2 (bottom  row of Figure 2.31) to the model are shown in Table 2.6. 
The first row of the tables indexes the scene nodes and the following rows are 
model nodes corresponding scene nodes are matched to. The rows starting 
with “Model” are results produced with 7:2,0 =  those with “Model*” are 
results produced 7:2,0 =  e” ^, and those with “Model**” 7:2,0 =  the higher
is 7:2,0, the more scene nodes are assigned 0. The matching converges after 12 
iterations for all the cases. Most of the patches are correctly m atched as can be 
seen. Here we discuss mis-matches. There are two mistakes in m atching from 
Scene-1 to the model: 2 —^ 5 and 21 -» 16. The right answer should be 2 —> 2 
and 21 —^ 28. The reason for the first mistake is explained as follows. Scene-1 
node 21 has to be close to Scene-1 nodes 14 and 18 to be matched to model 
node 28. However there is little  support for this. The following favors the 
mis-match: (1) it is close to  Scene-1 node 13, and (2) the distance dis t(21,13) 
between Scene-1 node 21 and 13 is nearly the same as th a t jDIST(16,21)  
between Model nodes 16 and 21 such th a t the compatibility 7:(21,16; 13,21) 
is large. These local situations dominate the global optim isation, resulting in 
the  mistake. There are similar reasons for the other mis-match th a t Scene-1 
node 2 is m atched to  Model node 4 instead of model node 2. In the model. 
Model node 2 is directly adjacent to Model nodes 13, 17, etc. However in the 
scene. Scene-1 node 2 is far from Scene-1 nodes 13 and 14; instead it is close 
to Scene-1 nodes 3, 8 and 10. This results in the second mis-match. Besides 
these two mis-matches, there are a suspicious m atch, 11 —> 14, and a N U L L  
m atch, 17 0 in this experiment.
In the other experim ent in m atching Scene-2 to  the model, there are a few 
erroneous and suspicious matches: 3 —> 5, 18 —> 23, 20 —^ 31 and 21 —> 32.
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Scene-2 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
Model 0 1 5 3 6 2 7 8 12 11 13 17 23 19 0 22 24 31 28 31 32
Model* 4 1 5 3 6 2 7 8 12 11 13 17 23 19 28 22 24 31 28 31 32
Model** 0 1 5 3 6 0 7 8 12 11 13 17 23 19 0 22 24 0 28 31 32
Table 2.6: Pairings from Scene-2 to  the Model
Similar reasons can be given for these mis-matches. But different from the first 
case, most of these mis-matches are due to errors in H K  labels since we have 
not take H K  label errors into account of the inexact matching. Nonetheless, 
the H K  mistakes and mal-segmentation in both cases are largely due to the 
artificial rotations which have brought about severe distortions of the surfaces. 
Noise may not be so severe with commercially available dense range scanners of 
average quality. On the other hand, we have developed some post-verification 
algorithms to detect and correct the mis-matches [79]. This is not difficult 
to  do using more global constraints since m ajority scene patches have been 
correctly matched. In summary from these results, the m atching itself can be 
regarded as being successful considering tha t only two unary properties and 
one binary relation is used, and a large degree of noise is introduced in the 
images.
There are primarily seven param eters involved in the com putation: (1) 
depth discontinuity threshold a  in Equation 2.8, (2) energy weight A in Equa­
tion 2.5 (3) tim e step constant p in Equation 2.18, (4) neighbor size r  in 
defining w in Equations 2.6, 2.11 and 2.13, (5) curvature sign threshold r  in 
Equation 2.10, (6) the control param eters in Equations 2.7, 2.12 and 2.14, 
and (7) the compatibility 7:2,0 for N U L L  matches in Equation 2.15. Table 2.7 
illustrates the selection of these param eters, where
m
«.7=1
is a quantity which roughly measures the noise level of the input range data  
d. Table 2.8 gives an impression on the average computational tim e for the 
experiments presented in this chapter. The numbers listed are the sum of user 
tim e and system tim e on a SUN-4 Sparc station in seconds.
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A low 1st phase: A =  V/2
2nd phase: A =  2 +  V
inter A =  -foo
high A =  4 - CO
a low 1st phase: a  =  5
2st phase: a  =  1
low __ (H -1 /n/2A)(1+4A )r  — 2
r low r  =  1
inter r =  5 -f [V]
high r =  -f oo
T auto empirical rules [62]
<7 low cr =  1
inter ( j  =  1
high cr =  10 for the ARG matching
cr =  10 for the surface matching
7T2,0 high e“  ^ for the ARG matching
e~^ for the surface matching
Table 2.7: Param eters Involved in the Com putation
2.8 Conclusion
We have proposed a unified optimisation framework to solve the low, interm e­
diate and high level com puter vision problems in 3D object recognition from 
range data. In this framework, solutions to the problems are found by m in­
imising energy functions consisting of two term s which encode, respectively, 
unary and binary constraints. The minimisation is performed using parallel 
and distributed relaxation algorithms suited for neural implementation.
We have presented experimental results to  dem onstrate the effectiveness 
and performance of our framework and algorithms. Segmentation results pro­
duced by the first two levels, we believe, have been a great improvement both 
in term s of the coherence of segmented surface patches and the preservation 
of surface shape near depth discontinuities. Considerable effort on the high
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Low Auto Inter ARG High Total
34.0 1.0 16.8 1.0 10.4 59.4
Table 2.8: Average Computational Time in seconds.
level has gone into preventing the matching process from suffering from “hard” 
adjacency violation, and combining both symbolic and numerical constraints 
into the labelling networks. The results on the ARC matching and the 3D 
surface matching have dem onstrated tha t the matching approach we have pro­
posed is effective in handling relational violations. The approach is attractive 
in th a t it works in a parallel and distributed way. A recent work based on these 
matching ideas shows th a t the matching network can perform segregation and 
inexact matching of overlapping ARGs simultaneously [82, 81, 86].
The definitions of the connections of our computational networks have 
played im portant roles in accomplishing the tasks. At the first two levels, 
the connections define the interaction between neighbors of the networks. 
They have effectively prevented smoothing across depth discontinuities. At 
the high level, our definition of the connections has prevented inexact m atch­
ing from possible failure in situations where “hard” constraints are violated. 
Furtherm ore, it has embodied both symbolic and numerical constraints into 
the com putational networks in a unified way. Choosing to make each con­
nection (or input) symbolic or numerical is controlled by a param eter. The 
inexact m atching approach is significant not only in this application but also 
in general relational matching problems in computer vision.
We have offered insight into the unified framework by forging links, on one 
hand, between the segmentation at the first two levels and the m atching at the 
high level, and on the other hand, between the regularization at the low level 
and the relaxation labelling the la tter two levels. Seemingly very different, all 
the tasks perform a mapping from input to some models. The differences lie 
in the models and the set of labels m apped to. A model is either an explicit 
object (at the high level) or the implicit smoothness constraint in the physical 
world (at the first two levels). The set of labels is either finite (at the la tte r two 
levels) or infinite (at the low level). The inter-relationships between the low 
level regularization and higher level labelling have given an interpretation of
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the regularization techniques from a new perspective, th a t in term s of inexact 
relational matching.
C hapter 3 
A daptive R egularization
In this chapter, we propose a class of adaptive regularizer (AR) for solving 
the problem of continuity-controlled regularization which we term  as adaptive 
regularization. The proposed AR differs from the popular line process regu­
larizer (LPR) in the way it copes with discontinuities. Smoothing strength 
resulting from minimising the AR energy functional attenuates as signal be­
comes too irregular, i.e. as its derivatives become too large, and is zero a t true 
discontinuities where derivatives reach the infinite. We analyze mechanisms 
by which the AR works. The analysis shows tha t the fundam ental difference 
"between different regularizers lies in properties of interaction between neigh­
boring points, which relates to the smoothing strength, determ ined by these 
regularizers. Based on this, we derive conditions under which regularizers are 
adaptive to discontinuities to avoid oversmoothing. The analysis also shows 
th a t adaptive regularization solutions have a closer affinity to solving Euler 
equations than to minimising some close-formed energy functionals. We pro­
vide a graduated non-convexity (GNC) algorithm for the AR to approxim ate 
global solutions. Experiments are presented to  dem onstrate the performance 
and behaviour of the AR and its applications.
3.1 Introduction
Com puter vision aims to infer the 3D world from 2D retinal images to provide 
information for applications such as visual navigation, object recognition, robot 
m anipulation, etc. However this, to hum an vision effortless task, presents
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tremendous challenges to  com puter vision. While human vision has not yet 
been properly understood, M arr [93] postulated th a t physical properties of 
the visible 3D surfaces, such as M arr’s 2.5D primal sketches [93] and Barrow 
and Tenenbaum’s intrinsic images [7] should be made explicit from 2D images 
before higher level analysis. This has laid the foundation of much of current 
com puter vision research. He further argued th a t this early visual processing 
is performed without the knowledge of the scene being analyzed; the a priori 
information used in the analysis is no more than generic constraints about the 
physical world.
Processes in the recovery of the visible surface properties can be viewed 
as solving inverse-optical problems [109]. These problems are “ill-posed” [9, 
109, 120] in at least th a t their solutions are not unique. Consider the problem 
of surface interpolation from data as an example. There are infinitely many 
possibilities as to how surface points should be interpolated between given 
d a ta  points. Additional constraints are necessary in the m athem atical sense of 
converting an ill-posed problem into a well-posed one [109, 120], and also from 
the viewpoint of applications.
Smoothness has been used as a generic, a priori constraint by vision re­
searchers. Many vision problems, such as surface reconstruction [6, 20, 43, 95, 
117], computation of motion field [52, 62], shape from X [7, 65], edge detection 
[99, 121], etc. have been formulated as optimising some energy functionals 
which imposes on solutions the constraint of smoothness in addition to tha t 
from the data. The solutions obey Eulers equation from variational princi­
ples [28] (Courant and Hilbert 53). The common nature of these early vision 
problems are summarized and unified [9] (Bertero et al. 88), [109] (Poggio et 
al. 85) into a so-called regularization framework based on the regularization 
theory [120] (Tikhonov and Arsenin 77) in mathem atics.
3.1.1 R egularization
In the regularization framework, the solution f* from data  d minimises an 
energy functional
E ( r \ d )  =  m m { E { f \ d ) }  (3.1)
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which measures the global cost. The energy functional E  is the sum of a 
closeness term  E^ and a smoothness term  E^
E { f \ d )  =  E % f \ d )  +  E ‘{f)  (3.2)
The closeness term  | d) measures the cost caused by the discrepancy
between the solution /  and the data  d
I 4  =  r  T (:r)[/(z ) -  d(T)]^dz (3.3)
Ja
where 'y(x) =  1 if data  d is available at æ or 0 otherwise, and a and b are 
the bounds of the integral. The smoothness term  E '( / ) ,  which is also called 
a regularizer., measures the cost caused by the irregularity of the solution / ,  
the irregularity being associated with the magnitude of the derivatives of / .  
The regularizer is aimed at imposing an extra constraint to the solution in 
addition to th a t from the data. This additional constraint is the smoothness 
constraint which is based on the observation tha t “the physical world is gen­
erally smooth” . The regularizer is defined by
E ‘ ( f )  =  E  E ’M )  (3.4)
n = l
where N  is the highest order of derivatives of /  to be considered, and E ^ { f )  
is the order regularizer defined by
K { f )  = \ n t g ( f " K x ) ) d x  (3.5)
Ja
where is the order derivative of / ,  and A„ >  0 is some weight. Function
^(/^"^(x)) expresses the penalty of the irregularity of /^ ”“ ^^(x) at x. For this
reason, we shall refer to it as the irregularity function. In general, g{r]) is even; 
moreover it is in general some function of The more irregular /^ "“ ^^(x) 
is at X ,  the larger its derivative is, and the larger ^ (/(" l)  m ust be. This 
results in a larger contribution of the penalty to the energy functional E^{ f ) .  
In the standard Tikhonov regularizer [109] (Poggio et al. 85), [120] (Tikhonov 
77), p takes the pure quadratic form
9q{v) — 9 (3.6)
which we shall refer to as the quadratic irregularity function.  Note th a t it
penalises the irregularity of the signal /  unboundedly when > oo. This
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unavoidably leads to oversmoothing at discontinuities. For example, sharp 
changes near edge points are blurred. The problem of oversmoothing is due to 
applying the smoothness constraint homogeneously even where the smoothness 
assumption is violated.
3.1.2 C ontinuity-C ontrolled Regularization
To suppress the effect of the smoothness constraint where the constraint is 
violated, continuity-controllers 7r„(x) G [0,1] are normally introduced into reg- 
ularizers [20] (Blake and Zisserman 87), [41] (Geman and Geman 84), [73] 
(Koch et a l  86), [95] (M arroquin 85), [99] (Mumford and Shah 85), [118] 
(Terzopoulos 86), [130] (Yuille 87). For example, we may define the order 
regularizer by
^ n (/»^n ) =  A n /  7r„(x)[/(”^(x)]^dx (3.7)
J a
In the above, the order controller 7t„(x) >  0 inhibits smoothing across the 
(n — 1)*  ^ order discontinuities: 7t„(x) =  0 if /(" -^ l(x ) is discontinuous (thus 
/f" l(x ) —» oo is unbounded), or 7Tn(x) > 0 otherwise. In practical reconstruc­
tion problems, 7r„(x) is generally restricted to, or forced towards, 0 or 1 (refer 
to  the above citations), deciding whether or not the {n — 1)*  ^ order smoothness 
constraint, i.e. the regularizer, should contribute to the integral at location
X .
The above continuity-controllers are realised by the introduction of a set 
of binary line process variables U G {0,1}, which are defined on a lattice, into 
the energy functional. In this case, the continuous interval [a,b] is quantized 
into m uniformly spaced points x%, ...,Xm such th a t /,• =  /(x ,) ,  d,- =  d(x,) and 
=  7 (a;,). Consider only the first-order regularizer E f for simplicity. The line 
process variable /,• is related to controller tt,- =  7Ti(x,) by
/,• =  1 — 7T,- (3.8)
A discontinuity is detected between i — 1 and i if the line process variable is 
on, i.e. /,• =  1, and the smoothing therein is suppressed. The smoothness term  
is now
m
=  (3-9)
<=2
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Accompanying the introduction of the line process is an additional energy 
term  which penalises each turn-on of the line process variable by a quantity  
Xq
m
Ea{l) = X a ^ l i  (3.10)
1 = 2
Thus the to tal energy becomes
m /  m m \
E ( f ,  l \ d )  =  E  ?.[/.' -  d i ?  + A E[/.- -  + (3-11)
t= l  \ i = 2  t= 2  /
The line process is determined in such a way th a t if [/,• — < a , then it
is cheaper to pay the price [/,• — and to set /,• =  0, otherwise it is more
economical to turn on the line process variable /,• =  1. The optim isation thus 
becomes combinatorial: finding f*  and I* G {0,1}^ such tha t
E{rnd) = m m E { f , l \ d )  (3.12)
The search for the optimal combination I* of the line process in conjunction 
with finding the optimal f*  is seemingly inconvenient. However, by eliminating 
the line process, Blake and Zisserman [20] convert the previous minimisation 
problem into one which minimises the following functional containing only real 
variables
m m
E { f \ d )  = ^ ' f i [ A - d i f  + X ' £ g M i - f i - i )  (3.13)
1=1  t = 2
where
ga(r)) = mm{7]^,a] (3.14)
We shall refer to Qq cis the line-process irregularity function (LPIRF)  and 
^ Y i ^ 2  9aif i  — f i - i )  the line-process regularizer (LPR).
In a  modified LPR model [73] (Koch et al. 86), [130] (Yuille 87), the 
combinatorial-real conversion is achieved by using continuous Hopfield [58] 
(Hopfield 84) variables % lying in the region [0,1] to replace the binary line- 
process variables The continuous % is related to an internal variable Ui G 
(—00, d-oo) by a sigmoid function 6
X =  0{Ui)  =  1 /(1  +  (3.15)
where T  is a param eter called tem perature. As the tem perature decreases 
toward zero, the behaviour of V{ becomes binary. The energy functional with
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this treatm ent is defined by
m /  Tn TJi \  m
E ( f ,  V I d) =  E AE l/i -  / . - i i n i  -  K] +  a E  + E  L e - \ v ) d v
, = 1  \  i = 2  ( = 2  /  . = 2 - ' ®
(3.16)
Minimising the above leads to a  relation
^  1 +  e -(l/.- /-> P -“)/r
The above can also be obtained using a mean field approximation [39] (Geiger 
and Girosi 89), [92] (Lumsdaine et al. 90) by averaging out the line process 
[41] (Geman and Geman 84), [95] (Marroquin 85).
Continuity-controlled regularization is also tackled by other researchers us­
ing difi'erent approaches [2] (Aloimonos and Shulman 89), [76] (Lee 87).
3.1.3 Sum m ary o f A daptive Regularization
The adaptive regularizer (AR)  [84] (Li 90) aims at solving the same prob­
lem as the aforementioned typical LPR: continuity-controlled regularization, 
or termed adaptive regularization. However, unlike the LPR which makes deci­
sions by judging discontinuities by comparing the derivative with the threshold 
Q, the AR does not make such decisions. In the AR, the cost incurred by the 
irregularity is a continuous, monotonically increasing function of the squared 
derivative. However, the smoothing strength brought about by minimising the 
energy functional attenuates as signal becomes too irregular, and is zero at true 
discontinuities where the derivative becomes the infinite. Therefore, the AR 
sees discontinuities only in the true m athem atical sense, i.e. where the deriva­
tives reach the infinite. Only at the true discontinuities is smoothing com­
pletely suppressed. It thus provides an adaptive means of continuity-control 
in regularization.
The AR model has several advantages in comparison with the LPR model.
It is better suited for analog neural implementation because of the continuous 
characteristics of the AR. The AR model can deal with problems whose solu­
tions are defined on continuous domains, while the LPR cannot because the 
line-process is defined on a lattice. Solutions of the AR model depend continu­
ously on param eters whereas those of the LPR model do not; this means th a t 
AR solutions are more stable to param eter changes; this also postulates tha t
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the AR might be better than the LPR in transforming ill-posed problems to 
well-posed ones in such sense th a t regularized solutions depend continuously 
on data.
We d 'Pive- conditions under which regularizers are adaptive to  discontinu- derivc
ities. Only when these conditions are satisfied can oversmoothing across dis­
continuities by regularizers be avoided. The study of the AR model reveals th a t 
AR solutions have a closer affinity to  solving associated Euler equations than  
to  minimising some close-formed energy functionals. In other words, minimis­
ing the functionals results in only a subset of satisfactory continuity-controlled 
regularization solutions produced by solving the Euler equations.
This chapter is organized as follows; In Section 3.2 the main body of this 
chapter, we first formulate the AR and compare it with the other popular 
regularizers we have discussed. We then introduce algorithms for finding AR 
solutions defined on both continuous and discrete domains. Based on these 
algorithms. We explain how the AR works, and derive conditions for regular­
izers to be adaptive to discontinuities. In convexity analysis, we identify a 
sufficient condition for the AR to  be strictly convex, and provide a graduated 
non-convexity algorithm for finding approximate global solutions. We then 
discuss scaling parameters. After th a t, we present an analog neural circuit for 
the implementation of the AR. In Section 3.3, we dem onstrate experim ental 
results on reconstruction, detection of step and roof edges, from data  of differ­
ent noise levels, and examine the behaviour of the AR for different param eter 
values and different degrees of sparseness of data. Finally in Section 3.4, we 
conclude the present work.
3.2 A daptive Regularizer
Corresponding to the general form of regularizers in Equation 3.5, the order
AR is defined by
E ‘„{f)  = >^nf‘' g . A f ’' \ x ) ) d x  (3.18)
J  a
where <7„ >  0 is a param eter. In the above, both the irregularity and the 
continuity-controller are combined into one integrand function denoted by 
We shall refer to such function as an adaptive irregularity func­
tion (AIRF).  For clarity without loss of generality, the following discussion will
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be focusing on the first order AR
E ‘ U )  = x J j , { f ( x ) ) d x  (3.19)
w h e r e  cr =  <Ji .
Consider the general string model which has an energy of the following 
form  ^ ^
E { f  I d) = f  7 (^ )[ /(^ )  -  d{x)]'^dx + g ( f ' ( x ) )dx  (3.20)
where g is any irregularity function, g^, ga or g^ defined previously. The above 
functional with ^ is usually called a string, and th a t with g = ga (in
the discrete form) is called a weak string. We shall call th a t with g — ga
an adaptive string. The general solution f*  of a regularization problem, be
it quadratic, line-process or adaptive, is obtained by minimising the above 
energy. The solution solves the associated Euler equation (as will be discussed 
later)
27(x )[/(x ) -  d{x)] -  A ^ / ( / ' ( z ) )  =  0 (3.21)
We will see th a t g' (f '{x))  determines the nature of regularization; the mag­
nitude of g'{f ' (x))  relates to the strength with which a regularizer performs 
smoothing. The condition for a regularizer to be adaptive to discontinuities 
can be described by
, lim W '(/'(z))] =  0 (3.22)
P { x ) - ^ 0O
The above means the suppression of the effect of the smoothness constraint at 
points where f ' {x )  -> oo. It is a guideline for selecting irregularity functions 
for the purpose of adaptive regularization.
Possible choices of g(r(g) include
9 iA v )= -  (Texp{-ri^/a)  (3.23)
which we shall refer to  as AIRF 1
P 2 a ( 7 / ) = - < ^ / [ l  +  T / V ^ l  ( 3 - 2 4 )
which we shall refer to as AIRF 2, and
5^3a(î7)=<7log(l-f 7/V^^) (3-25)
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which we shall refer to  as AIRF 3 For example, the AR with the exponential 
AIRF 1 is defined by
£ ' ( / )  = - A (3. 26)
Like the quadratic and line-process irregularity functions, these ga{rj) are even, 
and functions of 7 .^ They satisfy the following
(1) They monotonically increase as |t;| increases, i.e. gl (^Tj) > 0  Vt; >  0.
(2) They have continuous first derivatives which tend to zero for 7/ going to
infinity, Le. lim„^oo5'i(^) =  0-
Requirement (1) of the above means tha t the more irregular the signal is, the 
more it is penalised. This conforms the original spirit of the standard quadratic 
regularizers. The line-process irregularity function (LPIRF) does not have 
such a property; the penalty does not increase as the irregularity |t/| increases 
beyond >/q . Requirement (2) of the above concerns the adaptive continuity-
control. Smoothing by the AR attenuates as the derivative becomes very large,
and is zero at true discontinuities. In contrast, smoothing by the standard 
regularizers increases monotonically as the irregularity increases, unavoidably 
leading to oversmoothing at discontinuities. The LPR suppresses smoothing 
when 17/1 exceeds y/a, but in a decisive way.
The instantiated AIRFs have first derivative function of the form
g ' M  = 2r,K{n)  (3.27)
where <^7(7/) is a function determining interaction (we will explain why) be­
tween neighboring pixels. The corresponding functions to the Equations 3.23- 
3.25 are
hic(ri) =  exp{-i]^/<T) (3.28)
h 4 g )  = l / [ \  + r,y<rY (3.29)
and
hsaiv) = 1/[1 +  (3.30)
Such ha(r)) are even, bounded, monotonically decreasing with respect to  \r]\, 
differentiable, and have the property
Jirn [77/7(7(7/)] =  0 (3.31)
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oT \imf>(x)-^oo[9o(f'{^))] =  0 which means the suppression of smoothing when 
the signal becomes very irregular. For the quadratic regularizer, the interaction 
is constant
=  l  (332)
This is why the quadratic regularizers lead to oversmoothing at discontinuities. 
For the LPR, the interaction is piecewisely constant
w) - {; iiL f.
It inhibits oversmoothing by switching off smoothing when \r)\ goes across 
y/a. The different interaction functions h best explain the difference between 
various regularizers. In the modified LPR model [39] (Geiger and Girosi 89), 
[73] (Koch et al. 86), [92] (Lumsdaine et al. 90), [130] (Yuille 87), the line 
process variables are approximated by Equation 3.17. This approximation 
results in an interaction function like
h a j i v )  =  1 — y { v )  =  1 — 2 g_(T,2_a)/T (3.34)
As the tem perature T  decreases toward zero, the above approaches tha t
is, limj_o+ ha,T =  ^a- The interaction function is qualitatively similar to
A (7 with nonzero T.
Figure 3.1 gives a graphic comparison of different irregularity functions. 
At the top is g{rj) which defines the local cost incurred by rj =  f ' {x) .  At 
the bottom  is g'{r]) which characterizes the smoothing strength. Like the 
quadratic gq(r]) =  t/^, the AR allows the smoothing strength \g' {^r}) \ to increase 
monotonically as the irregularity r] increases within a limited band denoted by 
Ba. The band can be obtained by letting ^"(t?) =  0 to get the two extrem a of 
g'„{r]) as the lower and upper bounds of the band. It is
for 5(1(7 (t/),
= (3.36)
for P2(t(7/), and
Bztr =  (—Vo", \ /^ )  (3.37)
Adaptive Regularizer 91
Quadric 
Line—P rocess
- -  AIRF 1
-  -  AIRF 2
- -  AIRF 3
Figure 3.1: Comparison of different irregularity functions. (Top) Different ir­
regularity functions: gq(7j) =  in the standard Tikhonov regularizers (thinner 
solid), ga(f]) =  min{77^ ,a}  in the line-process regularizers (thicher solid), AIRF 
1 gia(g) =  —crexp(—T/^/cr) (thinner dashed), AIRF 2 g2a(v) =  —o"/[l T  
(dot-dashed), AIRF 3 g2<x(g) =  (%log(l (thicker dashed). (Bottom )
First derivative g' (r j)  of the irregularity functions. Smoothing strength relates 
to \g ' {r] ) l
for g z a { g ) ’ However, unlike the quadratic regularizer which allows boundless 
smoothing where t) =  f ' { x )  —> oo, the AR decreases smoothing beyond the 
band towards zero as 77 =  f ' { x )  —» 00. Also unlike the LPR which shuts down 
smoothing abruptly just beyond its band which is Bo, =  (—y/a,  y/a)^ the AR 
decreases smoothing continuously towards zero. On the other hand, when a  is 
sufficiently large, the AR behaves in a similar way to the quadratic regularizers 
because in this situation the AIRFs are approximated by the quadratic term  
77^ /cr plus a constant
=  ci(r]'^/a) -f cq
where >  0 and Cq are constants.
The exemplified in Equations 3.28-3.29 are possible choices
(3.38)
among many.
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O ther possible choices include ha{7]) = ho{7}) =  1/(1 +  e(c.
However, according to our experience, g2a seems to perform better in its ability 
to cope with discontinuities in high noise. As far as analog implementation is 
concerned, the exponential function could be a better approximation of semi­
conductor characteristics.
3.2.1 Variational Solutions
Here we derive an algorithm for solving the minimisation problem in the con­
tinuous ID case using the variational method. The discrete version of the 
algorithm can be formulated directly from the continuous version and its ex­
tension to the 2D case is straightforward.
The string energy functional in Equation 3.20 is rew ritten below
^ ( /  M ) =  /  -  d{x)Ydx  +  A /* g{f ' (x ) )dx  (3.39)
Ja  J  a
where g can be go, or g^. In the continuous case, the minimisation problem 
can be solved using the variational method. Let
e ( / ,  f )  = 7{^)[f{x) -  d{x)Y -b \ g { f { x ) )  (3.40)
Then E { f  | d) =  e ( / ,  f ’)dx. Next we introduce a tim e variable t into /  such
th a t
f  = f ( x , t )  (3.41)
Thus E  becomes a function of param eter t. To find a minimum, we require 
th a t the energy E  should not increase along the trajectory / ( x ,  t) as the system 
evolves with time. From the calculus of variations [28], the variation 6E  of E  
due to a deformation
6 f  =  Vim^  f { x ,  t - \ - A t ) -  f { x ,  t) (3.42)
can be expressed by
if we set boundary condition
S f  = 0 (3.44)
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at X = a and x  = b. From this, we have
A simple dynamic system with characteristic equation ^  <  0 is determ ined
by the differential equation
where // >  0 is a small constant. The second term  of the right hand side of 
Equation 3.46 can be ascribed to anisotropic diffusion [105] (Perona and Malik 
90). The above equation is a dynamic updating rule with which the energy 
change
is non-positive. It guarantees a solution of the continuous minimisation prob­
lem in the limit f*{x) = Wmt^oo f { x , t )  where E{f*\ d) = min, since E  is 
lower-bounded. Following this equation, the system will finally settle to a 
stationary point where ^  =  0 when the Euler equation
is satisfied. Referring to Equation 3.40, we have from the dynamic equa­
tion 3.46 the updating rule
" =  “ /^{27(^)[/(^?0 ~  ^(^)] — ^))} (3.49)
where
g ' M  =  277/1(77) (3.50)
and h is an interaction function illustrated in Equations 3.28-3.30,3.32 and 
3.33. The associated Euler equation, or equivalently the derived updating 
rule, determines the behaviour of the corresponding regularizer.
The above discussion is on minimising energy functionals defined on a con­
tinuous domain. The LPR model is for problems defined on a lattice. The 
ability of the AR to solve adaptive regularization problems defined on contin­
uous domains could be an advantage.
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3.2.2 D iscrete C om putation
The discrete counterpart of Equation 3.49 for the minimum can be derived 
directly. Suppose in the discrete case the integral interval [a, 6] is sampled 
by m  uniformly spaced points. Then the first order energy corresponding to 
Equation 3.39 is given by the discrete string
m m
I d) =  -  diYA- -  / t - i )  (3.51)
t= l  t= 2
The corresponding discrete updating rule is th a t, for 1 <  i <  m,
_  f l ‘) _  2 ^ 7 , [/f’ ( / f  -  -  / / ” ) (3-52)
jGNi
where N{ =  {z — 1, z +1} is the set of the two neighboring points of z. Function 
yM takes prescribed values at the boundary points at z =  1 and z =  m to meet 
the boundary condition in Equation 3.44. The above represents a gradient 
descent algorithm. The algorithm starts with an initial The energy
always decreases, i.e. | d) < | d) if the above rule is applied to
update The solution results in the lim it f*  =
Extension of the above discussion to 2D is straightforward. In the 2D case, 
da ta  d = [dij] and solution /  =  [fij] represent images. The corresponding 
energy is define by a membrane
E { f \ d ) =  f  f ' i { x , y ) [ f { x , y ) - d { x , y ) Y d x d y + x f  f[gif 'Ax,y))+g{f 'y{x,y))]dxdy
^ (3.53)
which is the 2D extension to  Equation 3.39. Its discrete form is
E ( f  I d) = ' ^ ^ i , j ( f i j - d i j Y - \ - X [ Y i g { k j - f i - i , j ) ' ^ ^ g i k j - k j - - ^ ) ]  (3-54)
t , i  t , i  t,j
The updating rule for minimising the above energy is the 2D extension to 
Equation 3.52. It is, for 1 <  z, j  <  m,
* - f ü -  2M{7i.i [/M  -  d,j] -  A E  (/<;> -  -  Æ ’) (3-55)
{u,v)eNij
where N i j  =  {(z — l , i ) ,  (z +  l , j ) ,  (z ,i — 1), (z ,i +  1)} is the set of the four 
neighboring points of (z, j ) .
As far as the com putation is concerned, the updating can be done in a 
checkerboard fashion to accelerate convergence. In this situation, the updating
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takes place on white sites and black sites alternatively. A problem in computing 
AR solutions is th a t the gradient descent may lead the dynamic system to a 
unfavorable local minimum since the energy functional is generally non-convex 
for most interesting problems. To avoid this, we will present later a graduated 
non-convexity (GNC) algorithm for the gradient-based minimisation, following 
Blake and Zisserman [18, 20].
3.2.3 How A R  Works
It is the adaptive interaction function K  tha t implements the mechanism for 
adaptive regularization, and makes the AR differ from the existing regularizers. 
This is indicated by Equations 3.52. The smoothing at i is the contribution 
from both {fj  — f i)ho{fj  — /,) , j  € {z — l,z  -j- 1). If there is a discontinuity 
between z and z — 1, i.e. f i  — f i - \  —> 00, then ha{fi-\  — fi)  adaptively prohibits 
the contribution: (/,_ i — /:)/z<r(/t-i — f i) —> 0 and oversmoothing across the 
discontinuity is thus avoided; otherwise proper smoothing is allowed. Similar 
is the adaptive prohibition of oversmoothing across the discontinuity between 
z and z-b 1. This is why we relate g'{7j) = 277/7(77) to the strength of smoothing 
performed by regularizers. Note th a t the contributions from the two sides are 
treated separately. Note also th a t the total contribution to smoothing is zero 
if the three points are aligned when /,q.i — /,• =  /,• — /,_ i and h{g) is even since
in this situation X:jeN.(/i - / . ) ^ ( / i - / . )  =  0.
In contrast, the standard quadratic regularizer obviously does not have the 
property of adaptation because it results in the constant interaction function 
hq and therefore the strength of smoothing is proportional to f j  — fi  where 
j  G Ni. The LPR prohibits oversmoothing but works in a different m anner 
from the AR: its ha switches off abruptly the smoothing contribution when
\fi ~  f i - i  \ passes the threshold y/a. This is due to  its piecewise interaction.
For the purpose of AR, h(7]) is required to satisfy
0 < h{7j) < -boo (3.56)
h\r}) > 0  for 77 <  0 and h'{r)) <  0 for 77 >  0 (3.57)
and
Jim  [7//i(î/)] =  0 (3.58)
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It is in general chosen to  be even
h{Tj) =  h{—T)) (3.59)
The instantiated functions (Equation 3.28-3.30) of the AR, ha (Equa­
tion 3.33) of the LPR  [20] (Blake and Zisserman 87), [41] (Geman and Geman 
84), and ha,T (Equation 3.34) of the modified LPR [39] (Geiger and Girosi 
89), [92] (Lumsdaine et al. 90), [73] (Koch et al. 86), [130] (Yuille 87) are 
among those satisfying the above conditions. Function h is also required to be 
continuously differentiable for variational solutions defined on the continuous 
domain [a, 6], but this is not required for most applications defined on the dis­
crete domain [xu a^ m]- The continuous differentiability results in variational 
solutions which are continuous [28]. Therefore there are no discontinuities 
up to  the second derivative in these solutions.
Although we start the investigation of adaptive regularization by proposing 
the energy functionals, it turns out th a t the essence of the problem is more 
captured by solving the Euler equation
7(a^)[/(^) — ^(^)] “■ A^[/^(a?)/7<^(/^(a:))] =  0 (3.60)
than  by minimising the energy functionals. We can obtain good AR solutions 
by solving Equation 3.60 using h^ satisfying the above conditions. However, 
minimising energy functionals results in only a subset of solutions which may 
serve one s AR purpose. There are AR solutions which can not result from m in­
imising energy functionals in closed-form. For example, hoir]) =  exp{-\r]\/cr) 
performs well, but there is not a corresponding energy functional in closed-form
for it.
AR solutions depend continuously on cr whereas LPR solutions do not on 
a.  An informal analysis can be given as follows. Consider a LPR solution / “ 
obtained using a.  Solution / “ is a stationary point satisfying
7«(/f — ^i) ~  i f j  ~  — /D l  =  0 (3.61)
jeNi
In the above, h a ( f f  -  / f  ) =  1 or 0 depending on a  and the configuration 
of A small change A a  may turn  over ha from 1 to 0 or vice versa, thus 
leading to  a significantly different solution The AR does not have such
instability since h^ is continuous. This analysis also raises a question. Do
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solutions of these non-linear regularizers depend continuously on the data  d? 
Do the regularizers also convert ill-posed problems into “well-posed” ones in 
this sense? Our postulation is th a t the AR does, if anything, more than  the 
LPR.
3.2.4 C onvexity
Optimisation-based approaches to  adaptive reconstruction usually lead to non- 
convex dynamic systems. Entire convexity often results in over-smoothing for 
interesting problems. This is especially true with very irregular scene topog­
raphy in very noisy situations. The proposed AR is in general non-convex for 
interesting problems. Thus direct minimisation using gradient descent may 
lead the dynamic system to a local minimum. There are stochastic approaches 
[41, 69, 95] to finding near global solutions for non-convex problems. However, 
we are more interested in deterministic algorithms because they are more ef­
ficient yet satisfactory. A deterministic approach for solving non-convex opti­
misation problems is deterministic annealing [18, 20, 58, 73, 126]. A typical 
example of such algorithms is the graduated non-convexity (GNC) algorithm  
[18, 20]. The strategy is described as follows:
(1) Identify a param eter which has an overall control of the convexity of the 
system. The system is non-convex when this param eter is at its target 
value, but is strictly convex at very high (or very low) values and thus has 
the unique global minimum. The system gradually transits from being 
convex to being non-convex and becomes more and more non-convex as 
the param eter varies towards the target value.
(2) S tart the minimisation process with a very high value of the identified 
param eter such tha t the system is strictly convex, and find the unique 
minimum with the param eter fixed with an arbitrary initial s tate  using 
gradient descent.
(3) Then use the found global minimum as the initial state, and track the 
minimum using gradient descent while decreasing (or increasing) the pa­
ram eter towards its target value.
A performance comparison between GNC and stochastic methods can be found 
in [19].
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Now we examine the conditions under which the AR energy F ( f  | d) =
I d) +  E^( f )  is strictly convex such tha t the unique minimum exists. The 
analysis below is on the adaptive string; conditions for an adaptive membrane 
in 2D can be found similarly. The closeness term  E^ is quadratic and hence 
convex. The smoothness term , i.e. the proposed adaptive regularizer E^^ may 
or may not be convex, depending on /  and cr. Its non-convexity could be 
partly  compensated by the convexity of the closeness term  [20]. However we 
do not rely on this because we allow data  to be randomly sparse, the missing 
data  being determined by 7 in such tha t the convexity of the quadratic 
term  is not fixed as is in Blake-Zisserman’s case [20]. Therefore we resort to a 
conservative condition under which the smoothness term
m
£;’ ( / )  =  (3 62)
1 = 2
is itself convex. To do this, it is sufficient to select a value of a convex such tha t, 
given / ,
g'Lonvexif^ ~  /» -i) ^  ^ if data  are available at i and z — 1, Vz (3.63)
assuming th a t /  has been set to data  d. The value is cr c o n v e x  > 2maxi{[/,- —
f i - i Y )  for AIRF 1, (Tconvex > 3m ax,{[/i -  /,_i]^} for AIRF 2, or (Tconvex >
max,•{[/,• — /t_i]^} for AIRF 3. This is equivalent to choosing a ^convex such 
th a t
m p { / i  -  /,_ i}  e  Ba^onvex Vz (3.64)
where B^  is the band discussed previously (see Equations 3.35-3.37). Such a 
( ^ c o n v e x  guarantees E ^ (/) , and thus E ( / ) ,  to be strictly convex, and therefore 
guarantees the unique global minimum. Equation 3.63 is a sufficient condition 
for the convexity of the adaptive string with arbitrarily sparse data. W hen 
dense data  is available, the convexity condition is (see analysis in Chapter 7 
of [20])
- / . - i )  > - 1/2 Vi (3.65)
Dense data  lead to be tte r results.
A GNC algorithm for approximating the global AR solution is outlined 
below.
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Set <— d, cr(°) <— CTconvex, and t =  0;
Do (1) Update using Equation 3.52;
(2) Set t <— f -f-1;
(3) If (/( ')  -  /0 -U  <  e)
set o - f f i  4—  m i n f o - t a r ^ e t ,  « ( j O - l ) } ;
Until (/O) -  /0 -D  <  e) and =  cTfarpet); 
S e t / ‘ ^ / 0 )
In the above, e is a constant for judging convergence, and k is a factor for 
decreasing cr, 0 < k < 1. The choice of k controls the balance between the 
quality of the solution and the computational time. In principle, (jO) should 
vary continuously to keep a correct track of the global minimum. In discrete 
com putation, we choose 0.9 <  /c <  0.99. More rapid decrease of crO) (with 
smaller k) is likely to lead the system to an unfavorable local minimum.
3.2.5 Param eters
There are three param eters in Equation 3.52: A, a  and p. Param eter p is 
related to the convergence of the relaxation algorithm. There is an upper 
bound for /i for the system to be stable. An inappropriately large p will lead 
to divergence whereas a very small p results in low convergence rate. See [20] 
for a discussion on the optimal selection of p. Param eters A and a  play different 
yet related roles in dealing with signal scaling. They are related in the sense 
th a t larger values result in stronger interaction between neighboring points. 
Their values are usually required to be large when noise is large. They differ 
in tha t, regardless of the noise level, A is mainly responsible for interaction in 
the X direction while a  is mainly in the f { x )  direction, or can be made so. We 
can make A and cr control the scale in x  and the scale in /(æ ), respectively. 
The choice of A has been studied elsewhere [40]. Here we consider the choice 
of cr in relation to scale changes in the underlying signal / ,  bearing in m ind 
tha t it is not independent of A.
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First we examine how a  should be chosen to identify steps in signals of 
larger than H  (in a global sense). It is necessary th a t the steps fall far outside 
the band (see Equations 3.35-3.37), e.g. H  ^cr/2  for AIRF 1. Therefore 
we may choose, e.g. cr =  H^jdO. This however is not a threshold scheme. The 
com putation is one of global minimisation through local propagation.
Next we examine how cr should be modified in accordance with scale 
changes in the magnitude of signals. Here the problem can be described as the 
following: Given d, A and cr which lead to the correct solution f { x )  satisfying 
the Euler equation 3.48, how should we modify cr when the scale of the signal 
d has changed by a factor of s to sdl  Supposing we use the exponential gi^^ 
the Euler equation 3.48 can then be w ritten as
^(j:)[/(T ) -  d(T)] -  A f  (a:){l -  2K (T )] '/(r}  exp{-[/:(T )]'/7T} =  0 (3.66)
Since the change is linear, we need to modify the a  to o'  in such a way tha t 
results in solution s} (x)  which satisfies the following
■y(x)[sf{x) -  sd{x)] -  X s f ' { x ) { l  -  2[s/'(x)]V <^'}exp{-[s/^(x)lV <^'} =  0
(3.67)
To do this, we need only to adjust the param eter o  into o'  =  s'^o. The same 
conclusion holds for the AR with the other AIRFs. There will be further 
discussion on param eters in the section on experiments.
3.2.6 N euron-like Circuitry
Equation 3.52 determines the dynamics of a neuron-like com putational ne t­
work. Let f i  be the potential of neural cell i. Let Ci = C = 1/2/z be the 
membrane capacitance and R{ — \ j 7,- the membrane resistance. Let
Ti,j =  =  Xh(,{fi -  f j )  (3.68)
be the conductance or synaptic efficacy between neurons i and j  where \i — 
j |  =  1 and ha is an adaptive interaction function satisfying conditions in 
Equations 3.56-3.58. If we use the exponential then
Ti,j = Tj^i— X e x p { - [ f i - f j f  j o ]  (3.69)
Let di be the external current input to i. Now we can write Equation 3.52 as 
=  ~ ~ ^ f i  +  — fi] +  r,+i,,[/i+ i — fi] (3.70)
Adaptive Regularizer 101
i - U ,f u l
Figure 3.2: Schematic diagram of the analog network circuit. In this diagram, 
the solution is in the voltage /,• at node i {i =  l , . . . ,m) .  The data  comes 
externally as current source d,-. Resistance i?,- =  1/ 7,-, where 7,- =  1 or 0, 
indicates whether or not data d, is available a t i. Capacitance C, =  1/ 2;/ 
controls the convergence rate of the circuit. Conductance between two adjacent 
nodes is a nonlinear component — /,_ i) . The current from i to
j ,  where |z -  j |  =  1, is /,-j =(/,• -  f j )T i j .
The above is the dynamic equation at neuron i of the network. The diagram 
of the network circuit is shown in Figure 3.2. The synaptic current from i to 
j  is
l i j  = W c i f i  ~  f j )  =  ^[/t — f j ] K{ f i  — f j )  (3.71)
If we use the exponential then
k i  =  ''[/■• -  f j ] exp{-[/i - (3.72)
A plot of current versus potential difference /,• — f j  has been shown in the 
bottom  of Figure 3.1. It is the voltage-controlled nonlinear synaptic conduc­
tance Ti j  th a t realises the adaptive continuity control, and it is the nonlinear 
current R j  th a t realises the adaptive smoothing. The current vanishes 
towards zero as the potential difference between neurons i and j  reaches far 
beyond the band
The AR model is better suited for VLSI implementation than the LPR 
model. This is because the continuous shape of the adaptive conductance j  =  
— f j )  of the AR model is easier to implement using analog circuits than
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the piecewise interaction of the LPR model. This advantage of the AR model 
becomes more obvious when GNC is used to approach the global solution. The 
interaction of the AR model is described by a fixed class of param etric curves 
controlled by the single param eter cr (see Equation 3.28-3.30). In contrast, 
Blake and Zisserman’s approximation of ga{T]) is rather complicated (see page 
141 of [20]). It gives rise to an approximation of the piecewise interaction (see 
page 155 of [20]) by
[ At? k | <  q
Xh^f\r]) =  <  - c ( | t/ 1  -  r)sign(7?) q < \t]\ < r (3.73)
[ 0 otherwise
where c =  c*/p (c* is a constant), =  a{2/c-\- 1/A), q =  a / (Ar) ,  and p varies 
from 1 (corresponding to the convexity) to 0 (corresponding to the target). It 
is inconvenient to implement such a piecewise param etric curve using analog 
circuits.
Interestingly, in a VLSI implementation of the LPR model by Harris et 
al. [49], the piecewise current-voltage characteristics I  =  A V h a ( A V )  is im ­
plemented there through a “resistive fuse” of finite gain. The resistive fuse 
does not give rise to a sharp switch-off as described by the original piecewise 
interaction function ha. It is, nonetheless, better described by the adaptive 
interaction function proposed in this chapter. Therefore, the actual current- 
voltage characteristics is more l ike / =  AV/ia( A V).
3.3 Experim ents
3.3.1 R econstruction
Firstly we experiment on ID signal reconstruction as shown in Figure 3.3. Two 
classes of signals, step and roof, of sample size ttz =  128 are generated. The 
step height is 40 and the roof-side slope is ±40/64. To the ideal signals is added 
zero-mean Gaussian noise A^(0, with noise level V =  10 (top figures) and 
V =  20 (bottom  figures), respectively. This yields two set of da ta  d. Then 50% 
of the data  points are randomly removed, producing 7 (refer to  Equation 3.54 
for 7 ). AIRF 2 g2<T in Equation 3.24 is used. Param eter A =  50 is empirically 
chosen and is fixed throughout the experiments. The target value of param eter 
(J is <7 =  20 for all the cases. Initially, /  is set to d and cr to 3max,{/,- —
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Figure 3.3: Reconstruction of ID signals. Shown are original signal (thinner 
solid line), noisy data  with the location of the 50% missing components indi­
cated a t the bottom  (triangle) and reconstructed (thicker solid line). AIRF 
2 is used with param eter A =  50 and target a = 20. Top-left: A step of 
height 40 with noise level V  =  10. Top-right: A roof of slope ±40/64  with 
noise level V  =  10. Bottom-left: A step of height 40 with noise level V  =  20. 
Bottom-right: A roof of slope ±40/64 with noise level V  — 20.
104 Chapter 3. Adaptive Regularization
120.0
100.0
80.0
60.0
40.0
20.0
0.0
128.C96.064.00.0
Figure 3.4: Simulation results from introducing ±25% of evenly distributed 
component noise into circuit resistance capacitance C,- and conductance 
T, j .  Results with such component noise are shown in dashed lines in compar­
ison with results w ithout such noise are shown in thicker solid lines. The ideal 
signal, shown in thinner solid lines, is the step described previously. Noise level 
in the data is V =  10 and V  =  20. AIRF 2 is used with param eters A =  50 
and <7 =  20.
Next we look at the robustness of the analog network to  component de­
fects such as m anufacturing inadequacy, quality changes, etc. This is done 
by introducing ±25% evenly distributed random noise into B, C, and T  in 
Equation 3.70, respectively. The results are shown in Figure 3.4. Noise level 
is y  =  10 for the signals on the left figures and V =  20 for the signals on the 
right figures. Here the AIRF and the values of the param eters a  and A and 
the missing probability are the same as described previously. This experiment 
dem onstrates the error-tolerance property of the AR.
Now we test 2D image reconstruction from simulated images of blocks and 
pyramids of size 128 x 128 as shown in Figures 3.6(a)-(d). The height of the 
block is 40 and while the side slope of the pyramid is ±40/64. The probability 
of missing data  is 50%. A typical arrangem ent of missing data  is shown in
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Figure 3.5: Typical arrangem ent of the location of the 50% missing data.
Figure 3.5. The noise level is F  =  10 and 20, respectively. The data  drawn 
in the 3D plots are those before the missing components are taken away, and 
they are sampled every other point into size of 64. Large noisy components are 
truncated to fit the lower and upper bounds of the plots which are 0 and 120. 
For example, the pixel values of the image in Figure 3.6(d) range from -35.1 to 
140.0, but they are truncated to fit in the range [0,120]. AIRF 2 g2a is again 
used. Param eter cr =  20 is the same as in the previous ID experiments since 
these surfaces are 2D extensions to those ID signals. However, here A =  25 
is half of the value A =  50 for the ID signal cases; this choice is to keep the 
am ount of smoothing at about the same level as in the previous experiments 
because the interaction in 2D comes from the four neighboring pixels while 
th a t in ID comes from the two only.
Then we dem onstrate the reconstruction of a real image as shown in Fig­
ure 3.7. The image size is 256 x 256. Here, the exponential gic in Equation 3.23 
is used. Param eters are chosen to be A =  50, cr =  2. The images shown in the 
3D plots are sampled every 4 pixels in both directions into the size of 64 x 64.
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Figure 3.6: Reconstruction of 2D images. Shown are 3D plots of noisy data, be­
fore the missing components are taken away, and reconstructed images. AIRF 
2 is used with param eter A =  25 and target <7 =  20. (a) A block of height 40 
with noise level V  = 10. (to be continued)
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Figure 3.6: (b) A pyramid of slope ±40/64 with noise level V  = 10. (to be 
continued)
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Figure 3.6: (c) A block of height 40 with noise level V = 20. (to be continued)
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Figure 3.6: (d) A pyramid of slope ±40/64 with noise level V = 20.
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Figure 3.7: Reconstruction from “clwt” parts image. AIRF 1 is used with 
param eters A =  50, cr =  2. (a) Images before (top) and after (bottom ) recon­
struction. (to be continued)
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Figure 3.7: (b) 3D plots of the images before (top) and after (bottom ) recon­
struction.
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3.3.2 D etectin g  Step and R oof Edges
Firstly, we detect such edges in ID signals. The equation of the ideal signal is 
defined on the ID grid { 1 , 1 2 8 }  by
5 i < 10
20 +  ( z - 1 0 )  2 < 3 0  
40 -  (% -  30) 2 < 5 0  
20 +  (2 -  50) 2 < 6 3  
d{i) =  5 2 <  70 (3.74)
40 2 <  80
40 _  (i -  80) i < 100 
2 <  11520
40 2 <  128
The thinner line in the top-left of Figure 3.8 shows the above signal. The 
detection process runs in three stages. In the first stage, the depth data (thin­
ner line in the top-left) is regularized. First derivative data (thinner line in 
the top-right) is computed from the regularized depth signal (thicker line in 
the top-left) using the finite difference. In the second stage, the derivative 
data  is regularized to obtain regularized derivative function (thicker line in the 
top-right). The third stage detects edges from the regularized first derivative 
function. The derivative impulses with m agnitude larger than 10 correspond 
to  step edges. In particular, positive impulses correspond to upward steps 
and negative to  downward steps. These impulses are usually isolated single 
points. The roof edges are detected as follows. Steps in the first derivative 
function correspond to roof edges. A roof edge is detected between 2 — 1 and i 
if the m agnitude of the difference between the regularized derivative function 
a t these two points is larger than 0.5. The sign of the difference determines 
w hether the roof is upward or downward. Shown in the top of Figure 3.8 is a 
noise-free case. The middle and bottom  of the figure show the edge detection 
from noisy data. In the  middle, the noise added is Gaussian A^(0,1^), while 
a t the bottom  it is N {0 ,2 ‘^ ). These experiments are conducted using the log­
arithm ic function gsff in Equation 3.25. Param eters are chosen to  be A =  10, 
cr =  10 for the first stage, A =  100, <7 =  0.002 for the second stage.
Secondly, we detect such edges in 2D images. A noisy pyramid image of size 
128 X 128 is generated cLS shown at the bottom  of Figure 3.9(a) (the displayed
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Figure 3.8: Detecting step and roof edges in ID signals. The detection process 
runs in three stages (see text). A =  10, <7 =  10 for the first stage, A =  100, 
(7 =  0.002 for the second stage. Top: Edge detection from signal w ithout 
noise. Middle: Edge detection from signal with noise A^(0, P ) .  Bottom : Edge 
detection from signal with noise A^(0,2^).
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image in the 3D plot is sampled every other pixel in both directions into the 
size of 64 x 64), and the profile of the image at row 20 is shown on the top 
of the figure. There are two horizontal and two vertical roof lines on the top 
of the pyramid, and four diagonal roof lines where the four sides, the slope 
of the sides being 1, meet. The pyramid is built on a base of height 10, and 
thus there are four step edges alongside. Similar to the previous experiments 
in ID , the detection process here runs also in three stages. The first stage 
produces the reconstructed surface. First derivatives in the two directions are 
estim ated using the finite difference on the reconstructed surface, resulting in 
two arrays containing derivative estimates. The second stage produces two 
regularized derivative maps. In the third stage, steps and roofs are detected 
using similar strategy as for the ID cases. The result is shown in Figure 3.9(b). 
The step edges, shown in dots, are detected by thresholding the derivative 
maps at a threshold ±5. Differences in resulting such edges are not significant 
for the threshold ranging ± (3  — 7). Roof edges, shown in plus, are detected 
by examining whether the first finite difference in either direction of either 
derivative map exceeds a threshold ±0.1. Differences in such resulting edges 
are not significant for the threshold ranging ±(0.03 — 0.7). The outm ost edge 
points are due to boundary effect and should be discarded. AIRF 2 p2a in 
Equation 3.24 is used. Param eters are chosen to be A =  1, cr =  20 for the first 
stage, A =  50, cr =  0.005 for the second stage.
Edges in the horizontal and vertical directions are best detected while those 
in the diagonal directions are not so well. This is because only derivatives in the 
two axes directions have been considered in the AR discussed so far; changes 
in the diagonal directions are largely ignored. Regularizers based on the cross 
derivatives should be able to improve the detection of diagonal changes. This 
can be implemented by adding diagonal term s into the adaptive membrane. 
This results in an updating rule in the same form as Equation 3.55, but with 
N ij  modified into the set of the eight neighboring points of
The roof edges are well detected in this simulated pyramid image. Our 
expectation of its performance on real da ta  is as follows. It should work well 
if roofs in the data  are not too “busy” , i.e. the density of the roofs is not 
too high. The performance is of course subject to  noise. We would expect 
the  inability of the algorithm  to detect roof edges from very noisy images 
containing densely arranged roofs.
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Figure 3.9: Detecting step and roof edges in a 2D pyramid image. The detec­
tion process runs in three stages (see text). AIRF 2 is used with param eters 
A =  1, <7 =  20 for the first stage, A =  50, a  =  0.005 for the second stage, (a) 
Plots of the image. Bottom: 3D plots. Top: Image profile at row 20. (to be 
continued)
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Figure 3.9: (b) Step edges (shown in dots) and roof edges (shown in cross) 
detected.
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3.3.3 Behaviour w ith  Different Param eters
Finally we test the behaviour of the AR with different param eters A and cr, 
and missing probability p, using the exponential AIRF 1. Signals used here 
are the step and the roof described in the ID reconstruction experiments. 
The noise level is V  =  10. Figure 3.10(a) shows the results with different A 
(A =  5, 10, 40, 50 respectively) given cr =  20 and p =  0.5 fixed. Reasonable 
results are achieved with A ranging from 10 to  40 for the step, and from 10 
to  50 for the roof. Figure 3.10(b) shows the results with different a (a = 
5, 10, 60, 70 respectively) given A =  20 and p =  0.5 fixed. Reasonable results 
are achieved with cr ranging from 5 to 60 for the step, and from 10 to 70 for 
the  roof. Figure 3.10(c) shows the results with different p (p =  0, 0.4, 0.7, 0.8 
respectively) given A =  20 and cr =  20 fixed. Reasonable results are achieved 
with p ranging from 0 to 0.7 for both the step and the roof.
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L
Figure 3.10: Effects of different param eters A, a  and missing data  (sparseness) 
probability p on AR results. AIRF 1 is used, (a) Varying A =  5, 10, 40, 50 
with cr =  20 and p =  0.5 fixed, (to be continued)
Experiments 119
..
Figure 3.10: (b) (top): Varying cr =  5, 10, 60, 70 with A =  20 and p =  0.5 
fixed, (c) (Bottom): Varying p =  0, 0.4 0.7, 0.8 with A =  20 and cr =  20 fixed.
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3.3.4 D iscussion
The AR is capable of performing in high noise, and with reasonably sparse 
data. No significant differences in the quality of solutions are observed among 
the AR with different AIRFs, though solutions do vary. We also implemented 
a version of GNC algorithm for the LPR. The GNC is achieved in a different 
way from Blake-Zisserman’s: by varying a  in Ça from [max,{/i -  down
to the target value. The results are comparable to those produced by the AR.
The solutions are not sensitive to the choice of the param eters over a range 
of noise levels. However, the param eters should be chosen quite differently 
for different application purposes. Roughly speaking, for reconstruction where 
the underlying shapes of surfaces are im portant, smaller A and larger a  are 
recommended. For segmentation where semantically significant differences at 
edge points should be amplified whereas insignificant differences in uniform 
regions should be reduced, larger A and smaller o are recommended.
The computation is expensive for the AR model. It takes tens of minutes 
to  compute a solution from an image of size 128 x 128 with a sequential im ­
plem entation on a SUN-4 workstation. A reason is tha t we have assumed the 
possibility of the complete absence of the closeness term  such that the initial 
cr(°) has to be conservatively large. The convexity condition for the AR is 
such th a t cr should take an initial value of at least [max,{/,- — where
K  =  1 ,2 ,3  for different AIRFs. If m ax,{/, -  /,_ i}  =  75, which is usual for 
the tested step signal with noise level V  = 10, then has to be larger than 
5625. W ith a target atarget =  10 and a decrease factor k =  0.95, it takes 
hundreds or thousands of iterations for the GNC to  converge. In contrast, 
Blake and Zisserman’s GNC decreases the control param eter p by a sequence 
of 1, 0.5, 0.25,..., 1/A, provided th a t the data  is dense such th a t the closeness 
term  contributes to  the convexity. This obviously leads to quicker convergence. 
It is reported in [19] th a t their GNC takes hundreds of iteration to converge 
for A %$> 1. However, our version of implementation of GNC for the LPR (weak 
spring and membrane) model by varying a  has a comparable convergence rate 
with the AR (adaptive spring and membrane) model, given same conditions 
of sparseness and noise. Therefore we may suggest the differences between the 
convergence of the two models lie at the algorithmic level. Nonetheless, the 
com putational expense should not be a problem for for real-time performance
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if the algorithm is implemented using VLSI circuits.
3.4 Conclusion
We have proposed the adaptive regularizer for regularization problems. The 
AR adaptively overrides the smoothness assumption where the assum ption is 
not valid, without the traditional on/off concept of discontinuities as used in 
the popular line-process regularizer (LPR). We have made an analytical com­
parison of the AR with existing regularizers, and identified the mechanism by 
which the AR, and the LPR as well, works. Through the analysis, we have 
made clear the condition for a regularizer to be adaptive to discontinuities. 
We have discussed the convexity property of the AR and provided a grad­
uated non-convexity (GNC) algorithm for finding the approximation of the 
optimal solutions. We have considered the proper selection of the involved 
param eters in relation to scale changes. We have presented an analog neural 
network circuit for the AR model. We have illustrated th a t the AR model is 
better suited for analog VLSI implementation than the LPR model, especially 
when GNC is used to approximate the global solution. We have dem onstrated 
with experiments th a t the AR is effective and is stable to  noise, param eter 
changes and data  sparseness. We have found th a t minimising some aptly- 
formed energy functionals results in only a subset of AR solutions. Solutions 
to the adaptive regularization problem have closer affinity to solving the as­
sociated Euler equation than to minimising energy functionals. We thus have 
extended the scope of regularization theory.
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C hapter 4 
M atching Superim posed  
Sub-Graphs and R ecognizing  
Partially Occluded O bjects
Sub-graph matching is an abstraction of the problem of model-based object 
recognition in computer vision. The matching problem becomes more in terest­
ing if the graph derived from the scene consists of several sub-parts of model 
graphs which are overlapping one another. The recognition task then includes 
two dependent aspects: to separate these sub-graphs into ones each of which 
can be associated with one object model, and to find node correspondences 
between nodes in the scene graph and those in the model graphs. In this chap­
ter, we propose a parallel distributed approach to matching superimposed sub­
graphs and recognizing objects from partially occluded (overlapping) scenes. 
Simultaneous separation and inexact matching of superimposed sub-graphs is 
performed by optimising a global gain functional using relaxation labelling 
methods. The functional defined here measures goodness of m atching be­
tween the scene and models. No thresholds are necessary to  judge w hether 
two matches are compatible. We dem onstrate applications of the approach 
in point matching, line matching, and 2D object matching. We also present 
and dem onstrate a scheme for recognizing overlapping free-formed 3D objects 
directly from range data without segmentation. The m atching algorithm  is 
inherently parallel and distributive and could be efficiently implemented on 
commercially available SIMD architectures such as the Connectionist Machine.
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We present some experiments to dem onstrate the effectiveness and behaviour 
of the presented approach.
4.1 Introduction
Sub-graph matching is an abstraction of the problem of model-based object 
recognition [5]. In this task, the image is segmented into feature entities such 
as points, lines and patches. These entities, their properties, and relations 
between them  can be organized into a graph. Such graph is an attribu ted  
relational graph, in which each node represents a feature entity (a point, a line 
or a  patch), node attributes represent the unary properties of the feature, and 
weights between nodes represent binary relations between features. Models 
are also described in the same way. The fundamental recognition task is then 
reduced to matching the scene ARG, which contains a usually distorted subset 
of the model ARG, to  the model ARG.
There are usually multiple model objects in interesting object recognition 
tasks, and therefore multiple model ARGs. Moreover, in cluttered, partially 
occluded scenes, the extracted scene ARG is often a superimposition of sub­
parts of the model ARGs. These sub-parts are overlapping one another. In this 
situation, object recognition based on the ARG representation includes two 
dependent aspects. On one hand, it is to separate the scene ARG such tha t 
each group after the separation comes from a single object; on the other hand, 
to  find correspondence between nodes in each group and those in a model. The 
problem becomes more interesting if there are errors or mistakes in the process 
of segmentation, feature measuring and scene ARG extraction. In this case, 
properties and relations are distorted. Furthermore, there may be extraneous 
nodes in the scene ARG which do not have counterparts in the model ARGs, 
and have emerged due to noise or something yet to be modeled. These add 
two more aspects to  the recognition problem. Firstly, the m atching becomes 
inexact. Secondly, the extraneous nodes due to noise are to  be classified into 
a special category: N U L L .
In this chapter, we propose a parallel distributed approach to the matching 
problem introduced above. Model-based separation and inexact matching of 
superimposed sub-graphs are simultaneously performed by optimising a global 
gain functional (whose negative is often called an energy). The matching in
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conjunction with the separation takes place between two ARGs, the scene 
ARG and the model ARG. Every node in an ARG has its own properties and 
relations with every other node in the graph. Thus an ARG is an attribu ted , 
fully-connected and weighted graph. The model ARG describes m ultiple mod­
els and the scene ARG contains superimposed sub-parts of the m ultiple models 
and noisy nodes. The gain functional is formulated to measure the goodness of 
m atching between the scene and the models. Constraints on node properties 
and relations are encoded into the interaction function in the gain.
The fundam ental problem is to m atch the ARG derived from the scene 
to  tha t of one object model [77, 87]. In such a case, the scene contains sub­
parts of the model and noisy nodes. However, in more complicated cases, the 
scene contains sub-parts of multiple modelled objects plus noisy nodes. We 
transform the problem of matching to multiple objects into the fundam ental 
form by merging the multiple model ARGs into one called the universal model 
A R G  [82]. This enables the fundamental formulation to apply to m atching 
multiple objects. The main ingredients in our optimisation framework include 
the following
• formulating the function of interaction between matches,
• regarding the A^C/LL m atch as one of model ARGs,
• merging multiple model ARGs into the universal model ARG.
We use relaxation labelling methods [33, 64, 72, 113] to compute the op­
tim al (separation and) matching of superimposed sub-graphs. The algorithm  
is inherently parallel and distributive and could be efficiently implemented on 
SIMD architectures like the Connectionist Machines for real-tim e applications. 
If implemented in a parallel and distributed way, the complexity of the algo­
rithm  then depends on the num ber of iteration required for the algorithm  to 
converge. We have observed th a t the expectancy of this num ber is less than  a 
low order polynomial function of m -f- M .  A problem with relaxation m ethods 
is th a t it is not guaranteed to  find the global optim um  as its search is guided 
by gradient and therefore may suffer from the local optim um  problem. For­
tunately, we have found empirically th a t the problem of local optim a is not 
significant with the gain functional defined in this chapter, even for relative
126 Chapter 4. Matching and Recognition
complex cases. Matching results are quite independent of the initial assign­
ments.
We illustrate applications of the proposed approach in recognizing over­
lapping objects. Firstly we dem onstrate recognizing overlapping 2D parts ap­
proxim ated by line segments. Secondly, we dem onstrate by an experim ent th a t 
the approach can potentially perform simultaneous recognition of overlapping 
free-formed 3D objects directly from range data  without segmentation. This is 
a direct application of superimposed sub-graph matching if we consider pixels 
as graph nodes. Segmentation, matching and recognition are all done once 
the direct mapping from pixels to models is found. Since the approach can 
perform matching to multiple models, it can naturally be used for object recog­
nition based on multiple-view models. W ith the result of matching between 
the scene and models, it is not difficult to proceed to further tasks such as 
object localisation.
The ARG representation is m eant to be an invariant encapsulation of ob­
jects. However in this chapter, we do not elaborate the problem of obtaining 
invariance features as the required representations usually relate to specific 
applications. Our work concentrates on developing a general framework for 
m atching superimposed sub-graphs, and illustrates its applications in recog­
nizing partially occluded objects based on multiple models.
This chapter is organized as follows. In Section 4.2, we dem onstrate two 
examples, and describe and characterize the nature of the matching problem. 
In Section 4.3, we introduce the ARG representation. In Section 4.4, we for­
m ulate the com putational framework for solving the problem by posing it as 
one of optimisation. A gain functional is established as the global criterion 
for the fundam ental matching problem, th a t of matching to one object. Then 
we illustrate how to transform the problem of matching to m ultiple objects 
into the fundam ental form. Remarks are made about interaction function in 
the criterion. In Section 4.5, we discuss computational issues in solving the 
problem, including the algorithm, network and complexity. In Section 4.6, 
we present a scheme for finding the mapping directly from image points to 
model points w ithout segmentation. In Section 4.7, we present experiments in 
m atching superimposed sub-graphs and recognizing overlapping objects. This 
dem onstrate the effectiveness of the proposed approach. Finally in Section 4.8, 
we conclude this chapter.
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4.2 Problem  D escription
4.2.1 M atching P oints and Lines
Refer to Figure 4.1. There are two models in the figure: an unfilled model 
and a filled model (upper-left and upper-middle). Each model consists of a 
set of points of three different symbolic labels shown different sizes. The sizes 
of, and the distances between, the points make the points relationally differ­
ent from one another. Each model can be described by a graph. The graph 
consists of a set of nodes representing the points, the unary property of the 
nodes, i.e. the size, and the binary (bilateral) relation between them , i.e. 
the distance. Now, take a subset of nodes outside box A from the unfilled 
model and a subset of nodes within box B from the filled model (lower-left 
and lower-middle), and rotate the filled subset by 90 degrees anti-clockwise 
and mix the two set together (lower-right) to form a superimposed sub-graph. 
This creates a noise-free scene. Refer to Table 4.1 for the a p n o n  correspon­
dence between the noise-free scene nodes and model nodes. Then random ly 
deviate the distances between nodes in the superimposed and add extraneous 
nodes to further disturb the configuration to generate a noisy superimposed 
scene (upper-right). There are three categories of nodes: white from the un­
filled model, black from the filled model and grey due to noise. However, the 
colour of the nodes are not known a priori; we keep the colours in the scene to 
let readers known their identity. W hat we can measure are the sizes (labels) 
and the distances between nodes. The nodes, their sizes and their distances 
constitute the scene ARG. We consider noisy nodes as being from a special 
model category, and thus the matching is based on the three models. It is to 
separate the scene nodes into three groups (unfilled, filled and grey) such th a t 
each group contains only one category of nodes, and to establish correspon­
dence (match) between the scene nodes and the model nodes. M atching result 
is shown in Table 4.2. Points 1, 2, 3, 6, 7, 11, 19, 22, 26 in the noisy scene are 
correctly matched to their counterparts in unfilled model; points 9, 10, 12, 14, 
16, 17, 18, 20, 21, 23, 24 are correctly m atched to those in the filled model; 
points 5, 8, 13, 15, 25 are correctly classified as 0 (N U L L ).  However, point 
4 is matched to 9 of the unfilled model,as is point 3, instead of 0. This is an 
instance of many-to-one match.
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Figure 4.1: Matching superimposed points.
Noise-Free Scene Node 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Model Node 8 4 9 16 13 18 30 22 35 37 29 32 24 1 28 36 27 2 31 3
Table 4.1: A priori correspondence between noise-free scene nodes and model 
nodes in Figure 1.
Scene Node 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Model Node 8 4 9 9 0 16 13 0 30 22 18 35 0 37 0 29 32 24 1 28 36 2 27 31 0 3
Table 4.2: Result of matching the noisy superimposed scene to the two models
in Figure 1
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Figure 4.2: Matching superimposed lines.
Noise-Free Scene Node 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Model Node 1 8 26 44 41 28 11 2 20 12 18 43 30 35 45 13 38 32 6 10 32 39 37
Table 4.3: A priori correspondence between noise-free scene nodes and model 
nodes in Figure 2.
Scene Node 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
Model Node 8 1 26 0 44 41 28 11 2 0 20 12 18 30 43 35 13 45 13 38 23 6 10 32 39 0 0 37
Table 4.4: Result of matching the noisy superimposed scene to the two models
in Figure 2
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Refer to  Figure 4.2. There are two models in the figure: a solid line model 
and a dashed line model (upper-left and upper-middle). Each model consists 
of a set of lines. The angles and the distances between the nodes, z.e. the 
lines, make the lines relationally different from one another. Each model can 
be described by a graph. The graph consists of a set of nodes representing 
the  lines, the binary (bilateral) relation between them , i.e. the angle and the 
distance. The line length could also be used as a unary property, but we 
have not made use of this property because it can be reduced to  zero under 
occlusion. In a similar way to the preceding example, we create a noise-free 
scene (lower-right) and a noisy superimposed scene (upper-right) where the 
solid subset is rotated 90 degree clockwise and the dashed subset 90 degrees 
anti-clockwise. The derived scene ARG contains three categories of nodes: 
solid from the solid model, dashed from the dashed model and dotted from 
the N U L L  model due to  noise. Now the problem is to separate and m atch the 
scene ARG to the model ARGs. Table 4.3 shows the a priori correspondence 
between the noise-free scene nodes and model nodes. Table 4.4 shows the 
m atching result. Lines 1, 2, 3, 7, 8, 9, 11, 12, 13, 17, 19, 21, 22, 23 in the noisy 
scene are correctly m atched to  their counterparts in the solid model; lines 5, 
6, 14, 15, 16, 18, 20, 24, 25, 28 are correctly matched to those in the dashed 
model; lines 4, 10, 26, 27 are correctly classified as 0 (N U L L ).
The above two examples include main features of recognizing overlapping, 
partially occluded objects bcised on multiple models. These features are inexact 
sub-graph m atching, overlapping or superimposedness, N U L L  matches and 
many-to-one matches. An aspect not addressed in here is possible size changes 
due to occlusion. For example, the length of lines or area of surfaces can be 
reduced owing to  occlusion. This is why we have not utilised the line length 
property. A constraint in this regard could be tha t the length of a line or 
the  area of a surface in the scene cannot be larger than its counterpart in the 
model in order to be m atched.
4.2.2 M atching and R ecognition  of M ultip le O bjects
We can directly use the method for matching superimposed lines to recognize 
partially occluded 2D objects represented by line segments. In this case, m od­
els look like the line models in the top-left and top-middle of Figure 4.2, except
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Figure 4.3: Mapping from image to models
th a t there can be more than two models. In the image, some instances of the 
2D models are overlapping one another. Extracted line segments from the 
image will look like, but in general not so complicated as one across another 
as in, the top-right of the figure. Then we can indeed perform the recognition 
task if we can m atch the superimposed lines.
Generally, the problem of recognizing partially occluded objects can be 
illustrated using Figure 4.3. On the right, squares with different textures 
represent sets of nodes of N  different models {N  =  10 in the figure). Among 
them , the blank square represents the N U L L  model to which image regions 
of unknown texture {i.e. those from unknown models) should be classified. 
Each set of nodes forms the domain of a model. A model is described by its 
domain, properties of, and relations between elements of the domain. The 
union of these domains forms the domain, denoted by D , of the whole model 
base, which we call the universal model domain [82, 81, 86]. The universal 
model is described by the set of elements in the universal domain, properties 
of the elements, and relations between the elements.
On the left of the figure is the domain, denoted by d, of an observation of 
the universal model. The observation is the ARG derived from an image. It 
is composed of sub-parts (elements) from models in the universal model base. 
The observed elements are represented by nodes in d . They are overlapping 
one another. The observed scene ARG consists of the set of these elements, 
properties and relations between the elements. The recognition problem is to
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partition  the set of elements into groups based on the universal model, and find 
correspondences between elements in the observation domain and those in the 
model domain. The correspondences map from the elements of the observation 
to those in the model.
In object recognition based on segmentation, a node in a derived ARG, 
either from the scene or from the model, corresponds to a high level feature 
such as a point, a line, a patch, or another entity, segmented from images. 
The ARG is composed of the nodes, their properties and relations. Model 
based matching and recognition are performed by comparing the properties 
and relations between nodes in the scene ARG and the model ARG. However, 
if we use ARG to describe features and their relations at low level, the concepts 
illustrated in Figure 4.3 still apply. A scheme of recognizing overlapping free- 
formed 3D objects will be discussed in Section 4.6.
4.3 ARG R epresentation
An ARG is an attribu ted  and weighted graph which we denote by a triple 
g =  ( d , r i , r 2). In this notation, d  =  { l,.. . ,m }  represents a set of m  nodes; 
r j  =  {ri(f) I z € d} is a set of unary relations defined over d in which 
ri(z) =  [ri^^(z), ...,r^^^\z)] is a vector consisting of K1  different types of unary 
relations; F2 =  {r 2 ( i , j }  | (z ,i)  € d^} is a set of binary (bilateral) relations 
defined over d^ =  d  x d  in which r 2(z ,i) =  •••, ^2^ ^H ^i)] is & vector
consisting of K 2  different types of binary relations. A node corresponds to an 
entity  to  be m atched, e.g. a point, a line, or a patch, of an object. The set 
of m  nodes are attribu ted  by the unary relations, and constrained by binary 
relations with other nodes. Every node in an ARG has its own properties and 
relations with every other node in the graph. Thus an ARG is an a ttribu ted , 
fully-connected and weighted graph.
Figure 4.4 shows two nodes, i and j ,  of an ARG, their properties and 
relations. For each i € d, [rp \z ) , ...,r5^^^(z)] represents K1  unary properties 
of node i itself. Property Ti^^(z) has associated with it an a ttribu te  value which 
will be denoted by rj^^(z), too. For example, if the 1st unary relation represents 
the label of a (point) node and the a ttribu te  value of the label of node 3 is 2, 
then we write rp^(3) =  2.
For each ( i j )  e  d^, [4^^(z, j ) ,  ...,r^^"^^(z, j)] represents K 2  binary (bilat-
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Figure 4.4: Illustration of ARG representation
eral) relations between nodes i and j .  Relation has associated with it
an a ttribu te  value which will be denoted by j ) .  For example, if the 1st 
binary relation represents the angle between two (line) nodes and the a ttribu te  
value of the angle between nodes 2 and 5 is 20, then we write rg^^(2,5) =  20. 
Considering another example, if the 2nd binary relation represents the distance 
between two nodes and the a ttribu te  value of the distance between nodes 4 
and 5 is 8, then we write r2^^(4,5) =  8.
In the following discussion of inexact matching from one ARC to another, 
lower-case notation, e.g. g, d, m, z, r 2(2, j ) ,  refers to instances of ARCs built 
from scenes, and upper-case notation, e.g. G, D , M ,/ ,  R 2( / ,  J ) ,  refers to in­
stances of ARCs derived from models. Note however tha t this rule does not 
apply to 71 which is an index to the order of relations, k which is the index to 
the type of relations, nor K n  which is the number of types of the order 
relations.
The fundamental matching problem is to m atch the scene ARC to  the 
model ARC which contains one object model plus the N U L L  model. Its set 
of nodes is denoted by D  =  {0 ,1 ,..., M} in which 1,..., M  belongs to  the 
physically existing model and 0 is the only node of the virtual N U L L  model. 
The properties of nodes l , . . . ,A f  and their relations characterize the physical 
model. However, those of node 0 and its relations to  the remaining nodes are 
unknown unless they can be determined a priori.
In m atching the scene to multiple models, we transform multiple model 
ARCs Gi, G 2 , .. .,Ga7 into one G called the universal model ARC. The set 
of nodes of G is D  =  {0 ,1 ,..., A/}. It contains Af =  1 -f Y 1 k = i ^ k  nodes
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where M k  is the num ber of nodes in G a'. Properties of these nodes remain 
the same as before the transformation. Relations are unchanged if they are 
between nodes of the same model, or otherwise they are assigned a special label 
N O N E  if across different models. Looking from outside, the universal ARG 
is not different from a single model ARG. Accompanying the introduction of 
N O N E  relation is a modification in computing interaction function between 
matches (discussed later). Then matching to multiple models is reduced to 
m atching to the universal model.
An im portant issue in representations for computer vision and pa tte r recog­
nition is invariance. Structures like the ARG is meant to give rise to an in­
trinsically invariant representation of objects [5]. Among the features we use, 
in the previous line m atching example for instance, the angle relation between 
lines is invariant to (2D) rotation, translation and scale changes; the distance 
relation is invariant to (2D) rotation, translation but not to scale changes. 
Therefore our graph matching is independent of translation and rotation, but 
not of scale changes.
4.4 C om putational Framework
4.4.1 M atching to  One M odel
The fundam ental formulation is to m atch the scene ARG to the only model 
ARG plus the N U L L .  Given the scene ARG g =  ( d , r i , r 2) and the model 
ARG G  =  (D ,R i ,R ] ) ,  where d  =  { ! , . . . ,m} and D  =  { 0 ,1 ,...,M }. The 
m atching problem is to establish a mapping from scene nodes z € d  to model 
nodes 7 € D
i ^ I  Vz (4.1)
The mapping actually maps g —> G  since it is based on properties of, and 
relations between, nodes in g and G . We formulate the problem as one of 
continuous relaxation labelling. Use
/  =  ^  [0,1] I (z,^) G L} (4.2)
to denote the state  of mapping g —»• G , where
L =  d  X D  =  {(z, 7) I z G d , 7 € D ,m inim um  unary requirements) (4.3)
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is the set of admissible matches satisfying some “minimum unary require­
m ents” . These minimum unary requirements are symbolic and rule out im ­
plausible matches. For example, nodes z and 7 are required to  have the same 
symbolic labels, if these labels are used as unary properties, in order for (z, 7) 
to  be a  plausible match. State /(z , 7) €  [0,1] represents the certainty with 
which z G d  is m apped to 7 G D . Note th a t /(z , 7) can take a nonzero value if 
(z, 7) G L; it is always zero otherwise. This means matches (z, 7) are impossi­
ble if they fail to satisfy the minimum unary requirements which define L. A 
constraint on /  is
^  /(z ,7 )  =  l V z G d  (4.4)
Optimal mapping f*  maximises a global gain functional
■^(/*) =  m ax £ ;(/)  (4.5)
/ € o
where S is the admissible solution space.
We define the global gain due to mapping /  by the functional
E { f ) =  E  E  (4.6)
(.■,/)€L(j,J)6L,jy.-
It measures the goodness of matching. In the above, Tr(z,7;j, J )  is the in ter­
action between matches (z, 7) and (j, J) .  We choose it to be of the form
7r(2 ,7 ;j,J) =  [7r2(z,7;i,J)7ri(z,7)7Ti(j, J ) - 7 f ] T r ,( z ,7 ; i ,J )  7 , J  0 (4.7)
where 7r2(z, 7; j ,  J)  G (0,1] measures the similarity between the binary relations 
r 2(z ,i) of the scene ARG and R2(7, J )  of the model ARG; 7Ti(z,7) G (0,1] 
measures similarity between unary relations ri(z') and R i(7 ); H  G [0,1) is a 
bias controlling the excitatory (>  0) /  inhibitory (<  0) behaviour of tt; and 
Tr,(z,7;y, J )  G (0,1] localises interaction spatially. The unary sim ilarity is 
defined by
K 1
7r,(j,7) =  e x p ( - E l ' ' i ‘ '( i) - .R l* '’(.f)lM *‘') (4.8)
A:=l
where > 0 (k = 1 ,..., 7T1) are param eters. We can choose =  0"^  for 
symbolic unary properties to give rise to symbolic interaction, or choose it to 
be an appropriate number for numerical properties. The binary sim ilarity is
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defined by
K 2
=  e x p (-  Y j  \r2 \ h j )  -  (4.9)
t=i
where > 0 {k = l , . . . , /^ 2 )  are some parameters. We can also choose 
appropriate to control the similarity symbolically or continuously. For
example, setting =  O'*" makes exp( — j )  — R2^^(7, J)!/^^^^) either 1 or 
0, implementing a symbolic control. It may be desirable to limit the interaction 
to a spatial scope. The spatial localisation is implemented by
zrX z,;;;, J )  =  exp(-[dzs^(z,;) +  D 7 5 'r(7 , J)]/(T.) (4.10)
where cr^  > 0 is a param eter controlling the scope, and dist and D I S T  measure 
a geometric distance between two nodes.
The above similarities, tti and 7T2 are monotonically decreasing functions of 
the weighted differences. They express our preference. If z and j  are the exact 
copy of I  and J ,  then ri(z) =  R i( / ) ,  r i ( j )  =  R i( J )  and r 2(z,j) =  R 2(/ ,  J ) ,  
and thus (7T2(z , J )7Ti (z ,  7)7ri(j, J )  -  H)  reaches the maximum of 1 -  77. 
This favors the pair of matches i —> 7 and j  —> J.  As the differences between 
ri(z) and R i(7 ), or between Ti{j) and R i( J ) ,  or between r 2(z, j )  and R2(7, J ) ,  
become larger, the overall interaction zr(z, 7; j ,  J )  drops, with the extreme being 
—77. This tends to tu rn  away the matches.
If any of d i s t { i j )  and D I S T { I ,  J )  goes to + 00, meaning th a t either i and 
j ,  or 7 and J ,  are geometrically far from each other, 7Tg(z, 7; j ,  J )  tends to  zero. 
So the interaction Tr(z,7;j, J )  tends to zero (meaning little  interaction) even 
if nodes z and j  are the exact copy of nodes 7 and J .  To characteristically 
illustrate the localisation effect, we plot two functions, one unlocalised and 
the  other localised, in Figure 4.5. The localised function z{x ,y )  =  —
77)e“ f®'*'U/io the right has a  ridge, along T =  y, whose height attenuates
as a: +  y becomes large. In comparison, the unlocalised function z(z , y) =  
e -k -y | — H  on the left has a ridge of constant height 1 — 77 along x = y.
Some unary properties, e.g. curvature, are stable to occlusion and view­
point changes. Such properties are suitable for matching because of their 
invariance. However, some are not stable enough. For example, the area of 
a patch and the length of a line can be reduced to zero due to occlusion. In 
case there are no suitable unary properties, the two tti term s can be removed
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Figure 4.5: Unlocalised interaction function z (x ,y )  = e — 0.3 (left), and 
localised interaction z (x ,y )  =  (e“ l^ “ l^ — 0.3)e"(^+^)/^° (right).
from the definition of interaction in Equation 4.7; this is equivalent to setting 
all 7ri(z,/) to 1. Similarly, if the localisation term  tTs is not needed, it can be 
removed as well. In the absence of tti and tt^, the definition is simplified to
/ ;  j ,  J )  =  [X2(i, I; j ,  J )  -  H] (4.11)
Recall tha t there is a special node 0 in D . It is the N U L L  node. In reality, 
it has neither unary properties nor a direct relation to the remaining physically 
existing nodes 1 ,..., M . As far as this special node is concerned, we set
(4.12)
to be neutral. Combining the above into Equation 4.7, we have the definition 
of the interaction function
7r(z,/; j ,  J )  =
[7T2(z, 7 ;i, J)7Ti(z, 7)7Ti(i, J)  -  H]7^,(i, 7 ;j, J) if 7, J ^  0 
0 otherwise
(4.13)
Now Tr(z,7;j, J )  6 (—77,1 — 77] for 7, J  0 or Tr(z,7; j ,  J )  =  0 for 7 =  
0 or J  =  0. The constant 77 G [0,1) can be used to control the N U L L  
matches. The higher 77 is, the more likely it is for an image feature i to 
be m apped to 0 (NULL) .  All standard experimental results presented in 
this chapter are produced with 77 =  0.3; however final results produced with 
77 =  0.20, 0.25, 0.35, 0.40 are also given for comparison.
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We allow many-to-one (M-1) matches. M-1 matches occur when more than 
one nodes in d are m atched to  a single node in D: z'l, z*2, 7- The interaction 
in this case is 7r(z, 7; J )  where J  = 7, or 7r(z, 7; 7). Binary relations between
a node and itself are usually valued zero, i.e. r ! ^ \ I , I )  =  0. For example, the 
distance between a feature and itself is zero, and the angle between a line and 
itself is also zero. Therefore in M-1 cases, the interaction is
fc=l
where we have neglected the localisation and the unary similarity term s for 
clarity. The above is interpreted as follows. Suppose i and j  are two nodes 
representing two lines, and r !^ \i ,  j )  and r [ ^ \ i j )  are the angle and distance 
between the lines. If lines i and j  are identical, there is little  doubt th a t both 
i and j  should be m atched to the same line in the model. In this case, both 
the angle and distances are 0 and the interaction is excitatory and reaches the 
maximum of 1 — 77. This maximally supports the M-1 match. As lines ? and j  
becomes more and more different, then at least one of  ^ becomes to be very 
large, the interaction drops towards —77, and thus tends to turn  away the M-1 
match.
4.4.2 M atching to  M ultiple M odels
To m ap from the scene ARG to ARGs of multiple models, we need only to 
transform  the model ARGs into one called the universal model ARG and mod­
ify accordingly the definition of the interaction function. This allows us to use 
the fundam ental formulation to find the optimal mapping from the scene ARG
to the universal ARG.
We are given TV model ARGs: G%, K  =  1,...,A^. There are a set of 
Mfc nodes in G k ' =  {1,..., The transform ation is done by firstly
translating node indices such th a t no two nodes share the same index, and 
then modifying relations accordingly. After the translation, obtain a set of 
node D  =  { 0 ,1 ,.. . ,TV7), where M  =  YJk ^ i M k , which contain all the model
ARG nodes and the TV[777.
The original unary node properties are inherited by the new nodes. The 
binary relations are also inherited if two new nodes are from the same model. 
Otherwise the relations are labeled N O N E  since there should be no actual
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relations between different models unless they can be given. Suppose all indices 
7k G D k  are translated into 7 € D  by a number A k '- 7 =  7a" +  A a-. The new 
relation is then defined by
■D /T T \ -  I if 7 =  7k +  A k  and J  =  ^K +  A k
- otherwise
where Rg are the binary relations before the translation, and N O N E  is an 
indicator meaning no relation. Corresponding to the introduction of the value 
N O N E  is a modification to the definition of the interaction function tt in 
Equation 4.7; Tr(z,7; j ,  J )  =  0 for matches across different models (it can take 
a non-zero value if there are a priori known relations between different models). 
After the modification, the interaction function is summarized by
7r(z,7;7, J )  =  <
[7T2(z,7; j ,  J)7ri(2,7)7Ti(j, J )  -  H]7Ts{i,I;j,J)
if 7, J  ^  0 and R2(7, J )  ^  N O N E
0
otherwise
(4.16)
Thus we have completed the transform ation of the multiple model ARGs 
into the universal model ARG. The universal ARG contains all the model 
ARGs but has little difference from a single ARG. Hence we can use the fun­
dam ental formulation for matching to one model also for matching to multiple 
models.
4.4.3 Rem arks about th e Interaction Function
Given the form of the gain functional in Equation 4.6, the solution to  the 
constrained optimisation is determined by the interaction function tt in Equa­
tion 4.16. Below are some remarks about interaction function.
We may consider th a t there are basically two kinds of interactions. The 
first is the interaction between non-NULL  matches within the same model. 
In this case, the interaction function takes a value in the range [—7 7 ,1 —77]. 
The second kind of interaction is tha t involves either a m atch across different 
models or a N U L L  match. Then the interaction function takes the fixed value 
of 0.
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A  larger value of H  leads to higher possibility with which scene nodes may 
be m apped to the N U L L .  For all tested cases in the experiments presented in 
this chapter, the right choice is in the range 0.2 <  77 <  0.4,
To reduce memory requirements for the implementation, we have used only 
one byte (8 bits) to store an interaction value 7r(z,/; j ,  J ) .  The real valued in­
teractive connections are quantized into at most 255 levels. Correct results are 
still obtained despite the quantization. This demonstrates an error-tolerance
aspect of the proposed approach.
We have chosen the param eters by trial-and-error. The weighing pa­
ram eter for the angle relation is not affected by translation, rotation and scale 
changes. However, those for distances depend on the scale of the scenes rela­
tive to the models. Nonetheless, the scaling effect on matching results seems 
not so evident if the scales of both models and scenes are changed by the same 
factor.
We can modify the definition of the interaction function in Equation 4.16 
into the following
’ 7r2(z,7;i, J)7ri(z,/)7ri(;, J)7t^ (z, 7; j ,  J )
if 7, J  7^  0 and R2(7, J )  ^  N O N E
77
otherwise
(4.17)
The new Tr'(i, 7; j ,  J )  is in the range (0,1] with 0 at the inhibitory end and 1 
at the excitatory end. If w ithout TT,, tt' is just a shift of tt upwards by 77. It 
can be proven th a t in this case two definitions lead to same optima. However 
as far as com putational complexity is concerned, the previous one is preferred 
since it leads to many zero connections Tr(z,7;j, J )  =  0 which can be ignored 
during computation.
Tr'(z,7;i, J )  =  '
4.5 C om putational Issues
4.5.1 T he A lgorithm
The optim al mapping f*  maximises a global gain functional
E{r) = ma x E{ f )  (4.18)
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where S is the space of admissible solutions. The solution f*  is required to 
be unambiguous / ( z ,7) € {0,1}. This confines the space of admissible final 
solution space to
S =  ^  =  l  V : € d }  (4.19)
I (*,/)EL J
(note in the above, /(z , 7) is always zero if (z, 7) ^  L.) Node i is unambiguously 
m apped to  7 if /*(z, 7) =  1.
Finding a solution in space S is a combinatorial optim isation problem. 
To perform this, we could use methods such cis maximal cliques [3], dynamic 
programming [35], constraint search [34, 44], etc. However, a disadvantage 
common to all these methods is th a t thresholds may have to  be used to  deter­
mine whether a m atch is acceptable otherwise the search should be exhaustive. 
However, the use of thresholds could rule out potential matches. For these 
reason, we decide to use instead the continuous relaxation labelling method 
[33, 64, 72, 113]. In this method, a global combinatorial solution is achieved 
through propagation of local information. In principle, no thresholds are re­
quired to judge acceptance of individual matches. Furtherm ore, the algorithm 
is inherently parallel and distributed, and thus could be efficiently implemented 
on SIMD architectures like the Connectionist Machines. A disadvantage of re­
laxation methods is th a t it is not guaranteed to find the global optim um  as 
the search for optim a is guided by gradient and therefore may suffer from the 
local optim a problem. Optimisation quality versus com putational tim e is an 
unsolved problem which we shall not address here. Fortunately, we have found 
empirically th a t, with the gain functional defined in this chapter, the problem 
of local optim a is not serious even in relative complex cases. M atching results 
are quite independent of the initial state  of the matching.
For continuous relaxation labelling, a final solution in S is reached via an 
augmented space defined by
S+ =  | / | / G [ 0 , 1 ] S  E  / ( ' , ; )  =  ! V i e d j  (4.20)
I (»-./)€L J
(note also in the above, /(z , 7) is always zero if (z, 7) ^  L.) Here in S+, /(z , 7)
takes a value in the range [0,1] rather than in the set {0,1} as in S. The
augmented space S'*" is a hyperplane which is a subspace of the hypercube
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enclosing the space S. Now the functional E ( f )  we want to  maximise is a 
function of m x (M -f 1) variables (the maximisation is subject to  the constraint 
in Equation 4.4). Each of these variables, / ( i , / ) ,  takes a value in the range 
[0,1]. The move of the state /  of the matching process is restricted within the 
hyperplane S+ defined in the above. The matching process starts with a state 
point in S+ and ends up with a point in S, finally achieving an unambiguous
labelling.
We introduce a tim e param eter into /  such th a t
/  =  /(^) (4.21)
We are interested in constructing a dynamic system th a t can locate as the 
final solution a maximum of E ( / ) .  We require th a t the energy E  should not 
decrease along its trajectory as the system evolves, i.e. #  >  0. The 
final state  is usually unambiguous, i.e. f  € S, with the Hummel-Zucker
algorithm [64].
The process starts with an initial state which we set
d0)(- (  1 +  «(»•,/) (4.22)
7  ^  ^ 1 y  0 otherwise
where <5(z, I )  is a small random deviation and then normalised to satisfy Equa­
tion 4.4. The updating of takes place among elements in L in Equation 4.3 
which may or may not include all those in d  x D  depending on the minimum
unary requirements imposed.
At tim e i, the gradient function g6) is computed
q { i , I ) =  E  (4-23)
In cases where is symmetric, which is true  for our
definition of tt,
q( i , I )  = 2 E  ’r ( i , / ; i , J ) / ( i , J )  (4-24)
The component g(z,7) is the support for the m atch (z,J).  It expresses the 
support a certain m atch receives from all other matches.
Based on the gradient, the state /6 )  is updated to  reduce the energy using 
an updating rule. It is m eant to  update /6 )  by an appropriate am ount in the
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appropriate direction. In the Hummel-Zucker algorithm, the com putation of 
the next state  from and ç6) is based on the gradient projection (GP) 
operation described in [64, 98]. More specifically, /  is updated by a vector of 
r)u
j6+ i) Tyy (4.25)
where u =  [u(z, 7)]mx(M+i) is the direction vector computed by the GP oper­
ation and T] is a scale factor which ensures th a t the updated vector lies
within the space in Equation 4.20. In practice, we use a modified updating 
rule: for all i
jO+i)(f) ^  /0)(z) -I- T]iu{i) (4.26)
where f { i )  = [/(z, 0), ...,/(z , M)] and u{i) =  [z/(z,0), ...,u (z ,M )j. It updates 
each /(z ) individually to simplify the computation. This, however, changes 
the labelling process since the direction of updating may not be parallel to u 
(see Appendix A of [64]). Nonetheless, we have observed in our tested cases 
th a t there is little  difference between the results produced by the standard 
Hummel-Zucker algorithm and the modified one. This is probably due to 
some properties of the functional we have formulated. The profit gained is 
th a t the la tte r converges significantly faster than the former.
The iteration term inates when the algorithm converges, i.e. when =
/6 ) . The final labelling is in general unambiguous, i.e. /*(z, 7) =  1 or 0. This 
means th a t each node has a single interpretation. For details of the algorithm 
and its convergence properties, readers are referred to [64]. The following sum­
marizes the relaxation labelling algorithm we use.
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A lg o rith m : Relaxation labelling
Input: TT (Equation 4.13) and (Equation 4.22)
O utput: Unambiguous f*  =  G S 
B eg in
Set t <— 0 
Do
For all z G {1, {
Compute g61(z,7) (Equation 4.24)
Compute u6)(z,7) (using the GP algorithm in [98])
Select 7/i >  0 such tha t G [0,1]
U p d a t e /6+U (i) ^ /6)(z) +  7/,•u6)(?-)
t 4— t +  1
}
Until (/( ')  =  /( '-" ))
s e t r f - y ( ' )
E n d
4.5.2 labelling Network
It is useful to  illustrate the computation using a massive labelling network. 
The structure of the labelling network is shown in Figure 4.6. Scene nodes are 
indexed in the vertical direction (z) whereas model nodes are m the horizontal 
direction (7). The network is the product of the scene nodes and the model 
nodes and there are m  x ( Af + l )  nodes in the network, constituting the domain 
L  =  d  X D . The network is extensively connected; there is a connection 
7r(z, 7; j , J )  between every pair of network nodes (z,7) and ( j , J )  (z ^  j ) .  The 
state  /(z ,7 )  reflects the strength with which z is associated to, or labeled, 7. 
Note th a t the state  /(z ,7 )  of network nodes (z,7) ^  L are always zero. The 
connections between nodes are determined by tt. There is a processor for each 
(z,7) which computes the gradient quantity There is a processor for
each z (shown in the figure as a horizontal line) which supervises the updating of 
the labelling state  based on g(z, 7) and /(z , 7), V7. The supervision determines 
the direction and the  am ount by which /(z) =  { /( i ,7 )  |V7} is updated. It 
ensures th a t the energy is lowered while the consistency constraint is kept
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Figure 4.6: Schematic illustration of the labelling network.
satisfied.
4.5.3 C om plexity
The computation is expensive for sequential implementation. The main con­
sumption is in computing the gradient (Equation 4.24) and the gradient pro­
jection operation. However, the algorithm is inherently parallel: The com puta­
tion of gradient, the prim ary consumption of the algorithm, is done in parallel 
for all i =  l , . . . , m  and I  =  0 ,1 , . . . ,A/; and the gradient projection operation, 
the second large consumption, is performed in parallel for all i =  l , . . . , m  (or 
I  = 0 ,1 ,..., A/). Thus the algorithm could run efficiently on SIMD archi­
tectures like the Connectionist Machines. In this case, the tim e complexity 
depends mainly on the number of iterations required for the algorithm to con­
verge. The expectancy of this number is dependent on m  and A7, the num ber 
of nodes in the scene ARG and the universal model ARG, respectively. Our 
observation is tha t this number is less than a low order polynomial function 
of m -f Af.
4.6 M apping from P ixels to M odels
Here we present a direct mapping scheme for recognizing overlapping free- 
formed 3D objects from range images, using the formulation discussed pre­
viously. The key problem in this scheme is to find a mapping directly from
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points on the image surface to those of the model surface. We perform this 
before segmenting images into symbolic features. This is possible if ARGs can 
be constructed from range data  to give rise to relational descriptions of them.
4.6.1 M otivation
Segmentation has been im portant in most computer vision tasks [5, 93]. It 
aims at abstracting images into simplified “meaningful” entities by removing 
the bulk of information contained in the original image while retaining what is 
thought to be significant. Images are segmented into corner points, line frag­
m ents, surface regions and volume bodies so tha t more abstract features can 
be extract. O bject recognition is performed by matching between tokens from 
the image and a model. Segmentation has significantly reduced computational 
complexity to  make the problems tractable for available com putational m a­
chinery. Its subsequent token products have made it possible for researchers 
to make use of existing theories such as linguistics and AI to achieve higher
level vision goals [36].
However, segmentation has also brought about problems. It may have un­
desirably removed information im portant for the vision tasks after abstracting 
images. On the other hand, segmentation algorithms may fail to produce what 
their developers w ant, making later processing frustrated. Furtherm ore, one 
even may have difficulties in defining things he is looking for such as corners, 
lines, regions, etc. ; or he may have defined the things but the results of his def­
inition may tu rn  out to be not what he wants because the definition may have 
over-simplified the reality. These problems have m otivated us to investigate 
the scheme in which the above difficulties could be circumvented.
Based on the  belief th a t depth information has to be made explicit for 
higher level vision tasks [93], we assume th a t range data, either dense, e.g. 
from laser range scanners [68], or sparse, e.g. from stereo or shape from X 
techniques [60], have been made available. These data contain explicit depth 
information on visible 3D surfaces. Thus relations on true physical surfaces, 
such as mean curvature, Gaussian curvature, angle between surface normals 
and relative distance between surface points, can be computed. These rela­
tions are invariant to rotation and translation [11, 89] (we are not addressing 
scale invariance since true  scaling factors are known with range data), and
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are local and stable to occlusion. These properties are desirable for describing 
surface shapes [24] for flexible model-based image matching. ARGs can then 
be constructed based on these relations.
The direct mapping can found by maximising the gain functional which 
measures global goodness of mapping between relations on the image surface 
and the model surface, as formulated previously. The mapping determines 
explicitly pointwise correspondences between the image surface and the model 
surface. Consequently, the segregation of figure/ground and overlapping ob­
jects, and the recognition of objects are achieved simultaneously. In situations 
where there are more than one model surfaces, the multiple surfaces are trans­
formed into a single one, th a t of the universal model as introduced earlier, 
using the m ethod described previously. Relations between surface points are 
transformed into the universal relations. The optim al mapping maps points on 
the image surface into those on model surfaces of similar shape, and tends to 
be organized in an ordered fashion, the ordering being a feature of Kohonen’s 
self-organization maps [74]. This mapping is an artificial analogy to mapping 
from retina to cortex [63, 132],
4.6.2 R epresentation
Here we discuss the ARG representation specific for the mapping. A 3D surface 
can be described by a vector of three functions of two param eters. We use z =  
[zi, -2:3]^ to represent a surface where Zi, Z2 and Z3 are functions describing 
the location of 3D surface points in three independent axes. A special form 
of the surface function is the graph surface z =  [x,y, z(x,y)]^ also known as 
a Monge patch [89] where x , y  are the two coordinates of a param eter plane.
It is the conventional representation of an image. We assume th a t one surface 
function defines one surface. There is only one surface in the image since it 
can be expressed by the image surface function z(a:,y). Similarly, we have 
the notation Z =  [Zi, Z2, Zs]^ for the model surface. In modelling, multiple 
model surfaces can be adjoined into the universal model surface using the 
transform ation described previously.
Image surface z is then sampled into a set of m surface points d  =  {1, 2,..., m}. 
Readers may have realised tha t d  is to be used as the set of nodes of the scene 
ARG. A model surface is also sampled into a set of points D  =  {1, 2,..., Af).
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Figure 4.7: The angle and distance relations between surface points.
Note th a t the sampling can be either homogeneous or inhomogeneous. Homo­
geneously sampled points can be evenly distributed on the image lattice, for 
example. An inhomogeneous sampled scheme can be such tha t highly curved 
surface areas are densely sampled while flat areas are sparsely sampled. A sam­
pling scheme could be designed more rigorously based on Shannon’s sampling
theorem.
Unary surface properties ri(z’) and binary surface relations r 2( i , i )  can be 
computed from the row surface function z at points of interest. The invariant 
unary relations (properties) we can use include firstly mean curvature denoted 
by H  and secondly Gaussian curvature denoted by K .  They encode infor­
m ation on local surface shape and are invariant to rotation and translation 
[11, 89]. The binary relations we will use are firstly the angle between each 
pair of surface normals and secondly the distance between each pair of surface 
points. The two sources of binary constraints are illustrated in Figure 4.7 where 
z is the surface function, n{i) and n( j )  are normal vectors to any two surface 
points, 6 =  6 { i J )  is the angle between the two normals and d =  
is the distance between the two surface points. The normal angles encode a 
constraint on surface shape in a more global sense than  the curvature, while 
the relative distances tend to impose, via continuity, a constraint on the or­
dering of mapping. The normal angle is invariant to 3D translation, rotation 
and scale changes; the distance is invariant to translation and rotation but not 
to scale changes. However, the real scale of the world is known if range data 
are available. Relations 0 and d are stable to occlusion. After th a t, an ARG 
can be built. I t is composed of the sampled points on surface z as the set 
d  of nodes, unary properties r i( i)  and binary relations F2(z, j )  between those
points.
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Figure 4.8: Illustration of direct mapping from pixels to models.
The direct recognition scheme is illustrated in Figure 4.8. For simplicity, 
we use slices of 3D objects for the illustration. Three object models are shown 
on the top of the figure (there can be more than  three in model database). An 
overlapping scene is shown in the lower-left. A camera views in the downwards 
direction, and takes an image as shown in the lower-right. This image contains 
the depth of visible 3D surfaces of the overlapping objects (shown in the height 
of the ID signal). The scene ARG is built from relations extracted from the 
image while model ARGs can be built from model surfaces using e.g. CAD 
techniques. Then direct mapping from pixels to models is m atching from the 
scene ARG to the model ARG. We will dem onstrate an experiment in the next 
section.
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4.7 E x p e r im e n t s
4.7.1 M atching Points
There are two models in this experiment (Figure 4.9), unfilled and filled. Each 
of these nodes has attribu ted  to  it one of three different symbols
{1,2,3}
shown in different sizes. Between each pair of nodes is a numerical relation 
measured by the Euclidean distance between them
R ^ \ I , J )  = D I S T { I , J )
Take the subset within box A from the unfilled model, take the subset within 
box B from the filled model, ro tate  the filled subset by 90 degrees anti-clockwise 
and mix the two subset together. This results in a superimposed sub-graph 
(lower-right). Then randomly deviate the distances between nodes in the su­
perimposed and add extraneous nodes to  introduce further corruption to gen­
erate a noisy superimposed scene (upper-right). There are three categories of 
nodes: white from the unfilled model, black from the filled model and grey 
due to  noise. However, the colour of the nodes are not known a priori. We 
keep the colours in the scene to  let the reader known their identity. W hat we 
can measure is the sizes (labels) of, and the distances between, nodes. The 
nodes, their sizes and their distances constitute the scene ARG. The m atch­
ing is to  separate the scene nodes into three groups (unfilled, filled and grey) 
such th a t each group contains only one category of nodes, and to establish 
correspondence (m atch) between the scene nodes and the model nodes.
In this case of point matching, the symbolic label (i) and r ,  (:) of 
ARG nodes can effectively reduce the scope of solution space. We can impose 
=  r} ''(0  the minimum unary requirement in Equation 4.3. This not 
only increases com putational efficiency but also quality of matching. Table 4.5 
illustrates the process of the m atching with E  =  0.3. Displayed m the first row 
of the  table is the index i of the scene nodes. Displayed below the scene nodes 
are the model nodes S; to  which corresponding scene nodes are maximally 
associated a t tim e t ,  i.e. Si is chosen by P ^ i y S i )  =  m a x //<'>(*,/)• H 
interesting to  note th a t during iteration t =  1, . . . , 6 , all the scene nodes are
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Figure 4.9: M atching superimposed points.
most strongly associated with 0, i.e. they are the most strongly classified as 
the N U L L  of the model ARG. This is because at first few iterations, there 
is not enough supporting evidence for non-NULL  matches. After the period 
of “confusion” , the correct matches gradually emerge as evidence is gathered 
and propagated. Finally, points 3, 4, 5, 6, 7, 10, 16, 17, 23, 25 in the noisy 
scene are correctly m atched to their counterparts in the unfilled model; points 
8, 9, 11, 12, 14, 18, 19, 21, 22, 26, 27 are correctly m atched to  those in the 
filled model; points 1, 2, 13, 15, 20, 24 are correctly classified as 0 (N U LL ) .  
Final results with H  =  0.20, 0.25, 0.35, 0.40 are appended to the table to 
dem onstrate the effect of different H  on matching,
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Scene Node 1 2 3 4 5 6 7 8
9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 2. |
L, b 
t =  0 27 29 19 32 36 11 24 23 2 37 23 37 1 2 34 24 36 30 0 41
1 41 1 0 12 39 13
f =  1 -  9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 u 0 0 0
t =  1 0 -  11 0 0 0 0 0 0 0 0 0 0 0 0 0 29 0 0
0 0 0 0 0 0 U 0 0 27 0
f =  12 -  13 0 0 0 0 0 0 0 0 22 0 0 0 0 29 0 0
0 0 0 0 0 0 Ü 0 0 27 0
t =  14 0 0 0 0 0 0 0 0 22 37 0 37 0 29 0
0 0 0 0 0 28 0 0 u 0 27 0
t =  15 — 16 0 0 0 0 0 0 0 0 22 37 35 37 0 29 0 0
0 32 0 0 28 0 34 u 0 27 0
t =  17 0 0 5 0 0 11 0 0 22 37 35 37 0 29 0 0
0 32 0 0 28 0 34 u 19 27 0
t =  18 0 0 5 0 0 11 0 0 22 37 35 37 0 29 0 0
15 32 24 0 28 0 34 0 19 27 0
t =  19 0 0 5 0 0 11 0 0 22 12 35 37 0 29 0 0
15 32 24 0 28 0 IV u 19 27 0
f =  20 -  21 0 0 5 0 7 11 10 30 22 12 35 37 0 29 0 14
15 32 24 0 28 36 IV Ü 19 27 31
< =  22 -  24 0 0 5 6 7 11 10 30 22 12 35 37 0 29 0 14 15 32 24 0
28 36 IV 0 19 27 31
H  = 0.20 0 0 5 6 7 11 10 30 22 12 35 37 0 29 0
14 15 32 24 0 28 36 17 29 19 27 31
H  =  0.25 0 0 5 6 7 11 10 30 22 12 35 37 0 29 0 14 15 32 24 0
28 36 IV 0 19 27
H = 0.35 0 0 5 6 7 11 10 30 22 12 35 37 0 29 0
14 15 32 24 0 28 36 IV 0 19 27 31
H  =  0.40 0 0 5 6 7 11 0 30 22 12 35 37 0 29 0
14 15 32 24 0 28 36 IV 0 19 27 31
Table 4.5: Point matching result.
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4.7.2 M atching Lines
Now we dem onstrate an example of line matching (Figure 4.10). There are 
two line models: solid and dashed. Extract two sub-parts from the solid model 
and one sub-part from the dashed model. Generate a superimposed scene by 
combining these sub-parts and adding extraneous lines (dotted). Regarding 
each line as a node, we extract three types of binary relations from these line 
maps
1. i?2^ ^(/, J )  =  angle between lines.
2. i?2^^(7, J )  =  minimum distance between end-points of lines.
3. i?2^^(7, J )  =  distance between mid-points of lines.
The line length could also be used as a unary property, but we have not 
made use of this property because it can be reduced to zero under occlusion. 
Table 4.6 illustrates the process of the matching with H  =  0.3. Lines 2, 3, 4, 
5, 7, 8, 9, 10, 11, 13, 14, 16, 18, 19, 20, 21, 24, 25, 26, 29, 30, 31 in the noisy 
scene are correctly matched to their counterparts in the solid model; lines 6, 
12, 15, 17, 22, 23, 28, 33, 34 are correctly m atched to those in the dashed 
model; lines 1, 27, 32 are correctly classified as 0 (NULL) .  Note th a t there 
are some multiple-to-one matches: scene lines 18 and 24 are correctly m atched 
to model line 16; 21 and 26 matched to 18, and 11 and 16 m atched to 14. 
Final results with H  =  0.20, 0.25, 0.35, 0.40 are appended to the table to 
dem onstrate the effect of different H  on matching.
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Figure 4.10: Matching superimposed lines.
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Scene Node
=  0
=  1 -  41
=  4 2 - 4 3
=  44
=  45
=  4 6 - 4 7
=  48
=  49
=  50
=  5 1 - 5 3
=  5 4 - 5 8
=  59
=  6 0 - 6 1
H  =  0.20
H  =  0.25
H  =  0.35
H  =  0.40
Table 4.6: Line matching result.
4.7.3 R ecognizing Overlapping 2D O bjects
Refer to Figure 4.11. There are six planar parts (left) in this experiments. 
A scene (middle) is created by overlapping the six parts. Lines (right) are 
extracted from an image of the scene using a Hough transform program [110]. 
These lines are organized into an ARG based on the features described in 
the previous line matching experiments. Final matching results with H  = 
0.20, 0.25, 0.30, 0.35, 0.40 are shown in Table 4.7. Refer to the standard 
result produced with H  =  0.30. All line segments in the scene, except 10 and 
18, are correctly matched to their counterparts in the models. Line 18 are 
classified as 0 (N U LL )  while the correct m atch should be 18 20. Line 10
is matched to model line 29 while the correct m atch should be 10 —> 43. This 
is, however, a feasible interpretation; given matches 21 —> 26, 28 —> 27 and 
27 -4 30, line 10 in the scene could be regarded as being from line 29 of the 
model at the bottom-left corner.
Since the approach can m atch the scene to multiple models, it should be 
able to perform object recognition based on multiple-view models. This is a 
direct extension if we regard the model of each view as one of many models.
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However, unlike pure multiple model cases, there can be relations between 
ARGs constructed from different views of an object. This is useful information 
we would like to  take advantage of.
1 2  3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
H  =  0.20  
H  =  0.25
19 17 18 16 14 15 41 42 13 29 45 11 25 23 8 7 22 20 6 5 26 2 34 1 31 3 9 30 27 38 35 
19 17 18 16 14 15 41 42 13 29 45 11 25 23 8 7 22 20 6 5 26 2 34 1 31 39 ^  27
19 17 18 16 14 15 41 42 13 29 45 11 25 23 8 7 22 0 6 5 26 2 ^ 4  1 31 39 3 0 _ ^  38 35
19 17 18 16 14 15 41 42 13 0 45 11 25 23 8 7 22 0 6 5 26 2 34 1 31 39 30 27 38 35
19 17 18 16 14 15 41 42 13 0 45 11 25 23 8 7 22 0 6 5 26 2 34 1 31 39 30 27
Table 4.7; Result of recognizing overlapping 2D parts.
4.7 .4  R ecognizing Overlapping Free Formed 3D Ob-
jects
In the previous experiment, the objects are polygonal. W hether the approach 
can be applied to m atching overlapping curved objects is a problem at the 
representation level which we do not address. Readers are referred to [12]
for an extensive survey. However, we could  approximate curved objects using
linear features a t a finer, pixel, level. At the pixel level, we can use 
tangent line segments to  approximate curves, and tangent planar patches to 
approxim ate curved surfaces. The approximation can be arbitrarily precise if 
the line segments and planar patches are fine enough. For example, it could 
be precise enough for the purpose of matching to approximate the surface 
topography of an range image of size m x m using m x m  planar patches. W ith 
this linear approximation, we can then directly apply the proposed approach
to  curved object m atching and recognition.
This experiment demonstrates the scheme presented in the previous section 
which performs recognition of overlapping arbitrarily shaped 3D object directly 
from range images w ithout segmenting images into lines, surface patches, etc. 
An ARG in this case consists of a  set of nodes representing visible surface 
points and binary relations including the normal angle and the distance
R^ 2  ^ between two points.
Figure 4.12 shows simulation results of recognizing two curved objects. 
Refer to  the top-left corner of the figure. The two object models are shown as
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the two solid curves at the bottom . A noise-free overlapping scene is shown 
on the top which is generated by rotating and translating the two models, 
respectively, and then superimposing one over the other. Noise is added to 
the noise-free scene to  create a noisy scene. The scene, i.e. the curve on the 
top, consists of thirty-two “ID surface” points. Each model, i.e. each of the 
two curves a t the bottom , consists of either sixteen points (in the top-right 
three) or eight points (in the bottom -right three). A t the bottom -left corner 
of the figure is a typical initial mapping which is randomly set. Final m apping 
results are obtained with H  =  0.2, 0.3, 0.4, respectively. The mapping from 
the image pixel points to the model points is shown in dashed lines. It is based 
on shape similarity between the image surface and the model surfaces. It also 
tends to  be organized in an orderly fashion, the ordering being a feature of 
Kohonen’s self-organization maps [74].
158 Chapter 4. Matching and Recognition
g
I
I
I
I 
I
I
I '% > 5
E t
Figure 4.11: M atching overlapping 2D parts. From the left to  the right are six 
models, an overlapping scene, and the lines extracted from the image of the
scene.
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Figure 4.12: Experim ental result of mapping (dashed lines) from image pixels 
(top curve) to models (bottom  curves). Top-left: the two models (bottom  
curves) and noise-free scene (top curve). Bottom-left: randomly-set initial 
mapping. From the second to the fourth of the top where each model consists 
of sixteen points: mapping results obtained with H  =  0.2, 0.3 and 0.4. From 
the second to the fourth of the top where each model consists of eight points: 
mapping results obtained with H  = 0.2, 0.3 and 0.4.
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4.7.5 Param eters and C om putational T im es
Param eters (Ti  used in the experiments are summarized in Table 4.8. In the 
table, “Dist.” stands for distance between points (in point m atching). “Angle 
stands for angle between lines (in line matching) or normal angle between two 
points (in direct mapping)' “Min. Dist.” stands for minimum distance between 
end points of lines, and “Mid. Dist” for distance between m idpoints of lines 
(in line matching). “Local” stands for <7, in localisation term ; <r. =  +00 leads 
to  no localisation effect; this term  is used only in finding mapping from pixels 
to  models.
Experim ent | H Dist. I Angle 1Min. Dist. | Mid. Dist. Local.
Point Matching 0.3 5 — — — -foo
Line Matching 0.3 --- 40 20 20 H-oo
2D Matching 0.3 --- 40 1 20 ’ 20 ^ -foe
Direct Mapping 0.3 2 40 — — 10
Table 4.8: Param eters for binary relations.
The weight for angles should be unaffected by translation, rotation and 
scale changes. However, those for distances are dependent on scale changes. 
Nonetheless the scaling effect is not crucial if both models and scenes are 
changed by the same scale factor. For example, the actual size of the 2D 
overlapping part scene in Figure 4.11 is twice as large as the superimposed 
line scenes in Figures 4.2 and 4.10; correct results are obtained using the same 
set of parameters.
Table 4.9 gives an impression of computational times for a sequential im­
plem entation on a SUN-4 workstation. The numbers listed are in seconds. The 
tim es for point m atching in Figures 4.1 and 4.9 are considerably less than the 
rest. This is because we have used the symbolic unary labels m {1,2,3} as the 
constraint in Equation 4.3, which have reduced the search space for relaxation
labelling.
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Experim ent M m User Time Sys Time
Point Matching 1 41 26 7.6 0.3
Point Matching 2 41 27 7.8 0.2
Line Matching 1 45 28 93.1 6.4
Line M atching 2 45 34 142.7 2.8
2D Matching 49 30 81.6 1.0
Direct Mapping 32 32 28.7 0.2
Table 4.9: Computational times spent in a sequential implementation on a 
SUN-4 workstation. Listed are user tim e and system tim e in seconds.
4.8 Conclusion
We have proposed a parallel distributed approach to simultaneous separation 
and inexact matching of sub-graphs, and recognition of overlapping objects. 
We have formulated the global gain functional to measure the goodness of 
matching. The ARC representation is used to describe scenes and models. 
The result is an optim al mapping from the scene ARC to the model ARC. 
Issues v/e have dealt with include inexact matching in the presence of dis­
tortions, N U L L  matches, many-to-one matches, and merging multiple m od­
els into the so-called universal model. The computational algorithm  for the 
m atching works in a parallel and distributed way, and is suited for im plem enta­
tion on SIMD architectures like the Connectionist Machines. Finally, we have 
presented experiments on model-based matching of superimposed points and 
lines, and recognition of overlapping partially occluded 2D objects. We have 
also dem onstrated the possibility of using the proposed approach to  perform 
recognition of overlapping free-formed 3D objects directly from range images 
without segmentation.
Our matching is invariant to translation and rotation but not to  scale 
changes. The results are not apparently affected if both models and scenes 
are changed by the same scale factor. However, they will deteriorate dras­
tically when scene scales are changed relative to models by a relative factor 
larger than, say, 10%. Our work is aimed at performing inexact m atching un­
der distortions caused by noise, but not at dealing with rubber-like (elastic)
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shape changes. This is because the constraints used are geometric rather than  
topological.
Future research includes the following two aspects. Firstly, to  find rela­
tions between weighting param eters a , scale and distortion. So far they are 
determined based one trial-and-error. Secondly, to investigate the possibility 
of extending the approach to  performing scale invariant matching and recogni­
tion. So far our approach depends on the scale of scenes relative to  real model 
objects though it is independent of translation and rotation.
C hapter 5
R elated  W ork
Our review is divided into four topics: Optim isation and networks, curvature 
based segmentation, relational m atching and weak constraint satisfaction.
5.1 O ptim isation and Networks in Com puter  
Vision
Many com puter vision problems concern finding the most plausible in terpre­
tation of an image in term s of some criterion. It is natural th a t they are 
form ulated in the framework of optimisation. Optimisation has found exten­
sive use a t different levels of computer vision. Lower level examples are surface 
reconstruction,optical flow, edge detection, etc. [43, 60, 109]. These problems 
are solved in term s of variational principles [28]. Optim al criteria have also 
been developed for other aspects, e.g. image restoration, perceptual group­
ing. A t higher level, optimisation has been used for solving problems such as 
matching.
Optim al solutions are usually found using some sort of search techniques 
since in most cases closed-form analytical solutions are unlikely. However, 
algorithms for searching optimal solutions differ. In this work we use gradient- 
guided search methods. A problem in gradient search is to  avoid being trapped 
in a local minimum. Annealing methods are often used to deal with this prob­
lem. There are basically two categories of annealing, namely, determ inistic 
annealing such as graduated non-convexity (GNC) [20], and scale-space solu­
tion tracking [126], and stochastic annealing such as simulated annealing or
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Boltzmann machines [1, 41, 69]. In both approaches, the process is controlled 
by decreasing a param eter in the energy function which has an overall influence 
on system behaviour. Examples of this param eter are the non-convexity con­
trol in GNC, the scale param eter in scale-space tracking and the tem perature 
in simulated annealing. See [19] for a  comparison between the two approaches.
We have discussed some relationships between the network models we used 
and the Hopfleld networks [57, 58] in the previous section. In fact, the gradient 
based optim isation algorithms work through local propagation in a parallel 
and distributed way and therefore are suited for implementation on neural 
network architectures. Much research has been devoted to  developing such 
architectures for solving lower level problems [20, 51, 61, 73, 95, 108, 117, 130], 
and higher level ones mostly of combinatorial optimisation [59, 106, 131].
5.2 Curvature Im age Estim ation and Segm en­
tation
Currently, the most popularly adopted methodology for the reliable estim a­
tion of derivatives is local surface fitting. Refinement of segmented maps is 
usually achieved using region growing and split-and-merge. In this regard, the 
most extensive work is probably th a t by Besl and Jain [10, 12, 13],Derivatives 
extracted by surface fitting are used for computing the surface curvature. Low 
order surface models are fitted after the depth data have been convolved with 
window operators which combine smoothing and differentiation. The coarse 
segmentation is refined by region growing.
Similar work has been done earlier by Haralick, Watson and Laffy [48]. 
They classify surfaces into the topographic types defined in term s of the prin­
ciple curvature. A local facet tnodel is fitted to the data  to  estim ate partial 
derivatives. From this, directional derivatives and thereby principal curvature 
are computed analytically.
In other related segmentation work, Faugeras and Hebert [34] segment 
range data  into planar or quadric patches by region growing. Hoffman and Jain
[56] present a procedure for segmentation and classification of range images into 
planar, concave and convex patches. They apply statistical tests and region 
merging to  estim ate surface normals, after nearest-neighbor smoothing to re-
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duce noise. Yokoya and Levine [129] estim ate derivatives by fitting the range 
data  to  a local quadric surface model within a best-selected window which 
minimises a  fitting error. They refine the initial segmentation by contrasting 
followed by expanding. The surface segmentation is combined w ith jum p and 
roof edge maps to  form a “hybrid” segmentation result. Medioni and Neva- 
tia  [97] estim ate zero-crossings and m axima of surface curvature properties 
by first smoothing data  with a  large window and then computing directional 
derivatives using ID masks. Fan, Medioni and Nevatia [31] have improved on 
this previous work using two separate procedures: a procedure th a t estim ates 
and tracks directional curvature under different scales and a simpler one for 
less noisy images.
Continuity-controlled smoothing problem is intensively studied in the con­
tex t of surface reconstruction [20, 21, 45, 73, 95, 108, 117]. In the context of 
computing curvature properties, Brady et a l  [25] use the technique of compu­
tational molecules [119] for discontinuity-controlled smoothing. They perform 
repeated averaging smoothing using the molecules to prevent over-smoothing 
across discontinuities. Li [78], inspired by [75], a ttem pts to avoid smoothing 
across discontinuities by decomposing the profiles of an image into piecewise 
curve segments at discontinuities before performing derivative estim ation using 
a surface fitting model.
5.3 Regularization
Smoothness has been used as a generic, a priori constraint by vision researchers. 
Many vision problems, such as surface reconstruction [6, 20, 43, 95, 117], 
com putation of motion field [52, 62], shape from X [7, 65], edge detection 
[99, 121], etc. have been formulated as optimising some energy functionals 
which imposes on solutions the constraint of smoothness in addition to  th a t 
from the data. The solutions obey Euler equation from variational principles
[28] (Courant and Hilbert 53). The common nature of these early vision prob­
lems are summarized and unified [9] (Bertero et al. 88), [109] (Poggio et al.
85) into a so-called regularization framework based on regularization theory
[120] (Tikhonov and Arsenin 77) in mathematics.
To suppress the effect of the smoothness constraint where the constraint is 
violated, continuity-controllers are normally introduced into regularizers [20]
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(Blake and Zisserman 87), [41] (Geman and Geman 84), [73] (Koch et a i 
86), [95] (M arroquin 85), [99] (Mumford and Shah 85), [118] (Terzopoulos
86), [130] (Yuille 87). In a modified LPR model [73] (Koch et al. 86), [130] 
(Yuille 87), the combinatorial-real conversion is achieved by using continuous 
Hopfield [58] (Hopfield 84) variables lying in the region [0,1] to  replace the 
binary line-process variables. The above can also be obtained using a mean 
field approximation [39] (Geiger and Girosi 89), [92] (Lumsdaine et al. 90) by 
averaging out the line process [41] (Geman and Geman 84), [95] (M arroquin
85).
Continuity-controlled regularization is also tackled by other researchers us­
ing different approaches [2] (Aloimonos 89), [76] (Lee 87).
5.4 M atching and R ecognition
Literature on sub-graph matching and object recognition is abundant. In the 
following, only part of the work relevant to relational sub-graph matching, 
m atching by relaxation, and overlapping object recognition is reviewed. For 
an extensive survey, readers are referred to  [12] (Besl and Jain 85).
Typical work on relational matching using relaxation methods are [29] 
(Davis 79), and [16, 14] (Bhanu, Bhanu and Faugeras 84). Davis uses relax­
ation techniques to m atch two 2D polygonal shapes by optimising a criterion. 
His optim isation criterion consists of four term s. The first term  measures the 
difference between angles. The second term  measures the difference of the 
tension in the springs connecting corners in the model and those in the scene. 
The final two term s penalise descriptions tha t are not m atched. The idea of 
the  above criterion dates back to  the work by Fischler and Elschlager [35]. 
Real-valued constraints are used to define a compatibility function and a re­
laxation algorithm is then used for the optimisation. Corner points are the 
entities to  be matched. Corner angles and the distances between corners are 
used as the a ttribu te  and the relation for matching. He uses an association 
graph for m atching relational structures. The concept of association graphs 
was first introduced by Ambler et al. [3] and forms the basis of a class of 
labelling networks. Nodes in this graph are connected if the compatibility is 
greater than  a threshold. The four-term criterion is optimised by using search 
procedures. Ambiguity is reduced by a node-deletion process in which nodes
Matching and Recognition 167
are deleted from the graph if some evaluation function is below a threshold. 
The process generates a sequence of association graphs until the fixed point is 
reached.
In the work by Bhanu and Faugeras [16, 14] for matching 2D and 3D 
objects, object shapes are approximated by linear features. M atching these 
features to  models is posed as an optimisation problem. C riteria of labelling 
consistency are minimised by stochastic relaxation labelling [33]. Com patibil­
ity  information is determined according to the average error computed from 
transformations found between a view and the model.
In the work by Fan et al. [32], object surfaces are segmented based on 
zero-crossings and extrem a of surface curvature. The attributes of patches 
and the adjacency relations between them  are extracted, and organized into a 
representation called the Attributed Graph (AG). A  scene AG is decomposed 
into sub-graphs based on relations between nodes, with each sub-graph cor­
responding to one model object. Thresholds are used to determ ine feasible 
matches. Transformation between scene nodes and model nodes is estim ated 
after initial matches and updated incrementally. The results are verified and 
refined by an analyzer.
In a range-based 3D vision system developed by Oshima and Shir ai [102], 
range irnages are segmented into planar and smoothly curved surface patches. 
A relational-feature graph is constructed to  represent the segmented patches 
and their relations. Data-driven and model-driven searching is performed for 
matching between the scene and models. Large planar patches with no occlu­
sion are extracted as kernels. These kernels are used to find probable models 
containing the kernel patches. Correspondences to other scene patches are 
found based on matches between the kernel patches and model patches.
Jain and Hoffman adopt a coarse representation for surfaces based on dif­
ferential geometry. They classify surfaces as being planar, convex and concave 
to  obtain a more stable surface decomposition. They also detect edges of jum p 
or crease type. A rule-based system matches a scene against a model using a 
Bayesian reasoning and inference strategy.
Vision systems which perform recognition of partially occluded objects in­
clude [4] (Ayache and Faugeras 86), [22] (Bolles and Horaud 86), [27] (Chien 
and Aggarwal -89), [32] (Fan et al. 89), [34] (Faugeras and H ebert 86), [44] 
(Grimson and Lezano-Perez), [102] (Oshima and Shirai 83), [104] (Perkins
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78). Features common to  these systems are (1) formation of hypotheses of 
matches, (2) verification of hypotheses, (3) use of explicit search techniques 
and/or Hough transform , and (4) use of thresholds to  screen matches. Hy­
potheses are formed based on prominent image features. The Hypotheses are 
verified by searching and comparison with models. Com putation of positional 
transform ation of objects may be involved in the verification. Thresholds are
used to avoid the search being exhaustive.
In the 3D P0 system by Bolles and Horaud [22], image features are first 
searched to see if there are sufficient number of those compatible to model 
features. If yes, a hypothesis is formed and verified. After this is done for all 
objects in the scene, localisation of objects is performed using a configuration
understanding procedure.
Faugeras and Hebert [34] analyze the problem of (non-overlapping) 3D 
object representation, recognition and localisation. Their system uses rigidity 
constraints to  predicate and verify object poses using linear features such as 
points, lines and planes. Rigid transform ation is estim ated using quaternions. 
Interpretations are verified using the rigidity constraints.
In the H Y P E R  system by Ayache and Faugeras, 2D shapes are represented 
by polygonal approximation. Features used for m atching are the angle be­
tween, and the length ratio  of, line segments. Two matches are regarded com­
patible if these local intrinsic features of the scene and a model are close to 
each other. This is done by comparing the angle difference to  a  given thresh­
old and the ratio of line length to  the a priori estim ate of the scale factor. 
This generates hypotheses of feasible matches. An initial transform ation be­
tween the scene and a model is evaluated and refined. The final result of each 
evaluation is a  final position estim ate and a quality measure.
Grimson and Lezano-Perez [44] use 3D positions and surface normals as 
features for the m atching. An interpretation tree is constructed which consists 
of pairings between image features and model features. Using constram ts tha t 
errors in position should be within a known volume and those in orientabon 
should be within a  known cone, the tree is pruned. Remaining interpretations 
are then verified by a transformation test to  achieve final recognition and
localisation result.
In the work of Turney et a l  [122] for recognizing partially occluded parts, 
object boundaries are represented using the ^ -  5 (slope angle - arc length)
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relation. Matching between models and occluded parts is performed by sub­
tem plate matching using Hough transform techniques [5].
Liu and Srinath [90] presented an algorithm for classifying partial shapes 
independent of rotation, translation and scale change. Closed curves are repre­
sented parametrically. They are segmented at the local m axim a and minim a of 
smoothed curvature function of a curve, and are approximated using straight 
lines. Final representation of shapes is an ordered sequence of line segments. 
The length ratio and orientation of approximating lines are used as features 
for matching. In the first pass of the matching, compatibility between pairs 
of matches is determined by examining whether the errors in these features 
between the scene and a model are within given thresholds. A group m atching 
procedure (distance transform ation) is used as the second pass to measure the 
similarity between two shapes. The m atching is independent of scale since the 
length ratio, instead of the length itself, is used.
Yang et al. [128] use graph matching for scene labelling. Their definition of 
compatibility function is based on symbolic relations. However it has directly 
inspired our definition based on numerical relations and our design of the 
labelling networks. In their work, objects are described by a graph consisting 
of adjacency relations and unary properties of surfaces. An associated graph 
is formed from the scene graph and a model graph in a similar way to [3] and 
the matching is then performed by finding the maximal cliques [3, 42].
Hopfield-style neural networks [57, 58] have been used for image m atching 
and object recognition. Jamison and Schalkoff [67] use a Hopfield-like network 
for image labelling where a scene is described by symbols. They relate neural 
networks to the labelling problem and formulated an energy function for con­
straint satisfaction. Nasrabadi et al. [100] use a  Hopfield network to perform 
subgraph isomorphism for matching overlapping 2D objects. T hat work has 
an interesting feature of combining multiple models into a global model graph. 
Lin et al. [88] use Hopfield networks for matching the scene to  m ultiple view 
models. Their approach is essentially matching the scene to one of the image 
models. Degree (goodness) of fit to  each model is suggested to be used for 
selection of the best m atch to m ultiple models. In the above two pieces of 
work, thresholds are used to determine compatibility between features in the 
image and those in models in computing network connections. On the  other 
hand, global term s have to be used to force final results to satisfy a constraint
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th a t each image feature is matched to only one model feature. This may make 
the criterion no longer solve the original matching problem [61] and thus may 
tend to result in unfavorable solutions.
M atching work based on relational descriptions has also been explored in 
other work. Shapiro and Haralick [116] study a class of inexact constraint satis­
faction problems, a less constrained version of their previous work on consistent 
labelling [47]. There, an e-homomorphism  (many-to-one relational matching 
given a threshold e) is defined as a mapping in which the weighted num ber of 
mis-mapped symbolic relations is less than the threshold e. Errors and mis­
takes in symbolic relations are m apped into a number, and this num ber is then 
used as a criterion to decide whether a homomorphism is acceptable or not. 
The inexact matching problem is viewed as finding the best homomorphism, 
i.e. the one with minimum number of errors with respect to a given attribu te  
value threshold, a missing part threshold, and a relation threshold.
The issue of many-to-one matching is also addressed in the work by Cheng 
and Huang [26] and th a t by Radig [111]. The work by Cheng and Huang [26] 
and th a t of Radig [111] aims at finding correspondence between two images 
using relational matching. Chen and Huang’s approach to image registra­
tion can deal with many-to-one matching. Each of the four binary relations 
used, namely parallelism, antiparallelism, collinearity and adjacency, are asso­
ciated with numerical attributes. In the work on sequence analysis by Radig, 
a paradigm is proposed for finding correspondence between images and proto­
types. This is done by searching for maximal cliques. The issue of many-to- 
one mappings is addressed. Symbolic relations are attached a ttribu te  \alues. 
W hether or not a m atch is accepted depends on whether or not the difference 
between a pair of a ttribu ted  relations is smaller than a threshold.
Error measures are also proposed from other view points. For example. 
K itchen [70] proposes a criterion called the goodness o f fit function, as a m ea­
sure of quantitative relational distances. Here two feature vectors of quanti­
ta tive  unary relations are m apped into a number in the range [0,1]. Sanfeliu 
and Fu [114] and Eshera and Fu [30] define the distance between two relational 
structures as the minimum num ber of modifications needed to  transform  one 
into the other.
Wong et a l  [127] present a vision system for 3D shape synthesis and recog­
nition based on an attributed hypergraph representation (AHR). An AHR is a
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hierarchical structural representation of objects. It consists of (1) the elemen­
tary  area a ttribu te  graph for each surface, (2) the prim itive block a ttribu te  for 
each component block, and (3) the AHR for objects(s). The AHR suggests a 
m ethod of combining a representation based on the invariant properties, and 
one based on decomposition by parts. Model AHRs are constructed either by 
directly measuring models or by synthesizing individual AHRs from m ultiple 
views. The matching between two AHRs is monomorphic, i.e. of one-to-one.
5.5 W eak Constraint Satisfaction
A feature common to most of the above matching work is th a t thresholds 
are used to determine whether two matches are compatible. W hile greatly 
reducing search space, this may rule out potential matches. There is not much 
reason to say th a t 1.000001 is an impossible while 0.999999 is a possible in 
the presence of noisy. W'eak constraint satisfaction aims at dealing with this 
problem.
In weak constraint satisfaction paradigm, “hard” constraints are allowed 
to be violated without causing the failure of constraint satisfaction. However, 
each such violation is penalised by adding an am ount to a cost function tha t 
measures the imperfection of the matching. This is usually implemented by 
a so-called /me process. Blake and Zisserman [18, 20], Koch et al. [73] and 
Terzopoulos [118] use weak membrane and /or weak plates for surface recon­
struction from noisy data allowing for discontinuities. M arroquin [95] solves 
a similar problem, but instead of using deterministic gradient descent in m in­
imising the associated cost energy functions, he uses the stochastic approach 
of Geman and Geman [41]. In a weak notion of graph-m atching, Bienenstock
[17] proposes a scheme for an approximation of graph isomorphism in which 
relation-preserving characteristics of isomorphism can be violated but each vio­
lation incurs a small penalty. This is a transplant of the idea of the line process 
at the lower level to the higher level perception. Nevertheless, a t a higher level 
where more abstract representations are used, the weak constraint satisfaction 
problem becomes more complicated. For example in our application where 
m atching has to be homomorphic (many-to-one relational mapping), it is un­
clear how to establish sensibly the weak notion from two A RG ’s using a term  
of penalty. Our solution is to use continuous relations in real-values. This
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results in fully connected, weighted ARGs and extensively connected labelling 
networks.
C hapter 6
Future R esearch
This research has concentrated mainly on two aspects: the reliable com puta­
tion of the invariant surface curvature properties from range data, and inexact 
m atching of ARGs which give rise to invariant, object-centered descriptions of 
objects. The problems tackled in the first aspect include continuity-controlled 
smoothing, and organization of fragmentary initial curvature sign maps into 
coherent surface patches. Those in the second aspect include inexact m atch­
ing under topological changes of segmented curvature maps, and simultaneous 
separation and inexact matching and recognition of partially occluded objects. 
These problems are formulated in the unified computational framework, and 
solutions are computed using parallel and distributive algorithms.
All the above contributions are at the com putational level. However, repre­
sentation is an unsolved problem which we have not been concerned much with 
herein. In this regard, attention is paid only to how to deal with violations of 
the symbolic adjacency relation in m atching segmented curvature sign patches. 
The strategy is to use the nearest distances in place of adjacency because the 
former is much more stable and can not be “violated” symbolically. This leads 
to fully connected, weighted graphs.
We have not necessarily used all the relevant properties and relations for 
representation partly because of our concentration on developing general ap­
proaches and partly because we think they are not reliable or stable enough 
under viewpoint changes. In contrast, other authors have used quite a few 
other features and relations for matching. However, the matching results are 
still successful, despite tha t only a few properties and relations have been used
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in this work for curvature-sign based 3D surface matching, and th a t severe
distortions due to large noise are introduced.
The developed segmentation and matching modules have been a relative 
success compared with previous work. The following m ust be done before a 
capable vision system is built on these modules.
1. O ther descriptive surface properties and relations and auxiliary features 
like feature lines should be made use of at the representation level for 
matching. For example, normal orientation of planar surfaces and axis 
orientation of developable surfaces are very im portant for m atching these 
surfaces.
2. A CAD or some other forms of modeller should be constructed to build 
object-centered ARGs of model objects. Or alternatively multiple-view 
object models can be built using existing ARG extraction modules.
3. A dense range scanner of m oderate quality and proper parallel hardware 
for real-time performance are available.
The proposed scheme for the direct mapping from range image pixels to 
model points is also an innovative direction for research. It can be regarded 
as an object recognizer extended from the segmentation level down to a lower 
level, the pre-segmentation level. It has the following two advantages. F irst, 
information loss due segmentation is avoided. Segmentation greatly relieves 
com putational burdens bu t also causes the problem of descriptive inadequacy 
due to  the loss. In the direct mapping scheme, much of information is pre­
served. Second, no segmentation scheme is free of problems in segmentation 
which has been a m ain obstacle in computer vision. However, there are two 
main problems in the scheme. First, it gives up a main advantage gamed by 
segmentation, com putational relief. Its application cannot be feasible on to ­
day’s conventional computing architectures. Second, it may suffer from the 
local optim um  problem. Its convexity properties are not yet clear and need
investigating.
Scale invariance is a weak point in this research. At the representation 
level, the surface curvature and distance relations are not invariant to scale 
changes. This have determ ined th a t our matching is also not invariant to scale 
changes. Scale-invariant pa ttern  recognition is itself an interesting problem.
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While there is no way to  make the curvature scale-invariant, it is possible to 
make distance related m atching to be so. For example, ratio of distances is a 
feature we can use for this purpose. This, however, leads to a t least the third 
order interaction.
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A ppendix A  
List o f Sym bols
a^(i, j )  The relation between nodes i and j  of an ARG 
ct The threshold for detecting depth discontinuities
C  Charging capacitance of a neural network
D  The domain of a function
D / A set of labels, at interm ediate and high levels
d Input data  to an optimization engine
d{i) D atum  z, at low level
d(z. I)  Datum (z, / ) ,  at interm ediate and high levels
E  A  cost energy function(al)
The closeness term  of E  
E^ The smoothness term  of E
E a Energy function for matching the scene and model A
/  The solution function of an optimization problem
/(z ) Reconstructed surface point z, at low level
/(z ,7 )  Plausibility th a t z is labeled 7, at interm ediate and high levels
Initial state  of /  
f*  The final solution,
p (‘) A function relating to the definition of connection tt
6{u) The input-output function in the Hopfield model
g An attribu ted  relational graph (ARG)
H  Mean curvature
H K  H  — K  curvature label
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K  Gaussian curvature
A The weight between and E ‘ in E
p A constant in a dynamic equation
^  Cardinal number of a set
N U L L  A special node, i.e. node 0, in a model ARG
io A neighborhood system
o;(z) The set of neighbors of z, at low level
w(z. I )  The set of neighbors of (z, 7), at interm ediate and high levels
TT The connection of a network
7r(z ,i)  The connection strength between z and j ,  at low level
7r(z', j ;u ,u ) T h e  connection strength between (z ,j) and (u ,u ), at low level 
7r(z, 7 ;i ,  J )  The connection strength between (z, 7) and (j, J ) ,  
at interm ediate and high levels
^  A n  u p d a t in g  o p e r a tio n  in  r e la x a tio n  la b e lin g
q{i) A component of energy gradient \ V E  at z
ç(z, 7) A component of energy gradient \ V E  at (z, 7)
R  Resistance of a neural network
R  The set of real
r  An integer concerning the size of neighborhood
p { i j )  A distance between z and j
S A solution space
S+ An augmented solution space
(jfc Param eter in computing connection tt from the k relation
T { i J )  Conductance between neurons z and j
T A threshold for a curvature sign map from curvature image
u^(z) The k*  ^ a ttribu te  of node z of an ARG
z {x , y )  A graph surface point at (x ,y)
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