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This paper deals with the identiﬁcation of constitutive parameters of a Mooney model suit-
able for hyperelastic materials. These parameters are retrieved from a multiaxial mechan-
ical test that gives rise to heterogeneous stress/ strain ﬁelds. Since no analytical
relationship is available between measurements and unknown parameters, a suitable tool,
namely the virtual ﬁelds method, is developed in case of large deformations and used to
identify these unknowns. Several results obtained with numerical simulations and exper-
iments performed on rubber specimens illustrate the approach.
 2008 Elsevier Ltd. All rights reserved.1. Introduction
Modeling the mechanical response of elastomeric materials is commonly carried out within the framework of hyperelas-
ticity (Ward and Hadley, 1993; Holzapfel, 2000). This framework is used as a ﬁrst approximation, with the restriction that it
only describes rate-independent effects without any hysteresis, in the case of isotropic and incompressible materials. Iden-
tifying constitutive parameters that govern such a type of law is classically carried out with homogeneous tests, namely uni-
axial tensile extension, pure shear and equibiaxial extension. These three types of loading conditions completely describe the
domain of possible loading paths (Ward and Hadley, 1993; G’Sell and Coupard, 1994). It is well known that the values of the
constitutive parameters that are identiﬁed with those three types of test are generally different in practice (Guo and Sluys,
2006). A trade-off between these three sets of values must therefore be found to obtain parameters that can reasonably be
considered as intrinsic.
The aim of the present work is to identify the parameters of a given model from only one single heterogeneous test
in which the three different types of strain states exist. In that case, the parameters obtained are directly a weighted
average of those that would be obtained from the three different tests described above. The challenge here is in retriev-
ing the parameters in a situation for which no closed-form solution exists for the stress, strain and displacement distri-
butions as functions of the applied load and the material properties. Consequently, inverse techniques have to be used.. All rights reserved.
fax: +33 4 73 40 74 94.
t.fr (M. Grédiac).
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stitutive equation gap method (Geymonat and Pagano, 2007; Feissel and Allix, 2007; Latourte et al., 2008), the equilib-
rium gap method (Claire et al., 2004), the virtual ﬁelds method (Grédiac, 1989) and the reciprocity gap method (Ikehata,
1990) are currently developed. The main features of these different methods are presented in Avril et al. (2008). The
equilibrium gap method has been recently used for identiﬁcation purposes in case of large deformations on steel (Medda
et al., 2007) but the ﬁnite element model updating technique is the most commonly used in this case (Genovese et al.,
2006; Giton et al., 2006; Drapier and Gaied, 2006). Updating ﬁnite element models however entails large numbers of
calculations. Another technique is used in the present study, namely, the virtual ﬁelds method. This method leads to
a direct identiﬁcation of the constitutive parameters in case of linear elasticity (Grédiac, 1989; Grédiac et al., 2006).
The objective of the present paper is to investigate its performance in case of large strains and within the framework
of hyperelasticity.
The main features of the virtual ﬁelds method and its extension to large deformations are presented in the ﬁrst part of the
paper. Some numerical examples then illustrate the relevance of the approach with a special emphasis on the inﬂuence of
measurement noise on identiﬁed parameters. A biaxial test that gives rise to heterogenous strain ﬁelds is ﬁnally analyzed.
Kinematic ﬁelds are provided by an image correlation code suitable for large deformations. Typical displacement/strain ﬁelds
are shown and results obtained in terms of identiﬁed parameters are discussed.
2. The virtual ﬁelds method in large deformations
Assuming a plane stress state in a solid, the principle of virtual work (PVW) is written as follows (Holzapfel, 2000):t 
Z
S0
P :
oU
oX
dS0 ¼ t 
Z
oS0
ðP:nÞ:U dl; ð1ÞwhereP is the ﬁrst Piola–Kirchhoff (PK1) stress tensor, U a kinematically admissible virtual ﬁeld, n the normal to the exter-
nal boundary where the load is applied, and t the thickness of the solid. X are the Lagrangian coordinates. It must be empha-
sized that the above equation is valid for any admissible virtual ﬁeld U. The virtual ﬁelds method consists of two main
operations:
1. The ﬁrst one is to express the stress components (Pij in the present case) as functions of the strain components by intro-
ducing the constitutive equations.
2. The second one is to choose a suitable set of kinematically admissible virtual ﬁelds (U in the present case) and to write
the PVWwith these particular virtual ﬁelds. These equations lead to linear systems if the constitutive equations are linear
expressions of the constitutive parameters. Inverting the system provides the unknown parameters in this particular case.
For nonlinear constitutive equations, a cost function is constructed with the PVW and minimizing this cost function pro-
vides the sought parameters.
This approach has been successfully used in many examples dealing with the simple case of inﬁnitesimal strains, either in
statics (Grédiac et al., 2003) or in dynamics (Grédiac et al., 1998). The objective here is to adapt the procedure to large defor-
mations and to investigate its performances in that case.
Assuming the material is incompressible, the Cauchy stress tensor r readsr ¼ pIþ 2B oW
oB
; ð2Þwhere W is the strain energy and B the left Cauchy–Green tensor deﬁned by B ¼ FFt, and F the deformation gradient tensorFij ¼ oxioXj ; ð3Þwhere x and X are the Eulerian and Lagrangian coordinates, respectively. Eq. (2) is rewritten in terms of principal stretch
ratios ki, i ¼ 1; . . . ;3. These quantities are deﬁned as the ratio between the current length and the initial length along each
principal direction i. They are also equal to the eigen values of F. Thusri ¼ pþ ki oWoki ; i ¼ 1; . . . ;3: ð4ÞThe strain energy W depends on the ﬁrst and second invariants I1; I2 of the left Cauchy–Green tensor B (Holzapfel, 2000).
They are written as functions of the principal stretch ratios ki:I1 ¼ k21 þ k22 þ k23;
I2 ¼ k21k22 þ k22k23 þ k23k21:
ð5ÞAssuming the material is incompressible, we have J ¼ detF ¼ k1k2k3 ¼ 1 and I2 can be rewritten as follows:
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1
k21
þ 1
k22
þ 1
k23
 !
¼ 1
k21
þ 1
k22
þ 1
k23
: ð6ÞThusoW
oki
¼ oW
oI1
 oI1
oki
þ oW
oI2
 oI2
oki
ð7ÞwithoI1
oki
¼ 2ki and oI2oki ¼ 
2
k3i
: ð8ÞIn the case of Mooney hyperelasticity, the strain energy W readsW ¼ C1ðI1  3Þ þ C2ðI2  3Þ ð9Þso thatoW
oI1
¼ C1 and oWoI2 ¼ C2 ð10Þand the eigen Cauchy stresses becomeri ¼ pþ 2 C1k2i 
C2
k2i
 !
; i ¼ 1; . . . ;3; ð11Þwhere p is an arbitrary hydrostatic pressure that ensures the material incompressibility (Truesdell and Noll, 1965).
In the case of plane stresses, the principal Cauchy stress r3 in direction 3 perpendicular to the 1–2 plane is equal to zero.
Thus, p can be determined from Eq. (11) and readsp ¼ 2 C1k23 
C2
k23
 !
: ð12ÞIt is then possible to obtain the two other principal Cauchy stresses r1 and r2:ri ¼ 2 C1ðk2i  k23Þ  C2
1
k2i
 1
k23
 !" #
; i ¼ 1;2: ð13ÞThe Cauchy stresses rij may be expressed in any 1–2 basis as functions of the eigen Cauchy stresses r1;r2 gathered in r0
(r011 ¼ r1, r022 ¼ r2, r0ij ¼ 0, i–j)rij ¼ PikPjlr0kl; ð14Þ
where P is the transition matrix whose components are those of the principal vectors. The PK1 stress tensor P is derived
from the Cauchy stress tensor r by using the following expression:P ¼ JrFt : ð15Þ
Combining Eqs. (13)–(15) leads to the ﬁrst PK1 stresses written as functions of the Mooney parameters C1;C2, the principal
stretch ratios ki, i ¼ 1; . . . ;3, the gradient tensor components and the transition matrix componentsP ¼ C1Hðk1; k2; k3Þ þ C2Kðk1; k2; k3Þ; ð16Þ
where H and K are deﬁned in Appendix.
Introducing the above expression in Eq. (1) leads to the following equation:C1
Z
S0
H :
oU
oX
dS0 þ C2
Z
S0
K :
oU
oX
dS0 ¼
Z
oS0
ðP  nÞ  Udl: ð17ÞIt is worth noting that Eq. (17) is a linear function of the unknown parameters C2 and C1, thus writing this equation with two
different virtual ﬁelds leads to a linear system of two equations that is invertible if the virtual ﬁelds are independent. The
choice of the virtual ﬁelds is a key issue since the robustness of the method clearly depends on that choice. Determining
the best set of virtual ﬁelds has been addressed in the case of linear elasticity and small strains (Grédiac et al., 2002; Avril
et al., 2004). In these studies, the idea was to choose virtual ﬁelds that minimized the effect of measurement noise on the
identiﬁed parameters. The strategy proposed in Grédiac et al. (2002), which is based on a heuristic method, is used here
for the sake of simplicity.
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3.1. Introduction
The objective here is to illustrate the previous theoretical approach by using numerical simulations to mimic measured
displacement ﬁelds. The data are provided by the Finite Element (FE) code ANSYS 11.0 (ANSYS User’s Guide, 2008) for which
a set of constitutive parameters C1 and C2 is chosen. The goal is to retrieve these two parameters by processing the numerical
data with the VFM described in Section 2. A two directional ‘‘tensile” test performed on a cross-shaped elastomeric specimen
is investigated. The shape and dimensions of the specimen are given in Fig. 1. They have been chosen in such a way that
heterogeneous strain/stress ﬁelds exist within the specimen. Such a specimen can also be tested by using a multiaxial testing
machine (Chevalier et al., 2001), as will be shown in Section 4. A white noise has also been added to the numerical data to
examine the stability of the identiﬁcation procedure to measurement uncertainties.
3.2. FE model
A ﬁnite element calculation is performed by assuming both plane stress state and material incompressibility. The four-
noded PLANE182 ANSYS element is utilized. Reference values for C1 and C2 are chosen to be equal to 0.40 and 0.04 MPa,
respectively. They represent typical values of the parameters to be identiﬁed in the case of carbon black ﬁlled natural rubber.
The mesh is made of 2976 elements and 3125 nodes. An equibiaxial loading is obtained by prescribing the same displace-
ment U on the four branches. Note, however, that the stress state is not homogeneous, as discussed in Section 3.5. The global
or average stretch kg is deﬁned by the ratio of the horizontal or vertical length of the deformed specimen (110 mm + 2  U)
over its initial length (110 mm). Four numerical examples are studied, namely, kg ¼ 1:24; 1:40; 1:56 and 1.72. In the last
case, local levels of principal stretch ratio k reach values up to 2.18. In practice, the integrals in Eq. (17) are discretized. They
are computed using a ﬁnite sum of products between the gradient tensor components deduced from the FE programme re-
sults at each element centre, the virtual strain at the same point and the area of each element.
3.3. Choice of the virtual ﬁelds
As explained above, the choice of the virtual ﬁelds is a key issue. The virtual ﬁeld must be kinematically admissible and
described by a continuous function. In the present case, the loading is introduced through four grips that prescribe the border
of the specimen next to the grips to move along a given direction that is either horizontal or vertical. Consequently, the def-
inition of the virtual ﬁeld has to take into account this feature. It is uneasy to construct a virtual ﬁeld deﬁned with the same
function over the whole specimen. It has therefore been decided to construct this ﬁeld piecewise, using a set of 12 rectan-
gular subregions shown in Fig. 1. In each of these subregions, the virtual displacement ﬁeld is constructed using shape func-
tions similar to those used in four-noded quadrangular ﬁnite elements (Zienkiewicz, 1977). As a result, the virtual
displacement within each of these subregions depends of the nodal displacements. It is worth noting that some of the virtual42 mm 70 mm
30 mm
R = 20 mm
125 mm
1 2 3
4 5 6 7 8
9 10 11 12 13
14 15 16 17 18
19 20 21
Fig. 1. Specimen (solid line) and zones deﬁning the piecewise virtual ﬁeld (dotted line).
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has no inﬂuence on the results since the virtual ﬁeld is only deﬁned within the central zone of specimen, namely, only the
points of the virtual mesh located within this zone inﬂuence the calculation of the integrals shown in Eq. (1). Since the virtual
ﬁelds are kinematically admissible, the ‘‘virtual” nodes 1, 2, 3 or 19, 20, 21 in Fig. 1 are subjected to the same vertical virtual
displacement. Similarly, nodes 4, 9, 14 or 8, 13, 18 are subjected to the same horizontal virtual displacement. As may be seen
in Eq. (1), the external virtual work is an integral of the dot product between the traction and the virtual displacement along
the border. If the latter quantity is chosen as a constant, it can be factorized and the integral becomes the resulting load ap-
plied to the specimen. This quantity is directly measured by the load cell in practice, thus the external virtual work is easily
computed. If non-constant virtual displacements are used along the border of the ROI, this simpliﬁcation is not possible and
the distribution of the traction along this border must be known to be able to compute the external virtual ﬁeld. This dis-
tribution remains, however, unknown from an experimental point of view. The remaining nodes have no speciﬁc constrains.
It must also be emphasized that the virtual displacement is continuous from one virtual element to the next whereas the
virtual strains are not necessarily. This discontinuity does not induce any error since only the displacement ﬁeld (and not
the strain ﬁeld) is expected to be continuous to rigorously satisfy the principle of virtual work (Dym and Shames, 1973).
The best set of two virtual ﬁelds leading to the two constitutive parameters C1 and C2 is obtained as follows. A virtual
displacement of each of the virtual nodes lying between some given limits (±10 mm in practice) is obtained using the ran-
dom number generator of Matlab (MATLAB User’s Guide, 2008). These displacements are only restricted to satisfy the con-
straints deﬁned above that ensure the kinematical admissibility of the ﬁelds. This procedure is repeated to obtain a second
virtual ﬁeld. Each of the two virtual ﬁelds provides a linear equation where C1 and C2 are unknown (see Eq. (17)). The inde-
pendence of the two virtual ﬁelds is assessed by computing the condition number of the linear system using the Matlab
rcond command. The higher rcond, the better the conditioning of the two equations and therefore the lower sensitivity to
noise. In practice, several hundreds of sets of virtual ﬁelds are tested for each actual ﬁeld and the virtual ﬁelds leading to
the highest condition number are kept for identiﬁcation purposes. Finding the maximum number of iterations Nmax used
in the heuristic method above is expected to directly inﬂuence the value of the maximum rcond number denoted by
rcondmax in the following. Choosing a high value for Nmax gives a higher probability of obtaining a large value for rcondmax,
however the computational cost increases. A trade-off between Nmax and rcondmax has been found by progressively increas-
ing Nmax and noting rcondmax in each case. Results found for kg ¼ 1:70 are reported in Table 1. rcondmax increases as Nmax in-
creases, as expected. Nmax ¼ 3000 has been chosen in the present study but it must be pointed out that lower values such as
Nmax ¼ 500 or 1000 are also quite acceptable since the condition number only slightly evolves (see Table 1). It is clear that
various parameters such as the type constitutive behaviour, the amplitude of the loading, the magnitude of the deformations,Table 1
Inﬂuence of the number of realizations Nmax on the condition number rcondmax, kg ¼ 1:70
Nmax 500 1000 3000 6000 10000
rcondmax 0.1297 0.1486 0.1526 0.1561 0.1752
Fig. 2. Undeformed and deformed states of the studied specimen when kg ¼ 1:72.
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tion has not been addressed in the present study.
3.4. Results
The deformed specimen is depicted in Fig. 2 along with the initial shape to illustrate the fact that large strains exist in the
sample. This deformed shape corresponds to a global stretch equal to kg ¼ 1:72. Identiﬁcation results are shown in Table 2.
They are very close to the reference values in all cases.
The two virtual ﬁelds used to identify the parameters are deduced from the heuristic method described above for each
value of the loading level. They lead to two equations whose independence is easily visualized by plotting the corresponding
straight lines in the C1–C2 plane (see Eq. (17)); the solution being described by the intersection between those lines. ResultsTable 2
Identiﬁed parameters with reference data
kg (dimensionless) 1.24 1.40 1.56 1.72
C1 (MPa) 0.3995 0.3995 0.3996 0.3997
Error (%) 0.125 0.125 0.1 0.075
C2 (MPa) 0.0405 0.0407 0.0405 0.0403
Error (%) +1.25 +1.75 +1.25 +0.75
Fig. 3. Straight lines corresponding to various optimized sets of two virtual ﬁelds in the C1–C2 plane. Their intersection deﬁnes the values of the unknown
parameters when using simulated data.
704 N. Promma et al. / International Journal of Solids and Structures 46 (2009) 698–715are shown in Fig. 3. The angle between the two straight lines increases as kg increases, thereby meaning that the indepen-
dence of the equations, and therefore the robustness of the procedure, also increases as the loading level increases. This illus-
trates the nonlinear response of the material, namely, the heterogeneity of the stress distribution is more important at the
last stages of the test, thus the identiﬁcation is carried out from a wider portion of the ri–ki curves, i ¼ 1; . . . ;2 and retrieving
the constitutive parameters becomes easier. A typical set of two optimized virtual ﬁelds found for identifying C1 and C2 at
kg ¼ 1:72 is shown in Fig. 4.
The stability of the method is assessed by adding random noise to the displacements provided by ANSYS. This noise is
generated using the Matlab rand function. Its amplitude An is equal to 0.022 mm. This quantity is chosen in such a way that
it corresponds to 0.1 pixel for the pictures shot during the experiment presented below. As will be shown, this quantity is of
the same order of magnitude as the measurement uncertainty (see Section 4). Twenty independent realizations are consid-
ered. The mean value and coefﬁcient of variation of the distribution (deﬁned by the ratio between the standard deviation and0 20 40 60 80 100 120
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a- Virtual field 1 b- Virtual field 2
Fig. 4. Example of two optimized virtual ﬁelds (dotted line) used for identifying C1 and C2 when kg ¼ 1:72 superimposed with the virtual mesh (solid line).
Table 3
Identiﬁed parameters with noisy data, An ¼ 0:1 pixel
kg (dimensionless) 1.24 1.40 1.56 1.72
C1 (MPa) 0.3994 0.3994 0.3999 0.3999
Coef. variation (%) 0.8 0.4 0.2 0.01
C2 (MPa) 0.0412 0.0405 0.0403 0.0403
Coef. variation (%) 8.1 4.4 2.0 1.2
0
20
40
60
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100
120
140
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8
λg
F 
(N
)
C1=0.400 MPa, C2=0.040 MPa
C1+30%C1, C2
C1, C2+30%C2
Fig. 5. Sensitivity of C1 and C2 on the F–kg curve when the values of C1 and C2 are increased by 30%.
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increases. The inﬂuence of noise on C1 is seen to be much less than that on C2. The inﬂuence of each of the two parameters on
the mechanical response of the specimen may be assessed by increasing separately each of them by 30% and then by exam-
ining the inﬂuence of these variations on the F–kg curve obtained with ANSYS. Results are plotted in Fig. 5, where F is the load
applied to each of the four branches. The inﬂuence of each of the two parameters is very different, namely, a 30% change in C1
induces a signiﬁcant change of force F, whereas the same relative variation of C2 only slightly changes the load response.
Parameter C2 is therefore expected to be identiﬁed with a higher uncertainty than C1, and its sensitivity to noise is higher,
as observed in Table 3. Had global measurements (i.e., stroke and load data) only been used, this analysis shows that C2
would have been very difﬁcult to identify in this particular situation.
3.5. Characterizing the heterogeneity of a test
The virtual ﬁelds method is based on the use of heterogeneous actual strain ﬁelds. The zone to be analyzed corresponds to
the region of interest of the camera in the experiment described in Section 4.1 (Fig. 6a). The heterogeneity of a given test may
be characterized by plotting the distribution of different loading cases in the I1–I2 plane. In practice, each ﬁnite element cen-
troid provides a point that is plotted in the I1–I2 plane. Fig. 6b shows the distribution obtained for kg ¼ 1:72. The three solid
curves correspond to three different basic strain states, namely, equibiaxial tension (ET), uniaxial tension (UT) and pure shear
(PS), respectively. The equations of the ET, UT and PS curves are not recalled here, but it has been shown that any stretchZone under
study
I1
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20 30 40 50 60 70 80 90 100
20
30
40
50
60
70
80
90
100
X1 (mm)
X 2
 
(m
m)
20
40
60
80
100
20
40
60
80
100
1
1.5
2
2.5
3
λ m
ax
X1 (mm)X2 (mm)
c- Top view of the gauge section d- Maximum stretch ratio in the gauge section
Fig. 6. Numerical simulations.
706 N. Promma et al. / International Journal of Solids and Structures 46 (2009) 698–715state is represented by a point located between the ET and UT curves (G’Sell and Coupard, 1994). For an equibiaxial loading
condition, it is observed that the points derived from the FE calculation are located along a certain curve. It has been checked
that several points are nearly superimposed on the ET curve, as expected.
Fig. 6c shows the stretch states as functions of the ðX;YÞ coordinates in the reference conﬁguration using a suitable color
code. The ET, PS and UT states correspond to the blue, green and red colors, respectively. Intermediate states are deﬁned by a
color that is a weighted average of two colors, namely, blue and green for the states between ET and PS, green and red for the
states between PS and UT. The weighting is deﬁned using the distance of each point from the curves. Fig. 6c shows that the
central zone of the specimen is mainly in an ET state. The zones corresponding to the four branches are mainly in a UT state.Fig. 7. Astrée testing machine.
Fig. 8. Mechanical setup.
N. Promma et al. / International Journal of Solids and Structures 46 (2009) 698–715 707The PS zone is located on a ring-shaped zone located between the ET and UT zones. The heterogeneous character of a test can
be also measured by the distribution of the highest stretch ratio kmax. Fig. 6d shows the distribution of kmax with the same
color map as before. The lowest and highest values of kmax are, respectively, equal to 1.26 and 2.18. It is observed that the
lowest values of kmax are located in the ET zone whereas the highest values are located in the UT zone. Comparisons with
experimental results are presented in following section.
4. Experiments
The objective of this section is to examine the performance of the method by using experimental data. A multiaxial ma-
chine is used for stretching a cross-shaped specimen. The displacement ﬁelds are measured by using a digital image corre-
lation code.Fig. 9. Specimen under test.
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The biaxial tests reported herein have been carried out on the multiaxial testing machine ASTRÉE (Fig. 7). Of the six ser-
vohydraulic actuators, four of them were displacement-controlled. Consequently, the center of the sample was motionless,
which made the displacement measurements easier. External load cells (of capacity equal to 2500 N) were installed. The
material considered herein is a carbon black ﬁlled natural rubber (34 parts of carbon black per hundred parts of rubber in
weight). The actual geometry of the specimen is shown in Figs. 8 and 9. The total length is 125 mm and its thickness is 2 mm.
Its central part is a 42  42 mm2 square.
4.2. Equibiaxial tests
Specimens are tested under equibiaxial loading conditions (Fig. 8). The maximum global stretch ratio kg is equal to 1.70 in
both directions. This quantity is very close to kg ¼ 1:72 used in the previous section dealing with numerical simulations. In0
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order to stabilize the mechanical response of the specimen. This maximum stretch ratio is obtained in practice by prescribing
a displacement to each grip equal to 40 mm, with a displacement rate of 0.19 mm/s. Then, measurements are performed dur-
ing three stabilized mechanical cycles.
4.3. Displacement ﬁeld measurements
For each loading cycle, 40 images are shot by a digital camera (DALSA, resolution: 1024  1024 pixels, dynamic range:
12 bits) located on one side of the specimen. Digital image correlation is performed to measure displacement ﬁelds for suc-
cessive strain states. Such a technique has already been successfully used for measuring large strains while testing elasto-
meric materials (Chevalier et al., 2001) or glass wool samples (Hild et al., 2002).
A reference picture is considered (Fig. 9). Various interrogation windows (i.e., sub-images or zones of interest – ZOIs) are
considered in the picture. The set of ZOIs deﬁnes the region of interest (ROI). Their centers create a measurement mesh. For0
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710 N. Promma et al. / International Journal of Solids and Structures 46 (2009) 698–715each interrogation window, the mean displacement is sought by maximizing the cross-correlation of the former with an
interrogation window in a picture of the sample in its deformed state. A fast Fourier transform approach is implementedI1
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Fig. 13. Experimental results.
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(i.e., to decrease the ZOI size), yet allowing for a large displacement between two consecutive images. The previous approach
is recursively applied to images at different scales. First the average strains are deduced from an analysis with images where
ﬁner details have been erased. To make the evaluation more robust, the interpolated displacements are applied to the ana-
lyzed interrogation window and re-evaluated until the maximum difference between two iterations is less than a chosen
value. Details can then be restored in the image (i.e., resolving ﬁner scales) and the displacement interpolation is used as
a ﬁrst evaluation of the ﬁeld at the new scale. This procedure is iterated until the scale corresponds to the initial ROI (with
all its details). During the last step, the displacement is no longer interpolated and ﬂuctuations, whose amplitudes are greater
than the ones that are reached with a standard approach, can be analyzed (Hild et al., 2002).
One of the outputs of the correlation code is an estimate of the measurement quality associated with each interrogation
window (Hild et al., 2002). It helps the user to control the measurement results. In the present case, it also enabled us to
choose the pictures increment for which the reference image is updated. This choice is particularly important in the present
case since very large displacement and strain levels are to be measured. When the reference picture is updated, the measure-
ment uncertainty will increase from analysis to analysis. This effect may induce too low signal to noise ratios. Conversely, if
the pictures are not updated, the correlation will eventually fail and no results at all can be used. Therefore, the higher the
picture increment, the lower the measurement uncertainty, provided the correlation results are trustworthy. This trade-off
was evaluated herein by assessing the performance of the DIC code.
The a priori performance of the correlation code is estimated by following the procedure presented in (Bergonnier
et al. (2005)). The central part of the ROI is artiﬁcially moved by using the shift/modulation property associated with
Fourier transforms. In the present case, a displacement of 0.5 pixel is prescribed along both directions. It was shown that
this value leads to the maximum standard uncertainty level (Bergonnier et al., 2005). For an interrogation window size
equal to 16 pixels, the standard displacement uncertainty is equal to 0.035 pixel. It is worth remembering that since an
updating procedure is used to evaluate large strain levels (Hild et al., 2002), this value is representative of each incre-
mental measurement. As the number of analyzed pictures increases, it is to be expected that the actual measurement
uncertainty increases too.
4.4. Results
A typical view of the displacement ﬁeld obtained when kg ¼ 1:70 is shown in Fig. 10. The central part and the four
branches can be clearly distinguished. Differentiating this ﬁeld provides the four components of the displacement gradient
(Figs. 11 and 12). They are obtained by using a centered ﬁnite differences scheme. The good quality of the measurementsFig. 14. Virtual mesh and specimen under test.
712 N. Promma et al. / International Journal of Solids and Structures 46 (2009) 698–715(and of the experiment itself) is highlighted by the two cross-derivatives oU1=oX2 and oU2=oX1 that are very similar. The gra-
dient components are noisy in Figs. 11a–c and 12a–c since the displacement ﬁeld is not ﬁltered prior to differentiation, con-
trary to the results shown in Figs. 11b, d and 12b, d for which the displacement gradient is derived from displacements
smoothed with a 9th degree polynomial ﬁt. The choice of this degree is justiﬁed by the fact that the standard deviation be-
tween actual and smoothed data is higher for lower values of this degree, but does not signiﬁcantly evolve when choosing
greater values. This assertion is valid for the speciﬁc case considered only since no other specimen geometry has been inves-
tigated in the present study.
Experimental results are reported in the I1–I2 plane (Fig. 13a). The points are very scattered. The points obtained from
smoothed measurements are distributed around the same curve as the one obtained from FE results (see Figs. 13b and 6b
for comparison purposes). In the same way, the top view of the gauge section as well as the maximum stretch ratio distri-
bution shown in Fig. 13c–f are very similar to their numerical counterparts (Fig. 6c and d). The patch corresponding to the ET
zone is not rigorously a circle. It seems moreover to be wider in the experimental results (Figs. 6c and 13c and d). This is
probably due to the fact that the border of the specimen cannot be precisely deﬁned, namely, interrogation windows astride
the boundary of the specimen are removed, thus leading to a smaller UT zone.
Identiﬁcation is performed by using the procedure described above with ﬁltered data. In Fig. 14, the virtual mesh
used for describing the virtual ﬁelds is superimposed with the interrogation windows used by the DIC code and the ref-
erence picture of the specimen. This view illustrates the fact that 1033 experimental points are processed in practice for
identifying the constitutive parameters. The straight lines corresponding to the optimized virtual ﬁelds used in the iden-
tiﬁcation procedure are plotted in Fig. 15 for four different values of kg. As expected, the angle between the two lines
increases as the load level increases but the angle between those lines is somewhat greater than the angles found withFig. 15. Straight lines corresponding to various optimized sets of virtual ﬁelds in the C1–C2 plane, experimental results.
N. Promma et al. / International Journal of Solids and Structures 46 (2009) 698–715 713the FE simulations, especially for the last stage of the test (see Fig. 3). The coordinates of the intersection between the
two lines represent the solution in the C1–C2 plane. This point moves towards the lower right-hand corner of the view,
thus illustrating the fact that the sought parameters do not remain rigorously constant during the test and/or the signalFig. 16. Identiﬁed parameters C1C2 vs. kg.
Table 4
C1 and C2 for the three different tests.
C1 (MPa) C2 (MPa)
Test 1 0.411 0.139
Test 2 0.416 0.091
Test 3 0.428 0.075
714 N. Promma et al. / International Journal of Solids and Structures 46 (2009) 698–715to noise ratio evolves. This effect also appears in Fig. 16 where the identiﬁed parameters are plotted vs. kg. C1 slightly
increases during the test whereas C2 slightly decreases. Results obtained for the three tests performed on the same sam-
ple illustrate the repeatability of the procedure. It is also worthy of emphasis that the scatter is higher at the beginning
of the test, for the lowest values of kg. This is certainly due to the fact the heterogeneity of the stress distribution is
lower than for higher values of kg, so it is more difﬁcult to retrieve accurate values of the identiﬁed parameters in this
case. This scatter is taken into account for the calculation of the average values of the parameters denoted C1 and C2.
These quantities are deﬁned byCi ¼
Pnt
j¼1
kgj1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
stdx2ijþstdy2ij
p
 
 Cij
Pn
j¼1
kgj1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
stdx2ijþstdy2ij
p
  ; ð18Þwhere stdxij (stdyij, respectively) is the standard deviation of the difference between raw and smoothed ux (uy, respectively)
distributions, i ¼ 1; . . . ;2, j ¼ 1; . . . ;nt , where nt is the number of images. The higher scatter in the displacement ﬁeld for a
given stretch ratio, the lower conﬁdence in the experimental results. The C1 and C2 values are reported in Table 4. The C2
values are more scattered than the C1 values. This is certainly due to their lower contribution to the global mechanical re-
sponse of the specimens. The values obtained are very close to the classical values of these parameters for this type of mate-
rial. The beneﬁcial effect of smoothing the ux and uy ﬁelds can ﬁnally be illustrated as follows. Applying the complete
identiﬁcation procedure with raw data (as shown in Figs. 11a, c and 12a, c), instead of smoothed data, leads to C1 values
which remain reasonable: 0.51, 0.56 and 0.51 MPa for the three tests, respectively. C2 becomes however much lower than
with smoothed data: 0.041, 0.050 and 0.001 MPa, but the negative value for C2 is not admissible (Ball, 1977).
5. Conclusion
The extension of the virtual ﬁelds method from small to large deformations is addressed in this paper in case of hyper-
elasticity. A linear equation is established between parameters governing the Mooney model, actual stretch ratio distribution
within the specimen and virtual ﬁelds. This equation is written with different virtual ﬁelds that are optimized with respect to
their independence. This independence is assessed with the condition number, which is related to the stability of the iden-
tiﬁed parameters when dealing with noisy data. This ﬁnally leads to a linear system that provides the unknown parameters
after inversion. Numerical simulations illustrate the feasibility and the robustness of the method.
Experiments were then carried out on a cross-shaped rubber specimen. Strain ﬁelds are deduced from displacements pro-
vided by a digital image correlation system whose measurement quality is discussed in this particular case of large defor-
mations. Results obtained are in agreement with theoretical and numerical expectations, thus conﬁrming the feasibility
of the present approach. The identiﬁcation of parameters governing other types of hyperelastic models will be addressed
in the near future.
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Appendix A. H is deﬁned as follows:H11 ¼ 2D ½ðk
2
1  k23ÞðP211F22  P11P21F12Þ þ ðk22  k23ÞðP212F22  P12P22F12Þ;
H12 ¼ 2D ½ðk
2
1  k23ÞðP211F21 þ P11P21F11Þ þ ðk22  k23ÞðP212F21 þ P12P22F11Þ;
H21 ¼ 2D ½ðk
2
1  k23ÞðP221F12 þ P11P21F22Þ þ ðk22  k23ÞðP222F12 þ P12P22F22Þ;
H22 ¼ 2D ½ðk
2
1  k23ÞðP11P21F21 þ P212F11Þ þ ðk22  k23ÞðP12P22F21 þ P222F11Þ;
ð19Þwith
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K is deﬁned as follows:K11 ¼  2D
1
k21
 1
k23
 !
ðP211F22  P11P21F12Þ þ
1
k22
 1
k23
 !
ðP212F22  P12P22F12Þ
" #
;
K12 ¼  2D
1
k21
 1
k23
 !
ðP211F21 þ P11P21F11Þ þ
1
k22
 1
k23
 !
ðP212F21 þ P12P22F11Þ
" #
;
K21 ¼  2D
1
k21
 1
k23
 !
ðP221F12 þ P11P21F22Þ þ
1
k22
 1
k23
 !
ðP222F12 þ P12P22F22Þ
" #
;
K22 ¼  2D
1
k21
 1
k23
 !
ðP11P21F21 þ P212F11Þ þ
1
k22
 1
k23
 !
ðP12P22F21 þ P222F11Þ
" #
:
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