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Online ​ ​to​ ​batch​ ​conversions ​ ​have ​ ​been​ ​studied​ ​by​ ​only​ ​a ​ ​handful ​ ​of​ ​people.​ ​Online ​ ​learning 
algorithms ​ ​are ​ ​usually​ ​efficient ​ ​in​ ​time ​ ​and​ ​memory​ ​usage ​ ​and​ ​they​ ​are ​ ​easy​ ​to​ ​implement.  
Batch​ ​learning​ ​algorithms,​ ​on​ ​the ​ ​other​ ​hand,​ ​are ​ ​more ​ ​complex​ ​both​ ​in​ ​resource ​ ​requirements  
and​ ​implementation.​ ​It ​ ​turns ​ ​out ​ ​that ​ ​there ​ ​are ​ ​ways ​ ​to​ ​convert ​ ​the ​ ​hypothesis ​ ​sequence ​ ​made ​ ​by 
online ​ ​algorithm ​ ​into​ ​a ​ ​single ​ ​batch​ ​hypothesis ​ ​that ​ ​can​ ​be ​ ​used​ ​on​ ​batch​ ​problems.  
​ ​​ ​​ ​​ ​The ​ ​basic ​ ​idea ​ ​of​ ​online ​ ​to​ ​batch​ ​conversions ​ ​is ​ ​as ​ ​follows.​ ​First,​ ​we ​ ​get ​ ​some ​ ​samples ​ ​of​ ​the 
data ​ ​i.e.​ ​instances ​ ​and​ ​their​ ​respective ​ ​targets.​ ​These ​ ​samples ​ ​are ​ ​called​ ​the ​ ​training​ ​set.​ ​Then,  
we ​ ​consider​ ​the ​ ​training​ ​set ​ ​as ​ ​an​ ​ordered​ ​sequence ​ ​and​ ​give ​ ​it ​ ​to​ ​some ​ ​online ​ ​algorithm ​ ​A ​ ​that 
goes ​ ​through​ ​data ​ ​one ​ ​element ​ ​at ​ ​the ​ ​time.​ ​A ​ ​returns ​ ​a ​ ​sequence ​ ​of​ ​hypotheses ​ ​and​ ​we ​ ​perform 
the ​ ​conversion.​ ​We ​ ​study​ ​both​ ​​single ​ ​methods ​,​ ​where ​ ​we ​ ​pick​ ​one ​ ​hypothesis ​ ​from ​ ​this ​ ​sequence 
and​ ​use ​ ​it ​ ​as ​ ​a ​ ​batch​ ​hypothesis,​ ​and​ ​​ensemble ​ ​methods ​,​ ​where ​ ​we ​ ​combine ​ ​a ​ ​subset ​ ​of​ ​the 
hypothesis ​ ​sequence ​ ​and​ ​use ​ ​all ​ ​the ​ ​hypotheses ​ ​in​ ​this ​ ​set ​ ​to​ ​construct ​ ​the ​ ​batch​ ​hypothesis. 
​ ​​ ​​ ​​ ​In​ ​this ​ ​thesis ​ ​we ​ ​introduce ​ ​most ​ ​of​ ​the ​ ​known​ ​conversions.​ ​The ​ ​greatest ​ ​emphasis ​ ​is ​ ​on 
data-driven​ ​​conversions,​ ​where ​ ​we ​ ​assume ​ ​that ​ ​some ​ ​of​ ​the ​ ​hypotheses ​ ​generated​ ​by​ ​A ​ ​are ​ ​better 
than​ ​others,​ ​and​ ​try​ ​to​ ​extract ​ ​those ​ ​to​ ​generate ​ ​the ​ ​batch​ ​hypothesis.​ ​For​ ​data-driven​ ​conversions 
we ​ ​prove ​ ​a ​ ​connection​ ​between​ ​risk​ ​bounds ​ ​in​ ​batch​ ​setting​ ​and​ ​loss ​ ​bounds ​ ​of​ ​the ​ ​conversion 
techniques.​ ​These ​ ​conversions ​ ​are ​ ​also​ ​evaluated​ ​using​ ​well-known​ ​test ​ ​data,​ ​MNIST. 
​ ​​ ​​ ​​ ​​ ​Studying​ ​7​ ​conversions,​ ​we ​ ​reproduce ​ ​some ​ ​previous ​ ​results.​ ​We ​ ​evaluate ​ ​each​ ​conversion 
with​ ​various ​ ​partitions ​ ​of​ ​a ​ ​single ​ ​data ​ ​set ​ ​to​ ​the ​ ​training​ ​and​ ​test ​ ​sets.​ ​The ​ ​conversions ​ ​based  
on​ ​single ​ ​methods ​ ​are ​ ​mainly​ ​fast,​ ​but ​ ​not ​ ​as ​ ​accurate ​ ​as ​ ​the ​ ​slower​ ​conversions ​ ​based​ ​on  
ensemble ​ ​methods.​ ​Most ​ ​of​ ​these ​ ​conversions ​ ​are ​ ​more ​ ​accurate ​ ​than​ ​the ​ ​common​ ​practice ​ ​of 
picking​ ​the ​ ​last ​ ​hypothesis ​ ​of​ ​the ​ ​sequence. 
​ ​​ ​​ ​​ ​There ​ ​seems ​ ​to​ ​be ​ ​lot ​ ​to​ ​study​ ​in​ ​online ​ ​to​ ​batch​ ​conversions.​ ​Some ​ ​of​ ​the ​ ​best ​ ​performing 
conversions ​ ​are ​ ​rather​ ​slow,​ ​even​ ​quadratic ​ ​with​ ​respect ​ ​to​ ​the ​ ​size ​ ​of​ ​the ​ ​hypothesis ​ ​sequence. 
Most ​ ​of​ ​the ​ ​time ​ ​is ​ ​spent ​ ​on​ ​choosing​ ​an​ ​optimal ​ ​subset ​ ​of​ ​the ​ ​hypothesis ​ ​sequence.​ ​One ​ ​could  
study​ ​heuristics ​ ​for​ ​picking​ ​this ​ ​set.​ ​Optimizing​ ​the ​ ​trade-off​ ​between​ ​accuracy​ ​and​ ​the ​ ​time ​ ​spent ​ ​is 
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• X x 2 X
• Y y 2 Y
Y
• f(x) = y
• H ⇢ {h : X ! Y }
h
y x
X ⇢ Rn Y = { 1, 1}
H = {hw : X ! Y : hw(x) = sign(w · x) w 2 Rn} w









(xi, f(xi)) = (xi, yi) 2 X ⇥ Y i = 1, 2, . . . ,m (xi, yi)
D







h0 yt 2 Y
ht 1 ht
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t = 1, . . . , n
t 2 Rm
y0t = sign( t · t) 2 { 1, 1}
yt 2 { 1, 1}
y0t 6= yt
t+1  t + yt t
Y = { 1, 1}
w = 0 x y0 =
sign(w ·x) y
y











kw   wtk2 l(w; (xt, yt)) = 0.
l(w; (xt, yt)) = 0
wt+1
wt
1 = (0, . . . , 0)
t = 1, 2, . . .
t 2 Rn
y0t = sign(wt · xt)
yt 2 { 1, 1}
lt = max{0, 1  yt(wt · xt)}
wt+1 = wt +
lt
kxtk2ytxt












1 y 6= y0
0
l(y, y0) = |y   y0|
l(y, y0) = (y   y0)2
y 2 {0, 1} 0  y0  1
l(y, y0) =
(
  ln(1  y0) y = 0
  ln(y0)
y = 0 y0 = 1 y = 1 y0 = 0
µ   0 w
l(w, (x, y)) =
(
0 y(w · x)   µ
µ  y(w · x)
D X ⇥ Y
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Y y 2 Y
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A{0, . . . , n} [n] I ✓ [n]
hi i 2 I
[n]
I I [n]





J ⇢ [n  1]








 (J) = L(J) + C|J |  12 .
 







(x1, y1), . . . , (xm, ym)
A h0, . . . , hm
J ⇢ [m  1] l : Y ⇥ Y ! R+
l 0  1












Risk(h) = E(x,y)⇠D[l(y, h(x))]
l 0  1
l(y, hVJ (x)) = 1
{hj}j2J hVJ
l(y, hVJ (x)) = 0
{hj}j2J
0  1
(|J |/2) Pi2J l(y, hi(x))










































































































X1, X2, X3, . . .
n
E(|Xn|) <1
E(Xn+1 |X1, . . . , Xn) = Xn
Xn
n
X1, X2, X3, . . .
(Xi) Z1, Z2, Z3, . . .
Zi
E(|Zi|) <1
gi Zi = gi(X1, X2, . . . , Xi)
E(Zi |X1, . . . , Xi 1) = Zi 1
X0, X1, . . .
i |Xi  Xi 1|  ci ci > 0   > 0











i   1 Yi = Xi  Xi 1 E[Yi |X0, . . . , Xi 1] = 0
(Xi) Zn =
Pn
i=0 Yi = Xn   X0
t > 0
P (Zn    ) = P (etZn   e t)
 e  tE[etZn ]
= e  tE[E[etZn |X0, . . . , Xn 1]]
= e  tE[E[etZn 1 · etYn |X0, . . . , Xn 1]]
= e  tE[etZn 1 · E[etYn |X0, . . . , Xn 1]]
 e  tE[etZn 1 · et2(cn)2/2]
= e  tet











[ 1, 1] E[etZn 1 ]
t > 0 t =  P
i(ci)
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(X1, Y1), . . . , (Xm, Ym)
D H0, . . . , Hm
A
l R > 0.



















































RiskD(Hi)  l(Hi(Xi+1), Yi+1) Vi l
(0, R)  R < Vi < R i
E[Vi | (X1, Y1), . . . , (Xi, Yi)]
= RiskD(Hi)  E[l(Hi(Xi+1), Yi+1) | (X0, Y0), . . . , (Xi, Yi)] = 0.
(Vi)
(Xi) {j0, . . . , jn} = J














































RiskD(hAJ )  1|J |
P
i2J RiskD(hi(x))
RiskD(hAJ ) <  (J) 1 exp( C2/2R2)
















  J 2 I
 
  
{a, · · · , n} 1  a < n I
[n  1]
h0, . . . , hn
















I {a, a + 1, . . . , b}
0  a < b < n
A k a+1 b
B + k
I [m   1]  (J)







0  a  n  1
Ja,b Jc,d
a, b, c d a < d, b = (a+d 1)/2 c = b+1
Ja,d =
8><>:
Ja,b  (Ja,b)   (Jc,d)  (Ja,b)   (Ja,b [ Jc,d)
Jc,d  (Jc,d)   (Ja,b)  (Jc,d)   (Ja,b [ Jc,d)
Ja,b [ Jc,d
































(Zi)mi=1 Li = E[Li|(Zj)ij=1]
Li 2 [0, C] i
Ui = E[Li|(Zj)i 1j=1] i Lt =
Pt
i=1 Li Ut =Pt
i=1 Ui t m   4   2 (0, 1)
1   










l(h | (x, y)) 2 [0, C] m   4
D
(Hi)mi=0
Bi H⇤k Li = Bi 1l(Hi 1; (Xi, Yi))
i L = (
P
Bi)
 1PLi   2 (0, 1)
1   








Ui = E[Li|(Xj, Yj)i 1j=1] i 2 {1, . . . ,m} U =Pm
i=1 Ui 1   
















































































X : ⌦! {xi 2 R|1  i  n}
X n D ⇢ R
{xi : i  n} f : D ! R
f(E[X])  E[f(X)].
f
f(↵xi + (1  ↵)xj)  ↵f(xi) + (1  ↵)f(xj)
xi, xj 0  ↵  1
pi := P (X = xi)
P
i pi = 1
n = 2 n
p2 = 1   p1
f(E[X]) = f(p1x1 + p2x2)  p1f(x1) + p2f(x2) = E[f(X)].













































































= aP (X   a),
a
Y 2 [ 1, 1] E[Y ] = 0
t   0
E[etY ]  e t22 .
y 2 [ 1, 1] ety  12(1 + y)et + 12(1   y)e t































E[Y | ] =
X
y
yP (Y = y | ).
X Y f g
E[X] = E[E[X | Y ]]
E[E[f(X) · g(X, Y ) |X = x]] = E[f(X) · E[g(X, Y ) |X = x]]
E[X | Y ] Y E[X] =P
y E[X | Y = y]P (Y = y)
E[E[X | Y ]] =
X
y
E[X | Y = y]P (Y = y) = E[X].
X = a f(X) = f(a)
X = a
E[E[f(X)g(X, Y ) |X = a]] = E[E[f(a) · g(X, Y ) |X = a]]
= E[f(a) · E[g(X, Y ) |X = a]].
a
