ABSTRACT A notion of discrepancy is introduced, which represents the integration error on spaces of r-smooth periodic functions. It generalizes the diaphony and constitutes a periodic counterpart to the classical L2-discrepancy as well as r-smooth versions of it introduced recently by Paskov Pas93]. Based on previous work FH96], we develop an e cient algorithm for computing periodic discrepancies for quadrature formulas possessing certain tensor product structures, in particular, for Smolyak quadrature rules (also called sparse grid methods). Furthermore, fast algorithms of computing periodic discrepancies for lattice rules can easily be derived from well{known properties of lattices. On this basis we carry out numerical comparisons of discrepancies between Smolyak and lattice rules.
Introduction
Discrepancies are a quantitative measure of the precision of multivariate quadratures. Their computation, however, often is a very complex task. Therefore algorithms are of interest which reduce the cost of computing discrepancies either for general quadrature formulas or for special classes. The general case was treated in War72], Hei95], while in FH96] the authors developed a technique of using tensor product structures of quadratures in order to speed up the computation of discrepancy. For the class of Smolyak quadratures, which was so far practically inaccessible to discrepancy computations, this supplied highly e cient algorithms. In FH96] discrepancies and their behavior under tensor products were studied in a general setting involving arbitrary kernels on the unit cube. The resulting discrepancies turned out to be the worst case integration error over the unit ball of the corresponding reproducing kernel Hilbert spaces of functions. This general approach incorporates the classical L 2 -discrepancy and its r-smooth generalizations given by Paskov Pas93] . It enabled us to compute these discrepancies for Smolyak quadratures and to compare them with known low discrepancy sequences as well as with standard Monte Carlo. For non-zero smoothness, the Smolyak rules performed very well. We refer to FH96] for details.
The whole analysis of FH96] was concerned with the non-periodic case (i. e. the corresponding reproducing kernel Hilbert spaces consist of nonperiodic functions). On the other hand, an important class of multivariate quadratures | the class of lattice rules | was designed particularly for smooth periodic functions. Hence it would be desirable to have an analogue of the r-smooth discrepancy for the periodic case in order to compare lattice rules to other quadratures as e. g. Smolyak rules. The present paper is devoted to this task.
By using an appropriate kernel based on Bernoulli polynomials, we introduce the r-smooth periodic discrepancy e D r (Q) of a quadrature Q. It possesses natural interpretations | it is the worst case error of Q over the space of functions with square summable dominating mixed derivative of order r and the average error over a certain related Wiener measure. For smoothness r = 1, we recover the diaphony introduced in Zin76], ZS78]. Our approach provides an e cient algorithm for computing e D r (Q) for Smolyak quadratures Q. On the other hand, the well{known behavior of lattice rules on Bernoulli polynomials provides also an e cient algorithm for computing e D r for this type of quadrature.
As a consequence of this analysis, we are in a position to compare Smolyak and lattice rules numerically. We compare both of them with Monte Carlo integration (more precisely, with the easily explicitly computed expectation of e D r of truly random points). Although Smolyak rules represent a very general approach which leads to optimal (up to logarithmic factors) rates of convergence on many classes of functions including those considered here | our experimental ndings revealed a considerably better performance of lattice rules. Smolyak rules, in turn, are much better than Monte Carlo in the present situation.
Summarizing, we think that the periodic discrepancies are a further tool to work out the advantages or disadvantages of various classes of multivariate quadrature formulas.
The paper is organized as follows. In Section 2, we recall the Smolyak construction, Section 3 brie y explains the general approach to discrepancy developed in FH96]. The periodic discrepancy is introduced in Section 4, while fast algorithms are given in Section 5. The nal Section 6 contains the results of numerical experiments.
Smolyak quadratures
In 1963, Smolyak Smo63] introduced a special tensor product technique which describes the construction of higher dimensional quadrature formulas and approximation operators on the basis of a sequence of the corresponding one-dimensional objects. If the one-dimensional methods involved possess some optimality features, this technique allows to achieve almost optimal error rates in higher dimensions, too. n is a so-called sparse grid. As was derived in FH96], its cardinality can be calculated recursively by the formula j? (d) n j = n X j=0 j? (1) j n ? (1) j?1 j j? (d?1) n?j j ; (1.2) where ? 1 ?1 = ;, provided that the one-dimensional grids ? (1) j are nested, that means ? : : : ? (1) n . This condition will be satis ed in all concrete realizations of Smolyak rules we consider in this paper. Note that in contrast to the total number of points in a regular tensor
, under some natural assumptions on the sequence (M n ), the number of points in the sparse grid ? (d) n is reduced to j? ) ; B(y)), x; y 2 G, we get that the class W B is the unit ball of the reproducing kernel Hilbert space generated by K.
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In FH96], the special case B(x; t) = operations simply by (1.11). We assume that the node sets are ordered in such a way that x 1 x 2 : : : x M and y 1 y 2 : : : y N . Let us mention that the node sets of many quadrature rules are ordered by their de nition. Then we determine for each j = 1; :::; M an index (j) such that x j y k for each k (j) and x j < y k for k > (j). Using this we can rewrite the direct formula (1.12) as follows Both sums in (1.14) can be calculated in O(M + N), if the inner sums are added up successively. We x r 0. Assume that there are reals p > 1, c 1 ; c 2 > 0 such that the number of nodes P n in the one-dimensional quadratures Q n satis es c 1 p n P n c 2 p n : This is a natural assumption for Smolyak quadratures. Fix n max and denote P = P nmax . Obviously, n max = O(log P). As was pointed out in FH96], the complexity of the whole recursion process is then O(P log P + d(log P) 4 ).
Numerical results
We will compare the L 2 -discrepancies e D r of two di erent Smolyak quadrature rules with rank-1 lattices, rank-2 lattices and Monte Carlo integration. The Smolyak rules are fully determined by the recursion (1.1) and the sequence (Q n ) (n = 0; :::; n max ) of one-dimensional quadratures. We will test two sequences used already in FH96]. In both quadratures Q 0 is chosen as the midpoint rule Q 0 f = f(0:5) ;
because otherwise the number of grid points would increase exponentially in d. As sequence (Q n ) (n 1) of one-dimensional rules the Smolyak rule TR uses the sequence of composite trapezoidal rules on 2 n subintervals, whereas CC takes the sequence of Clenshaw-Curtis rules using 2 n subintervals ( methods. As is only natural, the more general rank-2 methods showed even a slightly better performance than the rank-1 rules.
