It is a well-known fact that the Krylov space K j (H, x) generated by a skew-Hamiltonian matrix H ∈ R 2n×2n and some x ∈ R 2n is isotropic for any j ∈ N. For any given isotropic subspace L ⊂ R 2n of dimension n -which is called a Lagrangian subspace -the question whether L can be generated as the Krylov space of some skew-Hamiltonian matrix is considered. The affine variety HK of all skew-Hamiltonian matrices H ∈ R 2n×2n that generate L as a Krylov space is analyzed. Existence and uniqueness results are proven, the dimension of HK is found and skew-Hamiltonian matrices with minimal 2-norm and Frobenius norm in HK are identified. In addition, a simple algorithm is presented to find a basis of HK.
Introduction
On the other hand, H is called Hamiltonian if it satisfies J T 2n H T J 2n = −H. (Skew)-Hamiltonian matrices arise frequently in systems and control theory [2] or quadratic eigenvalue problems [10] . Those matrices can be interpreted as adjoint and skew-adjoint operators with respect to the indefinite bilinear form [x, y] := x T J 2n y on R 2n × R 2n . In fact, a skew-Hamiltonian matrix H ∈ R 2n×2n satisfies [x, Hy] = [Hx, y] for all x, y ∈ R 2n while [x, Ky] = [−Kx, y] holds for any Hamiltonian matrix K ∈ R 2n×2n . Matrices G ∈ R 2n×2n that preserve the inner product such that [Gx, Gy] = [x, y] holds for all x, y ∈ R 2n are called symplectic.
A vector subspace L ⊂ R 2n where x T J 2n y = 0 holds for all x, y ∈ L is called isotropic. Such subspaces arise from the indefiniteness of J 2n (which has eigenvalues +ı and −ı) and have no analogue for symmetric positive definite inner forms (i.e. scalar products). In fact, using that J 2n in (1) is skew-symmetric, that is J T 2n = −J 2n ,
x holds for any vector x ∈ R 2n , so necessarily x T J 2n x = 0. Consequently, any one-dimensional subspace Rx = span{x}, x ∈ R 2n , is isotropic. The maximum possible dimension of an isotropic subspace L ⊂ R 2n is n in which case L is called Lagrangian [2, Def. 6] . Such subspaces are well-studied and play a crucial role for structured decompositions of (skew)-Hamiltonian matrices [8] or the solution of algebraic Riccati equations [1] .
For any matrix A ∈ R 2n×2n and any vector x ∈ R 2n we call K j (A, x) = span x, Ax, A 2 x, . . . , A j−1 x the jth Krylov subspace for A and x. Certainly, dim(K j (A, x)) ≤ j holds for any j ∈ N. A large amount of the most efficient algorithms in numerical linear algebra is based on Krylov subspaces [11, 5] . The result from Proposition 1 is the starting point of our investigations. Along with its proof it can be found in [7, Prop. 3.3] . Proposition 1. Let H ∈ R 2n×2n be skew-Hamiltonian and x ∈ R 2n . Then the Krylov subspace K j (H, x) is isotropic for any j ∈ N.
It follows immediately from Proposition 1 and the discussion above, that dim(K j (H, x)) ≤ n holds for any skew-Hamiltonian H ∈ R 2n×2n , any x ∈ R 2n and any j ∈ N. If for j = n equality is attained, then K n (H, x) is Lagrangian. Now let L ⊂ R 2n be some arbitrary Lagrangian subspace and x ∈ L. A natural question is, whether there always exists a skew-Hamiltonian matrix H ∈ R 2n×2n such that L = K n (H, x).
We restate this question more precisely in Definition 1.
Definition 1. Let L ⊂ R 2n be a Lagrangian subspace with a given ordered basis B = (x 1 , . . . , x n ). We say that a skew-Hamiltonian matrix H ∈ R 2n×2n realizes L via B as a Krylov subspace, if the relation
holds for all k = 1, . . . , n − 1. The set of all skew-Hamiltonian matrices H ∈ R 2n×2n satisfying (2) is denoted either by HK(x 1 , . . . , x n ) or HK(B).
The main purpose of this work is the analysis of HK(B), that is, the subset of skew-Hamiltonian matrices H ∈ R 2n×2n realizing a given ordered basis B = (x 1 , . . . , x n ) of a Lagrangian subspace L ⊂ R 2n as a Krylov subspace through the relations stated in (2) . In particular:
(a) We show how to construct a particular skew-Hamiltonian matrixĤ in HK(x 1 , . . . , x n ) (Theorem 1). In consequence, for any ordered basis (x 1 , . . . , x n ) of L the set HK(B) is proven to be nonempty. [ Section 3] (b) We show that HK(x 1 , . . . , x n ) is an affine subspace of the vector space of all skew-Hamiltonian matrices in R 2n×2n and prove that its dimension is n(n + 1)/2 (Theorem 3).
[ Section 4] (c) We prove that the particular matrixĤ ∈ HK(x 1 , . . . , x n ) constructed in Theorem 1 has minimal 2-norm and minimal Frobenius norm among all matrices in HK(x 1 , . . . , x n ) (Theorems 4 and 7). [Section 5] (d) We present a simple algorithm (Algorithm 2) that computes a orthonormal basis of HK(x 1 , . . . , x n ) with respect to the Frobenius scalar product on R 2n×2n × R 2n×2n . [ Section 6] In Section 2 we introduce some notation required in the sequel along with a couple of auxiliary results used for subsequent proofs.
Preliminary results
The set of all skew-symmetric matrices A = −A T in R m×m is denoted by S(m) whereas the notation H(2n) is used for the set of all skew-Hamiltonian matrices A = J T 2n A T J 2n ∈ R 2n×2n . Occasionally, we use the short-hand- 
As J 2n is nonsingular, the mapping A → J T 2n A provides an automorphism on R 2n×2n . Therefore, we obtain from Proposition 2 that
Consequently, H(2n) is (as S(2n)) a vector subspace of R 2n×2n and we have dim(H(2n)) = dim(S(2n)) = 2n(2n−1)/2 = n(2n−1). For most of our investigations, we may confine ourselves to considering skew-symmetric matrices first followed by an application of Proposition 2. For any skew-symmetric matrix
we collect the elements s i,j , 1 ≤ i < j ≤ n from the strict upper triangle of S row-wise in a (column) vector φ(S) ∈ R n(n−1)/2 , i.e. we define φ(S) := s 1,2 s 1,3 · · · s 1,n s 2,3 · · · s 2,n s 3,4 · · · s n−1,n T .
As the mapping S → φ(S) is an isomorphism between S(n) and R n(n−1)/2 , any S ∈ S(n) may be uniquely identified with its vector of coefficients φ(S).
As usual, if v ∈ R n(n−1)/2 , then φ −1 (v) denotes the unique matrix S ∈ S(n) that satisfies φ(S) = v. Throughout this work, the terms φ −1 (·) and φ(·) will always refer to this relation. If A ∈ R n×m with n > m and rank(A) = m, we denote the Moore-Penrose-pseudoinverse of A by A + . Notice that A + ∈ R m×n satisfies A + A = I m and that A + is explicitly given as (
Regarding the relations in (2), we begin by analyzing the question under which conditions for two arbitrary vectors x, y ∈ R 2n there exists a skew-Hamiltonian matrix H ∈ H(2n) mapping x to y. To this end, recall that the 2-norm of a vector x = [ x 1 · · · x n ] T ∈ R n is defined as usual by Proof. Let x, y ∈ R 2n be given with x T J 2n y = 0. Setỹ := J 2n y and
Then S is skew-symmetric (by construction) and
Thus Sx =ỹ = J 2n y, i.e. J T 2n Sx = y. Now the matrix H := J T 2n S is skew-Hamiltonian according to Proposition 2 and satisfies Hx = y. Next, assume that Hx = y holds for some H = J T 2n S ∈ H(2n) with S ∈ S(2n). Then Sx = J 2n y follows and thus 0 = x T Sx = x T J 2n y holds since S is skew-symmetric.
Subsequently, we make essential use of the fact that the equation Hx = y for two given vectors x, y ∈ R 2n and some unknown H ∈ H(2n) can be formulated as a linear system of equations with respect to the (yet unknown) entries of H (see Proposition 4 below). To do so, we need the following Definition 2.
Definition 2.
For each x = [ x 1 x 2 · · · x 2n ] T ∈ R 2n and all k = 1, . . . , 2n − 1 we define the matrices 
Example 1. Consider the problem of finding some H = J T 2n S ∈ H(4) that solves the linear system Hx = y for given x, y ∈ R 4 with x T J 4 y = 0. This is equivalent to finding S ∈ S(4) for which Sx = J 4 y =:ỹ holds. In general, the system Sx =ỹ takes the following form
This yields four linear equations for the unknowns s i,j , 1 ≤ i < j ≤ 4, i.e.
In matrix notation this can be rewritten as
H is a skew-Hamiltonian matrix that satisfies Hx = y. On the other hand, if Hx = y holds, then φ(J 4 H) solves (6).
According to Proposition 3, (5) has a solution v ∈ R n(2n−1) if and only if
always holds for any nonzero x ∈ R 2n . In accordance with Proposition 4 we conclude: given a set of vectors
. . . . . .
where φ(S) is the vector of coefficients defined in (3) uniquely corresponding to S ∈ S(2n). As F = F (x 1 , . . . , x m ) ∈ R 2nm×n(2n−1) , notice that this is an underdetermined system for m ≤ n − 1 while it is overdetermined for m > n − 1. According to Proposition 3, a necessary condition for (7) to have a solution is (x k ) T J 2n y k = 0 for all k = 1, . . . , m. It is easy to construct counterexamples which show that these conditions alone are not sufficient to guarantee the existence of a solution to (7) .
Construction and Existence
According to Proposition 1, any n-dimensional subspace L ⊂ R 2n for which there exists some ordered basis (x 1 , . . . , x n ) and a skew-Hamiltonian matrix H ∈ H(2n) such that Hx k = x k+1 holds for all k = 1, . . . , n − 1 must be Lagrangian. The natural inverse question is, if there exists a skew-Hamiltonian matrix H ∈ H(2n) for any given Lagrangian subspace L ⊂ R 2n with a prescribed ordered basis B = (x 1 , . . . , x n ) realizing L via B in the sense of Definition 1. This question is answered in Theorem 1 with an explicit construction.
Theorem 1. Let L ⊂ R 2n be a Lagrangian subspace and B = (x 1 , . . . , x n ) any ordered basis of L. Then there exists a skew-Hamiltonian matrix H ∈ R 2n×2n that realizes L via B as a Krylov subspace.
Proof. We define
Denoting by X + L ∈ R n−1×2n the Moore-Pensore-pseudoinverse of X L , we have that X + L X L = I n−1 since X L has full (column) rank. Now we define K :=
The matrix S is (by construction) skew-symmetric. Moreover, since X + L x k = e k (where e k denotes the kth column of I n−1 ) holds for all k = 1, . . . , n − 1, we obtain
where we used the fact that L is a Lagrangian subspace, i.e. X T R J 2n x k = 0 for all k = 1, . . . , n − 1. Thus it holds that Sx k = J 2n x k+1 , or equivalently J T 2n Sx k = x k+1 , for all k = 1, . . . , n − 1. Finally, the matrix
is skew-Hamiltonian and satisfiesĤx k = x k+1 for all k = 1, . . . , n − 1.
In other words, Theorem 1 states that HK(x 1 , . . . , x n ) = ∅ for any set of linearly independent vectors x 1 , . . . , x n spanning a Lagrangian subspace L ⊂ R 2n . Notice that the matrixĤ = K + K constructed in (9) can be expressed asĤ = (1/2) · (K +K ) whereK = 2K. Analogously to the situation for symmetric and skew-symmetric matrices (see, e.g., [4, Sec. 2]), H ∈ H(2n) is closest toK in the sense that
holds for any submultiplicative and unitarily invariant matrix norm · 2 . From Theorem 1 we get the following result as an immediate consequence: Corollary 1. Let L ⊂ R 2n be a Lagrangian subspace and (x 1 , x 2 , . . . , x n ) any ordered basis of L. Then the (underdetermined) linear system
always has a solution.
Remark 1. If L ⊂ R 2n is an isotropic subspace of dimension m < n with some ordered basis B = (x 1 , . . . , x m ), a skew-Hamiltonian matrix H ∈ R 2n×2n that satisfies Hx k = x k+1 for all k = 1, . . . , m − 1 can be set up in a similar way as described in the proof of Theorem 1 with
In consequence of Remark 1, any ordered basis (x 1 , . . . , x m ) of an isotropic subspace L ⊂ R 2n of dimension m ≤ n can be realized through the relation Hx k = x k+1 , k = 1, . . . , m, as a Krylov subspace of some skew-Hamiltonian matrix H ∈ R 2n×2n .
In Section 4 we will show that the linear system (10) always has infinitely many solutions although the matrix F = F (x 1 , . . . , x n−1 ) appearing in (10) is always vastly rank deficient. Before we consider the linear system (10) more closely, we present some basic properties ofĤ ∈ HK(x 1 , . . . , x n ) defined in (9) that follow straightly forward from its definition.
Corollary 2. Let L ⊂ R 2n be a Lagrangian subspace and B = (x 1 , x 2 , . . . , x n ) any ordered basis of L. Set K := X R X + L using the definitions from (8) . Then
Proof. Recall that (x j ) T J 2n x k = 0 holds for all j, k = 1, . . . , n, since L is Lagrangian. The proof now follows immediately from the observation that
In particular, for KK we obtain
Similarly, K K = 0 follows by observing that X T R J 2n X R = 0 holds. Matrices K ∈ R 2n×2n with the property KK = K K are called J 2nnormal. This type of matrices was investigated in, e.g., [6] .
Recall that a matrix A ∈ R n×n is called nilpotent of index k ∈ N if A k−1 = 0 and A k = 0 holds. For some orthogonal basis of a Lagrangian subspace we have the following result. Corollary 3. Let L ⊂ R 2n be a Lagrangian subspace and B = (x 1 , x 2 , . . . , x n ) any ordered orthonormal basis of L. Set K := X R X T L using the definitions from (8) . Then the matrixĤ = K + K ∈ HK(B) is nilpotent of index n.
Proof. First note that, as x 1 , . . . , x n are orthogonal,Ĥ = K + K coincides withĤ in (9) since X + L = X T L . ThusĤ ∈ HK(B). Due to the relations X T L J 2n X L = 0 and X T R J 2n X R = 0 it is verified straightly forward that
holds for all k ∈ N. Due to the orthogonality of x 1 , . . . , x n we have
from which it follows directly that (X T L X R ) n−1 = 0. This in turn implieŝ H n = 0 and proves the result.
is a solution of (10). Therefore, ifv is one particular solution of (10), e.g. v = φ(J 2nĤ ) forĤ as defined in (9), then any solution v ∈ R n(2n−1) of (10) has the form v =v + w for some w with
Let null(F ) denote the (right) nullspace of F = F (x 1 , . . . , x n−1 ), i.e. the vector subspace of R n(2n−1) of all solutions to (11) . Then the solution set of (10) is the affine subspacev + null(F ) consisting of all elementsv + w with w ∈ null(F ).
is a basis of the R-vector space H 0 ⊂ H(2n) of all skew-Hamiltonian matrices H 0 that satisfy H 0 x k = 0 for all k = 1, . . . , n − 1. Consequently,
is the affine subspace of H(2n) consisting of all skew-Hamiltonian matrices that realize L via B = (x 1 , . . . , x n ) as a Krylov subspace. As an affine subspace, HK(B) is certainly a convex and connected subset of H(2n). A reasonable measure for the size of HK(B) would be the dimension d of H 0 , which is equal to the dimension of null(F ). where F (x 1 , . . . , x n−1 ) is the matrix appearing in (11) .
The exact determination of dim null(F (x 1 , . . . , x n−1 )) requires some work and is addressed in the next section. 4 The dimension of HK(x 1 , . . . , x n )
The following Theorem 2 provides several auxiliary results on the matrices (4) for the definition of F k (x)). These will be useful for subsequent investigations since, according to (10), a matrix H = J T 2n S ∈ H(2n) satisfies Hx k = x k+1 for k = 1, . . . , n − 1 and given vectors x 1 , . . . , x n if and only if φ(S) is a simultaneous solution to the linear systems
Theorem 2.
1. Given some vector x ∈ R 2n it holds that
which proves the first claim.
1.(b) Now, for k = 1, . . . , 2n − 1, we define the family of trailing vectors
In particular,
Furthermore,
) holds for all k = 1, . . . , n−1 which can easily be seen from the definitions in (4) .
. . , 2n−1 according to 1.(a) and the second claim follows.
2.(a) Let
Then it follows from a direct computation that
Therefore,
This follows analogous to 1.(b). In particular,
Again,
) holds according to 2.(a) for all k = 1, . . . , 2n − 1, the claim follows.
The following Theorem 3 states the dimension of HK(x 1 , . . . , x n ) as defined in Definition 3.
Let F = F (x 1 , . . . , x n−1 ) denote the matrix defined for x 1 , x 2 , . . . , x n−1 in (11), where (x 1 , . . . , x n ) ∈ R 2n is a given ordered basis of a Lagrangian subspace L ⊂ R 2n . We will prove Theorem 3 in the upcoming subsection in two steps by showing
implying rank(F ) = 3n(n − 1)/2. As F ∈ R 2n(n−1)×n(2n−1) , we then obtain for the dimension of the (right) nullspace of F dim(null(F )) = n(2n − 1) − 3n(n − 1) 2 = n(n + 1) 2
and (15) follows. The proof of Theorem 3 will reveal that the property of x 1 , x 2 , . . . , x n−1 spanning a Lagrangian subspace is not important for the rank of F (although it is important for solving (10)). Therefore, for now, we only need to assume that x 1 , x 2 , . . . , x n−1 ∈ R 2n is a linearly independent set of vectors.
Proof of Theorem 3
We start by proving Part A, i.e. bounding rank(F ) from above. To this end, we begin our considerations with the obvious estimation rank(F ) ≤ 2n(n − 1)
for the rank of F . According to the relation from Theorem 2 1.(b), for k = 1, . . . , n − 1 the vectorŝ 
According to Theorem 2 2.(b) it follows that
. Therefore, defining for any pair (i, j), 1 ≤ i < j ≤ n − 1, the vector
i.e. (x j ) T and (x i ) T are located in the ith and jth 2n-block of the vector, the n−2 k=1 k = (n 2 − 3n + 2)/2 vectorŝ x 1,2 ,x 1,3 , . . . ,x 1,n−1 ,x 2,3 , . . . ,x 2,n−1 ,x 3,4 , . . . , . . . ,x n−2,n−1 are all left nullvectors of F . As they are all linearly independent (and, in particular, linearly independent ofx 1 , . . . ,x n−1 ), the rank estimation of F from (16) can be improved and we obtain
This proves Part A.
We claim that the rank of F always equals the estimate given in (17) as long as x 1 , . . . , x n−1 are linearly independent vectors in R 2n . Therefore, our next step is to prove Part B, that is rank(F ) ≥ 3n(n − 1)/2, which, in consequence, proves Theorem 3. To this end, let X T := x 1 x 2 x 3 · · · x n−1 , i.e. X ∈ R n−1×2n , and assume that X admits an LU decomposition 3
where each represents the first nonzero entry in its row (the elements marked by • are not of interest for the subsequent discussion and may be either zero or nonzero). Here,L ∈ R n−1×n−1 and U ∈ R n−1×2n . Set L :=L⊗I 2n , where ⊗ denotes the Kronecker product, and notice that L ∈ R 2n(n−1)×2n(n−1) is nonsingular. Now, with F as in (11) the relation
follows. Moreover, due to the nonsingularity of L, rank(F) = rank(F ) holds.
To prove the lower estimate rank(F ) ≥ 3n(n − 1)/2 it suffices to identify a set of 3n(n − 1)/2 linear independent columns of F. Before we present a general proof we illustrate the situation by considering two special cases 4 :
1. Assume the first nonzero entries per row in U marked by in (18) appear in the positions (1, 1), (2, 2), (3, 3), . . ., (n − 1, n − 1). That is, schematically U has the form
where u 1 1 = 0, u 2 2 = 0, . . . , u n−1 n−1 = 0 holds. Then, it is easy to see that F in (19) has a triangular-like shape in its leading columns. In particular, the first 3n(n − 1)/2 columns of F are linearly independent. This is sketched for size(F) = 24 × 28, i.e. n = 4, in Figure 1 (left plot) , where the first 3·4·(4−1)/2 = 18 columns are obviously linearly independent.
2. Now assume the first nonzero entries per row in U marked by in (18) appear in the positions (1, n + 2), (2, n + 3), . . ., (n − 1, 2n). That is, Figure 1 : The spy plots show the nonzero structure of F for U as in (20) (left plot) and for U as in (21) (right plot). Elements in F which are guaranteed to be nonzero (due to the form of U ) are marked by red squares. In both cases, F has at least rank 3n(n − 1)/2.
In this case, all nonzero columns of F are linearly independent. In fact, the number of nonzero columns in F is again 3n(n − 1)/2. This is sketched for size(F) = 24 × 28, i.e. n = 4, in Figure 1 (right plot).
In general U can have a stair-like form which corresponds neither to the form in (20) nor to the form (21). Therefore, to capture the most general case, assume the first nonzero entries per row in U are in the positions (1, k 1 ), (2, k 2 ), (3, k 3 ), . . . , (n − 1, k n−1 ) where 1 ≤ k 1 < k 2 < k 3 < · · · < k n−1 ≤ 2n. That is, we assume that U has the form
Moreover, we partition F as
so that F = [ F 1 F 2 · · · F 2n−1 ]. For the subsequent discussion, recall from Definition 2 that
To identify a set of 3n(n−1)/2 linearly independent columns of F we proceed as follows: First set U = {}.
1. We will consider the matrices F s from (23) for s = 1, . . . , 2n−1 one after another. From each F s we will choose certain columns (as described below) and add these vectors to U.
2. Every time we enlarge U, we take care that the vectors in U remain to be linearly independent.
3. As soon as we are done, we will show that U contains exactly 3n(n−1)/2 linear independent columns.
Then the proof is complete since we have identified a set of 3n(n − 1)/2 linear independent columns of F. We now prove Part B, that is, bounding rank(F ) from below.
Assume U is given as in (22). In addition, define k 0 = 0, k n = 2n − 1 and, for each j, 1 ≤ j ≤ n − 1, j := 2n − k j + 1. Then the following is true for all F s , 1 ≤ s ≤ k 1 − 1:
(a) For any j, 1 ≤ j ≤ n − 1, the element u j k j appears exactly once in F s , namely in the position (1, 2n − s − j ) in G s (u j ).
(b) As for any u j k j the elements u d k j for d > j are zero, there are only zero entries in the position ( 
In consequence, (a) and (b) imply that u 1 k 1 , . . . , u n−1 k n−1 appear in n − 1 distinct and linearly independent columns in F s for each s, 1 ≤ s ≤ k 1 − 1. In addition, we have (c) For any j, 1 ≤ j ≤ n − 1, the entries in the first row of G s (u j ) where u j k j shows up (as described in (a)) are the only nonzero entries in this whole row of F.
According to (c), collecting the n − 1 columns containing u 1 k 1 , . . . , u n−1 k n−1 from F s for all s = 1, . . . , k 1 −1 gives a set of (k 1 −1)(n−1) linear independent columns of F. We add these distinguished vectors to U. Next, consider F k 1 where the following statements hold:
(i) The element u 1 k 1 appears in F k 1 exactly in the positions (2, 1), (3, 2), . . . , (2n − k 1 + 1, 2n − k 1 ) in G k 1 (u 1 ). Therefore, the element u 1 k 1 shows up in all columns of F k 1 once.
(ii) Consider the 2n − k 1 rows of [ F 1 F 2 · · · F k 1 −1 F k 1 ] where the element u 1 k 1 shows up in G k 1 (u 1 ) as described in (i). In each of these rows the single appearance of u 1 k 1 is the only nonzero entry.
It follows from (i) and (ii) that all 2n − k 1 columns of F k 1 are linearly independent. Moreover, adding these 2n − k 1 vectors to U keeps on the linear independence of U and we have identified a set of (k 1 − 1)(n − 1) + (2n − k 1 ) linear independent vectors from the columns of [
Now, for all t = 1, . . . , n − 2, we consider the submatrices F s , k t + 1 ≤ s ≤ k t+1 . In each F s , k t + 1 ≤ s ≤ k t+1 − 1, exactly the elements u j k j show up for j > t (similar as in (a) above). Moreover, in F k t+1 the element u t+1 k t+1 shows up in every column (similar as in (i) above). An analogous pattern as in (a), (b), (c), (i) and (ii) continues. In particular, the following statements hold: It follows from (a') and (b') that u j k j , j = t + 1, . . . , n − 1, appear in n − 1 − t distinct and linearly independent columns in F s for each s, k t + 1 ≤ s ≤ k t+1 − 1. Moreover, these are linearly independent to those from U since: (c') For any j, t < j ≤ n − 1, the entries in the first row of G s (u j ), k t + 1 ≤ s ≤ k t+1 − 1, where u j k j shows up (as described in (a')) are the only nonzero entries in this whole row of F.
For all t = 1, . . . , n − 1 we may thus add the (k t+1 − k t − 1)(n − 1 − t) columns characterized above to U. Analogously to (i) and (ii) we have (i') The element u t+1 k t+1 appears in F k t+1 exactly in the positions (2, 1), (3, 2), . . . , (2n − k t+1 + 1, 2n − k t+1 ) in G k t+1 (u t+1 ). Therefore, the element u t+1 k t+1 shows up in all columns of F k t+1 once.
(ii') Consider the 2n − k t+1 rows of
where u t+1 k t+1 shows up in G k t+1 (u t+1 ) as described in (i'). In each of these rows the single appearance of u t+1 k t+1 is the only nonzero entry.
For all t = 1, . . . , n − 2 we may also add the 2n − k t+1 linear independent columns of F k t+1 to U without destroying its linear independence. We now determine the cardinality of U. To this end, the following table summarizes how many linearly independent vectors have been added to U in each step.
Submatrix of F linear independent vectors
Thus we have identified a set of
linearly independent columns in F. Evaluating (24) is straight forward but a little messy (although rewriting (24) reveals several telescopic sums which simplify the terms). Nevertheless, all k j -terms cancel out and evaluating (24) gives the number 3n(n−1)/2. Thus, in general, rank(F ) ≥ 3n(n−1)/2 which proves Part B.
For any set of linearly independent vectors x 1 , . . . , x n−1 we thus have rank(F ) = 3n(n − 1)/2 and (15) follows.
Minimum Norm Approximation
According to Theorem 3, the set HK(B) of skew-Hamiltonian matrices H ∈ S(2n) that realize some ordered basis B = (x 1 , . . . , x n ) of a given Lagrangian subspace L ⊂ R 2n as a Krylov space through the relation Hx k = x k+1 , k = 1, . . . , n − 1, is a n(n + 1)/2-dimensional affine subspace of H(2n).
In this section, we will identify matrices H ∈ HK(B) with optimal (i.e. minimal) values for the · F and · 2 matrix norms.
Matrices in HK(B) having minimal values for · F
Recall that the · F -norm (Frobenius norm) of a matrix A = [a i,j ] ij ∈ R n×n can be expressed as Theorem 4. Let L ⊂ R 2n be a Lagrangian subspace and B = (x 1 , . . . , x n ) any ordered basis of L. Set K := X R X + L using the definitions from (8) . HK(B) is the unique matrix with smallest · F -norm among all matrices in HK(B).
Proof. Let W ∈ H 0 be arbitrary and recall that W x k = 0 holds for all k = 1, . . . , n−1. As W = W is skew-Hamiltonian, W x k = J T 2n W T J 2n x k = 0, which implies that W T J 2n x k = 0 holds as well for all k = 1, . . . , n − 1. Now consider W TĤ and observe that
since W X L = 0. In conclusion, tr(W TĤ ) = 0 holds for any W ∈ H 0 . Due to the transposition invariance of tr(·), tr(Ĥ T W ) = 0 follows immediately for every W ∈ H 0 . Now let H :=Ĥ − W for some W ∈ H 0 be an arbitrary element from HK(B). Then 
Therefore, H F ≥ Ĥ F holds for all H ∈ HK(B). In particular, equality (25) is achieved if and only if W 2 F = 0, i.e. W F = 0. This, however, means W = 0 since · F is a norm. In conclusion,Ĥ is the unique matrix with minimum Frobenius norm in HK(B).
Matrices in HK(B) having minimal values for · 2
In this section we show thatĤ from Theorem 4 also reaches minimal possible values for H 2 among all matrices in H ∈ HK(x 1 , . . . , x n ). Recall that for any A ∈ R n×n we have
Moreover, keep in mind that A 2 is also equal to √ λ max , where λ max denotes the largest eigenvalue of the symmetric (positive semidefinite) matrix A T A [3, Sec. 2.3.3]. We start by considering the case where (x 1 , . . . , x n ) is an ordered orthogonal basis of some Lagrangian subspace L ⊂ R 2n .
Theorem 5. Let L ⊂ R 2n be a Lagrangian subspace and B = (x 1 , . . . , x n ) any ordered orthonormal basis of L. Set K := X R X T L using the definitions from (8) . ThenĤ = K + K is a matrix with smallest · 2 -norm among all matrices in HK(B). In particular, Ĥ 2 = 1.
Proof. Let H ∈ HK(B) and notice that for any choice of k, 1 ≤ k ≤ n − 1, it holds that
Hx 2 ≥ Hx k 2 = x k+1 2 = 1.
Thus 1 ≤ H 2 holds for any H ∈ HK(B). Now H 2 = √ λ max , where λ max denotes the largest eigenvalue of H T H ∈ R 2n×2n . From the construction ofĤ and the properties X T R X R = X T L X L = I n−1 along with X T R J 2n X L = 0 we obtain
Using the relation (x j ) T J 2n x k = 0 for all j, k = 1, . . . , n, it is easily verified from (26) that x 1 , . . . , x n−1 , J T 2n x 2 , . . . , J T 2n x n are all eigenvectors ofĤ TĤ for the eigenvalue one. Moreover, x n and J T 2n x 1 are both eigenvectors ofĤ TĤ for the eigenvalue zero. By considering the matrix
one finds that Q T Q = I 2n holds, so the columns of Q are linearly independent.
In conclusion, x 1 , . . . , x n , J T 2n x 1 , . . . , J T 2n x n is a complete set of (orthogonal) eigenvectors forĤ TĤ corresponding solely to the eigenvalues zero and one. Thus Ĥ 2 = √ λ max = √ 1 = 1.
Theorem 6. Let L ⊂ R 2n be a Lagrangian subspace and B = (x 1 , . . . , x n ) any ordered basis of L. Set K := X R X + L using the definitions from (8) and H := K + K . Then Ĥ 2 = K 2 holds.
Proof. We have that Ĥ 2 = √ λ max where λ max denotes the largest eigenvalue ofĤĤ T . Similarly, K 2 is equal to √ µ max for the largest eigenvalue µ max of
and, computingĤĤ T using the relations X T L J 2n X R = 0 and X T R J 2n X L = 0,
Now we have a closer look at KK T = X R (X T L X L ) −1 X T R . First note that range(KK T ) ⊂ range(X R ) holds. Thus, if 0 = µ ∈ C is an eigenvalue of KK T with eigenvector 0 = z ∈ R 2n , then z ∈ range(X R ) = span{x 2 , . . . , x n }. Then
Therefore, any nonzero eigenvalue of KK T is also an eigenvalue ofĤĤ T . Now we show that any eigenvalue λ = 0 ofĤĤ T is also an eigenvalue of KK T .
First, set X := [ x 1 · · · x n ]. As any z ∈ R n with the property Xz = J T 2n Xz is necessarily zero (multiplying the equation by X + gives z = 0), the vectors x 1 , . . . , x n , J T 2n x 1 , . . . , J T 2n x n are linearly independent. In particular, they form a basis of R 2n . Accordingly, if 0 = λ ∈ C is an eigenvalue ofĤĤ T with eigenvector 0 = z ∈ R 2n , then
for some vectors z 1 , z 2 ∈ R n . We consider two special cases first:
(a) First assume z 1 = 0, i.e. z = J T 2n Xz 2 . Then
is an eigenpair of J T 2n (K T K)J 2n . As KK T and K T K have the same nonzero eigenvalues and since J T 2n (K T K)J 2n is a similarity transformation of K T K, this proves that λ is an eigenvalue of KK T .
(b) Now assume z 2 = 0, i.e. z = Xz 1 . Then
. Thus, λ is also an eigenvalue of KK T . Now consider the case z 1 = 0 and z 2 = 0 for z in (27). It follows directly from (a) and (b) above that
Recall that range(KK T ) ⊂ span{x 2 , . . . , x n } while range(J T 2n (K T K)J 2n ) ⊂ span{J T 2n x 1 , . . . , J T 2n x n−1 }. In particular, {x 1 , J T 2n x n } / ∈ range(ĤĤ T ). Thus, for (28) to hold it necessarily follows that z 1 1 = 0 and z 2 n = 0. Consequently,
it follows from (28) that
have to hold. These relations both imply that λ is an eigenvalue of KK T .
In conclusion, any nonzero eigenvalue ofĤĤ T is also an eigenvalue of KK T and so the nonzero eigenvalues of KK T andĤĤ T coincide. In particular, λ max = µ max and so Ĥ 2 = K 2 follows.
Before we state the analogous result to Theorem 4 for the · 2 -norm, we need some observations. To this end, let K = X R X + L = X R (X T L X L ) −1 X T L for some ordered basis (x 1 , . . . , x n ) of a given Lagrangian subspace L ⊂ R 2n as before (using the definitions from (8)). First notice that
As a consequence of the Courant-Fischer-Theorem, the maximum on the right-hand-side of (29) is attained forz ∈ R 2n ifz (with z 2 = 1) is an eigenvector for K T K for its largest eigenvalue µ max > 0. Then K 2 = Kz 2 . From (K T K)z = µ maxz it trivially follows thatz ∈ range(K T K). Moreover, since
range(K T K) ⊂ range(X L ). Thus,z ∈ range(X L ) and we conclude that
With (30) at hand we may now easily prove Theorem 7 below.
Theorem 7. Let L ⊂ R 2n be a Lagrangian subspace and B = (x 1 , . . . , x n ) any ordered basis of L. Set K := X R X + L using the definitions from (8) . Then H = K + K is a matrix with smallest · 2 -norm among all matrices in HK(B).
Proof. Let H =Ĥ − W be some element of HK(B) with W ∈ H 0 . Then, as K x k = 0 (due to the construction of K ) and W x k = 0 hold for all k = 1, . . . , n − 1, it follows that H,Ĥ = K + K and K all behave exactly identically on the subspace span{x 1 , . . . , x n−1 } = range(X L ). That means, for any y ∈ range(X L ) we have Hy =Ĥy = Ky. Using the result from Theorem 6 along with the observation in (30) we can estimate
Thus, Ĥ 2 ≤ H 2 holds for all matrices H ∈ HK(B), so Ĥ 2 is minimal among all matrices in HK(B).
Basis Computation
Let (x 1 , . . . , x n ) be a basis of some Lagrangian subspace L ⊂ R 2n . Recall that HK(x 1 , . . . , x n−1 ) =Ĥ +H 0 is an affine subspace of H(2n), whereĤ ∈ H(2n) denotes the matrix constructed in (9) and H 0 consists of all skew-Hamiltonian matrices H 0 that satisfy H 0 x j = 0 for all j = 1, . . . , n − 1. A matrix H ∈ H 0 can be found by solving the linear system (11), i.e. computing w ∈ R n(2n−1) such that F w = 0 and setting H := J T 2n φ −1 (w). Moreover, a basis of the subspace H 0 ⊂ H(2n) can be found by determining a basis w 1 , . . . , w ζ ∈ R n(2n−1) (ζ = n(n+1)/2) of null(F ) and defining
In this section, we derive a simple algorithm that computes a basis H 1 , . . . , H ζ directly without forming F .
To this end, recall that the mapping
that was already used for the proof of Theorem 4 actually defines a scalar product on R 2n×2n × R 2n×2n (the Frobenius scalar product). Equipped with this scalar product, R 2n×2n becomes a Hilbert space. From this point of view, two matrices K, M ∈ R 2n×2n are called orthogonal if K, M F = M, K F = 0. The Algorithm 2 presented below computes a basis H 1 , . . . , H ζ of H 0 that is orthonormal with respect to this scalar product, i.e. it holds that H j F = 1 for all j = 1, . . . , ζ and H j , H k F = 0 for any j = k. To understand Algorithm 2, first consider a linear system of equations Ax = b with A ∈ R m×n and b ∈ R m . Denote the m columns of A T by a 1 to a m so that Ax = b can be written as
The Kaczmarz algorithm is an iteration that, starting from some z 0 ∈ R m , computes the (k + 1)th iterate z k+1 as the orthogonal projection of z k onto the hyperplane a T i x = b i [9] . Hereby, the ith hyperplance is selected cyclically (starting with i = 1). Hence, for k ≥ 0 and z 0 ∈ R m given, the Kaczmarz iteration for the system Ax = b is given as
The following result is proven in [9, Cor. 7] and holds for any A ∈ R m×n as long as A has no row with all zeros (which is required to make sense of the expression in (31)):
Theorem 8. Applied to a linear system of equations Ax = 0 with A ∈ R m×n , the Kaczmarz iteration (31) with starting vector z 0 ∈ R m converges to the orthogonal projection of z 0 onto the (right) nullspace null(A) of A.
Now consider the application of Kaczmarz' method for the linear system (11) . Denoting the 2n rows of F 1 (x j ) F 2 (x j ) · · · F 2n−1 (x j ) by f T j,1 , . . ., f T j,2n for all j = 1, . . . , n − 1, the Algorithm 1 represents the cyclic Kaczmarz iteration (31) for solving F w = 0.
for any i and j, where e i denotes the ith column of I 2n (reconsider the matrix [ F 1 (x) F 2 (x) F 3 (x) ] from Example 1). Thus, having an arbitrary skewsymmetric matrix S 0 ∈ R 2n×2n as starting point, using the above relations the inner iteration (32) reads in matrix notation
In particular, S k+1 results from S k by subtraction of α(i, j, k)(x j ) T from the ith row of S k and addition of α(i, j, k)x j to the ith column of the resulting matrix. We have showed that the following Theorem 9 holds.
Theorem 9. The Kaczmarz iterations (32) and (34) are equivalent in the sense that, if both are initiated with z 0 ∈ R n(2n−1) (in (32)) and S 0 = φ −1 (z 0 ) ∈ R 2n×2n (in (34)), then it holds for any k ≥ 0 that S k = φ −1 (z k ). choose S 0 ∈ S(2n) with S 0 / ∈ span{S 1 , . . . , S −1 } at random 5: while S k X L > tol do 6: for i = 1, . . . , n − 1 do 7:
for j = 1, . . . , 2n do for t = 1, . . . , k − 1 do 16: 
where T (x 1 , . . . , x n−1 ) ⊥ = {T ∈ R 2n×2n : T, T j = 0 for all j = 1, . . . , ζ} and T 1 , . . . , T ζ are defined as above.
Proof. First consider the case = 1 in which rows 15 -18 do not apply. Then, with arbitrary starting point S 1 0 ∈ S(2n), according to Theorem 9 it holds that S 1 k = φ −1 (z k ), where z k it the kth iterate for the iteration (32) with starting vector z 0 = φ(S 1 0 ). ThenŜ 1 := lim k→∞ S 1 k is the orthogonal projection of S 1 0 onto T (x 1 , . . . , x n−1 ) with respect to ·, · F . Thus,Ŝ 1 is a skew-symmetric matrix with the property thatŜ 1 x j = 0 for all j = 1, . . . , n − 1. Moreover,Ŝ 1 = 0 if and only if S 1 0 / ∈ T (x 1 , . . . , x n−1 ) ⊥ . AssumingŜ 1 = 0, H 1 := J T 2n S 1 ∈ H(2n) with S 1 =Ŝ 1 / Ŝ 1 F is normalized and in H 0 . Now assume that = 2 so that one run of the loop in rows 15 -18 takes place. In particular, consider
Putting this back into vector notation, (36) can be rewritten as
since φ(S 1 ) T 2 2 = φ(S 1 ) T φ(S 1 ) = 1 2 tr((S 1 ) T S 1 ) = 1 2 S 1 2 F = 1 2 ·1 = 1 2 because of the normalization S 1 F = 1. Thus, in vector notation, the iteration in Algorithm 2 is equivalent to the standard Kaczmarz method from (31) applied to the linear system
As φ(S 1 ) ∈ null(F ), the appended row φ(S 1 ) T is linear independent of the rows of F . Therefore, rank(F ) = rank(F ) + 1 and dim(null(F )) = dim(null(F )) − 1. Switching back to matrix notation, for a given S 2 0 ∈ S(2n) the iteration thus converges to the orthogonal projection of S 2 0 onto T (x 1 , . . . , x n−1 ) ∩ {S 1 } ⊥ .
where {S 1 } ⊥ := {T ∈ R 2n×2n : T, S 1 = 0}. In consequence, the resulting matrixŜ 2 = lim k→∞ S 2 k will satisfyŜ 2 x j = 0 for all j = 1, . . . , n − 1 and Ŝ 2 , S 1 F = 0. In particular,Ŝ 2 will be nonzero if and only if it is not orthogonal to the space in (38), i.e. S 2 0 , T j F = 0 has to hold for at least one j, and S 2 0 / ∈ span{S 1 }. In conclusion, for = 2 and an appropriate choice of S 2 0 , Algorithm 2 converges and produces a matrix S 2 =Ŝ 2 / Ŝ 2 F ∈ S(2n) with S 2 F = 1 that is orthogonal to S 1 with respect to the Frobenius inner product ·, · F and satisfies S 2 x j = 0 for all j = 1, . . . , n − 1. Hence H 2 := J T 2n S 2 ∈ H 0 , it holds that H 2 F = S 2 F = 1 and H 2 , H 1 F = tr((S 2 ) T J 2n J T 2n S 1 ) = tr((S 2 ) T S 1 ) = 0.
For > 2 the procedure continues in the same fashion. In particular, for 2 < ≤ n(n + 1)/2 Algorithm 2 can be reformulated as the standard Kaczmarz iteration (31) applied to the linear system
where S 1 , . . . , S −1 have been computed in the iterations before. It holds that rank(F ) = rank(F ) + ( − 1) and dim(null(F )) = dim(null(F ) − ( − 1). For some starting matrix S 0 ∈ S(2n), the sequence S k , k ≥ 0, converges to the orthogonal projectionŜ = lim k→∞ S k of S 0 onto the subspace T (x 1 , . . . , x n−1 ) ∩ {S 1 , S 2 , . . . , S −1 } ⊥
where {S 1 , S 2 , . . . , S −1 } ⊥ = {T ∈ R 2n×2n : T, S j F = 0 for all j ≤ − 1}. In particular,Ŝ will be nonzero if and only if S 0 is not orthogonal to the space in (39). Thus for S :=Ŝ / Ŝ F it holds that S F = 1, S x j = 0 for all j = 1, . . . , n − 1 and S , S j F = 0 for all j = 1, . . . , − 1. Then H := J T 2n S ∈ H 0 is normalized as well and it follows that H is orthogonal to H 1 , . . . , H −1 with respect to ·, · F . This completes the proof.
Conclusions
In this work we analyzed the set HK(x 1 , . . . , x n ) of skew-Hamiltonian matrices H ∈ R 2n×2n that satisfy Hx k = x k+1 for all k = 1, . . . , n − 1 where (x 1 , . . . , x n ) is a basis of a given Lagrangian subspace L ⊂ R 2n . This implies that L = K n (H, x 1 ) is a Krylov subspace for H and that the sequence of vectors (H k x 1 ) k=0,...,n−1 is equal to (x 1 , . . . , x n ). The main results of this work can be summarized as follows:
• The set HK(x 1 , . . . , x n ) is always a nonempty affine subspace of H(2n) of dimension n(n + 1)/2 (Theorem 3).
• When X L = [ x 1 · · · x n−1 ] and X R = [ x 2 · · · x n ], the skew-Hamiltonian matrix
is always an element of HK(x 1 , . . . , x n ). It has minimum 2-norm and minimum Frobenius norm among all matrices in HK(x 1 , . . . , x n ) (Theorems 4 and 7).
• Under generic starting conditions Algorithm 2 always converges and computes a orthonormal basis of HK(x 1 , . . . , x n−1 ) (H 0 , respectively).
