We reveal a complexity chasm, separating the trinomial and tetranomial cases, for solving univariate sparse polynomial equations over certain local fields. First, for any fixed field K ∈ {Q 2 , Q 3 , Q 5 , . . .}, we prove that any polynomial f ∈ Z[x 1 ] with exactly 3 monomial terms, degree d, and all coefficients having absolute value at most H, can be solved over K in deterministic time log 9 (dH) in the classical Turing model. (The best previous algorithms were of complexity exponential in log d, even for just counting roots in Qp.) In particular, our algorithm generates approximations in Q with bitlength log 8 (dH) to all the roots of f in K, and these approximations converge quadratically under Newton iteration. On the other hand, we give a unified family of tetranomials requiring Ω(d log H) bits to distinguish the base-b expansions of their roots in K.
Introduction
The applications of solving systems of polynomial equations are legion: The real case permeates all of non-linear optimization as well as numerous problems in engineering. The p-adic case leads to many classical questions in number theory, and is close to many applications in cryptography, coding theory, and computational number theory. As such, it is important to understand the complexity of solving systems of polynomial equations over local fields. Furthermore, the complexity of solving structured systems -such as those with a fixed number of monomial terms or invariance with respect to a group action -arises naturally in many computational geometric applications and is closely related to a deeper understanding of circuit complexity (see, e.g., [16] ). Clearly, if we are to fully understand the complexity of solving sparse polynomial systems, then we should at least be able to settle the univariate case, e.g., classify when it is possible to separate and approximate roots in deterministic time polynomial in the input size.
Our first main result settles the univariate case, over a fundamental family of local fields admitting an analogue of Descartes' Rule. More precisely, thanks to 17th century work of Descartes, and 20th century work of Lenstra [18] and Poonen [22] , it is known that univariate polynomials with exactly t monomial terms have at most t O(1) roots in a fixed field K only when K is R or a finite algebraic extension of Q p for some prime p ∈ N. For instance, C is ruled out because x d − 1 has just 2 monomial terms but d distinct complex roots. Also, the Laurent series fields F p ((θ)) are ruled out by an elementary calculation [22] showing that z0,...,zt−2∈Fp (x 1 − z 0 − z 1 θ − · · · − z t−2 θ t−2 ) has exactly t monomial terms as a polynomial in F p [θ][x 1 ], but exactly p t−1 roots in F p [θ].
We'll use | · | p for the usual absolute value on C p , normalized so that |p| p = 1 p . Recall also that for any function f analytic on K, the corresponding Newton endomorphism is N f (z) := z − f (z) f ′ (z) , and the corresponding sequence of Newton iterates of a z 0 ∈ K is the sequence (z i ) ∞ i=0 where z i+1 := N f (z i ) for all i ≥ 0. Finally, we call any polynomial in Z[x 1 , . . . , x n ] having exactly t terms in its monomial term expansion an n-variate t-nomial. Remark 1.3. Efficiently solving univariate t-nomial equations over K in the sense of Theorem 1.1 is easier for t ≤ 2: The case t = 1 is clearly trivial (with 0 the only possible root) while the case (K, t) = (R, 2) is implicit in work on computer arithmetic from the 1970s (see, e.g., [7] ). We review the case (K, t) = (Q p , 2) with p prime in Theorem 2.15 of Section 2 below. ⋄ Despite much work on factoring univariate polynomials over Q p (see, e.g., [9, 12, 4, 5] ), all known general algorithms for solving (or even just counting the solutions of) arbitrary degree d polynomial equations over Q p have complexity exponential in log d. So Theorem 1.1 presents a new speed-up, and extends earlier work in [24] where it was shown that detecting roots in Q p for univariate trinomials can be done in NP for fixed p. We'll see in Section 3 how our speed-up depends on applying Yu's Theorem on linear forms in p-adic logarithms [32] . The key new ingredient in proving Theorem 1.1 is an efficient encoding of roots in Z/ p k from [17] (with an important precursor in [5] ).
1.1. The Chasm at Four Terms via Root Separation. Unfortunately, there are obstructions to attaining complexity polynomial in the input size, for solving univariate polynomial equations with sufficiently many terms. Indeed, our second main result is that the underlying root spacing changes dramatically already at 4 terms. Theorem 1.4. Consider the family of tetranomials
We clarify the dependence of our complexity bounds on p in Section 5. 2 This terminology has only been applied over C with µ = 2 so far [28] , so we take the opportunity here to extend it to Qp for p prime.
with h ∈ N, h ≥ 3, and d ∈ 4, . . . , e h even. Let H := max{ε ±2h }. Then f d,ε has distinct roots ζ 1 , ζ 2 ∈ K with | log |ζ 1 − ζ 2 | p | or log |ζ 1 − ζ 2 || of order Ω(d log H), according as (K, ε) = R, 1 2 or (K, ε) = (Q p , p). In particular, the coefficients of f d, 1 2 and p 2h f d,p all lie in Z and have bit-length O(log H). We prove Theorem 1.4 in Section 4. The special case K = R was derived earlier (in different notation) by Mignotte [20] . (See also [25] .) The case K = Q p with p prime appears to be new, and our proof unifies the Archimedean and non-Archimedean cases via tropical geometry (Newton polygons in particular). Note that Theorem 1.4 implies that the roots in K of a tetranomial can be so close that one needs Ω(d log H) many digits to distinguish their base-b expansions (for any fixed b) in the worst case.
Mignotte used the tetranomial f d, 1 2 in [20] to show that an earlier root separation bound of Mahler [19] , for arbitrary degree d polynomials in Z[x 1 ], is asymptotically near-optimal. We recall the following paraphrased version:
has degree d, all coefficients of (Archimedean) absolute value at most H, and is irreducible in
Our new algorithmic results are enabled by our third and final main result: Mahler's bound is far from optimal for t-nomials with t ≤ 3.
is irreducible, has exactly 3 monomial terms, degree d, and all coefficients of (Archimedean) absolute value at most H. Let ζ 1 , ζ 2 ∈ C p be distinct roots of f . Then | log |ζ 1 − ζ 2 | p | = O p log 4 (dH) .
We prove Theorem 1.5 (which arose from the unpublished Ph.D. thesis of author Zhu) in Section 3. Theorem 1.5 is in fact a p-adic analogue of a separation bound of Koiran [15] . Even sharper bounds can be derived for binomials and we review these bounds in Section 2.2.
Arbitrary Sparse Polynomials.
It is worth recalling that merely deciding the existence of roots over Q p for univariate polynomials (with an arbitrary number of monomial terms) is NP-hard with respect to randomized (ZPP, a.k.a. Las Vegas) reductions [24] . Put another way, this means that a polynomial-time algorithm for this problem would imply that NP ⊆ ZPP -a containment doubted by complexity theorists just as much as the equality P = NP [31] . Our paper is devoted to showing that a harder problem (giving a set of approximate roots over Q p of the correct cardinality) is doable in polynomial-time for trinomials, but not for tetranomials, for fixed p. Based on our results, we conjecture the following: Conjecture 1.6. For any fixed p and t, there is a polynomial-time algorithm that counts the roots in Q p of any input t-nomial f ∈ Z[x 1 ].
In particular, we expect the complexity to be exponential in t+log p, but polynomial in log(dH).
We also note that detecting roots in Q p for n-variate (n + 1)-nomials is known to be doable in NP [24] . However, speeding this up to polynomial-time, even for n = 2 and fixed p, hinges upon detecting roots in (Z/ p k ) 2 for bivariate trinomials of degree d in time (k + log d) O (1) . The latter problem remains open, but some progress has been made in author Zhu's Ph.D. thesis. On a related note, even counting points on trinomial curves over the prime fields F p in time log O(1) (pd) remains a challenging open question.
1.3. Acknowledgements. We thank Erich Bach and Bjorn Poonen for informative discussions on Hensel's Lemma.
Let us now review the necessary background for our proofs.
Background
2.1. Newton Polygons and Newton Iteration: Archimedean and Non-Archimedean. Definitive sources for p-adic arithmetic and analysis include [27, 26, 23] . We will only review a few facts necessary for our development. We use ord p : C p −→ Q for the standard p-adic valuation on C p , normalized so that ord p p = 1. The most significant (p-adic) digit of ∞ j=s a j p j ∈ Q p is simply a s , assuming a j ∈ {0, . . . , p − 1} for all j and a s = 0, i.e., a s is the digit being multiplied by the power of p with largest p-adic norm. The notion of Newton polygon goes back to 17th century work of Newton on Puiseux series solutions to polynomial equations. We will need variants of this notion over C p and C. (See, e.g., [30] for the p-adic case and [21, 1] for the complex case.):
with c i = 0 for all i and a 1 < · · · < a t . We then define Newt p (f ) (resp. Newt ∞ (f )) to be the convex hull of the set of points {(a i , ord p c i ) | i ∈ {1, . . . , t}} (resp. the convex hull of {(a i , − log |c i |) | i ∈ {1, . . . , t}}). We call an edge E of a polygon in R 2 lower if and only if E has an inner normal with positive last coordinate. We also define the horizontal length of a line segment E connecting (r, s) and (u, v) to be λ(E) := |u − r|. ⋄ Theorem 2.2. Following the notation above, when p is prime, the number of roots of f in C p of valuation v is exactly the horizontal length of the face of Newt p (f ) with inner normal (v, 1). Furthermore, if Newt ∞ (f ) has a lower edge E with slope v, and no other lower edges with slope in the open interval (v − log 3, v + log 3), then the number of roots ζ ∈ C of f with log |ζ| ∈ (v − log 3, v + log 3) is exactly λ(E), counting multiplicity.
The first portion of Theorem 2.2 goes back to early 20th century work of Hensel, while the second portion is an immediate consequence of [1, Thm. 1.5] (and has an important precursor in [21] ).
We will also use the following version of Hensel's famous criterion for the rapid convergence of Newton's method over C p :
] is a binomial, all of its roots in C are multiples of roots of unity that are evenly spaced on a circle. The same turns out to be true over C p , but the root spacing then depends more subtly on the degree and p. For convenience, we will sometimes write | · | ∞ instead of | · | for the standard norm on C. In summary, we have the following:
, c 1 c 2 = 0, and |c 1 |, |c 2 | ≤ H. Also let p ∈ {∞, 2, 3, 5, . . .} and let K p denote C or C p , according as p = ∞ or p is prime. Then for any distinct roots ζ 1 ,
for p prime and p ∤ d,
for p prime and p|d.
The case p = ∞ is immediate (using a very rough estimate for the distance between the vertices of a regular d-gon), while the case of prime p follows easily from the ultrametric inequality and classical facts on the spacing of p-adic roots of unity (see, e.g., [ . While we won't need Proposition 2.3 for our upcoming algorithms, it is an important precursor to our trinomial root separation bound (Theorem 1.5), and is algorithmically relevant for more general problems like approximating roots in angular sectors in C or finite extensions of Q p .
2.3.
Counting Roots of Binomials Over Q p . To efficiently solve a binomial f over Q p , it helps to first find a fast way to count the roots of f in Q p , and then to find a fast way to incrementally compute the base-p expansions of the roots of f in Q p . Counting roots over Q p is more involved than counting roots over R, but is still quite efficiently doable. For any ring R we will let R * denote the multiplicatively invertible elements of R.
with |c 1 |, |c 2 | ≤ H, c 1 c 2 = 0, and ℓ := ord p d. Then the number of roots of f in Q p is either 0 or gcd(d, p − 1). In particular, f has roots in Q p if and only if both of the following conditions hold: Corollary 2.6. Following the notation and assumptions of Lemma 2.4, one can count exactly the number of roots of f in Q p in time O log 3 (pdH) . Furthermore, for any such root ζ ∈ Q p there is an x 0 ∈ Z p 2ℓ+1 that is a root of the mod p 2ℓ+1 reduction of c1 p ordp c 1 + c2 p ordp c 2 x d 1 , and with z 0 := p ord p (c2/c1)/d x 0 ∈ Q an approximate root of f with associated true root ζ. In particular, the logarithmic height of z 0 is
At this point, one may wonder how one can find a suitable x 0 as in Corollary 2.6. Naive brute-force search can take time super-linear in p ℓ , but in the next section we'll see a combinatorial encoding enabling a much better time bound of O p log 2 (p) log gcd(d, p − 1) + log 3 (pdH) gcd(d, p − 1) .
2.4.
Trees and Roots in Z/ p k and Z p . A key tool we will need is a tree structure that will enable us to easily approximate the first few base-p digits of the roots of an arbitrary univariate polynomial.
The collection of pairs (f i,ζ , k i,ζ ) admits a tree structure that will give us a way of extending Hensel lifting to degenerate roots. i. We set f 0,0 := f , k 0,0 := k, and let (f 0,0 , k 0,0 ) be the label of the root node of
In particular, the labels of the nodes lie in Z[x] × N. ⋄
We call each f i,ζ a nodal polynomial of T p,k (f ). It is in fact possible to easily read off the roots of f in Z/ p k from T p,k (f ) [17] . We will instead use T p,k (f ), with k chosen via our root separation bounds, to efficiently count the roots of f in Z p (and thus in Q p via rescaling). Note that this f has exactly 4 roots in Q 17 : 1, 4 + 2 · 17 + · · · , 13 + 14 · 17 + · · · , and 16 + 16 · 17 + · · · . In particular, the most significant digits (1, 4, 13 , and 16) of these roots are exactly the roots in F 17 off 0,0 (the mod 17 reduction of f ); and the next digits (0, 2, 14, and 16) of these roots in Q 17 are exactly the roots in F 17 of the nodal polynomials f 1,ζ0 of the 4 child nodes. ⋄ It will be important to recall the following properties of nodal polynomials: Lemma 2.11. [17, Lemmata 2.2 & 3.6] Following the preceding notation, suppose i ≥ 1, ζ i−1 ∈ F p is a degenerate root of f i−1,µ with multiplicity m, and
Let n p (f ) denote the number of non-degenerate roots in F p of the mod p reduction of f .
Proof: First note thatf i,ζ having ζ i as a non-degenerate root in F p implies that ord p f ′ i,ζ (ζ i ) = 0. By Lemma 2.11, f i,ζ (x) = 1 p s f (ζ 0 + · · · + ζ i−1 p i−1 + p i x). So by Hensel's Lemma, ζ + ζ i p i lifts to a unique non-degenerate root of f in Z p . In particular, these lifted roots in Z p are distinct because they differ somewhere in their i + 1 most significant digits.
In other words, we have shown that
n p (f i,ζ ) is a lower bound on the number of non-degenerate roots of f in Z p . To see that we obtain all nondegenerate roots of f in Z p this way, simply note that any non-degenerate root ρ of f has a unique mod p k reduction, by our definition of k. So we are done. 
Trees and Solving Binomial Equations

Proof:
Note that any root ζ 0 ∈ F p off must be nonzero. With our tree-based encoding of p-adic roots in place, we can now prove that it is easy to find approximate roots in Q p for binomials when p is fixed.
] is a binomial of degree d with coefficients of absolute value at most H, f (0) = 0, γ = gcd(d, p − 1), and {ζ 1 , . . . , ζ γ } is the set of roots of f in Q p . Then in time O p log 2 (p) log γ + log 3 (pdH)γ , we can find, for all j ∈ {1, . . . , γ}, a z 0 ∈ Q of logarithmic height O log dH 1/d that is an approximate root of f with associated true root ζ j .
An algorithm that proves Theorem 2.15, and more, can be outlined as follows: Remark 2.17. While we have strived for simplicity in Algorithm 2.16, its complexity is obviously super-linear in p, visà vis Step 7. However, since our main goal is to prove polynomial-time deterministic complexity for fixed p, the dependence on p does not matter for our theoretical purposes. If one allows randomization then there are techniques that can considerably improve the practical complexity (see, e.g., [3, Ch. 7, Sec. 3] ). ⋄ Proof of Theorem 2.15: It clearly suffices to prove the correctness of Algorithm 2.16, and then to establish a sufficiently good complexity bound.
Correctness: Theorem 2.2 implies that Step 1 merely checks whether the valuations of the roots of f in C p in fact lie in Z, which is necessary for f to have roots in Q p .
Steps 2 and 3 merely involve substitutions of the form x 1 ← p δ x 1 and x 1 ← x −1 1 , and it is elementary to check that the bit length of any resulting approximate roots in Q remains within O log dH 1/d . Lemma 2.4 implies that Steps 4-5 merely check that the coset of roots of f in C p intersects Z p .
Step 6 is merely the application of an automorphism of F * p (that preserves the existence of roots off in F * p ) that enables us to work with a binomial of degree γ (< d).
Steps 7-10 then clearly find the correct coset of F * p that makes f vanish. In particular, since F * p is cyclic, Step 9 clearly gives the correct output if ℓ = 0. If ℓ > 0 then each nodal polynomial f 1,ζ0 is of degree ≤ 1 (thanks to Lemma 2.14) and, by Definition 2.7, its unique root in Z/ p 2ℓ+1−s determines the next 2ℓ + 1 − s base-p digits of a unique root of f in Z p . (See also the proof of [17, Lemma 1.5].) So Steps 8-10 indeed give us suitable approximants in Q to all the roots in Z p of (our renormalized) f in Z p . So our algorithm is correct.
Note also that the outputs, being numbers in Z/ p 2ℓ+1 , rescaled by a factor of p ord p (c2/c1)/d , clearly each have bit-length O ord p (d) log(p)
. Complexity Analysis: Via Corollary 2.6, and some additional elementary bit complexity estimates for modular arithmetic, it is clear that, save for Steps 7-10, Algorithm 2.16 has complexity O(γ log 3 (pdH)). Evaluating a γth power mod p takes time O(log(γ) log 2 p) via recursive squaring (using grade-school multiplication).
Step 7 (whose complexity dominates that of Steps 8-10), consists of no more than p − 1 evaluations of a γth power mod p. This takes time O p log 2 (p) log γ so we are done.
Separating Roots of Trinomials in Q p : Proving Theorem 1.5
In the last section, we saw that we could pick a moderately-sized ℓ and then lift roots of a binomial in Z/ p 2ℓ+1 to roots in Z p . The same strategy will work for trinomials, but it will be much harder to prove that a moderately-sized ℓ exists.
Toward this end, let us first recall the following version of Yu's Theorem:
Suppose p is any prime; let α 1 , . . . , α n be n (≥ 2) nonzero rational numbers, with α i = r i /s i the reduced fraction for each i; and b 1 , · · · , b n are integers not all zero. Then α b1 1 · · · α bn n = 1 implies that α b1 1 · · · α bn n − 1 has p-adic valuation bounded from above by
log Ai log(4B) max log(2 12 · 3n(n + 1) log An), log p n , where B := max{|b 1 |, . . . , |b n |, 3}, and A 1 , . . . , A n are real numbers such that A 1 ≤ · · · ≤ A n and, for each j, A j ≥ max{|r j |, |s j |, p}.
In order to prove our separation bound for roots of trinomials, we will follow three steps for a given trinomial f : To expand on this approach, first note that by a simple computation, we obtain the following useful formula: 
We want to show that if m is as in Proposition 3.2 then |f (m)| p cannot be too small if it is nonzero.
] be a square-free trinomial and s the input size of f .
If f ′ (m) = 0 at some point m ∈ C p then |f (m)| p ≥ exp(−O(ph 4 p /(log p) 3 )), for h p = max{s, log p}.
Proof: By Proposition 3.2, ordp(f (m)) = ordp(c1 + bm a 2 (1 − a2/a3))
Clearly ord p (c 1 ) ≤ s/ log p. In order to bound the second summand of ( * ), we claim that it suffices to bound , we get M = ord p (T a3−a2 − 1) = a3−a2 j=1 ord p (T − ζ j ). The the second summand of ( * ) is exactly ord p (T − ζ a3−a2 ). Suppose ord p T < 0. Then for each i ∈ {1, . . . , a 3 − a 2 } we have ord p (T − ζ j ) = ord p T < 0. This is because roots of unity always have p-adic valuation 0 regardless of the choice of p. Then we must have ord p (f (m)) ≤ ord p (a)+ord p (T −ζ a3−a2 ) ≤ s/ log p, and the conclusion of the lemma is immediate. Now suppose ord p T ≥ 0. Then for each j, ord p (T − ζ j ) ≥ j ord p (ζ) = 0, and M ≥ ord p (T − ζ j ), thus proving the claim.
Thanks to the ultrametric inequality we can effectively bound |f ′ (x)| p for |x| p ≤ 1 with f ′ (x) = 0. Lemma 3.4. Following the notation above, assume f is a square-free trinomial. Then |x| p ≤ 1 =⇒ |f ′ (x)| p ≤ 1.
Proof: As c 2 , c 3 ∈ Z p , a 2 , a 3 ∈ Z, a 3 > a 2 ≥ 1, and |x| p ≤ 1, we have ord p (c 2 a 2 x a2−1 ) = ord p (c 2 ) + ord p (a 2 ) + (a 2 − 1) ord p (x) ≥ 0.
Similarly, ord p (c 3 a 3 x a3−1 ) ≥ 0. Then simply observe that:
To conclude our approach we state the following scaled version of p-adic Rolle's Theorem, which follows immediately from [23, Thm., pg. 316, Sec. 2.4] .
be a polynomial with two distinct roots x 1 , x 2 ∈ C p , having |x 1 − x 2 | p = cp 1/(p−1) for some constant c > 0. Then its derivative f ′ has a root m within p-adic distance c of both x 1 and x 2 .
We now prove our third and final main result.
Proof of Theorem 1.5:
Suppose x 1 , x 2 are two distinct roots of f (x) = a + bx a2 + cx a3 . In particular, as we assume the constant term is nonzero, both the roots x 1 , x 2 are nonzero. Then we proceed by cases.
Case 1: (Both roots are small:
. Without loss of generality, assume that i = 1. So it suffices bound |m − x 1 | p from below.
As we assume f is square-free, f (m) = 0. Then by Lemma 3.3, |f (m)| p ≥ exp(−C 1 ph 4 p /(log p) 3 ), for h p = max{s, log p} and some constant C 1 . By applying Theorem 3.5 again, we see that there exists a ζ with |ζ| p ≤ 1 and such that
As f (m) = 0, then f ′ (ζ) = 0 and m = x 1 . Recall from Lemma 3.4 that |f ′ (ζ)| p ≤ 1,
. By picking an appropriate C depending on C 1 , the conclusion follows in this case.
Case 2: (Both roots are large:
are the roots of g with 1 x1 p , 1 x2 p < 1. By using the same argument in Case 1,
Case 3: (Only one root has norm > 1 > 1 > 1.) Without loss of generality, we may assume that |x 1 | p ≤ 1 < |x 2 | p . We then simply y-coordinate. So p 2 is a vertex of Newt ∞ (f ), and all edges with vertices to the right of p 2 have positive slope. Furthermore, the slopes of the line segments p 0 p 1 and p 0 p 2 are respectively −(h − 1) log(2) − log d and a number less than − 1 2 log(4 h − 0.059) − 1 2 d(h − 1) log 2. Since 2 h−1 < √ 4 h − 0.059 and log d < 1 2 d(h − 1) log 2 for all d ≥ 4 and h ≥ 3, we thus see that the slope of p 0 p 2 is more negative. So the leftmost lower edge of Newt ∞ (g) has vertices p 0 and p 2 . It is easily checked that the slope of this edge is less than −10.3, which is in turn clearly < −2 log 3. So by Theorem 2.2, there are two roots z 1 , z 2 of g such that
These two roots thus satisfy |z i | = 2 −Ω(dh) . Now, for i ∈ {1, 2},
Solving Trinomial Equations over Q p
Unlike the binomial case, the tree T p,k (f ) can have high depth for f an arbitrary trinomial. However, its structure will nevertheless be simple: For k sufficiently large, T p,k (f ) will be a subtree of the union of L chains of length ⌊(k − 1)/2⌋ emanating from a single root node. The number L will be the number of degenerate roots in F p off , and will turn out to be congruent to 0 or 1 mod p − 1. The lower limit for k to be "large" will be unwieldy, particulary as a function of p, but the lower limit will be small enough for us to obtain reasonable dependence on d and H: We will attain complexity p 2+o(1) log 9 (dH) in our algorithm.
We begin with an earlier result, also derived via Yu's Theorem:
] is a trinomial of degree d = a 3 > a 2 ≥ 1, with coefficients of absolute value at most H, p is any prime, p ∤ c 1 c 2 , and p|c 3 , then the sum of ord p f ′ (ζ) over all roots ζ ∈ C p of valuation 0 is O(p log 8 (dH)).
We point out out that while only the case gcd(a 2 , a 3 ) = 1 is derived in [24, Sec. 5] , the general case follows immediately from the gcd(a 2 , a 3 ) = 1 case by an application of the chain rule. It is also worth noting that while certain special cases (such as when a 2 , a 3 − a 2 , and a 3 are all relatively prime to p − 1) admit better bounds like log O(1) (pdH), there are several other vexing cases where there is no obvious technique other than to apply Yu's Theorem.
Lemma 5.2. Following the notation and assumptions of Theorem 5.1, suppose D is the maximum of ord p f ′ (ζ) over all roots ζ ∈ Z p of valuation 0,f has at least one degenerate root in F p , and k ≥ 2D + 1. Then T p,k (f ) has depth ≥ 1 and is a union of L chains of length ≤ ⌊(k − 1)/2⌋, where L is the number of degenerate roots of f . Moreover, the degree of any non-root nodal polynomial is at most 3. In particular, f 0,0 := f andf 0,0 (x 1 ) = x 1 (x 1 − 1) 9 . So 1 is a degenerate root off 0,0 and s(f 0,0 , 1) = 4. So then f 1,1 (x 1 ) = 21x 4 1 + 13x 3 1 + 5x 2 1 + 9 mod 27 andf 1,1 (x 1 ) = x 2 1 (x 1 − 1). We then see that 0 is a degenerate root off 1,1 and s(f 1,1 , 0) = 2. So f 2,1 (x 1 ) = 2(x 1 − 1)(x 1 − 2) mod 3.
There are a total of 4 non-degenerate roots for the nodal polynomials: 1 for f 0,0 , 1 for f 1,1 , and 2 for f 2,1 . These non-degenerate roots in F 3 then lift to the following roots of f in Z 3 : 0 + O(3 1 ), 1 + 1 · 3 + O(3 2 ), 1 + 0 · 3 + 1 · 3 2 + O(3 3 ), and 1 + 0 · 3 + 2 · 3 2 + O(3 3 ). A quick calculation via Maple's rootp command tells us that these are all the 3-adic rational roots of f .
As far as we are aware, this is the first example of a trinomial with 4 roots in Q 3 , each with most significant digit 1. Via a more careful look at T 3,k (f ) for trinomial f , one can in fact prove that no trinomial in Z[x 1 ] has more than 4 roots in Q 3 with most significant digit 1 (see author Zhu's Ph.D. thesis). For p ≥ 5 the optimal upper bound is 3 [2] , while for p = 2, the optimal upper bound is 6 [18] . ⋄ Remark 5.4. It is worth noting that, over a finite field, trinomials can only vanish on a small number of cosets in F q : Building on earlier results from [8, 6, 13] , Kelley and Owen have proved [14, Thm. 1.2] that c 1 +c 2 x a2 1 +c 3 x a3 1 ∈ F q [x 1 ], with q a prime power, vanishes at no more than 1 2 + q−1 δ cosets of the size δ subgroup of F * q , where δ = gcd(a 2 , a 3 , q − 1). In particular, this bound is optimal for F q an even degree extension of a prime field. For q prime, there is computational evidence (for all q ≤ 292, 837) that the number of such cosets might in fact just be O(log q) [10] . ⋄ Proof of Lemma 5.2: First note that Lemma 2.11 implies that k ≥ 2D + 1 guarantees that s(f 0,0 , ζ 0 ) ≤ k − 1, so there is a child node corresponding to each degenerate root off 0,0 . Now suppose ζ 0 is a nonzero degenerate root off of multiplicity m ≥ 2, so ζ 0 ∈ {1, . . . , p − 1}. Let r := min 0≤i≤m {ord p f (i) (ζ 0 )}.
Consider the matrix Then [c 1 , c 2 ζ a2 0 , c 3 ζ a3 0 ] T must be a right null vector of A m modulo p and when p = 3, and ≤ 3 when p = 3. Moreover,f 1,ζ0 can have at most one degenerate root. So T p,k (f 1,ζ0 ) is a path and we are done.
Generalizing our automorphism trick from Algorithm 2.16 for lowering the degree of a binomial, we can efficiently do the same for trinomials if we apply a fast algorithm for the Shortest Vector Problem in a lattice (see, e.g., [11] ). A very special case of this approach is the following:
Lemma 5.5. [6, Special Case of Lemma 1.9] Given any prime p, and a 2 , a 3 ∈ N with 0 < a 2 < a 3 < p − 1 and γ := gcd(a 2 , a 3 , p − 1), one can find within log 1+o(1) p bit operations, an integer e such that for all i ∈ {1, . . . , t}, ea i ≡ m i mod p − 1 and |m i | ≤ γ 2(p − 1).
