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Abstract
We present a procedure to build a single time model for
the equations of motion of relativistic retarded systems
composed of several particles; at any desired level of ac-
curacy. We treat the especial case of a binary system.
We apply this model to the classical electromagnetic
binary particle system.
We mentioned some differences with previous ap-
proaches and discussed the implications for linear grav-
itational models.
PACS numbers: 03.30.+p, 03.50.De, 04.25.-g
1 Introduction
1.1 Content of this article
Models for retarded particle systems that use a single
dynamical time are very convenient, since the numerical
calculation simplifies considerably; instead to deal with
several proper times and exact retarded effects. The way
in which one approaches this procedure influences the
precision and predictive power of the final dynamical
equations. It has been customary to emphasize either
an expansion in terms of interaction constants and/or
in terms of the velocity of the particles. We here in-
stead emphasize the precision in the calculation of the
retarded quantities involved; which provides a new per-
spective into this topic.
The subject of this work is of interest to the dynamics
of charged particles in Minkowski spacetime and to mod-
els for the motion of black holes, when treated as ‘parti-
cles’ in first order of the field equations. In this setting,
then each particle feels the retarded fields generated by
the other particle, with respect to a flat background met-
ric. Although we will have in mind a binary system, the
study can be extended to any number of particles.
The problem treated here has been studied in the past
by several authors; but normally severe approximations
∗Email: o.moreschi@unc.edu.ar
have been made that had as a consequence that the re-
tarded effects had a crude estimation. We instead, see
the problem from a different perspective; so that for
each dynamical model for a physical system, we take
the forces as the source of information; and then we try
to build an approximation that calculates the retarded
effects with the desired accuracy. For this reason we will
obtain equations of motions that differ from previous re-
sults.
When constructing a single time dynamical model for
equations of motion of relativistic retarded systems one
would like to reproduce as precisely as possible the global
properties of the original retarded system. In our ap-
proach the aim is to avoid the introduction of cumula-
tive effects on the relativistic dynamics, due to inaccu-
rate retarded times, positions and velocities calculations.
These calculations are independent of the nature of the
theory, the field equations, or of the forces; they just
take into account the Lorentzian relativistic nature of
past null cones.
Since we are showing a new point of view to an old
problem, we are going through a detailed presentation
of the involved topics. We first, in section 2, concentrate
on the calculations of the retarded times in Minkowski
spacetime; and use them to approximate the retarded
forces by a set that depends on a single dynamical time.
We present a procedure that only takes into account the
value of the positions and velocities of the particles and
also use a single evaluation of the forces; which we call
the order one calculation.
In section 3 we discuss the possibility to approximate
the dynamics by a Lagrangian system.
The order two retarded forces are calculated in section
4 ; where we apply a Runge-Kutta like approach.
We present the forces for a charged binary system in
section 5 .
The final section is reserved for comments of our ap-
proach and its relation with previous works.
Although we have in mind a binary system, whose
components we label with A and B; in order to simplify
the reading, whenever possible, when theres is no room
for ambiguities, we neglect the corresponding subindices
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A and B.
2 Retarded effects in a binary sys-
tem
2.1 The retarded times issue
We assume the dynamics of a relativistic binary system
is determined from the equations of motion of the form:
mA
d~vA
dt
= ~fA(~rA(t), ~vA(t);~rB(trB), ~vB(trB),~aB(trB)),
(1)
and
mB
d~vB
dt
= ~fB(~rB(t), ~vB(t);~rA(trA), ~vA(trA),~aA(trA));
(2)
where trA and trB are the corresponding retarded times.
Then, the main objective is to obtain a new approxi-
mate version of (1) and (2) which will only include ref-
erence to the coordinate time t; and any appearance of
quantities evaluated at retarded times has been replaced
by an appropriate expansion, in terms of a number of
evaluations of the forces used to calculate the retarded
times.
One can see that to determine the force on body A
one has to know the retarded position, velocity and ac-
celeration of body B at trB; but we have the information
~rB(t), ~vB(t). In turn, to calculate the time derivative of
the velocity for body B one needs to know the retarded
position, velocity and acceleration of body A; but we
have the information ~rA(t), ~vA(t).
Using a four dimensional notation in which zµB(τB)
denotes the position of particle B, in terms of a Cartesian
coordinate system, at proper time τB , and y
µ
A the field
position of particle A, one notes that since the point
zµB(τB) is in the past null cone of y
µ
A, one has
y0A − z0B(τB) = |yiA − ziB(τB)|; (3)
where || means the modulus of the spacelike relative po-
sition vector in the Cartesian frame one is using; that we
could call rˆ(τB).
We would like to refer to the binary system in terms
of a common coordinate time, so that we will use:
t− trB = |~rA(t)− ~rB(trB)|/c, (4)
and
t− trA = |~rB(t)− ~rA(trA)|/c. (5)
These can also be expressed in terms of ∆tB = t − trB
and ∆tA = t− trA as
∆tB = |~rA(t)− ~rB(t−∆tB)|/c, (6)
and
∆tA = |~rB(t)− ~rA(t−∆tA)|/c. (7)
Therefore, in order to be able to calculate accurately
the retarded times, we need to know the trajectories to
the past of the coordinate time t with the required pre-
cision. Different approaches to do this are mentioned
below.
In reference [1] the author estimates the retarded times
by approximating equations (6) and (7) by quadratic
equations; where it was assumed an expansion in terms
of forces, or accelerations. The approach used in the
Landau-Lifshitz textbook[2] is based on the idea that
if the coordinate velocities of system B are small, then
its configuration will not change significantly during the
time rˆ(τB)/c (where we introduce explicitly the velocity
of light c). Then it is natural to think in the coordinate
retarded time z0B as
z0B = y
0
A − rˆ/c; (8)
and expand any reference to z0B in series of powers of
rˆ/c. Let us call t = y0A de value of the time coordinate
of one particle, then the fields of the other particle are
evaluated at the retarded time tr = z0B = t − rˆ(t, tr)/c.
Due to the small velocity assumption one can expand
any field as
F(tr, ~rB(tr)) =F(t, ~rB(t))− rˆ
c
∂F
∂t
− rˆ
c
∇~rB(t)F · ~vB + O(
rˆ
c
)2;
(9)
which is in fact a Taylor expansion around the fields eval-
uated at time t to the time t′ = t−∆t with ∆t ≈ rˆc ; but
of course, rˆc need not be small in any sense. It is only
assumed that the velocities are small. They apply this to
a smooth energy-momentum tensor; but the procedure
does not seem to have a regular behavior when one takes
the limit to a Dirac delta distribution. Our approach
differs from these works in that our primary objective is
the precision for the calculation of the retarded quanti-
ties; which is gained at the expenses of evaluations of the
force terms. This is in contrast to fix first an order for
the evaluations of the forces and then calculate the re-
tarded effects. In any case, since we are concerned with
numerical evaluation of the dynamics, we next organize
the presentation in terms of the number of evaluations
of the forces.
2.2 Order one retarded approach
We would like to think of this problem by concentrat-
ing in a point like bodies approach. The guiding idea is
to obtain an approximate expression, that uses all the
available kinematical and dynamical information at a
common time coordinate t, instead of the proper times
of each particles.
By order one retarded effects we mean those that can
be calculated using one evaluation of the forces for each
trajectory, using the kinematical data at our disposal at
time t; namely positions and velocities of the particles.
More specifically we approximate the trajectory into the
past by the corresponding parabolic motion determined
by the acceleration at the present time t.
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Then, in turn, by order two retarded calculation of
the retarded time we mean those that are calculated by
making two evaluations of the forces in each trajectory.
However it must be noted that when using this infor-
mation to evaluate of the force of one particle, it will
include the evaluation of the force of the other particle;
in order to estimate the retarded effects. Then, to avoid
the inclusion of separate order keeping, we will also say
that the order of the force calculated with an order n
retarded time, will also be called of order n.
Let us think in an iterative procedure such that we
start by evaluating a zero order retardation effect force
by assuming a linear trajectory to the past; namely: Let
us call trB0 = t−∆tB0 the solution of
∆tB0 =t− trB0
=|~rA(t)−
(
~rB(t)− (t− trB0)~vB(t)
)|/c
=|~rA(t)−
(
~rB(t)−∆tB0~vB(t)
)|/c
=
(
r2AB − 2∆tB0
(
~rA(t)− ~rB(t)
) · ~vB(t)
+ ∆t2B0vB(t)
2
)1/2
/c;
(10)
which is the solution to the intersection of a linear mo-
tion with the past null cone of
(
t, ~rA(t)
)
. We also define
trA0 = t−∆tA0 to be the solution of
∆tA0 =t− trA0
=|~rB(t)−
(
~rA(t)− (t− trA0)~vA(t)
)|/c
=|~rB(t)−
(
~rA(t)−∆tA0~vA(t)
)|/c. (11)
Expressing 10 as a quadratic equation, namely
∆t2B0
(
1− vB(t)2/c2
)
+2∆tB0
(
~rA(t)− ~rB(t)
) · ~vB(t)/c2
−r2AB/c2 = 0;
(12)
one has the solution
∆tB0 =
√(
1− v2Bc2
) r2AB
c2 +
(rABvB)2
c4 − (rABvB)c2(
1− v2Bc2
) ; (13)
and similarly for ∆tA0. The notation we are using is:
~rAB(t) = ~rA(t) − ~rB(t), rAB = |~rAB(t)|, for the scalar
product (rABvB) = ~rAB(t) · ~vB(t) and vB = |~vB(t)|.
Then, we define the zero order retarded forces as
~fA0(~rA, ~vA; t) = ~fA
(
~rA, ~vA;~rB(t)−∆tB0~vB(t), ~vB(t), 0
)
,
(14)
and
~fB0(~rB , ~vB ; t) = ~fB
(
~rB , ~vB ;~rA(t)−∆tA0~vA(t), ~vA(t), 0
)
;
(15)
that is, in this first stage we assume the linear motion.
With this we define trB1 = t−∆tB1 the solution of
t− trB1 =|~rA(t)−
(
~rB(t)− (t− trB1)~vB(t)
)
+
(t− trB1)2
2mB
~fB0(t, ~rB , ~vB)|/c;
(16)
or
∆tB1 =|~rA(t)−
(
~rB(t)−∆tB1~vB(t)
)
+
∆t2B1
2mB
~fB0(t, ~rB , ~vB)|/c;
(17)
which is the solution to the intersection of a quadratic
motion with the past null cone of
(
t, ~rA(t)
)
. If one ex-
presses ∆tB1 = ∆tB0 + δtB1, one can see that δtB1 =
O(~fB0/mB); so that in first order of O(~fB0/mB) one
could instead solve for
∆tB1(1) =|~rA(t)−
(
~rB(t)−∆tB1(1)~vB(t)
)
+
∆t2B0
2mB
~fB0(t, ~rB , ~vB)|/c;
(18)
since ∆tB1(1) − ∆tB1 = O(~f2B0/m2B). In this way one
again can deal with a quadratic equation which is simpler
to handle. But conceptually we would like to deal with
the exact solution for this retarded time, and since all
this calculation will end up to be carried out numerically,
we could resort to an iterative scheme of the form
∆tB1(n+1) =|~rA(t)−
(
~rB(t)−∆tB1(n+1)~vB(t)
)
+
∆t2B1(n)
2mB
~fB0(t, ~rB , ~vB)|/c;
(19)
for n = 1, 2, 3, ...; whose solutions are expresses in the
form of 13, namely
∆tB1(n+1) =
√(
1− v2Bc2
) r2AfnB
c2 +
(rAfnBvB)2
c4 − (rAfnBvB)c2(
1− v2Bc2
) ;
(20)
where ~rAfnB = ~rA(t) +
∆t2B1(n)
2mB
~fB0(t, ~rB , ~vB)−~rB(t). Of
course one could also use the analytic expressions for the
solutions of quartic polynomial equations. It is clear that
the previous iterative scheme will produce the desired
solution with a simplification of a numerical code.
Similarly we define trA1 = t−∆tA1 to be the solution
of
t− trA1 =|~rB(t)−
(
~rA(t)− (t− trA1)~vA(t)
)
+
(t− trA1)2
2mA
~fA0(t, ~rA, ~vA)|/c.
(21)
Then, we define the first order retarded forces by
~fA1(~rA, ~vA; t) =~fA(~rA, ~vA;
~rB(t)−∆tB1 ~vB(t) + ∆t
2
B1
2mB
~fB0,
~vB(t)− ∆tB1
mB
~fB0,
1
mB
~fB0),
(22)
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and
~fB1(~rB , ~vB ; t) =~fB(~rB , ~vB ;
~rA(t)−∆tA1 ~vA(t) + ∆t
2
A1
2mA
~fA0,
~vA(t)− ∆tA1
mA
~fA0
1
mA
~fA0).
(23)
This is an improvement to the calculations carried out
in [1], since in that reference he neglects higher order
effects of the forces. That is, he also applies a Taylor ex-
pansion of the fields in the Lagrangian, around the time
t to the retarded time t′ = t−∆t, for each particle; but
∆t is calculated with less accuracy and the accelerations
are calculated at time t.
Suppose that one would like to calculate the dynamic
evolution numerically. We have seen in this procedure
that we are taking as initial data the positions and veloc-
ities; which at this stage are taken as exact quantities.
With these we estimate two set of quantities: the re-
tarded times and the forces taking into account retarded
effects. When integrating the corresponding equations of
motions one will deal with errors in the trajectories, that
is in position and velocities, which where non existent in
the initial data. This indicates the important role played
by the errors in the determination of retarded times and
first order retarded forces; since the numerical calcula-
tion should have a precision according to the quality of
the calculation of the retarded time and forces. We will
return to this issue in section 4.
Summary: We can express this approach in a way
that facilitates the writing of a numerical algorithm. Let
~rA, ~vA, ~rB and ~vB be the position and velocity vectors in
the three dimensional Cartesian system at time t. Then
let us define the zero order retarded lapse of times
∆tB0 =
√(
1− v2Bc2
) r2AB
c2 +
(rABvB)2
c4 − (rABvB)c2(
1− v2Bc2
) , (13)
∆tA0 =
√(
1− v2Ac2
) r2AB
c2 +
(rABvA)2
c4 +
(rABvA)
c2(
1− v2Ac2
) . (24)
The zero order retarded forces are defined by
~fA0(~rA, ~vA; t) = ~fA
(
~rA, ~vA;~rB(t)−∆tB0~vB(t), ~vB(t), 0
)
,
(14)
and
~fB0(~rB , ~vB ; t) = ~fB
(
~rB , ~vB ;~rA(t)−∆tA0~vA(t), ~vA(t), 0
)
.
(15)
Then, we define ∆tB1 = t − trB1 to be the appropriate
iterative solution of
∆tB1(n+1) =
√(
1− v2Bc2
) r2AfnB
c2 +
(rAfnBvB)2
c4 − (rAfnBvB)c2(
1− v2Bc2
) ;
(20)
for n = 0, 1, 2, 3, ..., where
~rAfnB = ~rA(t) +
∆t2B1(n)
2mB
~fB0(t, ~rB , ~vB)− ~rB(t); (25)
with ∆tB1(0) = ∆tB0. Similarly, we define ∆tA1 = t −
trA1 to be the appropriate iterative solution of
∆tA1(n+1) =
√(
1− v2Ac2
) r2BfnA
c2 +
(rBfnAvA)2
c4 − (rBfnAvA)c2(
1− v2Ac2
) ;
(26)
where
~rBfnA = ~rB(t) +
∆t2A1(n)
2mA
~fA0(t, ~rA, ~vA)− ~rA(t); (27)
with ∆tA1(0) = ∆tA0. Then, the order one forces sin-
gle time model of the retarded system (1), (2) can be
expressed as:
~fA1(~rA, ~vA; t) =~fA(~rA, ~vA;
~rB(t)−∆tB1 ~vB(t) + ∆t
2
B1
2mB
~fB0,
~vB(t)− ∆tB1
mB
~fB0,
1
mB
~fB0),
(22)
and
~fB1(~rB , ~vB ; t) =~fB(~rB , ~vB ;
~rA(t)−∆tA1 ~vA(t) + ∆t
2
A1
2mA
~fA0,
~vA(t)− ∆tA1
mA
~fA0
1
mA
~fA0).
(23)
It should be emphasized that in order to minimally
improve in the calculation of the forces, using the uni-
versal time t, and taking into account first order re-
tarded effects, one must make an evaluation of the force
in the argument of the corrected positions and veloci-
ties. This is completely missing in the Darwin[1] and
Landau-Lifshitz[2] approaches. In fact, it is not at all
clear at this stage that there exists a normal Lagrangian
formulation of this system.
3 Possibility of a Lagrangian
treatment of the retarded ef-
fects
Let us discuss the situation in which, if system B where
given, then there exists a Lagrangian LA for particle A
of the form
LA = LA(~ra(t), ~vA(t), ~rB(t−∆tB), ~vB(t−∆tB)); (28)
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where trB = t −∆tB is the retarded time of particle B
as seen from particle A at ~rA(t), as discussed above.
Then, using the procedure described in the previous
section, we will obtain appproximate expressions
~rB(t−∆tB) =~rB(t)−∆tB~vB(t)
+
∆t2B
2mB
~fB(~rB , ~vB ; t) + O(r2),
(29)
and
~vB(t−∆tB) = ~vB(t)− ∆tB
mB
~fB(~rB , ~vB ; t) +O(r2); (30)
where O(r2) means order two in retarded effects and
where ∆tB and ~fB(~rB , ~vB ; t) are normally given in terms
of approximations.
Note that we have used explicitly the appearance of
force terms, although the starting equations are d~vB(t)dt =
1
mB
~fB . Therefore, in looking for a Lagrangian that ap-
proximates the system (1) and (2) we observe two atti-
tudes: one in which one uses in the above expressions
d~vB(t)
dt , and the other in which one uses
1
mB
~fB(~rB , ~vB ; t).
When using the first approach, one is concerned with
the apparition, in the Lagrangian, of terms of the form
d~vB
dt
· ~rA, (31)
and
d~vB
dt
· ~vA. (32)
The first type might probably be dealt with by adding
to the Lagrangian a new term involving the time deriva-
tive of ~vB · ~rA. But the second type, seems much more
difficult to handle. Terms of this type seem to pose an
obstruction for building the desired Lagrangian with this
approach.
Instead when using the second approach, the introduc-
tion of expressions involving 1mB
~fB(~rB , ~vB ; t) will not in-
troduce any problem form the Lagrangian program point
of view, since all the expressions still depend on positions
and velocities only. In a sense one is introducing more
precision at the cost of introducing higher order expres-
sions in the forces; since these expressions appear in the
interactions terms of the Lagrangian.
The first approach was used in reference [1] ; and we
have seen that this Lagrangian model simplifies severely
the dynamics, in several ways. So, we recommend the
second approach based on the approximation given by
(28), (29) and (30), or their higher order versions; since,
although it introduces higher order force terms in the
Lagrangian, it is based on a more precise approximation
to the original dynamics of equations (1) and (2).
4 Building an order two retarded
approach
Although we have improved over reference [1] by taking
into account the higher order retardation effects on the
accelerations, we still share the shortcoming associated
to the fact that we are using a second order Taylor ex-
pansion for the position around time t. It is not clear
at this stage what cumulative effects this will produce in
the dynamics of the solutions to the approximate equa-
tions of motion, based on this Taylor expansion. The
question is: suppose that instead to calculate the re-
tarded times based on a second order Taylor expansions
of the positions, we use an approximation of the trajec-
tory based on a higher order of accuracy Runge-Kutta
(R-K) time step calculation; then, how does the dynamic
changes in the equation of motion based in this new ap-
proximation? Is it possible to improve on the previous
estimate, by considering more evaluations of the force?
A Runge-Kutta like method are techniques developed
for ‘first order’ ordinary differential equations. This in
principle would introduce much complication in the cal-
culation since one has to consider in the analysis the
retarded effects at each step. But, since the problem we
are concerned with is actually a ‘second order’ differen-
tial equation, it is worthwhile to review the R-K logic, to
see if one can improve in the calculation of the retarded
times ∆t, and in the evaluation of the forces depending
on a single dynamical time.
The R-K integration methods deal with ‘first order’
ordinary differential equations; namely
dx
dt
= d(t,x); (33)
where x is defined in terms of position and velocities of
the point like objects[3].
Let us review here the second order R-K method1
given by:
x(t+ h) = x(t) + w1k1 + w2k2; (34)
with
k1 = hd(t,x), (35)
k2 = hd(t+ αh,x + βk1); (36)
where we could take[3, 4]
α = β =
2
3
, (37)
w1 =
1
4
, (38)
w2 =
3
4
. (39)
In the case of a ‘second order’ ordinary differential
equation one has to solve
d2y
dt2
= f(t,y,
d
dt
y); (40)
1We will refer to the “order” of the R-K method in italics to
differentiate it from the order of the retarded effects; and we refer
to ‘first order’ or ‘second order’ of the ordinary differential equation
between quotes, also to differentiate from the other uses of the word
“order”.
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so that normally one transforms to the ‘first order’ ver-
sion by defining
x =
(
y
dy
dt
)
; (41)
so that
d(t,x) =
(
dy
dt
f(t,y, ddty)
)
. (42)
Then, using the R-K procedure one has(
y(t+ h)
dy
dt (t+ h)
)
=
(
y(t)
dy
dt (t)
)
+ w1h
(
dy
dt
f(t,y, dydt )
)
+ w2h
(
dy
dt + βhf(t,y,
dy
dt )
f(t+ αh,y + βhdydt ,
d
dty + βhf(t,y,
dy
dt ))
)
;
(43)
that is, for the position one has
y(t+ h) = y(t) + w1h
dy
dt
+ w2h
(dy
dt
(t) + βhf(t,y,
dy
dt
)
)
;
(44)
from which, in order to agree with the second order Tay-
lor expansion, we need
w1 + w2 = 1, (45)
and
w2β =
1
2
; (46)
which are part of the R-K conditions, but without re-
quirements on α.
In other words, if we had carried out the calculation
of the retarded times ∆t in terms of a second order R-K
calculation, we would have arrived at the same results as
above.
But the order two R-K scheme also introduces an im-
provement on the calculation of the retarded velocity,
which enters as argument in the force at time t. However
the new evaluation of the force at time t+αh = t− 23∆t,
forces another evaluation of the force of the other parti-
cle, at an earlier retarded time. We could use here the
order one forces, for this task.
That is, we now evaluate
~vB(t−∆tB) =~vB(t)− 1
4
∆tB
1
mB
~fB1(~rB , ~vB ; t)
− 3
4
∆tB
1
mB
~fB1
(
~rB − 2
3
∆tB~vB
, ~vB − 2
3
∆tB
mB
~fB1(t, ~rB , ~vB);
t− 2
3
∆tB
)
.
(47)
In the evaluation of ~fB1(, ; t − 23∆tB) it is required the
knowledge of the value of the kinematical variables of
particle A at retarded time t−∆t′A given by
(t− 2
3
∆tB)− (t−∆t′A) =
∆t′A −
2
3
∆tB = |~rB(t− 2
3
∆tB)− ~rA(t−∆t′A)|/c;
(48)
t
retB2/3
retB
retA
A B
 t
 t
 t
Figure 1: Sketch of two arbitrary world lines and corre-
sponding retarded times. The evaluation of the force, for
particle B, at retarded time t− 23∆t requires the estima-
tion of the position of particle A at a previous retarded
time t−∆t′A, not drawn in the figure.
where we are taking
~rA(t−∆t′A) = ~rA(t)−∆t′A ~vA(t) + ∆t
′2
A
2mA
~fA1. (49)
In the evaluation of ∆t′A we can either use the iterative
approach presented previously, or we can solve exactly
the quartic equation.
With this then we define the order two retarded force
by
~fA2(~rA, ~vA; t) =~fA
(
~rA, ~vA;
~rB2(t−∆tB1),
~vB2(t−∆tB1),
~aB2(t−∆tB1)
)
,
(50)
where we estimate
~rB2(t−∆tB1) = ~rB(t)−∆tB1 ~vB(t) + ∆t
2
B1
2mB
~fB1, (51)
~vB2(t−∆tB1) = ~vB(t)− 1
4
∆tB1
mB
~fB1(~rB , ~vB ; t)
− 3
4
∆tB1
mB
~fB
(
~rB − 2
3
∆tB1~vB ,
~vB − 2
3
∆tB1
mB
~fB1(t, ~rB , ~vB),
~rA(t−∆t′A),
~vA(t−∆t′A),
~aA(t−∆t′A)
)
,
(52)
and
~aB2(t−∆tB1) = 1
mB
~fB1(t, ~rB , ~vB); (53)
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with rA(t−∆t′A) given by (49), and
~vA(t−∆t′A) = ~vA(t)− ∆t
′
A
mA
~fA1, (54)
and
~aA(t−∆t′A) = 1
mA
~fA1. (55)
Similarly, for particle B, one has the corresponding
order two force given by
~fB2(~rB , ~vB ; t) =~fB
(
~rB , ~vB ;
~rA2(t−∆tA1),
~vA2(t−∆tA1),
~aA2(t−∆tA1)
)
,
(56)
where
~rA2(t−∆tA1) = ~rA(t)−∆tA1 ~vA(t) + ∆t
2
A1
2mA
~fA1, (57)
~vA2(t−∆tA1) = ~vA(t)− 1
4
∆tA1
mA
~fA1(t, ~rA, ~vA)
− 3
4
∆tA1
mA
~fA
(
~rA − 2
3
∆tA1~vA
~vA − 2
3
∆tA1
mA
~fA1(t, ~rA, ~vA),
~rB(t−∆t′B),
~vB(t−∆t′B),
~aB(t−∆t′B)
)
,
(58)
and
~aA2(t−∆tA1) = 1
mA
~fA1(~rA, ~vA; t); (59)
with
~rB(t−∆t′B) = ~rB(t)−∆t′B ~vB(t) + ∆t
′2
B
2mB
~fB1 (60)
~vB(t−∆t′B) = ~vB(t)− ∆t
′
B
mB
~fB1; (61)
and
~aB(t−∆t′B) = 1
mB
~fB1; (62)
where ∆t′B is the solution to
(t− 2
3
∆tA)− (t−∆t′B) =
∆t′B −
2
3
∆tA = |~rA(t− 2
3
∆tA)− ~rB(t−∆t′B)|/c.
(63)
We have just presented what constitutes the adap-
tation of the second order R-K method to the case of
a retarded system, for the purpose of providing with
an approximate single time set of equations of motion
with second order numerical accuracy for time steps
of retarded times magnitude. At each step, we have
made full use of the previous calculated quantities. One
can notice that the evaluation of the couple order two
forces requires the previous calculation of ~fA0(~rA, ~vA; t),
~fB0(~rB , ~vB ; t), ~fA1(~rA, ~vA; t), ~fB1(~rB , ~vB ; t), ~fA1(, ; t −
2
3∆tA) and ~fB1(, ; t − 23∆tB); and since the last two in-
volve another couple of force evaluation, they form a to-
tal of eight evaluations of the force functions, instead of
the four evaluations one would have in the non-retarded
case. The extra evaluations are needed to maintain a
second order numerical accuracy of the retarded effects.
All this suggests the following remark. If the retarda-
tions effects were small, then one would be tempted to
make a numerical evaluation of the dynamics in which
the time steps are of the same order of magnitude as the
retarded times. But the second order retarded forces re-
spect the second order R-K scheme; which means that
from the physical point of view it is enough to carryout
the numerical calculation with a second order numerical
scheme. Then, from this point of view, it is clear that the
standard methods of references [1], [2] do not have a sec-
ond order numerical precision. So, it seems that it would
be a waste of computational resources to make a numer-
ical integration of equations of motions obtained from
standard method[1, 2] with a, let us say, fourth order in-
tegration scheme; since the dynamical equations where
calculated with less numerical precision in the retarda-
tion effects. This is irrespective from the fact that given a
first order ordinary differential equation, the fourth order
integration scheme will show better numerical properties
than lower order ones, in general.
5 Applying the model to the bi-
nary electromagnetic case
5.1 The Lorentz force case
The binary system of electromagnetic charges provides
us with the opportunity to study a couple of interesting
physical systems. The first one is provided by the system
of interacting particle with retarded fields through the
Lorentz force. This is the simplest relativistic binary
system one can study, which it can be applied to classical
systems of particles with small charges.
In this case, each particle with charge q generates the
electromagnetic field given by
Fab = 2q
(
1
rV
lˆ[av˙b] +
1
r2V
(1− rV˙
V
)lˆ[avb]
)
= 2q
(
1
r
[
l[av˙b] − V˙
V
l[avb]
]
+
1
r2
l[avb]
)
;
(64)
where we are using now a four dimensional notation,
a, b, ... are abstract indices, a dot means covariant deriva-
tive in the direction of the four velocity vb, l and lˆ
are proportional null vectors pointing from the retarded
position to the field point, r is a retarded distance,
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V = lˆµvµ and we have chosen Gaussian units. The no-
tation is expanded in the Appendix.
Then, the forces for this system are
mAv˙
a
A = qA F (B)
a
b v
b
A; (65)
where F ab(B) is the electromagnetic field tensor gener-
ated by particle B, in which all quantities are evaluated
at the corresponding retarded time. Similarly one has,
for particle B
mBv˙
a
B = qB F (A)
a
b v
b
B . (66)
These are the four dimensional version of equations (1)
and (2). In the appendix we recall the notation to write
these equations of motion with a Galilean language.
We observe in this case that the force is linear in the
single coupling constant determined from the product of
both charges.
This case is a paradigmatic example, since it has a
couple of important properties. Firstly, the field equa-
tions are linear in the intervening fields; and it is clear
then that the issue of precision in the calculation of the
retarded effects is completely unrelated to the subject
of the nature of the field equation; since for instance,
in this case there is no room for calculations of the field
equations to higher orders. Secondly, although the forces
seem to involve only linearly the coupling constant; the
fact that involves the retarded accelerations means that
they are already hiding multiple apparitions of the cou-
pling constant, when the retarded effects are calculated
exactly.
5.2 The back reaction force case
If one wants to improve on the physical precision of the
binary particle electromagnetic system, one must also
consider the effects of back reaction in the equations
of motion due to the fact that accelerated charges emit
electromagnetic radiation. In reference [5] we have pre-
sented the most general form of the equation of motion
for charged particles which balance the electromagnetic
radiation generated by the motion. We have argued
there that the back reaction terms must be understood
in terms of orders in the evaluation of Lorentz force. In
particular we gave the explicit form of the forces up to
third order. Let us recall here these forces.
We first define the four force vector
faA = qA F (B)
a
b v
b
A, (67)
and
f2A ≡ −fAa faA. (68)
Then, we define the second order time derivative four
vector f˙A(2) from
f˙aA(2) = qA
˙(F (B)ab)v
b
A + qA F (B)
a
b
1
mA
f bA. (69)
The third order equation of motion for particle A is
given by
mAv˙
a
A = f
b
A +
2
3
q2A(v¨
b
A(2) − a2A(2)vbA), (70)
where
v˙bA(2) =
1
mA
f bA +
2
3
q2A
1
m2A
f˙ bA(2) −
2
3
q2A
f2A
m3A
vbA, (71)
and
a2A(2) = −v˙bA(2) v˙A(2)b; (72)
and it is understood that in the evaluation of the right
hand side of (70) it is only required to maintain third
order terns in fA. The corresponding equation of motion
for particle B is obtained from the above by interchang-
ing the indices A←→ B appropriately.
In this case we use a more sophisticated form of the
equation of motion with the objective to appropriately
describe the effects of back reaction in the motion due
to the emission of electromagnetic radiation of the ac-
celerated charges. These techniques involve several eval-
uations of the Lorentz force and time derivatives of it;
but it should be clear that these further evaluations are
needed to cover a specific effect, which is completely un-
related to the need of evaluations of the forces to obtain
a precise single time dynamical model of a relativistic
retarded system.
It has been customary in the literature to assume that
the number of evaluations of the forces should be uni-
versal for the construction of a model; but we are here
presenting arguments against this assumption.
If we do not take into account the retardation effects
with high enough precision, in the construction of a sin-
gle time dynamical model of a relativistic retarded sys-
tem, then the model will not be able to accurately de-
scribe the dynamics of the first order version of the force;
and therefore it would be meaningless to correct this dy-
namics by taking higher order effects, as the back reac-
tion effects discussed in the case just presented.
5.3 The single time dynamical model for
binary charged particles
We have just presented two theoretical models for a phys-
ical system consisting of two charged particles; which in
principle are exactly described in terms of the two proper
times of the particles. To each of these theoretical mod-
els we can apply the techniques described previously, for
the construction of a single time dynamical model. For
a summary presentation of how to pass from the four
dimensional description to the Newtonian language, we
refer to the Appendix.
It is our freedom to choose the degree of accuracy that
we would like to require to the single time model; and
this choice normally depends only on the nature of initial
conditions, and/or on the evolution of the system, but
not on the nature of the theoretical model one is using.
6 Final comments
We have presented above the order one retarded forces,
and have shown that they contain more dynamical infor-
mation that the forces obtained by the standard meth-
ods, as those of reference [1].
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We have also introduced the second order retarded
forces; which has even more dynamical information than
the first order ones.
The discussions, in section 3 , on the possibility to con-
struct a Lagrangian from the equations of motion can be
extended to higher order forces, as those introduced in
section 4 ; that we plan to carry out elsewhere.
From the discussion presented above, concerning the
degree of accuracy of the single time equations of mo-
tion, it suggests that we should revise the standard view
that is applied to different kind of approximations for
the dynamics of compact objects; since it is customary
to base the studies in the choice of a universal degree
of approximation, normally based in a power of interac-
tive constants, and/or powers of the velocities. This is
normally suggested from the point of view of the nature
of field equations, as is done in the gravitational case;
and/or of from the nature of the equations of motion, as
is done in the electromagnetic case. That is, it is cus-
tomary to first choose a universal power to be applied
to any equation in the study, and then determine the
dynamics from it. What we are suggesting with our pre-
vious discussion is that one should choose the degree of
accuracy one desires for the evaluation of the retarded
effects, independently from anything else; that is, nature
of the field equations or any other independent physical
consideration. Since this choice for precision will deter-
mine the degree in which the approximated forces will
represent the real global physical implications of the re-
tardation effects.
Our first example for the electromagnetic case, of two
particles interacting with retarded fields through the
Lorentz force, is a clear situation in which: the exact
field equations are linear, and also the forces are linear
in the fields. However, we can ask for any desired preci-
sion in the calculation of the retarded effects, what will
be related with several evaluations of the force function
along the trajectories, with the corresponding apparition
of non-linear interactive terms in the final expressions for
the forces. If one had used in this case the customary
view point, one would be forced to only use ‘zero order
forces’(in our notation) which will severely restrict the
precision of the final dynamical system.
The other electromagnetic case considered in section 5
reinforces the view that the degree needed for the appro-
priate calculation of different effects must be considered
separately. This of course is in contrast to the customary
attitude which considers a universal choice of order first,
and then proceed with the calculation.
The consideration of binary gravitating systems also
involve the issue of the retarded effects; however the
retarded effects are rarely considered separately. For
example in the seminal article [6] that derive the first
post-Newtonian equations; they have considered instan-
taneous accelerations. In classical approaches to the
post-Newtonian framework each potential is calculated
from Poisson equation, so that each potential is necessar-
ily instantaneous, and the retardation effects are implicit
and hidden from view[7]. And to this one must add that
since the usual philosophy is to choose a post-Newtonian
order (PN), and then calculate all the dynamics in terms
of this choice, these frameworks do not incorporate the
retarded effects we have presented here. Naturally, when
considering gravitating systems, the problem of the re-
tarded effects complicates considerably when higher or-
der geometries are taken into account; since the past null
cones are calculated in the corresponding curved space-
time.
Although we have presented the order one and order
two set of equations; it is clear that the procedure pre-
sented here can be extended to any order of accuracy
one desires. This can be done, for example, by taking
a standard nth order Runge-Kutta method, and at each
stage use the previous elements to calculate the needed
retarded times; in analogy to what we have presented
here. As we have seen, to obtain a nth R-K order of
accuracy we need about 2*n number of force evaluations
for each particle.
It is worthwhile to remark, that our work gives an
answer to the unsolved problem stated in [8]; namely
we give a constructive way for the initial value problem
of a set of relativistic particles with mechanical initial
data, i.e. position and velocities, with arbitrary desired
precision.
We plan to apply this discussion to numerical calcula-
tion of binary charged particle systems and to the prob-
lem of equations of motion for gravitating systems in
future works.
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A Relations among coordinates
and null vectors
A.1 The inertial system
Let us denote with yµ the standard Cartesian coordi-
nates and with (xˆ0 = uˆ, xˆ1 = rˆ, xˆ2, xˆ3), where (xˆ2, xˆ3) =
(θ, φ) or ζ = xˆ
2+ixˆ3
2 , the corresponding null polar coor-
dinates; then, the relation between them is given by
yµ = uˆ δµ0 + rˆ lˆ
µ(ζ, ζ¯); (73)
with
lˆµ(ζ, ζ¯) = lˆµ0 (ζ, ζ¯); (74)
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defined by
lˆν0 (x
2, x3) ≡
(
1, sin(θ) cos(φ), sin(θ) sin(φ), cos(θ)
)
=
(
1,
ζ + ζ¯
1 + ζζ¯
,
ζ − ζ¯
i(1 + ζζ¯)
,
ζζ¯ − 1
1 + ζζ¯
)
=
(√
4piY0,0,−
√
2pi
3
(
Y1,1 − Y1,−1
)
,
i
√
2pi
3
(
Y1,1 + Y1,−1
)
,
√
4pi
3
Y1,0
)
;
(75)
where µ, ν, · · · = 0, 1, 2, 3, and we are using either the
standard sphere angular coordinates (θ, φ) or the com-
plex angular coordinates ζ = xˆ
2+ixˆ3
2 , where (ζ, ζ¯) are
complex stereographic coordinates of the sphere; which
are related to the standard coordinates by ζ = eiφ cot( θ2 ).
The Yl,m are the usual spherical harmonic on the sphere.
A.2 The intrinsic non-inertial system
Let zµ(τ0) be the evolution of the particle, in terms of
a Cartesian coordinate system, with proper time τ0. We
define a null function u′ as the future null cones emanat-
ing from zµ(τ0), such that u′ = τ0 at the world line of
the particle.
If (x0 = u′, x1 = r, x2, x3), where (x2, x3) = (θ′, φ′) or
ζ ′ = x
2+ix3
2 , are the null polar coordinates adapted to
an arbitrary timelike curve, determined by z(u′)µ, then
one has
yµ = zµ(u′) + r lµ(u, ζ ′, ζ¯ ′). (76)
Note that
(yµ − zµ(u′))lµ = r lµlµ = 0, (77)
and that
(yµ − zµ(u′))vµ = r lµvµ = r; (78)
so that
lµ =
yµ − zµ(u′)
(yν − zν(u′))vν . (79)
Given a fixed point yµ one has to take different space-
like directions, and therefore different angular coordi-
nates, for the two null vectors to reach the fixed point.
But, if given a particular future null cone determined
by the apex z(u′), one also chooses an inertial frame
with origin at this apex, then, from equations (73) and
(76) one deduces that at this cone the two null vectors
lµ(u, ζ ′, ζ¯ ′) and lˆµ0 (ζ
′, ζ¯ ′) must be proportional; so that
lµ(u, ζ ′, ζ¯ ′) = α(u, ζ ′, ζ¯ ′)lˆµ0 (ζ
′, ζ¯ ′); (80)
with α > 0. But then we have
1 = lµvµ = αlˆ
µ
0vµ; (81)
which implies that
1
α
= V, (82)
with
V ≡ lˆµ0vµ, (83)
and also
lµ(u, ζ ′, ζ¯ ′) =
1
V (u, ζ ′, ζ¯ ′)
lˆµ0 (ζ
′, ζ¯ ′). (84)
A.3 Basic relations for coordinate veloc-
ities and accelerations
We use for the four velocity the notation
vµ =
dxµ
dτ0
; (85)
where τ0 is the proper time with respect to the flat met-
ric, and
~v =
(
vi
)
=
(dxi
dt
)
, (86)
for i = 1, 2, 3 and t = x0. Then, one has
vµ =
1√
1− v2 (1, v
i) = Γ(1, ~v); (87)
where we use the notation Γ = dtdτ0 =
1√
1−v2 and v
2 =
~v · ~v. With this notation one can also express the four
acceleration as
aµ =
dvµ
dτ0
= Γ
dvµ
dt
= Γ
dΓ
dt
(1, ~v) + Γ2(0,~a); (88)
where
~a =
(
ai
)
=
(dvi
dt
)
=
d~v
dt
. (89)
Note that
dΓ
dt
= Γ3v
dv
dt
, (90)
and
v
dv
dt
=
1
2
d
dt
~v · ~v = ~a · ~v; (91)
so that one has
aµ =Γ4v
dv
dt
(1, ~v) + Γ2(0,~a)
=Γ4(~a · ~v)(1, ~v) + Γ2(0,~a)
=
(
Γ4(~a · ~v),Γ4(~a · ~v)~v + Γ2~a
)
;
(92)
We also use the notation
aµaµ = −a2; (93)
so that a2 is a positive quantity.
From the point of view of equations of motion, the
physical important quantity is the momentum of the par-
ticle defined by
pµ = mvµ, (94)
and the equation of motion is written in the form
dpµ
dτ
= fµ. (95)
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In the case of the Lorentz force one can write
dpµ
dτ
= Γ
dpµ
dt
= q Fµν v
ν ; (96)
therefore for the spacelike components we can write the
equation of motion in the form
dpi
dt
= q F iν
1
Γ
vν ; (97)
where we have seen that 1Γv
ν = (1, ~v); so that
dpi
dt
= q
(
Ei + (~v × ~B)i
)
; (98)
which is the standard way to write the Lorentz force in
terms of the three dimensional variable. And using that
pi = Γmvi, one can also write
d~p
dt
= Γm~a+
dΓ
dt
m~v = Γm~a+ Γ3(~a · ~v)m~v; (99)
so that in terms of the standard acceleration Newtonian
form one can express the equation of motion as
m~a =
q
Γ
(
~E + ~v × ~B
)
− Γ2(~a · ~v)m~v; (100)
from which we can see that
m~a · ~v
(
1 + Γ2v2
)
= m~a · ~v Γ2 = q
Γ
~E · ~v; (101)
so that the final equation of motion in Newtonian nota-
tion is
m~a =
q
Γ
(
~E + ~v × ~B
)
− q
Γ
(
~E · ~v)~v; (102)
which is seldom shown explicitly in textbooks[9].
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