This paper considers a parallel queuing system with two heterogeneous servers where the task is dispatched to the two servers. The threshold assignment policy dispatches the tasks according to the number of customers in server 1. Firstly, we obtain the stationary condition of the system. Secondly, we give the stationary performance indices by using a matrix-geometric solution theory. Finally, we develop the average cost function and analyze the effect of the parameters on the average cost function by using numerical examples.
Introduction
Since the Internet's inception, the amount of web traffic has continued to grow. No surprisingly, the problem of "load equilibrium on web servers" has occupied much attention of researchers for over two decades.
Gumbel [1] studied a parallel system, where the new customers may be dispatched to any server if all the servers are busy. Cooper [2] further discussed another system similar to [1] , where the customer upon arrival would be lost if all servers were busy. Larsen [3] considered the M/M/2 queue with two servers incorporating different service rates. He conjectured that the optimal policy is a threshold type. Lin and Kumar [4] investigated a queueing system with two heterogeneous servers, where all customers are lined up one queue. All the customers are assigned one of the two servers given the number of customers in the queue is less than or equal to the threshold value. Using the discount factor, they prove that the optimal policy is the "threshold policy". Nobel and Tijms [5] considered the bulk arrival system with exponential service time and obtained the optimal "threshold policy". Zhang et al. [6] improved the model in [5] , and analyzed the multiserver queueing model with batch arrival and general service time.
In this paper, we consider a queueing system with two heterogeneous servers and a threshold assignment policy. The model is described as follows:
• Tasks (or customers) arrive at the dispatcher according to Poisson process with rate λ.
• The arriving tasks will be dispatched to the two servers. There are two queues of tasks. One queue is for server 1 and the other is for server 2.
When the queue length for server 1 is less than the threshold m, the new task is assigned to server 1. Otherwise, the new customer will be dispatched to server 2.
• The service time of a task at server i is exponentially distributed with rate µ i , i = 1, 2.
• The service of the two servers follows a "first-come first-served" discipline. All the processes involved are independent each other.
In our model, it is assumed that when the number of customers is less than or equal to the threshold value the customers will be assigned to server 1. Thus, the assignment policy of our model is different to Lin and Kumar's assignment policy [4] .
The purpose of this paper is threefold. The first one is to study the the stationary condition of the system. The second one is to compute the stationary performance indices of the system. The third one is to discuss the effect of the system parameters on the average cost function. This paper is organized as follows: In Section 2, the quasi-birth-death (QBD) process and the matrixgeometric solution method are presented. In Section 3, we firstly discuss the stationary condition of the system. Then, we compute some performance indices. Finally, we provides some numerical results. Conclusions are given in Section 4.
Methods
In this section, the QBD process of the system is firstly established. Then, the matrix-geometric solution method was presented. This method will be used to discuss the stationary condition of the system and to compute the performance indices of the system in our next section.
QBD process
Defining L 1 (t) and L 2 (t) as the number of tasks for server 1 and server 2 at time t, respectively, the process {(L 1 (t), L 2 (t)) : t ≥ 0} is a QBD process with state space Ω = {(i, j) : 0 ≤ i ≤ m, j ≥ 0}. Its infinitesimal generator matrix is given by
and C are all square matrices of m × m, and all the other entries of Q are equal to zero. From the structure of the matrix Q, it is clear that the process {(L 1 (t), L 2 (t))} : t ≥ 0} is a QBD process.
Matrix-geometric solution method
Let L 1 and L 2 be the steady-state queue length of server 1 and server 2, respectively. Let L = L 1 + L 2 be the steady-state queue length of the system. De-
According to [7] , the stationary probability vector π has a matrix-geometric solution given by
and π 0 satisfies the following equations:
where the rate matrix R is the minimal non-negative solution of the matrix quadratic equation:
It is difficult to obtain the explicit expressions of R, except for a few special cases such as the upper or lower triangular matrix. However, the matrix R can be approximately calculated by the following iterative method.
From Eq. (3), R can be given as follows:
Taking the initial value of R = 0, we can iteratively solve for R and check the accuracy of this approximation by using the equality RAe = Ce (Neuts [7] ). Once the rate matrix R is obtained, then the steady-state distributions π k for k = 0, 1, 2, ..., can be calculated by using Eqs. (1) and (2).
Results
In this section, the stationary condition of the system is firstly discussed by using QBD process. Then, some performance indices of the system is computed by using matrix-geometric solution method. Finally, the effect of the parameters on the average cost function is analyzed by numerical examples.
Stationary condition
Theorem 1. The stability distribution of the process {(L 1 (t), L 2 (t)) : t ≥ 0} exists if and only if
where ρ 1 = λ µ1 and ρ 2 = λ µ2 . Proof. It is clear that matrix H = A + B + C is irreducible. Let x = (x 0 , x 1 , ..., x m ) be the steady state probability vector of the process with generator matrix H. Then, { xH = 0
where e is a vector with all elements equal to 1. It is easy get the solution of Eq. (5) as follows:
According to Neuts [7] , Q is positive recurrent if and only if (xBe)(xAe) −1 < 1. Then, the result given in Theorem 1 is obtained. 
(ii) If ρ 1 ̸ = 1, then the inequality (4) holds if and only if
and λ < µ 1 + µ 2 .
Proof. If ρ 1 = 1, the inequality (6) is readily obtained from the condition (4) of Theorem 1. This proves the first results of Theorem 2.
In order to prove the second results of Theorem 2, we consider the following two cases.
Case (i). ρ 1 < 1. In this case, the inequality (4) holds if and only if
It is easy to see that the inequality (8) can be written equivalently as
Case (ii). ρ 1 > 1. In this case, the condition (4) holds if and only if
It is easy to see that the inequality (9) can be written as
Thus, we prove the second result of Theorem 2 by combining these two cases.
Performance indices
In the following, we calculate some important performance indices. For i = 0, 1, ..., m, we define ε i as an identity column vector with order m+1, and its (i+1)th element is 1 and all the other elements are zero. Theorem 3. (i) The mean queue length of server 1 is given by
where e 1 = (0, 1, ..., m) T is a column vector.
(ii) The mean queue length of server 2 is given by
(iii) The probability that customers are assigned to server 1 is given by
where e 2 = (1, 1, . .., 1, 0) T is a column vector. (iv) The probability that customers are assigned to server 2 is given by
Proof. (i) The mean queue length of server 1 is defined by
Note that
Substituting Eq. (15) into Eq. (14), we obtain Eq. (10) by simple mathematical operations.
(ii) The mean queue length of server 2 is defined by
Substituting Eq. (17) into Eq. (16), we obtain Eq. (11) by simple mathematical operations.
(iii) Using Eq. (15), the probability that customers are assigned to server 1 is
(iv) Using Eq. (12), the probability that customers are assigned to server 2 is
Remark 1. In addition to the performance measures given in Theorem 3, we can obtain some other performance measures such as the distribution of the system size and the distribution of the waiting time. These results are omitted since they are not used in next section.
Cost analysis
We define the long run average cost function as follows:
where the corresponding costs s 1 , s 2 , h 1 and h 2 are defined as follows: s 1 : the cost for the server 1 to finish the service of one customer per unit time; s 2 : the cost for the server 2 to finish the service of one customer per unit time; h 1 : the holding cost of each customer for service of server 1 per unit time; h 2 : the holding cost of each customer for service of server 2 per unit time.
It is hard to analytically figure out any favorable property of the cost function with respect to m, because the cost function is complicated and the threshold value of m must satisfy the corresponding stationary condition.
Without loss of generality, we assume that server 1 is the main server with fast service rate µ 1 and server 2 is the assistant server with slow service rate µ 2 , i.e.,
The values of the cost parameters are as follows: s 1 = 0.3, s 2 = 0.2, h 1 = 0.6, h 2 = 0.8. The average cost functions with respect to m are illustrated by the following two numerical examples:
• Example 1. λ < µ 2 < µ 1 , where λ = 1.2, µ 1 = 2.
• Example 2. µ 2 < λ < µ 1 , where λ = 1, µ 2 = 0.8. It is observed from Figure 1 that the cost function increases as the increasing of the value µ 2 . Figure 2 shows that the cost function decreases with the increasing of the value of µ 1 . Also, it is observed that the cost function almost does not vary when the value of m is larger enough. 
Conclusions
In this paper, we study an M/M/2 queueing system with two servers and a threshold assignment policy. The stationary condition of the system and the stationary performance indices were obtained. The effect of parameters on the cost function were investigated through numerical examples. The current work can be extended in three directions: firstly, optimizing the cost function; secondly, investigating the multi-server queuing systems with threshold assignment policy; and thirdly, considering the queuing systems with general service distribution and threshold assignment policy.
