Abstract-Contextual-based image classification attempts at considering spatial/temporal information during the learning process in order to make the classification process smarter. Sequential learning techniques are one of the most used ones to perform contextual classification, being based on a two-step classification process, in which the traditional noncontextual learning process is followed by one more step of classification based on an extended feature vector. In this paper, we propose two ensemble-based approaches to make sequential learning techniques less prone to errors, since their effectiveness is strongly dependent on the feature extension process, which ends up adding the wrong predicted label of the neighborhood samples as new features. The proposed approaches are validated in the context of land-cover classification, being their results considerably better than some state-of-the-art techniques in the literature.
I. INTRODUCTION
M ACHINE-LEARNING techniques have been considered a game-changing in the way one organizes and analyzes data in different areas. Although traditional pattern recognition techniques have been widely used in several research areas [1] , such approaches usually assume that the dataset samples are independent and identically distributed. Such an assumption means that the samples' spatial/temporal dependence are not considered during the learning process, which may be a serious shortcoming when dealing with applications that require such knowledge. Time-series prediction of finance-related problems and meteorological observations are some examples that may not fit well in models that do not employ contextual information. In the context of image classification, a way to introduce prior knowledge in the problem formulation is to employ smoothness constraints considering the spatial context of the data. When looking at a picture or a video, for instance, one can realize that the pixels vary smoothly with the exception of the highfrequency regions (borders and discontinuities).
Pixel-based classification has been the foremost approach for satellite image classification over the past decades, since the assumption of independent and identically distributed pixels is surmised and, hence, employed by a considerable number of works [2] - [6] . However, the problem of modeling each pixel as a sole entity without considering its neighborhood may lead us to a poorly labeled image, since pixels within homogeneous regions are likely to describe the similar content. A forthright approach to deal with this problem is the so-called contextualbased classification, in which a given pixel and its neighborhood are then used to enhance the labeling process [7] , [8] . Such approaches, also referred to semantic-based classification [9] , make use of additional data provided by spatial/temporal information to provide more accurate results. Among several approaches for such purpose, one may highlight the stacked sequential learning (SSL) proposed by Cohen and Carvalho [10] , which aims at modeling contextual information by means of a two-stage classification process: 1) in the first one, a naïve classification step is performed, i.e., a training procedure followed by the classification of test samples are carried out; and 2) soon after, the original feature vectors of training and test samples are extended with the labels of their neighborhood, followed by an ordinary training and classification processes. The SSL uses a unique classifier in the first step of the two-stage classification.
Later on, Gatta et al. [11] proposed a multiscale sequential learning approach, in which the contextual information is obtained not only from the sample's neighborhood, but also from pixels far apart. The idea of multiple scales is driven by several Gaussian-convolved labeled images, which are former obtained by means of a traditional classification process. Afterward, Puertas et al. [12] addressed the aforementioned work in the context of multiclass-based classification problems. Sampedro et al. [13] proposed a similar approach to the one introduced by Puertas et al. [12] , but now in a 3-D space and using errorcorrecting output codes in the context of medical image classification, and Gonzaléz et al. [14] employed the SSL paradigm for pedestrian detection. In 2015, Puertas et al. [15] presented an improvement of the former multiscale sequential learning approach proposed by Gatta et al. [11] . This new version now supports multiclass problems, as well as the authors proposed to compress the final extended feature vector with minimal effect in the recognition rates.
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Roscher et al. [16] used an incremental learning algorithm based on support vector machines (SVMs) to classify hyperspectral data, being the main idea to improve the quality of the training set with new informative samples, but at the same time removing noninformative ones. Apart from remote sensingbased applications, but related to sequential learning, Subramanian and Suresh [17] presented a neuro-fuzzy-based sequential learning algorithm that aimed at controlling the learning process. Roughly speaking, the idea is to use the error over a misclassified sample in order to learn the best training strategy for that sample. Other works have employed online sequential learning techniques either, but using extreme learning machines and in the context of social networks [18] and time-series prediction [19] .
Since sequential learning also concerns contextual classification, a number of related works can be referred in the literature. Susa et al. [20] have recently used the Gaussian process to classify remote sensing images by means of a Bayesian-theoretic framework, and Li et al. [21] highlighted the importance of employing spatiocontextual information in remote sensing image classification. SVMs have been considered in contextual-based learning either [22] , [23] , where Markov random fields (MRFs) play the role of considering neighboring information during the learning process. Recently, Osaku et al. [24] showed that one can improve the classification of satellite images using a contextual version of the optimum-path forest (OPF) classifier [25] - [27] , which makes use of MRFs, the spatial dependence among nearby pixels either.
Although the aforementioned works obtained very promising results, it is possible to improve their approaches by means of ensemble of classifiers. The main drawback with respect to sequential learning is related to the misclassified samples during the first classification step, which can lead the second classifier to errors, since the feature vector of each sample is extended with the predicted labels of its neighbors. Albeit all the aforementioned approaches for sequential learning may employ different methodologies, all of them rely on the very same idea of extending the number of features for each sample. Therefore, this paper proposes two ensemble-based approaches to sequential learning, which are validated in the context of land-use classification. We have observed that a committee of learners can improve the classification results when dealing with sequential learning approaches, which are strongly dependent on the first (initial) classification results.
The proposed approaches are validated over OPF and a Naïve Bayes classifier, since they are parameterless and quite fast for training. However, it is important to shed light on that the proposed approaches can be used with any other supervised pattern recognition techniques. In regard to SSL-based implementations considering the OPF classifier, the reader can refer to only one very recent work conducted by Pereira et al. [28] , which evaluated OPF in the context of land-use classification in satellite and radar images. Therefore, the main contributions of this paper are threefold: 1) to present a voting-based and a 2) concatenationbased approach to enhance sequential learning, and 3) to foster the research on the OPF classifier regarding remote sensing images. The OPF classifier has gained attention and popularity in the past years [29] , [30] , since it has been consistently similar or even more accurate than SVMs, but faster for training. It has a number of advantages over some state-of-the-art pattern recognition techniques.
1) It is parameterless.
2) It does not make assumptions about separability of the samples in the feature space.
3) It can be easily adapted to different situations by just changing some of its main components. Roughly speaking, OPF can be seen as a framework to the design of pattern classification techniques based on the theory about OPFs, which means one can design a new OPF classifier by just designing some of its modules (more details about it are given further).
The remainder of this paper is organized as follows. Section II presents a brief theoretical background about the OPF and Naïve-Bayes, and Section III revisits the techniques of SSL employed in this paper for comparison purposes. The novel proposed approaches are described in Section IV. The methodology and experimental results are discussed in Sections V and VI, respectively. Section VII states conclusions and future works.
II. THEORETICAL BACKGROUND
In this section, a brief theoretical background concerning the pattern recognition techniques used in this work is presented.
A. Optimum-Path Forest
The OPF framework is a recent highlight to the development of pattern recognition techniques based on graph partitions. The nodes are the data samples, which are represented by their corresponding feature vectors, and are connected according to some predefined adjacency relation (i.e., a complete or a k-NN graph). Given some key nodes (prototypes), they will compete among themselves aiming to conquer the remaining nodes. Thus, the algorithm outputs an OPF, which is a collection of optimumpath trees (OPTs) rooted at each prototype. This work employs the OPF classifier proposed by Papa et al. [25] , [26] , which uses a complete graph and a path-cost function that computes the maximum arc-weight along a path. Additionally, the key nodes are the nearest samples from different classes, which are obtained by means of a minimum spanning tree (MST) computation over the training set. Follow, below, a more detailed explanation about the OPF mechanism.
Let D = D 1 ∪ D 2 be a labeled dataset, such that D 1 and D 2 stand for the training and test sets, respectively. Let P ⊂ D 1 be a set of prototypes of all classes (i.e., key samples that best represent the classes). Let (D 1 , A) be a complete graph, whose nodes are the samples in D 1 and any pair of samples defines an arc in A = D 1 × D 1 , as displayed in Fig. 1(a) . Additionally, let π s be a path in (D 1 , A) with terminus at sample s ∈ D 1 .
The OPF algorithm proposed by Papa et al. [25] , [26] employs the path-cost function f max due to its theoretical properties for estimating prototypes (Section II-A1 gives further details about [31] . The training essentially consists of finding P * and an OPF classifier rooted at P * . By computing an MST in the complete graph (D 1 , A) [see Fig. 1(b) ], one can obtain a connected acyclic graph whose nodes are all samples of D 1 and the arcs are undirected and weighted by the distances d between adjacent samples. The spanning tree is optimum in the sense that the sum of its arc weights is minimum as compared to any other spanning tree in the complete graph. In the MST, every pair of samples is connected by a single path, which is optimum according to f max . Hence, the MST contains one OPT for any selected root node.
The optimum prototypes are the closest elements of the MST with different labels in D 1 [i.e., elements that fall in the frontier of the classes, as displayed in Fig. 1(c) ]. By removing the arcs between different classes, their adjacent samples become prototypes in P * , and the OPF algorithm can define an OPF with minimum classification errors in D 1 [see Fig. 1(d) ].
2) Classification: For any sample t ∈ D 2 , one shall consider all arcs connecting t with samples s ∈ D 1 , as though t were part of the training graph [see Fig. 1(d) ]. Considering all possible paths from P * to t, one finds the optimum path F * (t) from P * and label t with the class λ(R(t)) of its most strongly connected prototype R(t) ∈ P * . This path can be identified incrementally, by evaluating the optimum cost C(t) as
Let the node s * ∈ D 1 be the one that satisfies (2) (i.e., the predecessor F (t) in the optimum path F * (t)). Given that L(s * ) = λ(R(t)), the classification simply assigns L(s * ) as the class of t [see Fig. 1(e) ]. An error occurs when L(s * ) = λ(t).
B. Bayesian Classifier
Although Naïve-Bayes is a well-known pattern recognition technique in the literature, we decided to leave some main background related to its formulation here. In this context, suppose the elements of the feature vector of each sample are conditionally independent of each other given the classification process. Roughly speaking, this means that given a certain class y i , i = 1, 2, . . . , c, the values of different features do not affect others.
Let us consider sample x once again. Since Naiïve-Bayes is a conditional-dependent model, one needs to compute the posterior distributions P (y i |x), ∀i, as follows:
where P (ω i ) is the so-called prior probability. Since the denominator does not depend on ω i , one can leave it behind to obtain a more compact representation of the posterior distribution as follows:
By assuming the conditional independence of the features, one has a new formulation for the posterior distribution:
where x i stands for the ith feature of sample x. Finally, Naïve-Bayes assigns the label y j that maximizes the above equation. The term "naïve" comes from the fact we are assuming the features are independent of each other.
III. SEQUENTIAL LEARNING
As aforementioned in Section I, the main idea of sequential learning-based techniques is to model the contextual information by means of a two-step classification process, in which a traditional learning is conducted in the first phase, followed by the extension of the feature vectors by the predicted labels of a given sample's neighborhood. After that, a new classification process is performed to refine the prior results. Roughly speaking, the methods that rely on such a context differ primarily with respect to the function that models each sample's neighborhood.
Basically, the SSL [10] and the sliding window [32] are very similar to each other: while the former extends the feature vector of a given sample with the labels of its neighborhood, the latter approach employs the feature vectors of the neighboring samples for such purpose. The multiscale sequential learning proposed by Gatta et al. [11] considers two different roads to compute a given sample's neighborhood: multiresolution-and pyramid-based decompositions. The first approach attempts at convolving the first-step-labeled image into a series of Gaussian kernels with different variances to simulate distinct scales; thus, the feature vector is extended by concatenating the sample's neighborhood at each scale. The pyramid decomposition also takes the Gaussian-convoluted images, but now the image is scaled down for further feature vector extension. The next sections describe in more details such procedures.
A. Standard SSL
The SSL is a metalearning procedure that has two basic steps: 1) a base classifier and 2) the classification of the extend features. Given a dataset S = {(x 1 , y 1 ), (x 2 , y 2 ) . . . , (x m , y m )} composed of m pairs of samples (x i , y i ), where x i ∈ R n represents a feature vector and y i ∈ {1, 2, . . . , c} denotes the class of x i , the first step employs a base classifier f trained over a subset S T r ⊂ S, in which c stands for the number of classes. The next step extends the feature vector x i to a new vectorx i containing more features. The new feature vectorx i contains all features of x i , the output of the classifier f (x i ), and the output of the base classifier of the neighborhood samples x j , ∀x j ∈ Ω i , where Ω i represents the neighborhood samples of
where u denotes the neighborhood size of x i ,ŷ i is the output of the classifier considering sample x i , i.e.,ŷ i = f (x i ), andŷ j u is the classification output considering x j u , i.e.,ŷ j u = f (x j u ). The second step aims at training a new classifierf (.) using the extended feature vectorsx i . The final output for the classification of x i is given byỹ i =f (x i ). The first and second steps of the standard SSL paradigm are presented in Fig. 2 .
B. Multiscale SSL
The multiresolution stacked sequential learning (MR-SSL) [11] is based on the multiresolution theory widely used in image-processing-oriented applications. The basic difference between SSL and MR-SSL is the neighborhood sampling process: MR-SSL samples feature vectors using different scales on the dataset S.
Let ρ i (x j ) be the probability of the sampled position x j belong to the class i = {1, 2, . . . , c}. Therefore, a multiresolution decomposition M R is defined as follows:
where s = {1, 2, . . . , S} is the scale of the multiresolution decomposition, * denotes the convolution operator, G is a multidimensional Gaussian distribution with zero mean and variance σ = δ s−1 , and δ is the step of the multiscale decomposition. After that, it is necessary to define the neighborhood sampling methodology, i.e., Ω. First, one should set the displacement vec-
. . , d 9 } as follows: In regard to MR-SSL,x i is obtained as follows:
Finally, M R (x i , s) is defined as follows:
C. Pyramidal Stacked Sequential Learning
The pyramidal stacked sequential learning (PY-SSL) is a simple modification of the MR-SSL, and it differs in the sampling process only. The pyramidal decomposition can be obtained by
where k s is the sampling step defined as k s = δ s /2. The PY-SSL approach to obtain the extended feature vector x i from x i is given bỹ
In order to clarify the main differences between MR-SSL and PY-SSL representations, Fig. 3 depicts the sampling process used when creating the neighborhood of a given sample for feature vector extension purposes. That pictorial representation was based on the work by Gatta et al. [11] .
IV. PROPOSED ENSEMBLE-BASED SSL
In this section, two modifications of the standard SSL paradigm that can considerably improve the accuracy results are presented. The main difference between our approach and the classical SSL methods concerns the number of base classifiers. While the classical SSL uses a unique classifier in the first step, the proposed approach employs a variable number k of classifiers, each one trained on a partition S vector x i are proposed: 1) concatenated and 2) voting. The motivation for such ensemble-based approaches comes from the following assumption: if the base classifier is prone to errors, it will degrade the learning process of the second one, since it propagates the wrong labels to the nearby samples. Consequently, such misclassified samples will corrupt the extended feature vector of a given sample, leading to even worse classification results. The next sections present more details about the proposed approaches.
A. Concatenated SSL
The concatenated stacked sequential learning (CN-SSL) extends the feature vector x i to a new vectorx i using the output of each classifier f z for both x i and also for each sample that falls in its neighborhood Ω i , z ∈ {1, 2, . . . k}. Therefore, the idea is to use the output of each classifier f z trained over the partition S z Tr to augment the original feature vector x i from n features to n + k + ku features, where n corresponds to the number of features extracted from x i , and u stands for its neighborhood size Ω i . In short, we have thatx i = x i ∪ŷ
e., the output of classifier f z (·) with respect to the sample x i . The next step (second classification) is performed as usual. Fig. 4 depicts the pipeline of CN-SSL.
The main idea of CN-SSL is to alleviate possible misclassifications by increasing the dimensionality of the feature vector x i . Suppose a situation in which a classifier f z assigns the wrong label to some or even all neighbors of a sample x i , and the remaining classifiers f v perform a correct classification, ∀v = z. Since the misclassified neighbors will take part of u dimensions only (x i ∈ R n +k +ku ), they may not contribute a lot to corrupt x i .
B. Voting SSL
The voting stacked sequential learning (VO-SSL) extends the feature vector x i to a new vectorx i using the majority of the output considering the k base classifiers. In the case of a draw, the algorithm always returns the class with lower index. In this variant, the extended feature vectorx i has n + 1 + u dimensions (features), as follows: 
C. Variations
In order to evaluate the robustness of the proposed approaches, they were combined with standard SSL, MR-SSL, and PY-SSL, thus resulting in six new methods, as detailed below:
1) CN-SSL: Concatenated SSL.
2) VO-SSL: Voting SSL.
3) CN-MR-SSL: CN-SSL applied to MR-SSL. 4) VO-MR-SSL: VO-SSL applied to MR-SSL. 5) CN-PY-SSL: CN-SSL applied to PY-SSL. 6) VO-PY-SSL: VO-SSL applied to PY-SSL. The rationale in combining the proposed approaches with others is to show that one can enhance them by simply adding the ensemble-based tool into their working mechanism.
V. METHODOLOGY
In this section, the methodology employed to validate the proposed approaches in the context of land-cover classification is presented. In regard to the experiments, images obtained from CBERS-2B and Landsat 5 TM covering the area of Itatinga, SP, Brazil, and other images are obtained from Ikonos-2 MS and Geoeye covering the area of Duque de Caxias, RJ, Brazil [29] were used. Fig. 6 displays these images, being their respective ground truth versions illustrated in Fig. 7 . Additionally, Table I presents the description of the land-cover classes for each image, and Tables II and III present the number of samples per Table IV presents the color map used to obtain the ground-truth images displayed in Fig. 7 .
The standard OPF 3 classifier was compared against nine different sequential learning approaches: OPF with standard stacked sequential learning [10] (OPF-SSL), OPF with multiscale sequential learning and multiresolution-based decomposition (OPF-MR-SSL) [11] , OPF with concatenated SSL (OPF-CN-SSL) and voting SSL (OPF-VO-SSL), OPF with multi-scale sequential learning and pyramid-based decomposition (OPF-PY-SSL) [11] , OPF-MR-SSL combined with concatenated SSL (OPF-CN-MR-SSL) and voting SSL (OPF-VO-MR-SSL), and OPF-PY-SSL combined with concatenated SSL (OPF-CN-PY- 
SSL) and voting SSL (OPF-VO-PY-SSL).
In addition, we implemented the very same proposed approaches considering naïve Bayes classifier in order to show that the proposed approaches can also obtain very good results when applied to other techniques. Following the above nomenclature, one has Bayes (standard Bayesian classifier), Bayes-SSL (Bayesian classifier with standard SSL), Bayes-MR-SSL (Bayes with multi-scale sequential learning and multi-resolution-based decomposition), Bayes with concatenated SSL (Bayes-CN-SSL) and voting SSL (Bayes-VO-SSL), Bayes with multi-scale sequential learning and pyramid-based decomposition (Bayes-PY-SSL) [11] , Bayes-MR-SSL combined with concatenated SSL (Bayes-CN-
MR-SSL) and voting SSL (Bayes-VO-MR-SSL), and Bayes-PY-SSL combined with concatenated SSL (Bayes-CN-PY-SSL) and voting SSL (Bayes-VO-PY-SSL).
Although one can use any pattern recognition technique, the proposed approach was validated over OPF and naïve Bayes classifier, since both techniques are parameterless and do not require a considerable computational load. 4 Additionally, the main motivation for ensemblebased SSL is related to OPF classifier, since such graph-based approach has been consistently more accurate than SVM in several applications, but being faster for training patterns. An 
. CBERS-2B images classified using: (a) OPF (10%), (b) Bayes (10%), (c) OPF-CN-SSL (5% and seven base classifiers), (d) Bayes-CN-SSL (5% and seven base classifiers), (e) OPF-CN-SSL (10% and seven base classifiers), (f) Bayes-CN-SSL (10% and seven base classifiers), (g) OPF-CN-SSL (20% and seven base classifiers), and (h) Bayes-CN-SSL (20% and seven base classifiers).
extra round of experiment was conducted in order to check the robustness of the proposed approaches when one uses different classifiers for each step (this last experiment is called "Hybrid"). Fig. 8 displays the experimental evaluation procedure adopted in this paper.
The influence of different training set sizes with 5%, 10%, and 20% of the entire image was evaluated, being the remaining pixels used to compose the test set. Additionally, the influence in using a different number of base classifiers was also considered. For such purpose, we use k ∈ {3, 5, 7} classifiers for each the training set sizes. In order to allow a robust statistical evaluation, a cross-validation with ten runnings for the further computation of the Wilcoxon signed-rank test [34] over the accuracy rates was performed. 5 Additionally, each pixel has been described by its RGB values to compose the dataset samples. 6 Finally, the experiments were conducted on a personal computer equipped with an Intel Xeon CPU E5-2603 1.60-GHz processor, 16 GB of RAM and Ubuntu 14.04 LTS as the operational system.
VI. EXPERIMENTS
In this section, the experimental results regarding sequential learning-based OPF classification using nine different approaches were presented, including the six new variations considered in this paper. 5 We employed an accuracy measure proposed by Papa et al. [25] that considers unbalanced datasets, which is often faced in land-cover classification. 6 In this work, we used an eight-neighborhood system for OPF-SSL, and an 11-and a three-neighborhood systems for OPF-MSSL-MR and OPF-MSSL-PY, respectively. We also employed seven scales of decomposition for OPF-MSSL-MR, and five scales of decomposition for OPF-MSSL-PY. Such values have been empirically set.
A. CBERS-2B Image
Table V presents the mean accuracy results with respect to the CBERS-2B image displayed in Fig. 6(a) . The most accurate techniques considering the Wilcoxon signed-rank test are in bold. 7 Considering such results, one can draw some interesting conclusions.
1) Standard OPF accuracy does not improve when one increases the training set size, which means there is no guarantee we are always adding good samples for training purposes (Bayes performance gets better slightly with 10% for training, but it drops again when one uses 20%). 2) Both OPF and Bayes techniques do not have substantially more accurate results using SSL when one increases the training set size, which corroborates our assumption that misclassified samples do not help sequential learning techniques, thus making them even worse.
3) The configuration with seven base classifiers worked better for almost all pairs of classifiers and training set sizes, which makes sense since we use more classifiers to compose the ensemble, and thus, more specialists are considered into the decision-making process (obviously, there is a tradeoff between the number of classifiers to compose the ensemble and the training set size assigned to each of them). 4) Both the proposed approaches, i.e., CN-SSL and VO-SSL, improved the base techniques where they have been First step classification using OPF and the second step using Bayes applied (only one exception was noticed with respect to OPF-VO-SSL and OPF-SSL for all training set sizes, in which the former did not outperform the base approach using SSL). 5) The number of base classifiers seemed to have no good influence over VO-SSL, since it has obtained the best results using less classifiers (i.e., 3), being an intuitive idea about that the fact of having a committee composed of not so high-skilled specialists; 6) CN-SSL worked better than VO-SSL, which also corroborates our assumption stated in Section IV-A that says one can somehow mask the effect of misclassified samples increasing the dimensionality of the feature space. Fig. 9 displays some of the best results obtained over CBERS-2B image, in which the percentage in parenthesis stands for the amount of training set used. Usually, the results using MR-SSL and PY-SSL are more accurate than standard SSL, as observed by Pereira et al. [28] . However, due to the computational load, we used less scales and smaller neighborhoods, which might have affected the results of both MR and PY with respect to SSL. Albeit, the main goal of this work is not related to the fact that MR-SSL and PY-SSL are better than naïve SSL, since such points have been extensively discussed by Gatta et al. [11] , but showing one can improve the aforementioned techniques using a committee of classifiers to alleviate the problem of misclassification. Table VI presents the results with respect to the "Hybrid" experiment. From such data, one can draw some conclusions: 1) the results using OPF as the first classifier were considerably better than the ones using Naïve-Bayes in the first step, which suggests that OPF achieves better initial results that are propagated to the next stacked classifier for feature extension; and 2) when using the OPF as the initial learner, the hybrid protocol obtained better results (for some situations) than using the standard protocol presented in Table V . Such results strengthen the validity of the proposed approaches. First step classification using OPF and the second step using Bayes Table VII presents the mean computational load in seconds for each approach considered in this work. One can observe the voting-based approaches are consistently more efficient than standard SSL for both OPF and Naïve-Bayes classifiers, since the original training set is now divided in smaller disjoint subsets to train each classifier in the ensemble. However, the complexity grows when one uses the concatenated-oriented approach, since one has larger feature vectors, which end up impacting in the computational burden when computing the Euclidean distance among feature vectors. OPF can handle that problem by using a precomputed distance matrix, but at the price of requiring more memory space to store such distances.
B. Ikonos-2 MS Image
Table VIII states the results considering Ikonos-2 MS image, being their presentation the very same one used in Section VI-A, i.e., the best results according to Wilcoxon signed-rank test for each pair of classifier and training set size are in bold. Considering this image, we obtained some results that are slightly different from the previous ones (see Section VI-A). First, we observed the accuracy of both OPF and Bayes classifiers, as well as their SSL-based versions increased with larger training sets (only one exception with respect to Bayes-SSL with 10% of the data for training purposes). Second, the standard SSL versions did not improve the results of traditional OPF and Bayes techniques, probably due to large homogeneous regions, thus making no sense the application of standard sequential learning approaches, since when taking the neighborhood of a given sample, there is a high probability of most part of the pixels that fall in that neighborhood have the very same label of that sample. However, the multiresolution SSL-oriented techniques obtained the best results for both OPF and Bayes (i.e., MR-SSL). Actually, the proposed approaches enhanced even more the recognition rates of MR-SSL techniques, being 13.89% more accurate for some cases (e.g., Bayes-CN-MR-SSL using 5% of the dataset for the training set and five classifiers to compose the ensemble). First step classification using OPF and the second step using Bayes percentage of training set, and the sequential learning base method. Table IX presents the results concerning the "Hybrid" protocol. Once again, better results than the "Standard" one were obtained, being the OPF classifier the best choice for the initial classification. For example, using 10% of the data for training purposes, the "Hybrid" protocol obtained 78.4% using five classifiers, while the "Standard" protocol achieved 72.5% using seven classifiers. Table X presents the mean computational load in seconds concerning Ikonos-2 image. Once again, the voting-based approaches are considerably faster than standard SSL; meanwhile, concatenation-driven ones require more computational burden. Since the pyramid decomposition reduces the image resolution, it requires less computational load when compared against the multiresolution approach.
C. Landsat 5 TM and Geoeye Images
In this section, a brief discussion the experiments obtained over Landsat 5 TM and Geoeye images is considered, since their respective covering areas are the very same ones regarding CBERS-2B and Ikonos-2 MS images, respectively. Table XI presents the results with respect to Landsat 5 TM image. In this case, standard OPF did not get better when increasing the training set size; meanwhile, OPF-SSL obtained some results slightly more accurate with larger data for training. Once again, the proposed approaches (CN-SSL only) obtained the best results, but in this case with pyramidal-based SSL (see Section III-C). Considering OPF-CN-PY-SSL with 5% of the dataset for training, for instance, the proposed approach obtained results around 8.58% more accurate than OPF-PY-SSL. Additionally, Table XII presents the results using the "Hybrid" protocol. In this case, both protocols (i.e., the hybrid and non-hybrid approaches) obtained similar results using 5% and 10% for training purposes. However, if one takes into account a larger training set (i.e., with 20%), the accuracy rate raised from 74.2% to 80.1% when using OPF as the first classifier, which is quite good. Finally, Table XIII presents the mean computational load of the compared techniques, which follows the very same behavior observed for the other images. Table XIV presents the experimental evaluation with respect to Geoeye image, being the results somehow similar to the ones obtained for Ikonos-2 MS data. In this case, the most accurate techniques were the ones based on MR-and CN-SSL for both classifiers. Another interesting point is the capability of CN-SSL to achieve better results with larger training sets. If one takes into account OPF-MR-SSL, for instance, it is possible to observe the accuracy raised from 70.8% using 5% for training to 72.8% with 20% to compose the training set, thus increasing the recognition rates in around 2.74%. However, considering OPF-CN-MR-SSL for the very same range of training set size percentages, the accuracy was increased in about 3.17%. Table XV presents the results concerning the "Hybrid" protocol. Once again, this approach allowed better results than the "Standard" protocol with OPF as the first classifier. If one takes into account a training set of 5%, the accuracy raised from 73.1% to 82.6% (i.e., the accuracy increased about 11.50%) by just considering different classifiers during the stacked approach. In fact, since each classifier works differently, we assume they might be complimentary to each other, thus strengthening the idea of using the ensemble. Finally, Table XVI presents the mean computational load in seconds concerning Geoeye image, being the behavior pretty much similar to the aforementioned experiments, i.e., the voting-based approaches are considerably faster than naïve SSL, since one has classifiers learning over smaller training sets. The concatenated approaches pay the price of using larger feature vectors. An interesting observation concerns Naïve-Bayes, which is consistently more effective even using the concatenation-driven approach. Actually, OPF is penalized with larger feature vectors, since it needs to compute the distance among them several times during learning. '
VII. CONCLUSION
In this paper, we coped with the problem of land-cover classification by means of SSL, which attempts at considering spatial information during the learning process. Such techniques perform an additional classification step with the original feature vector of each sample extended with the labels of the neighborhood samples (pixels). Therefore, the idea is to employ some sort of contextual learning to make the classification process smarter.
Although such techniques usually improve the recognition rates, they may also degrade the learning process when adding misclassified labels to extend the original feature vectors of the dataset samples. Therefore, in this paper, we propose two ensemble-based approaches to alleviate this problem, since we are now considering a committee of specialists to classify each sample, thus obtaining a more reliable classification process for the further extension of the feature vectors. The first approach concatenates the outputs of each classifier in the ensemble, while the second takes the majority voting of them.
The proposed approaches were validated in nine different base SSL techniques, as well as using two different classifiers. Although the proposed approaches were based on the OPF classifier, we also showed they can be used with other machine learning techniques. In addition, four satellite images were used in this work: CBERS-2B, Landsat 5 TM, Ikonos-2 MS, and Geoeye. The proposed approaches were adapted in three distinct SSL-oriented learning algorithms: standard SSL, MR-SSL, and pyramidal-decomposition SSL (PY-SSL). In all situations, at least one of the proposed approaches obtained the best results according to the Wilcoxon signed-rank, usually the concatenated-based one, which can alleviate the problem of adding misclassified samples by increasing the dimension of the feature space.
An additional round of experiments ("Hybrid" protocol) showed to improve the results of the proposed approaches when we used different classifiers at each stage of the sequential learning process. As a matter of fact, the idea of using ensembles to promote the diversity plays a big role at different steps of the process, i.e., when we are in charge of deciding how to extend the feature vector, or even when we try to alleviate the shortcomings of a given classifier used in a previous state of the stacked paradigm. In regard to future works, we aim at comparing different schemas for the decision fusion step, such as weighted voting and metaheuristic-based ones.
