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Abstract 
 
We study a one-parameter family of discrete-time quantum walk models on   and 2  associated with 
the  Hadamard walk.  Weak convergence in  the long-time limit of all moments of the walker’s pseudo-
velocity on   and 2  is proved. Symmetrization  on   and 2  is theoretically  investigated, leading to 
the resolution of the Konno-Namiki-Soshi conjecture in the special case of symmetrization of  the 
unbiased Hadamard walk on . A necessary condition for the existence of a phenomenon  known as 
localization is given. 
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1. Introduction  
 
The Hadamard walk plays a key role in studies of the quantum walk, thus the generalization of the  
 
Hadamard walk is one of the many fascinating challenges. As is well known, the simplest and well  
 
studied example of a quantum walk, [1] for example, is the Hadamard whose unitary matrix is defined  
 
by  
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The dynamics of this walk corresponds to the symmetric random walk in the classical case. A  
 
generalization of (1.1) that leads to symmetric random walks and have been studied by a number of  
 
authors, including those in [2,3,4] is the following   
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In this paper we study certain generalizations of the Hadamard walk in one- and two- dimensions and  
 
clarify theoretically the properties of  localization and symmetrization. The paper begins in Section 2,  
 
where the stochastic process of the one- and two-dimensional quantum walk is introduced, there the  
 
generator of the process in the generalized Hadamard walk in both the one- and two- dimensional  
 
models are given, because the process of building the stochastic model is intimately related to the work  
 
of the authors in [5] we follow the convention of putting a superscript T on the left throughout to  
 
denote the transpose of a vector/matrix. In Section 3 we prove convergence in the long-time limit of the  
 
walker’s pseudo-velocity in one dimension, and do the same for the x  and y  components of the  
 
walker’s pseudo-velocity in two dimension, since a common method of proof in the analysis of the long- 
 
time behavior of quantum walks whose time-evolution is given by unitary transformations is to  
 
diagonalize the time-evolution matrix, we use the method given by the authors in [5] which is  
 
essentially due  to those in [2], and have been successfully used by a number of authors including those  
 
in [6, 7]. Due to the unitary nature of the time-evolution matrix, the convergence theorems are in a  
 
sense weak [8]. We also give in Section 3 analytic expressions for the probability distribution in both  
 
the one- and two- dimensional models, this first requires expressing the dynamics of the Hadamard walk  
 
considered in this paper in terms of difference equations [9,10, 11]. In Section 4 we study localization in  
 
the generalized Hadamard walk model. In either the one or two dimensional models we wish to answer  
 
the following question:  
 
If  say a  quantum walker which could be a quantum particle exist at only at one site initially on the line  
 
in the one dimensional model or in the xy-plane in the  two dimensional model, will the quantum walker  
 
remain  trapped with high probability near the initial position? 
 
The answer to this question has been investigated by various authors in varying contexts under  
the pseudonym “localization.” For example Inui et.al [12] studied a generalized Hadamard walk in  
 
one dimension with three inner states and concluded that the quantum walker (quantum  
 
particle) is trapped near the origin with high probability. Watabe et.al [5] on the other hand  
 
were able to control localization around the origin for a one-parameter family of discrete-time  
 
quantum walk models on the square lattice, which included  the Grover-walk  which is related to  
 
the Grover’s algorithm in computer science, as a special case. For the Grover-walk itself in two  
 
dimensions, Inui et.al [13] were able to show localization analytically, Chaobin Liu and Nelson  
 
Pentulante [14]  were able to offer theoretical explanation for localization in the case of discrete  
 
quantum random walks on a linear lattice with two entangled coins. Following the localization studies by  
 
these and many other authors in the literature, in this section we offer theoretical criterion for  
 
localization with respect to the generalized Hadamard walk models considered in this paper. If the  
 
theoretical criterion holds then  we should observe in  computer simulations oscillatory behavior in the  
 
distribution of the pseudo-velocity in both the one and two dimensional models. In particular, as the  
 
time step increases a spike in the oscillatory behavior should be observed.  However convergence of any  
 
moments given by either Theorem 3.5 (two dimensional model) or Theorem 3.2 (one-dimensional  
 
model) in this paper, imply if we smear out the oscillatory behavior, the averaged values of the  
 
distribution will be captured by the derived probability density function in both cases. Due to the  
 
expected dynamics as seen by previous authors we first give the criterion for localization anywhere on  
 
the line or in the plane by expressing the probability of localization in terms of the intensity of the Dirac  
 
Delta function, by making use of the stationary probability distribution in both dimensions. These  
 
criterions are given in Theorems 4.1 and 4.2 respectively. Due to the similar nature in proof of Theorem  
 
4.2 to that of Theorem 4.1, we omit it, but remark that it involves invoking the Mean Value Property as it  
 
pertains to double integrals [15]. In Section 5, symmetry of the distribution in both the one and two  
 
dimensional models is considered theoretically, there the necessary and sufficient conditions for  
 
symmetrization is given. Along the way we settle the Konno-Namiki-Soshi conjecture as it relates to the  
 
symmetrization of the unbiased Hadamard walk in one dimension. Section 6 is devoted to the  
 
conclusions, there we leave the reader with an open problem. 
 
 
2. The Quantum Walk Models 
 
2.1 The One Dimensional Model 
 
 Let    xxR : , where   denotes the set of all integers   ,2,1,0,1,2,  . 
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Definition 2.2 (Wave Function of the Walker):  Let  UxVxM )()(  , the wave function of the walker  
 
at time t  is given by     txMtx )(),(ˆ , ,2,1,0t  in  the x space 
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Definition 2.3 (Stochastic Process of One- Dimensional Quantum Walk):  Let tX  be the x-coordinate of 
 
the position of the quantum walker at time t. The probability that we find the walker at Rx  at time   
 
t  is given by   ),(),(Pr),( txtxxXobtxP Tt  , where the bar denotes complex conjugation.  
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2.2  The Two-Dimensional Model 
 
Let    yxyxM ,:, , where  denotes the set of all integers   ,2,1,0,1,2,  .  
 
Corresponding to the fact that there are four nearest-neighbor sites for each site Myx ),( , we assign  
 
a four-component wave function 















),,(
),,(
),,(
),,(
),,(
4
3
2
1
tyx
tyx
tyx
tyx
tyx




 to a quantum walker, each component of  
 
which is a complex function of location Myx ),(  and discrete time ,2,1,0t . A quantum coin will  
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Definition 2.4 (Wave Function of the Walker):  Let  BnmTnmQ ),(),(  , the wave function of the  
 
walker at time t  is given by    tnmQtnm ),(),,(ˆ  , ,2,1,0t  in  the  ),( nm space 
 
 
Time evolution in M  is obtained by performing the Fourier transformation  
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Definition 2.5 (Stochastic Process of Two- Dimensional Quantum Walk):  Let tX  be the x-coordinate  
 
and let tY  be  the y-coordinate of the position of the quantum walker at time t. The probability  
 
that we find the walker at Myx ),(  at time  t  is given by 
 
   ),,(),,(),(,Pr),,( tyxtyxyxYXobtyxP Ttt  , where the bar denotes complex  
 
conjugation. The joint  moment of tX  and tY  is given by   
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2.3  Generalizations of the Hadamard Walk 
 
 In this paper we consider the following generalization  of the Hadamard walk for the one-dimensional  
 
model 
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where )1,0(p . In the two-dimensional model we will consider the following 
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where )1,0(p . When 
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p , ),( qpH   reduces to the Hadamard matrix in equation (2.3.1) , whilst  
 
),( qpH   reduces to a two-dimensional generalization of (2.3.1). We close this section by noting that  
 
 
that the generator of the process in the one-dimensional model is  
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and in the two-dimensional model it is  
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In both (2.3.5) and (2.3.6), pq 1  and )1,0(p . 
 
 
3. Limit Distribution of Long-Time Behavior 
 
3.1 Weak Convergence in the One Dimensional Model 
 
We first diagonalize the time-evolution matrix in the one dimensional model which is  given by the  
 
matrix in equation (2.3.5). The eigenvalues of the matrix in equation (2.3.5)  can be shown to be  
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where jN  is an appropriate normalization factor. Define the 22  unitary matrix by  21)( hhxP
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From equation (3.1.1) we have  )sin(arcsin)( xpx  , and thus  
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From (3.1.5) and (3.1.6) we arrive at the main result, the convergence theorem in the long-time limit of  
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3.2  Analytic Expression for the Probability Distribution in the One-Dimensional Model 
 
The dynamics of the one-dimensional model considered herein can be expressed in terms of difference 
 
Equations  giving the system of linear equations 
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In matrix form the system consisting of equations (3.2.3) and (3.2.4) can be written as  
 
)1,()(),(  txxSetx ik 

, where 
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xS )( . Now applying the Fourier  
 
transform 
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Zx
xxietxtx ),(),(ˆ   to the initial condition )0,(x  we get the equivalent initial  
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x
x
.  By induction on t  we can show that the wave function of the  
 walker  can be written as )0,(ˆ)(),(ˆ xxSetx titk   .  By way of the relation  sincos iei   and  
 
properties of the Pauli matrices we can show that  
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 )())(sin())(cos()( xcxiIxxS , where   and c

 are real functions of x ,  
 
and the matrix vector 

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
, where  
 
I  is the 22  identity matrix. The decomposition 

 )())(sin())(cos()( xcxiIxxS  is  
 
exponential and implies we can write 

 )())(sin())(cos()( xcxtiIxtxS t . 
 
 
Definition 3.3: The Chebyshev polynomial )(xTn of the first kind is a  
 
polynomial in x  of degree n , defined by the relation )cos()( nxTn   when )cos(x , and the  
 
Chebyshev  polynomial )(xU n  of  the second kind is a polynomial in x  of degree n  defined by the  
 
relation 


sin
)1sin(
)(


n
xU n   when )cos(x  [16]. 
 
Using Definition 3.3 we can can write 

  )())(sin()))((cos()))((cos()( 1 xcxixUIxTxS tt
t .  
 
In  Mason et.al [16]  it is shown that )()(2)( 21 xUxxUxU nnn    and )()()(2 2 xUxUxT nnn  .  
 
From both of these relations we can deduce )()()( 1 xxUxUxT nnn  , from which it follows that we  
 
can write  
 
   ).())(sin())(cos()))((cos()))((cos()( 1 xcxiIxxUIxUxS tt
t                          (3.2.5) 
 
However, we notice that the expression within the square brackets in equation (3.2.5) can be written  
 
using exponential notation as     11).()( )(   xSe xcxi 

.  So we can write equation (3.2.5) as  
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
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t                                                                              (3.2.6) 
 
Following Fuss et.al [9] we can also determine the function ))(cos( x  in terms of the components of  
 
)(xS   by defining the inner product )(
2
1
),( ABTrBA  , where (.)Tr denotes the trace function, on  
 
the vector space of two by two unitary matrices and hence obtain an inner product space with  
 
 321 ,,, I  as an orthonormal basis.  The co-efficient of the identity matrix on the right side of  
 


 )())(sin())(cos()( xcxiIxxS  is ))(cos( x . To determine the coefficient of the identity  
 
matrix  on the left hand side of 

 )())(sin())(cos()( xcxiIxxS , we take the inner product,  
 
))((
2
1
))(,( xSITrxSI  , which gives  )sin(xpi  . We saw earlier that the wave function of the  
 
walker at an arbitrary time t  is given by )0,(ˆ)(),(ˆ xxSetx titk   , thus between two times 0t  and  
 
1t  , )0,(
ˆ)(),(ˆ xxSetx titk    has the equivalent interpretation )(),( )()(01
0101 xSettT
ttktti   . So we  
 
can write        
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From )0,(ˆ)(),(ˆ xxSetx titk   , )(),( )()(01
0101 xSettT
ttktti   , and equation (3.2.7) we can write 
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In order to write equation (3.2.8) in terms of ),(ˆ1 tx and ),(
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2 tx  we first note that  
 
 













xixi
xixi
epeq
eqep
xS
1
)( , 











),(ˆ
),(ˆ
),(ˆ
2
1
tx
tx
tx


 , 





















2
1
2
1
2
1
)0,0(
)0,0(
)0,(ˆ
)0,(ˆ
)0,(
d
d
x
x
x




 ,  
 
thus we have, 
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Using the definition 

 



xdexpiUxpiu xixtt ))sin((
2
1
):( , and applying the inverse Fourier  
 
transform to equation (3.2.9) and equation (3.2.10) respectively we have 
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




  gives the time evolution of the quantum random walk for discrete times  
 
0t  on a line Zx . We note that for a quantum particle starting from the initial state 





2
1
d
d
,  
 
equations (3.2.11) and (3.2.12) imply that the quantum walk probability density is given by  
 
2
2
2
1 ),(),( txtx   . Write 
2
2
2
1 ),(),(),( txtxtxP   , then from equations (3.2.11) and (3.2.12)  
 
we have that  
 
 
                                    
 
               
(3.2.13) 
 
 
 
 
To write equation (3.2.13) in closed form we use the power series method of [9]. According to  
 
the authors  we can write 
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 If we put  xixi eepy  2  and expand the powers using the binomial theorem, it follows we can  
 
write 
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To put equation (3.2.15) in a suitable form, we change the index of summation in the second sum by  
 
putting kmj  , it follows we can then write (3.2.15) as 
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where the property 0

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

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q
 is to be used when 0r  or qr  . Reordering the summation in  
 
equation (3.2.16) gives  
    )2(
0
2
0
22
1))sin(( jtxi
t
j
t
m
mtkm
t ep
mj
mt
m
mt
xpiU 










 























 
                                  (3.2.17) 
 
Let  piP t jt 2  denote the expression in square brackets in equation (3.2.17), then 
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Recall that  )sin(xpiU t   has inverse Fourier transform 
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We see from equation (3.2.19) that    

 
t
j
t
jtt piPxpiu
0
2:  provided that jtx 2 , and 
  0:  xpiut  provided that jtx 2 . Thus in terms of the Kronecker delta we can write  
     jtx
t
j
t
jtt piPxpiu 2,
0
2: 

   , where  piP t jt 2   is the expression inside the square  
 
brackets in equation (3.2.17) . The main result of this section is now ready and we summarize as follows:  
 
 
Theorem 3.4: The quantum probability density function for the generalized hadamard walk in one- 
 
dimension  is given by  
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where     jtx
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t
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0
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   , and   piP t jt 2  is the expression in square brackets  
 
in equation (3.2.17) 
 
 
3.3 Weak Convergence  in the Two Dimensional Model 
 
We first note that ),(),(),( **** qpHqpHqpH  ,  where ),(* qpH   is given by equation (2.3.3).  
 
From the matrix in equation (2.3.5) one can deduce that the eigenvalues and the eigenvectors of  
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(2.3.5) upon making the appropriate substitution, then using the method of Section 3.1 the  
 
convergence theorem in the long –time limit of the joint moment of the walker’s pseudo-velocity 
t
X t   
 
and 
t
Yt  Is given by the following. 
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3.4  Analytic Expression for the Probability Distribution in the Two-Dimensional Model 
 
Note  that the dynamics of the two-dimensional Hadamard model considered in this paper can be  
 
expressed in terms of difference equations giving the system of linear equations 
 
 
 )1,,1()1,,1()1,,1()1,,1(),,( 43211  tyxqtyxpqtyxpqtyxpetyx ik 
   (3.4.1) 
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   (3.4.2) 
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 (3.4.3) 
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4. Localization in the Generalized Hadamard  Model: Theoretical Investigation 
 
 
To give the criterion we first give the probability of localization on the line in the one dimensional  
 
model. 
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dimensional Dirac Delta function. 
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In the two dimensional model the probability of localization is given by the following. 
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Definition 4.3: We say localization has occurred in either the one or two dimensional models if )( 0xP or  
 
),( 00 yxP  is sufficiently large within the confines of the interval ]1,0[ . 
 
 
5. Symmetry of the Distribution: Theoretical Investigation 
 
In this section  we  give rigorous results on the symmetry of the distribution for both  
 
the one and two dimensional models considered in this paper. We follow closely the ideas in the  
 
paper of  Konno et.al [18].  
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 We first  show the inclusion 0 s . Note that if s , then    xXPxXP tt     
 
and so we can deduce that      
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x
t
x
t xXPxxXPx 0 , that is,   0tXE .  
 
This implies that 0  and the inclusion 0 s  is complete.  
 
We now show the inclusion s . First we note  that for 21    where  
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which implies that s  and the inclusion s  is complete.  Now we show the inclusion  
 
0 . If 0 , then   0tXE , but ''0'00  ,  where    0:0   tXE   
 
and    0:''0   tXE   so ''0'0   and the definition of '0  implies that  ,  
 
and the inclusion 0  is complete. 
 
Thus we immediately see that Theorem 5.1 generalizes if we replace 





2
1
,
2
1*H  with  qpH ,* . To see 
the generalization we first generalize Lemma 5.2 as follows. 
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Proof: The proof is essentially the same as Lemma 5.2 or Lemma 1 in [18], upon   
 
replacing  the matrix P  with 
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
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pqQ , and making the necessary change in notation. 
 
Thus to see the generalized form of Theorem 5.1, we essentially use  Lemma 5.3 in the proof of  
 
Theorem 5.1, and the generalized form of Theorem 5.1 follows which gives the necessary and  
 
sufficient condition for symmetry in the one dimensional model considered in this paper. 
 
   
5.2.  Necessary and Sufficient Condition in the Two Dimensional Model 
 
Recall for  the two dimensional model considered in this paper, that the time evolution is given by the  
 
transformation 
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Recall that the direction of motion of the particle depends on its chirality state. In two dimensions we  
 
have four chirality states: left, right, up, or down. The evolution of the two-dimensional Hadamard walk  
 
proceeds as follows: At each time step, if the particle has left chirality, it moves one step to the left,  and  
 
if it has right chirality, it moves one step to the right, and if the chirality state is up or down   
 
 then it moves up or down, respectively. In particular ),(** qpH  acts on four chirality states L , R ,  
 
U , and D , where L, R,U and D refer to the left, right, up, and down chirality states respectively,  as  
 
follows: 
 
  UqDRpqLpL   
 
  DqRpULpqR   
 
  DpRqULpqD   
 
  UpDRpqLqU   
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  UqDRpqLpLqpH ),(**  
 
  DqRpULpqRqpH ),(**  
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Now we introduce the following matrices 
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with  UDRL PPPPqpH ),(
** . Here LP , RP , DP , UP  represents the probability the particle  
 
moves left, right, down, and up respectively. By using LP , RP , DP , and UP  we define the dynamics of  
 
the generalized Hadamard walk  in two dimensions by the following    22 1212  NN  matrix  
     14441444**
22
:
 NNNN
N CCH    by  
****
NNN HHH  , where the  
 
   1212  NN  matrix     122122* :  NNN CCH   is given by 
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00
, and C  is the set of complex numbers. Note that the    1212  NN  matrix  
 
    122122* :  NNN CCH   defined above  is associated with the dynamics of the generalized  
 
Hadamard walk in one dimension.  In particular recall that the relationship between the transformations  
 
in the one and two dimensional models  is given by ),(),(),( ***** qpHqpHqpH  . Now let 
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 be the four  component vector of amplitudes of the particle being at site ),( yx  at  time t , where the  
 
first, second, third and fourth components of the column vector correspond to the chirality states left,  
 
right, down and up, respectively, and let            1444)1(
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Tt C   be  
 
the quibit states at time t , where T means the transposed operator.  The initial quibit state is given by 
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ik . The following equation defines the time evolution of the generalized two-dimensional  
 
Hadamard walk 
 
           t yxDt yxUt yxLt yxRyxtN PPPPH 1,1,,1,1,**   , where  
 
     t yxyxt ,,  . Note that DULR PPPP ,,,  satisfy  
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the adjoint operator. The above relations imply that **NH  is also a unitary matrix. Define the set of initial 
 
quibit states as follows: 
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 . Now we define the probability distribution  
 
of the generalized Hadamard walk in two dimensions starting from the initial quibit state    
 
by      2,),(,  t yxtt yxYXP  . Now we introduce the following class of initial quibit states akin  
 
to the one dimensional case. 
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Akin to the one dimensional case it also follows that if 04321 kkkk , then 
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,
0 , implies that, 
4321 ,,, kkkk  are orthogonal. For 
 s , the distribution of the generalized Hadamard walk in two  
 
dimensions is also symmetric, and the following theorem below establishes the necessary and sufficient  
 
condition. 
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The proof of the above theorem is similar in nature to the proof of generalized form of  
 
Theorem 5.1 which was obtained by replacing 
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1
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1*H  with  qpH ,* , and involves invoking the  
 
following Lemma whose proof is also similar to that of the generalized form of Lemma 5.3. 
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6. Concluding Remarks 
 
 We have obtained weak convergence theorems in the long-time limit of the walker’s pseudo-velocity in  
 
both one and two dimensions for the Hadamard-walk model considered in this paper. Theoretical  
 
criterion is given for localization and symmetrization in both the one and two dimensional models. It is  
 
an interesting problem to study symmetrization via a variant of the Quantum Pascal Triangle as  
 
considered by [18]  in the case of the unbiased Hadamard walk in one-dimension. 
  
 
References 
 
[1] N.Konno, A new type of limit theorems for the one-dimensional quantum random walk, Journal of 
the Mathematical Society of Japan 57 (2005), 1179-1195 
 
[2] G. Grimmett, S. Janson, P. Scudo, Weak Limits for quantum random walks, Physical Review E 69, 
026119 (2004), 1-6 
 
[3] N.Konno, T.Namiki, T.Soshi and A. Sudbury, Absorption problems for quantum walks in one 
dimension, J.Phys.A: Math.Gen. 36 (2003), 241-253 
 
[4] N. Konno, Quantum Random Walks in One Dimension, Quantum Inf. Process. 1 (2002), 345-354  
 
[5] K. Watabe, N. Kobayashi, and M. Katori, Limit distributions of two-dimensional quantum walks, 
Physical Review A 77, 062331 (2008), 1-9 
 
[6] M.Katori, S.Fujino, and N.Konno, Quantum walks and orbital states of a Weyl particle, Physical 
Review  A 72, 01231 (2005), 1-9 
 
[7] T.Machida, and N.Konno, Limit Theorem for a Time-Dependent coined Quantum walk on the line, 
Proceedings in Information and Communications Technology 2 (2010), 226-235 
[8] T. Miyazaki, M. Katori, and N.Konno, Wigner formula of rotation matrices and quantum walks, 
Physical Review A 76, 012332 (2007), 1-14 
 
[9]  I. Fuss. L. White, P. Sherman, S. Naguleswaran, An analytic solution for one-dimensional quantum 
walks.  arXiv: 0705.0077 (2007) 
 
[10] Y.Aharanov, L. Davidovich, and N. Zagury, Quantum Random Walks, Phys.Rev.A  48  (1992),  1687- 
1690 
 
[11] D.A. Meyer, From quantum cellular automata to lattice gases, J.Stat.Phys. 85 (1996), 551 
 
[12] N.Inui, N. Konno, and E.Segawa, One-dimensional three-state quantum walk, Physical Review E 72, 
056112 (2005) , 1-7 
 
[13] N. Inui, Y. Konishi, and N. Konno, Localization of two-dimensional quantum walks, Physical Review A 
69, 052323 (2004), 1-9 
 
[14] C. Liu and N. Pentulante, One-dimensional quantum walks with two entangled coins, Physical 
Review A 79, 032312 (2009). 
 
[15] P.M. Fitzpatrick, Advanced Calculus: A Course in Mathematical Anaylsis, PWS Publishing Company, 
Boston, Massachusetts (1996) 
 
[16] J.C. Mason, and D.C. Handscomb, Chebyshev Polynomials, Chapman and Hall/CRC Publishing, Boca 
Raton, Florida  (2003) 
 
[17] C. Ampadu, Random Walks and Partial Differential Equations, PhD Dissertation, Central Michigan 
University, MR: 2736744 (2010)  
 
[18] N. Konno, T. Namiki, and T.Soshi, Symmetry of Distribution for the One-Dimensional Hadamard 
Walk, Interdisciplinary Information Sciences 10 (2004), 11-22 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
