Variation is a key concern in semiconductor manufacturing, and is manifest in several forms. Spatial variation across each wafer results from equipment or process limitations, and variation within each die may be exacerbated further by complex pattern dependencies. Spatial variation information is important not only for process optimization and control, but also for design of circuits that are robust to such variation. Systematic and random components of the variation must be identified, and models relating the spatial variation to specific process and pattern causes are needed. In this work, extraction and modeling methods are described for wafer-level, die-level, and wafer-die interaction contributions to spatial variation. Wafer-level estimation methods include filtering, spline, and regression based approaches. Die-level (or intra-die) variation can be extracted using spatial Fourier transform methods; important issues include spectral interpolation and sampling requirements. Finally, the interaction between wafer-and die-level effects is important to fully capture and separate systematic versus random variation; spline and frequency based methods are proposed for this modeling.
I. INTRODUCTION
As device and interconnect dimensions continue to shrink and wafer sizes increase, maintaining process uniformity is increasing in importance and difficulty. An understanding of variation, particularly spatial variation, is essential to both control the process, and to design manufacturable high-performance circuits [1, 2, 3] . We present here key approaches to the detailed modeling of spatial variation in semiconductor process and device fabrication. In particular, methods are developed for modeling wafer-level trends, the effects of die-level patterns, and the interactions between wafer-and die-level variation. These methods are effective in decomposing what might otherwise be taken as random noise with large variance into separate specific systematic and random contributions.
Relatively little work has been done on spatial variation modeling in VLSI fabrication, with the bulk of the literature focusing on models based on correlation structure or overall wafer-scale variation. Kibarian et al. [3] examined the spatial correlations of device and process parameters (such as threshold voltage, polysilicon line width, and film thicknesses) with circuit performance.
Kibarian also proposed methods for extracting wafer level models of variation for these parameters using multiple linear regression techniques. Guo and Sachs [4] , and Mozumder and Lowenstein [5] described multi-site response surface methods for modeling within-wafer uniformity as a function of process dependencies. More recently, Davis et al. [6] examined sampling issues for the accurate regression modeling of wafer-scale variation, including methods to utilize multi-site correlation as well as mean-value information. Michael [7] considered the impact of correlated device parameters on circuit performance using simple correlated Gaussian models. Zhang and Styblinski [8] have written extensively on similar correlation models and statistical macromodel development using design of experiment and Taguchi techniques. Yu et al. [9] focused on the details of layout pattern or feature scale variation in polysilicon critical dimensions using a Fast Fourier Transform (FFT) extraction approach.
The methods presented in the present paper are related to the previous work in the following ways. First, we are most interested in spatial variation, and in particular in both wafer-level and die-(or pattern-) level contributions. Second, we are concerned with variance decomposition rather than establishing correlation between in-line and post-process spatial patterns, or between spatial patterns and process or other dependencies. That is to say, the proposed methods identify and model the specific spatial and die-pattern contributions to parameter variation across the die and wafer. These models can then be used in further correlation studies (e.g. to relate in-line to end-of-line measurements). Finally, the methods we propose make few assumptions about the distribution of the measurements; specifically, we do not assume multivariate correlated normal distributions.
In this paper, we present methods for factoring variation into four main components as defined in Section II: wafer-level variation, die-level variation, wafer-die interactions, and residuals which are assumed to be orthogonal to the systematic components. Wafer-level variation (the value of some parameter across the surface of the wafer) is often characterized by low (spatial) frequency trends caused by equipment design or operation limitations and are assumed to be independent of layout. Extraction methods for wafer-level variation are presented in Section III. Die-level (or intra-die) variation captures pattern or layout induced deviation of device or structure parameters from their designed values. Methods for die-level variation modeling are detailed in Section IV.
Wafer-die interaction terms capture differences in intra-die variation as one moves across a wafer.
For instance, die near the edge of the wafer tend to have quite different variation profiles compared to die near the center of the wafer. New methods for capturing these interaction terms are introduced in Section V. Methods for analysis of the residuals remaining after systematic components have been removed are presented in Section VI. This section further provides a means for the comparison and evaluation of the effectiveness of the decomposition algorithms in Sections III through V. In addition to presenting the methods used to factor variation, we will also demonstrate the methodology on two datasets. The first is an artificial dataset created to test the efficacy of each of the estimators as they are presented in Sections III through V. A description of this dataset is provided in Appendix I. The second example uses data collected from an experiment designed to investigate interlevel dielectric thickness (ILD) variation in chemical-mechanical polishing (CMP) processes. This dataset and analysis results are described in Section VII. Finally, concluding remarks and directions for future work are provided in Section VIII.
II. VARIATION CLASSIFICATION AND DEFINITION
Variation in semiconductor manufacturing appears largely at four different scales in time and space: lot-to-lot, wafer-to-wafer, within-wafer, and intra-die. Lot-to-lot variation is the tendency of the lot mean of a device or process parameter (e.g. the mean of channel length computed over the entire lot) to vary from one lot to the next. Lot-to-lot variation is often monitored using statistical process control, and may be compensated for using run by run or other feedback control approaches, e.g. [10] . Wafer-to-wafer variation may be either temporal or spatial in nature. Temporal wafer-to-wafer variation is generally caused by drift in process equipment operation from one wafer to the next. This variation is increasing in importance as single-wafer processing equipment expands in use. Spatial wafer-to-wafer variation may also result from non-ideal process equipment, e.g. due to different positions of wafers in a boat during a batch furnace step.
Wafer-level variation is generally caused by additional equipment non-uniformity and other physical effects such as thermal gradients and loading phenomena. Typically, wafer-level varia-tion is low frequency and smooth, and neighboring points are likely to be highly correlated with each other. Also, wafer-level variation often exhibits symmetrical properties such as radial (or "bull's eye") patterns or slanted planes.
Intra-die variation is often caused by layout and topography interaction with the process. Key examples include pattern planarization in chemical mechanical polishing [11] , and critical linewidth dimension variation in channel length or metal lines [12, 13] . Intra-die variation has only recently received appreciable attention, in part due to the need for a large amount of statistically meaningful data, and the prevailing belief that intra-die variation is inconsequential compared to lot-to-lot, wafer-to-wafer, and within-wafer variation. Several studies [9, 11, 13] have shown that this is not the case and that intra-die variation is often much larger or comparable to the other variational sources.
Because the physical sources of spatial variation at the wafer-and die-levels are very different, it is critical that methods be available for the separation and analysis of variation components.
Equipment and process-related issues can then be identified and addressed via process optimization and control, and pattern dependencies can be minimized by judicious circuit design practices. Figure 1 shows a flow diagram for the general decomposition algorithm we have developed. A hierarchical model is assumed in which the residuals (the output of the previous estimator minus its input) from one estimator become the input to the next estimator. There are three main estimators depicted in Figure 1 : the wafer-level estimator, the die-level estimator, and the wafer-die interaction term estimator. Detailed descriptions of these estimators are presented in Sections III, IV, and V, respectively. The final box in Figure 1 represents the residual terms --the portion of the variation that is left over and assumed to be purely random in nature.
Generally speaking, the variation decomposition algorithm can be expressed in the framework of an additive model. An excellent discussion of generalized additive models, of which we use a special case, can be found in [14, 15] . Using an additive model allows the parameter of interest to be expressed as the sum of several contributions, each with their own distributions or dependencies, such as die-level components (f DLV ), wafer-level components (f WLV ), and die-cross wafer level components ( ):
.
In (1), x and y are spatial coordinates on the wafer and ε corresponds to the residual terms mentioned before.
III. WAFER-LEVEL VARIATION EXTRACTION
The wafer-level variation is assumed to originate from large-scale equipment and process asymmetries. These may result from the equipment design (e.g., asymmetric chamber geometry affecting gas flows, thermal gradients in a furnace) or from equipment/process imperfections (e.g. nonuniform slurry transport in chemical mechanical polishing). Because of the underlying mechanisms, the wafer-level variation is assumed to be slowly varying and smooth. Simple methods for extracting the wafer-level variation are often employed, including examination of only a single identical structure on every die, or use of a simple moving average on all of the available data.
Unfortunately, these simple methods are often ineffective. Examination of only one structure on each die neglects the large amount of information contained in other structures within the die.
Also, this measure implicitly assumes that the physical mechanism behind wafer-level variation is not associated with spatial distances less than the die size as might occur in cases of severe wafer edge effects. Finally, a simple moving average can yield poor estimates near the edge of the wafer
where the window of the moving average is not completely located inside the wafer, necessitating careful corrections. For these reasons, alternative methods are often needed to extract the waferlevel variation.
In this section, we evaluate, analyze, and recommend four methods for estimating the waferlevel variation: the downsampled moving average estimator (DSMA), the meshed spline method (MSM), linear regression coupled with a novel physically based cross validation approach, and an estimator based on the linear combination of these techniques. After describing the background behind each of these methods, the strengths and weaknesses of each method is explored, and an artificial dataset is used to illustrate and gauge the relative utility of each wafer-level estimator.
A. Downsampled Moving Average Estimator (DSMA)
The downsampled moving average estimator (DSMA) utilizes the intuitive notion of a moving average to smooth over rapidly varying features arising due to die effects. This procedure (and all those considered in this paper) begins by taking the raw dataset and interpolating it onto a regularly spaced grid. The size of the grid is chosen based on the number and distribution of observations in each die in order to avoid grossly quantizing the data; e.g. approximately n grid lines per die are chosen in each direction for n 2 data points scattered throughout a die. The interpolated input grid is then downsampled to generate a lower density grid (e.g. 4x4 downsampling to create a grid composed of only every fourth grid point in the x and y directions compared to the original grid). Values for the downsampled grid points are then computed by taking an average of the full dense grid data within a prescribed distance of the corresponding original grid point; the neighborhood used is usually the same as the degree of downsampling. These averaged downsampled data points are then used to interpolate back to the original size of the input dataset. Effectively, this interpolation step is similar to upsampling: it replaces all of the "missing" data points of the original dataset removed during the downsampling procedure with estimates calculated via interpolation. The recommended interpolation scheme is a cubic fit to each surface formed by the triangulation of data-points and partial derivative information [16] . Finally, for each data point, the difference between the raw data and its corresponding interpolated value is computed and regressed onto a function of x, y, and xy to capture any remaining systematic linear trends in the dataset. The result of this regression is added to the aforementioned interpolated values to form the DSMA estimate.
The effect of the DSMA estimator procedure is best understood through examination in both the discrete space and frequency domains. Figure 2c ) determines the location of the zeros in the frequency domain. Thus, if the size of the window is chosen to be an integer multiple of the die period, we see that the spikes caused by the periodicity in the input sequence will be zeroed out.
In the spatial domain, downsampling of order W can be represented by multiplication with a periodic impulse train of period W, while in the frequency domain, downsampling corresponds to a convolution of the output of the moving average with a periodic impulse train of period N/W
where N is the length of the input sequence. This convolution step causes the main lobe shown in Figure 2b to be accentuated and replicated at each impulse while other components are either attenuated or aliased. The final interpolation step replaces the missing data points in Figure 2g with estimates derived via interpolation. In the frequency domain, the interpolation step appears as the multiplication between Figure 2f and the impulse response of the interpolator (essentially a low pass filter) so that only one slightly filtered and attenuated copy will survive. This cubic interpolation is an important step often omitted in simple die-average approaches, and serves to extend the gentle wafer trends better near the edge of wafer.
In the DSMA estimator, the amount of aliasing must be controlled to avoid a poor estimate of the wafer-level variation. Aliasing occurs when the spikes due to the periodic nature of the input The downsampling rate is another critical factor. If the downsampling rate is made too fine (less downsampling), less aliasing will occur since the period of the impulse train in Figure 2f will increase, but problems will occur at the edges of the estimator due to the interaction between the moving average and the finite length of the input data sequence. That is, the estimator will react too strongly to a small number of data points near the edge of the wafer. We propose guidelines for choosing the downsampling rate in Section III.F.
B. Meshed Spline Method (MSM)
The meshed spline method (MSM) is distinguished from the DSMA primarily in that nonparametric estimates of values on selected spatial points along lines of interest are generated, rather than point-wise averaging and filtering. In the MSM, the input data is again first interpolated onto a regular grid with the grid size determined by the number of observations per die. The procedure then selects grid lines or "stripes" (every M th line), and smooths the data points for that stripe using spline methods. This sampling scheme is essentially the same as the downsampling in DSMA, except in the MSM we downsample in one direction at a time (by picking each M th grid line) and spline in the other direction (along that grid line). Spline smoothing is a non-parametric based technique for fitting data and is summarized in Appendix II. In our application, the spline smoothing procedure is done first on horizontal stripes followed by vertical stripes. The results of these two steps are then averaged together to eliminate ambiguity associated with points that fall on both horizontal and vertical stripes. After the stripe and smooth procedures, the estimate is passed through the same cubic interpolation and linear regression procedures used for the DSMA estimator. The MSM can also be repeated for meshes oriented in other orthogonal directions such as along 45 and 135 degree lines. 
where h int [x,y] is the impulse response of the spline interpolator 1 , represents the convolution operator, and δ[x] is the unit impulse function:
The 2-D Fourier transform of (2) can be written as:
1. Technically speaking, a spline interpolator is a non-parametric technique, and thus, it does not have an impulse response nor is it a linear operator. To a first approximation, any interpolator can be represented as an impulse response with a sinc-like functional form. Further research, however, is needed to fully explain the behavior of the MSM estimator.
(4)
Thus, the periodic nature of the peaks shown in Figure 3d and 3f is due to the sampling process inherent in the mesh and smooth operation while the higher-order sinc-like behavior is due to the interpolative action of the mesh and smooth operation. When Figure 3c and 3e are averaged together and interpolated to form a smooth surface in the spatial domain, only the center peak (highlighted in Figure 3d and 3f) is retained in the frequency domain.
C. Regression Based Estimators
For regression estimators, the wafer-level variation is assumed to be modeled by a smooth polynomial functional of x, y, r, , or other relevant coordinates, e.g.
where standard least squares regression to the available data may be employed. Mixing of coordinate terms (x, y) and (r, θ) should be avoided to prevent collinearity and structured variance-covariance matrices.
In order to determine the best model for the data, a unique method of process experimentation coupled with standard cross-validation techniques is proposed which we term "physical cross-validation." If multiple wafers with the same pattern are being analyzed, standard cross-validation approaches (e.g. leave one out or other data subsetting) together with standard model selection procedures (e.g. forward, backward, stepwise, and all subsets) may be employed to construct the wafer level model. However, one must be careful in assuming that the resulting wafer-level variation is truly independent of the pattern: the wafer "as a whole" may or may not look the same to the process with and without patterns (or with different patterns) on it. Thus, additional physical validation on wafers with different patterns or on unpatterned (or "blank") wafers is suggested.
Unpatterned wafer analysis is also valuable in confirming that the wafer-level model is not capturing die-level interaction components, as both die-level and wafer-die interactions are not present.
In the case of inter-level dielectric thickness modeling, the blank wafer approach might constitute depositing a new wafer with SiO 2 and polishing with CMP, or in the case of photolithography modeling, blank wafers could be coated with photoresist and measurements of photoresist thickness across the wafer might be collected. After processing, standard cross-validation and model selection approaches can again be employed to construct and check a representative wafer-level model. In any multiple wafer approach, one must also account for or block against wafer-to-wafer variation due to process/equipment drift in time.
D. Combined Techniques
A linear combination of the estimates presented in the previous sections may also be used to determine the wafer-level variation. Thus, if each wafer-level estimate presented in this section is labeled E 1 , E 2 , and E 3 then a combined wafer-level estimate, f WLV,eff , can be formulated as: (6) where w 1 , w 2 , and w 3 are weights (normalized to sum to one). Without other a-priori knowledge, the weights can be set equal, w 1 = w 2 = w 3 = 1 / 3. If, however, it is known that one estimator is more likely to yield a more efficient 1 estimator compared to the others, then it can be more heavily weighted. Assuming that the errors associated with each wafer-level estimator are independent and normally distributed with roughly the same variance, the combined estimator should yield an estimate with a smaller variance by approximately a factor of (w 1 2 + w 2 2 + w 3 2 ).
1. In this paper, the efficiency of an estimator is defined as: Figure 4 ) is used to evaluate the estimators presented in this paper; the details of the dataset can be found in Appendix I. The results of extracting the waferlevel variation for each of the estimators described in the previous sections are shown in Table I .
E. Simulation Results

An artificial dataset (shown in
In this Table ( and elsewhere in this paper), the "error standard deviation" is the standard deviation of the difference between the actual and the extracted value, and the "% error" is defined as the ratio of this error standard deviation to the mean of the raw value, times 100. The DSMA estimator appears to be the best with respect to these measures, followed by the MSM, with the regression based estimator the least effective. The results shown in Table I require careful interpretation, however, as it was empirically found that the relative efficiency of the MSM estimator versus the DSMA was a function of the magnitude and distribution of the wafer-die interaction terms. This phenomenon can be attributed to aliasing effects in the DSMA estimator. In the MSM estimator, less aliasing occurs since the spline smoother effectively eliminates most of the high frequency components which could lead to aliasing effects during any resulting upsampling steps. For comparison, also shown in Table I is the result from a simple wafer level estimator, termed "single structure method", in which only a single structure (the same structure) on each die is measured and the cubic interpolator is used to obtain wafer-level values for all other locations on the wafer
F. Parameter Selection Guidelines for the DSMA and MSM Estimators
There is some ambiguity associated with the amount of downsampling required in the DSMA and MSM estimators. We propose to resolve this ambiguity by a new method in which we estimate a "characteristic wafer-level variation length" based on the average correlation distance.
(Alternative values for the wafer-level variation length could be based on several blank wafers which have been placed through the processing equipment that one is trying to model. The data from these wafers are collected and the average correlation distance is computed based on just this wafer-level variation.) The average correlation distance is computed by obtaining the one dimensional discrete autocorrelation function (ACF) of several slices through the wafer diameter chosen randomly. The correlation distance is found for each ACF slice by finding the lag (a discrete unit based on the uniformly spaced grid) corresponding to where the ACF has fallen to the 95% confidence level about zero [17] . These correlation distances for each slice are then averaged together to form the characteristic wafer-level variation length, L WLV . (If the correlation "distances" are measured in discrete units, they can be converted to the continuous spatial dimension by multiplication by and , the uniform grid spacings in the x-and y-directions, respectively.)
L WLV , however, might be non-symmetric in that the average correlation distance for x-oriented slices through the wafer might be significantly different than the average correlation distance for the y-oriented slices. In this case, two characteristic lengths should be defined: L WLV,X for the average correlation distance in the x-direction and L WLV,Y for the y-direction. Correlation distances indicate the amount of smoothness that will be required to reject unwanted noise or to reject data which is not associated with the underlying physical phenomenon causing wafer-level variation.
A good choice for the downsample rate in the DSMA and MSM estimators is the simultaneous use of these two correlation distances, or ; in this way, each sample will contain or represent data which is well correlated with that sample, but not include data beyond that correlation distance. Table II ) of 6x6 downsampling corresponds well to the value of 8x8 calculated from the characteristic waver-level variation lengths
G. Discussion of Wafer-level Variation Extraction Techniques
The primary advantage of the DSMA estimator is simplicity and efficiency. If only one or two sites per die are available, it is still possible to compute the wafer-level estimator. The main disadvantage of this technique is that rapid but systematic curvature changes at the edges of the wafer are likely to be missed if relatively few points per die are used in the estimation process. In many processes, however, rapid curvature is not expected, and in such cases the DSMA estimator is generally the most efficient estimator for extracting wafer-level variation.
The primary advantage of the MSM estimator is that rapid edge effects can be more readily captured. The main disadvantage of this procedure is that it can be computationally expensive: the number of points which must be fit via the spline is generally about an order of magnitude greater than the number of points used in average computation for the DSMA. In addition, spline smoothing is known to result in some anomalous behavior if the degrees of freedom parameter (see Appendix II) is set improperly.
The regression technique holds one significant advantage compared to the previous waferlevel extraction methods. Regression produces a parametric estimator so that the resulting model is very compact and the model coefficients for different wafers and lots are useful tools for tracking lot-to-lot and wafer-to-wafer variation. The primary drawback with regression techniques is that they assume a large degree of symmetry or analytic regularity in the wafer-level variation which is often not the case. The other techniques presented in this section are more robust since they are based on non-parametric methods.
IV. DIE-LEVEL VARIATION
This section focuses on die-level variation extraction. The estimation method here draws upon original contributions by Yu and Spanos in [9] ; this frequency domain based approach is first reviewed. The results of applying the die-level estimator to our artificial dataset are then presented. Finally, the importance of spectral interpolation issues not discussed in detail in [9] is examined: the purpose and role of the spectral interpolation step is detailed, and guidelines are developed for the minimum number of die on a wafer needed to extract an efficient die-level variation estimator.
A. FFT Based Method
The FFT-based die-level estimator is fundamentally based on detecting the periodicity inher- 
Since intra-die variation is mostly periodic with a spatial period of the die size, the majority of the die-level variation terms are assumed to be concentrated at N x /DP x and N y /DP y multiples of the sampling period where N x , N y , DP x , and DP y are the number of samples in the x-and y-directions, and the die-period in the x-and y-directions, respectively. These components form the basis for the die-level estimate.
Because the input dataset is a finite length sequence, some sidelobe energy will be present [18] which serves to degrade the accuracy of the estimator. Also, even in very long sequences, the sharp peaks associated with the die-level components tend to attenuate due to numerical rounding and scaling. In order to correct for these effects, a spectral interpolation scheme can be used.
Since the remaining unfiltered terms are assumed to be continuous, the amount of side-lobe energy leakage can be estimated by interpolating in the neighborhood surrounding k DLV,x and k DLV, y using (8) which is then subtracted from
B. Simulated Dataset
In our artificial dataset (shown in Figure 4a ), the repetitive structure is due to the die-level variation. A detailed view of the known artificial pattern for one die is shown in Figure 4c ; since the imposed die-level variation is periodic all other die are identical to Figure 4c . Table III shows that the extracted die-level variation is nearly identical to the actual die-level variation in Figure
. Similar results have been obtained for other artificial datasets in which the die-level variation is known Figure 6 shows the maximum absolute error as a function of number of die on a "wafer" for several different levels of additive noise. (The data for Figure 6 was generated from a one dimensional model different than that presented in Appendix I.) In Figure 6a , a spectral interpolation step was used to remove sidelobe energy while in Figure 6b no spectral interpolation was used.
From these plots, several conclusions emerge. As the number of die on a wafer increases, the total absolute error for the interpolated version tends to decrease (see Figure 6a ) regardless of the amount of noise present in the input. For the non-interpolated case, increasing the number of die ultimately leads to an increase in maximum absolute error (see Figure 6b ) due to scaling and numerical noise. In both cases, fewer die leads to problems associated with excessive sidelobe leakage. From Figure 6 , we conclude that at least 25 die per wafer are needed to extract a robust estimate of the die-level variation.
In the die-level variation estimator presented in this section, periodicity of intra-die variation components is always assumed. For short-flow processes, this is a good assumption since the confounding of intra-die variation is localized to a relatively small number of processing steps. In a full-flow process, however, periodicity is often not observed due to the repeated confounding and small offsets from many processing steps. Other ANOVA based methods, however, can be used to extract intra-die variation components in strongly non-periodic environments [19] , but a description of these methods is beyond the scope of this paper and will be presented elsewhere. The dielevel variation estimator presented here is also hampered by the constraint, required for the FFT computation, that large numbers of die must be probed in a strictly periodic fashion.
V. WAFER-DIE INTERACTION TERMS
Two methods are presented below for estimating the wafer-die interaction terms. The first is a simple spline based method, while the second is a frequency domain based procedure utilizing further FFT analysis. After summarizing the two methods, the relative efficiency of each estimator based on our artificial dataset is presented. In each case, the input to the estimator is the raw data minus the extracted die-level and wafer-level components, or in the framework of the additive model presented in (1), f RAW -f WLV -f DLV .
A. Spline Based Method
In the spline based method, the die-level residual terms (those remaining after the wafer-level and periodic die-level components have been removed) are spline smoothed in an effort to distill out any remaining systematic variation. The uniform grid is processed one row at a time with the parameter degrees of freedom (see Appendix II) controlling the degree of smoothness or roughness. Figure 7 shows the result of smoothing a one dimensional slice from a real dataset for several choices of degrees of freedom. A small value for the degrees of freedom (e.g. 5 in Figure 7) leads to an excessively smooth and over-filtered result. We define this condition as undersaturation. A large value for the degrees of freedom (e.g. 200 in Figure 7 ) leads to excessive noise leakage and limited smoothing which also limits the effectiveness of the procedure. We call this condition oversaturation.
Choosing the proper degrees of freedom is important, but the optimal choice of degrees of freedom is difficult to define precisely (see Appendix II). The exponential spar is one approach for obtaining a reasonable degrees of freedom parameter. In this approach, a representative onedimensional slice of the data is smoothed for all choices of degrees of freedom from 2 to N-1 where N is the discrete length of the slice. For each choice of degrees of freedom, the spar value λ is computed (see Appendix II) [17, 20] . A plot of versus degrees of freedom is then generated, from which the final degrees of freedom is selected by finding the tangent point of this graph to a 45 degree line (Figure 8 ). The interpretation of this procedure is that a significant decrease in the degrees of freedom leads to excessive smoothness while a significant increase in the degrees of freedoms lead to rough and noisy surfaces. While some arbitrariness remains, good results have been generated using this method.
The primary weakness of the spline based method is the present restriction of the smoothing to one dimension only. Also, the lack of a precise determination of the optimal choice of degrees of freedom beyond the accuracy permitted by the simple exponential spar method leads to additional errors. Some improvement can be obtaining using the striping methods developed in the wafer-level MSM, but better results might be possible using a two dimensional model fitting method such as loess regression [21] , generalized linear modeling [17, 22] , or kriging techniques [23, 24, 25] .
B. FFT Based Method
A second approach to identifying die-wafer interactions in the variation is based on an extension of the Fourier transform methods in Section IV. After transforming the die-level residual data to the frequency domain using an FFT, the diagonal, off-diagonal, and sidelobe components are selected (allowed to pass into the interaction estimator). The sidelobe components are defined to be the frequency components located in the neighborhood of the periodic intra-die frequency components presented in Section IV. These points are then transformed back into the spatial domain using an inverse Fourier transform. While in the die-level estimator, the frequency components located only precisely at k DLV, x and k DLV, y (see previous section) are passed, in the wafer-die interaction term FFT based method, the sidelobe components near k DLV, x and k DLV, y λ ( ) ln are selectively passed. It was found that the main properties of the sidelobes, i.e., the width and the approximate shape, could be modeled as: (9) where DP is the die period and N is the number of samples. In this way, approximate bounds on the width of the sidelobes that are passed can be shown to be in the x-direction and in the y-direction. Since pseudo-periodic signals tend to produce substantial sidelobe energy patterns and since it is improbable that these effects are due to random sources, these components in addition to the diagonal and off-diagonal terms are assumed to constitute the majority of the wafer-die interaction terms.
The main advantage of this FFT method is robustness. Unlike the spline based method, no parameters such as degrees of freedom need to be adjusted and tuned. The main source of error of this method comes from the inability of the FFT to reject all of the noise terms. While the majority of the terms captured by the FFT based method are from systematic components, there is still a finite amount of noise present in the diagonal, off-diagonal, and sidelobe components described earlier. In addition, this procedure is limited by the same restrictions on the FFT die-level estimator presented in Section IV. Figure 9 shows a one dimensional slice through an artificial dataset (not related to the dataset presented in Appendix I). Figure 9a shows the input to the estimator, and Figure 9b shows the extracted wafer-die interaction terms. The error term and the autocorrelation function for the error
C. Simulated Extraction and Error Analysis
are shown in Figure 9c and 9f respectively. The degrees of freedom parameter was determined from Figure 9d using the exponential spar method, and set to 45. As the residual autocorrelation function (ACF) shows, the estimator has done a good job in removing most of the systematic sources of variation that are indicated by the ACF (Figure 9e ) for the original input data ( Figure   9a ).
In contrast to the simulated dataset in Figure 9 which has a relatively small wafer-die interaction term compared to the wafer-and die-level terms, our artificial dataset of Figure 4 incorporates a large wafer-die interaction term. As Table IV shows, both wafer-die interaction term estimators exhibit similar performance characteristics.
VI. RESIDUAL ANALYSIS
In this section, two methods are presented for determining the size and content of any remaining systematic variation in the residual terms. The residual terms are the remaining components after passing through the wafer-die interaction estimator (Figure 1 ). Using the notation of (1), the total residuals are f RAW -f WLV -f DLV -. The correlogram [25, 26] assesses the extent of spatial correlation remaining in the residual terms. The die-mean residual test is a simple procedure for identifying the degree of periodic or pseudo-periodic data still left in the total residual term. These two approaches are discussed in further detail below. In addition to these two analyses, examination of the distributions of the residuals using standard methods such as quantilequantile plots is also recommended but not detailed further here [27] .
A. Correlogram Methods
The correlogram (and related semi-variograms and variograms) [25, 26] of the residual component is useful for assessing the presence or absence of systematic spatial components. In a cor- correlations even though the total residual term is 1000 times or more smaller than the original raw dataset. Also, directional variograms and correlograms [25, 26] can be used to identify any anisotropathy in the data.
B. Die Mean Residual Test
The die mean residual test is a statistic useful for determining the strength of any systematic periodic or pseudo-periodic components still present in the total residuals. In this method, the average of the same location on each die is computed for all points in a die. If a die is represented by 24x24 data points with 5x6 die per wafer then 24x24 mean values will be computed, and each mean will be an average of 5x6 or 30 points. Alternatively, the median can be used. This procedure can be written compactly as ,
where N x and N y are the number of die in the x-and y-directions, and T x and T y are the die-period in the x-and y-directions. Using the previous example, N x = 5, N y = 6, T x = 24, and T y = 24.
Since averaging is involved in the calculation, any systematic data should be amplified while random noise should be averaged out or attenuated 1 . In this case the magnitude of any residual component is properly represented: small systematic sources of variation lead to small signals using the die mean residual. The drawback to this method is that unlike the ACF method, no statement about correlations can be made from the die mean statistic. Because of this, a careful application of both analyses is useful. Also, the die mean residual test cannot reveal which type of variation, wafer-level variation, die-level variation, etc., the remaining systematic variation is associated.
C. Simulation Results
Table V summarizes the statistical properties of the total residuals extracted from our artificial dataset described in Appendix I. Figure 10a shows the quantile-quantile plot (qq-plot) [27] for the total residuals. The qq-plot shows that the total residual is roughly Gaussian for data within .
Note that the extreme volume of data available allows greater examination of the tails than is usually possible. Figure 10b -c shows the correlogram and die mean residual test (DMRT) (for one die) for the total residuals extracted from the artificial dataset (Figure 4 ). With the exception of very small spatial lags, the correlogram shows very little spatial correlation. Figure 10c shows the DMRT results; the plot is flat indicating that there is relatively little remaining residual systematic variation.
1. This result is only true for zero mean Gaussian or other balanced distributions. Also, if there are periodic components with periods greater than the die size, the DMRT will yield invalid results. 
VII. EXPERIMENTAL DATASET
In this section, the procedures outlined in the previous sections are applied to an experimental dataset from a CMP short-loop test die fabricated at the HP ULSI fabrication facility in Palo Alto, CA. The experiment is designed to investigate intra-die variation of interlevel dielectric thickness remaining after chemical mechanical polishing (CMP). The test mask is briefly summarized, and the resulting wafer-level, die-level, and wafer-die interaction term estimates are presented, followed by consideration of the remaining residuals. Figure 11 shows the 1.45 cm x 1.45 cm short-loop test die. A spectrum of electric test structures with different combinations of layout dimensions to probe for feature and pattern dependencies populate three of the four die quadrants. The fourth quadrant contains additional test structures with the same feature scale (e.g. line width and space) factors but different areas. These test structures were fabricated on 6" wafers containing fifty-four die. Two lots of twenty wafers each were fabricated. The first lot was fabricated in 1994 using a particular CMP processing tool (Polisher A) while a second lot was fabricated in 1995 using a different CMP processing tool (Polisher B). Three wafers (M2, M5, M6) are considered from the 1994 lot and two wafers (B5, B9) were probed from the 1995 lot. All available structures and die were sampled. While this is not required, empirical results have suggested that the majority of the dies need to be sampled with at least five sites, preferably sampled uniformly across the die, per die sampled. Further details on the experimental methodology can be found in [11] .
The procedures and algorithms outlined in Sections III -VI were implemented in S-PLUS TM [28] along with a simple user interface. The resulting analysis tool, entitled VarDAP, or Variation Decomposition Analysis Program, was used to decompose the observed variation into its constituent parts and produce the following results. Figure 12 shows the extracted wafer-level, die-level, wafer-die interaction, and residual variation corresponding to one die for wafer B5. Figure 13 shows example extracted wafer-die interaction components. For these figures, the DSMA and FFT based methods were used, and the same z-axis scaling is used. Figure 13a shows the wafer-die interaction term for one die near the center while Figure 13b shows the interaction term for another die near the edge of the wafer. A significant edge effect (clearly larger than residual component) is visible.
A histogram for the raw data, wafer-level variation, die-level variation, wafer-die interactions, and total residuals for wafer B5 is shown in Figure 15 . We see that the total residual is significantly smaller than the original raw data distribution, indicating that the extraction methods have been successful in identifying key systematic spatial variation components. In addition, the total residual is primarily Gaussian over as evidenced by the quantile-quantile plot (Figure 15f) while there is still some remaining non-Gaussian components in the tails of the distribution. The result of applying the die mean residual test on wafer M2 of the experimental dataset is shown in Figure 14 , and as the magnitude of the output (plotted on the same scales) suggests, the vast majority of the systematic pseudo-periodic and periodic sources of variation have been extracted.
VIII. SUMMARY
The methods and techniques presented here are basic tools for understanding and modeling the spatial variation in semiconductor processes and devices. Such models are important for improving both process development and circuit design. By factoring or deconvolving a raw dataset into wafer-level, die-level, and wafer-die interaction terms, the effect of different process flows and equipment drift and consumables replacement on both the die-level and wafer-level variation can be measured. For technology CAD, these techniques represent a prospective means for detailed physical simulation model development and calibration. These results are also appli- wafer-level modeling is also suggested. In addition, a physical cross-validation method has been suggested to build confidence in the structure of wafer-level models. For periodic pattern-dependent die-level variation extraction via the Fourier transform, we have described error analyses that show the importance of sufficient die sampling on a wafer for accurate extraction. New spline and frequency filtering methods for identifying wafer-die interaction effects have also been proposed.
Finally, correlogram and residual tests for evaluating variation modeling effectiveness have been described. These elements have been combined into an integrated methodology for effective modeling of spatial variation.
The proposed methods were presented with application to chemical-mechanical polishing.
Further work to extend these methods, as well as to understand wafer uniformity and pattern dependencies in CMP is in progress, including comparison of the effect of different tools on variation [30] , examination of methods to reduce variation such as metal fill patterning practices [31] , and exploration of the impact of process parameters on pattern dependencies [32] .
The analytic methods presented here are focused on the spatial modeling of variation. Several additional areas for further work can be identified. First, more detailed (or fundamental) models of the causes of the decomposed variation are highly desirable. For example, repeated measure analysis of variance (ANOVA) methods can be applied to the die-level variation to build models relating particular layout factors (for example) to the observed die variation. For use in process control, a simple way to compare one spatial pattern against another would be useful as a "monitor" to determine when the spatial variation is changing; we are investigating potential statistics such as the Frobenius norm for this purpose. Finally, additional methods for modeling the waferdie interaction terms merit study. For example, models which explicitly seek to identify attenuation in die-patterns due to wafer-scale effects (i.e. multiplicative models for the wafer-die interaction term) are being investigated. Figure 4 shows the artificial dataset used to evaluate the relative and absolute performance of the wafer-level (Figure 4b ), die-level (Figure 4c) , and wafer-die interaction (Figure 4d ) estimators. The wafer-level variation model shown in Figure 4b was generated using the formula: (11) where a, b, c, d, e, and f are adjusted to create the wafer-level variation. For the wafer-level model shown in Figure 4b , the coefficients in (11) were chosen arbitrarily at a = 1, b = 1, c = 0.2, d = 0.4, e = 3, and f = 0.2 and x and y were defined to be the integers 1 through 60. For the die level variation, the model shown in Figure 4c was empirically generated based on data on intra-die polysilicon critical dimension variation found in [9] . The values for one die in the die-level variation can
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be found in Table VI .The wafer-die interaction terms shown in Figure 4d were generated using the transformation:
Finally, random zero-mean additive Gaussian noise with a standard deviation of 0.01 was added to form the model shown in Figure 4a .
APPENDIX II: SPLINE SMOOTHING THEORY
Many statistically based experiments use regression in one form or another. Generally speaking, there are two main types of regression analysis --parametric and nonparametric regression.
Parametric regression assumes that a model form is known or given for the output of interest except for a finite number of unknown parameters. Linear least squares estimators and polynomial regression are common examples of parametric regression. Nonparametric regression is a more general technique. Nonparametric regression models assume that the output of interest belongs to some infinite dimensional collection of functions such as the set of all twice differentiable functions. Spline smoothing is one particular method used to implement nonparametric regression.
There are four main types of spline smoothers: polynomial regression splines, natural splines, cubic splines, and cubic B splines. Polynomial regression splines fit a polynomial of a specified degree piecewise to the data. The piecewise regions are separated by breakpoints, or knots, and the individual pieces must fit together smoothly at these knots. Natural splines are polynomial splines of any odd degree with the added constraint that the function must be linear beyond the boundary knots. Cubic splines are piecewise cubic polynomials which are continuous and twice differentiable at the knots. Cubic B splines are a more generalized and robust form of cubic 
The first term is a sum of squares error which penalizes deviations from the data while the second term penalizes curvature in the estimator function. The smoothing parameter (SPAR), or ( ), controls the shape of the weight function. Large values of the smoothing parameter lead to smoother curves. As the second term dominates and the resulting estimator is the same solution extracted from a linear least squares estimator. As , the solution tends to an twice-differentiable interpolating function [14] .
In a cubic spline smoother, the basis of the estimator function is a truncated power series basis .
In contrast, the cubic B spline smoother uses the B spline basis functions which are defined recursively. Assuming there are an infinite number of knots, , the B spline of degree 0 is defined as: (15) and B splines of higher degree are defined as:
It can be shown that these functions form a better basis compared to (14) as well as have several other properties [15, 29] . Although the smoothing parameter is often difficult to estimate, three common techniques yield reasonably good estimates. The first and most unreliable method is trial and error in which a value for is chosen and the resulting smooth is observed. If the curve is not sufficiently smooth, the process is repeated. The second technique is by cross-validation. The mathematics and theory behind this method are beyond the scope of this paper [17, 20] , but it generally achieves a reasonably good estimate for the smoothing parameter. The final technique involves choosing the degrees of freedom. The degrees of freedom is related to the number of knots [20] . In this way, the relative smoothness or roughness of a fit can be controlled to in essence elicit variation associated with different ranges of interaction and hence physical phenomena. Other smoothers and nonparametric regression models exist but the cubic B spline smoother is preferred in the algorithms presented in this paper because an association between smoothness/roughness, degrees of freedom, ranges of interaction, and physical processes can be established.
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