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Abstract
Using the method of renormalization group, we improve the two-loop
effective potential of the massive φ4 theory to obtain the next-next-to-leading
logarithm correction in the MS scheme. Our result well reproduces the next-
next-to-leading logarithm parts of the ordinary loop expansion result known







The groundbreaking paper [1] of Gell-Mann and Low was in a large part directed to
the problem of improving perturbation theory, i.e., to the problem of using the ideas of
the renormalization group and the results of perturbation theory to a given order to say
something about the next order of perturbation theory. The method of the renormaliza-
tion group improvement of perturbation theory can be applied to the computation of the
Green’s functions and other predictions of Feynman diagram perturbation theory including
the eective potential.
The eective potential in quantum eld theory is a convenient tool in probing the vac-
uum structure of the theory. The usual way of computing the eective potential is a loop
expansion [2], for which an elegant method called the eld shift method was developed by
Jackiw [3]. It has been recognized for a long time that ordinary loop-wise perturbation
expansions of important physical quantities are not only restricted to small values of the
couplings but are often rendered useless by the occurrence of the large logarithms. Renor-
malization group resummation of these logarithms is then crucial to establish a region of
validity for the perturbative results.
Renormalization-group-improved eective potentials were rst considered in the context
of massless models by Coleman and Weinberg [2]. In the massive case it has been demon-
strated that this treatment also works provided one takes into account the running of the
vacuum energy (or cosmological constant) [4{7]. In the papers of Ref. [7], the multiscale
problems were studied.
The purpose of this paper is to improve the eective potential of the massive 4 theory
through the second-to-leading logarithm, i.e., next-next-to-leading logarithm, order in the
modied minimal subtraction (MS) scheme. We compare the structures of the loop expan-
sion and leading-logarithm series expansion of the eective potential in Sec. II. In Sec. III,
the running parameters are determined through the three-loop order from their evolution
equations with three-loop renormalization group functions and the result of the next-next-
to-leading logarithm improvement is given. The nal section is devoted to the concluding
remarks.
II. LOOP EXPANSIONS VS. LEADING-LOGARITHM SERIES EXPANSION

















4 −  : (1)
Here Z, m2, and  are the so-called counterterms of the wave function, mass, and coupling
constant, respectively. Their values are known up to the ve-loop order for the massive
O(N) 4 theory in the MS scheme from the renormalization of the two- and four-point (one-
particle-irreducible) Green’s functions [8,9]. The constant , usually called the cosmological
constant term, is included in the above Lagrangian, Eq. (1). The corresponding counterterm
is calculated up to the ve-loop order for the massive O(N) 4 theory in the MS scheme [10].
2
Such a term becomes relevant to the -dependent terms of the eective potential [5]. We note
that these renormalization counterterms can be determined either in the renormalization of
the 1PI Green’s functions Γ(0), Γ(2), and Γ(4), or in the renormalization of the eective
potential V . In particular, the vacuum energy renormalization constant up to three-loop




















The eective potential of the theory dened by Eq. (1) up to two-loop order in the MS
scheme [11,12] is given as1


























































































where m2  m2 + 2=2 and A is a constant, A = −1:171953619   .
Now let us compare the structures of the loop expansion and the leading-logarithm
series expansion of the eective potential. In the usual loop expansion, the l-loop quantum
correction to the eective potential has the following general structure [4]:















Introducing a function G(l)n as follows:




1The two-loop effective potential for the massive O(N) φ4 theory in the MS scheme and the three-
loop effective potential for the single-component massive φ4 theory were calculated in Ref. [11]
and Ref. [12] respectively. In Ref. [12], there is no difficulty in obtaining the MS result because
at the intermediate stage of calculation, finite constants of the renormalization counterterms in
dimensional regularization scheme are kept as symbols, not as numerical values.
3
Eq. (3) can be rewritten as





G(l)n (; ; x)y
l−n : (5)
In terms of the original parameters, this equation can be expressed as





















































































In addition to the l-loop correction, Eq. (5) or Eq. (6), there is a tree-level potential, called
classical potential, which can be expressed as






+   G00(; ; x; ) = G00(; ; m2; ) : (8)
The (complete) eective potential is given as the sum of all loop corrections and the above











Notice that the zero-point energy level is set to be







l (0; ; m
2) = −Γ(0) : (10)
This choice was taken correctly by the authors of Ref. [5].






























V ((l)) ; (11)
where ~y  y=(4)2 = (=(4)2) ln(m2=2). This form of expansion, Eq. (11), in powers
of , was rst derived by Kastening [4]. The term proportional to l in V is referred to as
an lth-to-leading logarithm term [5]. The functions F0, F1, ... correspond to the leading,
next-to-leading, ... logarithm terms, respectively.2 This concept of leading-logarithm series
expansion is shown schematically in Fig. 1.
III. RUNNING PARAMETERS AND THE NEXT-NEXT-TO-LEADING
LOGARITHM IMPROVEMENT
In his remarkable paper [4], Kastening has introduced two methods | the power series
method and the dierential equations method | to improve the eective potential in mas-
sive 4 theory. Though we readily get a closed-form expression for F0 from the obtained
recursion relations for almn, the power series method is too much complicated to extend it
beyond leading-logarithm correction. The dierential equations method, which is a smarter
one, does not rely on being able to sum up a power series involving coecients gotten
through complicated recursion relations. Instead, we obtain the recursion relations for the
Kastening’s function fl themselves from the renormalization group equation.
We use here the method of characteristics to improve the eective potential of the massive
4 theory up to the next-next-to-leading logarithm correction for the rst time: though there
is an elegant method of Ref. [5], in which we use only G
(l)
l as boundary functions, we follow
closely the method used in Sec. II of the second paper in Ref. [7].






((l))) is independent of the
renormalization scale  for the xed values of the bare parameters, the eective potential
















V (; ; m2; ; ) = 0 : (12)
The various  and γ functions (, γm, γ, and Λ) introduced in the above equation are
known up to the ve-loop order [8{10]. Here we quote these values up to the three-loop
order:
2The function Fl defined in Eq. (11) is related to the Kastening’s function fl as follows:











































 0 + m
42h3
16(4)6
 m4(Λ1h + Λ2h2 + Λ32h3) : (13)
Note that in the above equation, h factors are inserted; we will use the h factor as a counting
parameter in the leading-logarithm series expansion.3 Applying the method of characteristics
to Eq. (12), we can write the solution of Eq. (12), V (; ; m2; ; ) as follows:
V (; ; m2; ; ) = V (; ; m2; ; ) ; (14)




=  ; h
d
dt













and at the boundary point, t = 0, their values are given as (t = 0) = , m2(t = 0) = m2,
(t = 0) = , and (t = 0) = .
The solution to  dierential equation is given as
2(t) = 2 exp(2t=h) :
In order to solve  dierential equation, we try a perturbative solution by writing
 = h0i + hh1i + h2h2i + O(h3) ;
with the boundary conditions h0i(0) = , h1i(0) = h2i(0) = 0. Then, with  in Eq. (13),
the equation we want to solve splits into three equations within the desired order:
3In Eq. (2), h¯ factors are inserted, too, as follows:













h0ih2i + 1h1i2 + 32h0i2h1i + 3h0i4 :


































where T  1− 1t. Similarly, we write m2 as
m2 = m2h0i + h m2h1i + h2 m2h2i + O(h3) ;












h0i m2h2i + γm1h2i m2h0i + γm1h1i m2h1i + 2γm2h0ih1i m2h0i
+ γm2
h0i2 m2h1i + γm3h0i3 m2h0i :
With the  solutions, Eq. (16), together with the boundary conditions m2h0i(0) = m2,















































































































If we note that  dierential equation is of the same structure except the minus sign on the
right-hand side, one may readily read o the perturbation solutions for  = h0i + hh1i +

















































































































Finally, we try the solution to the  dierential equation as
 = h0i + hh1i + h2h2i + O(h3) :












2h1i2 + 2Λ1 m2h0i m2h2i + Λ2h1i m2h0i2
+ 2Λ2
h0i m2h0i m2h1i + Λ3h0i2 m2h0i2 ;
and the boundary conditions h0i = , h1i = h2i = 0, we obtain
h0i = − m
4Λ1
(1 − 2γm1)[T



















































































































































If we insert the numerical values in Eq. (13) for the symbols i,γmi, γi, and Λi into























































































































































































































































































which is independent of . Substitute , m2, , and  of Eq (20), and 2 of Eq. (21) into the
right-hand side of Eq. (14) with V as two-loop approximation in Eq. (2). Then rearrange




2). This is very important for the correct collection of logarithms of
various powers into a given leading-logarithm series order. By this rearrangement, we can
write the eective potential V as
V = V ((0))(; ; m2; t; ) + hV ((1))(; ; m2; t) + h2V ((2))(; ; m2; t) + O(h3) ;
where
V ((0)) =  +
m4
2


















































































































































































































































































T  1− 3t
(4)2
;





In this paper, using the the method of renormalization group we have improved the two-
loop eective potential for the (single-component) massive 4 theory for the rst time. In
obtaining our result the various three-loop renormalization group functions have been used.
We rst compare the existing result of lower-order calculations. Our result V ((0)) and
V ((1)) correspond to the Kastening’s functions f1 and f2, respectively. We compare them by
subtracting one from the other:








Only dierences are -independent constant terms. These discrepancies between our result
and Kastening’s result are due to his not introducing a vacuum energy term in the La-
grangian. He has made a peculiar Ansatz for it as a working means [4]. Thus he used even
the two-loop eective potential in obtaining next-to-leading logarithm correction for xing
the coecient (b2) in the Ansatz, contrary to the following general principle [5]: with the
L-loop eective potential and (L+1)-loop renormalization group functions, we can obtain an
11
renormalization-group-improved eective potential which is exact up to the Lth-to-leading
logarithm order. It is remarkable that he has obtained the correct -dependent terms from
the ansatz. Other calculations of the leading-logarithm corrections, which exactly agree with
our result V ((0)), can be found in Ref. [5] and in the second paper of Ref. [7].
In order to make the correctness check for V ((2)) richer, we add the three-loop correction,






































































where Q1, Q2, and Q3 are constants and their numerical values [13] are given as
Q1 = −0:5123    ; Q2 = −1:8105    ; Q3 = −0:9428    :
Further all the coecients in Eq. (7), except A1, A2, A3, and A4 are determined [13], from




































































































































; D2 = −277
96















; E4 = 0 : (24)
Our result of V ((2)) well reproduce the next-next-to-leading logarithm parts of V (2) in Eq. (2),
V (3) in Eq. (23), and V (4) in Eq. (7) and Eq. (24) too, when it is expanded in power series
of t, as it should.
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FIG. 1. The loop expansion and the leading-logarithm series expansion of the effective
potential. It is understood that each vertical sum marked by a box should be multi-
plied by the common factors [λl/(4pi)2l] in front of the horizontal sums to give the lead-
ing-logarithm series expansion; for example, V ((0)) = G(0)0 + [λ/(4pi)
2]G(1)0 y + [λ
2/(4pi)4]G(2)0 y
2 + ...,
V ((1)) = [λ/(4pi)2]G(1)1 + [λ
2/(4pi)4]G(2)1 y + [λ
3/(4pi)6]G(3)1 y
2 + ..., etc.
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