Abstract. We define new symbol classes for pseudodifferential operators and investigate their pseudodifferential calculus. The symbol classes are parametrized by commutative convolution algebras. To every solid convolution algebra A over a lattice Λ we associate a symbol class M ∞,A . Then every operator with a symbol in M ∞,A is almost diagonal with respect to special wave packets (coherent states or Gabor frames), and the rate of almost diagonalization is described precisely by the underlying convolution algebra A. Furthermore, the corresponding class of pseudodifferential operators is a Banach algebra of bounded operators on L 2 (R d ). If a version of Wiener's lemma holds for A, then the algebra of pseudodifferential operators is closed under inversion. The theory contains as a special case the fundamental results about Sjöstrand's class and yields a new proof of a theorem of Beals about the Hörmander class S 0 0,0 .
Introduction
We study pseudodifferential operators with symbols that are defined by their time-frequency distribution (phase-space distribution). The first symbol class of this type was introduced by Sjöstrand [39, 40] whose work has inspired an important line of research by Boulkhemair, Toft, and others [9, 10, 44, 45, 46, 35] . Independently, an alternative approach with time-frequency methods was developed in [28, 29, 24, 26, 27] . The starting point of the time-frequency approach is the observation that the Sjöstrand class coincides with one of the so-called modulation spaces that were introduced by Feichtinger already in 1983 [17] . The time-frequency approach added several new insights and generalizations to pseudodifferential operators with non-smooth symbols. Recently Sjöstrand has again taken up the study of pseudodifferential operators with non-smooth symbols and substantially generalized the original definition [41] . His motivation is to study weighted symbol spaces, the boundedness and algebra properties of the corresponding pseudodifferential operators.
In this paper we also study extensions of the original Sjöstrand class. Our goal is to understand better the following fundamental questions:
• Which properties of the generalized Sjöstrand class are responsible for the boundedness of the corresponding pseudodifferential operators on L 2 (R d ) and on other function spaces?
• Which properties of the symbol class imply the algebra property of the operators? • Which properties of the symbol class yield the spectral invariance property and thus a strong form of the functional calculus? We introduce a family of symbol classes which in general may contain non-smooth symbols. This family is parametrized by Banach algebras with respect to convolution on a lattice Λ ⊆ R 2d . To each such Banach algebra A we associate a symbol class M ∞,A , and we analyze the properties of the corresponding symbol class. Our main theme is how properties of the Banach algebra are inherited by the corresponding operators, and our results answer the above questions in the context of the symbol classes M ∞,A . Roughly, the result may be summarized as follows:
(a) The algebra property of A implies that the corresponding class of operators is closed under composition. Thus we obtain new Banach algebras of pseudodifferential operators.
(b) If A acts boundedly on a solid sequence space Y, then the corresponding pseudodifferential operators are bounded on a natural function space associated to Y, a so-called modulation space. In particular, we obtain the L 2 -boundedness of pseudodifferential operators in this class.
(c) If A is closed under inversion, then the corresponding class of operators is also closed under inversion. The inverse of a pseudodifferential operator in this class is again a pseudodifferential operator in this class. This type of result goes back to Beals [4] and represents a strong form of functional calculus.
To be specific, we formulate a special case of our main results explicitly for the algebras A = ℓ Remarkably, the almost diagonalization of the corresponding pseudodifferential operators characterizes the symbol class completely. If the algebra A is the convolution algebra ℓ 1 (Z 2d ), then the corresponding symbol class M ∞,A coincides with the Sjöstrand class M ∞,1 , and we recover the main results of [39, 40] . The context of the symbol classes M ∞,A reveals the deeper reasons for why Sjöstrand's fundamental results hold: for instance, the L 2 -boundedness of pseudodifferential operators with a symbol in M ∞,1 can be traced back to the convolution relation ℓ 1 * ℓ 2 ⊆ ℓ 2 . Finally, Wiener's Lemma for absolutely convergent Fourier series is at the heart of the "Wiener algebra property" of the Sjöstrand class.
The L 2 -boundedness and the algebra property (Theorems B and C) can also be derived with Sjöstrand's methods. In addition, the time-frequency approach yields the boundedness on a much larger class of function and distribution spaces, the modulation spaces. These function spaces play the role of smoothness spaces in time-frequency analysis, they may be seen as the analogues of the Sobolov spaces in the classical theory. Theorem D lies deeper and requires extended use of Banach algebra concepts.
As a consequence of these theorems we will give a new treatment of the Hörmander class S 0 0,0 . On the one hand, we will characterize S 0 0,0 by the almost diagonalization properties with respect to time-frequency shifts, and on the other hand, we will provide a completely new proof of Beals' theorem on the inverse-closedness of S 0 0,0 [4] . As another application of our main results, we will investigate the action of pseudodifferential operators on time-frequency molecules and the almost diagonalization of pseudodifferential operators with respect to time-frequency molecules. This topic is hardly explored yet, and ours seems to be the first results in pseudodifferential operator theory.
Throughout the paper we use methods from time-frequency analysis (phase-space analysis) and Banach algebra methods. We draw on properties of the short-time Fourier transform and the Wigner distribution and the theory of the associated function spaces, the modulation spaces. For the investigation of the almost diagonalization of pseudodifferential operators we will use the well-developed theory of Gabor frames, which provide a kind of non-orthogonal phase-space expansions of distributions.The main sources are the books [21, 24] . Another set of tools comes from the theory of Banach algebras. The inverse-closedness as expressed in Theorem D lies quite deep and requires some new results on Banach algebras with respect to convolution. Although the proof techniques are classical, these arguments seem unusual in the theory of pseudodifferential operators; we therefore give the proofs in the Appendix.
The paper is organized as follows: In Section 2 we collect the preliminary definitions of time-frequency analysis. Section 3 presents the new Banach algebra results that are crucial for the main theorems. In Section 4 we introduce the generalized Sjöstrand classes and show that the corresponding pseudodifferential operators are almost diagonalized with respect to Gabor frames. In Section 5 we study the boundedness properties of these operators on modulation spaces, the algebra property, and the functional calculus. Section 6 gives an application to the Hörmander class S 0 0,0 and a new proof of Beals' result in [4] . The final Section 7 is devoted to time-frequency molecules and the almost diagonalization of operators in the Sjöstrand class with respect to molecules. In the Appendix we give the proofs of the Banach algebra results of Section 3.
Preliminaries
In this section we summarize the main definitions and results from time-frequency analysis needed here.
Time-Frequency Shifts. We combine time x ∈ R d and frequency ξ ∈ R d into a single point z = (x, ξ) in the "time-frequency" plane R 2d . Likewise we combine the operators of translation and modulation to a time-frequency shift and write
The short-time Fourier transform (STFT) of a function/distribution f on R d with respect to a window g is defined by
The short-time Fourier transform of a symbol σ(x, ξ), for x, ξ ∈ R d , is a function on R 4d and will be denoted by V Φ σ(z, ζ) for z, ζ ∈ R 2d in order to distinguish it from the STFT of a function on R d . To compare STFTs with respect to different windows, we will make use of the pointwise estimate
which holds under various assumptions on f, g, h, k, see e.g. [24, Lemma 11.3.3] . Modulation Spaces. Let ϕ(t) = e −πt·t be the Gaussian. Then the modulation space M p,q m (R d ), 1 ≤ p, q ≤ ∞ is defined by measuring the norm of the STFT in the weighted space
One of the basic results about modulation spaces is the independence of this definition from the particular test function chosen in the short-time Fourier transform. Precisely, if the weight satisfies the condition m(
is an equivalent norm on M p,q m [24, Thm. 11.3.7] . We shall be mainly concerned with the space M ∞,q
is finite. For q = ∞, the norm is given by
For the specific weight v s (ζ) = ζ
The Weyl transfrom σ w of a symbol σ ∈ S ′ (R 2d ) is defined by the sesquilinear form
Usually, the Weyl correspondence is defined by the integral operator
but this definition is somewhat restrictive, and we will not need this particular formula. The composition of two Weyl transforms defines a twisted product between symbols via
Usually the analysis of the twisted product is based on the formula [21, 33] (2.5)
but it is a distinctive feature of our approach that we will not need the explicit formula (2.5).
Discrete Banach Algebras
In this section we present the necessary Banach algebra methods. We have not found them in the literature, and will give the proofs in the appendix.
Throughout this section A denotes a solid involutive Banach algebra with respect to convolution and indexed by a discrete subgroup Λ of R d (in the remaining parts of the paper Λ ⊂ R 2d ). The elements of A are sequences a(λ), λ ∈ Λ, where Λ = AZ d is a discrete subgroup of full rank (a lattice) in R d (thus det A = 0). The involution is defined as a * (λ) = a(−λ). The norm of A satisfies the usual inequalities a * A ≤ a A and (3.1)
Furthermore, the solidity of A says that if |a(λ)| ≤ |b(λ)| for all λ ∈ Λ and b ∈ A, then also a ∈ A and a A ≤ b A . Due to the solidity, we may assume without loss of generality that the standard sequences δ λ defined by δ λ (µ) = 1 for λ = µ and δ λ (µ) = 0 for λ = µ belong to A, otherwise we switch to the sublattice Λ ′ = {λ ∈ Λ : δ λ ∈ A}. The solidity is a strong assumption, as is demonstrated by the following result. Thus ℓ 1 (Λ) is the maximal solid convolution algebra on the discrete group Λ. Another example of a solid Banach algebra is the so-called Krein algebra
, see [11] . For certain weight sequences v the weighted ℓ q -space ℓ q v (Λ) is also a convolution algebra, see [14] .
To every solid Banach algebra under convolution we can attach a Banach algebra of matrices. Indeed, using an idea of Baskakov [3] , we define an algebra of matrices that are "dominated by convolution operators in A". Definition 3.1. Let A be a matrix on Λ with entries a λµ , for λ, µ ∈ Λ, and let d A be the sequence with entries d A (µ) defined by
We say that the matrix A belongs to C A , if d A belongs to A. The norm in C A is given by
Note that d A (µ) is the supremum of the entries in the µ-th diagonal of A, thus the C A -norm describes a form of the off-diagonal decay of a matrix.
We first list some elementary properties of C A . 
Consequently matrix multiplication is dominated by convolution in the sense that
A and A is a Banach algebra under convolution, we find that
, we obtain the pointwise inequality
Using the hypothesis on Y, we conclude that
since Y is solid and A acts on Y by convolution.
(iii) follows by choosing Y = ℓ 2 (Λ) and by Young's inequality
Whereas A is a commutative Banach algebra, C A is highly non-commutative, the transition from A to C A can be thought of as a non-commutative extension of convolution algebras of sequences on Λ.
One of the main questions about the matrix algebra C A is whether the inverse of a matrix in C A is again in C A , or in other words, we ask whether the off-diagonal decay described by A is preserved under inversion.
We recall the following definition. Let A ⊆ B be two Banach algebras with a common unit element. Then A is inverse-closed in B, if a ∈ A and a −1 ∈ B implies that a −1 ∈ A. In the following, we identify an element a ∈ A ⊆ ℓ 1 (Λ) with the corresponding convolution operator C a b = a * b. In this way, we may treat A as a Banach subalgebra of B(ℓ 2 (Λ)), the algebra of bounded operators on ℓ 2 (Λ). The following theorem gives a complete characterization of when the non-commutative extension
this characterization is due to Baskakov [3] . Our formulation is new and reveals more clearly what the main conditions are. Recall that the spectrum A of a commutative Banach algebra A consists of all multiplicative linear functionals on A. We denote the standard basis of ℓ 2 (Λ) by δ λ , λ ∈ Λ. The following theorem is crucial for the functional calculus of pseudodifferential operators. 
The main point of condition (iv) is that we have an easy condition to check whether the noncommutative matrix algebra C A is inverse-closed in B(ℓ 2 ). We defer the proof of this theorem to the appendix, because this paper is on pseudodifferential operators and Banach algebras are only a tool. The proof is an extension and re-interpretation of Baskakov's argument. 1/n = 1 for all λ ∈ Λ. Thus Theorem 3.2 implies that the non-commutative matrix algebra C ℓ 1 v (Λ) is inverse-closed in B(ℓ 2 (Λ)), if and only if the weight satisfies the GRS-condition. This is the result of Baskakov [3] . Since the polynomial weight λ s satisfies the GRS-condition when s ≥ 0, the algebras ℓ [34, 3, 30] .
As a consequence of Theorem 3.2 we draw the following.
Moreover, if A acts boundedly on a solid sequence space Y, then
Proof. The spectral identity (3.5) is just a reformulation of the fact that C A is inverse-closed in
, which is the inclusion (3.6).
Almost diagonalization
In this section we introduce the general symbol classes M ∞,A that are parametrized by a solid convolution algebra A. The main result explains how pseudodifferential operators with symbols in M ∞,A are almost diagonalized. In order to define the symbol classes we recall the basic information about amalgam spaces and Gabor frames. The definitions are adapted to our needs, for the general theory of amalgam spaces we refer to [22, 16] , for Gabor frames to [24, 12] .
Amalgam spaces. Fix a Banach algebra A of sequences on a lattice Λ ⊆ R 2d and a relatively compact fundamental domain C containing the origin. We say that a function
belongs to A. The norm on W (A) is given by F W (A) = a A . For completeness we mention that this definition is independent of the lattice Λ and the fundamental domain C. We will use frequently that W (A) is an involutive Banach algebra with respect to convolution on R 2d [15] . Gabor Frames. Let Λ = AZ 2d be a lattice with | det A| < 1. We say that a set G(g, Λ) = {π(λ)g : λ ∈ Λ} forms a tight Gabor frame (with constant 1) for
As a consequence every f ∈ L 2 (R d ) possesses the tight frame expansion
with unconditional convergence in L 2 (R d ). In our considerations it will be important to use a frame with a window g that satisfies an additional assumption V g g ∈ W (A). We will take the existence of a tight frame with V g g ∈ W (A) for granted and will not worry about the subtle existence problem. It is known that tight Gabor frames with g ∈ L 2 (R d ) exist for every lattice Λ = AZ 2d with | det A| < 1 [5] . If Λ = αZ d × βZ d and αβ < 1 (or the symplectic image of such a lattice), then for every δ > 0, 0 < b < 1 there exist tight Gabor frames with |V g g(z)| ≤ Ce −δ|z| b (e.g., [30] ).
Symbol Classes. Now we define a new family of symbol classes. As in [26] the grand symbol G(σ) of a symbol σ is given by
where Φ(z) = e −πz·z/2 is the Gaussian or some equivalent window (see below). Furthermore,
. The tilde over M indicates that we take into account the mapping j. (It could be avoided by using the symplectic Fourier transform in addition to the ordinary Fourier transform.)
, where the weight v is continuous and submultiplicative on R 2d , then we obtain the standard modulation spaces 
Since v is continuous and submultiplicative, To consolidate Definition 4.1, we need to establish its independence of the particular window Φ. This is done as in the case of modulation spaces in [24, Ch. 11.3, 11.4 ], but requires a few adjustments.
then the definition of M ∞,A does not depend on the window.
Proof. We use the pointwise estimate (2.1) in the form
After taking the supremum over z and inserting (4.3), we obtain
where G Ψ is the grand symbol with respect to the window Ψ. Consequently, since W (A) is a Banach algebra, we obtain
By interchanging the roles of Φ and Ψ, we obtain the norm equivalence
Next, to establish the link between pseudodifferential operators and the generalized Sjöstrand classes M ∞,A , we will need windows of the form Φ = W (g, g) for a suitable function g on R d . According to Lemma 4.1 we need to determine a class of functions g such that Φ = W (g, g) satisfies condition (4.3) . This is explained in the following lemma.
Proof. We first show that the hypothesis implies that V ϕ g ∈ W (A). Assume first that g, ϕ = 0, then by (2.1)
If g, ϕ = 0, then choose a ϕ 1 (e.g., a linear combination of Hermite functions), such that ϕ 1 , g = 0 and ϕ 1 , ϕ = 0 and apply the above argument twice.
Next observe that e −πz·z/2 = W (ϕ, ϕ)(z), z ∈ R 2d , where ϕ(t) = e −πt·t , and we use the "magic formula" for the STFT of a Wigner distribution [24, Lemma 14.5.1]:
Consequently,
where
Almost diagonalization. An important identity that establishes a relation between the short-time Fourier transform of a symbol σ and its Weyl transform σ w is the following.
Read backwards, this formula yields
Both formulas (4.4) and (4.5) hold pointwise. In order to check the membership of a symbol to M ∞,A , we need at least that the window Φ = W (g, g) used to measure the M ∞,A -norm satisfies condition (4.3). This is guaranteed by Lemma 4.2. In the remainder of the paper the condition V g g ∈ W (A) will thus be the standing assumption of g. In particular, we may use formulas (4.4) and (4.5), because V g g ∈ W (A) implies that g ∈ M 1 and M ∞,A ⊆ M ∞ . Our main theorem is a far-reaching extension of Theorem 3.2 in [27] .
Theorem 4.1. Let A be a solid Banach algebra with involution on a lattice Λ ⊆ R 2d . Fix a window g such that V g g ∈ W (A) and let G(g, Λ) be a tight Gabor frame for L 2 (R d ). Then the following are equivalent for a distribution σ ∈ S ′ (R 2d ).
(iii) There exists a sequence h ∈ A such that
Proof. The equivalence of (i) and (ii) follows easily by using formulae (4.4) and (4.5).
(i) ⇒ (ii). By (4.4) we have
Since G(σ) • j ∈ W (A), we may take H = G(σ) • j as the dominating function in (4.6).
(ii) ⇒ (i). By (4.5) and (4.6) we have (4.9) G(σ)(j(ζ)) = ess sup
Thus, G(σ) • j ≤ H. Since H ∈ W (A) and A is solid we get that G(σ) • j ∈ W (A).
(i) ⇒ (iii). This implication follows from formulae (4.4) as well. Indeed, for λ, µ ∈ Λ we have, as in (4.8) 
Let h(λ) = ess sup ζ∈λ+C G(σ)(j(ζ)). Since the fundamental domain C is assumed to contain the origin, we have G(σ)(j(λ)) ≤ h(λ). Therefore, the above inequality can be extended to
Since σ ∈ M ∞,A means that h ∈ A, we obtain (4.7). (iii) ⇒ (ii). This implication is more technical. Only here we use the assumption that G(g, Λ) is a tight Gabor frame for L 2 (R 2d ). Consider the tight frame expansion of π(u)g
for every u ∈ R 2d . Since we assume that V g g ∈ W (A), the sequence α of local suprema
belongs to A.
For given z, w ∈ R 2d , we write them uniquely as z = µ + u ′ , w = λ + u, where λ, µ ∈ Λ and u, u ′ ∈ C. Inserting the expansions (4.11) and the definition of α in the matrix entries, we find that (4.7) yields the following estimate
where α * (λ) = α(−λ) is the involution on A. Since α ∈ A, α * ∈ A and h ∈ A, we see that h * α * α * ∈ A as well. To find the dominating function H postulated in (4.6), we set (4.13)
where ζ ∈ R 2d . Our previous estimate says that
and H satisfies (4.6).
To finish, we need to show that H ∈ W (A). Let β(ν) = sup ζ∈C χ C−C (ζ + ν). Then β ∈ A, since β is finitely supported. Keeping λ ∈ Λ and u ∈ C, we estimate as follows:
Thus, sup u∈C H(λ + u) ≤ (h * α * α * * β)(λ) and h * α * α * * β ∈ A. Consequently, H ∈ W (A) and (4.14)
Theorem 4.1 provides us with an almost diagonalization of the operator σ w with symbol σ ∈ M ∞,A with respect to any Gabor system G(g, Λ) that forms a tight frame. The almost diagonalization result gives a characterization of the symbol class M ∞,A in two versions, a continuous one and a discrete one. We elaborate the discrete version. Let M(σ) be the matrix with entries
Clearly, M(σ) depends on g, and we assume that the window satisfies the assumptions of Theorem 4.1.
In view of Theorem 4.1, specifically (i) ⇔ (iii), we need to prove only the norm equivalence. From estimate (4.10) it follows immediately, that
To deduce the converse inequality, we use (4.9) to conclude that
for every H having the dominating property of (4.6). In (4. by (4.14) , we obtain that
The matrix M(σ) is the matrix of the operator σ w with respect to the tight Gabor frame G(g, Λ). Indeed, let f = λ∈Λ f, π(λ)g π(λ)g be the tight frame expansion of f ∈ L 2 (R d ). It has the coefficients [8] and [41] ). However, in this case, it is not clear how to recognize or characterize the symbol of such an operator, quite in contrast to Theorem 4.1
If g ∈ M 1,1 and G(g, Λ) is a Gabor frame, then the range of V Λ g is always a proper closed subspace of ℓ 2 (Λ) [20] . Therefore the matrix M(σ) is not uniquely determined by the diagram (4.18). The next lemma taken from [27] explains the additional properties of M(σ).
Note that M(σ) is never invertible, because its kernel always contains the nontrivial subspace (ran V Λ g ) ⊥ .
Properties of operators with symbols in M ∞,A
In this section, we study several properties and applications of the symbol class M ∞,A . The common theme is how properties of the algebra A are inherited by properties of operators with symbols in M ∞,A . We investigate the algebra property, the inverse-closedness, and the boundedness of pseudodifferential operators on distribution spaces. 5.1. The Algebra Property. Let us first consider the algebra property. In Theorem 4.1 we have used consistently and crucially that A is an algebra. This property is inherited by M ∞,A .
Theorem 5.1. M ∞,A is a Banach algebra with respect to the twisted product ♯ defined in (2.5).
Proof. We assume that G(g, Λ) is a tight Gabor frame with V g g ∈ W (A). Let σ, τ ∈ M ∞,A . By using (4.18) several times, we get that ⊥ . Thus, we get the following matrix identity
Since by Theorem 4.2 both M(σ) and M(τ ) are in C A , the algebra property of C A implies that M(σ ♯ τ ) ∈ C A . By Theorem 4.2 once again, we deduce that σ ♯ τ ∈ M ∞,A . The norm estimate follows from
, and so M ∞,A is a Banach algebra.
5.2.
Boundedness. Let Y be a solid space of sequences on the lattice Λ ⊂ R 2d . If A acts boundedly on Y under convolution, then it is natural to expect that the class M ∞,A acts boundedly on a suitable function space associated to Y. The appropriate function spaces are the (generalized) modulation spaces. We present the definition of modulation spaces that is most suitable for our purpose. 
For f ∈ L 0 we use the commutative diagram (4.17) and (3.4) and obtain the boundedness in a straightforward manner from the estimate and this is the definition we are using. This characterization also implies the independence of the symbol class M ∞,A of the Gabor frame G(g, Λ) in Definition 4.1. However, the above characterization of modulation spaces by means of Gabor frames involves the major results of time-frequency analysis and is far from trivial. See [18, 19] and [24, for a detailed account.
5.3. Spectral Invariance. Next we discuss the invertibility of pseudodifferential operators and the symbol of the inverse operator. We would like to characterize the inverse of σ w in terms of the matrix M(σ). This point is a bit more sublte, because the invertibility of σ w on L 2 (R d ) does not guarantee the invertibility of M(σ) on ℓ 2 (Λ) (see Lemma 4.4) . To go around this difficulty, we need the notion of a pseudo-inverse.
Recall that an operator A : ℓ 2 → ℓ 2 is pseudo-invertible, if there exists a closed subspace R ⊆ ℓ 2 , such that A is invertible on R and ker A = R ⊥ . The unique operator A † that satisfies A † Ah = AA † h = h for h ∈ R and ker A † = R ⊥ is called the (Moore-Penrose) pseudo-inverse of A. The following lemma is an important consequence of Theorem 3.2 and is taken from [27] .
Lemma 5.1 (Pseudo-inverses). If A is inverse-closed in B(ℓ
2 ) and A ∈ C A has a (Moore-
Proof. By means of the Riesz functional calculus [38] the pseudo-inverse can be written as
where C is a suitable path surrounding Sp B(ℓ 2 ) (A) \ {0}. Theorem 3.2 implies that C A is inverse-closed in B(ℓ 2 ). Hence (zI − A) −1 ∈ C A , and by (3.5) this formula makes sense in C A . Consequently, A † ∈ C A .
Theorem 5.3. If A is inverse-closed in B(ℓ 2 (Λ)), then the class of pseudodifferential operators with symbols in
By Theorem 4.2, the hypothesis σ ∈ M ∞,A implies that M(σ) belongs to the matrix algebra C A . Consequently, by Lemma 5.1, we also have that M(τ ) = M(σ) † ∈ C A . Using Theorem 4.2 again, we conclude that τ ∈ M ∞,A .
The proof of Theorem 5.3 should be compared to the proofs of analogous statements by Beals [4] and Sjöstrand [40] . The key element in our proof is Theorem 3.2 about the inverseclosedness of the matrix algebra C A . The hard work in Theorem 5.3 is thus relegated to the theory of Banach algebras. In particular, M
Corollary 5.1 (Spectral Invariance on Modulation Spaces). Let A be an inverse-closed algebra that acts boundedly on a solid space
Proof. By Theorem 5.3, we have that (
Applied to the operator (σ − λI) w for λ ∈ Sp B(L 2 ) , we find that also λ ∈ Sp B(M (Y)) , and the inclusion of the spectra is proved.
Hörmander's Class and Beals' Functional Calculus
The Hörmander class S 0 0,0 (R 2d ) consists of smooth functions all of whose derivatives are bounded,
is the space of functions with n bounded derivatives. A characterization with modulation spaces was mentioned by Toft [47] (Remark 3.1 without proof) based on his results for embeddings between modulation spaces and Besov spaces.
Lemma 6.1.
.
Proof. We give a proof based on the technique developed in [24] . We shall prove three
Since ξ n ≤ |β|≤n c β |ξ β | for suitable coefficients c β ≥ 0 (depending on n), we obtain that, for every n ≥ 0,
1⊗ · r for s > r+d yields immediately the embedding s≥0 M
By (6.3) and some basic properties of the Fourier transform, we majorize the derivatives of f T x g by
and this estimate is uniform in x ∈ R d . Next, let g ∈ S(R d ) be a function that is equal to 1 on the unit ball B. By the Leibniz rule we have
If y ∈ x + B, then clearly the sum with β < α vanishes and
Thus, by (6.4), we get that
The above lemma and Theorem 4.1 yield the following characterization of the Hörmander class.
) and for every s ≥ 0 there is a constant C s such that
(iii) σ ∈ S ′ (R 2d ) and for every s ≥ 0 there is a constant C s such that
Proof. We apply Theorem 4.1 with the algebra
and only if V g g ∈ S(R 2d ) [21, 24] , we have V g g ∈ W (A), and the relevant hypothesis on g is
) for a given s > 2d, if and only if
Using Lemma 6.1, we find that σ ∈ S The Banach algebra approach to the Hörmander class yields a new proof of Beal's Theorem on the functional calculus in S 0 0,0 (R 2d ) [4] (see also [48] ).
Proof. This follows from Lemma 6.1 and Example 5.1, where we have shown that the classes M ∞,1
) are inverse-closed, for s ≥ 0 and s > 2d respectively.
Time-Frequency Molecules
The result on almost diagonalization can be extended to much more general systems than Gabor frames. These are so-called time-frequency molecules. They were introduced in [25] , a different version of time-frequency molecules was investigated independently in [2] . Definition 7.1. Let G(g, Λ) be a tight Gabor frame with V g g ∈ W (A). We say that {e µ ∈ R d : µ ∈ Λ} forms a family of A-molecules if there exists a sequence a ∈ A such that for every λ, µ ∈ Λ we have
where the window g satisfies the hypotheses of Theorem 4.1.
In this context a set of time-frequency shifts {π(µ)g : µ ∈ Λ} plays the role of "atoms". Moreover, if V g g ∈ W (A), then V Λ g g ∈ A and {π(µ)g : µ ∈ Λ} is also a set of A-molecules. The above definition does not depend on the choice of the window g. Assume that h also generates a tight frame G(h, Λ) and that V h h ∈ W (A).Then V g h ∈ W (A) as in the proof of Lemma 4.2. Thus, V Λ g h ∈ A and therefore the sequence b(λ) = | h, π(λ)g | is in A. We insert the tight frame expansion of π(λ)h = µ∈Λ π(λ)h, π(µ)g π(µ)g with respect to G(g, Λ) into (7.1) and obtain that
Since a * * b ∈ A, (7.1) is also satisfied for h in place of g. Although time-frequency molecules are rather different from classical molecules in analysis that are defined by support and moment conditions [43, 42] , they observe a similar principle. The following statement justifies the name "molecules". Proof. Let σ ∈ S ′ (R 2d ) be the distributional symbol corresponding to A. We check the matrix of σ w with respect to the Gabor frame G(g, Λ) and obtain
Since a ∈ A, the equivalence ( With the notion of molecules, we may rephrase Theorem 4.1 as follows.
Corollary 7.1. Let A be a solid involutive Banach algebra with respect to convolution on a lattice Λ ⊆ R 2d and {π(λ)g : λ ∈ Λ} be a tight Gabor frame with a window g such that V g g ∈ W (A). Then σ ∈ M ∞,A , if and only if σ w maps the time-frequency atoms π(λ)g, λ ∈ Λ, into A-molecules.
As a further consequence we show that Weyl operators with symbols in M ∞,A are almost diagonalized with respect to A-molecules.
Corollary 7.2. Let {e λ : λ ∈ Λ} and {f µ : µ ∈ Λ} be two families of A-molecules. If σ ∈ M ∞,A , then there exists a sequenceh ∈ A such that
Proof. The argument is similar to the final implication in the proof of Theorem 4.1. Each molecule f µ has the tight frame expansion
Likewise for the molecules e λ . Therefore, for every λ, µ ∈ Λ we have, by (4.7) , that
Since a ′ * a * * h ∈ A, we can takeh = a ′ * a * * h as the dominating sequence in (7.2).
We shall exhibit a family of A-molecules with polynomial decay in the time-frequency plane. For this we take A to be the algebra A = ℓ ∞ · s (Λ) and s > 2d. Lemma 7.1. Let A = ℓ ∞ · s (Λ) and s > 2d and fix a tight Gabor frame window g such that V g g ∈ W (A). Now choose a set {z µ : µ ∈ Λ} ⊂ R 2d satisfying |z µ − µ| ≤ C ′ for every µ ∈ Λ and a family {ϕ µ : µ ∈ Λ} of functions such that |V g ϕ µ (z)| ≤ C z −s uniformly in µ ∈ Λ. Then the collection e µ = π(z µ )ϕ µ , µ ∈ Λ forms a family of A-molecules.
thus the assertion follows.
As another application we show how pseudodifferential operators are almost diagonal with respect to local Fourier bases. To be specific, we consider the local sine bases of the form
The "bell function" b can be constructed to be real-valued and in C N (R) for given smoothness N ∈ N, such that the system {ψ k,l : k ∈ Z, l = 0, 1, 2, . . . } forms an orthonormal basis of L 2 (R) [1, 32] . The parametrization of all bell function starts from a function ζ ∈ C N −1 (R) that is real, even, with support in [−ǫ, ǫ] for ǫ ∈ (0, α/2) and satisfies R ζ(s)ds = π 2 . Now set θ(t) = t −∞ ζ(s) ds, then the bell function b is given by b(t) = sin(θ(t)) cos(θ(t − α)) .
See [1, 32] for the details of this construction.
From this definition it follows that b is a real-valued, compactly supported function in C N (R) that satisfies
for some constants C, K > 0 (see, e.g., [31] for a derivation of this estimate). In particular, b satisfies the standard assumption V b b ∈ W (A) with respect to the algebra A = ℓ 
Z.
By splitting the sine into exponential and some algebraic manipulations, we may write the basis functions as
Since the lattice Λ admits a tight Gabor frame window g ∈ S(R), we get that V g g ∈ W (A) and, therefore, V g b ± ∈ W (A). This allows us to apply Lemma 7.1 to conclude that {π(λ)b ± : λ ∈ Λ} is a family of A-molecules. By using the decomposition (7.3) and Corollary 7.2, we obtain the following form of almost diagonalization with respect to a local sine basis.
This is reminiscent of a result by Rochberg and Tachizawa in [37] . The same type of almost diagonalization holds for the other types of local Fourier bases (where the sine is replaced by a pattern of sines and cosines).
Appendix
In this appendix we sketch the proofs of Theorems 3.1 and 3.2. By a basis change for the lattice Λ, we may assume without loss of generality that Λ = Z d . First we show that ℓ 1 (Λ) is the maximal solid involutive convolution algebra over Λ (Theorem 3.1). We prove Theorem 3.1 by a sequence of elementary lemmas. Their common assumption is that A is a solid involutive Banach algebra with respect to convolution over
Proof. If a ∈ A, then a * * a ∈ A and by solidity (a * * a)(0)δ 0 ∈ A. On the one hand, we have
on the other hand
A , and thus A is continuously embedded in ℓ 2 (Z d ).
} with the norm a B = F a ∞ , where the Fourier transform is given by
Then B is a Banach algebra.
Lemma 8.2.
A is continuously embedded in B and a B ≤ a A for a ∈ A.
Proof. Take an arbitrary a ∈ A. Denote the n-fold convolution a * a * · · · * a by a * n . From Lemma 8.1 it follows that
≤ C 1/n a A and by taking the limit as n → ∞ we obtain the desired inequality F a ∞ = a B ≤ a A . Proof. Let C c be the convolution operator given by
, and the operator norm on
and so
Proof. Assume first that a ∈ ℓ 1 (Z d ). In this case F |a| is continuous on T d , and therefore
Since we always have F |a| ∞ ≤ a 1 , the equality (8.1) holds. 
, we obtain that
We now prove We next turn to the proof of Theorem 3.2. Let us recall the basic facts about the Gelfand theory of commutative Banach algebras.
(a) The convolution operator C a defined by If A is not inverse-closed in B(ℓ 2 ), then there exists an a ∈ A, such that C a (with matrix B) is invertible on ℓ 2 (Z d ) with inverse C b , but b ∈ A. This means that B cannot be in C A and so C A is not inverse-closed in B(ℓ 2 ). (i) ⇒ (iv). Since A is inverse-closed in B(ℓ 2 ), the spectrum of the convolution operator C a acting on ℓ 2 coincides with the spectrum of a in the algebra A, Sp A (a) = Sp B(ℓ 2 ) (C a ). In particular, the spectral radii of the particular elements δ λ and of C δ λ coincide. On the one hand we have On the other hand, the convolution operator C δ λ on ℓ 2 is simply translation by λ and is unitary. Therefore the spectral radius of C δ λ is r B(ℓ 2 ) (C δ λ ) = 1. By inverse-closedness we obtain the GRS-condition lim n→∞ ω(nλ) Baskakov's proof makes use of the Bochner-Phillips version of Wiener's Lemma for absolutely convergent Fourier series with coefficient in a Banach algebra [6] . The proof exploits the relation between the ideal theory and the representation theory of a Banach algebra, and the description of invertibility by means of ideals.
Let A be a Banach algebra with an identity and M ⊆ A be a closed left ideal, i.e., AM ⊆ M. Then A acts on the Banach space A/M by the left regular representation (8.6) π M (a)x = ax for a ∈ A,x ∈ A/M , wherex is the equivalence class of x in A/M. The following lemmata are standard and can be found in any textbook on Banach algebras, see e.g., [36, 7] . Clearly, since j(a) is a multiple of the identity operator I, j(a) commutes with every T ∈ A(T d , B(ℓ 2 )). Now let M be a maximal left ideal of A(T d , B(ℓ 2 )) and π M be the corresponding representation. Since every j(a) commutes with every T ∈ A(T d , B(ℓ 2 )), we find that
As a consequence of Lemma 8.8 on the algebraic irreducibility of π M , π M (j(a)) must be a multiple of the identity, and since π M is a homomorphism, there exists a multiplicative linear functional χ ∈ A, such that π M (j(a)) = χ(a) I.
Here comes in the crucial hypothesis that A ≃ T d . This hypothesis says that there exists a t 0 ∈ T d such that χ(a) = a(t 0 ). Consequently, π M (j(a)) = a(t 0 ) I for all a ∈ A . Let δ n be the standard basis of ℓ 1 (Z d ). Since A is solid, δ n ∈ A and we have j(δ n )(t) = e 2πin·t I. Thus, the function f given in (8.7) can be written as f = n∈Z d D A (n)j(δ n ). Consequently we have Remark 8.1. Clearly Theorem 3.2 also works for arbitrary discrete abelian groups as index sets.
