Partitioning clustering algorithms, such as k-means, is the most widely used clustering algorithms in the remote sensing community. They are the process of identifying clusters within multidimensional data based on some similarity measures (SM). SMs assign more weights to features with large ranges than those with small ranges. In this way, small-range features are suppressed by large-range features so that they cannot have any effect during clustering procedure. This problem deteriorates for the high-dimensional data such as hyperspectral remotely sensed images. To address this problem, the feature normalization (FN) can be used. However, since different FN methods have different performances, in this study, the effects of ten FN methods on hyperspectral data clustering were studied. The proposed method was implemented on both real and synthetic hyperspectral datasets. The evaluations demonstrated that FN could lead to better results than the case that FN is not performed. More importantly, obtained results showed that the rank-based FN with 15.7% and 12.8% improvement, respectively, in the synthetic and real datasets can be considered as the best FN method for hyperspectral data clustering.
INTRODUCTION
Classification can be categorized into two main groups of supervised and unsupervised classification methods. Although supervised methods lead to the better results, unsupervised or clustering techniques, have been attracted many attentions because they do not need any training data and assumption about data (Melgani and Pasolli, 2013) . Among different clustering algorithms, partitional methods are one of the best techniques for high-dimensional data, e.g., hyperspectral data. This is mainly because, they have lower complexity (Celebi et al., 2013) . The k-means algorithm is undoubtedly the most widely used partitional clustering algorithm (Jain, 2010) . However, k-means has two significant disadvantages. The first is its sensitivity to the range of image features. To address this drawback, the feature normalization (FN) methods can be used. The second disadvantage is its sensitivity to the selection of the initial clusters. To tackle this problem, either deterministic (Celebi et al., 2013) or heuristic methods (Abraham et al., 2008) can be used. Regarding the second problem, various solutions are proposed (Bradley and Fayyad, 1998, Khan and Ahmad, 2004) . However, to the best of our knowledge, the first problem and its solutions (i.e. FN) have not been addressed in the literature. Accordingly, in this paper, we evaluated the performance of different FN methods and their effects on hyperspectral data clustering. Due to the impact of initialization on our aim, Distance-Based Neighborhood Density Initialization (DBNDI) (Zhang and Jiang, 2010) , as an initialization method for high dimensional data, are considered here to alleviate the second problem. Different classifiers have been used FN methods. In (Smits and Annoni, 2000) , authors have used FN in order to do change detection in a better way. Their results show that FN methods are necessary in cases that distance measures are used among different physical features. Manian et al. (2000) have used FN to * Corresponding author classify texture features. Their results indicate that FN can improve the classification. Zhang et al. (2015) have investigated on the influence of FN on the fusion of optical and SAR data for land cover classification. Their results show that distributiondependent classifiers are independent of normalization. Li et al. (2015) have applied FN for hyperspectral image classification and have expressed that it is a necessary preprocessing for hyperspectral image analysis. In (Clausi and Deng, 2005) , authors have normalized texture features by scaling each feature dimension to the range of [0, 1] .
The focus of this study is on the evaluation and comparison of FN methods for clustering of hyperspectral data. To do this, ten FN methods were used. In this study, we aim at answering the following questions: 1) What is the best FN method for hyperspectral data clustering? 2) To what extent, FN can improve the accuracy of hyperspectral data clustering?
The rest of the paper is organized as follows. Section 2 presents a summary of k-means algorithm and introduces feature selection methods. Section 3 describes the experimental setup and results. Lastly, Section 4 gives our conclusion.
THEORETICAL BACKGROUND

K-Means Clustering
K-means clustering (MacQueen, 1967 ) is a method commonly used to partition a dataset into K groups automatically. It proceeds by selecting K initial cluster centers and then iteratively refining them as follows. 1) First, each point is assigned to its closest cluster center. 2) Each cluster center Cj is updated to be the mean of its constituent points (Wagstaff et al., 2001) . From the mathematical perspective, given dataset X = {x 1 , x 2 , … , x N } in ℝ D , i.e. N points (vectors) each with D attributes (components), K-means algorithm divides X into K exhaustive and mutually exclusive clusters P = {p 1 , p 2 , … , p K }, ⋃ = =1 , ⋂ = ∅ for 1 ≤ i ≠ j ≤ K. This algorithm generates clusters by optimizing a criterion function. The most intuitive and frequently used criterion function is the Sum of Squared Error (SSE) given by:
( 1) where, ‖. ‖ 2 denotes the Euclidean (ℒ 2 ) norm and
is the centroid of cluster whose cardinality is | |.
The optimization of (1) is often referred to as the minimum SSE clustering (MSSC) problem (Celebi et al., 2013) . To address sensitivity of k-means solutions to initial cluster centers, in this study, an initialization method for high dimensional data, namely, the Distance-Based Neighborhood Density Initialization (DBNDI) (Zhang and Jiang, 2010 ) is used. Furthermore, to investigate the influence of different FN methods, Euclidean distance (ED), as the most frequently used measures in the remote sensing literature is applied (Celik, 2009 ).
Feature Normalization:
FN methods aim at normalizing each feature of the image in different ranges. Normalization of image values is necessary, especially when distance classifiers are used. By normalizing features, equal weights are given to different features of an image on the one hand, and on the other computational burden is reduced.
Stretching based method (SBM):
2.2.1.1 Mapping between [0,1]: Given a lower bound and an upper bound for a feature component , normalization can be done as follows:
Where is number of feature component and is normalized feature ranged from 0 to 1 (Aksoy and Haralick, 2001 ).
Trimming:
In this approach, the value located at the point of the top 95% of the distribution is taken as the nominal maximum. All features greater than the nominal minimum in the feature space were clipped to the nominal maximal value, i.e. the top 5% of distribution are trimmed. Then all values are divided by the maximal values (Wei and Li and Wilson, 2005) .
Statistical normalization methods:
In this method of normalization, a feature component is transformed to a random variable with zero mean, median or mode and unit variance as:
Where μ is mean, median or mode and σ is the sample standard deviation of that feature (Aksoy and Haralick, 2001 ).
Norm-based normalization (p-norm and infinity norm normalization):
The p-norm of a 1-by-n or n-by-1 vector V is defined as follows (Xie and Tian and Zhang, 2013) :
Where, x i Is a feature component, and n is some components in each feature. If p tend to infinity, the infinity norm of a 1-byn or n-by-1 vector V is defined as follows:
Then all values are divided by the p-norm of each feature:
Rank normalization:
With rank normalization, each feature component x i In one array are replaced by its position (rank) in the ordered array counted from the smallest value divided by the total number of components, but if each feature contains a repetitive value, each value is divided by the maximum of the feature. Denote r i as the rank of x i in the array to which it belongs, the normalized component expressions are:
Where m is the total number of components or maximum of feature (Qui and Wu and Hu, 2013).
Cosine distance as normalization method:
Cosine distance can be used as a normalization method. Cosine distance (or vector dot product), which is the sum of the product of each component from two vectors z u and z w , defined as:
Where z u and z w are two vectors and z u,j and z w,j are components of the vector z u and z w , respectively, and also <z u , z w > ϵ [-1, 1]. The cosine distance is not a distance but rather a similarity metric. In other words, the cosine distance measures the difference in the angle between tow vectors not the difference in the magnitude of two vectors. The cosine distance is suitable for clustering data of high dimensionality (Omran, 2005) .
DISCUSSION AND RESULTS
Hyperspectral Data
To assess the efficiency of different normalization methods on hyperspectral image clustering, one real dataset, and one simulated dataset were used. The synthetic dataset is one of the five well-known synthetic images in hyperspectral-processing space (Martin and Plaza, 2011, Plaza et al., 2012 ). An image window of 100×100 pixels was created and used to simulate the linear mixtures. Nine selected minerals from the U.S. Geological Survey (USGS) spectral library were used to simulate hyperspectral data. The real data set was acquired by the ROSIS sensor during a flight campaign in 2003 over the campus of Pavia University in the north of Italy. This data contains 610 by 340 pixels with 103 spectral bands. This dataset contains nine groundtruth classes, namely, Trees, Gravel, Meadows, Asphalt, Metal sheets, Bricks, Bitumen, Shadows and Bare soil. Figure 1 and figure 2 shows the ground-truth map and a color composite image of real and simulated data sets, respectively. Before using these
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(a) (b) 
Experimental results
Kappa coefficients of k-means clustering for different normalization methods, are tabulated in Table 1 and illustrated in figure 3 . As is obvious from the results, in the simulated dataset, norm2 and trimming methods led to the best and worst results, respectively, for k-means clustering. However, in real dataset, SBM (mapping between [0,1]) and Cosine distance method led to the best and worst results for clustering, respectively. In the simulated dataset, norm2 normalization method resulted in 17.8% improvement in results than clustering without normalization, and in real dataset, SBM (mapping between [0,1]) resulted in 14.5% improvement in results than clustering without normalization.
According to the results, different normalization methods, regardless of their methodology, almost led to improvement in clustering results though the amount of this improvement varies from normalization method to normalization method. Among normalization methods, rank normalization, had reasonable results in both data sets and norm infinity method, despite its application in classification papers ( (Xie and Tian and Zhang, 2013) , had the worst result in both data sets. Rank normalization method led to 15.7% and 12.8% improvement in results than clustering without normalization in the simulated and real dataset, respectively. 
