Abstract. The optimization and control of systems governed by partial differential equations (PDEs) usually requires numerous evaluations of the forward problem or the optimality system. Despite the fact that many recent efforts, many of which are reported in this book, have been made to limit or reduce the number of evaluations to 5-10, this cannot be achieved in all situations and even if this is possible, these evaluations may still require a formidable computational effort. For situations where this effort is not acceptable, model order reduction can be a means to significantly reduce the required computational resources. Here, we will survey some of the most popular approaches that can be used for this purpose. In particular, we address the issues arising in the strategies discretize-then-optimize, in which the optimality system of the reducedorder model has to be solved, and optimize-then-discretize, where a reduced-order model of the optimality system has to be found. The methods discussed include versions of proper orthogonal decomposition (POD) adapted to PDE constrained optimization as well as systemtheoretic methods. Mathematics Subject Classification (2010). Primary 49M05; Secondary 93C20.
Introduction
Optimal control problems for partial differential equations are often hard to tackle numerically because their discretization leads to very large scale optimization problems. Therefore different techniques of model reduction were developed to approximate these problems by smaller ones that are tractable with less effort.
One popular model reduction technique for large-scale state-space systems is the moment matching approximation considered first in [28, 30] . This method is based on projecting the dynamical system onto Krylov subspaces computed by an Arnoldi-or Lanczos process. Krylov methods prove to be efficient for large-scale sparse systems, since only matrix-vector multiplications are required. The moment matching method shows the drawbacks that stability and passivity are not necessarily preserved in the reduced-order system and that there is no global approximation error bound; see, e.g., [7, 39] . Balanced truncation [93] is another well studied model reduction technique for state-space systems. This method utilizes the solutions to the two Lyapunov equations, the so-called controllability and observability Gramians. The balanced truncation method is based on transforming the state-space system into a balanced form so that its controllability and observability Gramians become diagonal and equal. Moreover, the states that are difficult to reach or to observe, are truncated. The advantage of this method is that it preserves the asymptotic stability in the reduced-order system. Furthermore, a-priori error bounds are available. Recently, the theory of balanced truncation model reduction was extended to descriptor systems; see, e.g., [61] and [43] . Both the moment matching approximation and the balanced truncation approach do not rely on snapshots, which have to be taken more or less arbitrarily. For an overview we refer the reader to [3, 78] . However, up to now, both strategies can be applied more or less only to linear, time-invariant dynamical systems and do not yet cover time variant or nonlinear models. There are attempts to deal with time variant equations by approximating them through piecewise constant models; see, e.g., [14] .
Recently the application of reduced-order models to linear time varying and nonlinear systems, in particular to nonlinear control systems, has received an increasing amount of attention. The reduced-order approach is based on projecting the dynamical system onto subspaces consisting of basis elements that contain characteristics of the expected solution. This is in contrast to, e.g., finite element techniques, where the basis elements of the subspaces do not relate to the physical properties of the system that they approximate. The reduced basis (RB) method, as developed in [35, 66] and [51] , is one such reduced-order method, where the basis elements correspond to the dynamics of expected control regimes. Let us refer to the [26, 44, 63, 68] for the successful use of reduced basis method in PDE constrained optimization problems. Currently Proper orthogonal decomposition (POD) is probably the mostly used and most successful model reduction technique for nonlinear optimal control problems, where the basis functions contain information from the solutions of the dynamical system at pre-specified time-instances, so-called snapshots. Due to a possible linear dependence or almost linear dependence the snapshots themselves are not appropriate as a basis. Hence a singular value decomposition is carried out and the leading generalized eigenfunctions are chosen as a basis, referred to as the POD basis. POD is successfully used in a variety of fields including fluid dynamics, coherent structures [1, 4] and inverse problems [8] . Moreover in [6] POD is successfully applied to compute reduced-order controllers. The relationship between POD and balancing was considered in [56, 75, 91] . An error analysis for non-linear dynamical systems in finite dimensions were carried out in [71] and a missing point estimation in models described by POD was studied in [5] . Let us also mention that POD and the reduced basis method are successfully combined by variants of the POD greedy algorithm; see [42] and [41] , for instance.
Reduced order models are used in PDE-constrained optimization in various ways; see, e.g., [37, 48, 76] for a survey. In optimal control problems it is sometimes necessary to compute a feedback control law instead of a fixed optimal control. In the implementation of these feedback laws models of reduced order can play an important and very useful role, see [2, 6, 31, 55, 58, 72] . Another useful application is the use in optimization problems, where a PDE solver is part of the function evaluation. Obviously, thinking of a gradient evaluation or even a step-size rule in the optimization algorithm, an expensive function evaluation leads to an enormous amount of computing time. Here, the reduced order model can replace the system given by a PDE in the objective function. It is quite common that a PDE can be replaced by a five-or ten-dimensional system of ordinary differential equations. This results computationally in a very fast method for optimization compared to the effort for the computation of a single solution of a PDE. There is a large amount of literature in engineering applications in this regard, we mention only the papers [60, 64] . Recent applications can also be found in finance using the RB model [67] and the POD model [80] in the context of calibration for models in option pricing.
To explain the reduced-order modelling we choose the following generic nonlinear optimal control problem: Minimize the cost functional
subject to the semilinear parabolic partial differential equation
and to the control constraints
In (1.1) we suppose that T > 0 holds and the spatial domain Ω ⊂ R d , d ∈ {1, 2, 3}, is a bounded open set with Lipschitz-continuous boundary Γ. We set Q = (0, T ) × Ω and Σ = (0, T ) × Γ. Furthermore, the set U ad ⊆ U of admissible controls is a closed and convex subset of a Hilbert space U , which is identified by its dual space U . Let us refer to the recent paper [38] , where the authors investigate a state-constrained linear-quadratic optimal control problem using proper orthogonal decomposition. Let us set H = L 2 (Ω) and V = H 1 0 (Ω) with dual space V = H −1 (Ω). In (1.1a) we suppose that y d belongs to L 2 (0, T ; H) and κ > 0 holds. Let f : Q × R → R contain the semilinear term and the control operator B : U → L 2 (0, T ; H) be linear and continuous. Finally, we suppose that y 0 ∈ L 2 (Ω). For given control u ∈ U ad a solution to (1.1b) is understood as a weak solution, i.e., y satisfies
where y(t) stands for y(t, ·) as a function in the spatial variable x. We suppose that (1.1b') admits a unique weak solution y = y(u) for any u ∈ U ad . We refer to [19, 73] for sufficient conditions, but also for the proof that (1.1) possesses a local optimal solutionx = (ȳ,ū). Let us introduce the so called reduced cost functional
where y(u) is the unique weak solution to (1.1b'). The paper is organized as follows: First we consider two venues how to discretize a PDE-constrained optimization problem followed by an introduction to POD-based methods. We address various aspects about the proper choice of the POD basis in the course of the optimization. The fourth section is devoted to system-theoretic aspects such as techniques based on Krylov subspaces and system balancing.
Optimization with surrogate models
The reduced-order approximation to (1.1) can be derived by a discretizethen-optimize or by a optimize-then-discretize approach. In the first case, the optimal control problem is projected onto the reduced-order subspace and the resulting low-dimensional optimal control problem is solved by appropriate optimisation methods., like, e.g., a sequential quadratic programming algorithm [65, Chapter 18] . In the second case, we start by deriving optimality conditions for (1.1) and discretize the obtained conditions by a reduced-order projection.
Next we describe both approaches for (1.1). Suppose that ψ 1 , . . . , ψ ∈ V are given linearly independent functions in V . Then, we define the subspace V = span {ψ 1 , . . . , ψ }. Let us mention that we avoid a discretization of the control space U ; see [47] .
Discretize-then-optimize
In this approach we only replace the state y by a reduced-order approximation. For that reason we introduce the affine Galerkin ansatz
with a chosen particular element y p (t) ∈ V and coefficient functions y i :
Then, the reduced-order Galerkin projection for (1.1) reads as follows:
subject to the projected nonlinear dynamical system
Notice that (2.2b) is a finite-dimensional system of ordinary differential equations for the coefficient vector y = (y 1 , . . . , y ) T : [0, T ] → R . Throughout this work we suppose that there exists a unique weak solution y = y (u) to (2.2b) for any u ∈ U ad . Then, we can define the reduced cost functional associated with the reduced-order approximation as follows:
where y (u) denotes the weak solution to (2.2b).
Optimize-then-discretize
Using a Lagrangian framework it is straightforward to derive first-order necessary optimality conditions for (1.1); see, e.g., [46, Chapter 1] . Assuming that (ȳ,ū) is a local optimal solution to (1.1) and that a constraint qualification condition is satisfied there exists a Lagrange multiplier or dual variablē p satisfying together withx = (ȳ,ū) the following adjoint or dual equation [86, Chapter 6] 
and the variational inequality
where B : L 2 (0, T ; H) → U denotes the adjoint operator of B. Now, the state equation (1.1b') as well as the system (2.3) are discretized by a reduced-order Galerkin scheme. Here, we choose the same Galerkin ansatz functions as for the state variable which its motivated by the error analysis in [37] . Analogous to (2.1) we make the ansatz 4) for the adjoint variable, where p p (t) ∈ V is a chosen particular function and p i : [0, T ] → R stands for the modal coefficient functions. Then, we arrive at the following reduced-order system for the unknown reduced-order solution
To solve the obtained reduced-order scheme for the first-order necessary optimality conditions one can apply, e.g., semismooth Newton [45] or interior point methods [77, 88] .
POD-Based Methods
Let X be either the space H or the space V . In X we denote by · , · X and
X the inner product and the associated norm, respectively. Notice that X is separable, i.e., X has a countable dense subset. This implies that X possesses a countable orthonormal basis; see, e.g., [74, p. 47] .
For fixed n, ℘ ∈ N let the so-called snapshots w
To avoid a trivial case we suppose that at least one of the w k j 's is nonzero. Then, we introduce the finite-dimensional, linear subspace
with dimension d ∈ {1, . . . , n℘}. We call the set V snapshot subspace. The method of POD consists in choosing a complete orthonormal basis
n } the mean square error between the n℘ elements y k j and their corresponding -th partial Fourier sum is minimized on average:
where the α j 's denote positive weighting parameters. Here, the symbol δ ij denotes the Kronecker symbol satisfying δ ii = 1 and δ ij = 0 for i = j. An optimal solution {ψ
is called a POD basis of rank . To solve (3.2) we define the linear operator R : X → X as follows:
with positive weights α 1 , . . . , α n . Then, R is a compact, nonnegative and selfadjoint operator. Suppose that
and {ψ
denote the nonnegative eigenvalues and associated orthonormal eigenfunctions of R satisfying
Then, for every ∈ {1, . . . , d} the first eigenfunctions
Moreover, the value of the cost evaluated at the optimal solution
For more details we refer the reader to [48, 50] and [37, Chapter 2], for instance.
Remark 3.1. a) In the context of the optimal control problem (1.1) a reasonable choice for the snapshots is w 1 j ≈ y(t j ) and w 2 j ≈ p(t j ) for time grid 0 = t 1 < . . . < t n = T . Utilizing new POD error estimates for evolution problems [20, 82] and optimal control problems [49, 87] convergence and rate of convergence results are derived for linear-quadratic control constrained problems in [37] for the choices X = H and X = V . b) For the numerical realization the space X has to be discretized by, e.g., finite element discretizations. In this case the Hilbert space X has to be replaced by an Euclidean space R m endowed with a weighted inner product; see [37] .
A-Posteriori Error Analysis
In contrast to methods of balanced truncation type, the POD method is somehow lacking a reliable a-priori error analysis. Unless its snapshots are generating a sufficiently rich state space, it is not a-priorly clear how far the optimal solution of the POD problem is from the exact one. On the other hand, the POD method is a universal tool that is applicable also to problems with time-dependent coefficients or to nonlinear equations. Moreover, by generating snapshots from the real (large) model, a space is constructed that inhibits the main and relevant physical properties of the state system. This, and its ease of use makes POD very competitive in practical use, despite of a certain heuristic flavor.
Based on a perturbation argument [27] it is derived in [53, 87] how far the suboptimal controlū , computed on the basis of the POD model, is from the (unknown) exactū. Let D be an open, bounded subset of R p and U = L 2 (D). By U ad ⊂ U we define the closed, convex and bounded subset
Suppose that f ≡ 0 holds, i.e., (1.1b) is a linear evolution problem. Then, the error estimate reads as follows:
where the computable perturbation function ζ ∈ U is given by
Futhermore,ỹ andp solve
It is shown in [37, 87] that ζ U tends to zero as tends to infinity. Hence, increasing the number of POD ansatz functions leads to more accurate POD suboptimal controls. This idea turns out to be numerically very efficient. For linear-quadratic problems we refer to [37, 38, 84, 85, 90] . It is able to compensate for the lack of a priori analysis for POD methods. The analysis is extended to nonlinear optimal control problems in [26, 53] . For a parameter estimation example we also refer to [57] . Unfortunately, the a-posteriori error estimates requires a lower bound for the smallest eigenvalue of the reduced Hessian, which is -unless the control space is low dimensional -usually computationally expensive. Another approach is to use the a-posteriori error estimate in an inexact sequential quadratic programming (SQP) approach, where the sufficient accuracy of each level of the SQP method is guaranteed by the error control; see [52] . Let us mention that there is related work also available in the reduced-basis literature; see, e.g., [24, 34, 63] . Here, the authors concentrate in deriving online efficient a-posteriori error estimators.
Optimality System POD
The accuracy of the reduced-order model can be controlled by the a-posteriori error analysis presented in the previous subsection. However, if the POD basis is created from a reference trajectory containing features which are quite different from those of the optimally controlled trajectory, a rather huge number of POD ansatz functions have to be included in the reducedorder model. This fact may lead to non-efficient reduced-order models and numerical instabilities. To avoid these problems the POD basis is generated in an initialization step utilizing optimality system POD (OS-POD); see [54] . In OS-POD the POD basis is updated in the direction of the minimum of the cost. Recall that the POD basis is computed from the state y = y(u) with some control u ∈ U ad . Thus, the reduced-order Galerkin projection depends on the state variable and hence on the control u at which the eigenvalue Rψ i = λ i ψ i for i = 1, . . . , is solved for the basis {ψ i } i=1 . This may deter from one of the main advantages of the POD approach for model reduction, which consists in the fact that unlike typical finite element basis functions the elements of the POD basis reflects the dynamics of the system. In optimal control this feature gets lost if the dynamics of the state corresponding to the reference control is significantly different from the trajectory corresponding to the optimal approach. Hence, we propose to consider the extended problem [54] :
Notice that the second line of the constraints in (P ospod ) coincide with the constraints in (2.2), the next two are the infinite-dimensional state equation and the eigenvalue problem characterizing the POD basis. For the optimal solution the problem formulation (P ospod ) has the property that the associated POD reduced system is computed from the trajectory corresponding to the optimal control and thus, differently from (2.2), the problem of unmodelled dynamics is removed. Of course, (P ospod ) is more complicated than (2.2). For practical realization an operator splitting approach is used in [54] , where also sufficient conditions are given so that (P ospod ) possesses a unique optimal solution (ȳ ,ȳ,λ i ,ψ i ,ū ), which can be characterized by first-order necessary optimality conditions. Convergence results for OSPOD are studied in the Ph.D thesis [62] . The combination of OS-POD and a-posteriori error analysis is investigated in the paper [89] and the recent master thesis [36] .
Trust Region POD
In PDE-constrained optimization the use of reduced order models is highly efficient, since the complex and time-consuming constraint in form of a partial differential equation is replaced by a relatively small system of ordinary differential equations. There is, however, one caveat that needs to be addressed. Suppose, one uses a reduced order model as in (2.2a)-(2.2b), where the state y k is based on a reduced order model at a certain control vector u k . Then it is usually numerically very efficient to minimize this reduced order model and obtain a solution (ȳ ,ū).
J(ȳ,ū) ≤ J(y k , u) for all (y k , u) that satisfy (2.2b).
The problem that might occur is the fact that during this minimization one usually moves away from the original control u k on which the reduced order model was built. In this case, it could happen that the quality of the model deteriorates and, in particular,ȳ is no longer a good approximation of the solutionȳ to the full model. In [1] , a direct estimate is used to monitor the accuracy of the model. In [4] a trust region approach was proposed to manage updating the reduced order model. The trust region method is a well known method for the globalization of locally convergent methods like Newton's method. Here the quadratic Taylor expansion is used as a model function for the nonlinear objective function. However, it is known that this globalization strategy also works for nonlinear models. Hence, one could use it also in this context, where a nonlinear model is replaced by another nonlinear model, e.g. POD, but of much smaller complexity than the original one.
The main key for controlling the quality of the model approximation in the trust region framework is the comparison between the predicted reduction starting from full model evaluation at (y k , u k )
and the actual reduction
whereȳ is the true solution at the controlū. If the quotient ρ = v pred /v actual is close to 1, then the reduced model is a good model and we acceptū as u k+1 and likewiseȳ as y k+1 . If ρ differs significantly from 1, we have to modify the model, for example, by introducing more snapshots or restricting the controls to a ball around u k .
One drawback of this strategy is the evaluation of the full model at the control u * . This problem can be alleviated by the introduction of a hierarchy of models, e.g. created by different fine discretizations of the PDE, and the full model in this case is replaced by the next finer model. In this way, when approaching the finest level in the hierarchy, we already are very close to the optimal point. This approach is also closely related to multifidelity optimization.
With respect to convergence in an optimization framework, the accuracy of the gradient of the model function has to be monitored. As it is shown in [80] , a-priori-estimates on the accuracy of the POD approximation can be used to establish error bounds for the distance between the gradient of the model function and the original function.
Trust region POD (TRPOD) is meanwhile a well established method in applications: In the control of fluid flow problems applications of TRPOD go back to Bergmann and Cordier [17] . More recently, Navon and coworkers [21] use this methodology in order to accomplish a 4-D VAR simulation for the shallow water equation. In [92] , the TRPOD framework is combined with an efficient error bound for defining the trust region in the design optimization of vibrating structures using frequency domain formulations. An application of TRPOD to the optimization of simulated moving bed chromatography (a separation process in chemical process engineering) is discussed in [59] , Also, in financial applications, reduced order models, see [22] or [79] are gaining importance and TRPOD is a promising tool in the calibration process.
In [33] the Carter condition
which is essential for the convergence of the inexact trust region method, is replaced by an a posteriori error estimation in order to control the reducedorder approximation of the reduced cost functional. For that purpose error estimates for the state and the dual variable are utilized. This offers a bridge between trust region POD and the a posteriori analysis presented in Section 3.1.
System-Theoretic MOR Approaches
A disadvantage of POD-based methods is that the control function u(t) has to be chosen in advance in order to compute the training set. As this reference control may differ significantly from the optimal control, the reduced order model may not be suitable for optimization, or the optimal control computed using the reduced order model may be too far away from the one obtained from the full-order model. The alternative OS-POD avoiding this problem is discussed in subsection 3.2. As already noted there, solving the extended problem (P ospod ) is computationally challenging. The advantage of using system-theoretic approaches is that these are so-called "simulation-free" methods which do not require training sets. The quality of the reduced order model thus is independent of the chosen control function u(t). For the purpose of deriving error bounds, it is usually assumed that U ad = L 2 (0, ∞; R m ), that is, we assume m scalar input functions that are square-integrable for an infinite time horizon. It should be stressed, though, that this assumption is only required for the derivation of error bounds for the reduced order models, while the model itself is applicable of course also in the presence of control constraints or other spaces of admissible control functions.
The starting point for system-theoretic approaches to model order reduction is the description of a mathematical model as a linear or nonlinear system. As these methods were developed mainly for linear problems, and extensions to nonlinear problems exist, but are either based on heuristics or are computationally intractable, we only discuss the application to linear systems here. But significant progress in nonlinear model reduction using system-theoretic concepts can be expected in the near future and this may then lead to useful methods also in the context of PDE constrained optimization.
Thus, in the following we will consider linear, time-invariant (LTI) systems Mẏ(t) = −Sy(t) +Bu(t) (4.1a) z(t) = Cy(t), (4.1b)
for a given initial condition y(0) = y 0 ∈ R N . Here, y is the state of the system and in this context is usually the discrete vector obtained by discretization of (1.1b') , i.e., y j (t) are the coefficients in the ansatz y(t) ≈ N j=1 y j (t)ψ j , with basis functions ψ j of the chosen trial space, when evaluating y(t), φ j H for the basis functions φ j ∈ V N , j = 1, . . . , N , where V N ⊂ V is the chosen N -dimensional space of test functions. In this setting, M and S contain the corresponding mass and stiffness matrices andB is the discretized version of the input operator B. The second equation in (4.1) is called the output equation, and z(t) ∈ R q is a vector of quantities of interest which in the setting considered here might be derived from a linear cost functional z(t) = L(y)(t) which might be goal of optimization. In practice, it is often a model for the possible measurements of the system, i.e., it is assumed that the full state y is not accessible for measurements. In case one assumes all state information is available, one might simply set C = I N , the identity matrix on R N . We will discuss the use of the output equation in the context of PDE constrained optimization below.
As the mass matrix M is invertible, for the clarity of presentation we work with the transformed systeṁ y(t) = Ay(t) + Bu(t) (4.2a) z(t) = Cy(t), (4.2b) where A := −M −1 S and B := M −1B . It should be noted, though, that we do this only formally, that is, in all computations of reduced order models, one never forms A, B explicitly but works with the originalB and the usually sparse matrices M, S in order to avoid fill-in as well as possible round-off errors implied by ill-conditioning of M.
The core observation of system-theoretic approaches is that the relation from inputs u to the outputs z can be represented algebraically using the Laplace transform, yielding
where by abuse of notation, we denote the Laplace transforms of z, u again by z, u, and s ∈ C is the Laplace variable. The transfer function matrix (TFM) G is a complex q × m matrix for any s whose entries are scalar real rational functions of a complex variable and with degree less than or equal to N . The particular case of a single input, single output (SISO) system with m = q = 1 is often of particular interest in PDE constrained optimization as many problems can be formulated such that a single quantity is to be minimized using only a scalar control function u(t). Equation (4.3) shows that the output of the system can be well approximated when we can find a reduced order model with TFM G for which G(.)−G (.) is small in an appropriate norm. It is convenient here to use L 2 -related norms as they result in L 2 -or L ∞ -norm error bounds for z(.) − z (.), where z is the output of the reduced order model. Therefore it is the aim here to find a reduced order LTI systeṁ y (t) = A y (t) + B u(t) (4.4a) z (t) = C y (t), (4.4b) where y (t) ∈ R with N and corresponding matrices of compatible sizes such that the TFM 5) of (4.4) approximates G well. The strength of system-theoretic model reduction methods now shows in the fact that the reduced order model (4.4) uses the same control function u(t) as the full-order model (4.2). Thus, neither a discretization of the input space U nor an a priori choice of a reference control u are necessary, and the optimal controlū obtained from using (4.4) as surrogate in the optimization process can be directly applied in the fullorder model (4.2) or even in the original PDE problem when the problem is formulated such that only the amplitude of the control signal is subject to optimization.
In the following, we will discuss the two main concepts used in model order reduction of LTI systems of the form (4.2). Both are based on PetrovGalerkin projection, i.e., the reduced order model is computed using two full-rank matrices V, W ∈ R N × : 6) corresponding to projecting the state-space onto range(W ) and using the ansatz y(t) ≈ V y (t). The basis matrices V and W for the trial and test spaces are chosen to be bi-orthonormal, i.e., W T V = I such that V W T becomes an oblique projector. Inserting the ansatz into (4.4) leads to a nonzero residual Vẏ − AV y − Bu which obviously is orthogonal to range(W ) as
In this sense, all the considered methods in this section are Petrov-Galerkin methods and become Galerkin projection methods in case W = V . The two model reduction techniques discussed in the following subsections only differ in the way V, W are computed, and in the resulting theoretical properties of the reduced order model. For more details on system-theoretic model order reduction techniques, consult, e.g., the recent monographs, edited volumes and survey papers [3, 10, 14, 78] . Also note that extensions to so-called descriptor systems, where M in (4.1) is singular, are possible, see, e.g., [14, Chapter 3].
Rational Interpolation Based Techniques
The first family of system-theoretic model order reduction methods is based on (rational) interpolation of the TFM. The interpolant is chosen as a rational matrix function of lower degree satisfying certain interpolation conditions. Hence, the original and reduced order TFMs (and some of their first derivatives) coincide:
where the interpolation points s k are chosen such that (A − s k I N ) is nonsingular. Practically this is usually realized by certain Krylov subspace methods. The classical approach using K = 0 and a sufficiently large J K , leading to rational Hermite interpolation at s 0 , has become popular as moment matching or Padé(-type) approximation since the mid-1990ies. These methods can be derived by power series expansions of the TFMs of the original and reduced order systems about s 0 . The reduced order model is then determined so that the first coefficients in the series expansions match. In this context, the coefficients of the power series expansions are called moments, explaining the name "moment matching". Padé-approximation in this context means that the number of matching moments is maximized for a given degree of the approximating rational function G . The observation that a reduced order model with the moment matching property is obtained by applying r steps of the (block) Arnoldi or Lanczos processes to (A − s 0 I N ) −1 or its (real) transpose with B or C T as starting (block) vector and using bi-orthonormal bases of the resulting Krylov subspaces K r ((A − s 0 I N ) −1 , B) and K r ((A T − s 0 I N ) −1 , C T ) for V and W was the breakthrough of this approach as model reduction method -previous attempts employing explicit computations of the moments were so prone to round-off errors that they could not be used in practice, see [28, 30] for details.
For the SISO case, one obtains r = and J 0 = 2r−1. The bi-orthonormal bases for the two Krylov subspaces are obtained automatically using the two-sided (unsymmetric) Lanczos process. One can also run the standard Arnoldi process for both Krylov subspaces independently and enforce biorthonormality afterwards to obtain the same results. Using only one of the Krylov subspaces and V = W , one has only J 0 = r − 1, but the computation can be performed with the stable Arnoldi process and orthogonal projection can be used to compute the reduced order model. This is beneficiary if A is, e.g., negative definite as for stiffness matrices resulting from the Galerkin finite element methods for linear diffusion-reaction problems, as in this case, negative definiteness of A is guaranteed.
For m, q > 1, things become a lot more complicated, starting from the fact that V, W necessarily need to be of the same size, but the block Krylov subspaces will usually differ in dimension whenever m = q (and often even if m = q due to deflation). Computations in this case can be performed using block or band Lanczos/Arnoldi processes. For many more details on this, see the monographs and surveys already mentioned above or [29] Also observe that the use of an expansion point s 0 ∈ R will lead to a complex-valued reduced order system (4.4). Often, this is undesired. An easy remedy is to use two expansions point s 0 , s 1 = s 0 and to concatenate the resulting bases. If performed with care, the resulting V, W are then real.
Note that interpolation at s 0 = ∞ is also possible. In that case, one computes Krylov subspaces for (A, B) and/or (A T , C T ). Then the moments are called Markov parameters and the "moment matching" problem is known as partial realization.
The use of a single expansion point s 0 leads to good approximation only locally. Hence, it is often useful to use more than one expansion point, yielding multi-point moment matching methods, also called rational Krylov methods, see, e.g., [3, 10] . By fixing K = − 1 in (4.7), in [40] a fix-point iteration to determine locally optimal expansion points w.r.t. approximation of the TFM in the H 2 -norm (basically, this is the L 2 -norm of the TFM evaluated on the whole imaginary axis) is suggested. In the SISO case, if this iteration converges, the obtained rational Krylov subspaces yield basis matrices V, W such the reduced order model satisfies (4.7) for J k = 1 for all k = 0, . . . , K at the mirror images (w.r.t. the imaginary axis) of the eigenvalues of A , i.e., the poles of the reduced order TFM. This property of a reduced TFM is known to be the necessary condition for a local minimizer of G − G H2 .
Some extensions of the presented approaches to nonlinear systems are discussed in the recent survey [10] .
Methods Based on System Balancing
Balanced Truncation (BT) has been the workhorse for model reduction in systems and control theory, in particular for controller design, for the last three decades, see, e.g., [3, 10] for a thorough discussion and references to original work. Its advantages over most other methods is that for asymptotically stable models it guarantees stability of the reduced-order model -a property that none of the other methods discussed here possesses unless additional assumptions are posed or a post-processing step is included -and it has a computable a priori error bound that allows the adaptive selection of the reduced model order given a user-defined error threshold. The method is based on two main ingredients: balancing and truncation. In the following, we will briefly introduce these concepts, starting with the latter one.
The concept of truncation is based on finding a suitable state-space transformation T defined by a nonsingular matrix T ∈ R n×n :
with partitioning
where A 11 ∈ R × and the other blocks are of compatible sizes. The reducedorder model is then simply obtained by truncating the states + 1, . . . , N of the transformed state vector T −1 y(t) i.e., setting them to zero so that
The challenge, of course, is to find a T yielding a reduced-order model with good approximation properties. Here is where the second ingredient, balancing, comes into the game. For the following, we assume that A is asymptotically stable, i.e., all its eigenvalues are in the left half plane. This implies that the transfer function G(s) of (4.2) has all its poles in the open left half plane, thus such systems are called (asymptotically) stable. Extensions to unstable systems are possible, but will not be discussed here for brevity (see [11] for some more details and references and [13] for a recent application to the control of unstable flow problems). Strictly speaking, a balancing transformation T b yields a realization of an asymptotically stable LTI system (4.2) in the form (4.8) such the unique solutions P, Q ∈ R N ×N of the Lyapunov equations
are equal and diagonal, P = Q = diag{σ 1 , . . . , σ N }, with decaying Hankel singular values σ k , i.e., σ 1 ≥ σ 2 ≥ . . . ≥ σ N > 0. Such a balancing transformation does not always exist, it requires some additional system-theoretic assumption (see, e.g., [3] for a full account of these), but even if does not exist, it is possible to obtain a partial transformation that suffices to compute a reduced-order model with exactly the same properties as described in the following, see [15] . If one now assumes that a balancing transformation was used to compute (4.9) and the reduced-order model is then obtained via truncation as in (4.10), it holds:
1. A and thus G are asymptotically stable, and 2. the reduced-order model satisfies the error bound
As the Hankel singular values can be computed as a by-product of the balancing transformation, it is possible to use this error bound to adapt the size of the reduced-order model to match a desired maximal approximation error. It should be noted that in practical computations, neither the full transformation matrix T nor the solutions P, Q should be computed explicitly. Efficient implementations determine the matrices A , B , C directly from (approximate) low-rank factors of P, Q. With the advance of numerical algorithms for solving Lyapunov equations, see [16, 81] for recent surveys, nowadays these techniques can be applied to any kind of system for which linear systems Ax = b with the matrix A as above are solvable, see [11] for details, There also exist numerous variants of BT that can be useful as model reduction techniques in PDE-constrained optimization by exchanging P, Q by other useful pairs of positive (semi-)definite matrices, see [3, 11] and [14, Chapter 1] for some of these.
Applications to PDE-Constrained Optimization
The system-theoretic model reduction methods discussed in the previous sections have so far found wide-reaching applications in simulation and control, see, e.g., [3, 10, 11, 14, 28] and many more references therein. There have also been numerous attempts to apply balanced truncation directly to PDE control problems, mostly with the target of feedback control rather than optimization. The theory for balanced truncation of distributed parameter systems, i.e., linear instationary PDE control problems, was already derived in the 1980ies, see [32] . The use of this approach for deriving robust control strategies from the reduced-order model is discussed in [23] . The practical use of these approaches needs, of course, computational methods, and thus discretization at some stage of the reduction process. In [12] , it is discussed how to combine BT with classical finite element discretization in the spatial variables of linear parabolic control problems while [70] goes a step further and derives an implementation of a balanced truncation algorithm where the discretization is delayed until the inner loop of the numerical algorithm is entered -the latter approach is more in the spirit of "optimize-thandiscretize", while the approach in [12] can be seen as "semi-discretize-thanoptimize". Balanced truncation and related methods have also been applied to flow control problems, see, e.g., [6, 13, 43, 91] .
The methods based on rational interpolation have merely been used so far in simulation of dynamical systems, but also for feedback control purposes. Further reading on this includes [3, 7, 10, 14, 28, 29] and references therein. Their use for model reduction of infinite-dimensional control problems is discussed in [69] and for linear-quadratic parabolic optimal control problems in [90] . The recent paper [18] uses rational tangential interpolation for a flow control problem. Certainly, these methods can be employed in a similar fashion as balanced truncation in PDE-constrained optimization problems, but so far this topic has received less attention.
Note that all these approaches do not discretize in time, no discretization of the controls is needed whenever the control variables are only timedependent, and only the spatial part needs to be discretized for controls of the form u(x, t) = v(x)u(t). Hence, optimization based on reduced-order models obtained from these methods can be performed with respect to the original U ad rather than a discretized version or subset of the full space of admissible controls. The full potential of this advantageous property has yet to be explored in PDE-constrained optimization. Little work has been dedicated so far to using system-theoretic methods in an optimization context. The application of balanced truncation to a fully discrete linear-quadratic PDE optimal control problem is discussed in [9, Section 6.2] . The use of balanced truncation and rational interpolation techniques as well as POD for linearquadratic parabolic optimal control problems is considered in [90] . Balanced truncation to accelerate a descent method for optimization of nonlinear evolution problems is analyzed in [25] . There, balanced truncation is applied to the linear adjoint system while the full state equation is solved. Speed-ups of factors 2-3 can be obtained this way compared to applying the same descent method to the full order optimality system. More research in the direction of using system-theoretic methods in a PDE-constrained optimization setting for evolution problems is certainly needed to leverage their full potential.
Conclusions
In this chapter, we have reviewed model reduction techniques for PDEconstrained optimization, where we have focused on instationary PDEs only. There is also a vast amount of literature on optimization of stationary PDEs, like linear elliptic PDEs in the simplest case. Model reduction methods as discussed here are not suitable for these problems as they rely on techniques for time-varying systems. Moreover, the computational complexity of instationary PDE-constrained optimization problems is often not so high that such a great benefit can be expected from model order reduction as for instationary problems. Nevertheless, model reduction techniques for such problems exist. These are based, e.g., on POD w.r.t. the optimization parameters rather than time, or on the Reduced Basis Method, see, e.g., [34, 52, 63, 68, 85] for some recent work on this.
We would also like to point out that there are many further possibilities for research. As already mentioned, the capabilities of system-theoretic methods in the context of PDE-constrained optimization are yet to be explored in detail. Also, the combined optimization with regard to a time-dependent control function plus one or more stationary design parameters as it occurs in many practical engineering applications is a widely open field.
