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Mono-Implicit Runge-Kutta (MIRK) methods and continuous MIRK (CMIRK)
methods, are used in the numerical solution of boundary value ordinary differential
equations (ODEs). One way of assessing the quality of the numerical solution is
to estimate its maximum defect, which is the amount by which the solution fails to
satisfy the ODE. The standard approach is to perform two point sampling of the defect
on each subinterval of a mesh which partitions the problem domain to estimate the
maximum defect. However, the location of the maximum defect on each subinterval
typically varies from subinterval to subinterval, and from problem to problem. Thus
sampling at only two points typically leads to an underestimate of the maximum
defect.
In this thesis, we will derive a new class of CMIRK interpolants for which the
location of the maximum defect on each subinterval is the same over all subintervals
and problems.




Experimental and theoretical science has had a long history, but over the last 50-60
years computational science has also become a significant avenue of investigation. Al-
most every area of science, e.g., chemistry, biology, astronomy, engineering, etc., now
has a computational component. Computational science is based on mathematical or
computational models, which often involve a system of ordinary differential equations
(ODEs). Such equations describe how a system will change with time. Since these
equations are usually too complicated to be solved by hand, it is necessary to use
numerical methods to solve them.
We will consider boundary value ordinary differential equations (BVODEs) which
are systems of ODEs with boundary conditions imposed at two or more distinct
points [2]. Some examples of difficult problems that arise in the study of real world
phenomena in different areas of science that involve BVODEs are:


























t: normalized downstream distance. y(t): normalized velocity. A(t): area
of nozzle at t. ε: inverse of Reynolds number.
– Boundary conditions: y(0) = 0.9129, y(1) = 0.375.
• Swirling flow between two rotating coaxial disks, see example (1.20) in [2]
(SWIRL-III problem)
– ODEs:
εg′′(t) = f ′(t)g(t)− f(t)g′(t),
εf ′′′′(t) = −f(t)f ′(t)− g(t)g′(t)),
(1.2)
f ′(t), g(t), f(t): radial, angular, and axial velocities.
– Boundary conditions:
f(0) = f(1) = f ′(0) = f ′(1) = 0,
g(0) = Ω0, g(1) = Ω1.
Angular velocities, Ω0 and Ω1. ε: viscosity.
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The process of obtaining a numerical solution to a BVODE involves computing
an approximate solution at a set of mesh points, {ti}Ni=0, that partition the problem
domain [44] using a numerical method such as Runge-Kutta (RK) method. This so-
lution is called a discrete numerical solution. Each region, [ti, ti+1], of the problem
domain is called a subinterval. Continuous numerical methods [29] such as contin-
uous RK are used to augment the discrete solution over each subinterval to yield
a continuous numerical solution, over the entire problem domain. One class of RK
methods that commonly used to provide a discrete solution to a system of BVODEs
is called mono implicit RK (MIRK) methods. A MIRK scheme is of order p if it has
error O(hp), ans it has stage order q where q ≤ p if its coefficients satisfy a set of q
conditions called stage order conditions [28].
Although one can derive a MIRK method of any desired order, the resultant method
can have at most stage order 3 [7]. This can be an issue when the method is applied
to a stiff ODE because the order of the method can drop to its stage order. Thus,
for example, even a 6th order method can behave like a 3rd order method. This is
called order reduction [13]. Generalized MIRK (GMIRK) methods are extensions of
MIRK schemes that allow the schemes to have a higher stage order. GMIRK schemes
allow us to increase the number of coefficients associated with certain stages of the
method that limit its stage order. These methods will not suffer from order reduction
when applied to stiff ODEs. However, the GMIRK schemes have a greater number
of implicit stages, and this increases the cost per subinterval associated with using
these schemes above what is required for the use of a MIRK scheme.
4
For BVODEs, when the number of the implicit stages increases, the size of the
non-linear system that must be solved changes. Rather than needing to solve a non-
linear system of size n(N + 1) associated with yi, i = 0, ..., N , the computation will
require the solution of a non-linear system of size n(N + 1) + l · n ·N where n is the
number of ODEs, N is the number of subintervals, and l is the number of stages that
are implicitly defined [13].
One way to assess the quality of an approximate solution is to examine the amount
by which that solution fails to satisfy the BVODE; this is called the defect [15, 17,
23, 32, 34]. In a defect control framework, we need to estimate the maximum defect
of the numerical solution on each subinterval. The user of the software provides a
tolerance and the software adaptively chooses a sequence of meshes so that for the
final accepted numerical solution, the estimated maximum defect is less than the
user-provided tolerance; this is called defect control [21, 25].
The location of the maximum defect of a numerical solution on each subinterval
generally varies from subinterval to subinterval, and from problem to problem [20].
It is computationally expensive to evaluate the defect at a large number of points in
order to find the maximum defect for each subinterval. The hope is to sample the
defect at only a small number of points on each subinterval but nonetheless obtain a
good estimate of the maximum defect on each subinterval.
BVP SOLVER 2 [25, 38] is a software package for the numerical solution of BVODEs
that has an option for defect control. It uses just two point sampling to estimate the
5
maximum defect on each subinterval with the hope that one of them is close to the
location of the true maximum defect. In [20], it was shown that the two point sam-
pling approach is not reliable, and in that paper a new approach was considered that
led to better estimation of the maximum defect. The new approach estimates the
maximum defect using only one defect sample point per subinterval. This leads to
what is known as Asymptotically Correct Defect Control (ACDC).
The approach considered in [20] was only for the sixth order case (i.e., for the case
where the numerical solution has an error that is O(h6), where h is the subinterval
size) and it employed an algorithm that relied upon constructing a new continuous
approximate solution using a Hermite-Birkhoff interpolant based on the previously
computed continuous numerical solution, i.e., a boot-strapping process [20]. We dis-
cuss this approach later in the thesis.
The main purpose of this thesis is to describe the development of families of Runge-
Kutta methods that provide ACDC while being more efficient than those based on
Hermite-Birkhoff interpolants.
This thesis is organized as follows. In Chapter 2, BVODEs are discussed. MIRK
schemes and the associated Continuous Mono-Implicit Runge-Kutta (CMIRK) schemes
are presented. We also present Runge-Kutta order conditions, continuous Runge-
Kutta order conditions, and Runge-Kutta stage order conditions that are used to
derive MIRK methods and CMIRK methods. The idea of defect control, the ACDC
property, the derivation of the Hermite-Birkhoff interpolants via a boot-strapping
6
approach, and the idea of a validity check are also explained.
Chapter 3 first describes standard CMIRK schemes from orders 1 to 5 and the
issue with these numerical methods regarding maximum defect estimation. It also
provides numerical experiments and results obtained by applying standard CMIRK
schemes to some test problems. In addition, this chapter discusses the boot-strapping
approach for orders 4 and 5 and identifies an issue with the approach (namely, that
the resultant interpolant uses more evaluations of the right hand side of the ODE
than may be necessary). Finally, numerical experiments and results associated with
applying the boot-strapping approach are provided.
Chapter 4 considers our proposed solution to the issue identified with the boot-
strapping approach. In particular, we derive new CMIRK methods of orders 4 and
5 that directly have the ACDC property and that are more efficient than the boot-
strapping approach in terms of the number of evaluations of the right hand side of the
ODE. Also, we discuss numerical experiments and give results obtained by applying
these new fourth and fifth orders CMIRK schemes to some test problems.
Next, in Chapter 5, a comparison between ACDC schemes that use the boot-
strapping approach and the new ACDC CMIRK schemes, for orders 4 and 5, based
on results obtained by applying these schemes to some test problems, is considered.
Chapter 6 first describes standard sixth order CMIRK schemes and provides nu-
merical results obtained by applying these schemes to solve several test problems.
7
In addition, this chapter discusses the sixth order boot-strapping approach and pro-
vides numerical results associated with applying this approach. We then consider
new sixth order ACDC CMIRK schemes and new sixth order continuous generalized
ACDC MIRK (CGMIRK) schemes.
Finally, Chapter 7 gives the conclusions from this thesis and suggestions for future
work.
Chapter 2
Ordinary Differential Equations, Runge-Kutta Methods and
Asymptotically Correct Defect Control
2.1 Ordinary Differential Equations
An ODE is an equation that involves a function of one independent variable (e.g.,
time) and one or more derivatives of that function with respect to that independent
variable. ODEs arise in mathematical models in many areas of science and engineer-
ing.
2.1.1 Boundary value ODES
The type of ODE that we consider in this thesis is called a BVODE. BVODEs are
systems of ODEs with boundary conditions imposed on the solution at two or more
distinct points [2]. A BVODE may not have a solution, or may have a finite number
of solutions, or may have infinitely many solutions. Many problems, arising in a wide
variety of application areas, give rise to mathematical models which involve BVODEs.
These problems rarely have closed form solutions and computational methods are
often used to estimate their approximate solution [1, 2, 3, 4, 37]. Many methods are




In this thesis, we will assume non-linear two-point BVODEs written in first order
system form with coupled boundary conditions, of the form,
y′(t) = f(t, y(t)), g(y(a), y(b)) = 0, (2.1)
where t ∈ [a, b], y : R→ Rn, f : R× Rn → Rn, and g : Rn × Rn → Rn.
2.2 Runge-Kutta Methods
Runge-Kutta (RK) methods are numerical methods which are popular for solving
systems of BVODEs (2.1) [11, 41, 44]. Let the problem interval [a, b] be subdivided
by a mesh {ti}Ni=0, with a = t0 < t1 < · · · < tN = b. Through use of the RK methods,
we get a discrete numerical solution, yi ≈ y(ti), i = 0, . . . , N , by applying Newton’s
method to solve a nonlinear system of equations consisting of the boundary conditions
and n more equations for each subinterval which depend on the RK scheme.
For a RK method, for the ith subinterval, [ti−1, ti], where yi is an approximation to
the exact solution, y(t), evaluated at the point ti, and where hi = ti − ti−1, we define
an equation of the form









where the stages are given by
kr = f
(





, r = 1, 2, . . . , s. (2.3)
The coefficients of this method are given in a Butcher tableau of the form
c1 a11 a12 . . . a1s





cs as1 as2 . . . ass
b1 b2 . . . bs
.




where c = (c1, c2, ..., cs)
T , b = (b1, b2, ..., bs)
T , and A is the s by s matrix whose (i,j)th
component is aij. Also, we usually require c = Ae, where e is the vector of l’s of
length s. This is equivalent to requiring cr =
∑s
j=1 arj. Interpolants for Runge-Kutta
methods have also been developed; see, e.g., [33].
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2.3 Mono Implicit Runge-Kutta (MIRK) Methods
The MIRK methods [8, 9, 12, 22, 26, 30, 39, 43] are a subclass of the well-known
implicit RK methods [2] and have application in the efficient numerical solution of
systems of BVODEs [7, 10]. A significant property of this class of methods is that,
for the discrete numerical solutions obtained by the use of BVODEs, the stage com-
putations are explicit in yi and yi+1.
When the RK scheme is a MIRK scheme, the set of n equations associated with
the ith subinterval has the form, [21]:
















, r = 1, 2, . . . , s. (2.5)
Note that each stage depends only on yi, yi+1, and previously defined stages. The
method is defined by the number of stages, s, the coefficients, {vr}sr=1 and {xrj}
r−1,s
j=1,r=1,




The coefficients of a MIRK method are usually presented in a tableau of the form,
c1 v1 0 0 . . . . . . 0











cs vs xs1 xs2 . . . xs,s−1 0
b1 b2 . . . . . . bs
,




where v = (v1, v2, ..., vs)
T , b = (b1, b2, ..., bs)
T , and X is the s by s strictly lower
triangular matrix whose (i,j)th component is xij. It can be shown that the MIRK
method (2.4), (2.5) is equivalent to the general RK method (2.2), (2.3), with A =
X + vbT [19].
2.3.1 Order conditions for MIRK methods
A MIRK method is of order p if the numerical solution of the BVODE, obtained
by solving (2.4), (2.5) together with the boundary conditions g(y0, yN) = 0 satisfies
|y(ti) − yi| = O(hp), where y(ti) is the exact solution evaluated at ti [7]. A MIRK
method of order p is derived by requiring its coefficients to satisfy a set of equations
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called order conditions [7]. The order conditions for MIRK methods as presented in
[28] are as follows:
MIRK methods of first order, must have
bT e = 1, (2.6)
where e is a vector of 1’s of length s.
The order conditions for order 2 are




The order conditions for third order are
bT e = 1, bT c =
1
2































































Table 2.1: Number of order conditions for MIRK methods of orders p = 1, ..., 8.
p 1 2 3 4 5 6 7 8
number of order conditions 1 2 4 8 17 37 85 200
It is obvious from Table 2.1 that the number of order conditions that a MIRK scheme
must satisfy increases rapidly with the increasing order of the MIRK scheme.
2.4 Continuous Mono Implicit Runge-Kutta (CMIRK) Methods
After the discrete solution is obtained using a computation based on a MIRK
scheme, a CMIRK scheme can be used on each subinterval to augment the discrete
solution to obtain a C1 continuous approximate solution over the whole problem
domain. A CMIRK scheme applied on the subinterval [ti, ti+1], is given, for 0 ≤ θ ≤ 1,
by




with the kr’s defined as in (2.5). In addition to the coefficients which define its stages,
the scheme is defined by the weight polynomials, {br(θ)}s
∗
r=1, which are polynomials
in θ.
If the stages of the MIRK scheme can be stored and then reused by the CMIRK
scheme, this makes the scheme more efficient. Thus there is an advantage to deriving
CMIRK schemes with s stages identical to those of the MIRK scheme used before it.
In this case the MIRK scheme is said to be “embedded” within the CMIRK scheme.
In [28], optimal MIRK schemes, and optimal CMIRK schemes that have the optimal
MIRK schemes embedded, are derived.
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2.4.1 Continuous order conditions for CMIRK methods
A CMIRK method as defined in (2.11) is of order p if for the continuous numerical
solution of the ODE, at t = ti + θh, we have
max
0≤θ≤1
|y(ti + θh)− u(ti + θh)| = O(hp), (2.12)
where y(ti + θh) is the exact solution to the ODE evaluated at ti + θhi.
A pth order CMIRK scheme is derived by requiring its coefficients and weight
polynomials to satisfy a set of continuous versions of the MIRK order conditions [11].
In addition, in order for the associated interpolant to have C1 continuity, the weight
polynomials must also satisfy certain continuity requirements [42].
For example, the continuous versions of the order conditions that are used to derive
a standard fourth order CMIRK method are (compare with (2.10))
bT (θ)e = θ, bT (θ)c = θ
2
2














































The number of order conditions for CMIRK methods are the same as for MIRK
schemes of the same order.
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2.4.2 Stage order conditions for MIRK and CMIRK methods
Another set of conditions that can optionally be applied to a MIRK method or a
CMIRK method are called stage order conditions. A pth order MIRK or CMIRK








, j = 1, . . . , q. (2.14)
In [7], it is proved that the maximum stage order for a pth order MIRK method is
min{p, 3}.
When a MIRK or CMIRK method has higher stage order, the number of order
conditions is reduced. The number of order conditions for each order as given in
Table 2.1, is made under the assumption that the stage order of the method is one;
these numbers decrease rapidly with increasing stage order. For example, the number
of order conditions associated with MIRK or CMIRK schemes reduces to the following
number of order conditions, given in Table 2.2, when the MIRK or CMIRK schemes
have stage order three.
Table 2.2: Number of order conditions for MIRK or CMIRK methods that have stage
order three for orders p = 1, ..., 8.
p 1 2 3 4 5 6 7 8
number of order conditions 1 2 3 4 6 10 18 34
It is thus helpful to have MIRK and CMIRK methods with as high a stage order as
possible, because the number of the order conditions that the method has to satisfy
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is lower when it has a higher stage order. This means that the number of stages,
kr, required by the method will be lower (since the number of stages required by the
method is related to the number of order conditions). See [28] for examples of MIRK
methods of different orders.
2.5 Defect Control and the Maximum Defect Estimation Process
A common way to measure the quality of the continuous approximate solution of a
BVODE is by computing its defect. The defect or residual, δ(t), is a continuous func-
tion over the problem interval that measures the amount by which a C1 continuous
numerical solution fails to satisfy the BVODE. The defect on the ith subinterval, δi(t),
is computed by substituting the continuous numerical solution, ui(t) ≡ u(ti + θhi)
(2.11), into the BVODE; this gives
δi(t) = u
′
i(t)− f(t, ui(t)). (2.15)
The strategy of a defect control solver is to adaptively choose a mesh such that, for
the final accepted numerical solution, an estimate of the maximum defect over the
entire problem domain is bounded by a user-provided tolerance. It is a fundamental
requirement, therefore, that a defect control based solver be able to obtain an accurate
and efficient estimate of the maximum defect on each subinterval. We can easily
compute δ(t) at any point in the domain; however the bigger challenge is to determine,
in an efficient manner, the maximum value of the defect on each subinterval.
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When a standard CMIRK interpolant is employed for u(t), the usual approach is
to simply sample the defect at a small number of points on each subinterval with the
hope that one of the points will be close enough to the location of the true maximum
defect. In order for the maximum defect estimation process to be reasonably efficient,
the number of points employed in estimating the defect must be kept reasonably
small. While the software package BVP SOLVER 2 employs two point sampling
of the defect, there is no particular justification that either of the sampling points
selected will be the equal to or even close to the location of the maximum defect.
It was shown in [20] that the true maximum defect in some cases can exceed the
estimated maximum defect by more than an order of magnitude. Thus, the software
may accept a numerical solution for which the maximum defect is in fact substantially
larger than the user-provided tolerance. As well the underestimation of the maximum
defect can impact negatively on the overall performance of the computation because
the mesh selection algorithm will not have access to a good profile of the defect over
the subintervals of the mesh.
Recall that the continuous solution approximation on the ith subinterval, ui(t), is
based on a CMIRK scheme (2.11). The continuous solution approximation on the ith
subinterval, ui(t), is an approximation to the exact solution, zi(t), of the local initial
value problem
z′i = f(t, zi), zi(ti) = yi, t ∈ [ti, ti+1]. (2.16)
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For a method of order p, the continuous local error of ui(t) on the ith subinterval is
[6]
ui(t)− zi(t) = O(hp+1i ). (2.17)
Similarly, the derivative of this numerical solution satisfies [6]
u′i(t)− z′i(t) = O(h
p
i ), (2.18)





. Hence the right hand side of (2.18) is reduced by a factor of h.




i(t)− f(t, ui(t)). (2.19)




i(t)− f(t, ui(t)) + f(t, zi(t))− z′i(t). (2.20)
A slight rearranging of (2.20) gives
δi(t) = u
′
i(t)− z′i(t)− (f(t, ui(t))− f(t, zi(t))) . (2.21)
Assuming a Lipschitz condition [2] on f , the second term in (2.21) then can be seen







The leading term in the defect (2.22) is thus O(hpi ) from (2.18). Furthermore the
leading order term in the defect can be seen to be equal to the leading order term in
the error for u′i(t).
When ui(t) is based on a CMIRK scheme, the leading error term is known from the
theory of Runge-Kutta methods [5]. On the ith subinterval the defect can be expressed
in an expansion that is related to the local error expansion of the approximation










where p is the order of the Runge-Kutta scheme, the qj(θ)’s are polynomials of degree
p that are the derivatives of the unsatisfied continuous order conditions for order p+1.
These depend on the CMIRK but are independent of the problem or hi. The Fj’s are
elementary differentials [6] which depend only on the problem and ρ+1 is the number
of elementary differentials of (p + 1)st order. As hi → 0, it is evident from (2.23)
that the value of the defect will approach a linear combination of the qj(θ) values,
where the coefficients of this linear combination are the elementary differentials, Fj.
Therefore, the location of the maximum will vary from subinterval to subinterval and
from problem to problem. This means that on any given subinterval, we cannot make
an a priori determination of the location of the maximum value of the leading term
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of the defect.
For example, consider the SWAVE problem (1.1) using a standard fourth order
CMIRK scheme. In order to observe how the defect behaves on each subinterval,
we plot the absolute scaled defect of each subinterval mapped on to [0,1] on the
same graph. We obtain the scaled defect by dividing the defect, which is computed
across each subinterval at many points, by the maximum defect on that subinterval.







Figure 2.1: A plot of the absolute scaled defect obtained by applying a standard
4th order CMIRK scheme (3.9) with N=100 to the test problem SWAVE (1.1) with
ε = 0.1. The location of the maximum defect varies from subinterval to subinterval.
2.6 Hermite - Birkhoff Interpolants Derived Via a Bootstrapping
Process
In the previous section we saw that the standard approach for obtaining an accu-
rate estimate of the maximum defect using a standard CMIRK scheme is either not
efficient (if we sample the defect at a large number of points on each subinterval)
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or (usually) not accurate (if we sample the defect at a small number of points on
each subinterval). In [20], the authors describe one approach in which an interpolant
with a greatly simplified expression for the leading order term in the defect is derived.
Starting with a standard CMIRK scheme, they employ a boot-strapping algorithm de-
veloped in [18] to derive a special type of interpolant expressed in a Hermite-Birkhoff
form [18]. This special interpolant yields a defect for which the location of the maxi-
mum defect on each subinterval can be determined (at least asymptotically) in an a
priori manner. The maximum defect of each subinterval has the same location for
different subintervals and problems; see Figure 2.2 for an example. The estimate of
the maximum defect obtained in this case is said to be asymptotically correct. A
numerical scheme that uses defect control based on an asymptotically correct esti-
mate of the maximum defect is known as an Asymptotically Correct Defect Control
(ACDC) scheme. For this case, the leading order term in the defect expansion is a








Figure 2.2: A plot of the absolute scaled defect obtained by applying a 4th order
Hermite-Birkhoff (2.24) scheme with N=100 to the test problem SWAVE (1.1) with
ε = 0.1. The absolute scaled defect has the same shape on almost every subinterval,
and thus the location of the maximum defect is the same on almost every subinterval.
In [14], Ellis derived boot-strap interpolants which provide an asymptotically cor-
rect estimate of the maximum defect of the continuous numerical solution.
The asymptotically correct quality possessed by the Hermite-Birkhoff interpolants
is a consequence of the simplification of the expression in (2.23). Based on earlier
work in [16], Enright and Muir [20] derived a sixth order Hermite-Birkhoff interpolant
that gives an asymptotically correct maximum defect estimate property using the
bootstrapping approach. This led to an interpolant for which the highest order term
in the defect expansion is a multiple of a single polynomial in θ. This implies that
one point sampling for estimating the maximum defect is then possible.
The general form of a Hermite-Birkhoff scheme on the subinterval [ti, ti+1] , with
0 ≤ θ ≤ 1 is:
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where the kr’s have the same general form as (2.5), d0(θ), d1(θ), {b̃r(θ)}s̃
∗
r=1, are
polynomials in θ, and s̃∗ is the total number of required stages. The determination of
the required stages and weight polynomials as described in [20], is done by requiring
the interpolant (2.24) and its derivative to satisfy certain interpolation conditions at
a number of points within the ith subinterval. This process is detailed in sections
3.3.1, 3.3.2 and 6.2 of this thesis, during the derivation of fourth, fifth and sixth order
Hermite-Birkhoff schemes. The leading order term in the defect expansion, using a
Hermite-Birkhoff scheme, is a multiple of a single polynomial in θ, namely d′1(θ) [20].
It is a relatively straightforward process to convert the Hermite-Birkhoff form of
ũ(t) to its CMIRK equivalent. By substituting for y
i+1









in (2.24) and noting the interpolation condition d0(θ) + d1(θ) = 1, the CMIRK form
of ũ(t) (2.24) can be obtained:
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ũi(ti + θhi) = yi + hi
s̃∗∑
r=1
(brd1(θ) + b̃r(θ))kr. (2.26)
However, it is pointed out in [20] that the lack of an explicit dependence on yi+1
in (2.26) means that ũ(t) may have discontinuities that are of the size of the Newton
tolerance used to determine the {y
i
}Ni=0 values. (The reason for this discontinuity is
that (2.25) is not solved exactly, only to within the Newton tolerance; see [20] for
further details.) The above substitution introduces an additional error of O(hp+1)
associated with the error for yi+1 from the discrete formula. On the other hand, since
ũ(t) in (2.24) has an explicit dependence on k1 = f(ti, yi) and k2 = f(ti+1, yi+1), the
interpolant and its first derivative will be continuous across each internal mesh point.
2.7 Validity Check
It is important to monitor the accuracy and robustness of the one point defect
sampling process by checking the value of the defect estimate at an additional point
known as a validity check sampling point. This sample point is a point where the
value of the defect should be half the value of the maximum defect. Thus, the
defect of the interpolant ũi(t) is also computed at a second predetermined spot within
each subinterval. The auxiliary validity check process was discussed in [20], where
it is observed that the successful defect estimation rate of the sixth order Hermite-
Birkhoff for the final converged mesh was around 83% for a collection of test problems.
Closer examination revealed that the subintervals where the estimation failed were
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relatively large and thus the associated computation wasn’t within the asymptotic
regime for the formula. Hence the error contribution from the higher order terms was
significant enough to interfere with the dominance of the leading order term in the
defect expansion. The validity check provides an additional layer of confidence for
the defect sampling and control process.
Chapter 3
Implementations of Standard CMIRK Schemes For Orders
1-5 and Fourth and Fifth Order Hermite-Birkhoff
Interpolants
In this chapter, we will implement some standard CMIRK schemes for orders 1-
5 and apply them to several test problems. For orders 1-3, we will see that there
are standard CMIRK schemes that naturally lead to ACDC schemes. For orders 4
and 5, we will see that the standard CMIRK schemes do not lead to ACDC schemes.
Therefore, for orders 4 and 5 we will consider the use of Hermite-Birkhoff interpolants
in order to obtain ACDC schemes.
3.1 Implementations of Standard CMIRK Schemes For Orders 1-5
Using Scilab, a powerful numerical computing environment for engineering and
scientific applications [45] we implemented standard MIRK schemes, (2.4), (2.5), of
orders 1 to 5 and applied them to several test problems in order to obtain a discrete
numerical solution, {yi}Ni=0, on a mesh of points that partition the problem domain
into subintervals. The discrete numerical solution is obtained by applying MIRK
methods, to get a set of nonlinear equations that are solved using a Newton iteration
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(using the Scilab fsolve function) with a default tolerance 10−10. We then augment
the discrete solution with a continuous numerical solution, ui(t), using a standard
CMIRK scheme, (2.11), of the same order as the MIRK scheme, over each subinterval.
In order to assess the quality of the continuous numerical solution, we then evaluate
the defect, δ(t), using (2.15), and plot the absolute scaled defect for each subinterval
mapped onto [0,1].
We sampled the defect at a hundred points within each subinterval of a uniform
mesh of a hundred subintervals, i.e., N=100, h=0.01, where N is the number of
subintervals, h is the subinterval size, and the problem interval, [a,b], is [0,1]. We
also found the maximum value of the defect samples on each subinterval, and then
plotted the absolute scaled defect mapped onto [0,1] for each subinterval. The scaling
involved dividing each defect sample by the maximum defect, which implies that
the absolute scaled defect values will be in the range [0,1]. This process requires
substantial computing time and thus would not be a practical way of computing the
maximum defect on each subinterval, but it allows us to see what shape the absolute
scaled defect has on each subinterval, thus allowing us to determine if the scheme has
the ACDC property. We can also determine the location of the maximum defect on
each subinterval from this plot.
3.1.1 Test problems
We will consider numerical experiments on the following BVODEs which have been
converted to systems of first order BVODE systems where necessary:
29
1. A linear BVODE [2]:




























w(0) = 4, w(1) = 1.
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(3.2)
3. SWAVE problem: (1.1)
4. SWIRL-III problem: (1.2)
3.2 Numerical experiments
3.2.1 Standard first order CMIRK scheme
We consider the standard two stage, first order, stage order one, CMIRK scheme
(CMIRK211), which has the tableau,
0 0 0 0
1 1 0 0
b1(θ) b2(θ)
, (3.3)
where b1(θ) = −θ(θ2 − θ − 1) and b2(θ) = θ2(θ − 1), and which has the discrete
one-stage, first order, stage order one MIRK scheme (Euler’s method) (MIRK111)




We applied the above MIRK, CMIRK pair to the SWAVE problem (1.1), and obtained
a plot of the absolute scaled defect for each subinterval (mapped onto [0,1]) shown in
Figure 3.1.
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It is clear that this CMIRK scheme has the ACDC property, since almost all the
absolute scaled defect plots are the same. This happens because the leading order
term in the defect expansion is a multiple of a single polynomial in θ. And this hap-
pens because any first order CMIRK scheme has only one unsatisfied order condition,
namely
(
bT (θ)c − θ2
2
)
, associated with second order, appearing in the leading order
term of the local error expansion. Then the leading order term in the expansion
of the defect is a multiple of the derivative of this polynomial; we plot it in Figure
3.2. From Figure 3.1, we observe that the maximum defect occurs at θ ≈ 0.5 for each
subinterval. We can explicitly verify that this is correct. The unsatisfied second order
condition is bT (θ)c− θ2
2
= θ2(θ − 1)− θ2
2
= θ3 − 3
2
θ2 for the specific CMIRK scheme
we are considering. Its derivative is 3θ2− 3θ. The maximum value of this polynomial
will occur where its derivative is zero, i.e., when 6θ − 3 = 0 ⇒ θ = 1
2







Figure 3.1: A plot of the absolute scaled defect obtained using CMIRK211 with













We see from Figure 3.1 that the scaled defect has the same shape and in particular
the same location for the maximum defect over almost all subintervals. There are a
small number of subintervals where the shape of the absolute scaled defect is different.
We consider this later in this chapter.
3.2.2 Standard second order CMIRK scheme
We consider the standard two stage, second order, stage order two CMIRK scheme
(CMIRK222) taken from [28], (also known as the continuous trapezoidal scheme). It
has the tableau,
0 0 0 0




where b1(θ) = −12θ(θ − 2) and b2(θ) =
1
2
θ2, and it has the MIRK222 (trapezoidal)
scheme embedded within it; the MIRK222 scheme has this tableau
0 0 0 0






We apply the MIRK222/CMIRK222 pair to the SWAVE problem (1.1), the linear
problem (3.1), the SWIRL-III problem (1.2) and the simple nonlinear problem (3.2),
and plot the absolute scaled defect for each subinterval (mapped onto [0,1]); see Fig-
ures 3.3, 3.5, 3.6 and 3.7. We observe that the absolute scaled defect has the same
shape on almost every subinterval and for all four problems. This is because the
leading order term in the defect expansion is a multiple of a single polynomial in θ.
This happens because any second order CMIRK scheme that satisfies the stage order
two conditions has only one unsatisfied order condition,
(




appearing in the leading order term of the local error expansion. Then the leading
order term in the expansion of the defect will be a multiple of the derivative of this
polynomial. From Figures 3.3, 3.5, 3.6 and 3.7, we see that the maximum defect using








Figure 3.3: A plot of the absolute scaled defect obtained from applying CMIRK222,
with N=100 to the test problem SWAVE (1.1) with ε = 0.1.
We can predict this location of the maximum defect and the shape of the defect
on each subinterval. As mentioned previously, the derivative of the unsatisfied order
condition
(
bT (θ)c2 − θ3
3
)
will appear in the leading order term in the expansion of








) = θ − θ2. Its maximum will occur where its derivative is zero, i.e., where
1− 2θ = 0⇒ θ = 1
2








Figure 3.4: A plot of the absolute derivative of the unsatisfied order condition for










Figure 3.5: A plot of the absolute scaled defect obtained from applying CMIRK222








Figure 3.6: A plot of the absolute scaled defect obtained from applying CMIRK222








Figure 3.7: A plot of the absolute scaled defect obtained from applying CMIRK222
with N=100 to the simple nonlinear test problem (3.2).
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From the above figures, we observe that the location of the maximum defect is
the same over all subintervals and problems except for a few cases. By plotting the
non-scaled defect over the whole problem domain, [0,1], using CMIRK222 applied to
the SWIRL-III problem (1.2), (see Figure 3.8), and displaying the maximum defect
of each subinterval, we investigated the subintervals that have defects with different
shapes from the usual case. In particular, we found that the 19th, 49th, 50th, 51th, 52th
and 82th subintervals have different shapes from others. However, we also found that
for these subintervals the maximum defect is much smaller than the maximum defect
of the other 94 subintervals. That is, the subintervals where the defect has a different
shape are also subintervals where the defect is much smaller than the overall maxi-
mum defect, and therefore it is less important to obtain an accurate estimate of the








Figure 3.8: A plot of the absolute non-scaled defect obtained from applying
CMIRK222 with N=100 to the test problem SWIRL-III (1.2) with ε = 0.01. The
subintervals where the defect has a different shape are also cases where the maximum
defect is much smaller.
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3.2.3 Standard third order CMIRK scheme
We consider a three stage, second order, stage order three CMIRK scheme (CMIRK333),
which has the tableau,
0 0 0 0 0












where b1(θ) = θ(θ − 1)2, b2(θ) = 14θ
2(−1 + 2θ) and b3(θ) = −34 θ
2(−3 + 2θ). This
scheme has the MIRK333 scheme embedded within it; the MIRK333 scheme has the
tableau,
0 0 0 0 0















We apply the MIRK333/CMIRK333 pair to the SWAVE problem (1.1). We plot
the absolute scaled defect in Figure 3.10. We observe that the absolute scaled de-
fect has the same shape on all subintervals. The maximum defect using this scheme
appears to occur at θ ≈ 0.74 for each subinterval. This is because the leading order
term in the defect expansion is a multiple of a single polynomial in θ. This happens
because any 3rd order CMIRK scheme that has stage order three has only one un-
satisfied order condition
(
bT (θ)c3 − θ4
4
)
(associated with 4th order) which appears in
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the leading order term of the local error expansion. We can predict the shape of the















































Figure 3.10: A plot of the absolute scaled defect obtained from applying CMIRK333
with N=100 to the test problem SWAVE (1.1) with ε = 0.1.
39
3.2.4 Standard fourth order CMIRK scheme
Recall that the maximum stage order of a MIRK or CMIRK scheme is three. We
consider a four stage, 4th order, stage order three CMIRK scheme (CMIRK443) taken
from [28], which has the tableau,
0 0 0 0 0 0



























θ(3θ − 4)(5θ2 − 6θ + 3), b2(θ) =
1
6








This scheme has embedded within it the discrete MIRK343 scheme [28], which has
the tableau
0 0 0 0 0


















We apply the MIRK343/CMIRK443 pair to the SWAVE problem (1.1) and the
SWIRL-III problem (1.2). The plots of the absolute scaled defect are given in Figures
3.11 and 3.12. We note that the location of the maximum defect changes from subin-
terval to subinterval and that the scaled defect does not have the same shape on each
subinterval. The location of the maximum defect varies from subinterval to subinter-
val and over the two problems. This happens because the leading order term in the
defect expansion depends on a varying linear combination of two polynomials. This
happens because any fourth order CMIRK scheme that satisfies stage order three has
a leading order term in its local error expansion that depends on the two unsatisfied
order conditions
(










associated with 5th order.
This results in a leading order term in the defect expansion of the form (2.23) with
ρ = 1 that depends on a varying linear combination of two different polynomials in








Figure 3.11: A plot of the absolute scaled defect obtained from applying CMIRK443








Figure 3.12: A plot of the absolute scaled defect obtained from applying CMIRK443
with N=100 to the test problem SWIRL-III (1.2) with ε = 0.01.
However, when applying the MIRK343/CMIRK443 pair to the linear problem (3.1),
or the simple nonlinear problem (3.2), we found that the absolute scaled defect plots
- see Figures 3.13 and 3.14- were the same on all subintervals. This happens because
the leading order term in the defect expansion is a multiple of a single polynomial
in θ due to the simplicity of these two problems. However, a software package that
implements defect control cannot detect if the problem is going to be sufficiently
simple that the expansion of the local error will be a multiple of a single polynomial.
For each of these simple test problems, we examine the unsatisfied order condi-
tions for 5th order to see if the shape of the absolute scaled defects we observe in
Figures 3.13 and 3.14 matches the shape of derivatives of either of these unsatis-
fied order conditions. The derivative of the first order condition
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θ2 − 4θ3 = 0⇒ θ = 0.8428127370; see Figure 3.15 where we
see that the plot of this polynomial has almost the same shape as the absolute scaled

































θ2 − θ3 = 0⇒ θ = 0.5; see Figure 3.16
where we see that the plot of this polynomial has a similar shape to the absolute







Figure 3.13: A plot of the absolute scaled defect obtained from applying CMIRK443








Figure 3.14: A plot of the absolute scaled defect obtained from applying CMIRK443
















Figure 3.16: A plot of the absolute second unsatisfied order condition for order 5.
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3.2.5 Standard fifth order CMIRK scheme
Recall that the maximum stage order of a fifth order CMIRK method is three. We
consider a six stage, 5th order, stage order three, CMIRK scheme (CMIRK653) taken
from [28], which has the tableau,
0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
c3 v3 x31 x32 0 0 0 0
c4 v4 x41 x42 0 0 0 0





x61 x62 x63 x64 x65 0
b1(θ) b2(θ) b3(θ) b4(θ) b5(θ) b6(θ)
, (3.11)
where the coefficients for the first five rows of the tableau are given in the next tableau


















































393θ3 + 1702187994 θ2 + 176781154
√
393θ2
+1127678925 θ − 160912047
√
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√
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√
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√












This scheme has embedded within it the discrete MIRK553 scheme which has the
tableau
0 0 0 0 0 0 0







v3 x31 x32 0 0 0
17
20







v5 x51 x52 x53 x54 0























































































































We apply the MIRK553/CMIRK653 pair to the SWAVE problem (1.1) and the
SWIRL-III problem (1.2). The plot of the absolute scaled defect is given in Figures
47
3.17 and 3.18. The location of the maximum defect varies from subinterval to subin-
terval and from problem to problem. This is because any fifth order CMIRK scheme
that satisfies stage order three has four unsatisfied order conditions appearing in a
varying linear combination in the leading order term of the local error expansion.

























. This implies that the leading order term of the
defect expansion (2.23) will be a varying linear combination of four polynomials (the







Figure 3.17: A plot of the absolute scaled defect obtained from applying CMIRK653









Figure 3.18: A plot of the absolute scaled defect obtained from applying CMIRK653
with N=100 to the test problem SWIRL-III (1.2) with ε = 0.01.
3.3 Implementations of Hermite-Birkhoff interpolants
Since the standard 4th and 5th order CMIRK schemes do not lead to ACDC, we
consider Hermite-Birkhoff interpolants (2.24) of orders four and five, and their appli-
cation to the SWAVE (1.1) and SWIRL-III (1.2) problems.
3.3.1 A Fourth Order Hermite-Birkhoff Interpolant
In [14], a fourth order Hermite-Birkhoff (H-B) scheme was developed using the
standard fourth order CMIRK interpolant (3.9) as a basis. The fourth order H-B
scheme uses yi, yi+1, k1, k2, and two additional stages, k5, k6, constructed using
the boot-strapping algorithm described in [18]. The extra stages, associated with






, are based on evaluations of the standard
CMIRK scheme; they have the form,
k4+j = f(ti + c4+jhi, ui(ti + c4+jhi)), (3.13)
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where j = 1, 2.
The Hermite-Birkhoff interpolant then has the form,
ũi(ti + θhi) = d0(θ)yi + d1(θ)yi+1 (3.14)
+hi
(
b̃1(θ)k1 + b̃2(θ)k2 + b̃5(θ)k5 + b̃6(θ)k6
)
,
where d0(θ), d1(θ), b̃1(θ), b̃2(θ), b̃5(θ), and b̃6(θ) are weight polynomials of degree five,
obtained from the interpolation conditions, ũi(ti) = yi, ũi(ti+1) = yi+1, ũ
′
i(ti) = k1,
ũ′i(ti+1) = k2, ũ
′
i(ti+c5hi) = k5, ũ
′
i(ti+c6hi) = k6. This gives




















































We next apply the above 4th order H-B interpolant (3.14) to the SWAVE problem
(1.1) and the SWIRL-III problem (1.2). (The standard 4th order MIRK/CMIRK pair
considered earlier are applied first; then we compute the 4th order H-B interpolant as
described above). The plots of the absolute scaled defects are given in Figures 3.19
and 3.20. The location of the maximum defect is the same for all subintervals and
both problems, and it occurs at θ ≈ 0.23.
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Since ui(t) is a fourth order CMIRK scheme, each evaluation of this scheme as
well as the stages k2, k5, and k6 (with a Lipschitz assumption on f) has an error
that is O(h5i ). Therefore the error contributions of the terms hik2, hik5, and hik6 are
O(h6i ) while the yi and k1 terms are considered exact and thus contribute no data
error to ũi(t). We note also from standard interpolation theory, the interpolation
error associated with ũi is O(h
6
i ). Thus the term d1(θ)yi+1 contributes the largest
error of O(h5i ) to the new interpolant ũi(t). The continuous local error is therefore
ũi(t)− zi(t) = d1(θ)Cihi5 +O(h6i ), (3.15)
where Ci is associated with the data error for yi+1, and from (2.22) the defect of ũi(t)
satisfies
δ̃(t) = ũ′i(t)− z′i(t) +O(h5i ) = d′1(θ)Cih4i +O(h5i ). (3.16)
Therefore as hi becomes sufficiently small, the location of the maximum defect on
each subinterval for any problem will coincide with the extremum of the polynomial




















θ3) is zero ⇒








Figure 3.19: A plot of the absolute scaled defect obtained by applying the 4th order








Figure 3.20: A plot of the absolute scaled defect obtained by applying the 4th order









Figure 3.21: A plot of d′1(θ) for the 4
th order Hermite-Birkhoff interpolant (3.15).
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3.3.2 A Fifth Order Hermite-Birkhoff Interpolant
We derive a fifth order H-B interpolant by applying the same process that was used
by Enright and Muir to derive the sixth order H-B interpolant in [20], and by Ellis
in [14] to derive the fourth order H-B interpolant. The fifth order H-B interpolant
is based on the standard fifth order CMIRK interpolant (3.11). The fifth order H-B
interpolant uses yi, yi+1, k1, k2, and three additional stages, k7, k8, k9, constructed
using the boot-strapping algorithm described in [18]. The extra stages associated









, are based on evaluations of
the standard CMIRK scheme; they have the form,
k6+j = f(ti + c6+jhi, ui(ti + c6+jhi)), (3.17)
where j = 1, 2, 3.
The H-B interpolant has the form,
ũi(ti + θhi) = d0(θ)yi + d1(θ)yi+1 (3.18)
+hi
(
b̃1(θ)k1 + b̃2(θ)k2 + b̃7(θ)k7 + b̃8(θ)k8 + b̃9(θ)k9
)
,
where d0(θ), d1(θ), b̃1(θ), b̃2(θ), b̃7(θ), b̃8(θ), and b̃9(θ) are weight polynomials of
degree six, obtained from the interpolation conditions, ũi(ti) = yi, ũi(ti+1) = yi+1,
ũ′i(ti) = k1, ũ
′
i(ti+1) = k2, ũ
′
i(ti+c7hi) = k7, ũ
′
i(ti+c8hi) = k8, and ũ
′
i(ti+c9hi) = k9. This
gives
53












































































We apply the above fifth order H-B interpolant (3.19) to the SWAVE problem (1.1)
and the SWIRL-III problem (1.2). The plot of the absolute scaled defects are given
in Figures 3.22 and 3.23. The location of the maximum defect is the same for all
subintervals and both problems, and it occurs at θ ≈ 0.58.
Similar to the 4th order case, it can be shown that
δ̃(t) = ũ′i(t)− z′i(t) +O(h6i ) = d′1(θ)Cih5i +O(h6i ). (3.19)
We can therefore predict the location of the maximum defect since it will oc-


































Figure 3.22: A plot of the absolute scaled defect obtained from applying the 5th order








Figure 3.23: A plot of the absolute scaled defect obtained from applying the 5th









Figure 3.24: A plot of d′1(θ) for the 5
th order Hermite-Birkhoff interpolant (3.19).
Chapter 4
Derivations of ACDC CMIRK Schemes for Orders 4 and 5
The use of a standard MIRK/CMIRK scheme, followed by the use of a Hermite-
Birkhoff interpolant, provides a continuous numerical solution that leads to ACDC.
An advantage of this approach is that it is quite general. However, a disadvantage is
that the total number of stages that are used can be greater than necessary. In this
chapter, we will consider an alternative approach to obtaining a continuous numerical
solution that leads to ACDC. The idea is to directly obtain CMIRK schemes that
lead to ACDC by deriving schemes that have only one unsatisfied order condition of
the next highest order so that the leading order term in the local error expansion is
a multiple of a single polynomial in θ (namely, the one unsatisfied order condition).
We will refer to a CMIRK scheme that directly leads to ACDC as an ACDC CMIRK
scheme.
4.1 Derivation of a Fourth Order ACDC CMIRK scheme
Some preliminary work in the derivation of a 4th order ACDC CMIRK scheme was
considered in [14]. In [14], Ellis derived a new fourth order CMIRK scheme through
the direct approach of satisfying all but one of the continuous order conditions for
the next highest order in order to simplify the expression in (2.23). In this thesis, we
55
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will expand upon this idea to derive new CMIRK schemes that lead to ACDC.
To directly derive a fourth order CMIRK scheme that leads to an asymptotically
correct defect estimate, we start by embedding the discrete MIRK343 (3.10) in a
family of five stage, fourth order, stage order three CMIRK schemes with stage order
vector, SOV = (4, 4, 3, 3, 4), which means that we impose stage order 4, 4, 3, 3, 4 on
the first, second, third, fourth and fifth stages, respectively. The resulting Butcher
tableau is
0 0 0 0 0 0 0










c4 v4 x41 x42 x43 0 0
c5 v5 x51 x52 x53 x54 0
b1(θ) b2(θ) b3(θ) b4(θ) b5(θ)
, (4.1)
where x41, x42, and x43 are given in terms of c4, v4, due to the imposition of the stage
order 3 conditions, and x51, x52, x53, and x54 are given in terms of c5, v5, due to the
imposition of the stage order 4 conditions.
We then require that the weight polynomials satisfy the standard fourth order
continuous order conditions: b(θ)T e = θ, b(θ)T c = θ
2
2
, b(θ)T c2 = θ
3
3













. (There are nine unsatisfied fifth order conditions if we
consider a 4th order scheme that has only stage order one. The imposition of the
stage order three conditions effectively reduces the number of fifth order conditions










After solving the four fourth order conditions plus the first of the fifth order con-
ditions, i.e., b(θ)T c4 = 1
5
θ5, using the five weight polynomials b1(θ), b2(θ), ..., b5(θ),
we are left with the four free parameters, c4, v4, c5, v5. By (arbitrarily) choosing
c4 = v4 = 1/4 and c5 = v5 = 3/4, we obtain an example of a 4
th order ACDC CMIRK
method (CMIRK543-I) (which was derived in [14]):
0 0 0 0 0 0 0

























































θ2(−15 + 70θ − 105θ2 + 48θ3).
An alternative approach is to start with the same CMIRK scheme (4.1), and apply
the four 4th order continuous order conditions and the second of the fifth order con-







θ5. This gives another example of this
type of method, again with four free parameters c4, v4, c5, v5. Choosing the four free
parameters c4 = v4 = 1/3 and c5 = v5 = 2/3, gives another 4
th order ACDC CMIRK
method (CMIRK543-II):
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0 0 0 0 0 0 0
























































θ3(10− 15θ + 6θ2).
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We discovered that when we choose values for the free coefficients of CMIRK543-I
to be the same as the values for the free coefficients of CMIRK543-II we obtain the
same CMIRK543 method in each case. That is, starting with the CMIRK family (4.1)
with SOV=(4,4,3,3,4) and deriving a CMIRK method by imposing the four 4th order
continuous order conditions and either of the 5th order conditions leads to the same
family of ACDC CMIRK schemes. Future work will investigate why this happens.
4.2 Numerical Experiments with CMIRK543-I
When applying CMIRK543-I (4.2) to solve the SWAVE problem (1.1) and the
SWIRL-III problem (1.2), we obtain continuous numerical solutions for which, for
most of the subintervals, the maximum defects occur in the same location; see Figures
4.2 and 4.3. For most subintervals, the defects are multiples of the same polynomial
and we can predict what the polynomial is. It will be the derivative of the lone
unsatisfied 5th order condition; see Figure (4.1). This happens because the leading
order term in the local error expansion will be a multiple of the lone unsatisfied order
condition, and the leading term in the defect is a multiple of the derivative of the









Figure 4.1: A plot of the absolute derivative of the lone unsatisfied 5th order condition




θ5 for the CMIRK543-I.
For most subintervals, the location of the maximum defect does not depend on the
subinterval or the problem. From an inspection of Figures 4.2 and 4.3 the location
of the maximum defect for CMIRK543-I is at θ ≈ 0.44. We can predict the location
of this maximum by finding the maximum of the derivative of the unsatisfied order




θ5, shown in Figure 4.1. For CMIRK543-I, this poly-
nomial is − 1
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Figure 4.2: A plot of the absolute scaled defect obtained from applying the








 Figure 4.3: A plot of the absolute scaled defect obtained from applying the
CMIRK543-I scheme with N=100 to the SWIRL-III problem (1.2) with ε = 0.01.
4.3 Derivation of a Fifth Order ACDC CMIRK scheme
We derive a fifth order CMIRK scheme that directly gives the ACDC property, and
has the discrete optimal MIRK553 (3.12) scheme embedded within it. The discrete
scheme has the stage order vector SOV = (5, 5, 3, 3, 5). We will require all additional
stages of the CMIRK scheme to have stage order 5. We will require the scheme to
satisfy the six fifth order conditions that must be satisfied in order to obtain a 5th
order CMIRK scheme that has stage order 3, b(θ)T e = θ, b(θ)T c = θ
2
2




b(θ)T c3 = θ
4
4
, b(θ)T c4 = θ
5
5





. We will also require the scheme
to satisfy three out of the four sixth order conditions (when a CMIRK scheme has
stage order 3, there are 4 conditions of order six.)













into bT (θ)C4 = 0.
The four sixth order conditions are: bT (θ)c5 = θ
6
6



















. By substituting the stage order five




, and bT (θ)c5 = θ
6
6
, we can transform the sixth order





into bT (θ)C5 = 0. By substituting the stage order
four condition, C4, and bT (θ)c5 = θ
6
6
, we can transform the sixth order condition





into bT (θ)cC4 = 0. By substituting the stage order four





, we can transform the sixth order condition







into bT (θ)XC4 = 0.
If we were to simply impose all nine conditions (the six 5th order conditions and
three of the four 6th order conditions) the CMIRK scheme would require 9 stages.
Our goal is to derive a scheme with as few stages as possible. Here we derive a family
of fifth order, stage order three CMIRK schemes with eight stages, CMIRK853, with
SOV = (5, 5, 3, 3, 5, 5, 5, 5). The resulting Butcher tableau is
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0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0
c3 v3 x31 x32 0 0 0 0 0 0
c4 v4 x41 x42 0 0 0 0 0 0
c5 v5 x51 x52 x53 x54 0 0 0 0
c6 v6 x61 x62 x63 x64 x65 0 0 0
c7 v7 x71 x72 x73 x74 x75 x76 0 0
c8 v8 x81 x82 x83 x84 x85 x86 x87 0
b1(θ) b2(θ) b3(θ) b4(θ) b5(θ) b6(θ) b7(θ) b8(θ)
, (4.4)
where the coefficients for the first five rows of the tableau are given in the tableau of
the embedded discrete (MIRK553) scheme (3.12).
As mentioned earlier, the sixth, seventh and eighth stages are required to satisfy
the stage order five conditions. After imposing these stage order conditions on stages
six, seven and eight, we get x61, x62, x63, x64 and x65 in terms of c6 and v6, and x72,
x73, x74, x75 and x76 in terms of c7, v7 and x71, and x83, x84, x85, x86 and x87 in terms
of c8, v8, x81 and x82. We then require that the weight polynomials and remaining
nine free coefficients, c6, v6, c7, v7, x71, c8, v8, x81 and x82 be chosen to satisfy the
six fifth order continuous order conditions: b(θ)T e = θ, b(θ)T c = θ
2
2




b(θ)T c3 = θ
4
4
, bT (θ)c4 = θ
5
5
and bT (θ)C4 = 0 , and three of the four unsatisfied sixth
order continuous order conditions, bT (θ)c5 = θ
6
6
, bT (θ)C5 = 0, bT (θ)cC4 = 0, and
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bT (θ)XC4 = 0.




bT (θ)C5 = 0, and bT (θ)cC4 = 0. Since the third and fourth stages have only stage
order three while the other stages have stage order 5, C4 and C5 have all zero entries
except for positions 3 and 4. By requiring b3(θ) and b4(θ) to be zero identically, it
follows that the fifth order condition, bT (θ)C4 = 0, and the sixth order conditions
bT (θ)C5 = 0 and bT (θ)cC4 = 0 will be automatically satisfied. This leaves us with
the six conditions, b(θ)T e = θ, b(θ)T c = θ
2
2
, b(θ)T c2 = θ
3
3
, b(θ)T c3 = θ
4
4




and bT (θ)c5 = θ
6
6
, to be satisfied. Therefore, the total number of stages that we will
need is eight.
We use the six weight polynomials b1(θ), b2(θ), b5(θ), b6(θ), b7(θ), b8(θ) to satisfy
these six order conditions. This leaves us with the nine free parameters mentioned
earlier. By choosing values for them, as indicated in the following tableau, we obtain
an example of a 5th order ACDC CMIRK method as follows:
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0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0
c3 v3 x31 x32 0 0 0 0 0 0
c4 v4 x41 x42 0 0 0 0 0 0
c5 v5 x51 x52 x53 x54 0 0 0 0
c6 v6 x61 x62 x63 x64 x65 0 0 0
c7 v7 x71 x72 x73 x74 x75 x76 0 0
c8 v8 x81 x82 x83 x84 x85 x86 x87 0
b1(θ) b2(θ) b3(θ) b4(θ) b5(θ) b6(θ) b7(θ) b8(θ)
, (4.5)
where the coefficients for the first five rows of the tableau are given in the tableau of
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√
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√



























(We could choose bT (θ)XC4 = 0 instead of choosing bT (θ)cC4 = 0, but that
will require one more stage. We cannot choose bT (θ)C5 = 0 to be unsatisfied because
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bT (θ)XC4 = 0 depends on it. If we consider the original forms of the order conditions
and do not force any of the weight polynomials to be zero, then bT (θ)XC4 = 0 cannot
be satisfied because C43x53+C44x54 will not equal zero, and this will lead to a CMIRK
scheme with nine stages.)
4.4 Numerical Experiments with CMIRK853
The results of applying CMIRK853 (4.5) to the SWAVE problem (1.1) and the
SWIRL-III problem (1.2) are shown in Figures 4.4 and 4.5.
The location of the maximum defect is the same for most of the subintervals and








Figure 4.4: A plot of the absolute scaled defect obtained from applying the CMIRK853









Figure 4.5: A plot of the absolute scaled defect obtained from applying the CMIRK853
scheme with N=60 to the SWIRL-III problem (1.2) with ε = 0.01.
We can predict the shape of this absolute scaled defect and the location of the
maximum. They are obtained from the derivative of the lone unsatisfied sixth or-
der condition bT (θ)XC4 mentioned earlier. This derivative is plotted in Figure
4.6. It is −0.6232140220θ(0.07546573673θ3 − 0.2366997140θ2 + 0.2106057408θ −








Figure 4.6: A plot of the absolute derivative of the lone unsatisfied 6th order condition,
bT (θ)XC4.
Chapter 5
A Comparison Between Hermite-Birkhoff Interpolants and
ACDC CMIRK Schemes For Orders 4 and 5
In this chapter, we will compare ACDC CMIRK schemes with Hermite-Birkhoff
interpolants for 4th and 5th orders applied to the SWAVE (1.1) and SWIRL-III (1.2)
problems.
5.1 Comparing 4th Order Schemes
We apply the 4th order ACDC CMIRK543-I scheme and the 4th order Hermite-
Birkhoff interpolant to the SWAVE (1.1) and SWIRL-III (1.2) problems where we
require the schemes to achieve approximately the same maximum defect. This is
done by using a different number of subintervals, N, for each scheme. The results are
presented in Tables 5.1 and 5.2. The processor is lntel(R) Core(TM) i5-3337U CPU
@ 1.80GHz 1.80 GHz. The operating system is Windows 8.1. The version of Scilab
is 5.5.1.
In the above tables we note that the CMIRK543-I scheme is more accurate than
the 4th Order H-B interpolant since it is able to solve both problems to the same
72
73
Table 5.1: A comparison between the 4th order Hermite-Birkhoff interpolant and the
4th order ACDC CMIRK scheme CMIRK543-I applied to the SWAVE problem. The
time to solve the problem for each method is given in seconds.
Scheme maximum defect N time (seconds)
4th order Hermite-Birkhoff interpolant 2.6 × 10−6 100 3.8
4th Order ACDC CMIRK543-I scheme 2.6 × 10−6 92 2.9
Table 5.2: A comparison between the 4th order Hermite-Birkhoff interpolant and the
4th order ACDC CMIRK scheme CMIRK543-I applied to the SWIRL-III problem.
The time to solve the problem for each method is given in seconds.
Scheme maximum defect N time (seconds)
4th order Hermite-Birkhoff interpolant 4.8 × 10−6 99 11.2
ACDC CMIRK543-I 4.8 × 10−6 84 7.8
accuracy as the H-B interpolant using fewer subintervals. As well the CMIRK543-I
uses fewer stages (5 vs. 6) than the H-B interpolant. These two effects lead to the
CMIRK543-I scheme using less computational time than the H-B interpolant.
5.2 Comparing 5th Order Schemes
We apply the 5th order ACDC CMIRK853 scheme and the 5th order Hermite-
Birkhoff interpolant to the SWAVE (1.1) and SWIRL-III (1.2) problems where we
require the schemes to achieve approximately the same maximum defect. The results
are presented in Tables 5.3 and 5.4.
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Table 5.3: A comparison between the 5th order Hermite-Birkhoff interpolant and the
5th order ACDC CMIRK scheme CMIRK853 applied to the SWAVE problem. The
time to solve the problem for each method is given in seconds.
Scheme maximum defect N time (seconds)
5th order Hermite-Birkhoff interpolant 4 × 10−7 57 3.878125
ACDC CMIRK853 4 × 10−7 61 3.596875
Table 5.4: A comparison between the 5th order Hermite-Birkhoff interpolant and the
5th order ACDC CMIRK scheme CMIRK853 applied to the SWIRL-III problem. The
time to solve the problem for each method is given in seconds.
Scheme maximum defect N time (seconds)
5th order Hermite-Birkhoff interpolant 4 × 10−7 59 10.640625
ACDC CMIRK853 4 × 10−7 66 11.134375
The ACDC CMIRK853 scheme is less accurate than the H-B interpolant and there-
fore requires more subintervals to obtain the same accuracy. For the SWAVE prob-
lem, the CMIRK853 scheme is still faster due to the fact that it uses fewer stages
(8 vs. 9) per subinterval. However, for the SWIRL-III problem, despite using fewer
stages per subinterval (8 vs. 9), the overall computational cost for the CMIRK853
scheme is larger than the cost for the H-B interpolant. Future work will optimize
the CMIRK853 to be more accurate, by choosing the free coefficients to minimize the
leading order term in the local error expansion for the scheme.
Chapter 6
Investigation of 6th Order Standard CMIRK Schemes,
Hermite-Birkhoff Interpolants, and ACDC CMIRK and
CGMIRK Schemes
In this chapter, we will consider a standard sixth order CMIRK scheme, a sixth
order Hermite-Birkhoff interpolant and several sixth order ACDC CMIRK schemes.
We also consider several ACDC CGMIRK schemes.
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6.1 A Standard Sixth Order CMIRK Scheme
We consider an eight stage, 6th order, stage order three, CMIRK scheme (CMIRK863)
taken from [28], which has the tableau,
0 0 0 0 0 0 0 0 0 0






















































x81 x82 x83 x84 x85 x86 x87 0
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√
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θ2(24962000 θ4 + 473200
√
7θ3 − 67024328 θ3


















θ2(14000 θ4 − 48216 θ3 + 1200
√




























(θ − 1)2θ2(35000000000 θ2 − 35000000000 θ + 11250000000).
This scheme has embedded within it a discrete MIRK563 scheme [28] which has the
tableau
0 0 0 0 0 0 0















































































We apply the MIRK563/CMIRK863 pair to the SWAVE problem (1.1) and the
SWIRL-III problem (1.2). The plots of the absolute scaled defect are given in Fig-
ures 6.1 and 6.2. We note that the location of the maximum defect changes from
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subinterval to subinterval and over the two problems and that the absolute scaled
defect does not have the same shape on each subinterval. This happens because the
leading order term in the defect expansion depends on a varying linear combination
of eight polynomials. This happens because any sixth order CMIRK scheme that
satisfies stage order three has a leading order term in its local error expansion that












































































































Thus, it is impossible to determine a priori where the maximum defect will occur for







Figure 6.1: A plot of the absolute scaled defect obtained by applying CMIRK863









Figure 6.2: A plot of the absolute scaled defect obtained by applying CMIRK863
with N=50 to the test problem SWIRL-III (1.2) with ε = 0.01.
However, when applying the MIRK563/CMIRK863 pair to the linear problem (3.1),
or the simple nonlinear problem (3.2), we found that the scaled defect plots - see Fig-
ures 6.3 and 6.4 - were the same on all subintervals. This happens because the leading
order term in the defect expansion is a multiple of a single polynomial in θ. However,
we cannot determine a priori if a given problem is going to have an expansion of the







Figure 6.3: A plot of the absolute scaled defect obtained by applying CMIRK863








Figure 6.4: A plot of the absolute scaled defect obtained by applying CMIRK863
with N=50, to the simple nonlinear test problem (3.2).
6.2 A Sixth Order Hermite-Birkhoff Interpolant
In [20], a sixth order Hermite-Birkhoff scheme was developed using a standard sixth
order CMIRK interpolant (6.1) as a basis. The sixth order Hermite-Birkhoff scheme
uses yi, yi+1, k1, k2, and four additional stages constructed using the boot-strapping













, are based on evaluations of the basic
CMIRK scheme and have the form,
k8+j = f(ti + c8+jhi, ui(ti + c8+jhi)), (6.11)
where j = 1, 2, 3, 4. In (6.11), ui is the CMIRK scheme.
The sixth order Hermite-Birkhoff interpolant has the form,
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ũi(ti + θhi) = d0(θ)yi + d1(θ)yi+1 (6.12)
+hi
(
b̃1(θ)k1 + b̃2(θ)k2 + b̃9(θ)k9 + b̃10(θ)k10 + b̃11(θ)k11 + b̃12(θ)k12
)
,
where d0(θ), d1(θ), b̃1(θ), b̃2(θ), b̃9(θ), b̃10(θ), b̃11(θ) and b̃12(θ) are weight poly-
nomials of degree seven, obtained from the interpolation conditions, ũi(ti) = yi,
ũi(ti+1) = yi+1, ũ
′
i(ti) = k1, ũ
′
i(ti+1) = k2, ũ
′
i(ti+c9hi) = k9, ũ
′
i(ti+c10hi) = k10,
ũ′i(ti+c11hi) = k11, and ũ
′





(150000000θ5 − 225000000θ4 + 68955000θ3 + 3022500θ2















θ2(−1 + θ)(57682725000000θ4 − 114467350000000θ3





















+6043398760θ − 403463109)(−1 + θ)2.
We apply the above sixth order Hermite-Birkhoff interpolant (6.12) to the SWAVE
problem (1.1). The plot of the scaled absolute defect is given in Figure 6.5. The
location of the maximum defect is the same for almost all subintervals; it occurs at
θ ≈ 0.5.
Similar to the 4th order case, it can be shown that
δ̃(t) = ũ′i(t)− z′i(t) +O(h7i ) = d′1(θ)Cih6i +O(h7i ), (6.13)
where d′1(θ) is a polynomial of degree six.
Thus, we can predict the location of the maximum defect since it will occur at the
maximum of d′1(θ) = − 22379157θ(−4114971+67668314θ−359887500θ
2+668955000θ3−
525000000θ4 +150000000θ5)−1/2379157θ2(67668314−719775000θ+2006865000θ2−























Figure 6.5: A plot of the absolute scaled defect obtained from applying the 6th order








Figure 6.6: A plot of d′1(θ) for the 6
th order Hermite-Birkhoff interpolant (6.13).
6.3 Derivation of a 13 Stage, Sixth Order ACDC CMIRK Scheme
We derive a sixth order ACDC CMIRK scheme that has the discrete MIRK563 (6.2)
scheme embedded within it. The discrete scheme has the stage order vector SOV = (6,
6, 3, 3, 3). We will require all additional stages of the CMIRK scheme to have stage
order 6, except for the sixth stage which we require to have stage order five. We also
require the scheme to satisfy the 10 order conditions (associated with a sixth order
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CMIRK scheme of stage order 3) as well as 7 out of the 8 order conditions associated
with seventh order (that appear in the leading order term in the expansion of the
local error for a sixth order scheme). The 10 sixth order conditions are (b(θ)T e = θ,
b(θ)T c = θ
2
2
, b(θ)T c2 = θ
3
3
, b(θ)T c3 = θ
4
4
, bT (θ)c4 = θ
5
5





, bT (θ)c5 =
θ6
6






























































































































We can rewrite several of the above order conditions as follows:
(By substitution of (6.15) and C4 into (6.14)), (6.14) ⇒ bT (θ)XXC4 = 0,
(By substitution of (6.17) and C5 into (6.15)), (6.15) ⇒ bT (θ)XC5 = 0,
(By substitution of (6.17) and C4 into (6.16)), (6.16) ⇒ bT (θ)XcC4 = 0,
(By substitution of C6 into (6.17)), (6.17) ⇒ bT (θ)C6 = 0,
(By substitution of (6.19) and C4 into (6.18)), (6.18) ⇒ bT (θ)cXC4 = 0,
(By substitution of (6.21) and C5 into (6.19)), (6.19) ⇒ bT (θ)cC5 = 0,
(By substitution of (6.21) and C4 into (6.20)), (6.20) ⇒ bT (θ)c2C4 = 0,




, C5 is stage order five









A less efficient CMIRK scheme for this case would have the number of stages equal
to the number of order conditions that need to be satisfied. As mentioned above,
in this case, it would appear that the 10 + 7 = 17 order conditions will require the
method to have 17 stages. Our goal is to derive a method with a smaller number
of stages. Here we derive a family of sixth order, stage order three, ACDC CMIRK
schemes with 13 stages (CMIRK1363) with SOV = (6, 6, 3, 3, 3, 5, 6, 6, 6, 6, 6, 6,
6). The Butcher tableau is
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0 0 0 0 0 ... 0 0 0 0 0 0 0
1 1 0 0 0 ... 0 0 0 0 0 0 0
c3 v3 x31 x32 0 ... 0 0 0 0 0 0 0
c4 v4 x41 x42 0 ... 0 0 0 0 0 0 0
c5 v5 x51 x52 x53 ... 0 0 0 0 0 0 0
c6 v6 x61 x62 x63 ... 0 0 0 0 0 0 0
c7 v7 x71 x72 x73 ... 0 0 0 0 0 0 0
c8 v8 x81 x82 x83 ... x87 0 0 0 0 0 0
c9 v9 x91 x92 x93 ... x97 x98 0 0 0 0 0
c10 v10 x101 x102 x103 ... x107 x108 x109 0 0 0 0
c11 v11 x111 x112 x113 ... x117 x118 x119 x1110 0 0 0
c12 v12 x121 x122 x123 ... x127 x128 x129 x1210 x1211 0 0
c13 v13 x131 x132 x133 ... x137 x138 x139 x1310 x1311 x1312 0
b1(θ) b2(θ) b3(θ) ... b7(θ) b8(θ) b9(θ) b10(θ) b11(θ) b12(θ) b13(θ)
,
(6.22)
where the coefficients for the first five rows of the tableau are given in the tableau of
the embedded discrete (MIRK563) scheme (6.2).
As mentioned earlier, we will assume the scheme has the SOV = (6, 6, 3, 3, 3, 5, 6,
... , 6). Thus, the 6th stage is required to satisfy the stage order five conditions, and
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the 7th to 13th stages are required to satisfy the stage order six conditions. Imposing
the appropriate stage order conditions on stages six, seven, ..., thirteen, we get
x61, x62, x63, x64 and x65 in terms of c6 and v6,
x71, x72, x73, x74, x75 and x76 in terms of c7 and v7,
x81, x82, x83, x84, x86 and x87 in terms of c8, v8 and x85,
x91, x92, x96, x97, x98 and v9 in terms of c9, x93, x94 and x95,
x101, x102, x106, x107, x108, and x109 in terms of c10, v10, x103, x104 and x105,
x111, x112, x116, x117, x118, and x119 in terms of c11, v11, x113, x114, x115 and x1110,
x121, x122, x126, x127, x128, and x129 in terms of c12, v12, x123, x124, x125, x1210 and x1211,
x131, x132, x136, x137, x138, and x139 in terms of c13, v13, x133, x134, x135, x1310, x1311
and x1312.
In addition to the ten sixth order conditions, the seven seventh order conditions
which we choose to be satisfied are: (6.15) - (6.21). That is, we choose to leave (6.14)
unsatisfied.
Since the third, fourth and fifth stages have only stage order three and the remaining
stages have at least stage order five, the third, fourth, and fifth positions of C4 and C5
are the only ones that are non-zero. Therefore, in order to satisfy the order conditions
bT (θ)C4 = 0, bT (θ)cC4 = 0, bT (θ)C5 = 0, bT (θ)cC5 = 0, and bT (θ)c2C4 = 0, we
choose the weight polynomials b3(θ), b4(θ), and b5(θ) to be identically zero.
Since the third, fourth and fifth stages have only stage order three, and the sixth
stage has only stage order five, the third, fourth, fifth, and sixth positions of C6 are
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non-zero; since the rest of the stages have stage order six, the remaining positions
of C6 are zero. Therefore, in order to satisfy the order condition bT (θ)C6 = 0, we
choose the weight polynomial b6(θ) to be identically zero.
In order for the remaining order conditions bT (θ)XC4 = 0, bT (θ)XC5 = 0,
bT (θ)XcC4 = 0, bT (θ)cXC4 = 0 to be satisfied, we need to choose b7(θ), b8(θ), and
xi,3, xi,4, and xi,5 equal zero, where i = 9, ..., 13.
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require the remaining weight polynomials to satisfy them; that is, b1(θ), b2(θ), b9(θ),
... ,b13(θ), (seven polynomials) are used to satisfy the seven quadrature conditions.
After solving the 17 order conditions, and choosing values for the 21 free parameters
as below, we obtain an example of such a method. The structure of the tableau is as in
(6.22). Recall that the coefficients for the first five rows of the tableau are given in the
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θ2(−1890 + 32760θ − 125895θ2 + 209496θ3 − 162400θ4 + 48000θ5).
We can predict the shape of the defect for this scheme and the location of the
maximum defect for each subinterval. The defect will be a multiple of the derivative
of the one unsatisfied order condition (6.14); see Figure 6.7. The maximum defect
on each subinterval will occur where the second derivative of the unsatisfied order









Figure 6.7: A plot of the absolute derivative of the lone unsatisfied 7th order condition
for CMIRK1363 (6.22).
6.4 Direct Derivation of an 11 Stage Sixth Order ACDC CMIRK
Scheme
Here we derive a stage order 3, sixth order ACDC CMIRK scheme that does not
have the discrete MIRK563 (6.2) scheme embedded within it. The application of the
stage order three conditions gives 10 order conditions for 6th order. There are also 8
order conditions associated with 7th order that appear in the local error expansion for
this scheme. We require the scheme to satisfy the ten sixth order conditions (b(θ)T e =
θ, b(θ)T c = θ
2
2
, b(θ)T c2 = θ
3
3
, b(θ)T c3 = θ
4
4
, bT (θ)c4 = θ
5
5





, bT (θ)c5 =
θ6
6


















well as seven out of the eight seventh order conditions (6.14) - (6.21). The seven 7th
order conditions we choose to satisfy are (6.15) - (6.21). That is, (6.14) will remain
unsatisfied.
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A less efficient CMIRK scheme for this case would have a number of stages equals
to the number of order conditions, i.e., 17. Our goal is to derive a method with fewer
stages. Here we derive a family of sixth order, stage order three CMIRK schemes
with 11 stages, CMIRK1163, for which we impose stage order six on all but the 3rd,
4th 5th and 6th stages. The corresponding Butcher tableau is
0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0 0 0 0
c3 v3 x31 x32 0 0 0 0 0 0 0 0 0
c4 v4 x41 x42 x43 0 0 0 0 0 0 0 0
c5 v5 x51 x52 x53 x54 0 0 0 0 0 0 0
c6 v6 x61 x62 x63 x64 x65 0 0 0 0 0 0
c7 v7 x71 x72 x73 x74 x75 x76 0 0 0 0 0
c8 v8 x81 x82 x83 x84 x85 x86 x87 0 0 0 0
c9 v9 x91 x92 x93 x94 x95 x96 x97 x98 0 0 0
c10 v10 x101 x102 x103 x104 x105 x106 x107 x108 x109 0 0
c11 v11 x111 x112 x113 x114 x115 x116 x117 x118 x119 x1110 0
b1(θ) b2(θ) b3(θ) b4(θ) b5(θ) b6(θ) b7(θ) b8(θ) b9(θ) b10(θ) b11(θ)
,
(6.23)
The stage order vector for this scheme will be (6,6,3,4,5,5,6,...6). After imposing
the appropriate stage order conditions on the 11 stages, this gives
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v3, x31, and x32 in terms of c3,
v4, x41, x42, and x43 in terms of c4,
v5, x51, x52, x53 and x54 in terms of c5,
x61, x62, x63, x64 and x65 in terms of c6 and v6,
v7, x71, x72, x74, x75 and x76 in terms of c7, and x73,
v8, x81, x82, x85, x86 and x87 in terms of c8, x83, and x84,
x91, x92, x95, x96, x97, and x98 in terms of c9, v9, x93, and x94,
x102, x105, x106, x107, x108, and x109 in terms of c10, v10, x101, x103, and x104,
x111, x112, x115, x116, x117, and x118 in terms of c11, v11, x113, x114,x119 and x1110.
The scheme has b3(θ), b4(θ), b5(θ), b6(θ) identically equal to zero. With b3(θ) =
b4(θ) = b5(θ) = b6(θ) = 0, and applying some extra conditions on some of the free
coefficients, namely, x73 = x83 = x84 = x93 = x94 = x103 = x104 = x113 = x114 = 0,
and requiring c7 to satisfy x73 × C53 + x74 × C54 = 0, we are able to satisfy the




















































































. This implies that the only remain-
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then require that the associated weight polynomials and the remaining free coef-
ficients, c3, c4, c5, c6, v6, c8, c9, v9, c10, v10, x101, c11, v11, x119, and x1110, be chosen to
satisfy these conditions.
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After solving the 17 order conditions, and choosing values for the 15 free parameters
as given below, we obtain an example of such a method.











































































































































































































































































































13, x119 = 0, x1110 = 0,






13)(−46830θ − 559090θ5 + 762342θ4 − 541275θ3
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√












13)(−720 + 7960θ − 34065θ2 + 69216θ3 − 66150θ4
+23520θ5),









13 + 147756θ3 + 9324θ3
√















13 + 84210θ3 + 4998θ3
√
















13 + 64890θ3 + 4326θ3
√




















We can predict the shape of the defect for this scheme and the location of the max-
imum defect for each subinterval. The defect will be the derivative of the unsatisfied
order condition, (6.14); see Figure 6.8. The maximum defect of each subinterval will
occur where the second derivative of the unsatisfied order condition is zero. It will








Figure 6.8: A plot of the absolute derivative of the lone unsatisfied 7th order condition
(6.14) for CMIRK1163 (6.23).
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6.5 Derivations of Continuous Generalized ACDC MIRK (CGMIRK)
Schemes
Here we derive sixth order continuous generalized ACDC MIRK (CGMIRK) schemes
that have discrete GMIRK [13] schemes embedded within them. As mentioned ear-
lier in this thesis, GMIRK schemes are extensions of MIRK schemes to allow them
to have a stage order higher than three.
6.5.1 ACDC CGMIRK1064
We derive a sixth order continuous ACDC CGMIRK scheme that has the discrete
GMIRK564 [13] scheme embedded within it. The discrete scheme has the stage order
vector SOV = (4, 4, 4, 4, 4), and the tableau:
0 0 0 0 0 0 0















































We will require all additional stages of the CGMIRK scheme to have stage order
6, except for the sixth stage which we will require to have stage order five. To obtain
a 6th order CGMIRK method with the ACDC property, we first require it to satisfy
all the order conditions up to and including the sixth order. As well, we need it to
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satisfy all the order conditions for 7th order except one. The application of stage
order four to the order conditions leaves 7 order conditions for 6th order. These are
b(θ)T e = θ, b(θ)T c = θ
2
2
, b(θ)T c2 = θ
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, b(θ)T c3 = θ
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, bT (θ)c4 = θ
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. There are 4 order conditions for order 7. These are:































The 6th stage is required to satisfy the stage order five conditions and the 7th to
10th stages are required to satisfy the stage order six conditions. This gives
x61, x62, x63, x64 and x65 in terms of c6 and v6,
x71, x72, x73, x74, x75 and x76 in terms of c7, and v7,
x82, x83, x84, x85, x86 and x87 in terms of c8, v8, and x81,
x93, x94, x95, x96, x97, and x98 in terms of c9, v9, x91, and x92,
x104, x105, x106, x107, x108, and x109 in terms of c10, v10, x101, x102, and x103.
We then require the scheme to satisfy the 7 sixth order conditions plus 3 out
of the 4 seventh order conditions. There are thus four ways to derive an ACDC
CGMIRK1064. One way is to require the scheme to satisfy all of the seventh order














This will require the scheme to have ten stages. After solving the 10 order condi-
tions, and choosing values for the free parameters as indicated below, we obtain an
example of such a method, which has the tableau:
104
0 0 0 0 0 0 0 0 0 0 0 0



































0 0 0 0 0 0
c6 v6 x61 x62 x63 x64 x65 0 0 0 0 0
c7 v7 x71 x72 x73 x74 x75 x76 0 0 0 0
c8 v8 x81 x82 x83 x84 x85 x86 x87 0 0 0
c9 v9 x91 x92 x93 x94 x95 x96 x97 x98 0 0
c10 v10 x101 x102 x103 x104 x105 x106 x107 x108 x109 0
b1(θ) b2(θ) b3(θ) b4(θ) b5(θ) b6(θ) b7(θ) b8(θ) b9(θ) b10(θ)
.
(6.25)
The coefficients for the first five rows of the tableau are given in the tableau of















































































































, x101 = 0, x102 = 0,
x103 = 0, x104 =
27100294231563
178750000000000






















θ(35984685240− 2287426200846θ + 36724642148860θ2
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θ2(−1717162713 + 144583059685θ − 2538126911835θ2














θ2(−3747257262 + 300053565770θ − 4155506462205θ2




θ2(−183648276 + 14583280540θ − 193403520735θ2




θ2(−32791878 + 615001230θ − 4532752695θ2







We can predict the shape of the defect for this scheme and the location of the max-
imum defect for each subinterval. The defect will be the derivative of the unsatisfied
order condition (6.14); see Figure 6.9. The maximum defect of each subinterval will
occur where the second derivative of this unsatisfied order condition is zero. It will








Figure 6.9: A plot of the absolute derivative of the lone unsatisfied 7th order condition
(6.14) for CGMIRK1064.
6.5.2 ACDC CGMIRK765
We derive a sixth order continuous generalized ACDC CGMIRK scheme that has
the discrete GMIRK565 [13] scheme embedded within it. The discrete scheme has
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the stage order vector SOV = (5, 5, 5, 5, 5), and the tableau:
0 0 0 0 0 0 0



















































We will require all additional stages of the CGMIRK scheme to have stage order
6. To obtain a CGMIRK method with the ACDC property, we require it to satisfy
the sixth order conditions plus all order conditions for order seven except one. The
application of the stage order five conditions leaves 6 order conditions for 6th order
which are
bT (θ)e = θ, bT (θ)c = θ
2
2
, bT (θ)c2 = θ
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, bT (θ)c3 = θ
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4
, bT (θ)c4 = θ
5
5
, bT (θ)c5 =
θ6
6













The 6th and 7th stages are required to satisfy the stage order six conditions. After
imposing these conditions on stages six and seven we obtain c6, x61, x62, x63, x64 and
x65 in terms of v6, and x71, x72, x73, x74, x75 and x76 in terms of c7, and v7.
We then require the scheme to satisfy the 7 sixth order conditions as well as 1
out of the 2 seventh order conditions. There are thus two ways to derive an ACDC
CGMIRK765. One way is to require the scheme to satisfy the seven quadrature
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order conditions which are bT (θ)e = θ, bT (θ)c = θ
2
2
, bT (θ)c2 = θ
3
3
, bT (θ)c3 =
θ4
4
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5
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6
6
, and bT (θ)c6 = θ
7
7
, and we will call this CGMIRK765-
I. The other way is to require the scheme to satisfy the six 6th order quadrature order









will call this scheme CGMIRK765-II.
In either case, the scheme will be required to have seven stages. After solving the 7
order conditions, and choosing values for the free parameters as indicated below, we
obtain an example of an CGMIRK765-I method, presented in the following tableau:










0 0 0 0 0 0 0 0 0








































































b1(θ) b2(θ) b3(θ) b4(θ) b5(θ) b6(θ) b7(θ)
, (6.27)
where the coefficients for the first five rows of the tableau are from the tableau of the





























θ2(−336 + 2632θ − 8421θ2 + 13272θ3 − 10150θ4 + 3000θ5).
We can predict the shape of the defect for this scheme (CGMIRK765-I) and the
location of the maximum defect for each subinterval. The defect will be a multiple
of the derivative of the unsatisfied order condition; see Figure 6.10. The maximum
defect of each subinterval will occur where the second derivative of the unsatisfied









Figure 6.10: A plot of the absolute derivative of the lone unsatisfied 7th order condition
for CGMIRK765-I.
An example of a CGMIRK765-II method is given in the following tableau:










0 0 0 0 0 0 0 0 0








































































b1(θ) b2(θ) b3(θ) b4(θ) b5(θ) b6(θ) b7(θ)
. (6.28)
The coefficients for the first five rows of the tableau are from the tableau of the





























θ2(−48 + 136θ − 93θ2 − 48θ3 + 50θ4).
We can predict the shape of the defect for this scheme (CGMIRK765-II) and the
location of the maximum defect for each subinterval. The defect will be a multiple
of the derivative of the unsatisfied order condition; see Figure 6.11. The maximum
defect of each subinterval will occur where the second derivative of the unsatisfied









Figure 6.11: A plot of the absolute derivative of the lone unsatisfied 7th order condition
for CGMIRK765-II.
We also considered the case where we chose the free coefficients for CGMIRK765-
I and CGMIRK765-II to be the same. In this case, the weight polynomials of the
two schemes are different; however, they lead to the same shape for the derivative of
the lone unsatisfied order condition in each case, and thus the same location for the
maximum defect.
6.5.3 ACDC CGMIRK666
We derive a sixth order continuous ACDC CGMIRK scheme that has the discrete
GMIRK666 [13] scheme embedded within it. The discrete scheme has the stage order
114
vector SOV = (6, 6, 6, 6, 6, 6), and it has the tableau:
0 0 0 0 0 0 0 0










































































The application of stage order six leads to 6 order conditions for 6th order which are
bT (θ)e = θ, bT (θ)c = θ
2
2
, bT (θ)c2 = θ
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5
5
, bT (θ)c5 =
θ6
6




Thus, this CGMIRK will already have the ACDC property because there is only
one unsatisfied continuous order condition for order seven. After embedding the
GMIRK666 (6.29), we require the scheme to satisfy the 6 sixth order continuous
quadrature order conditions.
This will require the scheme to have only six stages because it has to satisfy only
the six sixth order continuous quadrature order conditions. We then obtain the
ACDC CGMIRK666 scheme with the GMIRK666 embedded. The resulting scheme
will have the same coefficients as the discrete method presented in the tableau (6.29).

























θ2(30− 190θ + 465θ2 − 486θ3 + 180θ4).
We can predict the shape of the defect for this scheme (CGMIRK666) and the lo-
cation of the maximum defect for each subinterval. The defect will be the derivative
of the unsatisfied order condition (bT (θ)c6 = θ
7
7
); see Figure 6.12. The maximum
defect of each subinterval will occur where the second derivative is zero. It will be at









Figure 6.12: A plot of the absolute derivative of the lone unsatisfied 7th order condition
for CGMIRK666.
6.6 Comparing 6th Order Schemes
Table 6.1 shows the number of stages for the different 6th order ACDC schemes
discussed in this chapter. Implementations for 6th order ACDC CMIRK and ACDC
CGMIRK schemes is left for future work.
Table 6.1: A comparison of the number of stages for the 6th Order Hermite-Birkhoff
interpolant, the 6th Order ACDC CMIRK schemes, and the 6th Order ACDC CG-
MIRK schemes.
Scheme Number of stages







We note that while the CGMIRK schemes use fewer stages, the computation of
these stages is more expensive because some of the stages are defined implicitly in
terms of each other and thus the solution of a non-linear system to determine these
stages is required.
Chapter 7
Conclusion and Future Work
7.1 Conclusion
In this thesis, we discussed methods that involve defect control for solving BVODEs.
We reviewed some of the background literature for standard CMIRK schemes and
Hermite-Birkhoff interpolants. Then, numerical results were presented showing plots
of the absolute scaled defect to allow observation of the location of the maximum
defect for each subinterval for standard CMIRK schemes and Hermite-Birkhoff (H-B)
interpolants on BVODEs. These results showed that standard CMIRK schemes, for
orders 4, 5 and 6, do not, in general, lead to defects for which the location of the
maximum defect on each subinterval and for each problem is the same. This means
that asymptotically correct defect control (ACDC) is not possible. These results also
showed that H-B interpolants can be constructed that do have the ACDC property.
After that, ACDC CMIRK methods of orders 4 and 5 were developed by requir-
ing the methods to satisfy all but one of the order conditions for one higher order.
This means that the method will have a defect for which the leading order term in
the defect expansion will be a multiple of a single polynomial corresponding to the
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derivative of the lone unsatisfied order condition. We then provided numerical experi-
ments that show that these ACDC CMIRK methods indeed have the ACDC property.
We also compared the efficiency of the order 4 and 5 H-B interpolants and ACDC
CMIRK methods. Finally, we investigated standard CMIRK, H-B, ACDC CMIRK,
and ACDC CGMIRK methods for 6th order.
7.2 Future Work
The main direction of future work is to implement the ACDC CMIRK methods
within the BVP-SOLVER-2 [4] software package. A second direction for future work
is to optimize the ACDC CMIRK schemes. The idea in choosing the coefficients
optimally is to try to make the factor in the local error expansion that depends
on those coefficients as small as possible. A third direction for future work is to
investigate the reason why when we choose the free coefficients to be the same in the
ACDC CMIRK543-I and ACDC CMIRK543-II schemes we obtain the same scheme.
A similar question to consider would be why when we choose the free coefficients to
different in the ACDC CGMIRK765-I and ACDC CGMIRK765-II schemes we obtain
different schemes, but with the same shape for the defect. A fourth direction for
future work is to develop Scilab implementations for the ACDC CMIRK1363, ACDC
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