In this paper Aitken's extrapolation normally applied to convergent fixed point iteration is extended to extrapolate the solution of a divergent iteration. In addition, higher order Aitken extrapolation is introduced that enables successive decomposition of high Eigen values of the iteration matrix to enable convergence. While extrapolation of a convergent fixed point iteration using a geometric series sum is a known form of Aitken acceleration, it is shown in this paper that the same formula can be used to estimate the solution of sets of linear equations from diverging Gauss -Seidel iterations. In both convergent and divergent iterations, the ratios of differences among the consecutive values of iteration eventually form a convergent (divergent) series with a factor equal to the largest Eigen value of the iteration matrix. Higher order Aitken extrapolation is shown to eliminate the influence of dominant Eigen values of the iteration matrix in successive order until the iteration is determined by the lowest possible Eigen values. For the convergent part of the GaussSeidel iteration, further acceleration is made possible by coupling of the extrapolation technique with the successive over relaxation (SOR) method. Application examples from both convergent and divergent iterations have been provided. Coupling of the extrapolation with the SOR technique is also illustrated for a steady state two dimensional heat flow problem which was solved using MATLAB programming.
Introduction
Iterative solutions to systems of equations are widely employed for solving scientific problems. They have several advantages over direct methods. For equations involving large number of unknowns iterative solutions involve operations of order (n 2 ) compared to direct solutions of order (n 3 ). In computer applications, iterative solutions require much less memory and are quite simple to program [1] . In addition iterative solutions are in many cases applicable to non-linear sets of equations.
One set of iterative methods that are in wide use is centered on generation of Krylov sub space such as the method of conjugate gradients developed by Hestens and Stiefel [2] . Such methods are guaranteed to converge in at most N steps for problems involving N unknowns. However, iterative solutions based on stationary methods such as Gauss-Seidel and others that are simpler to program and do not generate new iteration matrix are receiving greater application [3] . Iterative methods that mimic the physical processes involved such as the forward-backward method have been shown to produce solutions for some problems faster than krylov methods [4] . However, fixed point iterative methods are known to be less robust than Krylov methods and convergence is not guaranteed for ill-conditioned systems of equations.
Iterative processes involving fixed point iterations that are convergent such as Jacobi and GaussSeidel iterations are known to form error series that are diminishing in the form of geometric series [5, 14, 16] . The geometric series sum based form of Aitken extrapolation for fixed point iteration involving the system of equations AX=B is based on the formula [6] :
Where X  is the Aitken extrapolation of the solution, X k is the approximation to the solution at the k th iteration, E k is the difference in X at the k th iteration (X k+1 -X k ) and  is the ratio of the difference in X values (  = E k+1 /E k ).
The geometric series extrapolation requires at least three points of the iteration. The extrapolation in terms of the three points at the k, k+1 and k+2 iterations takes the form [6] .
Which is a known form of Aitken extrapolation.
Irons and Shrive [7] made a modification to Aitken's method for scalars (sequences) which can also be applied to individual x values of fixed point iterations such as the Gauss-Seidel iteration. The extrapolation to the fifth point uses four points. After the four point extrapolation the fixed point iteration formula is used to obtain the fifth point. In this way by joint application of both extrapolation and fixed point iteration, the method is said to be dynamic with better convergence properties. A dynamic model in such a form does not require restarting the iteration procedure as the method generates all necessary iterates from the latest extrapolation [8] .
The reduced rank extrapolation method [9] extends the scalar form of Aitken extrapolation into vectors of a given dimension. The extrapolation formulation for the iteration vector is a vector parallel of Aitken's extrapolation:
Where M is the iteration matrix of the fixed point iteration, I is the identity matrix of rank N, X are the iteration vector and E k is the vector difference in X at the k th iteration. The method involves 3 computing the generalized inverse involving the second order difference vector and is time consuming for solving non-linear systems of equations of larger size.
Gianola and Schaffer [6] applied geometric series extrapolation for Jacobi and Gauss-Seidel iterations in animal models. The optimal relaxation factor was lower when solutions were extrapolated, but its value was not as critical in the case of extrapolation.
Fast Eigen vector computations that require matric inversion or decomposition are unsuitable for large size matrix problems as many of them involve operations of the order O (n 3 ). Kamvar, et al [10] applied Aitken extrapolation for accelerating page rank computations. They showed that Aitken acceleration computes the principal eigenvector of a Markov matrix under the assumption that the power-iteration estimate x (k) can be expressed as a linear combination of the first two eigenvectors.
Calude Breziniski and Michela Redivo Zaglia [11] proposed extension of Aitken's extrapolation into a general form involving transforming the sequence of iteration into a different form using known sequences which can lead to stabilization and convergence of the original iteration. The transformation, however, is not simple and straight forward and required further refinement.
Chebyshev acceleration is also a way of transforming the iteration sequence which, for iteration matrix of known upper and lower bound Eigen values, the transformed sequence using Chebyshev polynomials leads to convergence of the fixed point iteration. In Chebyshev acceleration, the sequence of iteration values is modified by multiplication with Chebyshev polynomials which are constructed from known or estimated ranges of Eigen values of the iteration matrix. The choice of the form of Chebyshev polynomials is such that the procedure leads to progressive reduction of the norm of the error vector through a min-max property which minimizes the maximum value that the polynomial has for the range of Eigen values specified [12] . However, Chebyshev acceleration has the drawback of the need to accurately estimate the bounds of Eigen values of the iteration matrix, because outside the domain of Eigen values the polynomial shows divergence and the min-max property does not hold.
Method development
For solving a system of linear equations using fixed point iteration, the Aitken extrapolation formula can be written in the form:
Where:
x  = The estimate of the solution at the limit of iteration e k = The difference in consecutive x values, i.e., x k+1 -x k  k = The ratio of differences in x values, i.e.,
It will now be shown that the above formula is applicable to both convergent as well as divergent Gauss-Seidel iteration. In addition it will also be shown that successive application of the Aitken extrapolation formula to a higher order will result in deflation of the dominant Eigen values one by one there by transforming a divergent iteration to a convergent form.
Let the system of linearized equations for a given problem be represented in the matrix form:
Where A is the coefficient matrix, B is the right hand side vector and X is the solution vector.
Writing the matrix A further in terms of the components L, U and D matrices gives;
Where U and L are the upper and low triangular matrices respectively and D is the diagonal matrix. For the Gauss-Seidel iteration, the system of equations now can be written as: Where the matrix M = ( ) is the iteration matrix and N = (L+D) -1 B.
The differences in the solution vector X k among consecutive steps of iteration are formulated as follows;
In other words,
For a convergent Gauss-Seidel iteration, the differences in x values E k written in terms of the difference between consecutive vectors of x values in equation (4) Taking the ratio of the Euclidean norms of E k and E k+1 ;
If  1 is the dominant Eigen value, then the ratios  2 / 1 ,  2 / 1 , …  N / 1 tend to zero at higher k values so that;
.............. [5] Therefore, for both converging and diverging Gauss-Seidel iterations, the error vector ratios are determined by the dominant Eigen value of the iteration matrix,  1 .
Case I: Convergent Gauss-Seidel Iteration
For a convergent iteration in which the dominant Eigen value is less than one, the difference vector E k converges to zero. Denoting the estimate of the largest Eigen value of the iteration matrix M at the k th iteration by  1 ; Case II: Divergent Gauss-Seidel Iteration
For a divergent Gauss-Seidel iteration, the error propagation is studied as the iteration progresses. Let X 0 be the initial estimate of the solution while X s is the true solution of the system of equation.
The initial error vector E ro can then be written as:
The difference between consecutive iteration values X is as defined before, i.e.,
The Gauss-Seidel iteration formula given in equation (3), i.e.,
can also be rewritten as:
Where M = ( ) is the iteration matrix as defined before and N = ( )
The successive values of X of the iteration can now be written as follows;
The above expression is true because at the true solution X s , the Gauss-Seidel iteration satisfies the relation:
Similarly for X 2 ;
Proceeding similarly at the k th iteration, the X-values can be written as:
In terms of the difference between consecutive x-estimates, recalling the formula derived earlier in equation (4), i.e.,
It is seen from equations (8) and (9) above that the X values increase in proportion to the iteration matrix M.
Representing this increase in proportion to M by the largest Eigen value of the iteration matrix, 1 , equations (8) and (9) can now be written as:
The expression in equation (11) above is derived using the general geometric series sum formula for an expanding geometric series.
Equating the expressions for X k in equations (10) and (11) above:
In general for iteration estimation made from the k th iteration vales of x k and individual ek values the formula can be written as:
.............. [12] It can be seen, therefore, that the same formula used for extrapolating a convergent Gauss-Seidel iteration can be used to extrapolate the solution from the divergent Gauss-Seidel iteration. Such a procedure which is unconventional works well as the examples that follow illustrate.
Higher Order Aitken Extrapolation
For the first -order Aitken extrapolation, the ratio of the norms of the error vector was shown in equation (5) to be equal to the dominant Eigen value of the iteration matrix, i.e.,
For the second order Aitken extrapolation, the extrapolation made at the k th and k+1 th iterations are considered:
The second order error in terms of the extrapolated X vectors can be written as:
Similarly for the k+1 th iteration;
At the k th iteration, the ratio of the norm of the error vector becomes;
In terms of the Eigen values  and Eigen vectors v of the iteration matrix M, the terms in the norm expression of equation (13) above are given by:
Collecting the terms for both the numerator and denominator yields,
Examination of the terms on the right hand side of equation (14) above reveals that the first terms of the summation ( i.e. i=1) in both the numerator and denominator vanish. Therefore, the secondorder Aitken extrapolation reduces the Eigenvalue so that  2 becomes the dominant Eigen value. As will be shown below, the second dominant Eigen value of the iteration matrix,  2 , will be equal to the ratio of the error vectors for the second order Aitken extrapolation.
Factoring out the  2 term in equation (14) above will result in the following expression:
Once  1 has been eliminated and  2 is the dominant Eigen value, the ratios:
being less than one, will vanish at higher k values so that the error norm ratios become;
Similarly, it is easy to show that for the third and higher order Aitken extrapolations the error vector ratios correspond to the i th Eigen value of the iteration matrix. The higher order decomposition of Eigen values through higher order Aitken extrapolation can be generalized as:
In effect, higher order Aitken extrapolation successively decomposes the dominant Eigen values so that the error terms are determined eventually by the lowest Eigen value of the iteration matrix. This works for both the convergent and divergent Gauss-Seidel iteration. However, the procedure is best in decomposing the first two dominant Eigen values beyond which the decomposition might be slow or inexact due to the successively small difference in the error vectors. The example that follow later for diverging Gauss-Seidel iteration illustrate this fact.
Coupling of SOR technique with Geometric series extrapolation
The extrapolation to the Gauss-Seidel iteration can well be extended to the successive over relaxation (SOR) method. In matrix form, the SOR iteration process is:
Where  is the relaxation factor and the other terms are as deifned above. The iteration matrix is the coefficient of the X k term in equation (16) The acceleration factor  cannot be easily determined in advance. It depends on the coefficient matrix A. If the coefficient matrix A is symmetric as well as positive definite, the spectral radius of the iteration matrix M  will be less than one -ensuring convergence of the process -when the  value lies between 0 and 2.
The procedure for extrapolation of the SOR process using geometric series sum, based on the dominant Eigen value of the iteration matrix as a ratio of the geometric series, follows a similar process to the one mentioned earlier. The only change is in the iteration matrix which is modified by the relaxation factor  while the condition for convergence (i.e. the dominant Eigen value of the iteration matrix being less than one) remains the same.
However, it should be noted that the optimum relaxation factor  is not necessarily the same as the SOR -optimum when the SOR technique is combined with Aitken extrapolation. This is illustrated in the application example of the heat flow problem presented in this paper. The  opt for the SOR techniques is so chosen that the two dominant Eigen-values become equal in magnitude and these Eigen values at the optimum  can be complex numbers leading possibly to the failure of extrapolation methods. The fact that, at the optimum value of the acceleration factor , the dominant Eigen values turn out to be complex numbers is also shown in the heat flow example presented in this paper. Coupling the SOR technique with the Aitken extrapolation at the exact optimum  is not necessary as the result is not very sensitive to the  value as will be shown in the heat flow example that follows. However, failure is not necessarily always the case for coupling at the optimum  value. The application example suggests that in the case of coupling of SOR with Aitken's extrapolation, the  value can be chosen so that it is slightly less than the SOR optimum value enabling the coupling to be made at real Eigen values without the method failing to lead to convergence to the solution. . 
Examples from convergent iterations

Example 1:
The first example below is a simple 2 x 2 equation in x and y values.
The Gauss -Seidel iteration starts at values distant from the solution, i.e. the starting values of x = 10,000 and y = 4250. The x and y values of the iteration, differences in consecutive steps of the iteration e i and the ratios,, are computed and shown in Table 1 below It is clear that the ratios of differences in x and y values converge almost immediately to -0.50 for both the x and y values of the iteration. It will be later shown that, this value is the largest Eigenvalue of the iteration matrix, M.
For calculating the extrapolated x value of the iteration, x= 10,000 cannot be used as the x 0 value since the ratio at this level (-0.26) is not sufficiently convergent (compared to -0.5). Therefore, the second x value, i.e., x 1 = -2125.5 is taken. For this value the e x0 value is listed in Table 1 as 3186.75. For the y iteration y 0 = 4250 can be taken as the ratio converged immediately with the first iteration. The e yo value is also taken to be -6373. The largest Eigen value is -0.5 and it can be seen from Table 1 that the ratios of consecutive differences for both x and y variables converge to the largest Eigen value of the iteration matrix. The Gauss-Seidel iteration was carried out 13 times at which level four decimal-digit accuracy was obtained for the ratio of consecutive differences in x, y and z values. Table 2 below shows the corresponding x, e values and ratios of consecutive e values. Table 2 Results geometric series extrapolation of the Gauss-Seidel iteration for the 3 by 3 equation after 9 iterations.
Values after 9 iterations
Differences in values Ratios of differences Extrapolated values It is shown in Table 2 that, with the geometric series extrapolation a 5 digit accuracy has been obtained for the solution with just 9 iterations. The normal Gauss-Seidel iteration requires more than 60 iterations to arrive at 5 digit accuracy.
For the coefficient matrix A of the given equation, it can be shown that the iteration matrix M is given by;
The Eigen values are found by solving the determinant;
Therefore, the largest Eigen value of the iteration matrix M is  = -0.81924599 and all the ratios used above were approaching towards the largest Eigen value of the iteration matrix accurate to 5 digits as shown in Table 2 .
Application Example (Heat flow problem)
Example of application of the Aitken extrapolation method for a steady state heat flow problem involving Laplace equation is given below [15] . A rectangular thin steel plate with dimension 10 x 20 cm has one of its 10 cm edges held at 100 0 c . and the other three edges are held at 0 0 c. The thermal conductivity is given as k = 0.16 cal/sec.cm 2 . 0 c/cm. Figure 1 below shows the steel plate steady state conditions temperatures.
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The steady state heat flow problem is described by the Laplace equation:
With the boundary conditions, u(x,0) = u(x,10) = u(0,y) = 0 and u(20,y) = 100 0 C. Using a grid size of 2.5 cm, the 21 interior grid points shown in Figure 2 below are generated. 
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The coefficient matrix A of the linearized form of the Laplace equation AU= B by finite differencing is given in Table 3 below, followed by the right hand side vector B.
A MATLAB program was written to solve the linear system of equations for the 21 unknown temperatures using the Gauss-Seidel iteration initially. In addition the geometric series extrapolation of the Gauss-Seidel was computed by writing the corresponding program in the MATLAB environment. The solution vector X for each of the 100 iterations for the normal GaussSeidel iteration was computed. In addition the Euclidian norms of the error vectors for each step of the iteration were computed. For the geometric series extrapolation, in addition to the solution vectors and norm of the error vectors, the consecutive difference ratios, as approximation of the maximum Eigen-value were also computed. Fig 3 below shows a comparison of the number of iterations required to arrive at more or less the same magnitude of the norm of the error vector for the normal Gauss-Seidel iteration and for the extrapolation. It is observed from Figure 3 that the extrapolation procedure will give an acceleration factor in the range between 2.1 and 2.2. For example whereas 16 iterations are required for the normal Gauss-Seidel iteration giving error norm of 0.06 + , the geometric series extrapolation required only 7 iterations. For the subsequently smaller error norms, the numbers of iterations required are in the ratio of 16/7, 18/8, 20/9, 22/10, 24/11. It is clear that as the error norm gets smaller, the acceleration factor approaches a value of 2. 
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Application Example -Double acceleration combined with the SOR technique
For the rectangular plate heat flow problem given above with 32 mesh divisions of interval h = 2.5 cm in both x and y directions forming 21 interior points for the Gauss-Seidel iteration, the successive over relaxation technique (SOR) was applied in conjunction with the geometric series sum based Aitken's extrapolation. The optimum acceleration factor  to be used in equations (17) and (18) The value of c in equation (19) above is given by;
( )
Where p and q are the number of mesh divisions in the x and y directions. For the given problem p = 8 and q = 4, so that;
Therefore, the minimum number of iterations required is achieved by using the optimum acceleration factor  of 1.267. This is shown in Table 5 below for the SOR column where the minimum number of iteration of 35 was required to reach to the solution vector within 10 -15 accuracy. The normal Gauss-Seidel process required 80 iterations whereas the geometric series extrapolation needed 47 iterations. Coupling of the SOR technique with geometric series extrapolation resulted in further reduction in the number of iterations required from 35 to 24, a reduction by about 31 % from the SOR result. The rate of reduction in number of iterations required by coupling SOR with Aitken geometric series extrapolation is displayed in Figure 4 below for different values of the SOR acceleration factor,  based on the values given in Table 5 above. It can be seen from the figure that significant reduction in the number of iterations required is achieved for  values between 1 and  opt. In fact, the optimum value of  for the coupled iteration (SOR + Aitken geometric series extrapolation) lies below the SOR optimum for, i.e., at  = 1.23.
Beyond the optimum acceleration factor, the difference between SOR and the coupled iteration is insignificant suggesting that a value  slightly less than the SOR optimum should be used if coupling is to be made. It is interesting to note that the largest Eigen values of the iteration matrix for the SOR technique, i.e.,
turn out to be a complex numbers at the optimum  value and beyond (refer to table 5 above for  = 1.267 and above). For all the  values above the SOR optimum, the corresponding largest Eigen values are complex numbers and the spectra radii are increasing. The progressive reduction in largest Eigen values of the iteration matrix is also evident as the  value increases towards the SOR optimum. However, the extrapolation did not fail even if the dominant Eigen values were complex numbers at end beyond the optimum  values.
The advantage of coupling the SOR technique with Aitken extrapolation is evident from the above example. In addition, the Aitken extrapolation is based on the Gauss-Seidel iteration and as such does not involve extra calculation except generating a geometric series sum. The optimum SOR value is not always predictable. However, Aitken's geometric series extrapolation can still work with or without the use of optimum  value. The above example shows that for acceleration factors slightly greater than one, significant reduction in the number of iterations required were obtained when the SOR was coupled with extrapolation.
Examples from a Divergent Gauss-Seidel Iteration
Example 5.1 A 2 X 2 equation with diagonally non-dominant coefficient matrix.
The first example below is a simple 2 x 2 system of equations with diagonally non-dominant coefficient matrix
The Gauss -Seidel iteration starts at values of x = 8 and y = 10. The x and y values of the iteration, differences in consecutive steps of the iteration e i and the ratios,, were computed and are shown in Table 6 below. As Table 6 shows, the Gauss-Seidel based iteration diverges as the coefficient matrix is also diagonally non-dominant. This is also evident from the ratio of differences in x and y values shown in Table 6 . This ratio is -15 for both x and y iterations and it to corresponds to the dominant Eigen value of the iteration matrix. However, the Aitken extrapolation iterations (shown in the last columns of the table) invariably converge to the true solutions x=1 and y=1.
Using the values of the second iteration in Table 6 , The extrapolated x and y values, x s and y s are calculated using equation (12) as; 
28
As can be seen from Table 8 , with the fifth order Aitken extrapolation, the norm of the error vector eventually reduces down to 10 -9 . It should be recalled that the normal Gauss-Seidel iteration is rapidly diverging for this system of equations. On the other hand higher order Aitken extrapolation as applied in this example successfully converges to the solution of the system of equations. A further example of diagonally non-dominant six by six systems of linear equations is given below: The dominant Eigen value of the Gauss-Seidel iteration matrix is -75.7966. Table 9 below shows the exact solutions of the system of equations together with the Eigen values of the iteration matrix which were obtained from a MATLAB program. With the combination of dominant Eigen values shown in Table 9 , the normal Gauss-Seidel iteration quickly diverges. However, a 4 th order Aitken extrapolation was enough to bring the iteration to convergence. Figure 7 below shows the decomposition of the ratio of error vectors at each order of Aitken extrapolation. At the first and second order extrapolation the ratio of the errors are exactly equal to the first two dominant Eigen values of the iteration matrix ( i.e., 75.7966 and 11.7041). However, the third and higher order extrapolations decompose slowly to successively lower ratios enabling convergence of the Aitken extrapolation.
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The variation of the norm of the error vector with the number of fifth order Aitken iteration is given in Figure 8 below. As can be seen from the figure, the norm of the error vector reduces quickly with the first few iterations. 
Conclusion
The Gauss-Seidel iteration in the case of a convergent iteration is known to follow a diminishing geometric series making it suitable for extrapolation through examination of the ratios of consecutive differences in the solution vector at each step of the iteration. The ratio belongs to the largest Eigen value of the iteration matrix. When sufficient digits of accuracy are obtained for the ratio, the process can be extrapolated towards the solution using a geometric series sum. This procedure is the equivalent of Aitken extrapolation for a convergent iteration. A significant reduction in the number of iteration required is obtained through such extrapolation. Coupling of the successive over relaxation technique with Aitken's extrapolation is possible with further reduction in iteration while employing relaxation factors not necessarily restricted the optimum value which may be difficult to predict in advance for some types of equations.
Coupling of extrapolation with SOR technique is normally not always possible at the optimum acceleration factor w because the largest Eigen value at this optimum value can turn out to be a complex number. Therefore, coupling with SOR technique is done at  value typically less than the optimum as the heat flow example presented in this paper showed.
In the case of a divergent Gauss-Seidel iterations the application of Aitken extrapolation formula is made possible and in many cases the extrapolation at each level of the Gauss-Seidel iteration indicates convergence towards the solution. Higher order Aitken extrapolation successively decomposes the dominant Eigen values of the iteration matrix. In doing so, the iteration is successively transformed from an expanding (divergent) form to a stable convergent iteration. At each stage of the application of higher order Aitken extrapolation, the ratio of the error vectors (differences in successive x values) approaches the dominant Eigen value for that order of extrapolation. Higher order Aitken extrapolation provides an interesting possibility of stabilizing, i.e., converting a divergent fixed point iteration to a stable, convergent iteration. In general, the ability to extrapolate the solution from divergent Gauss-Seidel iteration is an interesting possibility that expands further the scope of application of fixed point iteration which in some cases is hampered by problems of divergence.
