Abstract-we propose a new perspective on the identification of linear dynamic system using structural similarity. The proposal consists in the meaningful exploration of each model, specifically behavior of the state variable. The decomposition of the behavior of a state variable in different modes of behavior of a system, each one has a different set of weights and shows different patterns of behavior. These weights are more significant than eigenvalue to develop a new technique for identifying linear system and invariants over time. We use two methods based on different areas of knowledge such as linear algebra and statistics. This paper is a conceptual proof that enriches the implementation and validity not only from point of view algorithmic likewise physic mathematical.
I. INTRODUCTION
In follow section, we show how the behavior of any state variable in a linear system can be broken down into different modes of behavior, each being characterized by an eigenvalue. This paper is concerned with linear system, but it is hoped that it will enriched with new techniques for non linear systems.
The temporal trajectory of a state variable i If the eigenvalues do not have an imaginary part, the part of the behavior mode is expressed by the first answer of the last equation (2) and is characterized by growth exponential function if the real part of the eigenvalue is positive y decrease exponential function if the real part of the eigenvalue is negative.
If an eigenvalue has an imaginary part that is different from zero, this means that the two eigenvalues are a conjugated pair (with the same real part) and together they generate the oscillating mode represented by the second expression of the last equation [ ]
.
If the real part of the conjugated pair of eigenvalue is positive, an expanded oscillation mode is produced. If it is equal to zero a sustained oscillation mode is produced and if it is negative a dampened oscillation mode is produced. (See figure 1)
Fig 1 Eigenvalue Placement in Complex plane
The breakdown of the temporary trajectory of state variable info behavior modes produces a useful set of diagnostics, not only to understand the sources of behavior of the variables, but also to identify the degree of interaction between system variables. Furthermore, the significance of the behavior mode of variable ij w can also be used as a way of identifying the elements the structure responsible for the observed 
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If we differentiating equation (4) with respect to time we find the expression follow:
Where x is the vector curvature (the vector of the second derivates of the state variables). The gain matrix G relates the slope vector with the curvature vector in a standard space n-dimension in real.
The solution for a system of differential equations, specified by equation (4) gives the temporal trajectories of the system slope vector. The eigenvalue model will be use to resolve slope differential equations (Luenberg, 1979) for the temporary trajectory.
The n Eigen values and their right eigenvectors associated to the gain matrix G are defined as In an interpretation of figure 2, the basic component is:
The eigenvalue k λ , the right eigenvector k r the initial values of the slopes k α and parameters.
We notice the use of delay links to indicate eigenvalue, right eigenvectors and alphas controls of the future trajectories of the state variables. 
The classes of dynamic systems can be categorized by the eigenvalue of the transition matrix which determines answers of the input zero of the system. In other words, these eigenvalues determine the general behavior of patterns (trajectories) with temporary variation in the space of states.
A. Decomposition Of Eigenvalue Starting From The Gain Matrix
The general class of dynamic pattern (corresponding to trajectories at point in the states space) of a linear dynamical system can be described by the eigenvalues of the gain matrix. For the concentration of the temporal evolution of states in dynamical system, it can be assumed that the bias and the noise process are zero in equation 1, using the decomposition of the eigenvalue of the gain matrix; we arrive at the following equations [ ] 
From here, the general patterns of a system can be categorized by using the position of the Eigen values (poles) 1 ,. approach the analysis of dynamic systems in two different ways: the first is based on the existence of a state measuring mechanism in the form of a mathematical model; In the absence of such a measuring mechanism, we must resort to some perceptual mechanism, that allows us to perceive the underling structure of the system, based on the behavior of the dynamic system. The similarity measure is one the possible perceptual mechanism that can be used to analyze such systems. One of the motivations of this dissertation is to discover ways to use structural similarity as mechanics to study dynamic systems. The classic methods of recognition of patterns should be tuned to consider desirable problems from the dynamic point of view, that is to say the process of objects are described with sequences of temporary observations. In the design of dynamic systems and analysis in the domain of time, the concept of states of a system is used; a dynamic system is usually modeled by a system of differential equations. If the current state of a system and the value of the variables are given for 0 t t > , the behavior of the system can be described clearly. The state of the systems is a set of real numbers in such a way that the knowledge of these numbers and the values of the input variables provide the future state of the system and the values of the output variables by the equations that describe the dynamics of the system. The state variables determine the future behavior of the system when the current state of the system and the values of the input variables are known. The multidimensional space of observation induced by the state variables receives the name of space of states. The solution of a system of differential equations can be represented by a vector ( ) t x that corresponds to a point in the state space in an instant of time t . This point moves in the space of states like steps of time. The appearance or the way to this point in the space of states is known like as trajectory of the system. For an initial state and end state given an infinite number of input vectors exist that correspond to trajectories with start and end points. On the other hand, through a point on the state space only one trajectory passes. Considering dynamic systems in the control theory, a lot of attention has been paid to adaptive control [ ]
. The main
reason to introduce this area of investigation is to obtain controllers whose parameters can adapt to the changes in the dynamic process dynamic to perturbation characteristic.
V. RESULTS
There is an identification method know as identification of dynamic system with no restriction in the eigenvalue which allows us to estimate the gain matrix starting from an interval 
,..., ,..., 
The gain matrix and the bias term can be calculated, for each interval in the state trajectory in the follow form: 
Where I is the unit matrix and δ is real value different to
In summary, one can say that the method appears to be very useful for both accurate identification of distinct behavior modes and for quickly identifying coherent pieces of structures involved a structural similarity. The behavior of fermented process can be divided in phases, which are also indicated in figures 6,7 : a period of exponential growth ,balancing growth , exponential decline and balancing decline. The first example describes identification of the highly nonlinear pressure dynamic in a laboratory of fermentation [ ] 13 . The fermentation process under consideration consists of a 40 l tank containing 25 l of water. At the bottom of tank, air is fed into the water at a specified constant flow rate. The air pressure above the water level ( ) y t is controlled by a one valve ( ) u t . Nonlinearities are both due to the valve characteristic y the air compression curve. The two data sequence used for identification is shown in Figure 3 . The number of clusters and the location of cluster center at moment in time constitute the cluster structure. If in the course of time the number clusters and the locations of clusters centers vary, then one has to deal with the dynamic cluster structure. Its temporal development is represented by trajectories of the cluster centers in the feature space ( Figure 5 ). Changes in the cluster structure correspond to change of a state, or behavior, of a system under study and will also be referred to a structural change. Consider this dynamic complex system that can assume different state in the course of time. Each state of the system at moment time represents an object for classifications .as state, a dynamic system is describe by curvature and slope variables characterizing its dynamic behavioral. Each object dynamic is a temporal sequence of observations and described by discrete function of time is called a trajectory on an object. Thus , based in the form of trajectories was chosen as a criterion of similarity between trajectories , then five clusters of dynamic objects can be distinguished ( Figure 5 ) the labels are : red, green, blue cyan , magenta. In the following example the structural features of the system of fermentation will be examined which may have critical behaviors.
Comparing system dynamic during different periods of operation, (Figure 6 and 7) different cluster of system can be distinguished: for example, in the first instant of time, instant of time, in both trajectories is assigned to a red green; in an instant of time later, in the first trajectories is assigned to a cyan cluster and in the second trajectory is assigned to the red cluster. Hence, the dynamic of this situation shows itself in changing cluster structure and in the transition of dynamic object represented by trajectories between clusters.
Fig 6 Temporal Behavior Of Pressure Clusters
The purpose of decomposing of a fermentation system is satisfied by the dynamic clustering results as shows in the following figure This dynamic clustering reveals a decomposition of the extended dynamic oscillatory system in increasing and decreasing asymptotic behavior corresponding to first with negative feedback. The previous statement whilst being true serves as a basis to know the system structure through a lineal combination of behavior modes specified by the values of the real and complex eigenvalue, as show in the following graphs:
Using eigenvalue analysis, however, it is possible to characterize the behavior with more precision. Figure 8, 9 shows modes specified by the values of the real and imaginary part of the system eigenvalue over time.
.
Fig 8 Eigenvalue At The System Of Fermentation
Now, we will illustrate the behavior of the other segments which allows their mode of behavior to be established based on whether their eigenvalue are real or imaginary. In these last result of the identification method using linear algebra an increasing exponential behavior is observed, similar to that of a first order system with positive feedback and an oscillatory behavior characterized by its two eigenvalue with complex value. Identification results using statistics methods like principal component analysis (PCA) [ ] 11 will inform us abut the behavior of system, its component and the R distribution of its eigenvalues for the fermented system. In figure 10 this result can see. 
VI. CONCLUSION
The previous results need to part from explicit data taken from real world abstraction methods and transformed into structural features through geometric descriptors for example structural similarity. The features space considered is a space of slope values vs. curvature values as established in equation 3. Once the feature vector is specified, which is no more than the curvature and slope vector from trajectories of states variable of dynamic system. These values are inputs for the process of dynamic clustering Castañeda Colina (DCCC) which partition the primary state variable trajectories into theirs respective behaviors. This allows get the segment to be mapped in temporal space for the identification process no restrict. All of the values of state variables need to be considered in this features space to estimate the gain matrix, Moore Penrose method is used accompanied by a regularization coefficient, the matrix factors being curvature vector and slopes vector of the state variables.
Once the matrix has been estimated , if is the input in the process know as Gershgorin΄s circle methods , which enables the position of the eigenvalue to be found ,it process becomes a clustering process of the eigenvalue. Furthermore, by using the statistic method know as principal component analysis the behavior of the eigenvalue can be illustrated for each mode of behavior.
We consider that our model is transparent and a detailed analysis will prove this, although we know that numerous techniques which are more or less effective are know in the academic foundations of systems identification.
