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ABSTRACT Fluorescence lifetime imaging microscopy presents a powerful tool in biology and biophysics because it allows
the investigation of the local environment of a ﬂuorochrome in living cells in a quantitative manner. Furthermore, imaging
Fo¨rster-type resonance energy transfer (FRET) by ﬂuorescence lifetime imaging microscopy enables protein-protein inter-
actions and intermolecular distances to be mapped under physiological conditions. Quantitative and precise data analysis
methods are required to access the richness of information that is contained in FRET data on biological samples. Lifetime de-
tection in the frequency-domain yields two lifetime estimations. The lifetime moments analysis (LiMA) provides a quantitative
measure of the lifetime distribution broadness by exploiting the analytical relationship between the phase- and demodulation-
lifetime estimations and relating them to the weighted average and variance of the lifetime distribution. The LiMA theoretical
framework is validated by comparison with global analysis and by applying it to a constrained two-component FRET system
using simulations and experiments. Furthermore, a novel LIMA-based error analysis and a more intuitive formalism for global
analysis are presented. Finally, a new method to resolve a FRET system is proposed and experimentally applied to the
investigation of protein-protein interactions.
INTRODUCTION
The ﬂuorescence lifetime is a spectroscopic property of a
ﬂuorochrome that is sensitive to its chemical-physical envi-
ronment. The ﬁrst lifetime measurements were performed by
E. Gaviola (1) in the 1920s using phase ﬂuorimetry. This
technique and its theoretical background were developed and
expanded by the group of G. Weber (2) in the following
years. The advances in technology in both frequency (3) and
time (4) domain in the 1980s eventually resulted in the
development of lifetime detection in microscopy. A large va-
riety of systems has been developed based on different fre-
quency- and time-domain wide-ﬁeld approaches (5–9) and
laser scanning approaches (10–15).
Fluorescence lifetime imaging microscopy (FLIM) is a
powerful tool to, for instance, enhance contrast in samples
with more than one ﬂuorochrome, quantify ion concentration,
and detect Fo¨rster-type resonance energy transfer (FRET).
The analysis of lifetime heterogeneity may yield important
information about photophysical processes (16,17) and can
be used to derive estimators for, e.g., average lifetime and
FRET efﬁciency (this work). FRET is a quantum-physical
process that causes nonradiative transfer of excitation energy
between two chromophores by dipole-dipole coupling
(18,19). In this process, the acceptor ﬂuorescence emission
is enhanced at the cost of donor quantum yield and the donor
lifetime is decreased (20,21). This is due to the fact that the
donor photophysics is coupled to the acceptor and an addi-
tional depopulation pathway is provided by FRET. FLIM is
increasingly used to study FRET in biological systems
because it allows the construction of an interaction map of
biomolecules inside cells (22,23). Because of the extreme
distance dependence of FRET, two biomolecules labeled
with suitable ﬂuorochromes that undergo FRET have to
physically interact.
Detection in the frequency domain (FD) using a sinusoi-
dally modulated light source and a detector modulated at the
same frequency, presents a robust technique for the mea-
surement of ﬂuorescence lifetimes (8,24). The detector
acquires images at different phase delays relative to the ex-
citation light and the resulting phase-dependent image stack
is ﬁtted to a sine function or analyzed by ﬁrst component
Fourier analysis to retrieve lifetimes (25).
FD-FLIM provides two lifetime estimations from the anal-
ysis of the demodulation and phase-lag between a reference
measurement and the sample. Usually these two lifetimes are
referred to as being independent. However, whether they are
truly independent is debatable. The modulation lifetime is in
general greater than or equal to the phase lifetime (8,26–28).
The two estimations are only identical for a sample exhibiting
a monoexponential decay. The experimental observation that
the two estimations diverge at growing sample lifetime het-
erogeneity has been reported repeatedly in literature, how-
ever, without a clear theoretical explanation or analytical
solution. The formalism presented here aims at lifetime
heterogeneity analysis and does not take into account excited-
state reactions that may invert the two lifetime estimations
(26,29).
FLIM can be used to detect FRET by determining the
reduction of the donor lifetime. In the simplest case, two
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lifetimes are present in each pixel; one from the donor mol-
ecules that do not undergo FRET and one from the donor
molecules that undergo FRET. Now, the quantiﬁcation of the
FRET efﬁciency between the interacting components re-
quires knowledge about the amount of noninteracting donor
molecules that exhibit no FRET. Attempts to resolve the two
real lifetimes from the two estimated values were typically
not followed as this requires knowledge of the relative weight
of the two components.
In the recent years, global analysis (GA) methods were
described (30,31) that aim at extracting this quantitative
information. These methods rely on the assumption that two
spatially invariant ﬂuorescence lifetimes are present in the
specimen. The invariance property sufﬁces for single-frequency
resolution of the two lifetime components for each pixel.
Here, we present:
1. an analytical solution of the relationship between the
modulation- and phase-lifetime estimations. This discloses
the simple physical background underneath the divergence
of the two estimations and allows the computation of
additional relevant quantities such as pixel-by-pixel es-
timators for the decay time variance and average lifetime.
2. a more descriptive physical explanation of single-
frequency global analysis and its graphical representation
(32) for a two-component system. In addition, the fre-
quency limits are investigated.
3. the analysis of a constrained two-component system ex-
hibiting FRET (33) with the derivation of its noise sen-
sitivity and a new robust FRET estimator.
The presented theoretical framework is validated by in
vitro experiments on mixtures of ﬂuorescent proteins. LiMA
was able to predict and quantify the lifetime heterogeneity of
these samples. Furthermore, the experimental comparison of
the method with lifetime detection in the time domain (TD)
is presented. Here, ﬁtting the time-resolved ﬂuorescence
decays gives quantitative information about the lifetime
heterogeneities. Moreover, we illustrate the application of
LiMA to a relevant biological case, i.e., the quantiﬁcation
of FRET between ﬂuorochromes resident in lipid micro-
domains. The experimental data are compared with com-
puter simulation to further conﬁrm the results.
MATERIAL AND METHODS
Microscopy
The frequency-domain FLIM is an in-house-developed system built around
a fully automated Axiovert200M microscope (Carl Zeiss Jena GmbH, Jena,
Germany). The excitation light is provided by an Innova 300C Argon laser
(Coherent, Santa Clara, CA) whose 488- and 514-nm lines were used for
excitation of the green ﬂuorescent protein (EGFP, Clontech, Palo Alto, CA)
and two EYFP mutants. The laser beam is intensity modulated by an
acousto-optic modulator ME405 (AOM, IntraAction, Bellwood, IL) and the
ﬁrst-order sine-like modulated output is selected by an iris. The laser is
further attenuated by a variable neutral density ﬁlter disk and focused on
a continuously vibrated (50 Hz) ﬁber-optic cable to remove speckle noise.
The despeckled laser beam is expanded by a concave lens onto the back input
port of the microscope. Fluorescence detection is performed by an ImagerQE
CCD connected to the output phosphor screen of a ‘‘High-Range Imager’’
multichannel plate (MCP) intensiﬁer, both by Lavision GmbH (Go¨ttingen,
Germany). An Imager Compact camera (Lavision GmbH) installed on
a second output port provides high-resolution intensity images of the sample.
The MCP gain and the AOM are driven by two phase-locked high-stability
signal generators IFR2023A (IFR System, Aeroﬂex, Plainview, NY) at
a modulation frequency equal to 80.08 MHz with 16 phase-steps.
The time-domain FLIM experiments were carried out on a two-photon
laser scanning microscope that is based on a Mira900 mode-locked fem-
tosecond Ti:Sapphire, pumped by a Verdi-V8 laser (both Coherent), and
a TSC SP2 AOBS confocal microscope (Leica Microsystems Heidelberg
GmbH, Mannheim, Germany). A custom-made ﬁlter wheel is connected to
the output port of the scanning head and to the TD-FLIM detector, a MCP-
PMT (R3809U-50 by Hamamatsu Photonics, Sunayama-cho, Japan). The
time-resolved ﬂuorescence decays are acquired by time-correlated single-
photon counting using a SPC830 acquisition board and SPC-IMAGE soft-
ware (Becker & Hickl GmbH, Berlin, Germany). The excitation of EGFP by
two-photon absorption was accomplished by tuning the laser to 900 nm.
The EGFP, EYFPs, and Alexa-594 ﬂuorescence intensities were imaged
using bandpass ﬁlters 515/15 (peak wavelength/broadness in nanometers),
535/30 and 610/75, respectively (AHF Analysentechnik AG, Tu¨bingen,
Germany).
FD-FLIM calibration
The calibration of the FD-FLIM is crucial to obtain the optimal measurement
of the two lifetime estimations.
Zero lifetime calibrations were performed by imaging a mirror positioned
in the sample plane using a ﬁlter cubewithout ﬁlters. Subsequent time drifts of
the calibration parameters were continuously corrected using a scattering
reference positioned at the automated reﬂector turret of the microscope. The
automationof this standard procedure grants high stability and reproducibility
of the measurements, but the calibration is performed without the EGFP ﬁlter
set. To compensate for the ﬁxed phase delay that the ﬁlter introduces (28) we
estimated this parameter bymeasuring the EGFP lifetimes through one or two
copies of the same ﬁlter. The difference (0.032 radians at 80.08 MHz
modulation frequency) was taken into account in the analysis and is com-
parable with other estimations of ﬁlter insertion phase delays using other
procedures (28). Phase-dependent images were acquired by gating the MCP
with 1000 ps gating width or using a direct radio-frequencymodulation of the
MCP gain. The presented data did not differ between acquisition modes. In
the following section, RF-mode phase-stacks are presented because this
approach has the highest photon collection efﬁciency.
Data analysis
The data collected in the frequency domain were analyzed by ﬁrst-
component Fourier analysis (25). Photobleaching correction (33) was
performed by averaging a phase-stack acquired at incremental phase delays
with a stack acquired using a reverse phase protocol. During the writing of
this manuscript an improved method for photobleaching correction was
published (34). In our experiments, each image of the phase-stack was
smoothed (averaging 3 3 3 kernel). This procedure did not affect the
lifetimes in the images. Further LiMA analysis was performed using
a custom-developed Matlab (Mathwork, Natick, MA) toolbox ‘‘ImFluo’’
that can be downloaded from the internet (www.quantitative-microscopy.
org/pub/lima.html). The image phase-stack was processed by ﬁrst com-
ponent Fourier analysis in which sine (Fsin) and cosine (Fcos) transforms of
the image and the DC component (FDC) were computed. The phase and the
demodulation lifetimes were estimated using:
xf ¼ FsinF1cos; xm ¼ F2DC F2cos1F2sin
 11h i12: (1a; b)
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The results of the Fourier analyses were always veriﬁed by direct ﬁtting
to a sine function.
The time-domain data was ﬁtted to single-exponential or constrained
double-exponential decays with SPC-IMAGE, whereas the stretched expo-
nentials were ﬁtted using ImFluo. Both the results were analyzed using the
ImFluo toolbox. The stretched-exponential function, the relationships used to
estimate the average lifetime, and its coefﬁcient of variation are given in the
Supplementary Material and are described in more details by Lee et al. (35).
The time-domain data were always binned to reach an average photon count
between 20,000 and 30,000 per pixel, allowing double-exponential ﬁtting.
The global analysis and LiMA ﬁts were performed by linear regression
both with and without data weighing (31,32). The errors in the ﬁtted quan-
tities were computed by error propagation (see Supplementary Material).
The errors in the modulation and phase estimates were computed as the
uncertainty of the ﬁt parameters in the phase-stack analysis. Unless other-
wise speciﬁed, results from the nonweighed ﬁts are presented.
Sample preparation
Carboxyl functionalized silica particles (PSi-20COOH) (20 mm) were
purchased from G. Kisker GbR (Steinfurt, Germany) and covalently
conjugated with a recombinantly produced EGFP-Tau fusion protein. The
Tau protein is a natively unfolded protein that represents a good substrate for
chemical labeling. The protein was produced using expression in Bl21DE3
bacteria from a pRSET-B (Invitrogen, Carlsbad, CA) expression construct
and puriﬁed by hexahistidine-immobilized metal afﬁnity chromatography
(Talon resin by Clontech) according to the procedure provided by the
supplier. Beads (1 ml) from the original stock was washed and resuspended
in 1.2 ml MES buffer (50 mM, pH¼ 6.1). EGFP-Tau was cross linked to the
beads by the derivatization of the carboxyl groups to yield amine-reactive
succinimide ester groups by addition of 150 ml of N-hydroxy succinimide
(100 mM) and 100 ml of 1-[3-(dimethylamino)propyl]-3-ethylcarbodiimide
(50 mM). The sample was incubated while rotating at room temperature for
159 after which 2.8 ml of b-mercaptoethanol was added to quench the
reaction. After incubating for 109, the beads were washed three times with
MES for 59 and resuspended with 900 ml EGFP-Tau (9 mM) in bicine buffer
(bicine 50 mM, NaCl 100 mM, EGTA 1 mM, pH ¼ 8.3). The particles
were incubated with the protein solution while rotating for 209 at room
temperature followed by an overnight incubation at 4C. The sample was
subsequently centrifuged and the beads were washed twice for 109 with
phosphate buffered saline (PBS) before being resuspended in 1 ml PBS.
Binding of EGFP-Tau was quantitative as judged by the loss of protein (280
nm) and EGFP (488 nm) absorbance in the supernatant of the reaction
mixture. The resulting EGFP-Tau silica beads were stained mainly at the
surface and their ﬂuorescence intensities were comparable to typical
(transiently expressed) EGFP levels in experiments on mammalian cells.
Laser power and detector gains in the imaging experiments were similar to
those used in biological samples.
For Cy3 labeling of the conjugated EGFP-Tau, the pellet of 100 ml
aliquots of the protein-coated particles was resuspended in 50 ml bicine
buffer and was stained with varying concentrations of Cy3 monofunctional
reactive dye (Amersham Biosciences Europe GmbH, Freiburg, Germany)
from a 10 mM stock solution in dry dimethylformamide. The labeling
reactions were inverted continuously for 309 allowing a homogeneous
conjugation of the protein with Cy3 dye. The samples were ﬁnally washed
several times with PBS to remove unconjugated dye and were resuspended
in PBS. From the labeling titration experiment, the sample labeled with
40 mM of Cy3 reactive dye was found to result in an average labeling ratio
of 2 Cy3/EGFP with an average FRET efﬁciency of ;30% (as detected in
the frequency domain). This preparation was chosen for the lifetime experi-
ments because its FRET efﬁciency represents a realistic value that we
frequently observe in biological samples.
EYFP-I148V was generated by site-directed mutagenesis. EYFP and its
mutant EYFP-I148V were puriﬁed as described for the EGFP-Tau
constructs. A 7-ml aliquot of EYFP/EYFP-I148V mixtures with different
relative fractions of the two mutants were loaded in a 1536 multiwell plate
for the imaging of their lifetime in solution.
Human SHSY-5Y neuroblastoma cells were transiently transfected with
a vector encoding GPI-anchored EGFP. The cells were subsequently (M. O.
Ruonala, D. van den Heuvel, B. Gadella, A. J. Verkleij, H. C. Gerritsen, and
P. M. P. van Bergen en Henegouwen, unpublished data) rinsed and
incubated for 59 with ice-cold binding medium (RPMI/25 mM Hepes/5%
BSA) on ice. GM1 gangliosides were labeled by incubating the cells with
1 mg/ml of Alexa594 conjugated cholera toxin subunit-b in binding medium
for 1 h on ice. The cells were rinsed four times for 59 with ice-cold binding
medium, and ﬁxed with ice-cold 4% formaldehyde in PBS.
The EGFP-Tau silica beads, the EGFP-Tau-Cy3 FRET model beads, and
the SHSY-5Y preparations were mounted on coverslips in Mowiol.
THEORY
In the analysis, a discrete lifetime distributionM¼ [tp,ap(tp)]
is assumed in which ap values are the weight parameters
(+
p
ap ¼ 1) of each time decay. In the frequency domain, the
measured phase-lag and demodulation factors are (8,25):
f ¼ arctan +
p
ap 11v
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 1
vtp
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h i2( )12
(2b)
tf ¼ v1tanf; tm ¼ v1ðm2  1Þ
1
2; (2c; d)
in which v is the circular frequency. Equations 2c and 2d
demonstrate the dependence of the phase-lag and demodu-
lation on the lifetimes.
To simplify the formalism, it is possible to substitute the
following quantities:
xp ¼ vtp; yp ¼ ap
.
11 x2p
 
; (3a; b)
with which we can write:
f ¼ arctan +
p
ypxp
 .
+
p
yp
 h i
;
m ¼ +
p
ypxp
 2
1 +
p
yp
 2 12
;
(4a; b)
where y¼ [xp,yp(xp)] represents the distribution of the weighed
and normalized lifetime components. In general, the moment
of a distribution is deﬁned as:
in ¼ +pypxnp: (5)
The ﬁrst moment of a distribution is its mean value (m)
whereas the variance (s) is the second moment (I2) centered
on the mean (s2 ¼ I2  m2). It becomes clear by comparing
Eqs. 5 and 4a,b that the phase-lag and the demodulation
factors can be expressed in terms of moments of the dis-
tribution y. Combining these relations and rewriting Eqs. 2c
and 2d in the moment formalism, we obtain:
xf ¼ i1=i0 ¼ I1; xm ¼ i201 i21
 11h i12: (6a; b)
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I1 is the ﬁrst moment of the new distribution Y ¼
[xp,yp(xp)/i0]. In other words, the phase lifetime estimation
represents the average value of Y. The meaning of the life-
time retrieved from the demodulation is less obvious. For
distributions likeM and y it is straightforward to demonstrate
(see Theorem 1 in Supplementary Material) that:
Mn ¼ in1 in12"n$ 00ðn ¼ 0Þ; i2 ¼ 1 i0: (7)
This is the relation between the nth moment of the M
distribution and the nth and (n 1 2)th moments of the dis-
tribution y. The relation between i0 and i2 (Eq. 7, n ¼ 0)
allows writing (see Supplementary Material):
xm ¼ I2ð21 I2Þ  I21
 .
11 I21
 n o12
: (8)
And therefore:
I1[m;
I2[s
21m2
0
xf ¼ m
xm ¼ m21s2 s2ð11m2Þ11 2
  1
2
:
((
(9a; b)
Equation 9b shows the relation between the measured
phase lifetime, the demodulation lifetime, and the lifetime
distribution. They demonstrate that: i), the phase lifetime
estimation is equal to the weighed mean lifetime whose
distribution is Y; and ii), the modulation lifetime estimation is
greater than the phase lifetime estimation and diverges as the
distribution becomes more heterogeneous.
This agrees with experimental data and with the com-
monly accepted interpretation of the discrepancy between
the two estimations.
Furthermore, this formalism allows the quantiﬁcation of
the heterogeneity of the distribution. It is possible to further
simplify the formalism by writing:
xm  ðm21 2s2Þ
1
2; (10)
this approximation holds for a coefﬁcient of variation of the
distribution (CV ¼ sm1) that is ,1 (see Results). It is
therefore possible to derive a heterogeneity estimator based
on measured xm and xf:
x
2
m  x2f ¼ 2s2 11s2 2ð11m2Þ
 1n o  2s2; (11)
in which both the exact and approximated relations are shown.
The variance, the CV, and the second moment of the lifetime
distributions can thus be estimated by:
s  1
2
x
2
m  x2f
  12
; CV  x1f
1
2
x
2
m  x2f
  12
I2  1
2
x
2
m1 x
2
f
 
: (12a; b; c)
Furthermore, in the presence of only two lifetimes, it is
possible to derive the linear relationship between the second
and the ﬁrst moment of the lifetime distribution of a two-
lifetime (x1,x2) system (see Theorem 2 in Supplementary
Material):
I2 ¼ ðx11 x2Þm x1x2: (13)
This is an intrinsic property of the lifetime distribution
weighing in frequency-domain detection. It physically ex-
plains the meaning of single-frequency measurement-based
global analysis and its linear graphical representation (see
Results).
Equation 9b and the approximations Eqs. 10 and 13 pres-
ent the main results of this work and allow application of
lifetime heterogeneities to be used in FD-FLIM data analysis.
Furthermore, comparing Eqs. 1 and 6 it becomes clear that:
i0 ¼ FcosF1DC; i1 ¼ FsinF1DC: (14a; b)
Equation 14a,b and the relation between the zeroth and
second moments of the lifetime distribution (see Theorem 1
in Supplementary Material) allow the derivation of a simple
relation that links the normalized second moment of the
lifetime distribution with the Fourier coefﬁcients:
I2 ¼ i10  1 ¼ FDCF1cos  1: (15)
By comparing Eqs. 1, 14, and 15 it is clear that the noise in
the second moment estimation is in the same order of mag-
nitude as the phase lifetime noise, and less than the error in
the computation of the modulation lifetime estimation. The
second moment can be directly calculated from the experi-
mental data using Eq. 15 or approximated using Eq. 12c.
RESULTS
Lifetime heterogeneity resolution
The ﬂuorescence lifetime heterogeneity is commonly quan-
tiﬁed by the difference between the phase- and the modulation-
lifetime estimations in FD-FLIM at a single modulation
frequency. Equation 11 presents a quantitative estimator for
lifetime distributions without the assumption of particular
distributions.
The LiMA of a two-component system is instructive
because it highlights several properties of the method. The
generalization to multicomponent systems is straightfor-
ward. However, the analytical study of continuous distribu-
tions is somewhat complicated by difﬁculties in computing
integrals. For this reason we here employed numerical inte-
grations. Fig. 1 A shows the true ﬂuorescence lifetime pop-
ulation (M) used for simulations, which are carried out at
a modulation frequency equal to 80 MHz. The two lifetime
distributions are centered at 3.0 and 2.0 ns and with standard
deviations equal to 0.75 and 1 ns, respectively. The relative
fraction of the shorter component is varied between 0 and
100% in 10 steps, to investigate the behavior of the lifetime
heterogeneity. The simulated data sets were noise-free. Fig. 1
B shows true standard deviation of the discrete ﬂuorescence
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lifetime distribution (gray solid line), the LiMA-based stan-
dard deviation using Eq. 15 (dashed line), and the approx-
imate LiMA estimator (Eq. 11a; circles). Fig. 1 D shows the
same simulations for the two Gaussian lifetime distributions.
The arithmetic difference of the phase and modulation
lifetimes is commonly used as heterogeneity estimator (Fig.
1, B, D, and F; squares). This enables only a qualitative
understanding of lifetime heterogeneities, whereas the LiMA
heterogeneity estimator correctly retrieves the lifetime het-
erogeneity. The mismatch with the true lifetime heterogene-
ity is due to the intrinsic weighing of the FD detection.
Fig. 1 C shows lifetime estimations computed with the
Gaussian distribution. The bottom and top dashed curves
represent the phase- and modulation-lifetime estimations,
respectively, and their average is indicated by squares. The
real average lifetime (M1), computed from the true lifetime
distribution (gray solid line) approximates the modulation
lifetime, because of the simulated high heterogeneity. In
general, the real average lifetime will lie between the two
measured ﬂuorescent lifetimes. The Gaussian distributions
are positively skewed by the frequency-domain weighing
factors y. If, however, pureGaussiandistributions are assumed
than the average and standard deviation can be conveniently
described by the moments of the Gaussian distributions.
Using Gaussian distributions together with Eq. 7 (n ¼ 1) and
Eq. 15, the following expression for the true average lifetime
estimator (tbest) can be derived (see SupplementaryMaterial):
tbest ¼ tf 11 2s2ð11 I2Þ1
 
: (16)
Fig. 1 C shows this estimator (circles); Eq. 16 holds for
Gaussian distribution and for coefﬁcient of variation,1 (see
Supplementary Material). Different assumptions regarding
the distributions will result in different relationships and
estimators.
Fig. 1, E and F, shows the same quantities as in panels C
and D, but now on experimental data. Two EYFP mutants
were mixed to vary the average lifetime and its heterogene-
ity. EYFP has an average lifetime of;2.9 ns with a width of
;0.6 ns as estimated by LiMA. EYFP-I148V exhibits
a reduced lifetime (;1.9 ns) and an increased heterogeneity
(;0.9 ns). The experimental data (Fig. 1, E and F) follow the
same behavior as the simulations (Fig. 1, C and D). Fur-
thermore, by the use of reference lifetime values measured in
the presence of only a single component, it is possible to
predict the lifetime heterogeneity as a function of the relative
fraction of the two mutants (F, dashed line). The LiMA
heterogeneity estimator (F, squares) is in excellent agree-
ment with the experimental data, thereby demonstrating the
validity of the models.
LiMA on pixel ensembles:
a two-component system
LiMA can be performed on the complete pixel ensemble
under the assumption of spatially invariant lifetimes.
FIGURE 1 Lifetime heterogeneity for two-component discrete, continu-
ous, and experimental systems. Panel A shows a two-component system
with discrete lifetime components (dashed lines) of 2.0 and 3.0 ns,
respectively, and a system with two continuous Gaussian lifetime dis-
tributions of different width centered around the same lifetimes (continu-
ous lines, CV ¼ 50% and CV ¼ 25% for the 2- and 3-ns component,
respectively). Panels B, D, and F show the standard deviation of the
distributions obtained by mixing the two components with a relative fraction
of 0% (only the longer component) to 100% in steps of 10%. The standard
deviation of the true lifetime distribution (M, gray solid line), the standard
deviations as computed by LiMA in its complete (Eq. 15, dashed line) and
approximate form (Eq. 11a; s) are shown. The difference of the phase- and
modulation-lifetime estimations is represented by diamonds, and represents
a frequently used heterogeneity estimator. Panels C and E show the phase-
and modulation-lifetime estimations (dashed lines, tm is always greater than
tf) and their average ()). The true average lifetime (gray solid line) is in
good agreement with the values computed with LiMA (s). Panels E and F
show the experimental results from the lifetime determination of a mixture of
two different EYFP mutants exhibiting lifetimes of ;2- and ;3-ns and
widths (CV) of ;50 and;20%, respectively. Dashed lines represent tf, tm
(E) and the standard deviation (F) for the different relative fractions that
were predicted from measurements of the two unmixed EYFP mutant
components. The lifetime and standard deviation calculated by LiMA are in
good agreement with the predicted values.
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Deﬁning:
a ¼ x11 x2
b ¼ x1x2 ;
	
(17)
it is possible to write, on a pixel-by-pixel (p,q) basis, the
following relationship for a two-component system:
I2½p; q ¼ axf½p; q  b: (18)
The second moment depends linearly on the mean lifetime
so that I2 can be plotted versus xf for each pixel and the
obtained distribution can be ﬁtted with a linear model. The
ﬁtting parameters a and b are the sum and the product of
the two lifetime components, respectively, and they can be
inverted to obtain:
x1;2 ¼ 1
2
a6 ða2  4bÞ12
h i
; (19)
where x2 is the smaller (faster) component. Because xf is
again the average of x with the distribution Y, the fraction
map of each component can be built with the two resolved
lifetime components according to the following formula:
a1 ¼ ðm x2Þ 11 x21
 ½ðx1  x2Þð11 I2Þ1: (20)
Equation 20 is obtained by inversion of Eq. 6a, sub-
stitution of the moment deﬁnitions, and by using Eq. 7.
Renormalization of the fractions by their quantum yields and
correcting for the wavelength-dependent instrument re-
sponse yields the true molecular fractions of both species.
Fig. 2 shows the application of LiMA to a simulated pixel
ensemble. The simulation was performed on a 48 3 48 two-
dimensional pattern with a gradient of populations as shown
in inset A. The bottom left corner (black) represents a point in
which only the slow component (set to 2.5 ns) is present,
whereas the top right part of the pattern (white) only contains
the fast component (1.0 ns). Using these two lifetimes and
relative fractions, an eight-image phase-stack was generated.
Poissonian noise was injected at a phase-dependent level
corresponding to an average count of 8000 counts per pixel.
This means that the average image of the phase-stack has
;8000 counts per pixel.
The inset B of Fig. 2 shows the pattern obtained for the
simulation at a modulation frequency of 80 MHz. The
reliability of the frequency-domain analysis and the amount
of ﬂuorescence signal required to realize a speciﬁc accuracy
in the lifetime depends on the ratio of the lifetimes and the
modulation frequency (36). To verify the effect of the mod-
ulation frequency on the analyses we ran simulations from
10 to 100 MHz in 100 steps to represent the typical FLIM
experimental region. The graph in Fig. 2 shows the
estimations of the simulated two lifetime components—
using global analysis (dashed line, using the graphical
algorithm) and LiMA (solid black curve). Both methods
yield accurate lifetime values (solid gray lines) at sufﬁciently
high modulation frequencies. At very high modulation fre-
quencies (.100 MHz, data not shown) both methods yield
a small underestimation of the two lifetimes. The curves
shown in Fig. 2 are the average of 50 simulation runs. Sim-
ulations with different lifetimes, photon counts, phase-steps,
and data weighing yielded consistent results.
Lifetime moment and global analysis
In recent years, global analysis has been applied to the
interpretation of multifrequency and single-frequency (30,31)
FLIM data. The GA algorithm applied to single-frequency
data minimizes:
FIGURE 2 Comparison of solutions of a two-component lifetime system
(2.5 and 1.5 ns) by global (dashed line) and moment (solid line) analysis as
a function of modulation frequency. The simulations are carried out without
data weighing at a modulation frequency of 80 MHz. GA is slightly more
accurate at higher frequencies but diverges faster than LiMA at low
frequencies. Below ;40 MHz, both analysis methods diverge as both
models fail. This point matches with the limiting modulation frequency for
correct estimation of lifetimes as predicted by LiMA (dashed vertical gray
line). Inset A shows the simulated pattern where the relative fraction (A1) of
the 1.5-ns component is varied from 0 to 100%. Inset B shows the
corresponding LiMA estimation that correctly retrieves the simulated
pattern. When LiMA analysis is performed with data weighing, similar
results are obtained but without the slight underestimation present in the
nonweighed data (not shown).
x
2ðt1; t2;a1;iÞ ¼ +
N
i¼1
s
2
A;i Ai  vt1a1;i 11v2t21
 1vt2 1 a1;ið Þ 11v2t22 1h i2
1s2B;i Bi  a1;i 11v2t21
 1 1 a1;ið Þ 11v2t22 1h i2
8><
>:
9>=
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where A and B are deﬁned as:
Ai ¼ Mi sinðDfiÞ; Bi ¼ Mi cosðDfiÞ (22a; b)
Ai ¼ +
Q
q¼1
vtqaq;i 11v
2
t
2
q
 1
; Bi ¼ +
Q
q¼1
aq;i 11v
2
t
2
q
 1
:
(22c; d)
These deﬁnitions match those of the zeroth and ﬁrst
moments. The x2 minimization in the global analysis ﬁt thus
serves to vary lifetime and relative population until the
measured and calculated pixel-by-pixel moments match. This
iterative minimization is carried out in LiMA by a linear ﬁt.
Interestingly, the moment analyses allows us to estimate the
minimum modulation circular frequency required for resolv-
ing two lifetimes in global analysis. Using Eq. 13 it is possible
to estimate this frequency (see Supplementary Material):
v $ Kvt
1
; (23)
with t being the average lifetime of the two components and
Kv a constant with value 0.375. In the example of Fig. 2, Eq.
23 yields a minimum modulation frequency of 34 MHz,
a value consistent with the simulations. This value is
congruent with the previous literature. In fact, the retrieval
of the phase- and modulation-lifetime estimations is optimal
for Kv ¼ 0.11 and Kv ¼ 0.22, respectively (36). However,
this analysis did not deal with two-component systems.
During the writing of this article, a graphical FLIM anal-
ysis method for FD-FLIM data was published (32), in which
a two-component system was analyzed by a linear ﬁt of the
FLIM data. The algorithms used earlier for single-frequency
GA and for the linear regression of the ﬁt are similar. The
theoretical background and the physical quantities ﬁtted in
the LiMA and in the GA-derived statistical analysis are dif-
ferent. However, careful comparison between the two for-
malisms reveals the equivalence of the two methods.
The parameters ﬁtted on a pixel-by-pixel [p,q] basis by
Clayton and colleagues are A and B (Eqs. 22a,b and 22c,d).
Here, the slope and offset are related to the two-lifetime com-
ponents by:
A½p; q ¼ u1 vB½p; q;
u ¼ ½vðt11 t2Þ1;
v ¼ ðv2t1t2  1Þ=½vðt11 t2Þ: (24a; b; c)
The mathematical equivalence of LiMA and GA can be
demonstrated using Eq. 18. To this end, the second moment
and the phase lifetime need to be substituted by Eqs. 6 and
15. Renaming subsequently i1,i0 to B and A, gives:
A ¼ a1½11 ðb 1ÞB; (25)
from which the relation between the ﬁt parameters u,v in Eq.
24a and the LIMA formalism becomes clear.
u ¼ a1
v ¼ a1ðb 1Þ0t1;2 ¼ ð2vuÞ
1
16½1 4uðu1 vÞ12
n o(
¼ ð2vÞ1 a6ða2  4bÞ12
h i
: (26)
The moment formalism thus offers a complete theoretical
understanding of the global analysis and provides additional
powerful tools like the pixel-by-pixel heterogeneity esti-
mator.
A comparison between moment (solid line) and global
(dashed curve) analysis is also shown in Fig. 2. Here, no data
weighing factor was taken into account in the ﬁt procedures.
Both methods allow the estimation of the simulated lifetime
components (solid lines) down to the lower limit of the
modulation frequency that no longer supports reliable
detection of lifetimes. At higher frequencies both methods
tend to give underestimations of the two real lifetimes.
The global analysis results appear better for higher
modulation frequencies but diverge before LiMA in the
lower frequency region. When data weighing is taken into
account, GA and LiMA perform equally well. Both methods
converge to the same lifetimes as in the nonweighed cases,
but without the lifetime underestimation. Data weighing al-
lows both methods to converge at better results, but at the
cost of a less efﬁcient implementation of the algorithms.
In the experimental comparison between LIMA and GA
comparable correlation coefﬁcients, standard errors, and x2
were obtained for the weighed ﬁts.
A constrained two-component system FRET model
A two-component system exhibits three degrees of freedom;
the two different lifetimes and the relative fraction of the two
populations. In general it is theoretically and practically
impossible to resolve the system on a pixel-by-pixel basis
with a single-frequency measurement. However, in FRET
efﬁciency measurements, it is possible to constrain the sys-
tem and remove one degree of freedom (33). If we consider
a donor ﬂuorescent molecule with a constant lifetime t0, a
fraction of donor molecules that exhibits FRET a and a
FRET efﬁciency e, the entire system is governed by two
variables, a and e. With only two degrees of freedom, the
mathematical problem is closed at each pixel location. Using
the moment formalism a and e can be solved:
a ¼ I22 1m21m0 11m2
 
m0  2mð11 I2Þ
  
=
ð11 I2Þ½I21m0ðm0  2mÞf g
e ¼ 1 ½I2m10  m=½ðm m0Þ
:(27a; b)
8><
>:
Understanding of the error propagation of a and e is useful
for a proper data interpretation. Using the moment for-
malism, it is possible to arrive at an analytical description of
the minimal FRET fraction and FRET efﬁciency that pro-
duce statistically signiﬁcant estimations. To visualize the
effect of the noise in the lifetime detection on the estimation
of a and e, we simulated an eight-image phase-stack of a 2.5-
ns lifetime ﬂuorochrome, at a modulation frequency equal to
80 MHz. Here, Poissonian noise was injected as described
before at an average count of 1000 and 16,000 photons
per pixel. With these parameters, the simulated phase and
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modulation lifetimes exhibit coefﬁcients of variations .4
and 1%, respectively, values that are achieved in practice
with biological samples in our setup.
The results are presented in Fig. 3 in which FRET fraction
(top row) and efﬁciency (middle row) patterns of 48 3 48
pixels are plotted. These two-dimensional distributions map
all possible combinations of populations and efﬁciencies.
The simulated patterns before noise addition are shown in the
right column. The bottom row presents the average (FRET
efﬁciency and fraction) percentage deviation of the estimated
patterns from the ideal case and thus represents the goodness
of the constrained model. For all patterns shown in Fig. 3,
black represents 100% and white 0%. The noise in the results
is caused by the Poissonian noise that is injected into the
simulated experimental conditions. The model only fails under
conditions close to a single component situation, i.e., in the
absence of a species (a ¼ 0 and/or e ¼ 0) that undergoes
FRET, causing deviations equal to or greater than unity. These
are pixels with a lifetime close to the non-FRET species.
The analytical study of the errors in the estimation of a
and e is complicated. However, by using Eq. 12a,b,c it is
possible to simplify the formalism and to obtain the limiting
solutions (a/ 0, e2/ 0). It can be shown that the errors
diverge to inﬁnity as:
CVta
1e2; (28a)
where CVt is the coefﬁcient of variation of the measured
lifetime.
Equation 28a can be used to plot the constant noise
contours shown in Fig. 3 (bottom row):
ae2 ¼ KnoiseCVt: (28b)
Knoise is the factor that allows the parameterization of the
iso-noise curves. The bottom panels of Fig. 3 show the plots
of Eq. 28b with Knoise ¼ 1 (white dashed line) and Knoise ¼
0.1 (black dashed line). The ﬁrst line (Knoise ¼ 1) separates
the (e,a) plane in regions in which the system cannot be
solved (lower values of e and a) and where the estimates of
FRET efﬁciency and fraction converge to the simulated
values (higher values of e and a). This allows one to estimate
that, under the conditions of the simulations, minimal FRET
efﬁciencies in the range of 10–20% are required to resolve
the FRET population. This is a realistic level under normal
experimental conditions. The limits to the fraction size of the
species that exhibit FRET are less strict. These limits can be
obtained by using Eq. 28b with Knoise ¼ 1:
elimit ¼ CV
1
2
t ; alimit ¼ CVt: (28c)
FIGURE 3 Simulation of a con-
strained two-component FRET system
with added Poissonian noise. The co-
efﬁcient of variation in the lifetime
(CVt) is .1% for the results presented
in the left column and 4% in the middle
column. The ﬁrst and second rows
show the fraction of molecules un-
dergoing FRET (a, FRET fraction) and
the FRET efﬁciency (e), respectively.
These values were estimated from the
analytical solution of the constrained
two-component system. The original
simulated patterns before the addition
of noise are shown in the right column.
In all panels, black and white indicate
100 and 0%, respectively. The gra-
dients are only partially resolved due
to the noise content. The noise in the
estimations increases at low FRET
efﬁciencies and FRET fractions. This
is emphasized in the bottom row that
shows the average absolute difference
between the simulated a and e and their
estimated values in the constrained two-
component system analysis. The curves
represent lines of equal noise as derived
by LiMA (see text for a detailed
description). The white dashed line
(Knoise ¼ 1) represents the limit of
convergence of the technique. Higher
(e,a) values are necessary to obtain
statistically signiﬁcant estimations.
Fluorescence Lifetime Moments Analysis 4293
Biophysical Journal 89(6) 4286–4299
The lifetime noise content (36,37) can be measured and
related to the detected number of photons (N) resulting in
a ﬁgure of merit (FoM) of the detection system (CVt ¼ FoM
N1/2).
The analytical solution of this FRET model (33),
presented in the moment formalism by Eq. 27, is based on
the assumption of discrete lifetime distributions. Lifetime
heterogeneity invalidates the model and limits its applica-
bility. Fig. 4 (bottom panel) shows a simulation of such
a FRET model with a control (no acceptor present) lifetime
of 2.5 ns and 30% (CV) heterogeneity. For the short (FRET)
lifetime the same heterogeneity was used. Three FRET
efﬁciencies were simulated: 30% (blue lines), 50% (green
lines), and 70% (red lines). These values were kept constant
while changing the fraction of molecules that exhibit FRET
from 0 to 100%. The results of the analytical solution
(dashed lines) presented above do not match the simulated
FRET efﬁciencies in the presence of heterogeneity. Further-
more, these estimations show a high degree of correlation
with the fraction of molecules that undergo FRET, a notice-
able trend to overestimate the FRET efﬁciency and a marked
divergence toward FRET efﬁciencies exceeding 100%.
In a control experiment (only donor) it is possible to
measure both the average lifetime and the lifetime hetero-
geneity. We derived an analytical solution that uses this
information to correct for the donor heterogeneity contribu-
tion in the FRET efﬁciency estimation:
mC ¼
i1 ðcÞ i1
i0 ðcÞ i0
ebest ¼ 11 vtbestctrlmC  1
vtbestctrlðmC1vtbestctrlÞ
:
8><
>: (29a; b)
Where tbest-ctrl is the control lifetime obtained from Eq.
16, i0 and i1 the moments of the sample lifetime, and
(c)i0 and
(c)i1 the moments measured on the control. Here, mC does not
represent a lifetime estimator anymore but a parameter that,
together with Eq. 29b, allows estimation of the real FRET
efﬁciencies. These corrections do not require more control
experiments than in typical FRET measurement. As shown
in the simulation in Fig. 4 (solid lines), this estimator
faithfully reproduces the simulated FRET efﬁciencies. A
thorough description of the derivation of Eq. 29 is presented
in the Supplementary Material.
However, the LiMA FRET efﬁciency estimator does not
take into account the lifetime heterogeneity of the FRET
component. At high heterogeneities (CV . 50%) this causes
an underestimation of the FRET efﬁciency (data not shown).
However, at all levels of heterogeneity, the LiMA FRET
estimator eliminates the erroneous correlation with the frac-
tion of molecules undergoing FRET, and returns interpret-
able quantitative results.
The new LiMA-based estimators (Eqs. 16 and 29) were
tested in a biological model. Human SHSY-5Y neuroblas-
toma cells expressing a GPI-anchored EGFP were incubated
with CholeraToxin-Alexa594. The GPI modiﬁcation targets
FIGURE 4 Biological application of the LiMA FRET estimator. Human
SHSY-5Y neuroblastoma cells were transiently transfected with GPI-
anchored EGFP (green in colocalization panel) construct and incubated
with CholeraToxin-Alexa594 (red in colocalization panel). The donor
lifetime map of the cell exhibiting extensive colocalization (yellow color)
reveals areas with signiﬁcant FRET (low lifetimes,warmer colors). The inset
shows a cell that was not incubated with the CholeraToxin-Alexa594 FRET
acceptor exhibiting control donor lifetimes. The standard algorithm (second
row) for the determination of FRET population and efﬁciency does not
converge to a solution. The LiMA FRET estimator (third row), takes lifetime
heterogeneity into account, and allows the estimation of the FRET efﬁciency
and fraction over most of the cell. The insets in the second and third panel
show the regions in which both methods give physically relevant results
(white) as deﬁned by FRET efﬁciencies and fractions above 0% and below
100%, and regions in which the methods fail (blue ,0% and red .100%).
The estimations are overlayed with the intensity image for morphological
comparison. The lower panel shows simulations that are performed
with a heterogeneity of 30% that show how the LiMA FRET estimator
(solid lines) compares with the standard analysis (dashed lines). Simulations
were carried out for FRET efﬁciencies equal to 30% (blue), 50% (green), and
70% (red).
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the EGFP to outer-membrane lipid microdomains, also
known as lipid rafts. The cholera toxin binds to GM1
gangliosides that may be incorporated into the same
microdomains. Their simultaneous recruitment in the same
microdomain is expected to result in FRET between the two
ﬂuorophores (38,39).
Fig. 4 shows (top row) the colocalization of the two raft-
resident probes and the average EGFP lifetime map obtained
by FD-FLIM. The upper cell in the cluster exhibits reduced
lifetimes due to FRET.
The analytical solution described by (33) and the moment
formalism given by Eq. 27 cannot resolve the FRET efﬁ-
ciencies and fractions (Fig. 4, middle row).
The insets show the estimations that are above 100% (red
pixels) and below 0% (blue pixels). In these regions, the
results of the analyses have no physical meaning. The use of
the LiMA estimators (Fig. 4, bottom image row) enables the
quantiﬁcation of the FRET efﬁciencies and the fraction of
interacting molecules (616 18 and 476 18%, respectively).
The model fails only in regions where the sample does not
undergo FRET, i.e., in the lower two cells.
LiMA on ﬂuorescent beads
To independently verify the relevance of the estimations of
this theory, we measured the lifetimes of EGFP-conjugated
silica beads with and without Cy3 labeling in the frequency
domain and in the time domain. The FLIM instrumentations
used differ considerably; FD-FLIM was performed using
a wide-ﬁeld microscope and TD-FLIM was performed using
a laser scanning two-photon excitation microscope. The
time-domain measurements served to produce ‘‘indepen-
dent’’ reference lifetime values for the donor in the absence
of the acceptor and in the presence of the acceptor. All the
images were binned to obtain ;20,000 photons per pixel.
The results of the comparison are summarized in Table 1. A
single exponential ﬁt of the time-domain data revealed
a control EGFP lifetime of 1.97 6 0.04 ns (mean 6 SD),
whereas stretched-exponential ﬁtting yielded 1.906 0.06 ns
with a coefﬁcient of variation of the distribution of 236 8%.
The average lifetime in the frequency domain was 1.95 6
0.03 ns with a coefﬁcient of variation estimated by LiMA of
36 6 4%. In the control experiment, the spatially invariant
approximation holds because of the presence of a single
ﬂuorochrome. However, in the frequency domain the mo-
ments analysis on the pixel statistical ensemble revealed a
long lifetime component of 2.14 6 0.03 ns (errors prop-
agated from the experimental uncertainty), corresponding to
the typical EGFP ﬂuorescence lifetime, and a short (3606 5
ps) component. This is caused by a low but signiﬁcant
amount of background ﬂuorescence that is not detected in the
two-photon excitation time-domain measurements. The
difference may be due to the difference in excitation mech-
anism and detection volume.
A bead exhibiting FRET is shown in Fig. 5. The top row
presents the intensity images obtained using two-photon
excitation single-photon counting and with single-photon ex-
citation employing a charge-coupled device (CCD) camera.
The acceptor ﬂuorochrome was partially bleached on the
right-hand half of the ﬂuorescent particle using a 561-nm
laser. Here a partial recovery of donor ﬂuorescence can be
observed as a result of a concomitant loss of FRET. The
second row of Fig. 5 shows the average lifetime maps as
measured in the time (left) and frequency (right) domain. The
former lifetime map is computed by a constrained double-
exponential ﬁt. One of the two lifetimes was ﬁxed at the
control value.
The FD-FLIM lifetime map is the average of the phase and
modulation lifetimes. The retrieved estimations of the FRET
efﬁciency and fraction are presented in the two lower images
(left column). The average lifetime in the time domain was
1.40 6 0.10 and 1.65 6 0.20 ns in the bleached and
nonbleached areas, respectively. The FRET efﬁciencies were
56 6 4 and 61 6 10% and the relative populations were 52
6 5 and 226 4%, respectively. From this data, it is clear that
photobleaching of the acceptor mainly affects the fraction of
molecules that is involved in FRET and not the FRET
efﬁciency.
The stretched-exponential ﬁt of the TD data yielded
estimations of the distribution broadness of 396 8 and 276
TABLE 1 Experimental comparison of TD- and FD-FLIM data analysis
Lifetime (ns) CV (%) CV increase
TD FD TD FD TD FD
Control 1.90 6 0.06 1.95 6 0.03 23 6 8 36 6 4 – –
Bleached 1.40 6 0.06 1.40 6 0.03 39 6 8 58 6 3 1.7 1.6
Nonbleached 1.74 6 0.06 1.64 6 0.04 27 6 10 50 6 3 1.2 1.4
e (%) a (%)
TD FD TD FD
Bleached 56 6 4 69 6 3 52 6 5 45 6 3
Nonbleached 61 6 10 71 6 4 22 6 4 28 6 3
Average values refer to the ﬂuorescent bead experiments of Fig. 5. The errors are presented as standard deviations.
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10% (coefﬁcient of variation) and lifetimes of 1.40 6 0.06
and 1.74 6 0.06 ns. Even though the broadness estimator is
relatively noisy, it reveals a higher heterogeneity in the
nonbleached region caused by a more heterogeneous mixture
of molecules with respect to the control situation (236 8%),
i.e., molecules that exhibit FRET and those that do not.
The FD pixel-by-pixel moments analysis (Fig. 5, right
column), showed results consistent with the TD. The average
lifetimes were 1.40 6 0.03 and 1.64 6 0.04 ns with a co-
efﬁcient of variation retrieved by LiMA of 58 6 3 and 50 6
3% for the nonbleached and the bleached regions, respec-
tively. This estimator again demonstrated higher heterogene-
ity with respect to the control case (36 6 4%).
Both LiMA (FD) and the stretched exponentials (TD)
analysis revealed an increase of 1.6–1.7-fold of the measured
ﬂuorescence lifetime heterogeneity due to the presence of
FRET-induced multiple lifetimes. Furthermore, the LIMA-
based FRET efﬁciencies in nonbleached and bleached
regions were 69 6 3 and 71 6 4% with populations of
456 3 and 286 3%, respectively. Therefore, the frequency-
domain results also indicated that the change in lifetime is
mainly due to a modulation of the molecular fraction exhib-
iting FRET rather than of the energy transfer efﬁciency. The
analysis showed that a spatially invariant two-component
lifetime approximation can be applied in this case.
The two-component system can be analyzed by LiMA
and global analysis ﬁtting (Eqs. 18 and 24a) of the pixel
ensemble (Fig. 6, solid line). The long and short lifetimes
amount to 2.16 and 0.68 ns for LiMA, and 2.16/0.71 ns for
GA; this is consistent with the presence of a single molecular
FRET-state with an absolute energy transfer efﬁciency of
;70%. The slow decay component is statistically equal to
the one retrieved by LiMA in the control sample. The LiMA
correlation coefﬁcient and standard error of the estimate are
0.98 and 0.013, respectively, and for the global analysis 0.90
and 0.012. The reduced x2 of the weighted ﬁts is equal to
1.79 and 1.85 for GA and LiMA, respectively (see Data
Analysis and Supplementary Material). Fig. 6 shows the
moment (top panel) and the global analysis (bottom panel) ﬁt
of the data set (gray circles) presented in Fig. 5. The second
and the ﬁrst moments of the lifetime distribution are linearly
dependent as predicted by the theory. A simulation (black
circles), performed as previously described with an average
photon count equal to 4000 and with a 20 3 20 pattern, is
overlaid to the experimental points. The simulated data set
was in excellent agreement with the experimental values.
DISCUSSION
Lifetime heterogeneity resolution
TD- and FD-FLIM can resolve, in principle, an arbitrary
number of complex exponential decays. In practice, imaging
in the frequency domain is usually performed at a single
excitation modulation frequency and on a wide-ﬁeld mi-
croscope. On the other hand, time-domain microscopes are
often built around laser scanning microscopes and the col-
lection of a sufﬁcient number of photons to ﬁt a double-
exponential decay requires very long acquisition times with
typical biological samples. Fittingwith stretched exponentials
seems to be a good alternative for time-resolved data; it allows
the estimation of the average and variance of complex
FIGURE 5 Comparison of time domain (left column) and frequency
domain (right column) FLIM images of the same EGFP-Cy3 labeled silica
beads. Silica beads were covalently conjugated with an EGFP-fusion protein
that was subsequently labeled with Cy3 to constitute a deﬁned FRET couple.
The top images show the ﬂuorescence intensity distributions of the EGFP
donor acquired by single-photon counting, two-photon excitation imaging
(left), and CCD camera-based wide-ﬁeld imaging (right). The second row
shows the corresponding average donor lifetimes measured in the time (left)
and frequency (right) domain. Images of the fraction of molecules un-
dergoing FRET (FRET fraction) and energy transfer efﬁciency are shown in
the bottom two panels. These parameters were retrieved by standard ﬁtting
of a constrained biexponential decay in the time domain and by LiMA in the
frequency-domain experiment. All results are shown in false color
representation; ranges are indicated in the color bars.
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continuous lifetime distributions at comparatively low signal
levels.
The introduction of the LiMA heterogeneity estimator for
frequency-domain measurements offers an analogous advan-
tage. Because this parameter refers to the weighted distribu-
tion of lifetimes, it is frequency dependent, but offers
a quantitative estimator of the lifetime distribution broadness.
We demonstrated how the moment formalism can be used
to deﬁne estimators for the average lifetime and for FRET
efﬁciencies that minimize artifacts due to ﬂuorescence life-
time heterogeneity. The heterogeneity analysis by LiMA is
not restricted to discrete two-component lifetime systems but
allows estimation of the width of any lifetime distribution.
Importantly, the coefﬁcient of variation obtained by LiMA
is compatible with all standard implementations of fre-
quency-domain lifetime imaging. The average lifetime (or
the newly deﬁned estimator for the true average lifetime) in
combination with the lifetime heterogeneity estimator and
bidimensional histograms (tm plotted versus tf) are a power-
ful method to present and analyze FD-FLIM data.
The model is validated by in vitro experiment and
simulations. The heterogeneity can be predicted (Fig. 1 F,
dashed line) by the use of control values (a ¼ 0% and a ¼
100%) and experimental observations (circles).
LiMA on the pixel ensemble
Global analysis of FD-FLIM data offers the possibility to
extend quantitative measurements to multicomponent sys-
tems. Moreover, GA of single-frequency FD data is com-
patible with most FD setups.
We demonstrated that the lifetime moments analysis of the
entire pixel ensemble is formally equivalent to the single-
frequency global analysis approach. Previously, a different
moments analysis framework was introduced by Weber (40)
to investigate multifrequency data in the frequency domain.
This formalism, however, cannot be extended to single-
frequency measurements and is not related to the formalism
presented here.
The LiMA formalism enables the complete understanding
of global analysis at a single frequency. The LiMA algorithm
ﬁts (FDCF
1
cos  1) vs. (FsinF1cos), whereas the GA ﬁts
(FsinF
1
DC) vs. (FcosF
1
DC). The different noise sensitivities of
these quantities cause a difference in robustness between the
two ﬁt procedures (Fig. 2).
At frequencies too high for reliable ﬂuorescence lifetime
detection (vt . 1), both methods underestimate the two
lifetime components. The GA diverges to higher lifetime
values at low frequencies, but it better approximates the global
lifetimes at intermediate frequencies. In the same region,
LiMA offers a slight underestimation of the real values.
Overall, GA appears to be slightly more accurate, however,
LiMA extends its window of high robustness to lower
frequencies where GA rapidly loses reliability. Interestingly,
the LIMA formalism allows estimating the minimal modu-
lation frequency required to resolve a two-component system
(vt . 0.375). Data weighing requires CPU expensive algo-
rithms. LiMA seems to be more robust at high signal levels.
In our experiments LiMA turns out to be useful for on-line
pixel-by-pixel and pixel ensemble analysis. Further data
analysis can be carried out with both LiMA and GA (see
www.quantitative-microscopy.org/pub/lima.html). The sim-
ulated data (Fig. 6, black circles) accurately matched the
experimental data points (Fig. 6, gray circles) thereby
validating the theoretical background and the previous
simulations (Fig. 2).
FIGURE 6 Moment and global analysis of the experimental data shown in
Fig. 5. The top panel shows simulated data and the experimental data points
for the experiment shown in Fig. 5, analyzed by LiMA (top panel) and global
analysis. Linear ﬁts (solid black line) of the experimental data (gray open
circles) and simulated data (black open circles) are shown. The ﬁrst and
second moments of the lifetime distribution, as estimated by LiMA, are
linearly dependent. This compares to the A and B parameters that are ﬁtted by
theGA algorithm. The simulations (black open circles) are in good agreement
with the experimental data. The standardized ﬁtting residuals of the
experimental data for both methods are shown in the corresponding insets.
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A constrained two-component system FRET model
The analytical relation between the phase- and the
modulation-lifetime estimation can be employed to analyze
a constrained two-component system such as a FRET sample
with a component (33) that exhibits FRET and a non-FRET
component. The LiMA formalism offers the possibility of
studying the applicability and reliability of two-component
systems. In particular it allows estimating the minimal signal/
noise ratio that is required to resolve the FRET efﬁciency and
fraction. We showed how this method can be applied
experimentally by comparing FD-FLIM LiMA with the
results obtained from time-domain measurements and dem-
onstrated how the results of the two techniques converge
(Fig. 5 and Table 1). This method allows ﬁlling the gap
between wide-ﬁeld single-frequency FD-FLIM and time-
correlated single-photon counting (or multiple-window time
gating) TD-FLIM. Both methods require knowledge of the
lifetime in the absence of FRET that can be easily obtained
experimentally from a reference sample. Global analysis
assumes spatially (and frequency) invariant lifetimes. For
a sample that exhibits FRET with variable FRET efﬁcien-
cies, this is not a reasonable assumption.
Furthermore, by avoiding iterative ormultistep approaches,
the analytical approaches such as LiMA allow fast (real-time)
analysis of FD data. The pixel-by-pixel moments analysis
allows the unambiguous discrimination between differences
in intermolecular interactions and the amount of molecules
that exhibit FRET versus those that do not exhibit FRET.
Finally, we introduced a model that takes into account,
and corrects for, lifetime heterogeneity. The model allows
the reliable retrieval of quantitative information on FRET
efﬁciency and fraction.
It can be successfully applied in cases where the intrinsic
heterogeneity of the donor lifetime or of the FRET process
causes the previously reported analytical solution to fail, as
shown in Fig. 4 for a biological application. The LiMA-based
FRET estimator avoids artifacts connected to the departure
from an ideal discrete two-component system. Furthermore, it
allows the proper evaluation of intrinsically heterogeneous
FRET pairs like, for instance, the popular CFP-YFP pair.
CONCLUSIONS
We introduced the moment formalism to analyze ﬂuores-
cence lifetime data acquired in the frequency domain. So far
this development elaborates on well-established data anal-
ysis methods for the frequency domain. However, other
moments-analysis-based estimators may be developed that
allow further reﬁnement of the analysis of lifetime data. The
main ﬁndings of this work are the analytical dependence of
the phase and the modulation lifetimes on the lifetime
heterogeneity and the linear relation between the second and
the ﬁrst moments of the FD weighted lifetime distributions.
The latter explains single-frequency global analysis with
physical quantities, allowing a better understanding of the
method. The former enables the quantitative description of
the lifetime heterogeneity. Furthermore this theoretical
framework allows the analysis of errors for a FRET two-
component system and for single-frequency global analysis.
Previous attempts to obtain analytical solutions were unsuc-
cessful. We demonstrated how, based on speciﬁc assumption
of the lifetime distribution, the contribution of the lifetime
heterogeneity to the error in the determination of, for in-
stance, the average lifetime can be minimized.
More general, LiMA allows quantiﬁcation of lifetime
heterogeneity on a pixel-by-pixel basis without speciﬁc
assumptions of the lifetime distribution. In this respect,
LiMA can be used in the frequency domain in a similar way
as stretched-exponential ﬁts in time-domain data analysis.
Furthermore, we introduced LiMA estimators for the average
lifetime and the FRET efﬁciencies in heterogeneous systems
in which previously deﬁned estimators did not allow a proper
quantiﬁcation of these parameters.
In conclusion, lifetime moments analysis offers theoretical
and practical tools for the understanding and quantiﬁcation
of ﬂuorescence lifetime imaging microscopy data in the
frequency domain.
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