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ABSTRACT OF THESIS 
 
EFFECTS OF WATERSHED DISTURBANCES AND RIVER-TRIBUTARY 
CONFLUENCES ON SEDIMENTATION DYNAMICS IN THE UPPER OHIO RIVER 
BASIN  
 
Harmful algal blooms (HABs) are of increasing concern in the Ohio River Basin. 
Fine sediment dynamics in riverine environments are increasingly recognized to play 
important roles in proliferation and toxicity of Microcystis blooms. Further, the fate of 
sediment at confluences of tributaries and the main river system are important zones for 
sediment retention and transient storage. The objective of this study was to improve 
understanding of watershed sediment loading dynamics and backwater inundation 
influencing sedimentation within confluence watersheds. The study site is the Fourpole 
Creek watershed in Huntington, WV which is a disturbed forested watershed impacted by 
a backwater confluence wetland at the junction of Fourpole Creek and the Ohio River. 16 
months of high frequency turbidity data was collected at upstream and downstream nodes 
of the backwater influenced confluence feature near the watershed outlet. Governing 
hydraulic and sediment transport equations were used to develop a data driven model to 
estimate sediment fluxes within the confluence floodplain wetland. The continuous 
sediment yield model estimated an annual yield of 151 t/mi2. A modified sediment rating 
curve method estimated an annual suspended sediment yield of only 34.3 t/mi2. Hysteresis 
analysis was conducted using a source unmixing method and hysteresis index to quantify 
sediment source and flow pathways during events. The contribution of three major sources 
during events were highly variable, but seasonality and antecedent precipitation were both 
found to be influences. The confluence floodplain was found to have a quantitatively large 
role in intercepting and storing sediments, retaining 40% of the annual inputs. A numerical 
sediment transport model estimated 2,055 tons of sediment was permanently retained. 
Hysteresis was also found to influence the spatial variability of erosion and deposition 
mechanisms in the floodplain. The floodplain was found to have a particulate nitrogen 
removal rate from 0.5-0.9kgN/ha/year which is on the same order of magnitude as the 
nitrate removal rates in this same system. Our results suggest that particulate N fluxes from 
disturbed forested watersheds near rivers should be considered in watershed N budgets as 
well as a source for HABs in regulated rivers.   
 
 
KEYWORDS: backwater confluence floodplain, sediment fate and transport, high 
resolution water quality monitoring, sediment hysteresis, particulate nitrogen fluxes, 
mixed-use watershed  
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CHAPTER 1. INTRODUCTION 
1.1 Importance of Fine Sediments for HAB Formation and Toxicity in Rivers 
The occurrence of toxic cyanobacterial Harmful Algal Blooms (HABs) in fluvial 
freshwater systems has increased since the mid-1990s (NOAA, 2014; Smith, 2003; Chaffin 
et al., 2013). As an example, the Ohio River Basin has had blooms occur in summer and 
early fall of 2015 and 2019 which spanned as much as 700 miles of the river and affected 
municipalities and recreational activities across five states, directly or indirectly impacting 
5 million people (Graham et al., 2016).  The most common cyanoHAB is Microcystis 
Aeruginosa and its associated toxin microcystin. Microcystin is a hepatotoxin that targets 
and kills liver cells by bonding with protein phosphate enzymes causing major cell damage 
and is poisonous to humans, livestock, pets and wildlife (World Health Organization, 2003; 
Levy, 2017). Microcystin and HABs also have significant economic impacts. HABs reduce 
property values, reduce tourism and recreation revenue, and increase municipal drinking 
water treatment costs (Paerl et al., 2016). In the last 10 years, Lake Erie has had two large 
microcystis blooms which cost $71 million and $65 million in 2011 and 2014, respectively 
(Paerl et al., 2016). While the causes of HABs are not fully understood, high water 
temperatures, thermal stratification, low velocities, and eutrophication have all been found 
to proliferate the blooms (Paerl and Huisman, 2008).  Fine sediment dynamics in riverine 
environments are increasingly recognized to play important roles in proliferation and 
toxicity of Microcystis blooms due to their contribution to harsh environmental conditions 
that enable Microcystis to outcompete other plankton for vital resources, their impacts on 
trophic status, and their potential to seed HABs.  
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Microcystis’ evolutionary traits enable the cyanobacteria to flourish in adverse 
environments that often limit planktonic production including sediment-laden waters and 
low-nutrient conditions.  Cyanobacteria has been through extreme geochemical and 
climate changes that have allowed it to adapt and thrive in extreme environments (Paerl 
and Huisman, 2008). As an example, Microcystis has the ability to inflate and deflate their 
gas vesicles, an ability other phytoplankton lack (Walsby, 1997; Levy 2017). In turbid 
waters with high suspended sediment concentrations, this enables Microsystis to inflate 
their gas vesicles and rise to the surface where more sunlight is available (Walsby, 1997; 
Levy 2017). Growth rates of other phytoplankton are limited by light availability due to 
the light attenuation properties of the sediment (Dijkstra, 2019).  Alternatively, the gas 
vesicle can also be deflated when a cell is running low on phosphorus to allow the organism 
to sink to the riverbed and acquire sediment bound nutrients (Levy, 2017). These dynamics 
may be particularly important in mesotrophic or oligotrophic systems (with low dissolved 
nutrients) where other plankton will experience rate-limiting growth conditions associated 
with nutrient limitations (Cottingham et al., 2015).   
The most important condition necessary for HABs to occur is abundance of 
bioavailable nutrients for production, and fine sediments are recognized to supply 
bioavailable nutrients in freshwater systems. Cyanobacteria, like many other 
microorganisms, use nutrients to create energy (ATP) necessary for their growth and 
reproduction. The two rate-limiting nutrients that fuel HABs are phosphorus (P) and 
nitrogen (N) (Elser et al., 2007, Lewis et al., 2011; Paerl et al., 2016). One of the first 
extensively studied HABs occurred in the 1960s on Lake Erie. Poorly treated sewage, 
industrial waste, and runoff from surrounding farms brought in excessive amounts of 
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phosphorus and nitrogen allowing cyanobacteria to flourish. After extensive investigation, 
researchers found that phosphorus was the key nutrient in freshwater algal bloom 
proliferation (Edmonson, 1971; Levy, 2017). This idea was widely accepted by other 
researchers as well, and the Environmental Protection Agency (EPA) even mandated total 
maximum daily loads (TMDLs) for P in hopes of decreasing the intensity and occurrence 
of algal blooms (Paerl et al., 2016).  
Studies have also emphasized the importance of N forms to influence HAB 
production and toxicity. Chaffin and Bridgeman (2013) investigated which of the four 
different forms of N, NO3-, NH4+, urea, and the amino acid alanine, caused cyanobacteria 
growth to be the greatest and found that ammonium had the highest preference index in all 
of their experiments, meaning that cyanobacteria will utilize all forms of N, but prefer 
ammonium for optimal growth. Caraco et al. (1989) found that mineralization of organic 
matter and the related sulfur cycling can significantly increase the ammonium and 
phosphate in the sediment porewater, which is then mobilized in the waterway with any 
disturbance to the sediment. Nevertheless, nutrient release from sediment is rarely regarded 
as an important environmental concern despite the fact that it could have a significant 
impact on the total nutrient loads of a water body (Morgan et al., 2012).  Morgan et al., 
preformed a study to investigate the impact of sediment resuspension on surface water 
nutrient concentrations. When the sediment was suspended it was found that both NH4+ 
and PO4- were released into the water increasing the total concentrations of each. Formation 
of Fe hydroxides, through the oxidation of the sediment FeS, returns the PO4- quickly back 
to the sediment bed, limiting the dissolved PO4- concentration over time. However, NH4+ 
can continue to be released from the suspended sediment over longer periods of time, 
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actually increasing the overall N concentration in the water (Morgan et al., 2012). This 
warrants further investigation into sediment nutrient fluxes, particularly high in sediment 
nitrogen.  
Recent research has shown that sediment in tributaries store not only nutrients but 
also high levels of phytoplankton, including Microcystis (Conroy et al., 2014). Conroy et 
al. found that Microcystis comprised a large percentage of algal groups in the Maumee and 
Sandusky Rivers suggesting the rivers as a potential source of inocula for summer blooms 
that occur annually in Western Lake Erie (Conroy et al., 2014; Kitchens et al.,.2018).The 
annual cycle of Microcystis begins with an overwintering period in the upper layers of 
sediment. As water temperatures rise in the spring it renters into the water column and 
proliferates causing the HABs before returning back to the sediments in the fall (Kitchens 
et al., 2018). It is hypothesized that Microcystis cells pick up vital nutrients from the 
sediments during overwintering to later fuel early season growth (Kitchens et al., 2018).  
Based on these lines of evidence, it is clear that fine sediments and their associated bio-
chemical properties play an important role in the formation and toxicity of algal blooms in 
riverine environments.   
1.2  Objectives 
The Upper Ohio River basin has experienced multiple river spanning toxic 
cyanobacterial Harmful Algal Blooms (HABs) over the past five years, reflecting a 
growing trend among freshwater rivers (Smith, 2003; Chaffin et al., 2013). This portion of 
the Ohio River Basin drains the Western Allegheny Plateau ecoregion of Appalachia. The 
ecoregion (32,630 mi2) is roughly 63.7% forest, 23.9% agriculture, 7.5% urban, and 0.2% 
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wetland (United States Geological Survey, n.d.). The forested areas are classified as mixed 
mesophotic forests consisting of maple, buckeye, beech, tulip tree, oak, and linden. The 
agricultural areas are a combination of cropland and pasture but remain mostly un-grazed 
(Omernik, 1987). The urban areas are primarily located in the valleys, adjacent to large 
rivers.  Management of sediment and their associated nutrients in large river systems is 
most effectively met by focusing on waterways that are near large rivers and have limited 
transit times (Alexander et al., 2008).  As will be shown in Chapter 2, limited suspended 
sediment transport research has been conducted in this ecoregion.  The focus of this thesis 
is on quantifying sediment source and transport dynamics in confluence tributary 
watersheds of the Western Allegheny Plateau and quantifying the implications for the 
fluvial N budget.  
Five primary objectives of this research are defined below and serve as a template 
for the subsequent sections of this thesis:  
1) Measurement of sediment yields from disturbed watersheds in the Western 
Allegheny Plateau ecoregion.  
2) Quantify temporal variability of sediment pathway dynamics by coupling sediment 
hysteresis analysis with source unmixing and comparing with relevant 
environmental drivers  
3) Measure capacity of backwater floodplains occurring at confluences of small 
tributaries and large riverine systems to buffer sediment fluxes to regulated rivers. 
4) Simulate the sedimentation dynamics within confluence floodplains including 
depositional and erosion patterns in the floodplain and stream channel. 
5) Assess the implications for fluvial N budgets in disturbed Appalachian watersheds.   
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1.3 Thesis Contents 
Chapter 1: Introduction. Provides an overview of the role of fine sediments in 
proliferation of harmful algal blooms, defines the objectives of this thesis (serving as a 
template for organization of the thesis), and defines the contents of this thesis.  
Chapter 2: Literature Review. Provides a review of research focused on sediment 
fluxes in Appalachian watersheds, sediment source and flow pathway dynamics in mixed-
use watersheds, sediment dynamics in backwater confluences of streams and regulated 
rivers, numerical modeling of confluence floodplain sedimentation dynamics, and role of 
particulate nitrogen in total nitrogen budgets. 
Chapter 3: Methodology. Outlines methodology for the data collection, data 
analysis, and the modeling framework for both the sediment flux model and the confluence 
floodplain sediment transport model.  
Chapter 4: Results. Details the results of the sediment flux model, the hysteresis 
and sediment source decomposition analysis, the confluence floodplain sediment transport 
model, and the particulate nitrogen yield estimates.  
Chapter 5: Discussion. Discusses the results and implications from the investigation 
of watershed and confluence floodplain sediment transport dynamics.   
Chapter 6:  Conclusions and Future Work. Summarizes the major findings of this 
thesis and highlights future research needs. 
Chapter 7: References Cited. Lists the details of works cited in this thesis. 
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CHAPTER 2.  LITERATURE REVIEW 
2.1 Sediment Fluxes in Appalachian Watersheds 
 Few studies have investigated sediment fluxes Appalachian watersheds and the 
sediment fluxes reported are highly variable (see Table 2.1). Of the studies that have been 
conducted, the majority are focused on watersheds in the Central Appalachian ecoregion. 
No studies in our review reported sediment flux estimates for watersheds in the Western 
Allegheny Plateau. The majority of sediment flux studies were conducted by government 
agencies for infrastructural purposes such as predicting the usable life span of on-stream 
reservoirs, designing domestic water supplies, and setting total maximum daily loads (U.S 
EPA, 2007; Williams and Reed, 1972; Bolstad et al., 2006). A few other studies were 
focused on assessing the impact of mining disturbances on watershed sediment fluxes 
(Burns and McArthur, 1996; Ward, 1984; Fox and Martin, 2015). Although two of the 
studies were conducted in mixed use watersheds, none examined the influence of landcover 
on watershed sediment fluxes or specifically the role of urban disturbances. The urban 
influences may be particularly important since urban areas throughout Appalachia are often 
located near tributary-main river confluences. Because of the proximity to the regulated 
river, contaminants have short transit times, limiting the tributaries ability to decrease 
contaminants exported to the main river (Alexander et al., 2008; Ford et al., 2020).  
Regarding methods of measuring sediment fluxes, studies in Appalachia have 
predominately used variations of sediment rating curves to estimate annual sediment loads. 
However, in other watersheds (outside of Appalachia) rating curves developed from 
weekly or even daily sampling have been found to be an inadequate way to characterize 
the temporal variability in suspended sediment concentration, usually missing peak 
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hydrologic events which are the periods of greatest concentration (Lewis and Eads, 2009). 
In addition, mixed-use watersheds found in Appalachia have variable sediment source 
dynamics. But even after extensive monitoring, a single rating curve likely cannot account 
for the change in the hysteretic behavior from event to event. To overcome this, methods 
such as rising and falling limb rating curves have been used to attempt to account for 
hysteresis patterns.  Nevertheless, accurate quantification of sediment yields may require 
long-term, continuous monitoring of both discharge and suspended sediment concentration 
(Schilling et al., 2011).  
Increased robustness and reliability of in situ water quality monitoring sensors have 
reduced this barrier for researchers and allowed continuous high-frequency monitoring at 
resolutions that were previously infeasible (Vaughan et al., 2017). Specifically, in stream 
turbidity sensors are a widely used surrogate for suspended sediment concentrations 
capable of capturing diel variations in sediment concentrations and storm event dynamics 
(Snyder et al., 2018).  Turbidity is a measurement of the optical clarity of water and it 
correlates well with suspended sediment concentrations because the turbidity is largely 
controlled by suspended particles in the water column that scatter light (Rasmussen et al., 
2009; Jastram et al., 2010).  A relationship can be established to continuously predict 
suspended sediment fluxes from the turbidity data, accurately capturing variable sediment 
dynamics during events. Of the few studies quantifying annual sediment yields in 
Appalachia, none have utilized high resolution turbidity sensors or assessed how typical 
rating curve methods impact estimation of seasonal and annual sediment fluxes.    
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2.2 Sediment Source and Flow Pathway Dynamics in Mixed-Use Watersheds 
 Management of sediment yields from watersheds require a rigorous understanding 
of the sources activated during storm events because events are key periods in which both 
nutrients and sediment are mobilized, transported along flow pathways, and delivered to 
adjacent waters downstream (Lloyd et al., 2016a; Beschta, 1987; Evans et al., 2003; Meade 
and Parker, 1985; Walling and Webb, 1987). Storm event analyses can provide a unique 
insight into variability in the sources of solutes and sediment within the watershed and the 
hydrologic pathways that connect the sources to the stream channel (Wymore et al., 2019). 
An understanding of the transport pathways activated during storm events can be 
developed by studying the changing relationships between discharge and water quality 
parameters throughout the length of the event. This relationship often exhibits a non-linear 
loop like behavior known as hysteresis (Lloyd et al., 2016a). Hysteresis loops vary in size 
and shape as a result of the lag in response time between the peak discharge and the peak 
concentration (Lloyd et al., 2016b). Hysteresis loops that fall into the same class, suggest 
similar sources and transport processes are occurring during both events.    
 Hysteresis analysis has been used to link sediment source availability and flow 
pathway dynamics to watershed sediment fluxes in mixed-use watersheds. The supply and 
location of sediment sources within the watershed have a strong influence on the hysteretic 
behavior during storm events (Gellis, 2013). Mixed-use catchments have a variety of loop 
types and can experience more complex hysteresis loops, like figure-8 patterns, as a result 
of a combination of sources and transport processes occurring simultaneously. 
Cumulatively, previous research suggests that qualitative hysteresis analysis and 
quantitative hysteresis indices can help inform important sources of sediment fluxes in 
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watersheds and provide insight into time-varying land cover controls from these 
watersheds (Wymore et al., 2019). The following provides a review of the relevant land 
cover impacts on sediment source supply and documented hysteresis effects. 
In forested watersheds, the suspended sediment in streams is supplied from 
floodplain erosion, mass movement, surface erosion on hillslopes, subsurface erosion 
sources, and previously deposited sediments in the stream network. Floodplain erosion 
rates in forested headwater streams are typically low but can be an important source of fine 
sediment in areas where floodplains exist adjacent to the stream channel (Gomi and 
Hassen, 2005). Mass movements such as landslides and debris flows are infrequent 
external sediment sources in forested steepland regions but can be a major source during 
the storm events in which they occur and the contribution to the suspended sediment supply 
depends of the degree of connectivity from the hillslopes to the stream channel (Gomi and 
Hassen, 2005; Roberts and Church, 1986). In general, surface erosion is not a large 
contributor to the suspended sediment yields due to the dense vegetation cover in forested 
areas. However, during high antecedent moisture conditions, overland flow may mobilize 
sediment from areas that are not typically connected to the channel network (Gomi and 
Hassen, 2005; Rivenbark and Jackson, 2004). Regarding subsurface erosion sources, recent 
studies have suggested that sediment concentration peaks on the receding limb in forested 
watersheds may be attributed to subsurface sediments originating from macropores, which 
can induce complex hysteresis loops when activated (Wymore et al., 2019).  Previously 
deposited sediments in forested streams may become partially or totally mobilized and 
contribute to the suspended sediment and is dependent on the availability of fine sediment 
storage in the channel (Paustian and Beschta, 1979; Sidle and Campbell, 1985). Often there 
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is also some seasonal variability to the accumulation and exhaustion of the stored surface 
material and this source results in a clockwise hysteresis loop (Gellis, 2013).  
Anthropogenic disturbances and spatial distribution of these disturbances within a 
watershed add to the complexity of analyzing sediment source dynamics in mixed used 
watersheds.  Sediment sources in agricultural watersheds include erosion of upland soils, 
collapse of streambanks, and resuspension of bed sediments, which could result in both 
clockwise and counter-clockwise hysteresis pending proximity of agricultural land-cover 
to the stream monitoring station (Schilling et al., 2011).  Sediment sources in urban 
watersheds are streambanks, streets, and uplands (Devereux et al., 2010). Urban areas 
experience high runoff volumes that dilute the suspended sediment concentrations on the 
rising limb and the upland sediments often arrive on the receding limb subsequently 
resulting in counterclockwise hysteresis loops (Gellis, 2013).  Due to the flashy nature of 
these systems, streambanks have often been found to be the main contributor to suspended 
sediment loading in urban systems and would exhibit single-line hysteresis patterns since 
this source increases proportionally with flow (Williams, 1989; Megnounif et al., 2013). 
Megnounif et al. (2013), recently developed a method that enables source unmixing based 
on hysteretic patterns. Source signals are used to partition sediment yields into baseload 
and wash loads. Wash loads represents the supply of new sediment sources that become 
available, such as upland sources as well as the re-suspension of recent deposits throughout 
the fluvial network (Megnounif et al., 2013). Baseloads are a result of the erosive power of 
the flow and represent the erosion of gully, streambed, and streambank sources. The 
baseload may be exacerbated in urban streams where flashy hydrologic response results in 
high peak flows that are dilute in upland sediments (Gellis, 2013; Megnounif et al., 2013).  
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2.3 Backwater Confluences of Streams and Regulated Rivers 
Backwater confluences are low gradient regions where low-order tributaries 
discharge to larger, high-order regulated rivers. These features are abundant in large 
regulated river basins and serve critical economic and ecological functions as they often 
form floodplain wetlands (Ford et al., 2020).  During flooding, the tributary and the 
floodplain become hydrologically connected when the riverine floodwaters meet the 
locally derived water in a process known as perirheic mixing (Junk et al., 1989; Tockner 
et al., 1999; Jones et al., 2014). Zones of perirheic mixing promote rapid deposition-erosion 
dynamics and nutrient transformation processes due to increased hydraulic residence times 
and steep redox gradients (Mertes 1997; Banach et al., 2009; Chow et al., 2013; Jones et 
al., 2014; Jensen and Ford, 2019). For this reason, floodplain wetlands have been proposed 
as a watershed management strategy to reduce nitrogen loads in the lower Mississippi River 
Valley (Mitsch et al., 2001), yet it is imperative to implement strategies that maximize 
pollutant removal while minimizing the mobilization of nutrients (Jones et al., 2014).  
Given that fine sediments are rich in nutrients that are subject to regeneration, consideration 
of sediment transport dynamics is critical for effective management.   
Historically, research on sedimentation dynamics in confluence features began with 
a focus on confluence geometry and geomorphology and the implications for depositional 
fluxes in downstream portions of the main-river reach. Miller (1958) was one of the first 
scientists to bring attention to confluences when he noted changes in channel width and 
bed material at channel junctions. His research proposed a relationship between the channel 
width downstream of the confluence and the widths of the two converging channels. While 
this work was relatively rudimentary, it emphasized the significance of channel 
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confluences as important points of change within a fluvial system. This encouraged others 
to begin to investigate confluence features. Several following studies found that the 
confluence angle and the discharge ratio between the confluent channels are the dominant 
control on flowrates, sediment transport processes, and bed morphology at the confluences 
(Mosley,1976; Best, 1986). Knighton was one of the first to study sediment dynamics at 
confluences and documented that the change in downstream grain size of the bed material 
within the main channel is related to the geology and length of the confluent tributary 
(Knighton, 1980; Best, 1986). Contemporary research on sedimentation dynamics in 
confluences of small tributaries with large rivers have all continued to focus on downstream 
sedimentation dynamics (Benda et al., 2004; Leite Ribeiro et al., 2012; Marren et al., 2014). 
Only recently have studies assessed sedimentation dynamics of backwater confluence 
features (Ford et al., 2020). A need exists to quantify the magnitude of sediment 
depositional fluxes in confluence floodplains.  
2.4 Numerical Modeling of Confluence Floodplain Sedimentation Dynamics 
In backwater confluence zones, river and tributary flow regimes and sediment 
source dynamics are perceived to be key drivers of sedimentation dynamics (Ford et al., 
2020). Isolated backwater flooding of the regulated river is caused by regional storm 
events. The flow conditions on the regulated river rise and the confluence becomes 
inundated creating zones of nearly stagnant flow. The backwater decreases the energy 
gradient and promotes deposition of river sediments on the confluence floor. Isolated 
flooding of the tributary is caused by local events. The flow conditions on the tributary rise 
and causes downstream flooding. Local events increase the energy and transport capacity 
of the fluid entering the tributary and sediment from the upland sources and in-stream 
14 
 
sources is transported downstream through the confluence and to the river. However, due 
to the low gradient nature of most confluence zones, the decelerating flow conditions 
encourage some deposition of tributary sediments on the confluence floor before being 
discharged to the river. Concurrent flooding of both the river and the tributary is most often 
the case during storm events and results in a highly complex mixture of two contrasting 
flow conditions for isolated river and tributary flooding. The sedimentation dynamics at 
the confluence during concurrent flooding are a combination of sediment deposition from 
the river’s backwater, sediment deposition from the tributary, and sediment erosion and 
transport through the confluence through to the river (Ford et al., 2020). Ford et al. (2020) 
used isotope tracers to identify source provenance of sediments from the tributary and 
riverine sources in a backwater confluence stream channel.  The study recognized that these 
measurements provide only a snapshot in time, and thus temporally dynamic depositional 
dynamics remain poorly understood and alternative methodologies are needed to 
characterize floodplain depositional patterns and the governing mechanics.    
Given the hydraulic and sediment source complexity, time-stepping numerical 
modeling of floodplain wetland systems may help quantify prevailing controls on 
sedimentation dynamics in these understudied watershed features. Due to the unsteady, 
non-uniform flow conditions that occur in backwater confluences, unsteady flow modeling 
is needed to accurately simulate the complex hydrodynamics. Regarding sediment 
transport processes, erosion/deposition may occur in both floodplains and the stream 
channel and need to be considered.  Potential sinks of sediment include deposition to the 
floodplain and streambed, while potential sources include erosion of floodplain and stream 
sediments (including remobilization of previously deposited sediments), and erosion of 
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cohesive streambanks.   Modeling these systems can provide insight into hotspots of 
sediment erosion and deposition dynamics in confluence features.  
In order to validate such models, high-frequency upstream-downstream monitoring 
platforms are critical to capture the rapidly varying source and transport dynamics. 
Sediment transport models require continuous sediment input time series data at the 
boundaries (Lepesqueur et al., 2019). Robust sediment transport boundary conditions are 
very important to accurately model the sedimentation dynamics and become even more 
important in unsteady flow models (Gibson, 2006). Insufficient boundary conditions can 
often be a source of model error, as well as model instability (Gibson, 2006). The majority 
of sediment is transported during storm events lasting only a small fraction of the year 
(Inamdar et al., 2015). These events have highly variable sediment transport patterns that 
cannot be accurately represented by manual sampling alone (Lepesqueur et al., 2019). The 
unpredictability of sediment transport is only further complicated by the variable hydraulic 
conditions at the confluence of these backwater systems.  Alternating tidal flow conditions 
and the associated sediment dynamics of the river and tributary result in highly complex 
boundary inputs to the control volume. In sediment transport modeling, high-frequency 
turbidity monitoring is often recognized as the best proxy for obtaining the continuous time 
series of SSC that is needed for the boundary conditions (Martínez-Carreras et al., 2016; 
Lepesqueur et al., 2019). 
2.5 Implications for Nitrogen Budgets 
Particulate nitrogen delivery from steep-gradient Appalachian watersheds with 
predominantly forested landcover is likely a significant contributor to fluvial N budgets in 
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the Western Allegheny Plateau.  Traditionally, nutrient research has focused almost 
exclusively on dissolved species of nitrogen and neglected particulate nitrogen (Galloway 
et al. 2008). Nevertheless, recent studies have shown that in steep-gradient watersheds, 
particulate N may be the dominant form of N transported during storm flows (Hoover and 
Mackenzie, 2009; Taylor et al., 2015; Inamdar et al., 2015).  In a forested watershed with 
moderate slope gradients, Inamdar et al. (2015) found that particulate nitrogen was the 
dominant form of nitrogen transported during storm events and contributed up to 87% of 
the total nitrogen concentrations. These fluxes are important to consider, as a large portion 
of the particulate nitrogen exports are then deposited within the fluvial network and subject 
to regeneration, through mineralization and subsequent nitrification, during low flow and 
low input conditions (Peterson et al., 2001). The deposition and subsequent transformations 
of particulate nitrogen exports in the fluvial network could have significant consequences 
for nitrogen cycling in downstream regulated rivers; therefore, understanding the timing 
and magnitude of PN yields is recognized.  
Regarding confluence floodplains, their net source/sink capacity broadly depends 
on sedimentation dynamics and subsequent fate of particulate N within the confluence.  
Many studies have characterized riverine wetlands as net sediment and nutrient sinks with 
little analysis of site nutrient and sediment budgets or deposition and erosion processes 
(Arp and Cooper, 2004). In river water, phosphorus is often adsorbed to sediment particles 
causing sediment deposition to be widely recognized as a major source of dissolved 
reactive phosphorus in floodplain wetlands (Mitsch et al. 1979; Johnston 1991; Vought et 
al. 1994; Olde Venterink et al., 2006). Sediment deposition is generally not recognized as 
a major source of dissolved inorganic nitrogen in floodplain wetlands because the fraction 
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of nitrogen adsorbed to suspended matter is typically low in river water. However, the 
annual N-input by sediment deposition per area floodplain has still been found to be very 
high, often exceeding 100 kg-N/ha/year (Olde Venterink et al., 2006). It has been 
questioned whether the nutrient inputs from sediment deposition is permanent or 
temporary, since these sediments could be resuspended during future inundation events, or 
regenerated through biochemical processing (Peterson et al., 2001; Olde Venterink et al., 
2006; Ford et al., 2017).  It is imperative to understand sediment N being deposited and 
eroded spatially throughout the floodplain to understand how confluence floodplains 
influence water quality.   
Accurate estimates of particulate N yields and depositional dynamics requires 
coupling of high frequency sediment dynamics with sediment N composition, which can 
vary with sediment source inputs.  In part, particulate nitrogen fluxes are underrepresented 
in fluvial nitrogen budgets because they require accurate quantification of sediment fluxes 
and temporal variability of sediment N composition.  High-frequency turbidity sensors may 
partially overcome this limitation.  Organic particles and organic coatings on inorganic 
sediments can absorb light instead of scattering it causing non-linearity to occur between 
suspended sediment concentration and turbidity (Bright et al., 2018). Since particulate 
organic matter (POM) can scatter light differently than inorganic materials, turbidity has 
been used as a surrogate for POM concentrations and has even been found to be a better 
indicator of turbidity than suspended sediment concentrations in some systems (Bright et 
al., 2018). The relationship between POM content and turbidity may enable elucidation of 
continuous particulate N flux estimates within the watershed.  
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2.6 Tables and Figures 
Table 2.1. Reported sediment load estimates for Appalachian watersheds. 
Reference Ecoregion Landcover 
Watershed 
Size 
Sediment Loading 
Methods 
Sediment 
Loading 
Estimates 
Burns and 
McArthur 
(1996) 
Central 
Appalachians  
Over 60% forested 
with some mining 
disturbances 
263 mi2 
Fit upper and lower curve to 
sediment yields from 
published studies in the 
region 
325-708 
t/yr/mi2 
Williams 
and Reed 
(1972) 
Ridge and 
Valley 
 
 
Piedmont 
Plateau 
 
 
Appalachian 
Plateau 
65% Forested, 
15% Cultivated, 
17% Grass, 3% 
Urban 
 
22% Forested, 
40% Cultivated, 
41% Grass, 3% 
Urban 
 
64% Forested, 9% 
Cultivated, 19% 
Grass, 8% Urban 
301 mi2 
 
 
510 mi2 
 
 
282 mi2 
Estimated from measured 
sediment yields at various 
stations 
76 t/yr/mi2 
 
 
220 t/yr/mi2 
 
 
140 t/yr/mi2 
Bolstad et 
al. (2006) Blue Ridge 
 
100% Forested 
 
100% Forested 
 
72.6% Forested, 
26.2 % 
Agricultural 
 
95.8% Forested 
 
87.3% Forested, 
4.9% Agricultural 
 
2.2 mi2 
 
0.6 mi2 
 
0.5 mi2 
 
 
1.7 mi2 
 
6.5 mi2 
 
Estimated using separate 
rating curves were 
generated for the rising and 
falling limbs of the 
hydrographs due to 
hysteretic relationships. 
*9.3 t/yr/mi2  
 
*6.2 t/yr/mi2 
 
*32.6 t/yr/mi2 
 
 
*37.3 t/yr/mi2 
 
*88.6 t/yr/mi2 
 
U.S. EPA 
(2007) 
Central 
Appalachians 
63.4% Forested, 
19.1% Pasture, 
11.1% Cropland, 
6.3% Urban 
285 mi2 
Estimated using a sediment 
delivery ratio formula found 
using the CBP Phase V 
Model 
63 t/yr/mi2 
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Dun et al. 
(2013) 
Central 
Appalachians 
100% Forested 
 
100% Forested 
0.12 mi2 
 
0.13 mi2 
Assumed equal parts of 
particulate and dissolved 
matter and estimated the 
concentration of dissolved 
matter from the measured 
anion and cation 
concentrations 
36.25 t/yr/mi2 
 
20.72 t/yr/mi2 
Ward 
(1984) 
Central 
Appalachians 
Predominately 
forested with 
mining and 
logging 
disturbances 
 
Predominately 
forested with 
human 
disturbances 
5.06mi2 
 
 
151 mi2 
Estimated d using 
suspended-sediment 
regression curves for each 
water year 
22.9-139.5 
t/yr/mi2 
 
 
38.7-174.9 
t/yr/mi2 
Fox and 
Martin 
(2015) 
Central 
Appalachians 
91% Forested, 9% 
Reclaimed mining 
 
91.6% Forested, 
8.4% Reclaimed 
mining 
 
1.36 mi2 
 
 
0.86 mi2 
 
Estimated using a sediment 
yield model calibrated by 
sediment fingerprinting 
 
207.2 
t/yr/mi^2 
 
440.3t/yr/mi^2 
 
  
20 
 
CHAPTER 3.  METHODOLOGY 
3.1 Study Site 
To meet the objectives of the study, the Fourpole Creek watershed (60.6 km2) 
located in southwestern West Virginia was selected as the study site. Fourpole Creek is a 
fourth order tributary of the Ohio River and the outlet of the watershed is located along the 
Ohio River in Huntington, WV (Figure 3.1). This watershed was selected for study 
because: 1) the watershed is part of a broader NSF EPSCoR RII T2 project focused on 
studying controls of nutrients to the Ohio River, 2) previous studies have been conducted 
on sediment and nitrogen dynamics in the watershed (Jensen and Ford, 2019; Ford et al., 
2020), 3) Fourpole Creek and its watershed is representative of the broader land cover, 
geology, and topography in the ecoregion (Jensen and Ford, 2019) suggesting that findings 
may help inform the transport dynamics of the broader ecoregion; 4) the presence of a 
backwater confluence floodplain at the watershed outlet that has well-defined upstream 
and downstream boundaries for monitoring and numerical modeling applications.  
Upstream of the confluence floodplain wetland, the majority of the watershed 
experiences moderately high slopes (Figure 3.2) around 87-131. The highest slopes are 
found in the southwestern area of the watershed which is within 4 miles confluence 
floodplain. The slopes drastically decrease as you approach the confluence with the Ohio 
River. The northern areas of the watershed experience extremely low slopes ranging from 
0-38%.  The Foupole Creek watershed has geology composed of shale, sandstone, and 
alluvium with predominantly C hydrologic group soils. The predominate soil type in the 
uplands is Gilphin-Upshur, found in different textures and at different slopes (Figure 3.3). 
These lowland areas have the highest intensity of development. There are small areas of 
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fully developed and currently developing areas in the uplands of the watershed, but it 
remains predominately undisturbed forested land. The majority of the forested area is 
deciduous forest with areas of mixed forest found along upstream tributaries of Fourpole 
Creek. There are some small agricultural disturbances in the uplands, however the 
agricultural land use is largely pasture/grassland with hardly any cultivated crops. Overall, 
the Fourpole Creek watershed is a mixed-use watershed with 62% forested, 34% urban and 
3% agricultural/grassland land uses (Figure 3.4).   
At the confluence of Fourpole Creek and the Ohio River is a riparian forested 
wetland (Figure 3.5), which is regulated by hydrologic regimes of the Ohio River and 
Fourpole Creek (Ford et al., 2020). The wetland area is 0.25 km2 or about 0.4% of the total 
watershed drainage area. Most of the wetland is classified as a palustrine forested wetland, 
meaning it is a nontidal wetland dominated by trees, shrubs, mosses, and lichens (Jensen 
and Ford, 2019). The water regime is classified as temporarily flooded so surface water is 
often present throughout the wetland for short periods of time. The inundation levels of the 
wetland are primarily controlled by backwaters from the Ohio River, but could also be 
influenced by extreme local events.  The stream channel is well defined and is comprised 
primarily of coarse-grained (greater than 53 micrometer) sediments, with limited transient 
storage (Ford et al., 2020).  The tributary overbanks are predominately Chargin-Melvin silt 
loam that becomes flooded frequently. Another predominate soil type found in the 
confluence floodplain is Chagrin silt loam. It lies in areas with 0 to 3 percent slopes and 
occasionally becomes flooded. Throughout the floodplain areas of udorthents can be found. 
These are areas of wet soils where the upper soil material has been disturbed.  
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This study leverages two monitoring stations that are part of the NSF SENSE 
monitoring program (Figure 3.5).  At the confluence of Fourpole creek and the Ohio River 
is a confluence floodplain wetland that is frequently inundated during high flows from the 
Ohio River, creating backwater tidal inputs from the river, and non-uniform flow 
conditions propagating upstream.  We have established high-frequency monitoring 
platforms upstream of the wetland and at the river confluence.  At the upstream location, a 
YSI EXO2 sonde was deployed from August 2018 to present.  At the downstream station, 
a YSI EXO2 sonde, SUNA V2 nitrate sensor, and two Teledyne 6712 automated samplers 
were located at the Fourpole Creek floodwall station and have been deployed since June 
2017.  Automated samplers were not possible at the upstream location because of 
vandalism and theft issues.  At both upstream and downstream locations, time-integrated 
sediment trap samplers have been deployed and have collected weekly samples since July 
2016 (Phillips et al., 2000).   
3.2 Data Collection and Analysis 
YSI EXO2 sondes at both stations included sensors to measure turbidity, fDOM, 
conductivity, temperature, pH, dissolved oxygen, and depth at a 15-minute resolution. The 
sonde probes were cleaned and calibrated once a month to prevent instrument drift. There 
are no built in QC flags for the YSI EXO2 outside of the SmartQC mechanism used during 
calibration. Six quality control checks were used as outlined by Campbell et al. (2013): 
date and time, range, persistence, change in slope, internal consistency, and spatial 
consistency. The time and date of each deployment was recorded in the field notes and the 
time and date stamps were cross checked with the actual date and time of deployment. The 
sondes were always deployed in the current time zone, EST or EDT. The time and date 
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stamps were manually corrected for data sets from sondes deployed in the field during a 
time change. A MATLAB script was developed to flag data that fell outside of the 
measurable range for each sensor probe. The ranges were defined for each sensor probe in 
the EXO User Manual. The data was manually reviewed for identical sequential 
measurements and periods of data where this occurred were omitted since this is indicative 
of sensor failure or fouling. The data was also manually reviewed for sharp increases or 
decreases over a short intervals and periods where this occurred were also omitted since 
this indicates the sensor was disturbed or malfunctioned. Internal consistency was reviewed 
by checking for consistency in trends between related parameters (i.e. conductivity often 
decreases as turbidity increases). Spatial consistency was reviewed by comparing general 
trends in the data between the two sites. Linear interpolation was used to gap-fill data that 
was deemed erroneous (Snyder et al., 2018; Campbell et al., 2013).  
Due to vandalism and theft issues, automated samplers were not used at the 
upstream YSI monitoring station.  Instead, Teledyne ISCO 6712 samplers were installed 
at the floodwall station approximately 2 km downstream. Samplers were utilized from 
November 2018 to August 2019. One sampler was programed to collect a sample every 
seven hours for a week and when the first sampler finished its program the second sampler 
followed the same routine for the next week. In addition to these regular interval samples, 
storm events were targeted and the samplers were programed to take hourly samples in 
order to collect high resolution data and capture both the rising and falling limb of the 
events. The samples were collected bi-weekly and brought back to the laboratory where 
the samplers were refrigerated in a dark space until analysis.  
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 Each of the ISCO grab samples were filtered using Whatman GF/C 1.2µm filters, 
dried, and then reweighed to determine the total suspended solids (TSS) concentration per 
EPA method 160.2 (NCASI Technical Bulletin No. 291, 1977). After the samples were 
analyzed for TSS, the filters were placed in a muffle furnace at 550°C and then reweighed 
to determine the particulate organic matter (POM) content following standard methods 
(ATSM, 2002). Prior to filtration, a turbidity measurement of the homogenized sample was 
taken for each grab sample using a YSI EXO2 sonde identical to the sonde measuring the 
turbidity in the field and 50mL of each sample was subsampled for particle size distribution 
analysis. A LISST-Portable XR laser diffraction particle size analyzer from Sequoia 
Scientific was used to obtain a particle size distribution for each sample.  
3.3 Analytical Methods 
3.3.1 Sediment Flux and Yield Estimates 
A site-specific suspended sediment concentration prediction model was developed 
to estimate suspended sediment concentrations from the continuous turbidity 
measurements. The measured TSS concentrations and the corresponding turbidity 
measurements were compiled and a power relationship was established for this data set. 
Turbidity measured in the field was used as the explanatory variable and a regression model 
was computed to predict the response variable, TSS. A simple regression model is usually 
sufficient for the relation of turbidity to suspended-sediment concentration, but in some 
cases a multiple linear regression with turbidity and flowrate as the explanatory variables 
can do a better job predicting the suspended sediment concentration (Rasmussen et al., 
2009). Since the grab samples were collected at the confluence, backwater from the Ohio 
River may result in contrasting sediment source inputs that have a different TSS-Turbidity 
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curve. To investigate if these factors had any impact on the turbidity-suspended sediment 
concentration relationship, a multiple linear regression was also performed with both 
turbidity and flowrate as the explanatory variables. To validate the prediction model 
created from field turbidity measurements, another simple linear regression was performed 
with the lab measured turbidity measurements and their corresponding TSS concentrations. 
This was to ensure/validate that drift or fouling in the field did not strongly influence TSS-
Turbidity relationships. 
To verify analogous sediment properties and TSS-Turbidity curves at the 
downstream and upstream site, we performed a laboratory study in which artificial TSS-
Turbidity curves were developed using sediment trap samples at upstream and downstream 
locations (Ford et al., 2020).  As previously discussed, grab samples could not be collected 
at the upstream site, so it had to be assumed that the relationship between turbidity and 
suspended sediment concertation at the upstream site was the same as the computed 
relationship at the downstream site. To confirm this assumption, a small laboratory 
investigation was conducted. Archived sediment trap samples from both sites were used to 
create artificial grab samples for both the respective sites. The concentrations of the 
artificial samples ranged from 50mg/L to 1200mg/L and were created using sediment 
samples from different seasons over multiple years to account for temporal sediment 
concentration variability.  Turbidity measurements were taken for each sample using a YSI 
EXO2 sonde. Regressions were performed for the upstream and downstream lab test and 
the turbidity-suspended sediment concentration relationships. Hypothesis testing, 
specifically a t-test, was used to determine if there was a difference in the regression 
coefficients and no statistical difference was found. 
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 Following estimation of continuous TSS estimates at the depth of the sensor, a data 
driven model was created in MATLAB to estimate sediment fluxes and yields following 
well-established methods for fixed-station monitoring platforms. Discharge of suspended 
sediment was calculated as follows (Chang, 1988). 
𝑞𝑞𝑠𝑠𝑠𝑠 = ∫ 𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑
𝐷𝐷
𝑎𝑎              (3.1) 
where, qss is the suspended sediment flux per unit width of the channel (mg/s/m), D is the 
flow depth (m), a is the depth at which sediment suspension begins (m), C is the suspended 
sediment concentration (mg/m3), and u is the velocity (m/s). 
This requires both a concentration and a velocity profile that vary over the flow depth. The 
velocity profile was found by calculating the velocity at 50 different depth intervals evenly 
spaced throughout the depth profile. This was done for each time step using the following 
log-law equation: 
𝑢𝑢
𝑈𝑈∗
= 8.5 + 2.5 ln� 𝑧𝑧
𝑘𝑘𝑠𝑠
�           (3.2a) 
𝑈𝑈∗ = �𝑔𝑔𝑔𝑔𝑆𝑆𝑓𝑓              (3.2b) 
𝑆𝑆𝑓𝑓 =
𝑄𝑄|𝑄𝑄|𝑛𝑛2
2.208𝑅𝑅
4
3𝐴𝐴2
            (3.2c) 
where, 𝑈𝑈∗ is the shear velocity (m/s), 𝑆𝑆𝑓𝑓  is the friction slope (m/m), Q is the volumetric 
flowrate, n is the Manning’s roughness coefficient (unitless), u is the fluid velocity at the 
specified flow depth (m/s), z is the depth of interest (m), and 𝑘𝑘𝑠𝑠 is Nikuradse sand 
roughness (m).  There are no gaging stations monitoring flowrate within Fourpole Creek 
since there is often non-uniform flow conditions, so the flowrates at the upstream location 
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were estimated using an area weighted discharge method based on flowrates at a nearby 
stream gage with comparable watershed characteristics (Jensen and Ford, 2019; Emerson 
et al., 2005). This method uses known flowrates from a neighboring reference watershed 
and the ratio of both watersheds’ drainage area to predict the unknown flowrates in the 
watershed of interest using the following equation: 
𝑄𝑄𝐹𝐹𝐹𝐹 = 𝑄𝑄𝐻𝐻𝐹𝐹 ∗ �
𝐷𝐷𝐴𝐴𝐹𝐹𝐹𝐹
𝐷𝐷𝐴𝐴𝐻𝐻𝐹𝐹
�             (3.3) 
where, QFC is the estimated stream flow in cubic feet per second for the site of interest 
(Fourpole Creek), QHC is the streamflow in cubic feet per second for the streamflow at the 
gaging station of the reference watershed (Hurricane Creek), DAFC is the drainage area in 
square kilometers for the watershed of interest (Fourpole Creek), DAHC is the drainage area 
in square kilometers for the watershed in which the streamflow gaging station is located 
(Hurricane Creek). 
Hurricane Creek has USGS gage station 03201405 monitoring discharge at a 15-
minute resolution, so it served as a good reference watershed. It neighbors the Fourpole 
Creek watershed and lies approximately 17 miles to the east. In addition to its proximity, 
the watersheds are very similar in size, soil type, land use, and geology (Jensen and Ford, 
2019).  Although the Fourpole Creek watershed and the Hurricane Creek watershed are 
only a few miles apart, winds typically move storms from west to east. The Hurricane 
Creek watershed lies almost due east of the Fourpole Creek watershed, creating the 
potential for differences in the timing of peak flowrates. This lag time between the peak 
flowrate in Fourpole Creek and Hurricane Creek is mostly dependent upon the speed at 
which the storm is moving. This is variable for each individual storm event, so the lag times 
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were investigated for 19 different events. This was done by comparing the timing of the 
peak depth reported from the YSI at the upstream monitoring station to the timing of the 
peak flowrate calculated using the area weighted discharge method. For every event the 
flow depth peaked before the peak discharge. The difference in peak to peak timing ranged 
from 45 minutes to 5 hours with a median of 2.5 hours. For the investigation of individual 
events the peak depth and peak discharge were aligned to be able to accurately investigate 
the hysteresis patterns and event sediment yields.  
The sediment concentration profile was calculated using the Rouse Equation 
(Chang, 1988):  
𝐹𝐹
𝐹𝐹𝑎𝑎
= �𝐷𝐷−𝑧𝑧
𝑧𝑧
∗ 𝑎𝑎
𝐷𝐷−𝑎𝑎
�
𝑧𝑧∗
           (3.4a) 
𝑑𝑑∗ =
𝑤𝑤𝑠𝑠
𝐾𝐾𝑈𝑈∗
                        (3.4b) 
𝑤𝑤𝑠𝑠 =
𝑅𝑅𝑅𝑅𝐷𝐷2
18𝑣𝑣+(0.75𝑅𝑅𝑅𝑅𝐷𝐷3)0.5
  (Bright et al., 2018; Ferguson & Church, 2004)    (3.4c) 
where, 𝑤𝑤𝑠𝑠 is the settling velocity (m/s), R is the ratio of fluid to particle density (unitless), 
D is the particle diameter (m), v is the kinematic viscosity of water (m/s2), K is 
VonKarman’s constant (unitless), and g is the acceleration due to gravity (m/s2). The 
average particle diameter was determined as a function of turbidity, for each time step, 
using a turbidity-D50 particle size relationship found from our analysis of ISCO samples.  
After both profiles had been found and the suspended sediment discharge per unit 
width was calculated for each time step, the data was multiplied by the channel width to 
report the sediment flux at each time step. Then the sediment fluxes were summed and 
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multiplied by the time step (15 minutes or 900 seconds) to produce sediment yields for 
individual events.  
 To compare sediment yields using this methodology to typical methodologies used 
in the literature, the annual sediment yield for the 2019 calendar year was estimated using 
both the continuous model and a modified sediment rating curve approach. Due to 
hysteretic relationship between suspended sediment and discharge, separate rating curves 
were generated for the rising and falling limb of the hydrographs, which is consistent with 
methods used in Appalachian sediment transport studies (Bolstad et al. 2006). The curves 
were derived from hourly paired sediment flux and discharge measurements. The sediment 
flux measurements were found from the continuous model and discharge measurements 
were calculated using the area weighted method mentioned previously. The paired data 
was separated in to respective rising and falling limb datasets and a unique power function 
was fit to each set. The power functions were used to predict concentrations from 15-
minute discharge data, the rising limb function was used when discharge rates were 
increasing over time and falling limb function was used when discharge rates were 
decreasing over time. The concentrations were transferred into mass fluxes and summed 
up to reach a total annual sediment yield measurement.  
3.3.2 Storm Event Sediment Source and Pathway Analysis 
Watershed sediment source and pathway dynamics were investigated through 
hysteresis and sediment unmixing analysis. Sediment transport hysteresis occurs due to the 
differences the timing of peak sediment concentrations and discharge. The analysis of the 
hysteretic loop patterns can be used determine the dominant sediment sources activated 
during an event.  These loops can be further quantified using hysteresis indexing. The 
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hysteresis index allows for objective classification of the size and direction of the hysteresis 
loop. Source signals in the hysteresis loops can be used to unmix sediment sources and 
partition sediment yields into baseload and wash loads. These analytical methods were 
used to help understand the watershed sedimentation dynamics.  
A storm event was defined as any hydrological response to precipitation that 
resulted in a rising and falling limb (Lloyd et al., 2016a). Events were identified by an 
increase in discharge by at least 20% above flowrate prior to the precipitation. The 
discharge can recede for long periods of time depending on the intensity of the storm, so 
the falling limb ended when the flowrate came within 5% of the initial flowrate on the 
rising limb. If another storm occurred before the discharge had the chance to return to prior 
flow conditions, the falling limb ended at the lowest flowrate before the discharge began 
to increase again. Hysteresis analysis was performed with discharge and suspended 
sediment concentration for each of the 19 storm events at the upstream site. Hysteresis is 
based on the response time of discharge and sediment concentration, so the flowrate timing 
was adjusted for each event individually so that the peak discharge and the peak flow depth 
occurred simultaneously.  Sediment concentration was plotted based on the change in 
discharge and unique hysteresis loops were created for each event.  
Regarding categorization, we classified hysteresis loop shapes in to five defined 
types based on Williams (1989). Class I is a single-valued line that occurs when the ratio 
of concentration (C) to discharge (Q) is approximately equal on the rising (r) and falling 
(f) limb of the storm (𝐹𝐹𝑟𝑟
𝑄𝑄𝑟𝑟
≅ 𝐹𝐹𝑓𝑓
𝑄𝑄𝑓𝑓
) . Single line hysteresis suggests that there is a non-rate-
limiting supply of a single sediment source. Class II is a clockwise loop that occurs when 
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the concentration-discharge ratios on the rising limb are greater than the falling limb (𝐹𝐹𝑟𝑟
𝑄𝑄𝑟𝑟
>
𝐹𝐹𝑓𝑓
𝑄𝑄𝑓𝑓
  for all values of Q). Clockwise hysteresis is caused by more rapid increases in 
sediment concentration than increases in discharge resulting in a ‘flushing’ of sediment 
and suggests a source close to the watershed monitoring station that is supply limited. Class 
III is a counterclockwise loop that occurs when the concentration-discharge ratios on the 
rising limb are less than those on the falling limb (𝐹𝐹𝑟𝑟
𝑄𝑄𝑟𝑟
< 𝐹𝐹𝑓𝑓
𝑄𝑄𝑓𝑓
  for all values of Q). 
Counterclockwise hysteresis is caused by more rapid increases in discharge than increases 
in sediment concentrations and suggest a sediment source located higher up in the 
watershed. Class IV is a single line plus a loop that occurs when the concentration-
discharge ratios for one range of discharge values is the same on the rising and falling limbs 
but the concentration discharge ratios for another range of discharge values are not the 
same on the rising and falling limbs. This suggests a change in the availability, storage, or 
transportability of sediment during the event. Class V is a figure eight that occurs then the 
concentration-discharge ratios for one range of discharge values is greater on the rising 
limb than the falling limb and the concentration-discharge ratios for another range of 
discharge values are greater on the falling limb than the rising limb (𝐹𝐹𝑟𝑟
𝑄𝑄𝑟𝑟
>
𝐹𝐹𝑓𝑓
𝑄𝑄𝑓𝑓
  for one range of Q values and 𝐹𝐹𝑟𝑟
𝑄𝑄𝑟𝑟
< 𝐹𝐹𝑓𝑓
𝑄𝑄𝑓𝑓
  for another range of Q values). Like Class 
IV, this also suggests a change in sediment availability, storage, or transportability during 
the event (Lloyd et al., 2016a).  
The size and shape of hysteresis loops can be quantified using a hysteretic index. 
There are several indices to describe the shape and direction of the hysteresis loop 
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(Butturini et al., 2008; Langlois et al., 2005; Lawler et al., 2006; Lloyd et al., 2016a) but 
the method purposed by Lloyd et al. (2016a) was used to determine the hysteresis index 
for each event loop. First the event flowrates and the sediment concentrations are 
normalized using the following equations: 
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑑𝑑𝑁𝑁𝑑𝑑 𝑄𝑄𝑖𝑖 =
𝑄𝑄𝑖𝑖−𝑄𝑄𝑚𝑚𝑖𝑖𝑚𝑚
𝑄𝑄𝑚𝑚𝑎𝑎𝑚𝑚−𝑄𝑄𝑚𝑚𝑖𝑖𝑚𝑚
             (3.5a) 
where 𝑄𝑄𝑖𝑖 is the discharge at timestep i, 𝑄𝑄𝑚𝑚𝑖𝑖𝑛𝑛 is the minimum event flowrate, and 𝑄𝑄𝑚𝑚𝑎𝑎𝑚𝑚 is 
the maximum event flowrate. 
 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑑𝑑𝑁𝑁𝑑𝑑 𝐶𝐶𝑖𝑖 =
𝐹𝐹𝑖𝑖−𝐹𝐹𝑚𝑚𝑖𝑖𝑚𝑚
𝐹𝐹𝑚𝑚𝑎𝑎𝑚𝑚−𝐹𝐹𝑚𝑚𝑖𝑖𝑚𝑚
             (3.5b) 
where 𝐶𝐶𝑖𝑖 is the turbidity at timestep i, 𝐶𝐶𝑚𝑚𝑖𝑖𝑛𝑛 is the minimum event turbidity, and 𝐶𝐶𝑚𝑚𝑎𝑎𝑚𝑚 is the 
maximum event turbidity. The normalization of concentration and flowrate allow for the 
comparison of events with different magnitudes. The hysteresis index is calculated using 
the following equation: 
𝐻𝐻𝐻𝐻𝑄𝑄𝑖𝑖 = 𝐶𝐶𝑅𝑅𝑅𝑅−𝑄𝑄𝑖𝑖 − 𝐶𝐶𝐹𝐹𝑅𝑅−𝑄𝑄𝑖𝑖           (3.5c) 
where 𝐻𝐻𝐻𝐻𝑄𝑄𝑖𝑖 is the index at percentile i of discharge Q, 𝐶𝐶𝑅𝑅𝑅𝑅−𝑄𝑄𝑖𝑖 is the turbidity on the rising 
limb at percentile i of Q, and 𝐶𝐶𝐹𝐹𝑅𝑅−𝑄𝑄𝑖𝑖  is the turbidity on the falling limb at the equivalent 
discharge point. The percentiles of discharge were calculated using the following equation: 
𝑄𝑄𝑖𝑖 = 𝑘𝑘(𝑄𝑄𝑚𝑚𝑎𝑎𝑚𝑚 − 𝑄𝑄𝑚𝑚𝑖𝑖𝑛𝑛) + 𝑄𝑄𝑚𝑚𝑖𝑖𝑛𝑛         (3.5d) 
where k is the discharge percentile. The hysteresis index was calculated for every 5% 
change in discharge, so k was equal to 0.05, 0.1, 0.015…0.95. The hysteresis index ranges 
from -1 to 1 and the sign of the index indicates the direction of the loop (negative is 
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counterclockwise and positive is clockwise) and the number represents the thickness of the 
loop (Lloyd et al., 2016a). To further quantify the sources and transport processes occurring 
during each event, a method proposed by Megnounif et al. (2013) was used to estimate the 
contributions from two different classifications of sources. The total suspended sediment 
yield (YS) for each event is given by: 
𝑌𝑌𝑆𝑆 = 𝑌𝑌𝑆𝑆1 + 𝑌𝑌𝑆𝑆2 ≈ ∑ �
𝐹𝐹𝑗𝑗𝑄𝑄𝑗𝑗+𝐹𝐹𝑗𝑗+1𝑄𝑄𝑗𝑗+1
2
� �𝑡𝑡𝑗𝑗+1 − 𝑡𝑡𝑗𝑗� ∗ 10−3𝑁𝑁𝑗𝑗=0          (3.6a) 
where 𝑄𝑄𝑗𝑗 is the discharge (m3/s) at time 𝑡𝑡𝑗𝑗, 𝐶𝐶𝑗𝑗 is the sediment concentration (g/L) at time 
𝑡𝑡𝑗𝑗, and N is the number of measurements for the event. 𝑌𝑌𝑆𝑆1 is classified as the base load 
and represents sediment production from weathering processes occurring in the stream 
network, such as streambed, bank and gully erosion. 𝑌𝑌𝑆𝑆2 is classified as the wash load and 
represents the supply of new sediment sources that become available, such as material from 
uplands, bank caving, and re-suspension of fresh deposits within the stream network 
(Megnounif et al., 2013). 
 The type of hysteresis loop observed for each event can be used to identify sediment 
sources by decomposing the loops into a series of stages to enable the estimation of the 
contributions of the 𝑌𝑌𝑆𝑆1 and 𝑌𝑌𝑆𝑆2 components. The number of stages is dependent upon the 
hydrograph and loop type (Figure 3.6) and a specific sediment rating curve was defined for 
each stage and expressed as the function:  
𝐶𝐶𝑘𝑘𝑖𝑖�𝑡𝑡𝑗𝑗� = 𝑓𝑓𝑖𝑖𝑘𝑘(𝑄𝑄𝑗𝑗)                (3.6b) 
where i refers to the class type (I-VI) and k refers to the stage number (1-5).  
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Class I is a single valued line and suggests that suspended sediment concentration 
is heavily dependent upon discharge. This relationship is typically associated with an 
uninterrupted supply of sediment throughout the event (Williams, 1989) and depends more 
on the entrainment of channel bed material than on the supply of hill slope sediments 
(Walling and Webb, 1982; Probst and Bazerbachi 1986; Hudson, 2003; Megnounif et al., 
2013). In class I, the sedigraphs and hydrographs peak at the same time so this class is 
comprised of two stages in the C-Q relationship: in stage one the sediment concentration 
and the discharge rate both increase and in stage two the sediment concentration and the 
discharge rate both decrease.  The sediment is supplied during stage one and can be 
expressed by the function 𝐶𝐶1𝐼𝐼�𝑡𝑡𝑗𝑗� = 𝑓𝑓𝐼𝐼1(𝑄𝑄𝑗𝑗). In this class 𝑌𝑌𝑆𝑆 ≈ 𝑌𝑌𝑆𝑆1 and was estimated by: 
𝑌𝑌𝑆𝑆1 ≈ ∑ �
𝑓𝑓𝐼𝐼1�𝑄𝑄𝑗𝑗�𝑄𝑄𝑗𝑗+𝑓𝑓𝐼𝐼1(𝑄𝑄𝑗𝑗+1)(𝑄𝑄𝑗𝑗+1)
2
� �𝑡𝑡𝑗𝑗+1 − 𝑡𝑡𝑗𝑗� ∗ 10−3𝑁𝑁𝑗𝑗=0                              (3.6c) 
 Class II is a clockwise loop and suggests a depletion of available sediment in the 
stream channel or catchment (Peart and Walling, 1982). In class II, the sedigraph peaks 
before the hydrograph creating three stages in the C-Q relationship. The first stage is 
characterized by a sharp increase in concentration with an increase in discharge 
representing the mobilization of temporarily stored sediment (Walling and Webb, 1981) or 
the wash-load transported by the first surface runoff at the beginning of the event (Rovira 
and Batalla, 2006, Megnounif et al., 2013). The second stage is characterized by a decrease 
in concentration with a continual increase in discharge representing a depletion of sediment 
within the channel system. The third stage is characterized by a decrease in both 
concentration and discharge representing the loss of energy in the system. The majority of 
stored and easily mobilized sediment gets evacuated during the rising limb of the 
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hydrograph leading to a depletion of the 𝑌𝑌𝑆𝑆2 component (Megnounif et al., 2013). The 
sediment left in the third stage is assumed to be derived from the channel network (Walling 
and Webb, 1982). The function of the 𝑌𝑌𝑆𝑆1 component is expressed as 𝐶𝐶3𝐼𝐼𝐼𝐼�𝑡𝑡𝑗𝑗� = 𝑓𝑓𝐼𝐼𝐼𝐼3(𝑄𝑄𝑗𝑗) 
and was extended to the previous two stages allowing for the 𝑌𝑌𝑆𝑆1 component to be estimated 
by: 
𝑌𝑌𝑆𝑆1 ≈ ∑ �
𝑓𝑓𝐼𝐼𝐼𝐼3�𝑄𝑄𝑗𝑗�𝑄𝑄𝑗𝑗+𝑓𝑓𝐼𝐼𝐼𝐼3(𝑄𝑄𝑗𝑗+1)(𝑄𝑄𝑗𝑗+1)
2
� �𝑡𝑡𝑗𝑗+1 − 𝑡𝑡𝑗𝑗� ∗ 10−3𝑁𝑁𝑗𝑗=0                      (3.6d) 
 Class III is a counterclockwise loop and represents sediment supplied to the stream 
on the receding limb and can be caused by a sediment wave that travels slower than the 
discharge wave, high soil erodibility with prolonged erosion, bank caving, or sediment 
from distal sources (Williams, 1989; Megnounif et al., 2013). In class III, the hydrograph 
peaks before the sedigraph peaks creating three stages in the C-Q relationship. The first 
stage is characterized by an increase in concentration with a sharp increase in discharge 
representing the maximum erosive power of the flow. The second stage is characterized by 
a sharp increase in concentration and a decrease in discharge representing new sediment 
sources becoming available for transport (Megnounif et al., 2013). The third stage is a 
decrease in concentration and discharge representing the loss of energy in the system. The 
sediment supplied in the first stage is assumed to be dominated by sediment eroded from 
the stream channel and representative of 𝑌𝑌𝑆𝑆1. The function of the 𝑌𝑌𝑆𝑆1 component is 
expressed as 𝐶𝐶1𝐼𝐼𝐼𝐼𝐼𝐼�𝑡𝑡𝑗𝑗� = 𝑓𝑓𝐼𝐼𝐼𝐼𝐼𝐼1(𝑄𝑄𝑗𝑗) and was extended to the following two stages allowing 
for the 𝑌𝑌𝑆𝑆1 component to be estimated by: 
𝑌𝑌𝑆𝑆1 ≈ ∑ �
𝑓𝑓𝐼𝐼𝐼𝐼𝐼𝐼1�𝑄𝑄𝑗𝑗�𝑄𝑄𝑗𝑗+𝑓𝑓𝐼𝐼𝐼𝐼𝐼𝐼1(𝑄𝑄𝑗𝑗+1)(𝑄𝑄𝑗𝑗+1)
2
� �𝑡𝑡𝑗𝑗+1 − 𝑡𝑡𝑗𝑗� ∗ 10−3𝑁𝑁𝑗𝑗=0        (3.6e) 
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 Class IV is a figure eight loop (note this is Class V by Williams’ classifications 
discussed earlier) which combines class II and class III. In class IV, the sedigraph can have 
two peaks, one peaking before the hydrograph peaks and one peaking after the hydrograph 
peaks creating four stages. The first stage is characterized by increases in both 
concentration and discharge however concentration is changing at a higher rate. The second 
stage is characterized by a decrease in concentration but a continual increase in discharge. 
The first and second stage represent the beginning of a clockwise loop. The third stage is 
characterized by an increase in concentration but a decrease in discharge representing new 
sediment sources becoming available (Megnounif et al., 2013). The fourth stage is 
characterized by a decrease in both concentration and discharge representing the loss of 
energy in the system. The third and fourth stage represent counterclockwise hysteresis. The 
initial partial clockwise hysteresis is caused by the mobilization of temporarily stored 
sediment and the wash-load transported by the first surface runoff at the beginning of the 
event. These sources become depleted on the rising limb of the hydrograph, but new 
sources are connected to the channel network on the falling limb inducing a partial 
counterclockwise hysteresis. During extreme dry conditions, figure eights can occur in 
which the partial counterclockwise hysteresis precedes the partial clockwise hysteresis, but 
the methods for determining the 𝑌𝑌𝑆𝑆1  component remain the same (Gellis, 2013). None of 
these four stages represent the sediment derived from the channel network however, it can 
be assumed that between the initial discharge and the maximum discharge, the 
concentration relative to transport capacity increases linearly (Megnounif et al., 2013). A 
line can be used to join the points [Q0, C(Q0)] and [Qmax, C(Qmax)] creating an artificial 
fifth stage that was used to estimate sediment derived from the channel network. The 
37 
 
function of the 𝑌𝑌𝑆𝑆1 component is expressed as 𝐶𝐶5𝐼𝐼𝐼𝐼�𝑡𝑡𝑗𝑗� = 𝑓𝑓𝐼𝐼𝐼𝐼5(𝑄𝑄𝑗𝑗) and was extended to the 
entire event for the 𝑌𝑌𝑆𝑆1 component to be estimated by: 
𝑌𝑌𝑆𝑆1 ≈ ∑ �
𝑓𝑓𝐼𝐼𝐼𝐼5�𝑄𝑄𝑗𝑗�𝑄𝑄𝑗𝑗+𝑓𝑓𝐼𝐼𝐼𝐼5(𝑄𝑄𝑗𝑗+1)(𝑄𝑄𝑗𝑗+1)
2
� �𝑡𝑡𝑗𝑗+1 − 𝑡𝑡𝑗𝑗� ∗ 10−3𝑁𝑁𝑗𝑗=0          (3.6f) 
 Class V and VI are a single line plus one loop (note this is Class IV by Williams’ 
classifications discussed earlier) which combines class I and either class II or III 
respectively. In class V, the sedigraph peaks before the hydrograph but parts of the rising 
and falling limbs of the hydrograph and sedigraph align creating four stages. The first stage 
is characterized by equal rates of change for concentration and discharge. The second stage 
is characterized by a greater increase in concentration than in discharge, but the discharge 
continues to increase. The third stage is characterized by a decrease in concentration but a 
continual increase in discharge. The fourth stage is characterized by equal rates of change 
for concentration and discharge. In class VI, parts of the rising and falling limbs of the 
hydrograph align, but the sedigraph peaks after the hydrograph creating four stages. Stages 
one and four remain the same as class V. Stage two is characterized by an increase in 
concentration but a decrease in discharge. Stage three is characterized by a greater decrease 
in concentration than in discharge but the discharge continues to decrease. Similar to class 
I, the synchronized stages (one and 4) represent the sediment derived from the channel 
network in classes V and VI (Megnounif et al., 2013). The function of the 𝑌𝑌𝑆𝑆1 component 
is expressed as 𝐶𝐶1&4𝐼𝐼 �𝑡𝑡𝑗𝑗� = 𝑓𝑓𝐼𝐼1&4(𝑄𝑄𝑗𝑗) or 𝐶𝐶1&4𝐼𝐼𝐼𝐼 �𝑡𝑡𝑗𝑗� = 𝑓𝑓𝐼𝐼𝐼𝐼1&4(𝑄𝑄𝑗𝑗) and was extended to the 
entire event for the 𝑌𝑌𝑆𝑆1 component to be estimated by: 
𝑌𝑌𝑆𝑆1 ≈ ∑ �
𝑓𝑓𝐼𝐼1&4�𝑄𝑄𝑗𝑗�𝑄𝑄𝑗𝑗+𝑓𝑓𝐼𝐼1&4(𝑄𝑄𝑗𝑗+1)(𝑄𝑄𝑗𝑗+1)
2
� �𝑡𝑡𝑗𝑗+1 − 𝑡𝑡𝑗𝑗� ∗ 10−3𝑁𝑁𝑗𝑗=0                    (3.6g) 
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or 
𝑌𝑌𝑆𝑆1 ≈ ∑ �
𝑓𝑓𝐼𝐼𝐼𝐼1&4�𝑄𝑄𝑗𝑗�𝑄𝑄𝑗𝑗+𝑓𝑓𝐼𝐼𝐼𝐼1&4(𝑄𝑄𝑗𝑗+1)(𝑄𝑄𝑗𝑗+1)
2
� �𝑡𝑡𝑗𝑗+1 − 𝑡𝑡𝑗𝑗� ∗ 10−3𝑁𝑁𝑗𝑗=0         (3.6h) 
 In addition to the YS1 and YS2 unmixing analysis, the YS2 component was also 
decomposed. The YS2 component was often found to have two peaks, without an 
additional peak in flowrate. This suggests two separate sediment sources, source 1 that is 
activated earlier in the event and gets depleted before peak flow (YS2-a) and source 2 that 
is activated on the receding limb of the hydrograph (YS2-b). For events that had multiple 
sediment peaks and only one discharge peak, the YS2 component was separated at the local 
minimum between the two peaks. The YS2 sediment yield prior to the local minimum was 
considered source a and the YS2 yield after the minimum was considered source b.  
3.3.3 Measuring Sediment Transport in Backwater Confluences 
To assess sediment retention in the back-water confluence feature, we compared 
upstream and downstream sediment fluxes.  Downstream sediment fluxes were estimated 
using an analogous approach to that described in section 3.3.1. The same TSS-turbidity 
power relationship used at the upstream site was used for the downstream monitoring 
station. A data driven model was developed in MATLAB (see Appendix D) to estimate 
sediment fluxes and yields from the concentrations measured at the two fixed-station 
monitoring platforms, as described in 3.3.1.  The flowrates downstream at the confluence 
of the Ohio River and Fourpole Creek were estimated using a previously published HEC-
RAS unsteady flow model (Jensen, 2018; Jensen and Ford, 2019). The flowrates at the 
upstream of the wetland were estimated using the area-weighted method and discharge 
measurements taken at a gauging site on Hurricane Creek, in a neighboring watershed. We 
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considered the uncertainty in lag times for the upstream flow boundary conditions in order 
to estimate uncertainty in sediment fluxes at the downstream monitoring station (given the 
HEC-RAS model requires continuous inputs).  As mentioned, peak discharge was found 
to lag depth by 45 minutes to 5 hours with a mean lag of 2.5 hours. The impact of discharge 
lag time on sediment yields were investigated but ultimately the lag time did not have a 
large impact on the sediment yield results at the downstream site. A uniform 2.5-hour 
discharge lag was assumed, and the discharge data was adjusted accordingly prior to 
sediment flux calculations.  
 Sediment fluxes into and out of the system as well as depositional yields in the 
floodplain were investigated on an event and annual basis. The nineteen events investigate 
in sections 3.3.1-3.3.2 were examined from September 2018 to December 2019. Sediment 
fluxes were calculated at the upstream and downstream site at a 15-minute interval. Since 
the downstream site is often subject to backwater from the Ohio River during events, fluxes 
measured during negative flowrates were considered to be inputs (𝑄𝑄𝑄𝑄𝑄𝑄𝑁𝑁𝑛𝑛𝑑𝑑𝑑𝑑𝑤𝑤𝑛𝑛) into the 
tributary-wetland system and fluxes measured during positive flowrates were considered 
outputs (𝑄𝑄𝑄𝑄𝑄𝑄𝑁𝑁𝐶𝐶𝑡𝑡𝑑𝑑𝑑𝑑𝑤𝑤𝑛𝑛) of the system. The fluxes into the wetland at the upstream site were 
always considered as inputs (𝑄𝑄𝑄𝑄𝑄𝑄𝑁𝑁𝑛𝑛𝑢𝑢𝑢𝑢). Net retention in the control volume was estimated 
using a mass-balance for the system: 
𝑁𝑁𝑁𝑁𝑡𝑡 𝑔𝑔𝑁𝑁𝑡𝑡𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑁𝑁𝑛𝑛 = 𝑄𝑄𝑄𝑄𝑄𝑄𝑁𝑁𝑛𝑛𝑢𝑢𝑢𝑢 + 𝑄𝑄𝑄𝑄𝑄𝑄𝑁𝑁𝑛𝑛𝑑𝑑𝑑𝑑𝑤𝑤𝑛𝑛 − 𝑄𝑄𝑄𝑄𝑄𝑄𝑁𝑁𝐶𝐶𝑡𝑡𝑑𝑑𝑑𝑑𝑤𝑤𝑛𝑛    (3.7) 
3.3.4 Modeling Sedimentation with Confluence Floodplains 
While measurements provide insights into cumulative net retention of sediment in 
the confluence floodplain, we were interested in longitudinal distributions and the impacts 
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of sediment hysteresis on sedimentation dynamics.  Figure 3.7 summarizes the conceptual 
model for sedimentation dynamics in the backwater confluence floodplains.  A 1-D HEC-
RAS unsteady flow model was used to acquired flow inputs at the outlet and several cross 
sections along the tributary.  The confluence floodplain wetland channel geometry was 
simplified into five reaches and reach wide hydraulic parameters were calculated (Figure 
3.8). Sediment inputs at the boundary conditions are explicitly measured and include 
tributary loadings from the upstream monitoring site and backwater sediment loadings 
from the downstream monitoring site during hydrologic events on the Ohio River.  Internal 
sediment sources may be considered static or dynamic and include unconsolidated 
streambed material, streambank material, and unconsolidated fresh floodplain deposits. 
The model was evaluated by comparing measured and modeling sediment loads at the 
watershed outlet. 
3.3.4.1 Modeling Sedimentation with Confluence Floodplains 
A mass balance of suspended sediment serves as the basis for modeling and is 
simulated using a 1-D formulation that considers erosion, deposition, and advective inputs 
and outputs (e.g., Russo and Fox, 2012) and were simulated separately for the floodplain 
and the stream channel. The finite difference approximation to the governing sediment 
mass balance for the stream (SSs) and floodplain (SSf) are simulated as: 
𝑆𝑆𝑆𝑆𝑠𝑠𝑖𝑖
𝑗𝑗 = 𝑆𝑆𝑆𝑆𝑠𝑠𝑖𝑖−1
𝑗𝑗 + 𝐸𝐸𝑏𝑏𝑖𝑖
𝑗𝑗 + 𝑄𝑄𝑠𝑠𝑠𝑠𝑖𝑖𝑛𝑛−𝑠𝑠𝑖𝑖
𝑗𝑗𝛥𝛥𝑡𝑡 − 𝑄𝑄𝑠𝑠𝑠𝑠𝑑𝑑𝑢𝑢𝑠𝑠−𝑠𝑠𝑖𝑖
𝑗𝑗𝛥𝛥𝑡𝑡           (3.8a) 
𝑆𝑆𝑆𝑆𝑓𝑓𝑖𝑖
𝑗𝑗 = 𝑆𝑆𝑆𝑆𝑓𝑓𝑖𝑖−1
𝑗𝑗 + 𝐸𝐸𝑓𝑓𝑖𝑖
𝑗𝑗 − 𝐷𝐷𝑓𝑓𝑖𝑖
𝑗𝑗 + 𝑄𝑄𝑠𝑠𝑠𝑠𝑖𝑖𝑛𝑛−𝑓𝑓𝑖𝑖
𝑗𝑗𝛥𝛥𝑡𝑡 − 𝑄𝑄𝑠𝑠𝑠𝑠𝑑𝑑𝑢𝑢𝑠𝑠−𝑓𝑓𝑖𝑖
𝑗𝑗𝛥𝛥𝑡𝑡       (3.8b) 
where, i is the temporal index,  j is the reach index, q is the erosion source index, s and f 
represent the stream and floodplain compartments, respectively, E is the mass eroded from 
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the specified source (kg), D is the mass deposited (kg), Qssin is the mass flux of sediment 
into the control volume (kg/s), Qssout is the mass flux out of the control volume (kg/s), and 
Δt is the timestep (s).  Erosional sources include streambank sediments and floodplain 
deposits. We simulate erosion considering shear, supply and transport capacity limitations.   
𝐸𝐸𝑏𝑏𝑖𝑖
𝑗𝑗 = min �𝑁𝑁𝑏𝑏 �𝜏𝜏𝑓𝑓𝑏𝑏𝑖𝑖
𝑗𝑗 − 𝜏𝜏𝑐𝑐𝑐𝑐𝑏𝑏�
𝑏𝑏𝑏𝑏
𝑆𝑆𝐴𝐴𝑏𝑏𝑖𝑖
𝑗𝑗 ∆𝑡𝑡,  𝑇𝑇𝑐𝑐𝑏𝑏𝑖𝑖
𝑗𝑗 − 𝑆𝑆𝑆𝑆𝑠𝑠𝑖𝑖−1
𝑗𝑗 , 𝑆𝑆𝑏𝑏𝑖𝑖−1
𝑗𝑗 �      (3.9a) 
𝐸𝐸𝑓𝑓𝑖𝑖
𝑗𝑗 = min �𝑁𝑁𝑓𝑓 �𝜏𝜏𝑓𝑓𝑓𝑓𝑖𝑖
𝑗𝑗 − 𝜏𝜏𝑐𝑐𝑐𝑐𝑓𝑓�
𝑏𝑏𝑓𝑓
𝑆𝑆𝐴𝐴𝑓𝑓𝑖𝑖
𝑗𝑗 ∆𝑡𝑡,  𝑇𝑇𝑐𝑐𝑓𝑓𝑖𝑖
𝑗𝑗 − 𝑆𝑆𝑆𝑆𝑓𝑓𝑖𝑖−1
𝑗𝑗 , 𝑆𝑆𝑓𝑓𝑖𝑖−1
𝑗𝑗 �      (3.9b) 
where, a is the erodibility of the source material, b is the exponent for the erosion equation, 
𝜏𝜏𝑓𝑓 is the shear stress of the fluid at the centroid of the erosion source (Pa), 𝜏𝜏𝑐𝑐𝑐𝑐 is the critical 
shear stress of the erosion source (Pa), SA is the surface area of the erosion source (m2), 
Tc is the transport carrying capacity of the fluid (kg), and S is the sediment supply (kg). 
Shear stress was estimated for both floodplain and stream compartments as 𝜏𝜏 = 𝛾𝛾𝑔𝑔𝑆𝑆𝑓𝑓.   
The bulk transport carrying capacity was estimated for the stream and floodplain 
separately as follows: 
𝑇𝑇𝑐𝑐𝑠𝑠 𝑖𝑖
𝑗𝑗 = 𝐶𝐶𝑠𝑠𝑐𝑐𝑠𝑠 �𝜏𝜏𝑓𝑓𝑠𝑠𝑖𝑖
𝑗𝑗�
1.5
𝐿𝐿𝑠𝑠∆𝑡𝑡         (3.10a) 
𝑇𝑇𝑐𝑐𝑓𝑓 𝑖𝑖
𝑗𝑗 = 𝐶𝐶𝑠𝑠𝑐𝑐𝑓𝑓 �𝜏𝜏𝑓𝑓𝑓𝑓𝑖𝑖
𝑗𝑗�
1.5
𝐿𝐿𝑓𝑓∆𝑡𝑡                    (3.10b) 
where Tc is average transport carrying capacity across the reach at a timestep (kg), Ctc is a 
calibration coefficient (m1/2·s2/kg1/2), τf is the shear stress of the fluid at the location of 
sediment source (Pa), and Lf and Ls are the lengths of the floodplain and stream reaches 
(m), respectively. Since transport capacity changes with the type of flow, a low calibration 
42 
 
coefficient was used for base flow and a high calibration coefficient was used for event 
flow. An individual threshold velocity was found for the stream and the floodplain in each 
reach to determine which coefficient to use at a given time step.  
Depositional fluxes were only estimated for the floodplains since no net deposition 
occurs in the stream channel in this system. The floodplain depositional flux was estimated 
using the approach of Lauer and Parker (2008) which was developed to estimate 
depositional fluxes of suspended sediments for meandering channels when integrated 
across the extent of a stream reach as follows: 
𝐷𝐷𝑓𝑓𝑖𝑖
𝑗𝑗 =
𝐹𝐹𝑓𝑓𝑖𝑖
𝑗𝑗𝑄𝑄𝑓𝑓𝑖𝑖
𝑗𝑗
𝛼𝛼𝐵𝐵𝑓𝑓
𝑗𝑗2(1−𝜆𝜆𝑝𝑝)
�1− exp�−
𝑤𝑤𝑠𝑠𝛼𝛼𝐵𝐵𝑓𝑓
𝑗𝑗2
𝑄𝑄𝑓𝑓𝑖𝑖
𝑗𝑗 ��𝑆𝑆𝐴𝐴𝑓𝑓∆𝑡𝑡        (3.11) 
where Cf is the suspended sediment concentration in the floodplain (kg/m3), Qf is the 
flowrate in the floodplain (m3/s), α is the scaling coefficient in floodplain deposition 
function, Bf is the width of the floodplain (m), and 𝜆𝜆𝑢𝑢 is the sediment deposition porosity 
in the floodplain. 
The mass flux (𝑄𝑄𝑠𝑠𝑠𝑠𝑖𝑖𝑛𝑛𝑖𝑖
𝑗𝑗) is calculated as the product of flow and average 
concentration and is calculated at upstream nodes of each reach. This value can be positive 
or negative depending on the flow conditions at the nodes. Conversely 𝑄𝑄𝑠𝑠𝑠𝑠𝑑𝑑𝑢𝑢𝑠𝑠𝑖𝑖
𝑗𝑗 is calculated 
at the downstream nodes and can be also be positive or negative pending hydraulic 
conditions.  Both Qssin and Qssout are calculated independently for the stream and floodplain 
based on the flowrates.  We maintain separate mass balances for the stream and floodplain. 
Calculation of fluxes requires continuous estimates of flowrates in the floodplain 
and stream channel.  Consistent with the work of Lauer and Parker (2008) we used a simple 
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representation to partition the bulk flow into floodplain flow and channel flow.  We 
assumed that the floodplain can be split into two separate zones of rectangular cross section 
including a channel and floodplain zone.  Flow is solved in each zone according to a simple 
Manning’s approximation. Flowrate in the stream channel and floodplain zones Qs and Qf, 
respectively, are fully specified by the respective channel and floodplain manning’s 
coefficients ns and nf, channel and floodplain flow depths, ds, df and reach average slopes 
Sf-s and Sf-f, the following relations describe channel and floodplain momentum balance: 
𝑄𝑄𝑠𝑠𝑖𝑖
𝑗𝑗 = 1
𝑛𝑛𝑠𝑠𝑖𝑖
𝑗𝑗 𝐴𝐴𝑠𝑠𝑖𝑖
𝑗𝑗𝑔𝑔𝑠𝑠𝑖𝑖
𝑗𝑗
2
3𝑆𝑆𝑓𝑓𝑠𝑠𝑖𝑖
𝑗𝑗
1
2            (3.12a)  
𝑄𝑄𝑓𝑓𝑖𝑖
𝑗𝑗 = 1
𝑛𝑛𝑓𝑓𝑖𝑖
𝑗𝑗 𝐴𝐴𝑓𝑓𝑖𝑖
𝑗𝑗𝑔𝑔𝑓𝑓𝑖𝑖
𝑗𝑗
2
3𝑆𝑆𝑓𝑓𝑓𝑓𝑖𝑖
𝑗𝑗
1
2                     (3.12b) 
where A is area (m2), R is hydraulic radius (m), and Sf is friction slope (m/m). 
Source supply mass-balances are estimated using a mass-balance as follows for the 
streambank and floodplain sources: 
𝑆𝑆𝑏𝑏𝑖𝑖
𝑗𝑗 = 𝑆𝑆𝑏𝑏𝑖𝑖−1
𝑗𝑗 − 𝐸𝐸𝑏𝑏𝑖𝑖
𝑗𝑗                 (3.13a)  
𝑆𝑆𝑓𝑓𝑖𝑖
𝑗𝑗 = 𝑆𝑆𝑓𝑓𝑖𝑖−1
𝑗𝑗 + 𝐷𝐷𝑓𝑓𝑖𝑖
𝑗𝑗 − 𝐸𝐸𝑓𝑓𝑖𝑖
𝑗𝑗               (3.13b) 
Where, S is the supply (kg) for a given reach and is assumed infinite for the banks. Based 
on the depositional and erosional fluxes, we also calculated the change in elevation of the 
floodplain. As discussed in the model calibration and evaluation section the stream channel 
was in quasi-equilibrium based on field observations over the 2017-2019 years at our study 
site. 
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3.3.4.2 Model Discretization, Inputs, and Parameterization 
To apply the sediment transport model to the Fourpole Creek floodplain wetland, 
we coupled unsteady hydrodynamic modeling with the sediment mass-balance 
formulation.  Regarding the hydrodynamic modeling, the unsteady, non-uniform nature of 
mixing from the river and tributary channels required the use of HEC-RAS. HEC-RAS has 
the ability to perform both 1-D and 2-D unsteady flow analysis. The relative accuracy of 
using a 1-D or a 2-D modeling approach for a specific application is highly debatable 
(Gibson, 2016). There are some situations where 2-D modeling can produce more accurate 
results than 1-D modeling but there are also situations in which 1-D modeling can produce 
equal or even better results. There are a large range of situations that fall into this grey area, 
but professionals have developed a general rule to determine if a 2-D model is necessary: 
if the length-to-width ratio of the modeled reach is larger than 3:1, a 1-D model is 
appropriate and will likely be able to represent the lateral expansion of flow. For the 
modeled reach of Fourpole Creek, the length-to-width ratio was found to be 4:1 in the areas 
with the widest floodplain and for the rest of the reach the ratio was found to be much 
higher (Jensen and Ford, 2019). The HEC-RAS 2-D modeling user’s manual outlines 
situations in which 2-D modeling can provide better results than 1-D modeling including 
leveed systems, highly braided streams, bays and estuaries (where flows are coming from 
multiple locations and times), alluvial fans, and flow around abrupt bends. The 1-D model 
represents the 2-D flow dynamics in both the streamwise and lateral directions however it 
assumes that the primary direction of flow occurs along the channel. After careful 
consideration, a 1-D model was deemed appropriate for this site.  
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A previously published 1-D unsteady flow HEC-RAS model was used to simulate 
the flow conditions over the time period needed for this study. The model was originally 
developed using LiDAR data to delineate both the floodplain and the stream channel with 
right and left bank edges. Thirty-one cross sections were created at regular intervals along 
the modeled reach. The more cross sections that are created in HEC-RAS the more accurate 
the flow results are, however, thirty-one small reaches in the sediment model was not 
manageable or necessary for computation of the sediment transport model. For 
simplification purposes, the entire modeled reach was broken down into five smaller 
reaches. Each small reach consisted of six cross-sections with the fifth reach consisting of 
seven (Figure 3.8). The channel widths, floodplain widths, and bank heights for each of the 
six cross sections within each small reach were averaged. The averaged values for each of 
the three geometry parameters was assumed to be constant throughout the small reach. In 
addition, the channel and floodplain geometry was simplified to a rectangular shape (Figure 
3.8) where d represents the flow depth, h represents the bank height, w represents the 
channel width, and B represents the floodplain width (assumed to be equal for both over 
banks). 
The HEC-RAS model has the capability to output time series results of individual 
parameters at all thirty-one cross sections specified in the model geometry. Time series 
data sets were generated from the unsteady flow model results for the following parameters 
which are relevant to our sediment transport model: 
A Total area of cross section active flow 
Q Total flow in the total cross section 
R Hydraulic radius for the total cross section 
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n  Manning’s n value for the total cross section 
nc  Conveyance weighted Manning’s n for the main channel  
nL  Conveyance weighted Manning’s n for the left overbank  
nR  Conveyance weighted Manning’s n for the right overbank  
Manning’s n-values represent the roughness of the flow path in the channel and floodplain. 
Individual Manning’s n values were assigned at each cross section at each time step based 
on land use classifications that the cross sections intersected.  
HEC-RAS has the ability to generate time series data sets for friction slope in 
addition to the parameters listed above, but due to rounding error within the software, the 
friction slopes were calculated outside of the program with the parameters extracted from 
the model results by using a simple variation of Manning’s equation: 
𝑆𝑆𝑓𝑓 = �
𝑄𝑄𝑛𝑛
𝐴𝐴𝑅𝑅
2
3
�
2
            (3.14) 
The calculated friction slope was used as the friction slope for both the stream channel and 
the floodplain.  
A series of equations were used to find three unknown parameters: flow depth (d), 
flow rate in the stream channel (Qs), and flow rate in the floodplain (Qf) at the upstream 
and downstream node of each reach.  
𝑄𝑄𝑠𝑠𝑖𝑖
𝑗𝑗 = 1
𝑛𝑛𝑠𝑠𝑖𝑖
𝑗𝑗 (𝑤𝑤𝑗𝑗𝑑𝑑𝑖𝑖
𝑗𝑗)� 𝑤𝑤
𝑗𝑗𝑑𝑑𝑖𝑖
𝑗𝑗
𝑤𝑤𝑗𝑗+2𝑑𝑑𝑖𝑖
𝑗𝑗�
2
3
(𝑆𝑆𝑓𝑓𝑖𝑖
𝑗𝑗)
1
2    when d < h     (3.15a) 
𝑄𝑄𝑠𝑠𝑖𝑖
𝑗𝑗 = 1
𝑛𝑛𝑠𝑠𝑖𝑖
𝑗𝑗 (𝑤𝑤𝑗𝑗𝑑𝑑𝑖𝑖
𝑗𝑗) � 𝑤𝑤
𝑗𝑗𝑑𝑑𝑖𝑖
𝑗𝑗
𝑤𝑤𝑗𝑗+2ℎ𝑗𝑗
�
2
3
(𝑆𝑆𝑓𝑓𝑖𝑖
𝑗𝑗)
1
2    when d > h     (3.15b) 
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𝑄𝑄𝑓𝑓𝑖𝑖
𝑗𝑗 = 1
𝑛𝑛𝑓𝑓𝑖𝑖
𝑗𝑗 (2𝐵𝐵𝑗𝑗(𝑑𝑑𝑖𝑖
𝑗𝑗 − hj))� (2𝐵𝐵
𝑗𝑗(𝑑𝑑𝑖𝑖
𝑗𝑗−hj))
2𝐵𝐵𝑗𝑗+2(𝑑𝑑𝑖𝑖
𝑗𝑗−hj)
�
2
3
(𝑆𝑆𝑓𝑓𝑖𝑖
𝑗𝑗)
1
2   when d > h    (3.15c) 
𝑄𝑄𝑇𝑇𝑖𝑖
𝑗𝑗 = 𝑄𝑄𝑠𝑠𝑖𝑖
𝑗𝑗  + 𝑄𝑄𝑓𝑓𝑖𝑖
𝑗𝑗
         (3.15d) 
Given the system of equations, an iterative routine was written to solve for the 
floodplain flow rate, stream flow rate and flow depth simultaneously. Initially, the depth 
was guessed to be extremely small and equation 3.14a was solved to find the stream flow 
rate. If the stream flow rate was not equal to the known total flow rate, d was increased, 
and the stream flow rate was recalculated until the stream flow rate was equal to the total 
flow rate or the depth was greater than the bank height. If the flow depth became greater 
than the bank height, equation 3.14b was used to calculate the stream flow rate because the 
wetted perimeter term of the stream channel reached the maximum value and no longer 
increases with each increase in depth. Similarly, equation 3.14c was used to calculate the 
floodplain flow rate and the depth continues to increase until the sum of the stream flow 
rate and the floodplain flow rate were equal to the total flow rate (equation 3.14d).  
Once the flow depth at the upstream and downstream nodes of each reach had been 
found, a reach wide volumetric water balance was used to find an average reach depth. An 
initial stream volume was assumed for each reach and subsequent volumes for each time 
step were calculated using the flowrates at the nodes upstream and downstream of the 
reach: 
𝑉𝑉𝑇𝑇𝑖𝑖
𝑗𝑗 = 𝑉𝑉𝑇𝑇𝑖𝑖−1
𝑗𝑗 + 𝑄𝑄𝑇𝑇𝑖𝑖
𝑗𝑗𝛥𝛥𝑡𝑡 − 𝑄𝑄𝑇𝑇𝑖𝑖
𝑗𝑗+1𝛥𝛥𝑡𝑡           (3.16a) 
𝑉𝑉𝑠𝑠𝑖𝑖
𝑗𝑗 = 𝑉𝑉𝑠𝑠𝑖𝑖−1
𝑗𝑗 + 𝑄𝑄𝑠𝑠𝑖𝑖
𝑗𝑗𝛥𝛥𝑡𝑡 − 𝑄𝑄𝑠𝑠𝑖𝑖
𝑗𝑗+1𝛥𝛥𝑡𝑡                       (3.16b) 
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𝑉𝑉𝑓𝑓𝑖𝑖
𝑗𝑗 = 𝑉𝑉𝑓𝑓𝑖𝑖−1
𝑗𝑗 + 𝑄𝑄𝑓𝑓𝑖𝑖
𝑗𝑗𝛥𝛥𝑡𝑡 − 𝑄𝑄𝑓𝑓𝑖𝑖
𝑗𝑗+1𝛥𝛥𝑡𝑡          (3.16c) 
From the reach volume in the stream and the floodplain respectively, an average depth for 
each reach was found using: 
𝑑𝑑𝑠𝑠𝑖𝑖
𝑗𝑗 =
𝐼𝐼𝑠𝑠𝑖𝑖
𝑗𝑗
𝑆𝑆𝐴𝐴𝑠𝑠
𝑗𝑗              (3.17a) 
𝑑𝑑𝑓𝑓𝑖𝑖
𝑗𝑗 =
𝐼𝐼𝑓𝑓𝑖𝑖
𝑗𝑗
𝑆𝑆𝐴𝐴𝑓𝑓
𝑗𝑗              (3.17b) 
Due to the simplification of the channel and floodplain geometry and the abrupt 
geometry change from reach to reach, the water surface in the channel and the floodplain 
were often disconnected. Another iterative process was used to adjust the depth in the 
stream and floodplain simultaneously until water surface continuity between the two 
partitioned areas was achieved. The floodplain and stream volumes were recalculated from 
the final depth and total volume was used to ensure volume conservation. The difference 
in the final stream volume and the stream volume prior to the depth adjustment was 
considered the exchange volume. If the exchange volume was positive, water moved from 
the floodplain into the stream and conversely if the exchange volume was negative, water 
moved from the stream into the floodplain. With the movement of water also comes 
movement of suspended sediments. The floodplain and stream can have different 
suspended sediment concentrations so the volume of water being exchanged and the 
suspended sediment concentration of the section the water was being exchanged from was 
used to find the lateral mass input of sediment being transferred.  
Suspended sediment fluxes at the boundaries of the control volume included inputs 
from the upstream Fourpole Creek source and the downstream Ohio river source. The data 
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driven sediment flux model was used to determine the sediment fluxes into the first reach 
and out of the fifth reach from the continuous turbidity measurements taken at the upstream 
and downstream monitoring stations. Due to the oscillating flow conditions at the end of 
reach five, the fluxes during negative flows were boundary condition inputs and fluxes 
during positive flows were outputs used for model calibration and validation. 
3.3.4.3 Model Evaluation Procedure 
Several variables in the modeling equations vary from system to system and needed 
to be calibrated for this site specifically. Each unknown parameter was manually adjusted 
within an individual range of reported literature values (see Table 3.2). Calibration was 
performed for 240 days randomly selected throughout the year and the remaining 116 days 
were used for validation. There were nine days where backwater conditions occurred at the 
outlet for the entire day so these could not be used for calibration or validation. Nash 
Sutcliffe efficiency (NSE) and percent bias (PBIAS) model statistics were calculated for 
each manual calibration run and the parameter adjustment ended when acceptable model 
statistics were achieved.  
The NSE statistic is calculated as follows: 
NSE = 1 −
∑ �𝑆𝑆𝑆𝑆𝐹𝐹𝑜𝑜𝑏𝑏𝑠𝑠𝑖𝑖−𝑆𝑆𝑆𝑆𝐹𝐹𝑚𝑚𝑜𝑜𝑚𝑚𝑚𝑚𝑙𝑙𝑖𝑖�
2𝑚𝑚
𝑖𝑖=1
∑ �𝑆𝑆𝑆𝑆𝐹𝐹𝑜𝑜𝑏𝑏𝑠𝑠𝑖𝑖−𝑆𝑆𝑆𝑆𝐹𝐹𝑜𝑜𝑏𝑏𝑠𝑠�����������
2𝑚𝑚
𝑖𝑖=1
       (3.18a) 
 
The NSE statistic was chosen because it works well for continuous long-term modeling 
and can determine how well the model simulates trends (Moriasi et al., 2015). Additionally, 
it is commonly used in the sediment transport field so there are reported threshold values 
for satisfactory, good, and excellent model performances (Moriasi et al., 2015). NSE values 
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can range between negative infinity and 1, with 1 indicating that your modeled data is 
identical to the observed data. Model runs that resulted in an NSE of 0.6 or higher were 
considered to do a good job of representing the sediment fluxes out of the system. This 
threshold was chosen based on reported NSE values for sediment models from Moriasi et 
al., 2015.  
 The PBIAS statistic indicates the model’s tendency to over or under predicted the 
measured data and is calculated using the following: 
PBIAS = 100 ∗
∑ (𝑆𝑆𝑆𝑆𝐹𝐹𝑚𝑚𝑜𝑜𝑚𝑚𝑚𝑚𝑙𝑙𝑖𝑖−𝑆𝑆𝑆𝑆𝐹𝐹𝑜𝑜𝑏𝑏𝑠𝑠𝑖𝑖)
𝑚𝑚
𝑖𝑖=1
(∑ 𝑆𝑆𝑆𝑆𝐹𝐹𝑜𝑜𝑏𝑏𝑠𝑠𝑖𝑖)
𝑚𝑚
𝑖𝑖=1
          (3.18b) 
The PBIAS statistic was chosen as a second model performance indicator because it is a 
clear indicator of poor model performance (Moriasi et al., 2015). PBIAS values can range 
from -100% to 100% with 0% being the best value. The positive values indicate that the 
model is underestimating, and the negative values indicate that the model is overestimating. 
A PBIAS of ±10% indicates that the model is doing a good job at balancing the over and 
under predictions. This threshold was chosen based on reported PBIAS values for sediment 
models in Moriasi et al., 2015.  
3.3.5 Implications for Particulate Nitrogen Yield 
Bright et al., (2018) found turbidity to be a strong surrogate for predicting 
particulate organic matter. The measured particulate organic matter content and the 
corresponding turbidity measurements were compiled and plotted against one another such 
that turbidity could be used to predict the percent POM. At low turbidities the percent POM 
can vary because of heterogeneities in suspended solids composition, but as turbidity 
increases the variability in the percent POM greatly decreases. To account for this trend, 
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average POM contents for specified turbidity ranges were integrated into the data driven 
sediment model to estimate POM yield.  
Suspended sediment trap samples were analyzed on a combustion analyzer to 
determine the POC/POM ratio. The sediment trap samples were weighed, subsampled, and 
wet sieved through a 53µm sieve with deionized water. The wet sieved liquid was 
centrifuged and freeze dried before it was grinded using a Wig-L-Bug and sent to the 
Kentucky Stable Isotope Geochemistry Laboratory for further inorganic C removal and 
elemental analysis (see Ford et al., 2020). The carbon content of particulate organic matter 
was highly variable. Based on previously published results, sediment traps suggest C 
contents of 2.9% at high flow conditions (Ford et al., 2020).  When comparing this the 
average POM concentration of 9.55%, our results suggest that 28% of POM is organic C. 
Others report the carbon content of particulate organic matter to be between 45% and 50% 
by mass (Moody et al., 2013). A high value of 50% and a low value of 28% were used to 
predict the carbon content of the particulate organic matter. To estimate particulate N 
fluxes, an average C:N ratio from the sediment trap data of 9.8 was used to predict the 
particulate nitrogen content. Particulate N loadings at upstream and downstream 
monitoring stations were estimated as follows. 
PNmin =(∑ 𝑃𝑃𝑃𝑃𝑃𝑃(𝑁𝑁)𝑛𝑛𝑖𝑖=1 )
0.28
9.8
         (3.19a) 
PNmax ==(∑ 𝑃𝑃𝑃𝑃𝑃𝑃(𝑁𝑁)) 0.59.8 
𝑛𝑛
𝑖𝑖=1          (3.19b) 
where the percentage of the particulate organic matter in the suspended sediment varies as 
a function of turbidity:
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𝑃𝑃𝑃𝑃𝑃𝑃(𝑁𝑁) = � 
0.2625 ∗ 𝑆𝑆𝑆𝑆(𝑁𝑁),                                     𝑇𝑇𝐶𝐶𝑁𝑁𝑇𝑇𝑁𝑁𝑑𝑑𝑁𝑁𝑡𝑡𝑦𝑦(𝑁𝑁) < 10
0.1581 ∗ 𝑆𝑆𝑆𝑆(𝑁𝑁),                       10 < 𝑇𝑇𝐶𝐶𝑁𝑁𝑇𝑇𝑁𝑁𝑑𝑑𝑁𝑁𝑡𝑡𝑦𝑦(𝑁𝑁) < 100
0.1116 ∗ 𝑆𝑆𝑆𝑆 (𝑁𝑁),                    100 < 𝑇𝑇𝐶𝐶𝑁𝑁𝑇𝑇𝑁𝑁𝑑𝑑𝑁𝑁𝑡𝑡𝑦𝑦(𝑁𝑁) < 400
0.0955 ∗ 𝑆𝑆𝑆𝑆(𝑁𝑁),                                    𝑇𝑇𝐶𝐶𝑁𝑁𝑇𝑇𝑁𝑁𝑑𝑑𝑁𝑁𝑡𝑡𝑦𝑦(𝑁𝑁) ≥ 400
                       (3.20) 
where SS is the suspended sediment transported at timestep i. 
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3.4 Tables and Figures 
Table 3.1. Defines soil codes in the legend of Figure 3.4. 
  
Soil Code Soil Name and Description 
GxD Gilpin-Upshur-Urban land complex, 15 to 25 percent slopes 
CoB Coolville silt loam, 3 to 8 percent slopes 
Ud Udorthents, smoothed 
VuD Vandalia-Urban land complex, 8 to 25 percent slopes 
SrB Sensabaugh loam, 3 to 8 percent slopes, rarely flooded 
GuC Gilpin-Upshur silt loams, 8 to 15 percent slopes 
Gy Guyan silt loam 
Us Urban land-Ashton-Lindside complex 
AhC Allegheny, bedrock substratum-Urban land complex, 3 to 15 percent slopes 
CtB Cotaco silt loam, 3 to 8 percent slopes 
Ur Urban land 
VaD Vandalia silt loam, 15 to 25 percent slopes 
GuC3 Gilpin-Upshur complex, 8 to 15 percent slopes, severely eroded 
Ca Chagrin silt loam, 0 to 3 percent slopes, occasionally flooded 
GlC Gilpin silt loam, 8 to 15 percent slopes 
Cm Chagrin-Melvin silt loams, frequently flooded 
W Water 
GlE Gilpin silt loam, 25 to 35 percent slopes 
UpC Upshur silty clay loam, 8 to 15 percent slopes 
GuD3 Gilpin-Upshur complex, 15 to 25 percent slopes, severely eroded 
UwB Urban land-Wheeling complex, 0 to 6 percent slopes 
MoB Monongahela loam, 3 to 8 percent slopes 
Lm Lindside silt loam, 0 to 3 percent slopes, occasionally flooded 
BeD Beech loam, 15 to 25 percent slopes 
BeE Beech loam, 25 to 35 percent slopes 
UtD Urban land-Gilpin-Upshur complex, 15 to 25 percent slopes 
BuC Beech-Urban land complex, 3 to 15 percent slopes 
MuC Monongahela-Urban land complex, 3 to 15 percent slopes 
LgC Latham-Gilpin complex, 8 to 15 percent slopes 
UsB Urban land-Ashton-Lindside complex, 0 to 8 percent slopes 
SvC Sensabaugh-Vandalia-Urban land complex, 3 to 15 percent slopes 
GuF Gilpin-Upshur silt loams, 35 to 70 percent slopes 
GuE Gilpin-Upshur complex, 25 to 35 percent slopes 
GuD Gilpin-Upshur complex, 15 to 25 percent slopes 
Lo Lobdell silt loam, 0 to 3 percent slopes, occasionally flooded 
LlE Lily sandy loam, 25 to 35 percent slopes 
DoD Dormont silt loam, loamy substratum, 15 to 25 percent slopes 
SoA Sensabaugh loam, 0 to 3 percent slopes, occasionally flooded 
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Table 3.2. Calibrated model parameters. 
 
 
 
 
 
 
Parameters Units Description Calibrated Model Value Source 
𝐶𝐶𝑠𝑠𝑐𝑐𝑠𝑠 (High) 
𝑁𝑁
1
2 ∗ 𝑄𝑄2
𝑘𝑘𝑔𝑔
1
2
 
Calibration coefficient for the 
transport capacity of the stream at 
high velocities 
7.04 x 10-6  
6.00 x 10-6 - 1.20 x 10-4  
Russo and Fox, 2012 
𝐶𝐶𝑠𝑠𝑐𝑐𝑠𝑠 (Low) 
𝑁𝑁
1
2 ∗ 𝑄𝑄2
𝑘𝑘𝑔𝑔
1
2
 
Calibration coefficient for the 
transport capacity of the stream at 
low velocities 
5.67 Manually adjusted during calibration 
𝐶𝐶𝑠𝑠𝑐𝑐𝑓𝑓 (High) 
𝑁𝑁
1
2 ∗ 𝑄𝑄2
𝑘𝑘𝑔𝑔
1
2
 
Calibration coefficient for the 
transport capacity of the 
floodplain at high velocities 
7.75 x 10-6  
6.00 x 10-6 - 1.20 x 10-4 
Russo and Fox, 2012 
𝐶𝐶𝑠𝑠𝑐𝑐𝑓𝑓 (Low) 
𝑁𝑁
1
2 ∗ 𝑄𝑄2
𝑘𝑘𝑔𝑔
1
2
 
Calibration coefficient for the 
transport capacity of the 
floodplain at low velocities 
5.69 
6.00 x 10-6 - 1.20 x 10-4 
Russo and Fox, 2012 
𝑤𝑤𝑠𝑠 
𝑁𝑁
𝑄𝑄  
Mean settling velocity of 
suspended material 2.42 x 10
-4  
1 x 10-5 - 5 x 10-4 
Russo and Fox, 2012 
𝜏𝜏𝑐𝑐𝑐𝑐𝑓𝑓 𝑃𝑃𝑁𝑁 
Critical shear of the floodplain 
source 0.09 
0.024 - 0.8 
Russo and Fox, 2012 
𝜏𝜏𝑐𝑐𝑐𝑐𝑏𝑏 𝑃𝑃𝑁𝑁 
Critical shear of the streambank 
source 2.05 
0.3 - 20 
Russo and Fox, 2012 
ab 
𝑘𝑘𝑔𝑔
𝑃𝑃𝑁𝑁 ∗𝑁𝑁2 ∗ 𝑄𝑄 
Erodibility of streambank source 9.85 x 10-5  
4.47 x 10-5 - 3.65 x 10-4 
Russo and Fox, 2012 
af 
𝑘𝑘𝑔𝑔
𝑃𝑃𝑁𝑁 ∗𝑁𝑁2 ∗ 𝑄𝑄 
Erodibility of floodplain source 3.47 x 10-4  
2.24 x 10-4 - 1.29 x 10-3 
Russo and Fox, 2012 
α Unitless Scaling coefficient in floodplain deposition function 8
 
20 
Lauer and Parker, 2008b 
λ Unitless Sediment deposition porosity in the floodplain 0.38 
0.35 
Lauer and Parker, 2008b 
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Figure 3.1 West Virginia is located in the southeast region of the United States. The 
Fourpole Creek watershed is located in Wayne and Campbell counties in the 
southwestern part of the state 
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Figure 3.2 Slope in the Fourpole Creek watershed  
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Figure 3.3. Land use in the Fourpole Creek watershed.  
 
% OF WATERSHED AREA LAND USE 
0.23% Woody Wetlands 
0.18% Shrub/Scrub 
0.01% Open Water 
2.62% Mixed Forest 
0.21% Herbaceuous 
2.74% Hay/Pasture 
0.12% Evergreen Forest 
10.10% Developed, Open 
Space 
9.03% Developed, Medium 
Intensity 
12.73% Developed, Low 
Intensity 
2.53% Developed, High 
Intensity 
59.42% Deciduous Forest 
0.00% Cultivated Crops 
0.06% Barren Lan 
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Figure 3.4. Soil types found in the Fourpole Creek watershed and confluence floodplain. 
The top figure portrays the soil types found along Fourpole Creek between the upstream 
and downstream monitoring stations. 
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Figure 3.5. Two monitoring stations that are part of the NSF SENSE monitoring program. 
One is located upstream of the confluence floodplain wetland and the other is located 
downstream at the confluence of Fourpole Creek and the Ohio River. 
 
   Figure adapted from Jensen and Ford, 2019.  
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Figure 3.6. Hysteresis loop stage decomposition for unmixing baseload and wash load 
sediment sources as purposed by Megnounif et al., (2013). 
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Figure 3.7. Conceptualization of Sediment Transport Model. 
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Figure 3.8. Reach discretization from H EC-RAS model and simplified cross section 
geometry. 
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Channel 
Width (m) 
Bank 
Height 
(m) 
Floodplain 
Width (m) 
Reach 1 28.18 2.10 393.54 
Reach 2 20.26 1.69 225.23 
Reach 3 19.01 1.23 251.05 
Reach 4 23.33 0.74 349.44 
Reach 5 28.26 0.57 195.61 
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CHAPTER 4.  RESULTS 
4.1 Sediment Yield Measurements from Disturbed Appalachian Watersheds 
4.1.1 SSC-Turbidity Calibration 
Results of linear regression analysis on in situ SSC-turbidity calibrations highlight 
a significant relationship between log-transformed values of SSC and turbidity (Table 4.1; 
Figure 4.1).  The simple linear regression performed between suspended sediment 
concentration and turbidity for in situ field measurements show that turbidity is a 
significant predictor with a P-value of 3.55×10-79 which is less than the alpha-level of 0.05 
(Table 4.1). However, residual and normal probability plots for the simple linear regression 
were examined and it was determined that the assumptions for linear regression analysis 
were not met due to the lack of homoscedasticity. The residual plot showed unequal 
variance among the residuals and the normal probability plot was non-linear (Figure 4.2). 
As previously mentioned, logarithmic base-10 data transformation has proven to be 
effective in normalizing residuals of turbidity-SSC regressions (Rasmussen et al., 2009). 
A logarithmic base-10 transformation of both the response and explanatory variables was 
done. This transformation is equivalent to a power function regression performed on 
untransformed variables and used for many streamflow-SSC transport curves (Glysson, 
1987; Curtis et al., 2006; Rasmussen et al., 2009). Linear regression using the log-
transformed values resulted in a P-value of 6.6×10-70 for turbidity as a predictor of SSC, 
which is less than the alpha-level of 0.05, suggesting it is a statistically significant 
predictor. Likewise, log-transformations greatly improved the residual plot and normal 
probability plot (Figure 4.2) and the assumptions for linear regression analysis were met. 
The power regression model had a coefficient of determination (R2-value) of 0.6451 
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indicating a moderately strong relationship between turbidity and suspended sediment 
concentration. Although this model was deemed sufficient, there was often large variability 
above and below the predicted values, particularly at low SSC values.  
Results for the laboratory SSC-turbidity calibration curve for the automated grab 
samples showed a strong correlation between the lab turbidity measurements and the SSC 
concentrations with little variability around the curve (Figure 4.1). As hypothesized 
correlating the lab turbidity measurements and suspended sediment concentrations, showed 
less variability and had a higher R2-value of 0.9465 suggesting a strong relationship. When 
compared, the two models were similar with the in-situ model having a slightly higher 
scaling term and the lab model having a slightly higher exponent. The models correlated 
well during high turbidity, however not during low turbidites causing the difference in the 
scaling and exponent coefficients. Given the strength of the calibration for the laboratory 
calibration, this curve was used in sediment flux and yield calculations. 
The findings from the laboratory sediment trap study support that SSC-Turbidity 
relationships for sediments at the upstream and downstream monitoring stations are not 
statistically different, highlighting that SSC-Turbidity curves developed at the downstream 
monitoring platform are applicable upstream (Figure 4.1).  The regression models for 
laboratory sediment trap measurements between SSC and turbidity showed strong 
correlation between suspended sediment concentration and turbidity with scaling factors 
of 5.4 and 5.2, and exponents of 1.0 and 1.1 for upstream and downstream trap samples, 
respectively (Figure 4.1).  The regression models were significant with an R2-value of 0.96 
and 0.94, respectively.   Prior to analysis, the residual plots for both data sets were 
examined and determined to be normally distributed with equal variance (Figure 4.2) and 
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hence two-sample t-tests were used to compare distributions.  Since the upstream and 
downstream artificial samples were made with the same range concentrations, we were 
able to compare the distributions of turbidity measurements for the upstream and 
downstream lab analyses.  Results of the t-test comparing the two turbidity distributions 
had a P-value of 0.990 suggesting that there is no significant difference in the turbidity 
measurements between the upstream and downstream site.  These results confirm that any 
differences in sediment compositions at the upstream and downstream sites did not 
significantly impact SSC-Turbidity relationships. 
While between-site differences did not significantly impact SSC-turbidity 
calibration curves, we did find that sampling method (trap vs. pump samplers) impacted 
SSC-turbidity relationships, likely reflecting the particle-size bias induced by sediment trap 
samplers.  The new measurements fell within the variability of the field measurements, 
however the upstream lab measurements tracked on the high side of the variability. This 
was displayed in the scaling term of the regression model which was two to four times 
larger than the scaling factor for the grab-sample calibrations. This difference prompted an 
investigation the particle size composition of the grab and trap samples. The grab samples 
had an average D50 of 38.65 microns while the trap samples had an average D50 of 11.39 
microns. This suggested that the sediment trap samples may have had a size class bias 
resulting in models that over predict the suspended sediment concentrations, but the 
similarity between the two models gave confidence that the relationship between turbidity 
and suspended sediment concentration was very likely the same at both the upstream and 
downstream sites.  
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4.1.2 Particle Size Results 
Results from the particle size analysis of suspended sediment sample show that 
there is high variability in suspended particle size at low turbidities, but as turbidity 
increases the suspended sediment become more homogenized, decreasing the particle size 
variability (Figure 4.3). A power function was found to describe the relationship between 
particle size and turbidity. Although there was still some variability in the D90 particle size 
at high turbidities, turbidity explained 75% of the variability in the D10 particle size. The 
power relationship between turbidity and D50 particle size was also very strong with an R2 
value of 0.71 (Figure 4.3). This function was used to predict particle size as a function of 
instantaneous turbidity in the sediment flux model to account for the variability in settling 
velocity when constructing concentration profiles. 
4.1.3 Sediment Yield Results 
Comparison of sediment yield results using the continuous monitoring and 
sediment rating curve approaches showed contrasting loadings on an annual basis.  The 
continuous sediment yield results showed that 3,592,308 kg or 3,592.3 tons of suspended 
sediment was transported from the watershed during the entire monitoring period. When 
normalizing the results per watershed area and days measured, the suspended sediment 
yields were estimated to be 153.5 t/yr/mi2. Separate sediment rating curves were 
constructed for the rising and falling limbs at upstream site and used to predict sediment 
fluxes as a function of discharge (Figure 4.4). A power regression was fit to the rising and 
falling limb datasets and both had a strong R2-value of 0.7941 and 0.8453 respectively.  
The sediment rating curve estimated a suspended sediment yield of 801.9 tons or 34.3 
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t/yr/mi2 for the same monitoring period. The annual suspended sediment yield predicted 
from the sediment rating curve was only 22.3% of the yield predicted by the continuous 
data. The sediment rating curve over and underpredicted instantaneous fluxes predicted by 
the high-resolution model. The over-predication periods occurred at lower base fluxes and 
the under-prediction periods occurred during higher event fluxes (Figure 4.5). 
The individual event yields were highly variable using the continuous estimation 
approach.  Event 1 was found to have the highest suspended sediment flux of 43,516 kg/hr 
and Event 17 was found to have the lowest average flux of 88kg/hr. The variability in 
sediment yields was heavily associated with flow variability.  In events that had a 
maximum flowrate greater than 1,000 ft3/s, the maximum event yield was found to be 
587,460 kg with an average yield of 424,100 kg.  In events that had a maximum flowrate 
less than 100 ft3/s, the maximum event yield was found to be 21,728 kg with an average 
yield of 12,433 kg. Seasonality does appear to have an effect on event yields as well. The 
winter months had the highest seasonal average event yield at 224,433 kg, followed by the 
summer months with an average event yield of 164,568 kg. The spring and fall months had 
much lower seasonal averages with average event yields of 88,046 kg and 89,705 kg 
respectively.   
Individual event suspended sediment yields were also calculated using the sediment 
rating curve method and often contrasted the continuous estimation method, despite similar 
long-term averages.  The sediment rating curve estimated every event yield significantly 
lower, estimating anywhere from 5.5% to 41% of the modeled event yields (Table 4.2, 
Figure 4.5). On average the sediment rating curve predicted 16.8% of the modeled yields 
across all the events. Both methods found Event 1 to have the highest yield and Event 17 
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to have the lowest.  However, unlike the data driven model predictions, the sediment rating 
curve predicted almost similar sediment fluxes for Event 1 and Event 3. In general, the 
sediment rating curve method does a better job of predicting yields in the fall and winter 
and a worse job in the summer when compared to the continuous estimates of suspended 
sediment yields.  
4.2 Source and Flow Pathway Dynamics 
Hysteresis analysis results displayed a variety of hysteresis loop types and 
magnitudes (Figure 4.6). The most frequent loop shape was the figure 8 shape that occurred 
during 9 of the events followed by 5 counterclockwise loops, 3 single lines, 1 single line 
with a clockwise loop, and 1 clockwise loop. The figure-8 shape occurred during four out 
of the six summer events, but was also seen periodically in the winter, spring, and fall 
months. Winter was also heavily comprised of figure-8 events, accounting for three out of 
the six events that season. In the spring, the counterclockwise loop was the most prevalent, 
as it was present for half of the events. The fall experienced three different hysteresis 
shapes, a figure 8, a single line, and a counterclockwise loop. During all three events in the 
summer of 2019, there was a large peak in concentration on the falling limb of the 
discharge. 
 Hysteresis index was observed to vary seasonally and as a function of antecedent 
rainfall. A timeseries of the average event hysteresis (Figure 4.7) indices shows that the 
hysteresis loops in the winter display weak to moderate positive patterns and loops in the 
summer display stronger negative patterns. The influence of antecedent rainfall on 
hysteresis index was examined (Figure 4.7) since soil moisture conditions can influence 
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the volume and timing of runoff as well as the soil erodibility. While the amount of 
precipitation 48 hours prior to the event was only found to explain 26% of the variability, 
the precipitation 96 hours prior to the event was found to explain 52% of the variability in 
the hysteresis index.  
 Unmixing analysis results suggest high variability in source contributions between 
baseload stream network sources, and wash load sources in the basin (Table 4.3, Figure 
4.8). The base load sources (YS1) were responsible for 12% to 100% of the total suspended 
sediment yield in the events. The activation of the base load sources is related to the 
hysteresis shape. Single line shapes indicate that 100% of the suspended sediment yield is 
from base load sources. All three single line hysteresis patterns were found in late fall and 
early winter. Clockwise loops indicate a flushing of the proximal sources. One clockwise 
hysteresis loop occurred in late winter and the base load source was responsible for 80% 
of the total sediment yield for that event. Counterclockwise loops indicate prominence of 
distal sources. Counterclockwise loops were the second most present hysteresis loop 
pattern occurring in every season and during 5 out of the 19 events. The contribution of the 
base load source during counterclockwise patterns was highly variable ranging from 13%-
64%. The proportion of the base load and wash load sediment sources for the figure-8 
shapes is highly variable as well. The base load sources can contribute 21% to 87% of the 
total suspended sediment yield for the event. During the summer 2018, the base load 
sources are a significantly larger portion of the total yield than in summer 2019 creating a 
strong negative discharge percentile HI value (Table 4.4).  
 Results of the unmixing analysis show a source activated on the rising and falling 
limb for the wash load (YS2) source in most events. To investigate this further, the wash 
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load was decomposed in to two sources (Table 4.5). The first source (YS2-a), was found 
to contribute from 13%-88% and source 2 (YS2-b) from 12-87% of the wash load. During 
the line and loop hysteresis pattern in Event 3, YS2-a constituted 88% of the wash load. 
During figure-8 events, on average, YS2-a contributed 40% of the wash load and YS2-b 
contributed 60%. YS2-b dominated during counterclockwise hysteresis. Antecedent 
moisture appeared to play an important role in the source contributions. YS2-a was found 
to be the highest at 88% of the wash load component when there was the highest 
precipitation 48 and 96 hours prior to the start of the event. Linear regression between 96-
hour antecedent precipitation suggest antecedent moisture explains 51% of the variability 
in the source contributions, with YS2-b contributions having a higher proportion of wash 
load during low antecedent moisture conditions. 
4.3 Measurements of Sediment Retention in Confluence Floodplains 
The continuous sediment yield results for 2019 found that about 40% of the inputs 
into the confluence floodplain were retained. The data showed that Fourpole Creek 
transported 3,592.3 tons of suspended sediment into the confluence control volume and the 
Ohio River transported 1,732.1 tons of suspended sediment into the confluence control 
volume over the course of the year. At the outlet, 3,156.6 tons of suspended sediment was 
exported to the Ohio River from Fourpole Creek, resulting in a system retention of 2,167.8 
tons of sediment within the 0.78km2 confluence floodplain. If all the sediment retained in 
the system was deposited and distributed equally throughout the entire floodplain, there 
would be about 0.17cm or 1.7mm increase in the floodplain sediment depth.  
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Results suggest that the confluence floodplain is both a source and a sink for 
sediments throughout the year. Figure 4.9 shows a time series of the sediment stored in the 
floodplain, including both sediment deposits and temporary stored sediment suspended in 
the water column of the inundated floodplain. Each event on the hydrograph is associated 
with an increase in sediment storage and the magnitude of the increase is often proportional 
to the magnitude of the outlet stage for the event. In addition, the final recession of the 
outlet stage on the falling limb of the event hydrographs is often associated a loss of 
retained sediments, suggesting some of the sediment stored in the water column of the 
floodplain is transported out as the water recedes back to the stream channel. This 
emphasizes the control the Ohio River has on the transport and fate of the sediments within 
confluence floodplain system. The average outlet stage throughout the winter was 1.8m 
and during this period, 1,308.67 tons of sediment was retained. 66% of the annual net 
retention occurred during the first 3 months of the year.  
Source-sink dynamics were highly variable for the nineteen monitored events 
(Table 4.6). For sixteen events, the confluence control volume was found to be a net sink 
of sediment, and three events showed that the control volume was a net source of sediment. 
The percentage of sediment retention during each event ranged from 21% to 96%, with the 
highest percent in the winter events. The three source events occurred in the spring and 
summer and the change in sediment flux upstream and downstream was, on average, about 
an order of magnitude lower than the amount of sediment retained for most of the sink 
events. Event 1 had the highest inputs at 596,823 kg being transported into the system. 
However, Event 9 was the largest sink with 340,143 kg of sediment retained.  Despite 
Event 1 having 18% more sediment inputs, 35% more sediment was retained in the 
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floodplain during Event 9. This is likely attributed to the magnitude of the backwater 
conditions. During Event 1, the maximum stage at the outlet was only 1.3m while the 
maximum stage during Event 9 was 5.4m. The extreme stage at the outlet likely caused an 
increase in the volume of water stored in the floodplain and the deceleration backwater 
conditions promoted deposition. This idea can be visualized when comparing the turbidity 
measurements at the upstream and downstream monitoring station for each event (Figure 
4.10). During Event 1 the turbidity peaks at the upstream and downstream site are only 
about 45 minutes apart. The sediment was routed quickly through the system allowing only 
about a 15% decrease in peak turbidity between the monitoring stations. However, during 
Event 9 the extreme backwater conditions greatly increased the residence time and the 
turbidity peaks at the upstream and downstream site are about 10.5 hours apart. The slower 
flow conditions likely promoted more deposition and decreased the peak turbidity between 
the monitoring stations by 47%. 
4.4 Confluence Sedimentation Model Results 
The sediment transport was found to perform well during both calibration and validation 
periods. The NSE statistics for the calibration and validation runs were 0.601 and 0.759 
respectively and the PBIAS statistics were -4.03 and 2.85 respectively. The sediment 
transport model simulated an annual flux of 3,038.85 ton of suspended sediment out of the 
system. This is within 4% of the measured annual flux out of the system.  Similarly, the 
model simulated 2,055.94 tons of net sediment deposition in the floodplain which is within 
2.5% of estimated floodplain deposition from the measured results. Figure 4.11 compares 
the measured, routed, and calibrated model results for the daily sediment fluxes out of the 
system. The measured results are the sediment fluxes measured at the downstream 
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monitoring site when the flow out of the system is positive. The routed results are the fluxes 
out of the system when no erosion or deposition is simulated. The modeled results are the 
fluxes out of the system when erosion and deposition is simulated after the relevant 
sediment transport parameters had been calibrated. The direct sediment routing provided 
poor model statistics with an NSE of -0.724 and a PBIAS of 53.464. It generally over 
predicts the fluxes during the winter and underpredicts in the summer when compared to 
the measured results. After simulating the erosion and deposition dynamics in the model, 
the calibrated results still have periods of over and under prediction but compare 
substantially better to the measured results. 
 The depositional and erosional dynamics varied heavily from reach to reach (Figure 
4.12). Reach 1 (the most upstream reach) had the least amount of deposition and the highest 
amount of erosion in the floodplain. The floodplain was found to be net erosive in this 
reach, losing about 1,179 kg of sediment and slightly degrading by 0.004mm. Reach 1 was 
the only reach to have bank erosion with 271,868 kg eroded over the year. 43% of this 
erosion occurred in the summer months and the rest occurred during isolated events 
throughout the remainder of the year. Reach 2 had the second highest amount of deposition 
in the floodplain with 731,893 kg of freshly deposited sediment, 28% of which was later 
eroded. Reach 2 had a net deposition of 530,746 kg of sediment and when normalized for 
the surface area of the reach, caused the floodplain in this reach to aggrade 2.8mm over the 
year. Reach 3 had the highest amount of deposition and erosion in the floodplain, 1,219,333 
kg and 566,118 kg of sediment respectively. Reach 3 had a net deposition of 653,215 kg 
but being the largest reach, the floodplain only aggraded 2.3mm over the year. Reach 4 
was the only reach to have no floodplain erosion. The deposition is this reach was 549,572 
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kg which caused the floodplain to aggrade by 2.9mm, the highest aggradation of any reach. 
Reach 5 had 684,244 kg of sediment deposited and 88,791 kg of erosion. Reach 5 had a 
net deposition of 595,453 kg which caused a 2.6mm aggradation of the floodplain.  
 The modeled reach dynamics were studied on an event scale for 4 hysteresis 
patterns. There is currently no method to examine hysteresis loops in systems that 
experience backwater conditions, so the influence of upstream hysteresis patterns on 
erosional and depositional processes in the floodplain was explored. Events 5 and 6 both 
displayed a single line hysteresis pattern at the upstream monitoring site. During this 
relationship the suspended sediment concentration and flowrate increase at the same rate 
and all the suspended sediment supplied is a result of the erosive power of the flow. Over 
the course of these two events (Figure 4.13), erosion occurred in Reaches 1, 2, and 3. In 
Reach 2 and 3 floodplain erosion occurred during both events, but in Reach 1 erosion only 
occurred during Event 6. Floodplain erosion typically occurs when the residual transport 
capacity is high. The transport capacity during Event 5 in Reach 1 was too low to cause 
erosion, but changes in fluid shear stress in Reaches 2 and 3 likely increased the transport 
capacity allowing erosion to occur. The residual transport capacities in Reaches 4 and 5 are 
low and deposition occurs. During Event 6, the highest floodplain accumulation occurs in 
Reach 2 and is likely mostly deposits of sediment eroded from the floodplain in Reach 1. 
The influence of the upstream single line hysteresis pattern appears to resonate through 
Reaches 1-3, but the backwater becomes the dominant control in Reaches 4 and 5 creating 
low fluid shear stresses and subsequent low transport capacities. 
 Counterclockwise hysteresis patterns were found to deposit more sediment in 
upstream reaches (Figure 4.14). In a counterclockwise loop, the peak suspended sediment 
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concentration occurs after the peak flowrate, suggesting that sediment is predominately 
from distal sources. During Event 8, more sediment was deposited in Reaches 1 and 2 than 
in the downstream reaches of the control volume. The residual transport capacity for all the 
reaches was generally low, however transport capacity spiked in reaches 2, 3, and 5 during 
peak flow. Minute amounts of floodplain erosion occurred during these spikes. The least 
amount of deposition occurred in Reach 4. 
Clockwise hysteresis patterns were found to deposit more sediment in downstream 
reaches (Figure 4.15). In a clockwise loop, the peak suspended sediment concentration 
occurs before the peak flowrate, suggesting that sediment is predominately from nearby 
unconsolidated material in the fluvial network. Event 10 displayed a clockwise hysteresis 
pattern upstream of the floodplain. In this event, more sediment is deposited in the 
downstream reaches with little deposited in the upstream reaches. Reaches 2 and 3 again 
experienced spikes in residual transport capacity. Reach 3 experienced the greatest amount 
of deposits but Reach 4 and Reach 5 still experienced appreciable amounts of deposition. 
This suggests sediment deposited in Reaches 1 and 2 is sediment from upland sources, 
while the majority of sediment deposited in Reaches 3-5 is sediment from in channel and 
other nearby sources.  
 Figure 8 was the most common hysteresis pattern experienced at the upstream site 
and showed a mixture of clockwise and counterclockwise dominance for sediment fluxes, 
which further support the erosion/deposition findings from the aforementioned results. 
Counterclockwise figure 8 patterns mimic the same depositional floodplain patterns as the 
counterclockwise loops (Figure 4.16 and 4.17). Events 7 and 9, both counterclockwise 
figure 8, experienced the most deposition in Reach 1 and Reach 2. Clockwise figure 8 
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patterns were also found to mimic the depositional floodplain patterns of clockwise loops 
(Figure 4.18). During Event 11, Reach 1 and 2 experienced little deposition and Reach 2 
even experienced large amounts of erosion with spikes in residual transport capacity. The 
most deposition occurred in Reaches 3 and 4, but even Reach 5 experienced more 
deposition than Reach 1 and Reach 2. In summary, upstream hysteresis patterns strongly 
influence deposition/erosion dynamics of floodplain sediments in backwater confluence 
features.  
4.5 Particulate Nitrogen Yield Estimates 
Results show that POM content had high variability at low turbidities that decreased 
with increasing turbidity (Figure 4.19). Four regions were established and the average 
percent POM in the lowest turbidity region was found to be 26.25% with a standard 
deviation of 17%. The average percent POM decreased with increasing in turbidity until 
the highest turbidity region where it was found to homogenize around 9.55%. These 
averages were incorporated into the PN yield equation (3.19) to account for the POM 
content variability in particulate N estimates.   
Results show that PN inputs to the Fourpole Creek wetland are high and variability 
in composition plays an important role in loading for moderate events.  For the entire 
monitoring period, the POM yield was found to be 619,520 kg or 10,223 kg/km2. The 
particulate nitrogen yield for the entire monitoring period were estimated to be between 
17,700 kgN and 36,665 kgN. This equates to an average of 13,861-28,713 kgN annually.  
Variability in POM content sometimes resulted in differences in events that transported the 
most PN as compared to the most sediment.  In general, PN yields were highest during 
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events when the sediment yields were the highest such as events 1,9, and 8. Additionally 
PN yields were lowest in events with the lowest sediment yields such as event 18, 16, and 
17. However, for some events the sediment yields were higher respectively than the PN 
yields were. For example, event 11 has the 4th highest sediment yield but it has the 6th 
highest PN yield. Additionally, event 3 has the 5th highest PN yield but the 6th highest 
sediment yield. The winter had the highest average PN yields and the spring had the lowest 
PN yields.  
PN inputs from the Ohio river were found to be highly variable during events, 
ranging from 0.2-166kg. Downstream PN loading estimates found that the Ohio River 
contributes 0-43% of the total event PN inputs. Variability in POM content also resulted in 
differences in events that retained the most PN as compared to the most sediment. Event 
11 had the lowest percentage of sediment retained (from events that were sinks for 
sediment), however Event 1 had the lowest percentage of PN retained. Event 7, which had 
the highest sediment retention at 96%, also had the highest PN retention at 94%. In general, 
the percentage of sediment retained was reflective of the percentage of PN retained. Events 
that occurred in the winter had the highest PN retention and three spring and summer events 
found the system to be a source of PN discharging as much as 203kg of PN during the 
event. 
For the 2019 calendar year, 19,745-35,260kgN was imported into the confluence 
floodplain wetland. Foupole Creek contributed 11,400-20,358kgN while the Ohio River 
contributed 8,345-14,902kgN, 58% and 42% of the total inputs respectively. The system 
exported 16,739-29,890 kgN to the Ohio River, retaining 3,006-5,370kgN or 18% of the 
PN inputs the wetland. This is equivalent to 49.6-88.6kgN/km2 annually. 
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4.6 Tables and Figures 
Table 4.1. Multiple and simple linear regression results for turbidity and suspended 
sediment concentration.  Flowrate is included as an explanatory variable given backflows 
(negative Q) were anticipated to impact calibration curves given the potential influence. 
 
Multiple Linear Regression: Explanatory Variables Turbidity and Flowrate 
 Coefficients Standard Error t Stat P-value 
Lower 
95% Upper 95% 
Intercept 19.491 5.736 3.398 0.0008 8.202 30.779 
Turbidity 1.137 0.044 25.93 1.08E-78 1.05 1.223 
Flowrate 0.071 0.053 1.329 0.185 -0.034 0.176 
 
Multiple Linear Regression: Explanatory Variables log(Turbidity) and Flowrate 
 Coefficients Standard Error t Stat P-value 
Lower 
95% Upper 95% 
Intercept 0.43 0.05 8.667 2.79E-16 0.333 0.528 
log (Turbidity) 0.837 0.036 23.21 4.96E-69 0.766 0.908 
Flowrate -2.69E-04 2.04E-04 -1.32 0.188 -6.70E-04 1.32E-04 
 
Simple Linear Regression: Explanatory Variables Turbidity 
 Coefficients Standard Error t Stat P-value 
Lower 
95% Upper 95% 
Intercept 21.376 5.565 3.841 1.49E-04 10.425 32.328 
Turbidity 1.14 0.044 26.04 3.55E-79 1.054 1.227 
 
Simple Linear Regression: Explanatory Variables log(Turbidity) 
 Coefficients Standard Error t Stat P-value 
Lower 
95% Upper 95% 
Intercept 0.435 0.05 8.784 1.20E-16 0.338 0.533 
log (Turbidity) 0.827 0.035 23.43 6.60E-70 0.757 0.896 
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Table 4.2. Sediment yield estimates using the continuous sediment load estimation 
method and the sediment rating curve method. 
Event Date Duration (hr) 
Maximum 
Flowrate 
(ft3/s) 
Measured 
Sediment 
Yield (kg) 
SRC 
Sediment 
Yield (kg) 
SRC % of 
Modeled 
Suspended 
Sediment Yield 
1 9/9/2018 13.5  1,092  589,020 63,215 10.76% 
2 9/23/2018 16  168  63,849 4,718 7.35% 
3 9/27/2018 15.75  1,184  209,620 58,923 28.10% 
4 11/15/2018 68.25  764  216,000 61,165 28.19% 
5 1/19/2019 26  610  126,490 34,936 27.46% 
6 1/23/2019 23.75  765  179,580 46,722 25.95% 
7 2/12/2019 14  390  137,110 13,841 10.07% 
8 2/20/2019 10  909  363,100 41,133 11.35% 
9 2/23/2019 19.25  1,292  475,800 56,607 11.91% 
10 3/9/2019 19.75  226  63,778 10,597 16.44% 
11 5/3/2019 27  466  229,110 22,043 9.60% 
12 5/12/2019 35.75  198  21,223 9,106 40.95% 
13 5/17/2019 11.75  69  21,342 1,400 6.44% 
14 6/16/2019 15  258  78,270 9,477 12.04% 
15 7/22/2019 16.75  391  110,080 11,561 10.47% 
16 8/23/2019 39.5  43  11,920 787 6.50% 
17 8/27/2019 39.5  9  3,477 192 5.52% 
18 10/6/2019 18.75  173  13,079 3,251 24.11% 
19 12/29/2019 30.75  174  35,697 10,077 26.09% 
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Table 4.3. Unmixing analysis for base load (YS1) and wash load (YS2) contributions 
during individual storm events. 
Event Date Season Hysteresis Shape YS (kg) YS1 (kg) YS2 (kg) YS1/YS 
1 9/9/2018 Summer 2018 Figure 8 575,154 274,789 300,365 48% 
2 9/23/2018 Summer 2018 Figure 8 63,250 50,152 13,097 79% 
3 9/27/2018 Summer 2018 Line with Clockwise Loop 207,004 187,159 19,846 90% 
4 11/15/2018 Fall 2018 Counterclockwise 214,202 72,554 141,648 34% 
5 1/19/2019 Winter 2019 Single Line 125,795 125,795 0 100% 
6 1/23/2019 Winter 2019 Single Line 177,746 177,746 0 100% 
7 2/12/2019 Winter 2019 Figure 8 133,343 74,570 58,773 56% 
8 2/20/2019 Winter 2019 Counterclockwise 353,785 183,676 170,109 52% 
9 2/23/2019 Winter 2019 Figure 8 461,244 309,335 151,909 67% 
10 3/9/2019 Winter 2019 Clockwise 63,736 50,586 13,150 79% 
11 5/3/2019 Spring 2019 Figure 8 226,530 196,979 29,551 87% 
12 5/12/2019 Spring 2019 Figure 8 22,278 14,556 7,662 66% 
13 5/17/2019 Spring 2019 Counterclockwise 21,541 6,725 14,816 31% 
14 6/16/2019 Spring 2019 Counterclockwise 77,717 48,856 28,861 63% 
15 7/22/2019 Summer 2019 Figure 8 109,376 22,575 86,801 21% 
16 8/23/2019 Summer 2019 Figure 8 12,025 3,352 8,673 28% 
17 8/27/2019 Summer 2019 Counterclockwise 3,425 415 3,009 12% 
18 10/6/2019 Fall 2019 Figure 8 13,416 4,669 8,747 35% 
19 12/29/2019 Fall 2019 Single Line 36,537 36,537 0 100% 
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Table 4.4.  Hysteresis index changes as a function of discharge and the average hysteresis index for each event. 
 
HI for Discharge Percentile 
 
Event 5% 10% 15% 20% 25% 30% 35% 40% 45% 50% 55% 60% 65% 70% 75% 80% 85% 90% 95% Average HI 
1 -0.05 -0.05 -0.05 -0.06 -0.07 -0.07 -0.07 -0.08 -0.08 -0.09 -0.10 -0.13 -0.15 -0.18 -0.18 -0.23 -0.23 -0.57 0.25 -0.12 
2 -0.06 -0.07 -0.07 -0.08 -0.08 -0.09 -0.10 -0.11 -0.11 -0.14 -0.15 -0.11 -0.07 0.11 0.29 0.38 0.30 0.35 0.37 0.03 
3 -0.21 -0.23 -0.22 -0.25 -0.22 -0.20 -0.21 -0.21 -0.16 -0.08 0.01 0.03 0.02 0.07 0.03 0.09 0.29 0.21 0.15 -0.06 
4 -0.10 -0.13 -0.14 -0.13 -0.14 -0.17 -0.18 -0.24 -0.28 -0.42 -0.39 -0.39 -0.44 -0.51 -0.57 -0.69 -0.68 -0.79 -0.71 -0.37 
5 -0.03 -0.05 -0.04 -0.04 -0.01 -0.01 0.02 0.04 0.02 0.11 0.10 0.26 0.29 0.37 0.36 0.17 0.05 -0.04 -0.12 0.08 
6 -0.16 -0.15 -0.12 -0.10 -0.16 -0.09 -0.04 0.03 0.10 0.15 0.18 0.23 0.28 0.30 0.30 0.19 0.33 0.48 0.28 0.11 
7 -0.02 -0.04 -0.05 -0.04 -0.06 -0.08 -0.07 -0.08 -0.06 -0.04 -0.02 0.03 0.14 0.25 0.54 0.69 0.40 0.10 -0.08 0.08 
8 N/A -0.01 -0.04 -0.06 -0.07 -0.08 -0.08 -0.06 -0.04 -0.03 -0.03 -0.03 -0.02 0.01 0.12 0.18 0.21 0.16 -0.04 0.01 
9 0.04 0.08 0.10 0.16 0.17 0.27 0.30 0.35 0.38 0.42 0.55 0.72 0.76 0.77 0.71 0.63 0.51 0.32 0.21 0.39 
10 -0.08 -0.08 -0.06 -0.03 -0.04 -0.05 -0.09 -0.10 -0.08 -0.04 0.01 0.14 0.13 0.20 0.12 0.09 0.04 -0.10 -0.23 -0.01 
11 N/A 0.14 0.18 0.21 0.40 0.61 0.36 0.39 0.36 0.23 0.04 -0.02 -0.18 -0.32 -0.24 -0.34 -0.47 -0.42 -0.21 0.04 
12 -0.15 -0.23 -0.37 -0.42 -0.49 -0.44 -0.60 -0.63 -0.67 -0.60 -0.57 -0.27 0.17 0.35 0.31 0.31 0.17 0.14 0.12 -0.20 
13 N/A -0.38 -0.36 -0.37 -0.48 -0.55 -0.66 -0.78 -0.41 -0.07 0.19 0.26 0.23 0.13 0.13 0.10 -0.01 -0.11 0.11 -0.17 
14 0.09 -0.04 0.02 -0.03 -0.02 -0.15 -0.22 -0.31 -0.39 -0.36 -0.48 -0.50 -0.45 -0.38 -0.55 -0.51 -0.57 0.05 0.03 -0.25 
15 -0.43 -0.61 -0.89 -0.99 -0.94 -0.85 -0.69 -0.58 -0.56 -0.26 -0.22 -0.22 -0.18 -0.21 -0.18 -0.11 0.07 0.28 0.20 -0.39 
16 -0.05 -0.16 -0.30 -0.43 -0.50 -0.77 -0.96 -0.95 -0.65 -0.60 -0.46 -0.33 -0.18 -0.19 -0.09 0.08 0.11 0.16 0.19 -0.32 
17 N/A -0.02 -0.04 -0.05 -0.08 -0.11 -0.15 -0.18 -0.29 -0.32 -0.43 -0.59 -0.68 -0.91 -0.48 -0.21 0.15 0.19 0.35 -0.21 
18 -0.13 -0.06 -0.04 -0.07 -0.13 -0.12 -0.10 -0.11 -0.11 -0.10 -0.10 -0.14 -0.20 -0.27 -0.29 -0.28 -0.27 -0.20 0.18 -0.13 
19 0.18 0.26 0.18 0.30 0.19 0.24 0.36 0.29 0.21 0.30 0.37 0.43 0.36 0.36 0.45 0.43 0.31 0.46 0.42 0.32 
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Table 4.5. The decomposition of the two major wash load sources, into YS2-a and YS2-b, activated during many events. 
Event Date Season Hysteresis Shape YS2-a YS2-b %YS2-a %YS2-b Event Precipitation  
48 hr. 
Precipitation 
96 hr. 
Precipitation 
1 9/9/2018 Summer 2018 Figure 8 122,480 177,885 41% 59% 4.32 0.1 0.1 
3 9/27/2018 Summer 2018 Line with Clockwise Loop 17,445 2,401 88% 12% 0.88 0.41 2.76 
7 2/12/2019 Winter 2019 Figure 8 21,483 37,208 37% 63% 1.77 0 0.85 
8 2/20/2019 Winter 2019 Counterclockwise  33,022.99   137,085.87  19% 81% 1.42 0 0.09 
10 3/9/2019 Winter 2019 Clockwise 7,384 5,767 56% 44% 0.84 0.32 0.33 
12 5/12/2019 Spring 2019 Figure 8 1,015 6,647 13% 87% 0.94 0.17 0.17 
13 5/17/2019 Spring 2019 Counterclockwise 5,685 9,132 38% 62% 0.82 0 0.01 
14 6/16/2019 Spring 2019 Counterclockwise  5,744   23,121  20% 80% 1.05 0 0.22 
15 7/22/2019 Summer 2019 Figure 8 38,698 48,220 45% 55% 1.60 0 0.64 
16 8/23/2019 Summer 2019 Figure 8 1,834 6,840 21% 79% 1.82 0 0 
17 8/27/2019 Summer 2019 Counterclockwise 1,017 1,993 34% 66% 0.70 0 1.82 
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Table 4.6. The sediment fluxes into and out of the floodplain as well as the sediment yield retained in the floodplain. 
Event Date Season Hysteresis Shape Upstream Inputs (kg) 
Downstream 
Inputs (kg) 
Downstream 
Outputs (kg) 
Net Retention 
(kg) 
% of Inputs 
Retained 
1 9/9/2018 Summer 2018 Figure 8 587,460 9,363 376,790 220,033 37% 
2 9/23/2018 Summer 2018 Figure 8 64,228 13,119 22,256 55,091 71% 
3 9/27/2018 Summer 2018 Line with Clockwise Loop 209,690 61 87,293 122,458 58% 
4 11/15/2018 Fall 2018 Counterclockwise 217,010 9,929 123,760 103,179 45% 
5 1/19/2019 Winter 2019 Single Line 127,240 18,897 76,951 69,186 47% 
6 1/23/2019 Winter 2019 Single Line 180,070 12,852 83,271 109,651 57% 
7 2/12/2019 Winter 2019 Figure 8 137,410 1,068 5,576 132,902 96% 
8 2/20/2019 Winter 2019 Counterclockwise 362,250 0 80,281 281,969 78% 
9 2/23/2019 Winter 2019 Figure 8 475,150 14,353 149,360 340,143 69% 
10 3/9/2019 Winter 2019 Clockwise 64,479 31,092 13,064 82,507 86% 
11 5/3/2019 Spring 2019 Figure 8 229,510 37 181,080 48,467 21% 
12 5/12/2019 Spring 2019 Figure 8 22,236 4,529 7,620 19,145 72% 
13 5/17/2019 Spring 2019 Counterclockwise 21,728 662 33,675 -11,285 -50% 
14 6/16/2019 Spring 2019 Counterclockwise 78,711 8,321 58,551 28,481 33% 
15 7/22/2019 Summer 2019 Figure 8 110,460 5,525 74,578 41,407 36% 
16 8/23/2019 Summer 2019 Figure 8 12,103 13,157 32,845 -7,585 -30% 
17 8/27/2019 Summer 2019 Counterclockwise 3,467 9,799 24,153 -10,887 -82% 
18 10/6/2019 Fall 2019 Figure 8 13,484 8,617 13,263 8,838 40% 
19 12/29/2019 Fall 2019 Single Line 38,621 19,193 8,453 49,361 85% 
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Table 4.7. The particulate nitrogen fluxes into and out of the floodplain as well as the particulate nitrogen retained in the 
floodplain.
Event Duration (hr) Date Upstream PN Inputs (kg) 
Downstream PN 
Inputs (kg) 
Downstream PN 
Outputs (kg) 
Net PN 
Retention (kg) 
% of Inputs 
Retained 
1 13.5 9/9/2018 1,668-2,979 39-69 1,432-2,558 275-492 16% 
2 16 9/23/2018 183-326 41-74 79-142 145-258 65% 
3 15.75 9/27/2018 690-1,232 0.3-0.5 305-545 385-687 56% 
4 68.25 11/15/2018 701-1,253 57-103 341-610 417-746 55% 
5 26 1/19/2019 428-764 59-105 236-421 251-448 52% 
6 23.75 1/23/2019 594-1,061 56-104 268-479 364-686 56% 
7 14 2/12/2019 396-707 5-9 24-43 377-673 94% 
8 10 2/20/2019 1,025-1,831 - 240-429 785-1,402 77% 
9 19.25 2/23/2019 1,375-2,456 46-82 486-867 935-1,662 66% 
10 19.75 3/9/2019 206-369 89-160 50-90 245-439 83% 
11 27 5/3/2019 657-1,174 0.2-0.3 516-922 141-252 21% 
12 35.75 5/12/2019 82-147 33-59 19-34 96-172 83% 
13 11.75 5/17/2019 61-127 3-5 106-190 -(42-58) -65% 
14 15 6/16/2019 235-419 27-48 196-349 66-118 25% 
15 16.75 7/22/2019 316-564 25-45 226-404 115-205 34% 
16 39.5 8/23/2019 35-63 47-84 113-203 -(31-56) -38% 
17 39.5 8/27/2019 11-19 39-69 98-176 -(48-88) -96% 
18 18.75 10/6/2019 45-80 22-39 39-69 28-50 42% 
19 30.75 12/29/2019 122-219 93-166 42-75 173-310 80% 
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Figure 4.1. SSC-Turbidity power regression comparison for the field and laboratory 
turbidity measurements. 
 
  
 
Regression Power Function 
F(x)=axb 
Scaling 
Factor 
a 
Exponent 
b 
Coefficient of 
Determination 
R2 
Field Turbidity 
and SSC SSC=2.725(Turbidity)
0.8268 2.725 0.8268 0.6451 
Lab Turbidity and 
SSC SSC=1.2501(Turbidity)
0.984 1.2501 0.984 0.9465 
Upstream Lab 
Turbidity and 
SSC 
SSC=5.3959(Turbidity)1.0165 5.3959 1.0165 0.9548 
Downstream Lab 
Turbidity and 
SSC 
SSC=5.1504(Turbidity)1.0719 5.1504 1.1109 0.9394 
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Figure 4.2. Statistical analysis for the SSC-Turbidity regression models. The top set of 
graphs compares the regression plot, residual plot, and normal probability plot of the 
SSC-Turbidity relationship of the data before and after the log transformation to 
determine normality. The bottom set of graphs are the residual plot and normal 
probability plot of the log transformed laboratory turbidity measurements for the 
upstream and downstream sites to determine normality.   
 
 
  
 
87 
 
Figure 4.3. Particle size distribution analysis for suspended sediment samples as a 
function of turbidity collected at the Fourpole Creek floodwall station.  Values for D10, 
D50 and D90 are provided. The D50 power function was used in the sediment flux model 
to vary settling velocity as a function of turbidity. 
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Figure 4.4. Due to the hysteretic nature of sediment transport, two sediment rating curves 
were used to relate suspended sediment flux (Qss) to discharge (Q).  A power 
relationship is fit between suspended-sediment flux as a function of discharge which 
commonly follows a power relationship. 
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Figure 4.5. Time series and event comparison of sediment flux predictions from the high-
resolution model to the sediment rating curve.  
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Figure 4.6. The hysteresis loop patterns for each event. 
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Figure 4.7. The top graph shows the seasonality of the average event hysteresis index. The bottom graphs relate average 
hysteresis index to 48-hour antecedent precipitation, 96-hour antecedent precipitation, and peak discharge. 
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Figure 4.8. Graphical representation of timing of the activation of base load and wash load sources.
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Figure 4.9. Cumulative sediment storage in the floodplain over time. 
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Figure 4.10. Comparison of the turbidity at the upstream and downstream monitoring site 
for two contrasting events. Event 1 occurred in the summer of 2018 during lower 
backwater conditions and Event 9 occurred the follow winter of 2019 during high 
backwater conditions. 
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Figure 4.11. Comparison observed, routed, and modeled daily sediment fluxes out at the 
confluence of Fourpole Creek and the Ohio River. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
96 
 
Figure 4.12. Sediment budget for each reach and the total system from the calibrated 
model results. 
 
 
 
 
 
 
 
 
 
 Reach 1 Reach 2 Reach 3 Reach 4 Reach 5 Total 
Floodplain Deposition 329,721 731,893 1,219,333 549,572 684,244 3,514,763 
Floodplain Erosion 330,900 201,147 566,118 0 88,791 1,186,956 
Streambank Erosion 271,868 0 0 0 0 271,868 
Net -273,047 530,746 653,215 549,572 595,453 2,055,939 
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Figure 4.13. Depositional patterns in the floodplain for two single line hysteresis events. 
98 
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Figure 4.14. Depositional patterns in the floodplain for a counterclockwise figure-8 
hysteresis event. 
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Figure 4.15. Depositional patterns in the floodplain for clockwise hysteresis event.  
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Figure 4.16. Depositional patterns in the floodplain for a counterclockwise figure-8 
hysteresis event. 
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Figure 4.17. Depositional patterns in the floodplain for counterclockwise hysteresis 
event. 
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Figure 4.18. Depositional patterns in the floodplain for a counterclockwise figure-8 
hysteresis event. 
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Figure 4.19. Relationship between particulate organic matter (%) vs. turbidity (NTU) 
from ISCO samples.  Four regions were denoted to account for the variability of 
particulate organic matter content at different turbidity levels. 
 
105 
 
CHAPTER 5.  DISCUSSION 
5.1 Sediment Yields from Distal Forested Watersheds 
Continuous estimates of sediment flux suggest that sediment fluxes from Fourpole 
Creek are comparable to other regions of Appalachia with watershed disturbances. 
Reported annual sediment loading estimates throughout Appalachia range from 9.3 t/mi2-
708 t/mi2, averaging around 135 t/mi2 (Table 2.1). The continuous sediment model 
estimated an annual yield of 151 t/mi2. To validate this, a simple discharge and 
concentration relationship was used and estimated 194 t/mi2. This method assumed an 
average concentration throughout the depth profile, while the Rouse method accounted for 
the differences in sediment concentration throughout the depth profile. Not accounting for 
the change in concentration caused a slight over prediction but provided confidence in the 
continues sediment flux estimations. The annual sediment flux of 151 t/mi2 is above 
average, but still within the ranges for sediment yields in the Appalachian region found by 
other researchers. The studies that reported the highest sediment loadings were influenced 
by mining disturbances. Watersheds that did not experience mining disturbances had 
average sediment loadings of 66.4 t/mi2 (Williams and Reed, 1972; Bolstad et al., 2006; 
U.S. EPA, 2007; Dun et al., 2013), suggesting that sediment loading in this system is high 
for a watershed in this region that is not influenced or was previously influenced by mining. 
This could be attributed to the urban disturbance in this mixed-use watershed. In general, 
watersheds in this region that have urban disturbances reported larger sediment flux than 
watersheds that were predominately undisturbed forests (Williams and Reed, 1972; U.S. 
EPA, 2007).  These results suggest that disturbed confluence watersheds of the Western 
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Allegheny Plateau may be hotspots of sediment to the Ohio River Basin, especially given 
the limited transit time in the fluvial network before reaching the river.  
 Results of this study suggest that sediment fluxes may be underestimated using 
sediment rating curves in mixed-use Appalachian watersheds, stemming from the 
hysteretic behavior of these systems.  Sediment rating curves were found to be a common 
method for predicting sediment fluxes in Appalachia (Table 2.1), however in this system 
the sediment rating curve method was found to underpredict annual sediment yields by 
77.2%. The sediment rating curves were able to predict similar fluxes to the high-resolution 
model during lower sediment flux periods. However, the sediment rating curve was never 
able to accurately predict the event yields, likely due to high variability in the sediment 
source contributions and the timing of the source activation. Sediment rating curves in 
disturbed Appalachian watersheds may under-predict sediment flux despite strong 
regression statistics, which reflects the complex (and variable) hysteretic behavior of 
sediment transport in these landscapes. This highlights the need of high-resolution sensors 
to accurately capture sediment dynamics in ‘flashy’ systems like Fourpole Creek that 
experience quick increases in discharge and sediment concentrations.   
Although this study is likely one of the first to compare sediment flux 
methodologies in this region, our result corroborates findings that have identified 
deficiencies in sediment rating curve estimates elsewhere. Lewis and Eads (2009), 
investigated the performance of the sediment rating curve in a 689mi2 mountainous 
watershed that was predominately forested with some agricultural (21%) and urban 
disturbances (0.2%).  In the South Fork Eel River, daily suspended sediment 
concentrations, when compared to estimates from 10-minute turbidity, poorly represented 
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the actual patterns and grossly underestimated the daily sediment loads (Lewis and Eads, 
2009). Others have suggested that rating curves usually result in poor estimates for three 
main reasons: 1) suspended sediment concentration is often out of phase with discharge 
and leads to biases in load estimation, 2) high discharge and sediment concentrations are 
inadequately represented, and 3) rating curves cannot account for intermittent sediment 
delivery from erosion events or account for differences between rainfall and snowmelt 
runoff (Walling and Webb, 1981; Lewis and Eads, 2009). These results suggest caution 
should be used in sediment rating curves, especially in mixed-use systems considering the 
potential impacts of temporally varied hysteresis and source activation to influence annual 
sediment yields.   
5.2 Sediment Source Dynamics in Disturbed Appalachian Watersheds 
Results of the hysteresis and source unmixing analysis suggest that three important 
sediment sources in the watershed exert time-varying controls on watershed sediment 
fluxes throughout the year. Fourpole creek storm events displayed all 5 classes of sediment 
hysteresis over the monitoring period.   The unmixing analysis of the base load and wash 
load sources found that the contribution of base load and wash load is highly variable from 
event to event. The base load source contributed 100% for some events while others it only 
contributed 13%. Antecedent moisture conditions could be a possible factor impacting the 
contribution of the two types of sources. During the events in summer of 2018 there was 
some precipitation in the 48 hours prior to the event and the base load sources dominated 
those three events. However, in the events of summer 2019 there was no precipitation in 
the 48 hours prior to the events and the wash load sources were the dominant sources for 
those events. The time between events could also be a factor impacting the contribution of 
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the two source types. In summer 2018, three events occurred in two and a half weeks. The 
first event in the series had a high amount of precipitation and very high sediment load. 
The first storm event likely washed out all the unconsolidated bed material and there was 
not enough time between the following two events for material to be redeposited, resulting 
in more erosive processes to occur. While temporal variability of sediment sources is 
important for watershed managers source origin is also a critical consideration for holistic 
management strategies. The potential sources of different sediment contributions are 
discussed in the following paragraphs.  
Results of the sediment source unmixing suggest that the baseload (YS1) is likely 
associated with the in-channel and gully erosion. The contribution of the YS1 component 
to event sediment yields is highly variable and may be enhanced by the urban portions of 
the watershed. In-channel erosion has been recognized as the major contributor to long-
term sediment yields in urban watersheds, on average accounting for about two-thirds of 
the annual sediment yield (Trimble, 1997). Initial fluxes runoff quickly from impervious 
areas and the remainder of the storm runoff has high sediment shear stresses and transport 
capacities. The erosive power of the channel flow results in sediment production from the 
channel network through the weathering of bed and bank material (Megnounif, 2013). 
Additionally, gully erosion has been associated with watersheds that experience 
anthropogenic activities such as the removal of vegetation and soil disturbance. While gully 
erosion is most commonly documented in agricultural environments, high erosion rates 
have also been observed in urban areas especially during construction (Wolman, 1967; 
Gudino-Elizondo et al., 2018). 
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The first wash load source (YS2-a) is likely associated with freshly deposited 
sediments that were deposited throughout the fluvial network on the receding limb of the 
previous event. The wash load (YS2) represents the supply of new sediment sources that 
become available such as material from hillslopes, bank caving, and re-suspension of fresh 
deposits (Megnounif, 2013). YS2-a was shown to correlate well with the antecedent 
precipitation. The YS2-a component was found to be a higher percentage of the wash load 
during events with high antecedent precipitation 96 hours prior to the event. This 
corroborates the idea that YS2-a could be freshly deposited sediments since it contributes 
a higher portion of sediment during events that occurred closely after another precipitation 
event. Although high antecedent moisture conditions have also been shown to cause more 
upland connectivity, this is not a likely source of YS2-a.  During these conditions distal 
sediment sources become connected and typically produce the counterclockwise hysteresis 
loops, however counterclockwise patterns typically had a higher contribution of the YS2-
b source, not the YS2-a source. 
The second wash load source (YS2-b) potentially reflects upland hillslope erosion 
from urban areas or, more likely, subsurface macropore erosion from forested soils. 
Counterclockwise and counterclockwise figure 8 hysteresis loops were found to be the 
most common in our watershed. Counterclockwise hysteresis is often found to occur in 
urbanizing basins with high sediment availability. The stormwater runoff dilutes suspended 
sediment on the rising limb and upland sediments arrive on the falling limb on the 
hydrograph.  Gellis (2013) compared hysteretic behavior of four watersheds with primary 
land uses. It was found that an entirely forested watershed experienced clockwise hysteresis 
loop for about 80% of the storm events and the predominately urban (with forested 
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disturbances) produced counterclockwise loops for over 50% of the events.  Contrary to 
Gellis (2013), Wymore et al. (2019) showed peak concentrations on receding limbs of the 
hydrograph in a forested watershed.  Their study attributed these peaks to connectivity of 
macropore channels, and subsurface sediment erosion to the fluvial network (Wymore et 
al., 2019).  Laboratory-scale studies have shown that during warm conditions, macropores 
develop thin, easily erodible surface crusts along macropore walls that are eroded during 
subsequent events (Wilson et al., 2018).  For the Fourpole Creek watershed, 
counterclockwise loops and negative HI values often occurred in warm summer months, 
YS2-b contributions were found to increase with decreasing antecedent moisture, and 
forested landcover was predominant in the watershed.  These lines of evidence would 
suggest macroporous subsurface erosion in forested areas as the most likely sediment 
source.   
Timing of sediment source delivery have important broader implications for 
regulated rivers such as the Ohio River.  The YS2-b source was the primary sediment 
source occurring in the dry summer prior to the HAB that occurred on the Ohio River in 
late September 2019. This is significant given baseflow of the regulated river promotes 
favorable conditions to retain sediments and sediments have been recently recognized to 
increase HABs through seeding the river with harmful cyanobacteria, supplying nutrients 
for HAB growth, and providing a competitive advantage for HAB proliferation by creating 
adverse conditions for green algae (Kitchens et al., 2018; Paerl and Huisman, 2008; 
Walsby, 1997; Levy 2017).  The source is a critical origin given that urban systems make 
up a smaller proportion of the Western Allegheny Plateau which is the major source of 
water for the Upper Ohio River Basin, as compared to forested cover (Omernik, 1987).  
 
111 
 
Further work is needed to more explicitly investigate source origin of these sediments and 
to understand their fate in the riverine environment.   
5.3 Sediment Retention in Confluence Floodplains 
Sediment retention and deposition processes related to wetlands play an important 
role in regulating downstream water quality. Riparian wetlands located along low order 
streams have been found to be important sites for sediment retention (Whigham et al., 
1988). For Fourpole Creek, 40% of the total inputs into the confluence floodplain were 
retained. No studies to our knowledge have quantified sediment depositional fluxes in 
backwater confluence floodplains of Appalachian watersheds, but one study measured 
sediment deposition in floodplain confluences in tributaries of the Chesapeake Bay. Since 
only the upstream inputs were measured, the floodplain retention was reported as the 
proportion of each river’s annual load upstream of the floodplain. Sediment accumulation 
in the floodplains represented from 30% to 690% of the tributaries’ sediment loads (Noe 
and Hupp, 2009). When the results for our system were reported this way, sediment 
accumulation in the floodplain represented 60% of the tributary’s sediment loads, falling 
within the retention range of other confluence floodplain systems. Sediment retention has 
been found to be strongly associated with river sediment loads and percent retention of 
sediments has been found to positively correlate with floodplain inundation (Noe and 
Hupp, 2009). Our results corroborate this finding. 66% of the annual net retention occurred 
during the first 3 months of the year when the outlet stage causes long periods of high 
inundation. Since floodplain deposition can only occur during infrequent high-magnitude 
storm events, event retention rates were also examined. Of the events in which the 
floodplain was a sink, retention rates were found to range from 21% to as high as 96%. 
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The event retention was highest during periods of high inundation and on average 72% of 
the winter event inputs were retained in the floodplain. These results show that floodplains 
have a quantitatively large role in intercepting and storing sediment inputs. Therefore, 
efforts to limit downstream sediment loads should ensure the function of floodplains is 
maintained or enhanced through floodplain restoration. Watershed management strategies 
to improve floodplain connectivity can include strategies as simple as sloping back 
vertically eroded streambanks and planting vegetation. Other times the stream channel 
needs to be completely restored by adjusting channel dimensions and meander patterns to 
better accommodate the water it conveys and allowing for better floodplain access. 
Regardless of the management strategy, the main goal of floodplain restoration is to 
achieve a well-connected hydrologic system that maintains floodplain function to intercept 
sediment and improve downstream water quality. 
5.4 Numerical Modeling of Sedimentation Dynamics in Confluence Floodplains 
The numerical modeling of sedimentation dynamics provided interesting insight 
into the spatial and temporal patterns associated with the deposition occurring in the 
floodplain. Although sediment retention in the floodplain is not always indicative of 
floodplain deposition, typically over long periods of time retention rates can be a good 
predictor of depositional rates.  The model found that 95% of the sediment retained in the 
floodplain was deposited. However, depositional and erosional rates in the floodplain 
cannot be inferred from retention rates alone. Although net deposition in the floodplain 
was 2,055 tons, 3,515 tons was simulated to be deposited, 34% of which were subsequently 
eroded. Using numerical modeling to simulate sediment transport dynamics provides 
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valuable insight into the behavior of the floodplain system that would remain unknown if 
net retention is only examined.  
The sediment transport model found unique differences in reach scale 
sedimentation dynamics. The floodplain in Reach 1 was found to slightly degrade by 
0.004mm while Reach 5 was found to aggrade 2.6mm over the year. Reach 2,3, and 4 
experienced similar deposition with floodplain depositions of 2.8, 2.3, and 2.9mm 
respectively. These findings are in line with the accretion rates of 0.4-4.8mm a year that 
other confluence floodplain systems have reported (Noe and Hupp, 2009). Reach 4 
experienced the highest deposition likely due to the lower fluid sheer stresses that occur in 
this as a result of the opposing flow conditions of Fourpole Creek and the Ohio River during 
periods of high inundation. These findings suggest confluence floodplains may have 
‘stagnation zones’ stemming from opposing hydraulic controls where erosion is minimal, 
and deposition is most pronounced.   
Hysteresis was found to influence the spatial variability of erosion and deposition 
mechanisms. Counterclockwise hysteresis patterns upstream of the confluence floodplain 
were found to deposit more sediment in the upstream reaches while clockwise hysteresis 
patterns were found to deposit more sediment in the downstream reaches. This is likely a 
complex result of differences in hydraulic and hydrologic conditions, but the residual 
transport capacities provided some insight to why this is occurring. The residual transport 
capacity prior to an event is very low. As the flowrate begins to increase at the upstream 
site so does the fluid shear stress causing an increase in residual transport capacity. If the 
fluid shear stresses become higher than the critical shear stress of the floodplain material, 
erosion occurs. Once the fluid shear stresses begin to decrease so do the transport capacities 
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causing deposition to occur. This decrease in fluid shear stress typically occurs on the 
falling limb of the hydrograph, but the downstream reaches can experience this decrease 
sooner as the outlet stage often buffers the flowrates during periods of high inundation. The 
clockwise hysteresis loops occurred during lower outlet stages and subsequent higher shear 
stresses and transport capacities not allowing immediate deposition when the flow is first 
relieved into the floodplain. In contrast, the counterclockwise hysteresis loops occurred 
during higher outlet stages and low shear stresses. This resulted in lower transport 
capacities allowing for immediate deposition as the flow enters the floodplain.  
Since hysteresis patterns are indicative of sediment source activation, it is also 
likely that there is subsequent spatial variability in the sediment source composition of 
backwater confluence floodplains. Counterclockwise patterns typically indicate a 
dominance of upland sediments while clockwise patterns indicate a dominance of sediment 
from instream sources. This would suggest in general that the upland sediments are 
deposited higher up in the floodplain while in stream sediments are deposited farther 
downstream. This could have potential implications for HABs on the Ohio River. Recent 
research has shown that sediment in tributaries can house high levels of phytoplankton, 
including Microcystis and suggest rivers as a potential source of inocula for summer 
blooms (Conroy et al., 2014). The annual cycle of Microcystis begins with an 
overwintering period in the upper layers of bed sediments and do not move into the water 
column until water temperatures rise in late spring. In 2019, the clockwise events occur in 
the early spring transporting in-channel sediment and possibly Microcystis into the 
floodplain where it is deposited near the outlet and discharged to the Ohio River. Several 
net erosive events occurred in the late spring and summer of 2019, potentially mobilizing 
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Microcystis living in the floodplain and inoculating the Ohio River bloom in the late 
summer of 2019.  
5.5 Implications for N Budgets 
Our results suggest that particulate N fluxes from disturbed forested watersheds 
near rivers should be considered as a N source for HABs in regulated rivers.  The 
particulate N yield for Fourpole Creek was estimated to be 2.29-4.74 kgN/ha/year which 
is similar to the nitrate yields of 3.6 kgN/ha/year in this same watershed (Jensen and Ford, 
2019). Based on a recent literature review we find that these particulate N fluxes are on the 
same order of magnitude as nitrate loading in other disturbed forested watersheds (Goodale 
et al., 2019; Carey et al. 2014; Jensen and Ford, 2019). This flux may be particularly 
important in confluence watersheds given that much of the flux from these watersheds are 
delivered directly to the river system (Alexander et al., 2008).  While nitrate will advect 
downstream and have limited residence times in regulated rivers, such as the Ohio River, 
large proportions of particulate N may deposit to the riverbed (Alexander et al., 2008; 
Inamdar et al., 2015).  Although cyanobacteria typically prefer ammonium, cyanobacteria 
are able to obtain nutrients from sediment by either dropping to the bottom to acquire 
sediment bound nutrients or through mineralization and regeneration processes that release 
nutrients from the sediment back into the water column (Walsby, 1997; Levy 2017). The 
mineralization of organic matter can significantly increase the ammonium, the highest 
preference N species, and phosphate in the sediment porewater. These findings suggest 
study of the fate of particulate N in regulated rivers should be investigated as a potential 
source of N to fuel HABs. 
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The PN yields are similar to exports found in temperate forested watersheds. 
Inamdar et al. (2015) reported very similar PN exports of 4.2kgN/ha/yr in a forested 
watershed in Maryland. A study in the Wailuku River in Hawaii reported lower PN exports 
ranging from 0.63-1.27 kgN/ha/yr (Wiegner et al. 2009). Other studies that reported PN 
exports were found in more tropical climates that experience high intensity storm events 
and subsequently had high PN exports ranging up to 17 kgN/ha/yr (Lloret et al., 2013). In 
the future as the climate changes, higher intensity storms with higher peak flow are 
anticipated, suggesting other regions could be subject to PN exports as high as or maybe 
even higher than what the tropical systems are currently experiencing (Inamdar et al., 
2015). Additionally, given that the sediment fluxes in this system are similar to the 
sediment fluxes throughout Appalachia, other mixed-use watersheds are likely to 
experience similar PN fluxes and the combined fluxes could be heavily influencing the 
nutrient loads in the Ohio River. 
The depositional fluxes of particulate nitrogen in the confluence floodplain wetland 
is estimated to be on the same order of magnitude as the removal of nitrate. The floodplain 
was found to have removed from 0.5-0.89kgN/ha/yr. A previous study conducted in this 
watershed, found that the confluence floodplain wetland had a nitrate removal rate of 0.46 
kgN/ha/yr which is nearly identical the particulate nitrogen removal in this system (Jensen 
and Ford, 2019). Olde Venterink et al. (2006) had similar findings in a mixed-use 
watershed in the Netherlands, suggesting that the N retention through sediment was of a 
comparable magnitude to denitrification rates in the floodplain system. Identifying the 
subsequent fate of PN following deposition is an important area of future work and has 
significant potential implications for N budgets in confluence floodplain wetlands. 
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CHAPTER 6.  CONCLUSIONS AND FUTURE WORK 
6.1 Conclusions 
The measured sediment yields in this system were found to be comparable to other 
regions of Appalachia. Different variations of a sediment rating curve were found to be the 
common methodology for estimating sediment yields in the Appalachian region. Sediment 
yields estimates from a data driven high-resolution model were compared to estimates 
using a sediment rating curve. The continuous sediment yield model estimated an annual 
yield of 151 t/mi2, while the sediment rating curve estimated a suspended sediment yield 
of 34.3 t/mi2 for the same monitoring period.  This 77.7% underprediction is likely due to 
high variability in the sediment source contributions and the timing of the source activation 
in mixed-use watersheds. 
Sediment pathway dynamics were quantified by coupling sediment hysteresis 
analysis with sediment source unmixing methods. Hysteresis analysis results displayed a 
variety of hysteresis loop types and magnitudes. Seasonality was found to be an indicator 
of the hysteresis index with strong negative HI values occurring in the winter and weak to 
moderate positive HI values occurring in the summer. Results of the hysteresis and source 
unmixing analysis suggest that the three important sediment sources in the watershed exert 
time-varying controls on watershed sediment fluxes throughout the year. Source 1 was 
likely found to be in-channel and gully erosion. Source 2 was likely freshly deposited 
sediment throughout the fluvial network. Source 3 was likely found to be erosion from 
upland hillslopes or erosion of the subsurface macropores in the forested soils. The timing 
and the contribution of these sources was highly variable from event to event. Partitioning 
of sediment source dynamics have important broader implications for regulated rivers such 
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as the Ohio River since Source 3 was found to be the primary sediment source during the 
summer prior to a HAB. 
Confluence floodplains were found to have a quantitatively large role in 
intercepting and storing sediment inputs. In our system, 40% of the total inputs into the 
confluence floodplain were retained annually and event sediment retention was found to 
be as high as 96%. During the winter inundation is the highest and 66% of the annual net 
retention were deposited in these three months demonstrating the ability confluence have 
to buffer sediment fluxes from small tributaries to large riverine systems. 
The numerical modeling of sedimentation dynamics provided more insight into the 
sedimentation dynamics occurring in the floodplain. Although net deposition in the 
floodplain was 2,055 tons, 3,515 tons was actually deposited, 34% of which were 
subsequently eroded. Sediment dynamics were found to be different in each reach of the 
floodplain. Reach 1 was found to slightly degrade and Reach 4 was found to aggrade the 
most with a yearly increase of 2.9mm. Hysteresis was found to influence the spatial 
variability of erosion and deposition mechanisms in the floodplain. Counterclockwise 
hysteresis patterns upstream of the confluence floodplain were found to deposit more 
sediment in the upstream reaches while clockwise hysteresis patterns were found to deposit 
more sediment in the downstream reaches. This would suggest in general that the upland 
sediments are deposited higher up in the floodplain while in stream sediments are deposited 
farther downstream, potentially influencing HABs on the Ohio River. 
Our results suggest that particulate N fluxes from disturbed forested watersheds 
near rivers should be considered in watershed N budgets as well as a source for HABs in 
regulated rivers.  The particulate N yield for Fourpole Creek was estimated to be 2.29-4.74 
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kgN/ha/year which is similar to the nitrate yields reported for this watershed and on the 
same order of magnitude as nitrate loading in other disturbed forested watersheds. 
Similarly, the depositional fluxes of particulate nitrogen in the wetland was found to be on 
the same order of magnitude as the removal of dissolved nitrogen. The floodplain was 
found to have removed from 0.5-0.9kgN/ha/yr which is very similar to the nitrate removal 
rate in this system.  
6.2 Future Work 
While the results of this research provide insights into the sedimentation dynamics 
occurring in the Fourpole Creek watershed and confluence floodplain, more research is 
needed to be able to fully understand the sedimentation processes and controls. Some 
uncertainty still remains in the sources of the three main sediment contributions. Sediment 
fingerprinting could be used to determine exactly what the three sources are to provide a 
little more insight to the source unmixing results. Additionally, a watershed model could 
be developed to determine where in the watershed the three sources are coming from. 
Although spatial patterns in sediment source deposits were hypothesis in the floodplain, 
sediment fingerprinting of floodplain sediments could provide more information. 
Additionally, aerial imagery or DEMs could be used to investigate long term deposition 
and asses sediment accrual gradients. The sediment transport model was only designed to 
investigate longitudinal deposition dynamics it could be adapted to also predict lateral 
deposition in each reach. Deposition in the floodplain was currently modeled as a lumpsum 
of inputs from both Fourpole Creek and the Ohio River, however unmixing these two 
inputs could provide interesting spatial variation in the depositional patterns of the two 
inputs. Lastly, more information is needed to determine exactly how tributaries and 
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confluence floodplain wetlands influence HABs. Microbial sampling of headwater 
tributary sediments could be performed to check for the presence of Microcystis and its 
potential relative abundance to see if it is possible for tributaries to seed HABs in 
Appalachia.  
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APPENDIX 
APPENDIX A. Field Notes 
Field Notes 8/31/2018 
Floodwall Station: 
• New YSI deployment 8/31- first measurement at 5pm EST 
• Water depth: 40cm 
• SUNA Reference Spectrum Issue. Austin emailed corrected cal file 
• SUNA was removed around 4:45pm and deployed around 7:25pm 
Upstream St. Cloud: 
• Deployed YSI at 7:55pm- first measurement at 8:00pm 
• Cage is 3in above the bed 
• Water depth: 55cm 
• Sediment depth was too small to measure 
Field Notes 9/25/2018 
Upstream St. Cloud: 
• Austin retrieved the sonde at 11:15am and returned it to the field at 5pm 
• pH probe did not calibrate well 
• Did not calibrate fDOM because he did not have the sulfuric acid 
• Did not calibrate conductivity since it had not drifted 
• Water depth 81.3cm 
• Water was relatively high and turbid 
Field Notes 10/9/2018 
Floodwall Station: 
• Drift check at 11:45am 
• Austin retrieved the sonde at 12pm and returned it to the field at 5:30pm 
• Did not calibrate fDOM because he did not have the sulfuric acid 
• Did not calibrate conductivity since it had not drifted 
• Water depth 86.4cm 
• Water was relatively high 
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Upstream St. Cloud: 
• Austin removed the faulty pH probe and replaced the port with a plug 
• Pulled the data and redeployed the sonde around 12:30pm 
• Water depth: 50.8cm 
• Water was low flow and clear 
Field Notes 10/12/2018 
Floodwall Station: 
• SUNA Reference Spectrum was updated 
• SUNA was removed around 10am and returned around 11am 
• Deployed SonTek- first measurement was at 12:15pm 
Upstream St. Cloud: 
• Cross section survey taken 
• Long profile survey taken 
• Water depth: 1.4ft 
Field Notes 10/24/2018 
Upstream St. Cloud: 
• Drift check at 10:15am 
• Austin retrieved the sonde around 10:30am and redeployed 10/25 at 2:30pm  
• Water depth: 47cm 
Field Notes 11/9/2018 
Floodwall Station: 
• SonTek was unplugged 
• Water was too high to update SUNA reference spectrum 
Upstream St. Cloud: 
• Storm samples were taken from 3:00pm to 5:00pm 
• Water was too high to put pH probe in YSI 
Field Notes 11/19/2018 
Upstream St. Cloud 
• Drift check at 2:30pm 
• Austin retrieved the sonde at 2:30pm and redeployed 11/20 at 3:45pm 
• Conductivity was not calibrated since it was not needed 
• Water depth: 56.5cm 
• Some debris and log build up on the inside of the culvert 
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Field Notes 12/3/2018 
Upstream St. Cloud: 
• Culvert was cleaned out from 10am to 1pm- flag the YSI data during this time 
• 6 sediment samples were collected from 2:45-4:00pm 
Field Notes 12/10/2018 
Floodwall Station: 
• Austin retrieved the sonde at 3:30 and redeployed at 4:15pm 12/11 
• 3 in of sediment on the cage 
• fDOM did not calibrate well  
• Water was a greenish tint 
Field Notes 12/20/2018 
Upstream St. Cloud 
• Austin retrieved the sonde at 11am and redeployed 12/27 at 2pm 
• About 6 in of sediment deposited on the culvert bed but was gone when 
redeployed a week later 
• Batteries died on 12/10/18  
• Water depth 53.3cm 
Field Notes 1/16/2019 
Floodwall Station: 
• Drift Check at 10am 
• New YSI deployed at 9am 
• Collected ISCO samples  
• Set ISCOs to collect new samples 
Field Notes 2/4/2019 
Floodwall Station: 
• Collected ISCO samples  
• Set ISCOs to collect new samples 
Upstream St. Cloud: 
• Drift check at 10:30am 
• Sonde was swapped with calibrated sonde at 10:45am 
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Field Notes 3/13/2019 
Floodwall Station: 
• Collected ISCO samples  
• Set ISCOs to collect new samples 
• Pulled SUNA out for Nolan to put in at Woodford 
Upstream St. Cloud: 
• Drift check at 9:15am 
• Sonde was swapped with calibrated sonde at 9:30am 
Field Notes 3/20/2019 
Floodwall Station: 
• Drift check at 9:15am 
• Sonde was swapped with calibrated sonde at 10am 
Field Notes 4/15/2019 
Floodwall Station: 
• SUNA reference spectrum was updates 
• YSI was collected 9:45am, calibrated at Marshall, and then redeployed at 2:30pm 
Upstream St. Cloud: 
• YSI was collected at 9am, calibrated at Marshall, and then redeployed at 2pm 
Field Notes 5/10/2019 
Floodwall Station: 
• Collected ISCO samples  
• Set ISCOs to collect new samples 
• SUNA reference spectrum was updates 
• YSI was collected at 11:45, calibrated at Marshall, and then redeployed at 4pm 
Upstream St. Cloud: 
• YSI was collected at 10:45am, calibrated at Marshall, and then redeployed at 
4:30pm 
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Field Notes 6/17/2019 
Floodwall Station: 
• Collected ISCO samples  
• Set ISCOs to collect new samples: starting 6/17 at 11am on 1 hour intervals 
• Drift check at 3pm 
• Probes were switched with calibrated one  
• Sonde redeployed at 3:30pm 
 
Field Notes 6/27/2019 
Floodwall Station: 
• Collected ISCO samples  
• Set ISCOs to collect new samples: ISCO B set from 1am 7/3 on 2 hour intervals, 
ISCO A set for 10am 6/27 on 1 hour intervals 
• SUNA reference spectrum was updates 
Upstream St. Cloud: 
• Drift check at 10:45am 
• Probes were switched with calibrated one  
• Sonde redeployed at 11:30 am 
Field Notes 7/3/2019 
Floodwall Station: 
• Austin retrieved the sonde at 12:15pm and redeployed at 6:30pm 
Field Notes 7/12/2019 
Floodwall Station: 
• Collected ISCO samples  
• Set ISCOs to collect new samples: ISCO B set from 12pm 7/15 on 2 hour 
intervals, ISCO A set immediately set on 2 hour intervals 
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Field Notes 7/26/2019 
Floodwall Station: 
• Collected ISCO samples  
• Set ISCOs to collect new samples: ISCO B set from 12pm 8/4 on 4 hour intervals, 
ISCO A set for 12pm on 7/30 on 2 hour intervals 
• Water depth: 21.5in 
• SUNA reference spectrum was updates 
• New YSI was deployed 
Upstream St. Cloud: 
• Drift check at 11:15am 
• Probes were switched with calibrated one  
• Sonde redeployed at 11:45 am 
• Water depth: 14.4in 
Field Notes 8/2/2019 
Floodwall Station: 
• Drift check at 10am 
• Probes were switched with calibrated one  
• Sonde redeployed at 10:30 am 
Field Notes 8/15/2019 
Floodwall Station: 
• Collected ISCO samples  
• Set ISCOs to collect new samples: ISCO B set from 1pm 8/22 on 7 hour intervals, 
ISCO A set for 1pm on 8/15 on 7 hour intervals 
• SUNA reference spectrum was updates 
Field Notes 8/22/2019 
Upstream St. Cloud: 
• YSI was collected at 10am, calibrated at Marshall, and then redeployed at 2:30pm 
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Field Notes 9/13/2019 
Floodwall Station: 
• SUNA reference spectrum was updates 
• New YSI was deployed 
Upstream St. Cloud: 
• New YSI was deployed at 11:30am 
• Water depth: 14.5in  
Field Notes 10/11/2019 
Floodwall Station: 
• SUNA reference spectrum was updates 
• Drift check at 9:30am 
• Probes were switched with calibrated one  
• Sonde redeployed at 10am 
• Grab sample taken at 9:30am 
Upstream St. Cloud: 
• Drift check at 10:15am 
• Probes were switched with calibrated one  
• Sonde redeployed at 10:45 am 
• Water depth: 15in 
• Upstream grab sample taken at 10:00am 
Field Notes 11/12/2019 
Upstream St. Cloud: 
• Austin retrieved the sonde at 9am and redeployed at 3pm 
Upstream St. Cloud: 
• Austin retrieved the sonde at 10:30am and redeployed at 3:30pm 
Field Notes 12/12/2019 
Upstream St. Cloud: 
• Austin retrieved the sonde at 12pm and redeployed at 4:45pm 
Field Notes 1/10/2020 
Floodwall Station: 
• Austin retrieved the sonde at 10:12am and redeployed at 3pm 
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Field Notes 1/12/2020 
Upstream St. Cloud: 
• Austin retrieved the sonde at 10:30am and redeployed at 2:30pm 
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APPENDIX B. Site Pictures  
 
Cyanobacteria at the Floodwall Station on September 13th, 2019 prior to the HAB on the 
Ohio River that began on September 27th, 2019.  
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Fourpole Creek on June 17th, 2019 right after Event 14 
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Sediment deposition on a tree near the outlet on July 26th, 2019 after Event 15  
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Sediment deposition on floodplain vegetation  
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Sediment deposition at the downstream monitoring station on May 15th, 2020 after an 
event 
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Floodplain and stream channel in Reach 2  
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Floodplain and stream channel in Reach 3 
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APPENDIX C. Laboratory Procedures  
The following is adapted from EPA Method 160.2, ASTM Method D3977-97, and the 
LISST-Portable User’s Guide Version 3.11. 
Priming Filters 
1. Place GF/C filters onto the filter apparatus. Turn on the vacuum and rinse each 
filter with approximately 40-50ml of deionized water. Let all the water pass 
through the filter before turning the vacuum off.  
2.  
3. Remove each filter using clean tweezers and place onto an individual labeled 
aluminum drying dish. 
4. Place all the aluminum dishes into the drying oven at 105℃ until the filters reach 
a constant weight (approximately 2 hours). 
a. To determine if constant weight has been achieved, take several filters out 
of the oven (1 out of every 10), weigh them, and then place them back in 
the oven for 15-30 more minutes, remove and weigh again. If the weight is 
less than 0.5mg from the previous weight, constant weight has been 
achieved.  
5. Remove the aluminum dishes from the drying oven and pre-combust the filters in 
the muffle furnace at 550℃ for approximately 30 minutes.  Shouldn’t the weight 
be taken at this point because you may have combusted some organic matter, 
right? 
6. Remove the aluminum dishes and place them into a desiccator until use at a later 
time or for at least 10 minutes before immediate use.  
LISST Particle Size Analysis 
1. Acquire a grab sample from the refrigerator and gently shake the sample until all 
the sediment becomes suspended in water. 
2. Immediately pour approximately 50 mL into a clean 150 mL plastic Nalgene 
bottle. Label the plastic bottle with the sample date, time, and number. Set the 
bottle aside and return the remainder of the sample to the refrigerator.  
3. Turn the LISST on and tap the Measure button from the Main Menu. 
4. Step 1: Rinse Chamber will appear on the display window. Ensure the drain lever 
is in the closed position and remove the lid from the mixing chamber. Fill up the 
chamber approximately halfway with deionized water. Place the lid back on the 
mixing chamber. Adjust the mixer speed to 150% using the slider on the display 
window. Let the water circulate for about 5 seconds and then open the drain lever. 
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Allow all the water to drain completely out of the chamber (~5-10 seconds) and 
then return the drain level to the closed position. On the display screen, slide the 
mixer to 0% to turn it off. It may be necessary to repeat this process if the mixing 
chamber is still dirty. 
5. Once the mixer is clean, tap the green Next checkmark button on the display and 
Step 2: Get Background will appear on the display window. Fill the mixing 
chamber with deionized water. Press the Update button on the display. The 
instrument will take a background reading and display a graph on the screen. The 
blue bars are the current values and the red line is the factory values. If the blue 
bars are higher than the red line, the transmission value reported next to the graph 
will be below 0.95 and chamber will need to be rinsed again. Press the Back 
button and repeat previous step.  Once the background transmission is 0.95 or 
above press the green Next checkmark to proceed to Step 3a. 
6. Step 3a: Add Sample will appear on the display screen. Gently shake the 50mL 
sample re-suspending the sediment particles in the water. Make sure the drain 
lever is in the closed position and pour the entire sample into the mixing chamber. 
Enter sample information such as date, time, and sample number into the grey 
Field Note box at the bottom of the display screen. Press the Mixer On button 
turning on the mixer and the press the green Next button. If the mixer is not 
turned on, a warning will appear staying that the “Mixer is not turned on!” and 
asks “Do you want to turn it on?” Press the green Yes checkmark and the 
instrument will begin to take a measurement.  
7. Step 4: Acquiring Average will appear on the display screen with the loading bar 
that will last about 20 seconds. Leave the mixer on and do not open the chamber 
at this time. 
8. Once the measurement is complete, Step 5: Computing Size Distribution will 
appear on the display screen. It will take about 45 seconds to compute the size 
distribution from the averaged data. During this time the mixer can be turned off 
and the mixing chamber can be drained.  
9. After the computations are complete, the results will be shown on four tabs 
labeled Vol Dist, Cum Dist, Table, and Stats. The data can be reviewed on the 
screen at this time and will automatically save on the instrument. Press the green 
Return checkmark to return to the Step 1 screen and proceed with the next 
sample.   
Turbidity Measurement 
1. Obtain a YSI EXO2 sonde with a calibrated turbidity and fDOM probe and clean 
the probes using phosphate free soap. Make sure all the sediment is removed from 
the probes and rinse thoroughly with deionized water.  
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2. Acquire a grab sample from the refrigerator and gently shake the sample until all 
the sediment becomes suspended in water. 
3. Pour approximately 650 mL into a clean YSI calibration cup and return the 
remainder of the sample to the refrigerator. It is imperative that the calibration cup 
is cleaned and free of debris/organic matter prior to analysis.   
4. Screw the calibration cup onto the sonde tightly.  
5. Open up the KOR software and scan for the sonde. Once the scan is complete, 
select the sonde to pair the devices.  
6. Click the green Deploy arrow and load the Lab Turbidity Template. Deploy the 
sonde with a 30 second delay. 
7. Shake the sonde (with calibration cup attached) for 30 seconds re-suspending any 
sediment and creating a homogenous mixture.  
8. After the 30 seconds of mixing, immediately set the sonde upright and it will 
begin taking measurements every 5 seconds.  
9. After about a minute the deployment can be ended by clicking the Stop 
Deployment button on the deployment tab within the KOR program.   
10. Click the blue Data folder and then the transfer file button. Select the file where 
the data from the last deployment was saved. The file will begin to download. 
Once it is downloaded, click the export data button and an excel file will 
download and open on the computer. Save this file. 
11. Unscrew the calibration cup from the YSI and pour about 50 mL into a clean 150 
mL plastic Nalgene bottle. Label the plastic bottle with the sample date, time, and 
number. This sample will need to be run on the LISST to check for sediment 
particle breakdown. Pour the remainder of the contents in the cup back into the 
original bottle to be processed for TSS. Return the samples to the refrigerator.  
12. Thoroughly clean the YSI probes and calibration cup with phosphate free soap. 
Ensure that no sediment is left in the cup or on the YSI probes and rinse with 
deionized water.  
13. Once the cup and probes are clean, proceed to the next sample. 
Total Suspended Sediment and Particle Organic Matter Measurement 
1. Remove a primed filter from the desiccator and use a sharpie to label the 
aluminum dish with the sample number. 
2. Weigh the aluminum dish with the filter and record the mass to an accuracy of 0.1 
mg on the data sheet. 
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3. Setup the filtration apparatus, place filter into position using clean tweezers, and 
turn on the vacuum. 
4. Run approximately 20-30mL of deionized water through the filter. 
5. Acquire a grab sample from the refrigerator and gently shake the sample until all 
the sediment becomes suspended in water. 
6. Pour the sample into the 1000 mL graduated cylinder. Record the volume of the 
sample on the data sheet. 
7. Pour sample slowly into the filtration apparatus.  
8. Once all the sample has passed through the filter, remove the filter using the 
tweezers. Place filter back into its aluminum dish. 
7. Place the aluminum dish into the drying oven at 105℃ until the filters reach a 
constant weight (approximately 2 hours). 
9. Once sample has reached constant weight remove the aluminum dish from the 
oven and place in the desiccator to cool off (which avoids moisture adsorption).  
Then, reweigh the dish and filter. Record this mass as on the data sheet.  
10. Place the aluminum dish into the muffle furnace at 550℃ until the filters reach a 
constant weight (approximately 30 minutes). 
11. Once sample has reached constant weight remove the aluminum dish and reweigh 
the dish and filter. Record this mass as on the data sheet.  
12. Repeat this process for each sample.  
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APPENDIX D. Data QA/QC MATLAB Script 
%Ciara Pickering 
%BAE Graduate Research Assistant 
%Upstream St. Cloud and Floodwall Station YSI Datasets 
%August 2018 to December 2019 
 
clear; 
clc; 
close all; 
  
%Import Data 
data=xlsread('YSI_1-YSI_12.xlsx','Sheet1','I4:X60146'); 
  
% Allocate imported array to column variable names 
ODO_sat = data(:,1); 
ODO_mgL = data(:,2); 
fDOM_RFU = data(:,3); 
fDOM_QSU = data(:,4); 
Temp = data(:,5); 
Cond = data(:,6); 
SpCond = data(:,7); 
Sal = data(:,8); 
nLF_Cond= data(:,9); 
TDS_mgL = data(:,10); 
Turbidity = data(:,11); 
pH = data(:,12); 
pH_mV = data(:,13); 
Press = data(:,14); 
Depth_m = data(:,15); 
Ohio_Stage = data(:,16); 
  
%Change any depth reading to below 0.75 ft to NaN 
for i=1:length(Ohio_Stage) 
    FourpoleCreek_Stage(i)=Ohio_Stage(i)-24.75; 
    if FourpoleCreek_Stage(i)<0.75 
        FourpoleCreek_Stage(i)=-99999; 
    end  
end 
  
FourpoleCreek_Stage=FourpoleCreek_Stage'; 
  
% Turbidity (FNU) 
for i=1:length(Turbidity) 
    if Turbidity(i)<10 
        Turbidity(i)=-99999; %return error 
    elseif Turbidity(i)>5000 
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        Turbidity(i)=-99999; %return error 
    end 
end 
  
% Temp (degC) 
for i=1:length(Temp) 
    if Temp(i)<10 
        Temp(i)=-99999; %return error 
    elseif Temp(i)>5000 
        Temp(i)=-99999; %return error 
    end 
end 
  
% Conductivity 
for i=1:length(Cond) 
    if Cond(i)<10 
        Cond(i)=-99999; %return error 
    elseif Cond(i)>5000 
        Cond(i)=-99999; %return error 
    end 
end 
  
% Specific Conductivity 
for i=1:length(SpCond) 
    if SpCond(i)<10 
        SpCond(i)=-99999; %return error 
    elseif SpCond(i)>5000 
        SpCond(i)=-99999; %return error 
    end 
end 
  
% ODO percent saturated 
for i=1:length(ODO_sat) 
    if ODO_sat(i)<0 
        ODO_sat(i)=-99999; %return error 
    elseif ODO_sat(i)>100 
        ODO_sat(i)=-99999; %return error 
    end 
end 
  
% ODO mg/L 
for i=1:length(ODO_mgL) 
    if ODO_mgL(i)<2 
        ODO_mgL(i)=-99999; %return error 
    elseif ODO_mgL(i)>14 
        ODO_mgL(i)=-99999; %return error 
    end 
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end 
  
% fDOM (RFU) 
for i=1:length(fDOM_RFU) 
    if fDOM_RFU(i)<0 
        fDOM_RFU(i)=-99999; %return error 
    elseif fDOM_RFU(i)>100 
        fDOM_RFU(i)=-99999; %return error 
    end 
end 
  
% pH 
for i=1:length(pH) 
    if pH(i)<4 
        pH(i)=-99999; %return error 
    elseif pH(i)>12 
        pH(i)=-99999; %return error 
    end 
end 
  
%Compile Data 
Compiled_Data=[ODO_sat,ODO_mgL,fDOM_RFU,fDOM_QSU,Temp,Cond,
SpCond,Sal,nLF_Cond,TDS_mgL,Turbidity,pH,pH_mV,Press,Depth_
m,Ohio_Stage,FourpoleCreek_Stage]; 
  
%Export to Excel 
T=table(Compiled_Data); 
T(:,:); 
filename='newtestdata.xlsx';  
writetable(T,filename,'Sheet',1,'Range','I1:Y60143') 
  
 
144 
 
APPENDIX E. Upstream and Downstream Data Driven Sediment Flux Model 
MATLAB Script 
%Ciara Pickering 
%BAE Graduate Research Assistant 
%Upstream St. Cloud Sediment Flux Model 
%2019 simulation and event simulation 
  
clear; 
clc; 
close all; 
  
%Constants 
G=32.2;              %ft/s^2   Gravity 
ks=0.01;             %ft   Nikuradse's Sand Roughness 
R=1.65;              %Ratio of fluid to particle densities 
g=9.8;               %m/s^2   acceleration of gravity 
D=10*10^(-6);        %m   average particle diameter 
c1=18;               %dimensionless constant 
c2=1;                %dimensionless constant for natural 
grains 
v=1.235*10^(-6);     %m/s^2@12C kinematic viscosity of 
water 
K=0.4;               %von Karmen's constant 
a=0.000468;          %the depth at which sediment begins 
z=7.5/12;            %depth where TSS sample is taken 
  
%Channel Parameters 
W=28;                %ft   Width 
S0=0.004667;         %ft/ft   Bed Slope  
n=0.015;             %estimate of mannings roughness for 
concrete channel 
  
%Call Depth Data 
Data= xlsread("Upstream Data","Sheet1",'A:C'); 
USC_depth= Data(:,2); 
m=size(USC_depth,1); 
for i=1:m 
    USC_depth(i)=USC_depth(i)+1; 
end 
  
%Call Hurricane Creek Flow Data 
Fourpole_Q=Data(:,3); 
  
%Flow Plot 
figure(1); 
plot(Fourpole_Q) 
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xlabel('Time'); 
ylabel('Flow Rate (CFS)'); 
  
hold on 
  
%Velocity and Flow Rate 
A=W*USC_depth;                                    %ft^2   
Area 
WP=W+4*USC_depth;                                 %ft   
Wetted Perimeter 
HR=A./WP;                                         %ft   
Hydraulic Radius 
Sf=Fourpole_Q.*abs(Fourpole_Q).*n.^2./(2.208.*HR.^(4/3).*A.
^2); 
Ustar=(G.*HR.*Sf).^(1/2);                         %ft/s   
Shear Velocity 
  
%Velocity Profile 
x=50;                                            
%adjustable step size 
for i=1:m 
    for n=1:x+1 
    Di(i)=USC_depth(i)./x; 
    Z(n,i)=abs(USC_depth(i)-(n-1)*Di(i)); 
    U(1,:)=0; 
    Z(x+1,:)=0; 
    U(n,i)=Ustar(i).*(8.5+2.5.*log(Z(n,i)./ks));  %Chang 
Equation 3.24 
    U(x+1,:)=0; 
    end 
end 
  
%Example Velocity Profile Plot 
D1=Z(:,10); 
V1=U(:,10); 
figure(2); 
plot(V1,D1) 
xlabel('Velocity (ft/s)'); 
ylabel('Depth (ft)');  
  
%Integration of the Velocity Profile to Find Q 
for i=1:m 
  flow(i)=trapz(U(:,i),Z(:,i));                 
  Q(i)=flow(i)*28;                              
end 
  
figure(1); 
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plot(Q) 
legend('Area Weighted Flow Rate','Modeled Flow Rate'); 
  
%Call Turbidity Data 
USC_turbidity=Data(:,1); 
  
%Particle Size as a Function of Turbidity 
for i=1:m 
    D_m(i)=209.78*(USC_turbidity(i)).^(-0.493);              
%Trendline for D50 and Turbidity 
    D(i)=D_m(i)*10^(-6); 
end 
  
%Average Settling Velocity 
for i=1:m 
    ws_m(i)=(R*g*D(i)^2)/(c1*v+(0.75*c2*R*g*D(i)^3)^0.5);      
%m/s Ferguson & Church Equation 1 
    ws(i)=ws_m(i)*3.28;                                        
%m/s to ft/s 
end 
  
%Z* 
for i=1:m 
    Zstar(i)=ws(i)/(K.*Ustar(i)); 
end 
  
%TSS from Turbidity 
for i=1:m 
    TSS(i)=1.2501.*USC_turbidity(i).^(0.9465); 
end 
  
%Rouse Concentration Profile 
for i=1:m 
    if Fourpole_Q(i)<30 
        for j=2:50 
            C(j,i)=TSS(i); 
        end 
        for n=1:x+1 
        C(x+1,:)=0; 
        Cft(n,i)=C(n,i)/0.0353147; 
        end 
    else 
        for n=1:x+1 
            Ca(i)=TSS(i)/((USC_depth(i)-
z)/z*a/(USC_depth(i)-a))^(Zstar(i)); 
            C(n,i) = Ca(i)*((USC_depth(i)-
Z(n,i))/Z(n,i)*a/(USC_depth(i)-a))^(Zstar(i)); 
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            C(x+1,:)=0; 
            Cft(n,i)=C(n,i)/0.0353147;                  
%mg/L to mg/ft^3 
        end 
    end 
end 
  
%Example Concentration Profile Plot 
D1=Z(:,25); 
Con1=Cft(:,25); 
figure(3); 
plot(Con1,D1) 
xlabel('Concentration (mg/ft^3)'); 
ylabel('Depth (ft)'); 
  
%Einstein's Discharge of Suspended Sediment 
for i=1:m 
    for n=1:x+1 
        q(n,i)=Cft(n,i)*U(n,i); 
        q(x+1,:)=0; 
    end 
end 
  
%Example Sediment Discharge Plot 
D1=Z(:,25); 
qss1=q(:,25); 
figure(4); 
plot(qss1,D1) 
  
%Integration 
  
for i=1:m  
  Int(i)=trapz(q(:,i),Z(:,i));                   %mg/s per 
unit width  
  Qss(i)=Int(i)*28;                              %mg/s 
  Massflux(i)=Qss(i)/Q(i);                       %mg 
  Sed(i)=Int(i)*900;                             %mg per 
unit witdth  
end 
  
for i=1:m 
    POM(i)=0.0955*Sed(i); 
end 
sed=Sed'; 
  
%Total Suspended Sediment Flux 
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qss=sum(Sed);                                     %mg per 
unit width 
Qss_mg=qss*W;                                     %mg 
Qss_g=Qss_mg/1000;                                %g 
Qss_kg=Qss_g/1000                                 %kg 
  
POMT=sum(POM); 
POM_mg=POMT*W; 
POM_kg=POM_mg/10^6 
  
LowC_kg=POM_kg*0.28 
HighC_kg=POM_kg*0.5 
  
LowN_kg=LowC_kg/9.8 
HighN_kg=HighC_kg/9.8 
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%Ciara Pickering 
%BAE Graduate Research Assistant 
%Downstream Floodwall Station Sediment Flux Model 
%2019 simulation and event simulation 
  
clear; 
clc; 
close all; 
  
%Constants 
G=32.2;              %Gravity 
ks=0.01;             %Nikuradse's Sand Roughness 
R=1.65;              %Ratio of fluid to particle           
densities 
g=9.8;               %m/s^2   acceleration of gravity 
D=10*10^(-6);        %m   average particle diameter 
c1=18;               %dimensionless constant 
c2=1;                %dimensionless constant for natural 
grains 
v=1.235*10^(-6);     %m/s^2@12C kinematic viscosity of 
water 
K=0.4;               %von Karmen's constant 
a=0.000468;          %the depth at which sediment begins 
z=7.5/12;            %depth where TSS sample is taken 
  
%Channel Parameters 
W=28;                %Width 
S0=0.004667;         %Bed Slope  
n=0.015;             %Estimate of mannings roughness for 
concrete channel 
  
%Call Depth Data 
Data= xlsread("All Downstream Data","Sheet1",'B2:E35041'); 
FWS_depth= Data(:,4); 
m=size(FWS_depth,1); 
  
%Call HEC-RAS Flow Data 
FWS_Q=Data(:,1); 
  
%Seperate Positive and Negative Flow Rates 
for i=1:m 
if FWS_Q(i)>0 
    Positive_Flow(i)=FWS_Q(i); 
elseif FWS_Q(i)<0 
    Negative_Flow(i)=FWS_Q(i); 
    ABS_Negative_Flow(i)=abs(Negative_Flow(i)); 
elseif FWS_Q(i)==0 
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    Positive_Flow(i)=FWS_Q(i); 
end 
Negative_Flow(35033:35040)=0;        
ABS_Negative_Flow(35033:35040)=0;    
end 
  
for i=1:m 
    if Positive_Flow(i)>0 
        Pos_Depth(i)=FWS_depth(i); 
    elseif Positive_Flow(i)==0 
        Pos_Depth(i)=0; 
    end 
end 
  
for i=1:m 
    if ABS_Negative_Flow(i)>0 
        Neg_Depth(i)=FWS_depth(i); 
    elseif ABS_Negative_Flow(i)==0 
        Neg_Depth(i)=0; 
    end 
end 
  
%Transpose Matrix 
Positive_Flow=Positive_Flow'; 
Negative_Flow=Negative_Flow'; 
Neg_Depth=Neg_Depth'; 
Pos_Depth=Pos_Depth'; 
     
%Channel Geometry for Positive and Negative Flow 
A=W*FWS_depth;                                    %Area 
WP=W+4*FWS_depth;                                 %Wetted 
Perimeter 
HR=A./WP;                                         
%Hydraulic Radius 
Sf_Pos=Positive_Flow.*abs(Positive_Flow).*n.^2./(2.208.*HR.
^(4/3).*A.^2); 
Sf_Neg=Negative_Flow.*abs(Negative_Flow).*n.^2./(2.208.*HR.
^(4/3).*A.^2); 
Sf_Neg_ABS=abs(Sf_Neg); 
Sf=Sf_Pos+Sf_Neg; 
Ustar_Pos_Adj=(G.*HR.*Sf_Pos).^(1/2);                      
%Shear Velocity 
Ustar_Neg=(G.*HR.*Sf_Neg_ABS).^(1/2);                         
%Shear Velocity 
Ustar=Ustar_Pos_Adj+Ustar_Neg; 
  
%Velocity Profile for Positive Flow 
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x=50;                                            
%adjustable step size 
for i=1:m 
    for n=1:x+1 
    Di_Pos(i)=FWS_depth(i)./x; 
    Z_Pos(n,i)=abs(FWS_depth(i)-(n-1)*Di_Pos(i)); 
    U_Pos(1,:)=0; 
    Z_Pos(x+1,:)=0; 
    
U_Pos(n,i)=Ustar_Pos_Adj(i).*(8.5+2.5.*log(Z_Pos(n,i)./ks))
;  %Chang Equation 3.24 
    U_Pos(x+1,:)=0; 
    end 
end 
  
%Velocity Profile for Negative Flow 
x=50;                                            
%adjustable step size 
for i=1:m 
    for n=1:x+1 
    Di_Neg(i)=FWS_depth(i)./x; 
    Z_Neg(n,i)=abs(FWS_depth(i)-(n-1)*Di_Neg(i)); 
    U_Neg(1,:)=0; 
    Z_Neg(x+1,:)=0; 
    
U_Neg(n,i)=Ustar_Neg(i).*(8.5+2.5.*log(Z_Neg(n,i)./ks));  
%Chang Equation 3.24 
    U_Neg(x+1,:)=0; 
    end 
end 
  
%Integration of the Velocity Profile to Find Q for Positive 
for i=1:m 
  flow_Pos(i)=trapz(U_Pos(:,i),Z_Pos(:,i));            
%mg/s per unit width 
  Q_Pos(i)=flow_Pos(i)*28;                             %mg 
per unit witdth 
end 
  
%Integration of the Velocity Profile to Find Q for Negative 
for i=1:m 
  flow_Neg(i)=trapz(U_Neg(:,i),Z_Neg(:,i));                
%mg/s per unit width 
  Q_Neg_ABS(i)=flow_Neg(i)*28;                             
%mg per unit witdth 
  Q_Neg(i)=Q_Neg_ABS(i)*-1; 
end 
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Q_Pos=Q_Pos'; 
Q_Neg=Q_Neg'; 
Q_Neg_ABS=Q_Neg_ABS'; 
  
%Call Turbidity Data 
FWS_turbidity=Data(:,2); 
  
%Combine Flow and Turbidity Matrix 
Combo_Data_Pos=[Q_Pos,FWS_turbidity,Ustar,FWS_depth]; 
Combo_Data_Neg=[Q_Neg_ABS,FWS_turbidity,Ustar,FWS_depth]; 
  
%Remove Zeros and Create New Index 
Combo_Data_Pos_Adj=Combo_Data_Pos(all(Combo_Data_Pos,2),:); 
Combo_Data_Neg_Adj=Combo_Data_Neg(all(Combo_Data_Neg,2),:); 
b=size(Combo_Data_Pos_Adj,1); 
y=size(Combo_Data_Neg_Adj,1); 
  
%Velocity Profile for ONLY Positive Flow 
Depth_Pos=Combo_Data_Pos_Adj(:,4); 
Ustar_Pos_Adj=Combo_Data_Pos_Adj(:,3); 
x=50;                             %adjustable step size 
for i=1:b 
    for n=1:x+1 
    di_Pos(i)=Depth_Pos(i)./x; 
    z_Pos(n,i)=abs(Depth_Pos(i)-(n-1)*di_Pos(i)); 
    u_Pos(1,:)=0; 
    z_Pos(x+1,:)=0; 
    
u_Pos(n,i)=Ustar_Pos_Adj(i).*(8.5+2.5.*log(z_Pos(n,i)./ks))
;  %Chang Equation 3.24 
    u_Pos(x+1,:)=0; 
    end 
end 
  
%Velocity Profile for ONLY Negative Flow 
Depth_Neg=Combo_Data_Neg_Adj(:,4); 
Ustar_Neg_Adj=Combo_Data_Neg_Adj(:,3); 
x=50;                                            
%adjustable step size 
for i=1:y 
    for n=1:x+1 
    di_Neg(i)=Depth_Neg(i)./x; 
    z_Neg(n,i)=abs(Depth_Neg(i)-(n-1)*di_Neg(i)); 
    u_Neg(1,:)=0; 
    z_Neg(x+1,:)=0; 
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u_Neg(n,i)=Ustar_Neg_Adj(i).*(8.5+2.5.*log(z_Neg(n,i)./ks))
;  %Chang Equation 3.24 
    u_Neg(x+1,:)=0; 
    end 
end 
  
%Particle Size as a Function of Turbidity for ONLY Positive 
Flow 
Turb_Pos=Combo_Data_Pos_Adj(:,2); 
for i=1:b 
    D_m_pos(i)=209.78*(Turb_Pos(i)).^(-0.493);              
%Trendline for D50 and Turbidity 
    D_pos(i)=D_m_pos(i)*10.^(-6); 
end 
  
%Average Settling Velocity for ONLY Positive Flow 
for i=1:b 
    
ws_m_pos(i)=(R*g*D_pos(i)^2)/(c1*v+(0.75*c2*R*g*D_pos(i)^3)
^0.5);   %m/s Ferguson & Church Equation 1 
    ws_pos(i)=ws_m_pos(i)*3.28;                                         
%m/s 
end 
  
%Particle Size as a Function of Turbidity for ONLY Negative 
Flow 
Turb_Neg=Combo_Data_Neg_Adj(:,2); 
for i=1:y 
    D_m_neg(i)=209.78*(Turb_Neg(i)).^(-0.493);              
%Trendline for D50 and Turbidity 
    D_neg(i)=D_m_neg(i)*10^(-6); 
end 
  
%Average Settling Velocity for ONLY Negative Flow 
for i=1:y 
    
ws_m_neg(i)=(R*g*D_neg(i)^2)/(c1*v+(0.75*c2*R*g*D_neg(i)^3)
^0.5);  %m/s Ferguson & Church Equation 1 
    ws_neg(i)=ws_m_neg(i)*3.28;                                        
%m/s 
end 
  
%Z* for Positive Flow 
for i=1:b 
    Zstar_Pos(i)=ws_pos(i)/(K.*Ustar_Pos_Adj(i)); 
end 
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%Z* for Negative Flow 
for i=1:y 
    Zstar_Neg(i)=ws_neg(i)/(K.*Ustar_Neg_Adj(i)); 
end 
  
%TSS from Turbidity for Positive Flow 
Turb_Pos=Combo_Data_Pos_Adj(:,2); 
for i=1:b 
    TSS_Pos(i)=1.2501.*Turb_Pos(i).^(0.9465); 
end 
  
%TSS from Turbidity for Negative Flow 
Turb_Neg=Combo_Data_Neg_Adj(:,2); 
for i=1:y 
    TSS_Neg(i)=1.2501.*Turb_Neg(i).^(0.9465); 
end 
  
Qadj_Pos=Combo_Data_Pos_Adj(:,1); 
Qadj_Neg=Combo_Data_Neg_Adj(:,1); 
  
%Rouse Concentration Profile for Positive Flows 
for i=1:b 
    if Qadj_Pos(i)<30 
        for j=2:50 
            C_Pos(j,i)=TSS_Pos(i); 
        end 
        for n=1:x+1 
            C_Pos(x+1,:)=0; 
            C_Pos_ft(n,i)=C_Pos(n,i)/0.0353147; 
        end 
    else 
        for n=1:x+1 
            Ca_Pos(i)=TSS_Pos(i)/((Depth_Pos(i)-
z)/z*a/(Depth_Pos(i)-a))^(Zstar_Pos(i)); 
            C_Pos(n,i) = Ca_Pos(i)*((Depth_Pos(i)-
z_Pos(n,i))/z_Pos(n,i)*a/(Depth_Pos(i)-a))^(Zstar_Pos(i)); 
            C_Pos(x+1,:)=0; 
            C_Pos_ft(n,i)=C_Pos(n,i)/0.0353147; 
        end 
    end 
    avg_Pos_ft(i)=mean(C_Pos_ft(2:50,i)); 
    avg_Pos(i)=avg_Pos_ft(i)/28.31; 
end 
  
%Integration for Positive 
for i=1:b 
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  Concen_Pos(i)=trapz(C_Pos_ft(:,i),Z_Pos(:,i));                   
%mg/s per unit width ft 
end 
  
%Rouse Concentration Profile for Negative Flows 
for i=1:y 
    if Qadj_Neg(i)>-30 
        for j=2:50 
            C_Neg(j,i)=TSS_Neg(i); 
        end 
        for n=1:x+1 
            C_Neg(x+1,:)=0; 
            C_Neg_ft(n,i)=C_Neg(n,i)/0.0353147; 
        end 
    else 
        for n=1:x+1 
            Ca_Neg(i)=TSS_Neg(i)/((Depth_Neg(i)-
z)/z*a/(Depth_Neg(i)-a))^(Zstar_Neg(i)); 
            C_Neg(n,i) = Ca_Neg(i)*((Depth_Neg(i)-
z_Neg(n,i))/z_Neg(n,i)*a/(Depth_Neg(i)-a))^(Zstar_Neg(i)); 
            C_Neg(x+1,:)=0; 
            C_Neg_ft(n,i)=C_Neg(n,i)/0.0353147; 
        end 
    end 
    avg_Neg_ft(i)=mean(C_Neg_ft(2:50,i)); 
    avg_Neg(i)=avg_Neg_ft(i)/28.31; 
end 
  
%Integration for Negative 
for i=1:y 
  Concen_Neg(i)=trapz(C_Neg_ft(:,i),Z_Neg(:,i));  %mg/s per 
unit width  
end 
  
%Einstein's Discharge of Suspended Sediment for Positive 
Flows 
for i=1:b 
    for n=1:x+1 
        q(n,i)=C_Pos_ft(n,i)*u_Pos(n,i); 
        q(x+1,:)=0; 
    end 
end 
  
%Integration for Positive 
for i=1:b 
  Int(i)=trapz(q(:,i),z_Pos(:,i));               %mg/s per 
unit width 
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  QssP(i)=Int(i)*28; 
  Sed(i)=Int(i)*900;                             %mg per 
unit witdth 
  New(i)=Int(i)*28/(10^6); 
end 
  
%Total Suspended Sediment Flux for Positive 
qss1=sum(Sed);                                     %mg per 
unit width 
Qss1_mg=qss1*W;                                    %mg 
Qss1_g=Qss1_mg/1000;                               %g 
Qss1_kg=Qss1_g/1000;                               %kg 
  
%Einstein's Discharge of Suspended Sediment for Negative 
Flows 
for i=1:y 
    for n=1:x+1 
        q2(n,i)=C_Neg_ft(n,i)*u_Neg(n,i); 
        q2(x+1,:)=0; 
    end 
end 
  
%Integration for Negative Flows 
for i=1:y 
  Int2(i)=trapz(q2(:,i),z_Neg(:,i));               %mg/s 
per unit width 
  QssN(i)=Int2(i)*28; 
  Sed2(i)=Int2(i)*900;                             %mg per 
unit witdth 
  New2(i)=Int2(i)*28/(10^6); 
end 
  
% Total Suspended Sediment Flux for Negative Flows 
qss2=sum(Sed2);                                     %mg per 
unit width 
Qss2_mg=qss2*W;                                     %mg 
Qss2_g=Qss2_mg/1000;                                %g 
Qss2_kg=Qss2_g/1000;                                %kg 
  
for i=1:b 
    if FWS_turbidity(i)<10 
        POM(i)=0.2625*Sed(i); 
    elseif FWS_turbidity(i)>10 && FWS_turbidity(i)<100 
        POM(i)=0.1581*Sed(i); 
    elseif FWS_turbidity(i)>100 && FWS_turbidity(i)<400 
        POM(i)=0.1116*Sed(i); 
    elseif FWS_turbidity(i)>400 
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        POM(i)=0.0955*Sed(i); 
    end 
end 
  
for i=1:y 
    if FWS_turbidity(i)<10 
        POM2(i)=0.2625*Sed2(i); 
    elseif FWS_turbidity(i)>10 && FWS_turbidity(i)<100 
        POM2(i)=0.1581*Sed2(i); 
    elseif FWS_turbidity(i)>100 && FWS_turbidity(i)<400 
        POM2(i)=0.1116*Sed2(i); 
    elseif FWS_turbidity(i)>400 
        POM2(i)=0.0955*Sed2(i); 
    end 
end 
  
%POM, PC, and PN for flux out 
POMT=sum(POM); 
POM_mg=POMT*W; 
POM_kg=POM_mg/10^6; 
  
LowC_kg=POM_kg*0.28; 
HighC_kg=POM_kg*0.5; 
  
LowN_kg=LowC_kg/9.8 
HighN_kg=HighC_kg/9.8 
  
%POM, PC, and PN for flux in 
POMT2=sum(POM2); 
POM_mg2=POMT2*W; 
POM_kg2=POM_mg2/10^6; 
  
LowC_kg2=POM_kg2*0.28; 
HighC_kg2=POM_kg2*0.5; 
  
LowN_kg2=LowC_kg2/9.8; 
HighN_kg2=HighC_kg2/9.8; 
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APPENDIX F. Sediment Transport Numerical Model MATLAB Script 
%Ciara Pickering 
%BAE Graduate Research Assistant 
%Fourpole Creek Wetland Sediment Transport Model 
%2019 Simulation 
 
clear; 
clc; 
close all; 
  
% %Call data 
A=xlsread("Area Data 01012019-
12312019","Sheet1",'B2:AF35041'); 
n=xlsread("Mannings n LRC Data 01012019-
12312019","Sheet1",'B2:AF105121'); 
nT=xlsread("Mannings n Data 01012019-
12312019","Sheet1",'B2:AF35041'); 
R=xlsread("Hydraulic Radius Data 01012019-
12312019","Sheet1",'B2:AF35041'); 
Q=xlsread("Total Flow Rate Data 01012019-
12312019","Test",'B1:AF35040'); 
Geo_ft=xlsread("Reach Geometry Data","Reach 
Averages",'B2:G6'); 
Geo_m=xlsread("Reach Geometry Data","Reach 
Averages",'I2:N6'); 
Turbidity=xlsread("Turbidity Data 01012019-
12312019","Sheet1",'B2:C35041'); 
  
%Global parameters  
numsteps=size(A,1); 
numsteps3=size(n,1); 
numreaches=5; 
numxs=31; 
deltat=900;     %15 minute timestep in seconds 
rho_w=997;      %density of water kg/m3 
rho_s=2700;     %density of soil kg/m3 
g=9.81;         %m/s^2 
K=0.4; 
  
%Source erosion parameters 
b_s=1; 
b_b=1; 
b_f=1; 
  
%Reach parameters 
for i=1:numreaches+1 
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    w(1:numsteps,i)= Geo_ft(1,i); 
    h(1:numsteps,i)=Geo_ft(2,i); 
    L(1:numsteps,i)=Geo_ft(3,i); 
    sL(1:numsteps,i)=Geo_ft(4,i); 
    fL(1:numsteps,i)=Geo_ft(5,i); 
end 
  
%Average nT for each Reach 
nT_R1=nT(:,1:6);   
for i=1:numsteps 
   AnT_R1(i)=mean(nT_R1(i,:)); 
end 
AnT_R1=AnT_R1'; 
  
nT_R2=nT(:,7:12);   
for i=100:numsteps 
    AnT_R2(i)=mean(nT_R2(i,:)); 
end 
AnT_R2=AnT_R2'; 
  
nT_R3=nT(:,13:18);   
for i=100:numsteps 
    AnT_R3(i)=mean(nT_R3(i,:)); 
end 
AnT_R3=AnT_R3'; 
  
nT_R4=nT(:,19:24);   
for i=100:numsteps 
    AnT_R4(i)=mean(nT_R4(i,:)); 
end 
AnT_R4=AnT_R4'; 
  
nT_R5=nT(:,25:30);   
for i=100:numsteps 
    AnT_R5(i)=mean(nT_R5(i,:)); 
end 
AnT_R5=AnT_R5'; 
  
AnT=[AnT_R1,AnT_R2,AnT_R3,AnT_R4,AnT_R5,nT(:,31)]; 
  
%Seperate Mannings n of LOB, ROB, and Channel 
nC=n(1,:); 
nL=n(2,:); 
nR=n(3,:); 
  
for i=1:numsteps 
    nC(i,:)=n(3*(i-1)+1,:); 
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    nL(i,:)=n(3*(i-1)+2,:); 
    nR(i,:)=n(3*(i-1)+3,:); 
end 
  
%Average nF for each Reach 
n_R1=nC(:,1:6);   
for i=1:numsteps 
   An_R1(i)=mean(n_R1(i,:)); 
end 
An_R1=An_R1'; 
  
n_R2=nC(:,7:12);   
for i=100:numsteps 
    An_R2(i)=mean(n_R2(i,:)); 
end 
An_R2=An_R2'; 
  
n_R3=nC(:,13:18);   
for i=100:numsteps 
    An_R3(i)=mean(n_R3(i,:)); 
end 
An_R3=An_R3'; 
  
n_R4=nC(:,19:24);   
for i=100:numsteps 
    An_R4(i)=mean(n_R4(i,:)); 
end 
An_R4=An_R4'; 
  
n_R5=nC(:,25:30);   
for i=100:numsteps 
    An_R5(i)=mean(n_R5(i,:)); 
end 
An_R5=An_R5'; 
  
AnS=[An_R1,An_R2,An_R3,An_R4,An_R5,nC(:,31)]; 
  
%Average Mannings n for Floodplain 
for i=100:numsteps 
    for j=1:numxs 
        if nR(i,j)==0 && nL(i,j)==0 
            nF(i,j)=0; 
        elseif nR(i,j)==0 && nL(i,j)>0 
            nF(i,j)=nL(i,j); 
        elseif nR(i,j)>0 && nL(i,j)==0 
            nF(i,j)=nR(i,j); 
        elseif nR(i,j)>0 && nL(i,j)>0 
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            nF(i,j)=(nR(i,j)+nL(i,j))/2; 
        end 
    end 
end 
  
%Average nF for each Reach 
nF_R1=nF(:,1:6);   
for i=100:numsteps 
   AnF_R1(i)=mean(nF_R1(i,:)); 
end 
AnF_R1=AnF_R1'; 
  
nF_R2=nF(:,7:12);   
for i=100:numsteps 
    AnF_R2(i)=mean(nF_R2(i,:)); 
end 
AnF_R2=AnF_R2'; 
  
nF_R3=nF(:,13:18);   
for i=100:numsteps 
    AnF_R3(i)=mean(nF_R3(i,:)); 
end 
AnF_R3=AnF_R3'; 
  
nF_R4=nF(:,19:24);   
for i=100:numsteps 
    AnF_R4(i)=mean(nF_R4(i,:)); 
end 
AnF_R4=AnF_R4'; 
  
nF_R5=nF(:,25:30);   
for i=100:numsteps 
    AnF_R5(i)=mean(nF_R5(i,:)); 
end 
AnF_R5=AnF_R5'; 
  
AnF=[AnF_R1,AnF_R2,AnF_R3,AnF_R4,AnF_R5,nF(:,31)]; 
         
%Seperate Positive and Negative Flow Rates 
for i=100:numsteps 
    for j=1:numxs 
        if Q(i,j)>0 
            Q_P(i,j)=Q(i,j); 
        elseif Q(i,j)<0 
            Q_N(i,j)=Q(i,j); 
            Q_AN(i,j)=abs(Q_N(i,j)); 
        elseif Q(i,j)==0 
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            Q_P(i,j)=Q(i,j); 
        end 
    end 
   Q_AN(35033:35040,:)=0; 
   Q_N(35033:35040,:)=0; 
end 
  
%Convert Flowrate from cfs to cms 
for i=100:numsteps 
    for j=1:numxs 
        Q_m(i,j)=Q(i,j)*0.028316847; 
    end 
end 
  
%Reach Boundary Flow Rates 
AQ(:,1)=abs(Q_m(:,1)); 
AQ(:,2)=abs(Q_m(:,7)); 
AQ(:,3)=abs(Q_m(:,13)); 
AQ(:,4)=abs(Q_m(:,19)); 
AQ(:,5)=abs(Q_m(:,25)); 
AQ(:,6)=abs(Q_m(:,31)); 
  
%Calculate Friction Slope 
for i=100:numsteps 
    for j=1:numxs 
        
Sf_P(i,j)=((Q_P(i,j)*nT(i,j))/(1.49*A(i,j)*(R(i,j)^(2/3))))
^2; 
        
Sf_AN(i,j)=((Q_AN(i,j)*nT(i,j))/(1.49*A(i,j)*(R(i,j)^(2/3))
))^2;    %Sf_AN is the absolute value of the negative 
friction slope 
        Sf_N(i,j)=(Sf_AN(i,j)*-1); 
    end 
end 
  
%Combine Positive and Negative Friction Slopes 
for i=100:numsteps 
    for j=1:numxs 
        if Sf_P(i,j)>0 
            Sf(i,j)=Sf_P(i,j); 
        else  
            Sf(i,j)=Sf_N(i,j); 
        end 
    end 
end 
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%Reach Boundary Friction Slopes 
ASf(:,1)=abs(Sf(:,1)); 
ASf(:,2)=abs(Sf(:,7)); 
ASf(:,3)=abs(Sf(:,13)); 
ASf(:,4)=abs(Sf(:,19)); 
ASf(:,5)=abs(Sf(:,25)); 
ASf(:,6)=abs(Sf(:,31)); 
  
for i=100:numsteps 
    for j=1:numreaches 
        AASf(i,j)=(ASf(i,j)+ASf(i,j+1))/2; %AASf=absolute 
value of the average friction slope and ASf is the absolute 
value of the friction slope 
    end 
end 
  
%Channel Geometry in meters 
for i=1:numreaches+1 
    w_m(1,i)= Geo_m(1,i); 
    h_m(1,i)=Geo_m(2,i); 
    L_m(1,i)=Geo_m(3,i); 
    sL_m(1,i)=Geo_m(4,i); 
    fL_m(1,i)=Geo_m(5,i); 
end 
  
%Initalize Flow and Depth Matrix 
for i=100:numsteps 
    for j=1:numreaches+1 
        Q_s(i,j)=0; 
        Q_f(i,j)=0; 
        d(i,j)=0.1; 
    end 
end 
  
%Interative Process to Solve for dg, Qs, Qf 
for i=100:numsteps 
    for j=1:numreaches+1 
        while Q_f(i,j)+Q_s(i,j)<AQ(i,j) 
            if d(i,j)<h_m(1,j) 
                
Q_s(i,j)=1/AnS(i,j)*(w_m(1,j)*d(i,j))*((w_m(1,j)*d(i,j))/(w
_m(1,j)+2*d(i,j)))^(2/3)*(ASf(i,j))^(1/2); 
                Q_f(i,j)=0; 
                
R_s(i,j)=((w_m(1,j)*d(i,j))/(w_m(1,j)+2*d(i,j))); 
                R_f(i,j)=0; 
                A_s(i,j)=w_m(1,j)*d(i,j); 
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                A_f(i,j)=0; 
                d(i,j)=d(i,j)+0.001; 
            else 
                
Q_s(i,j)=1/AnS(i,j)*(w_m(1,j)*d(i,j))*((w_m(1,j)*d(i,j))/(w
_m(1,j)+2*h_m(1,j)))^(2/3)*ASf(i,j)^(1/2); 
                Q_f(i,j)=1/AnF(i,j)*(2*(L_m(1,j)*(d(i,j)-
h_m(1,j))))*((2*(L_m(1,j)*(d(i,j)-h_m(1,j))))/(2*(d(i,j)-
h_m(1,j))+2*L_m(1,j)))^(2/3)*ASf(i,j)^(1/2); 
                
R_s(i,j)=((w_m(1,j)*d(i,j))/(w_m(1,j)+2*h_m(1,j))); 
                R_f(i,j)=((2*(L_m(1,j)*(d(i,j)-
h_m(1,j))))/(2*(d(i,j)-h_m(1,j))+2*L_m(1,j))); 
                A_s(i,j)=w_m(1,j)*d(i,j); 
                A_f(i,j)=2*(L_m(1,j)*(d(i,j)-h_m(1,j))); 
                d(i,j)=d(i,j)+0.001; 
            end 
        end 
    end 
end 
  
%Create Negative Flows 
for i=100:numsteps 
    for j=1:numreaches 
        if Sf(i,7+6*(j-1))<0 
            Q_s(i,j+1)=Q_s(i,j+1)*-1; 
            Q_f(i,j+1)=Q_f(i,j+1)*-1; 
        end 
    end 
end 
  
%Surface Areas  
for i=1:numreaches 
    SA_s(1,i)=w_m(1,i)*sL_m(1,i); 
    SA_f(1,i)=(2*L_m(1,i))*fL_m(1,i); 
end 
  
%Initial Reach Volume Estimates 
for i=1:5 
    V_f(100,i)=0; 
end 
  
V_s(100,1)=156000; 
V_s(100,2)=230000; 
V_s(100,3)=500000; 
V_s(100,4)=237000; 
V_s(100,5)=228000; 
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d_s(100,6)=d(1,6); 
d_f(100,6)=0; 
  
for i=1:5 
    V_t(100,i)=V_s(100,i)+V_f(100,i); 
end 
  
for j=1:numreaches 
        V_si(100,j)=V_s(100,j); 
        d_s(100,j)=V_s(100,j)/SA_s(1,j); 
        d_f(100,j)=V_f(100,j)/SA_f(1,j); 
    if d_f(100,j)+h_m(1,j)<d_s(100,j) 
            while d_f(100,j)+h_m(1,j)<d_s(100,j) 
                d_s(100,j)=d_s(100,j)-0.001; 
                V_s(100,j)=d_s(100,j)*SA_s(1,j); 
                V_f(100,j)=V_t(100,j)-V_s(100,j); 
                d_f(100,j)=V_f(100,j)/SA_f(1,j); 
            end 
            Exchange(100,j)=V_s(100,j)-V_si(100,j); 
    end 
end 
  
for i=1:5 
    V_t(100,i)=V_s(100,i)+V_f(100,i); 
end 
  
Q_t(:,1)=Q_m(:,1); 
Q_t(:,2)=Q_m(:,7); 
Q_t(:,3)=Q_m(:,13); 
Q_t(:,4)=Q_m(:,19); 
Q_t(:,5)=Q_m(:,25); 
Q_t(:,6)=Q_m(:,31); 
  
for i=101:numsteps 
    for j=1:numreaches 
        V_t(i,j)=V_t(i-1,j)+Q_t(i,j)*deltat-
Q_t(i,j+1)*deltat; 
        V_s(i,j)=V_s(i-1,j)+Q_s(i,j)*deltat-
Q_s(i,j+1)*deltat; 
        V_f(i,j)=V_f(i-1,j)+Q_f(i,j)*deltat-
Q_f(i,j+1)*deltat; 
    end 
end 
  
%Reach Volume Calculations 
for i=101:numsteps 
    for j=1:numreaches 
 
166 
 
         
    V_si(i,j)=V_s(i-1,j)+Q_s(i,j)*deltat-Q_s(i,j+1)*deltat; 
    V_fi(i,j)=V_f(i-1,j)+Q_f(i,j)*deltat-Q_f(i,j+1)*deltat; 
         
        if V_si(i,j)>V_t(i,j) 
            V_si(i,j)=V_t(i,j); 
        end 
         
        if V_fi(i,j)<0 
            V_fi(i,j)=0; 
            V_si(i,j)=V_t(i,j); 
        end 
         
        d_s(i,j)=V_si(i,j)/SA_s(1,j); 
        d_f(i,j)=V_fi(i,j)/SA_f(1,j); 
         
        if d_f(i,j)+h_m(1,j)<d_s(i,j) 
            while d_f(i,j)+h_m(1,j)<d_s(i,j) 
                d_s(i,j)=d_s(i,j)-0.001; 
                V_s(i,j)=d_s(i,j)*SA_s(1,j); 
                V_f(i,j)=V_t(i,j)-V_s(i,j); 
                d_f(i,j)=V_f(i,j)/SA_f(1,j); 
            end 
            Exchange(i,j)=V_s(i,j)-V_si(i,j); 
        elseif d_f(i,j)>0 && d_f(i,j)+h_m(1,j)>d_s(i,j) 
            while d_f(i,j)+h_m(1,j)>d_s(i,j) 
                d_f(i,j)=d_f(i,j)-0.001; 
                V_f(i,j)=d_f(i,j)*SA_f(1,j); 
                V_s(i,j)=V_t(i,j)-V_f(i,j); 
                d_s(i,j)=V_s(i,j)/SA_s(1,j); 
            end 
            Exchange(i,j)=V_s(i,j)-V_si(i,j); 
        elseif d_f(i,j)==0 
            V_f(i,j)=0; 
            V_s(i,j)=V_t(i,j); 
            d_s(i,j)=V_s(i,j)/SA_s(1,j); 
            Exchange(i,j)=0; 
        end 
         
        if V_s(i,j)<0 
            V_s(i,j)=0.01; 
        end 
         
if d_f(i,j)<0 
    d_f(i,j)=0; 
end 
        Vtcheck(i,j)=V_s(i,j)+V_f(i,j); 
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        Vterror(i,j)=Vtcheck(i,j)-V_t(i,j); 
    end 
     
end 
  
%HR Calculation with adjusted Depth 
for i=101:numsteps 
    for j=1:numreaches 
        if d_s(i,j)<h_m(1,j) 
HR_s(i,j)=((w_m(1,j)*d_s(i,j))/(w_m(1,j)+2*d_s(i,j))); 
            HR_f(i,j)=0; 
        else       
HR_s(i,j)=((w_m(1,j)*d_s(i,j))/(w_m(1,j)+2*h_m(1,j)));    
HR_f(i,j)=(2*(L_m(1,j))*(d_f(i,j)))/(2*(d_f(i,j)+2*L_m(1,j)
)); 
        end 
    end 
end 
  
%Reach Average Flowrates 
for i=101:numsteps 
    for j=2:6 
        QR_s(i,j)=(Q_s(i,j-1)+Q_s(i,j))/2; 
        QR_f(i,j)=(Q_f(i,j-1)+Q_f(i,j))/2; 
    end 
end 
  
%Reach Average Fricition Slope 
for i=1:numsteps 
    for j=1:numxs 
        Sf(i,j)=abs(Sf(i,j));  
    end 
end 
  
Sf_R1=Sf(:,1:6);   
for i=100:numsteps 
   SfR_R1(i)=mean(Sf_R1(i,:)); 
end 
SfR_R1=SfR_R1'; 
  
Sf_R2=Sf(:,7:12);   
for i=100:numsteps 
    SfR_R2(i)=mean(Sf_R2(i,:)); 
end 
SfR_R2=SfR_R2'; 
  
Sf_R3=Sf(:,13:18);   
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for i=100:numsteps 
    SfR_R3(i)=mean(Sf_R3(i,:)); 
end 
SfR_R3=SfR_R3'; 
  
Sf_R4=Sf(:,19:24);   
for i=100:numsteps 
    SfR_R4(i)=mean(Sf_R4(i,:)); 
end 
SfR_R4=SfR_R4'; 
Sf_R5=Sf(:,25:30);   
for i=100:numsteps 
    SfR_R5(i)=mean(Sf_R5(i,:)); 
end 
SfR_R5=SfR_R5'; 
  
SfR=[SfR_R1,SfR_R2,SfR_R3,SfR_R4,SfR_R5,Sf(:,31)]; 
  
for i=1:numsteps 
    for j=1:numreaches 
        if d_s(i,j)<0.2 && SfR(i,j)>0.004667 
            SfR(i,j)=0.004667; 
        end    
    end 
end 
 
BC_SSC=xlsread("Boundary Data","Sheet2",'A1:B35041'); 
 
for i=101:numsteps 
    Upcon(i,1)=BC_SSC(i,1)/(Q_s(i,1)+Q_f(i,1)); 
    SS_s(i,1)=Upcon(i,1)*Q_s(i,1); 
    SS_f(i,1)=Upcon(i,1)*Q_f(i,1); 
    if Q_s(i,6)<0 
        SS_s(i-1,7)=-BC_SSC(i,2); 
        SS_f(i,7)=0; 
    else 
        SS_s(i-1,7)=BC_SSC(i,2); 
        SS_f(i,7)=0; 
    end 
end 
  
%Calibration Parameters 
Ctc_H_s=7.04*10^-6;      %m^1/2 s^2 kg^-1/2 
Ctc_L_s=5.67446;      %m^1/2 s^2 kg^-1/2 
Ctc_H_f=7.75*10^-6;     %m^1/2 s^2 kg^-1/2 
Ctc_L_f=5.69745;      %m^1/2 s^2 kg^-1/2 
alpha=8.08167; 
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lambda=0.383364; 
w_s=2.42*10^-4;   %meter/second 
tcr_s=0.09831; 
tcr_f=0.090831; 
tcr_b=2.054; 
a_s=0.000347; 
a_b=9.85*10^-5; 
a_f=0.000347; 
 
%Calculate Fluid Shear Stress 
for i=101:numsteps 
    for j=1:numreaches 
        tf_s(i,j)=rho_w*g.*HR_s(i,j)*SfR(i,j);    % average 
fluid shear stress in the stream channel in pa 
        tf_f(i,j)=rho_w*g.*HR_f(i,j)*SfR(i,j);    % average 
fluid shear stress in the floodplain in pa 
        tf_b(i,j)=(tf_f(i,j)+tf_s(i,j))/2; 
    end 
end 
 
for i=100:numsteps 
    for j=1:6 
        Vel_s(i,j)=abs(Q_s(i,j))/A_s(i,j); 
        if A_f(i,j)>0 
            Vel_f(i,j)=abs(Q_f(i,j))/A_f(i,j); 
        else 
            Vel_f(i,j)=0; 
        end 
    end 
    for j=1:5 
        AVel_s(i,j)=(Vel_s(i,j)+Vel_s(i,j+1))/2; 
        AVel_f(i,j)=(Vel_f(i,j)+Vel_f(i,j+1))/2; 
    end 
end 
  
%Calculate Transport Capacity 
for i=101:numsteps 
    for j=1:numreaches 
        if j==1 
            Vel_s=0.5; 
            Vel_f=0.04; 
        elseif j==2 
            Vel_s=0.2; 
            Vel_f=0.04; 
        elseif j==3 
            Vel_s=0.15; 
            Vel_f=0.04; 
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        elseif j==4 
            Vel_s=0.1; 
            Vel_f=0.04; 
        elseif j==5 
            Vel_s=0.4; 
            Vel_f=0.04; 
        end 
         
        if AVel_s(i,j)>Vel_s 
            
Tc_s(i,j)=Ctc_H_s*tf_s(i,j)^1.5*sL_m(1,j)*deltat; 
        else 
            
Tc_s(i,j)=Ctc_L_s*tf_s(i,j)^1.5*sL_m(1,j)*deltat; 
        end 
        if AVel_f(i,j)>Vel_f 
            
Tc_f(i,j)=Ctc_H_f*tf_f(i,j)^1.5*fL_m(1,j)*deltat; 
        else 
            
Tc_f(i,j)=Ctc_L_f*tf_f(i,j)^1.5*fL_m(1,j)*deltat; 
        end 
    end 
end 
 
%Calculate Surface Area for the Banks 
for i=101:numsteps 
    for j=1:numreaches 
        if d_s(i,j)<h_m(1,j) 
            SA_b(i,j)=2*d_s(i,j)*sL_m(1,j); 
        else 
            SA_b(i,j)=2*h_m(1,j)*sL_m(1,j); 
        end 
    end 
end 
  
%Adjust Matrix Size 
for j=5:-1:1 
    tf_s(:,j+1)=tf_s(:,j); 
    tf_f(:,j+1)=tf_f(:,j); 
    tf_b(:,j+1)=tf_b(:,j); 
    Tc_s(:,j+1)=Tc_s(:,j); 
    Tc_f(:,j+1)=Tc_f(:,j); 
    SA_b(:,j+1)=SA_b(:,j); 
    V_f(:,j+1)=V_f(:,j); 
    V_s(:,j+1)=V_s(:,j); 
    Exchange(:,j+1)=Exchange(:,j); 
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    SA_s(:,j+1)=SA_s(:,j); 
    SA_f(:,j+1)=SA_f(:,j); 
    L_m(:,j+1)=L_m(:,j); 
    d_s(:,j+1)=d_s(:,j); 
end 
  
%Inital Values 
tf_s(:,1)=0; 
tf_f(:,1)=0; 
tf_b(:,1)=0; 
Tc_s(:,1)=0; 
Tc_f(:,1)=0; 
SA_b(:,1)=0; 
V_f(:,1)=1; 
V_s(:,1)=1; 
Exchange(:,1)=0; 
SA_s(:,1)=0; 
SA_f(:,1)=0; 
L_m(:,1)=0; 
V_f(:,7)=1; 
V_s(:,7)=1; 
d_s(:,1)=0; 
Q_FWS(:,1)=Q(:,31); 
SS_s(100,2)=25;      %Suspended Sediment in Reach 1 
SS_f(100,2)=25;       %Suspended Sediment in Reach 1 
SS_s(100,3)=25;      %Suspended Sediment in Reach 2 
SS_f(100,3)=25;       %Suspended Sediment in Reach 2 
SS_s(100,4)=25;      %Suspended Sediment in Reach 3 
SS_f(100,4)=25;       %Suspended Sediment in Reach 3 
SS_s(100,5)=25;      %Suspended Sediment in Reach 4 
SS_f(100,5)=25;       %Suspended Sediment in Reach 4 
SS_s(100,6)=25;      %Suspended Sediment in Reach 5 
SS_f(100,6)=25;       %Suspended Sediment in Reach 5 
  
S_s(100,1:6)=1000; 
S_b(100,1:6)=10000000000000000000000000; 
S_f(100,1:6)=10000000000000000000000000; 
  
%Sediment Transport Model 
for i=101:numsteps 
    if Q_FWS(i)>0 
        for j=2:6 
            if i==23780 
                stop=1; 
            end 
            if Tc_s(i,j)>SS_s(i-1,j) 
                if Tc_s(i,j)>SS_s(i-1,j) 
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E_b(i,j)=min(min(a_b.*(tf_b(i,j)-
tcr_b).^b_b.*SA_b(i,j).*deltat,Tc_s(i,j
)-SS_s(i-1,j)),S_b(i-1,j)); 
                    if E_b(i,j)<0 
                        E_b(i,j)=0; 
                    end 
                else 
                    E_b(i,j)=0; 
                end 
            else 
                E_b(i,j)=0; 
            end 
            if Tc_f(i,j)>SS_f(i-1,j) 
E_f(i,j)=min(min(a_f.*(tf_f(i,j)-
tcr_f).^b_f.*SA_f(1,j).*deltat,Tc_f(i,j)-
SS_f(i-1,j)),S_f(i-1,j)); 
                if E_f(i,j)<0 
                    E_f(i,j)=0; 
                end 
            else 
                E_f(i,j)=0; 
            end 
            if Tc_f(i,j)<SS_f(i-1,j) 
                if V_f(i,j)>0 
D_f(i,j)=(SS_f(i-1,j)/V_f(i-
1,j)*abs(QR_f(i,j)))/(alpha*(2*L_m(1,j)
)^2*(1-lambda))*(1-exp(-
w_s*alpha*(2*L_m(1,j))^2/abs(QR_f(i,j))
))*SA_f(1,j)*deltat; 
                    if D_f(i,j)>SS_f(i-1,j) 
                        D_f(i,j)=SS_f(i-1,j); 
                    end 
                else 
                    D_f(i,j)=0; 
                end 
            else 
                D_f(i,j)=0; 
            end 
            if j==2 
                Qssin_s(i,j)=SS_s(i-1,j-1); 
                Qssin_f(i,j)=SS_f(i-1,j-1); 
            else 
Qssin_s(i,j)=SS_s(i-1,j-1)/V_s(i-1,j-
1)*Q_s(i,j-1); 
                if Qssin_s(i,j)*deltat>SS_s(i-1,j-1) 
                    Qssin_s(i,j)=SS_s(i-1,j-1)/900; 
                else 
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                    Qssin_s(i,j)=Qssin_s(i,j); 
                end 
                if V_f(i-1,j-1)>0 
Qssin_f(i,j)=SS_f(i-1,j-1)/V_f(i-1,j-
1)*Q_f(i,j-1); 
                    if Qssin_f(i,j)*deltat>SS_f(i-1,j-1) 
                        Qssin_f(i,j)=SS_f(i-1,j-1)/900; 
                    else 
                        Qssin_f(i,j)=Qssin_f(i,j); 
                    end 
                else 
                    Qssin_f(i,j)=0; 
                end 
            end 
            Qssout_s(i,j)=SS_s(i-1,j)/V_s(i-1,j)*Q_s(i,j); 
            if Qssout_s(i,j)*deltat>SS_s(i-1,j) 
                Qssout_s(i,j)=SS_s(i-1,j)/900; 
            else 
                Qssout_s(i,j)=Qssout_s(i,j); 
            end 
            if V_f(i-1,j)>0 
Qssout_f(i,j)=SS_f(i-1,j)/V_f(i-
1,j)*Q_f(i,j); 
                if Qssout_f(i,j)*deltat>SS_f(i-1,j) 
                    Qssout_f(i,j)=SS_f(i-1,j)/900; 
                else 
                    Qssout_f(i,j)=Qssout_f(i,j); 
                end 
            else 
                Qssout_f(i,j)=0; 
            end 
SS_s(i,j)=SS_s(i-
1,j)+E_b(i,j)+Qssin_s(i,j)*deltat-         
Qssout_s(i,j)*deltat; 
SS_f(i,j)=SS_f(i-1,j)+E_f(i,j)-
D_f(i,j)+Qssin_f(i,j)*deltat-
Qssout_f(i,j)*deltat; 
            if SS_f(i,j)<0 
                D_f(i,j)=D_f(i,j)+SS_f(i,j); 
                SS_f(i,j)=0; 
            end 
            if Exchange(i,j)<0 
                
mix_f(i,j)=SS_s(i,j)/V_s(i,j)*abs(Exchange(i,j)); 
                if mix_f(i,j)>SS_s(i,j) 
                    mix_f(i,j)=SS_s(i,j); 
                end 
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                mix_s(i,j)=-(mix_f(i,j)); 
            elseif Exchange(i,j)>0 
                if V_f(i,j)>0 
                    
mix_s(i,j)=SS_f(i,j)/V_f(i,j)*abs(Exchange(i,j));    
 
                    if mix_s(i,j)>SS_f(i,j) 
                        mix_s(i,j)=SS_f(i,j); 
                    end 
                    mix_f(i,j)=-(mix_s(i,j)); 
                else 
                    mix_s(i,j)=SS_f(i,j); 
                    mix_f(i,j)=-(mix_s(i,j)); 
                end 
            else 
                mix_s(i,j)=0; 
                mix_f(i,j)=0; 
            end 
            SS_s(i,j)=SS_s(i,j)+mix_s(i,j); 
            SS_f(i,j)=SS_f(i,j)+mix_f(i,j); 
            S_b(i,j)=S_b(i-1,j)-E_b(i,j); 
            S_f(i,j)=S_f(i-1,j)+D_f(i,j)-E_f(i,j); 
        end 
    elseif Q_FWS(i)<0 
        for j=6:-1:2 
            if i==23780 
                stop=1; 
            end 
            if Tc_s(i,j)>SS_s(i-1,j) 
                if Tc_s(i,j)>SS_s(i-1,j) 
E_b(i,j)=min(min(a_b.*(tf_b(i,j)-
tcr_b).^b_b.*SA_b(i,j).*deltat,Tc_s(i,j
)-SS_s(i-1,j)),S_b(i-1,j)); 
                    if E_b(i,j)<0 
                        E_b(i,j)=0; 
                    end 
                else 
                    E_b(i,j)=0; 
                end 
            else 
                E_b(i,j)=0; 
            end 
            if Tc_f(i,j)>SS_f(i-1,j) 
E_f(i,j)=min(min(a_f.*(tf_f(i,j)-
tcr_f).^b_f.*SA_f(1,j).*deltat,Tc_f(i,j)-
SS_f(i-1,j)),S_f(i-1,j)); 
                if E_f(i,j)<0 
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                    E_f(i,j)=0; 
                end 
            else 
                E_f(i,j)=0; 
            end 
            if Tc_f(i,j)<SS_f(i-1,j) 
                if V_f(i,j)>0 
D_f(i,j)=(SS_f(i-1,j)/V_f(i-
1,j)*abs(QR_f(i,j)))/(alpha*(2*L_m(1,j)
)^2*(1-lambda))*(1-exp(-
w_s*alpha*(2*L_m(1,j))^2/abs(QR_f(i,j))
))*SA_f(1,j)*deltat; 
                    if D_f(i,j)>SS_f(i-1,j) 
                        D_f(i,j)=SS_f(i-1,j); 
                    end 
                else 
                    D_f(i,j)=0; 
                end 
            else 
                D_f(i,j)=0; 
            end 
            if Q_s(i,j-1)<0 && Q_s(i,j)<0 
                if j==6 
                    Qssout_s(i,j)=SS_s(i-1,j+1); 
                    Qssout_f(i,j)=SS_f(i-1,j+1); 
                else 
Qssout_s(i,j)=SS_s(i-1,j+1)/V_s(i-
1,j+1)*Q_s(i,j); 
if abs(Qssout_s(i,j))*deltat>SS_s(i-
1,j+1) 
                        Qssout_s(i,j)=-SS_s(i-1,j+1)/900; 
                    else 
                        Qssout_s(i,j)=Qssout_s(i,j); 
                    end 
                    if V_f(i-1,j+1)>0 
Qssout_f(i,j)=SS_f(i-1,j+1)/V_f(i-
1,j+1)*Q_f(i,j); 
if 
abs(Qssout_f(i,j))*deltat>SS_f(i-
1,j+1) 
Qssout_f(i,j)=-SS_f(i-
1,j+1)/900; 
                        else 
                            Qssout_f(i,j)=Qssout_f(i,j); 
                        end 
                    else 
                        Qssout_f(i,j)=0; 
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                    end 
                end 
Qssin_s(i,j)=SS_s(i-1,j)/V_s(i-
1,j)*Q_s(i,j-1); 
                if abs(Qssin_s(i,j))*deltat>SS_s(i-1,j) 
                    Qssin_s(i,j)=-SS_s(i-1,j)/900; 
                else 
                    Qssin_s(i,j)=Qssin_s(i,j); 
                end 
                if V_f(i-1,j)>0 
Qssin_f(i,j)=SS_f(i-1,j)/V_f(i-
1,j)*Q_f(i,j-1); 
                    if abs(Qssin_f(i,j))*deltat>SS_f(i-1,j) 
                        Qssin_f(i,j)=-SS_f(i-1,j)/900; 
                    else 
                        Qssin_f(i,j)=Qssin_f(i,j); 
                    end 
                else 
                    Qssin_f(i,j)=0; 
                end 
            elseif Q_s(i,j-1)>0 && Q_s(i,j)<0 
                for k=2:j-1 
                    if k==2 
                        Qssin_s(i,k)=SS_s(i-1,k-1); 
                        Qssin_f(i,k)=SS_f(i-1,k-1); 
                    else 
Qssin_s(i,k)=SS_s(i-1,k-1)/V_s(i-
1,k-1)*Q_s(i,k-1); 
if Qssin_s(i,k)*deltat>SS_s(i-1,k-
1) 
                            Qssin_s(i,k)=SS_s(i-1,k-1)/900; 
                        else 
                            Qssin_s(i,k)=Qssin_s(i,k); 
                        end 
                        if V_f(i-1,k-1)>0 
Qssin_f(i,k)=SS_f(i-1,k-1)/V_f(i-
1,k-1)*Q_f(i,k-1); 
if 
Qssin_f(i,k)*deltat>SS_f(i-
1,k-1) 
Qssin_f(i,k)=SS_f(i-1,k-
1)/900; 
                            else 
                                Qssin_f(i,k)=Qssin_f(i,k); 
                            end 
                        else 
                            Qssin_f(i,k)=0; 
 
177 
 
                        end 
                    end 
Qssout_s(i,k)=SS_s(i-1,k)/V_s(i-
1,k)*Q_s(i,k); 
                    if Qssout_s(i,k)*deltat>SS_s(i-1,k) 
                        Qssout_s(i,k)=SS_s(i-1,k)/900; 
                    else 
                        Qssout_s(i,k)=Qssout_s(i,k); 
                    end 
                    if V_f(i-1,k)>0 
Qssout_f(i,k)=SS_f(i-1,k)/V_f(i-
1,k)*Q_f(i,k); 
                        if Qssout_f(i,k)*deltat>SS_f(i-1,k) 
                            Qssout_f(i,k)=SS_f(i-1,k)/900; 
                        else 
                            Qssout_f(i,k)=Qssout_f(i,k); 
                        end 
                    else 
                        Qssout_f(i,k)=0; 
                    end 
SS_s(i,k)=SS_s(i-
1,k)+E_b(i,k)+Qssin_s(i,k)*deltat-
Qssout_s(i,k)*deltat; 
SS_f(i,k)=SS_f(i-1,k)+E_f(i,k)-
D_f(i,k)+Qssin_f(i,k)*deltat-
Qssout_f(i,k)*deltat; 
                    if Exchange(i,k)<0 
mix_f(i,k)=SS_s(i,k)/V_s(i,k)*abs(Exchange(i,k)); 
                        if mix_f(i,k)>SS_s(i,k) 
                            mix_f(i,k)=SS_s(i,k); 
                        end 
                        mix_s(i,k)=-(mix_f(i,k)); 
                    elseif Exchange(i,k)>0 
                        if V_f(i,k)>0 
mix_s(i,k)=SS_f(i,k)/V_f(i,k)*abs(Exchange(i,k));    
                            if mix_s(i,k)>SS_f(i,k) 
                                mix_s(i,k)=SS_f(i,k); 
                            end 
                            mix_f(i,k)=-(mix_s(i,k)); 
                        else 
                            mix_s(i,k)=SS_f(i,k); 
                            mix_f(i,k)=-(mix_s(i,k)); 
                        end 
                    else 
                        mix_s(i,k)=0; 
                        mix_f(i,k)=0; 
                    end 
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                    SS_s(i,k)=SS_s(i,k)+mix_s(i,k); 
                    SS_f(i,k)=SS_f(i,k)+mix_f(i,k); 
                    if SS_f(i,k)<0 
                        D_f(i,k)=D_f(i,k)+SS_f(i,k); 
                        SS_f(i,k)=0; 
                    end 
                    S_b(i,k)=S_b(i-1,k)-E_b(i,k); 
                    S_f(i,k)=S_f(i-1,k)+D_f(i,k)-E_f(i,k); 
                end 
                if j==2 
                    Qssin_s(i,j)=SS_s(i-1,j-1); 
                    Qssin_f(i,j)=SS_f(i-1,j-1); 
                else 
Qssin_s(i,j)=SS_s(i-1,j-1)/V_s(i-1,j-
1)*Q_s(i,j-1); 
                    if Qssin_s(i,j)*deltat>SS_s(i-1,j-1) 
                        Qssin_s(i,j)=SS_s(i-1,j-1)/900; 
                    else 
                        Qssin_s(i,j)=Qssin_s(i,j); 
                    end 
                    if V_f(i-1,j-1)>0 
Qssin_f(i,j)=SS_f(i-1,j-1)/V_f(i-1,j-
1)*Q_f(i,j-1); 
                        if Qssin_f(i,j)*deltat>SS_f(i-1,j-1) 
                            Qssin_f(i,j)=SS_f(i-1,j-1)/900; 
                        else 
                            Qssin_f(i,j)=Qssin_f(i,j); 
                        end 
                    else 
                        Qssin_f(i,j)=0; 
                    end 
                end 
Qssout_s(i,j)=SS_s(i-1,j+1)/V_s(i-
1,j+1)*Q_s(i,j); 
                if abs(Qssout_s(i,j))*deltat>SS_s(i-1,j+1) 
                    Qssout_s(i,j)=-SS_s(i-1,j+1)/900; 
                else 
                    Qssout_s(i,j)=Qssout_s(i,j); 
                end 
                if V_f(i-1,j+1)>0 
Qssout_f(i,j)=SS_f(i-1,j+1)/V_f(i-
1,j+1)*Q_f(i,j); 
if abs(Qssout_f(i,j))*deltat>SS_f(i-
1,j+1) 
                        Qssout_f(i,j)=-SS_f(i-1,j+1)/900; 
                    else 
                        Qssout_f(i,j)=Qssout_f(i,j); 
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                    end 
                else 
                    Qssout_f(i,j)=0; 
                end 
            end 
SS_s(i,j)=SS_s(i-
1,j)+E_b(i,j)+Qssin_s(i,j)*deltat-
Qssout_s(i,j)*deltat; 
SS_f(i,j)=SS_f(i-1,j)+E_f(i,j)-
D_f(i,j)+Qssin_f(i,j)*deltat-
Qssout_f(i,j)*deltat; 
            if SS_f(i,j)<0 
                D_f(i,j)=D_f(i,j)+SS_f(i,j); 
                SS_f(i,j)=0; 
            end 
            if Exchange(i,j)<0 
                
mix_f(i,j)=SS_s(i,j)/V_s(i,j)*abs(Exchange(i,j)); 
                if mix_f(i,j)>SS_s(i,j) 
                    mix_f(i,j)=SS_s(i,j); 
                end 
                mix_s(i,j)=-(mix_f(i,j)); 
            elseif Exchange(i,j)>0 
                if V_f(i,j)>0 
                    
mix_s(i,j)=SS_f(i,j)/V_f(i,j)*abs(Exchange(i,j));    
                    if mix_s(i,j)>SS_f(i,j) 
                        mix_s(i,j)=SS_f(i,j); 
                    end 
                    mix_f(i,j)=-(mix_s(i,j)); 
                else 
                    mix_s(i,j)=SS_f(i,j); 
                    mix_f(i,j)=-(mix_s(i,j)); 
                end 
            else 
                mix_s(i,j)=0; 
                mix_f(i,j)=0; 
            end 
            SS_s(i,j)=SS_s(i,j)+mix_s(i,j); 
            SS_f(i,j)=SS_f(i,j)+mix_f(i,j); 
            S_b(i,j)=S_b(i-1,j)-E_b(i,j); 
            S_f(i,j)=S_f(i-1,j)+D_f(i,j)-E_f(i,j); 
        end 
    end 
end 
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for i=100:numsteps 
    InUpS(i)=Qssin_s(i,2); 
    InUpF(i)=Qssin_f(i,2); 
    if Q_s(i,6)<0 
        InDownS(i)=Qssout_s(i,6); 
        OutDownS(i)=0; 
    else 
        OutDownS(i)=Qssout_s(i,6); 
        InDownS(i)=0; 
    end 
    if Q_f(i,6)<0 
        InDownF(i)=Qssout_f(i,6); 
        OutDownF(i)=0; 
    else 
        OutDownF(i)=Qssout_f(i,6); 
        InDownF(i)=0; 
    end 
end 
  
MixF=sum(mix_f,'all'); 
EroF=sum(E_f,'all'); 
DepF=sum(D_f,'all'); 
EroB=sum(E_b,'all'); 
TSSF=SS_f(35040,2)+SS_f(35040,3)+SS_f(35040,4)+SS_f(35040,5
)+SS_f(35040,6); 
NetF=sum(InUpF)*900-sum(InDownF)*900-sum(OutDownF)*900-
TSSF+125+MixF+EroF-DepF; 
TSSS=SS_s(35040,2)+SS_s(35040,3)+SS_s(35040,4)+SS_s(35040,5
)+SS_s(35040,6); 
NetS=sum(InUpS)*900-sum(InDownS)*900-sum(OutDownS)*900-
TSSS+125-MixF+EroB; 
InUp=sum(InUpF)+sum(InUpS); 
InDown=sum(InDownF)+sum(InDownS); 
OutDown=sum(OutDownF)+sum(OutDownS); 
TSS=TSSF+TSSS; 
Net=InUp*900-InDown*900-OutDown*900-TSS+250-DepF+EroF+EroB; 
  
Outlet_obs=BC_SSC(:,2); 
for i=192:numsteps 
    if Q_s(i,6)>0 
        Qss_obs(i)=Outlet_obs(i); 
        Qss_sim(i)=Qssout_s(i,6); 
    else 
        Qss_obs(i)=0; 
        Qss_sim(i)=0; 
    end 
end 
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Qss_obs=Qss_obs'; 
Qss_sim=Qss_sim'; 
X_mat=[Qss_obs,Qss_sim]; 
Y_obs_day=sum(reshape(Qss_obs,96,365)); 
Y_sim_day=sum(reshape(Qss_sim,96,365)); 
Y_obs_day=Y_obs_day'; 
Y_sim_day=Y_sim_day'; 
Y_mat=[Y_obs_day,Y_sim_day]; 
indices=find(Y_mat(:,1)==0); 
Y_mat(indices,:)=[]; 
Y_obs_day=Y_mat(:,1); 
Y_sim_day=Y_mat(:,2); 
  
load('rand_days'); 
  
%NSE for Calibration Period 
count(1)=0; 
for i=1:356 
    if i==rand_days(i-count(i)) 
        Cal_Y_obs_day(i)=Y_obs_day(i); 
        Cal_Y_sim_day(i)=Y_sim_day(i); 
        count(i+1)=count(i); 
    else 
        Cal_Y_obs_day(i)=0; 
        Cal_Y_sim_day(i)=0; 
        count(i+1)=count(i)+1; 
    end 
end 
Cal_Y_obs_day=Cal_Y_obs_day'; 
Cal_Y_sim_day=Cal_Y_sim_day'; 
Cal_Y_mat=[Cal_Y_obs_day,Cal_Y_sim_day]; 
indices=find(Cal_Y_mat(:,1)==0); 
Cal_Y_mat(indices,:)=[]; 
Cal_Y_obs_day=Cal_Y_mat(:,1); 
Cal_Y_sim_day=Cal_Y_mat(:,2); 
Cal_Y_mean=mean(Cal_Y_obs_day); 
  
for i=1:240 
    num_NSE(i)=(Cal_Y_obs_day(i)-Cal_Y_sim_day(i))^2; 
    den_NSE(i)=(Cal_Y_obs_day(i)-Cal_Y_mean)^2; 
end 
sum_num_NSE=sum(num_NSE,2); 
sum_den_NSE=sum(den_NSE,2); 
NSE=1-[sum_num_NSE/sum_den_NSE]; 
  
%Pbias for Calibration Period 
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for i=1:240 
    num_Pbias(i)=(Cal_Y_obs_day(i)-Cal_Y_sim_day(i))*100; 
    den_Pbias(i)=Cal_Y_obs_day(i); 
end 
sum_num_Pbias=sum(num_Pbias,2); 
sum_den_Pbias=sum(den_Pbias,2); 
Pbias=1-[sum_num_Pbias/sum_den_Pbias]; 
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