Efficient network slicing is vital to deal with the highly variable and dynamic characteristics of traffic in 5G networks. Network slicing addresses a challenging dynamic network resource allocation problem where a single network infrastructure is divided into (virtual) multiple slices to meet the demands of different users with varying requirements, the main challenges being -the traffic arrival characteristics and the job resource requirements (e.g., compute, memory and bandwidth resources) for each slice can be highly dynamic. Traditional modelbased optimization or queueing theoretic modeling becomes intractable with the high reliability, and stringent bandwidth and latency requirements imposed by 5G. We propose a deep reinforcement learning approach to address this dynamic coupled resource allocation problem. Model evaluation using synthetic and real workload data demonstrates that our deep reinforcement learning solution improves overall resource utilization, latency performance, and demands satisfied as compared to a baseline equal slicing strategy.
network slicing strategies by learning over simulated and trace driven workload data, and such learned policies can be applied for real network slicing deployments.
We face three main challenges for efficient dynamic resource allocation for network slicing: unknown request arrival process, heterogeneous resource requirements for each slice, and finite resource capacities. While existing solutions deal with each challenge separately, we propose a unified solution using deep RL that can deal with these challenges simultaneously. In our formulation, each network slice has bandwidth and compute resource requirements, where the distributions of these requests are not known apriori. Our contributions are as follows: mathematical formulation of network slicing resource allocation as a Markov Decision Process (MDP); a policy-gradient method to solve this problem based on the REINFORCE [9] algorithm; and an experimental study with varying resource budgets using simulated and real datasets. II. Ba c k g r o u n d o n RL a n d De e p RL We give a brief introduction of RL next, specifically the use of neural networks for RL function approximation, and the policy gradient learning algorithm.
A. Basic Reinforcement Learning Model
In RL, an agent interacts with an environment. The agent has a set of actions to choose from, and the action can influence the next state of the environment. At each time step t , the RL agent observes a local copy of the environment's state st, and selects an action at . At the next time step t + 1, the agent observes a reward r t which represents the cost/reward for taking the last action. The agent also observes the next state st + i. We make the markovian assumption that the future state (st+ i) only depend on the current state (st), and also that the dynamics are stationary. The agent's goal is to maximize the expected cumulative discounted return, Rt = E E t Yt • r t], for y g [0,1), where the parameter y is the discount factor.
B. Policy
The agent chooses actions based on a learned policy, which is a probability distribution over actions for any state, n : n (s, a) ^ [0,1], where n (s,a) denotes the probability of taking action a in state s, and a n (s,a) = 1, Vs. In most practical scenarios, especially network environments, there are exponentially many possible (s,a) pairs (see Section III). Thus modern methods favor function approximators [8] that are scalable. A function approximator is parameterized by 6, and policies are denoted by (s,a). We use a deep neural network as the function approximator [8] in our models.
C. Policy Gradient Methods
We utilize the policy gradient methods class of policy learning algorithms that try to learn an optimal policy using gradient descent (or ascent) [8] . The objective is to maximize the expected cumulative reward; the gradient of this objective is, V E n e E£=o Ytn ] = Ene [ V log ne(s,a)Qn< > (s, a)], where Qne represents the expected cumulative discounted reward from selecting the action a in state s and then following policy . These methods estimate the gradient by sampling trajectories of policy executions and obtaining a reward estimate vt for the trajectory, and subsequently update the policy parameters using gradient ascent with: 6 ^ 6 + 1 V e l o g ( st, at )vt , where a is the gradient ascent step size. This results in the REINFORCE algorithm [9] , which we used for learning. The pseudo-code of the implemented training algorithm is shown in Section III.
III. Pr o p o s e d M o d e l s
This section presents models for allocating bandwidth and Virtual Machines (VM) to network slices. We formulate the resource allocation problem, and describe it in RL settings for two service types: service upon arrival and batch service.
A. Service upon arrival
For service upon arrival, consider a network that receives resource requirements for bandwidth and VMs from K classes during the time horizon T . It is assumed that requests for bandwidth and VMs have the same arrival process for each class. However, the quantities of the resource requests have different and independent distributions. We assume that we have infinite buffers for both resources to hold received requests. The controller determines resource allocations for each class (slice) for the whole network at any arrival of each set of requests.
A set of bandwidth and VM requests for each class has a arrival process P i(t),i g K, t g T . Each arrival has different amounts of arriving requests for bandwidth and VMs for each class. For bandwidth we have amounts of the requests, xi (t) ~ M i (t)|pi (t) and buffer levels f i (t),i g K ,t g T, where M i is the distribution of the amounts for bandwidth requests. The buffer level can be computed by fy(t) = x i(t) + f i ( t -1) -bi (t -1). Similarly, for VMs, we have amounts of the requests, yi (t) ~ Ni (t)|pi (t) and buffer levels Si ( t ) , i g K ,t g T , where Ni is the distribution of the amounts for VM requests. Furthermore, we have resource allocations by a controller, bi (t)|x (t),^(t) and vi (t)|y(t), S(t), i g K ,t g T for bandwidth and computing resources.
Our goal is to maximize the Quality of Service (QoS) with respect to bandwidth and VM requests and minimize resource costs, where QoS is defined as request processing delay; we solve the following optimization problem:
where L = L qos(A S) + w L r ss(b, v), and L qos integrates delays in processing bandwidth and VM requests measuring buffer levels, L Res is a cost for bandwidth and computing resources, and y and w are discount and balance factors. This optimization problem is solved with RL algorithms. Initialize db, dv for episode = 1 to all episodes do 
where R is the amount of received resource requests, B is the buffer level, and A is the last request arrival time, and computes the slice resource allocation as the output. The RL models are solved by applying a class of RL algorithms (known as REINFORCE [10] ) using policy gradient methods that learn by performing gradient-descent on the policy parameters [8] . In the algorithm, J denotes the objective function, which is the expected cumulative discounted loss as shown in Eq. 1, and db, dv are learning parameters of policy agents for each resource. Each neural agent consists of multiple hidden layers and one output layer. The leaky ReLU is adopted as an activation function at hidden and output layers with a small constant a.
The leaky ReLU is selected as it produces positive allocations, and resolves a difficulty of ReLU when units are not active by allowing a small, positive gradient [11] . 
B. Batch service
Next we formulate the resource allocation problem for batch service, where requests are held in buffers, and the slice orchestrator periodically processes all the requests in the queue. The arrival process and assumptions are similar to the service upon arrival formulation; and the same optimization problem is solved. The MDP formulation is shown in Table I , however, a different neural network structure is proposed for a policy agent in the batch mode. For this mode, each deep neural network agent per class uses statistical measures (mean, max and standard deviation) of R (the amount of received resource requests), B (the buffer level), and A (the request arrival time) computed from the requests in a single batch. This allows the batch service to capture the dependencies among the requests in each batch, and prevents the allocation to simply sum up per request allocations. The hidden and output layers for the neural network agents in this model are similar to the service upon arrival model.
We compare our proposed algorithms to an ES policy which fairly divides the resources among each slice. Such a policy only makes sense when there is a finite budget for resources. Thus in our RL algorithms, we also impose budget constraints for each resource type to make a fair comparison, however our proposed algorithms are generic and can also work when there is no bound on resource capacity. We introduce budget constraints to Equation (1) as: ^1 hi < B, and £ i==1 v; < C, where B and C are the budgets for bandwidth and compute resources respectively.
To implement budget constraints, we project obtained allocations from neural agents proportionally when the sum of the allocations B and v; t-Ei=l bi exceeds the vi C E '=l v iC budgets, that is, h; < r-
IV. Pe r f o r m a n c e Ev a l u a t io n
We present the scenarios for experimentation and the results obtained. Though we experimented with simulated and real data, only the results for real data are shown due to space constraints. A ll model implementations are done in Python TensorFlow using the GeForce GTX 1080 and Intel(R) Core(TM) i7-6850K CPU @ 3.60GHz.
A. Data fo r Models
Two workload traces for CPU and bandwidth requests were used for algorithm evaluation. For job arrival times and job sizes (input bytes) we utilize the SWIM [12] workload suite for Facebook map-reduce cluster traces using 3 different traces for each slice. Each workload is for 1 hour of production cluster usage. For bandwidth data we use a 4G LTE trace from [13] by sampling the bandwidth at specific instances. The CPU and bandwidth traces are combined as follows: for each arrival time in the Facebook trace, we take the maximum bandwidth value in the interval [current job a rriva l time -previous job a rriva l time].
B. Scenarios
For analysis, we create scenarios with 4 levels of the resource budget: smaller, small, large, and larger. Each arriving request requires two resources: bandwidth and compute (number of VMs). The budget size is determined using the mean and standard deviations of the resource request distributions. For service upon arrival, B = i = + c a;, and C = + c n; , where (pi ,a i ) and (vi ,ni ) for class i are the mean and standard deviation respectively of request distributions for the bandwidth and VMs. c is set as 0, 1, 2, and 3 for scenarios of smaller, small, large, and larger resource budgets respectively. Batch service requires a larger budget since arriving requests wait in the buffer till the next batch service time. Thus, we multiply the service time interval and the request arrival rate to the budget of the service upon arrival such that B batch service = Z)i=1 T Ai (Mi + C(Ji ) where, for class i, n is the service time and Ai is the arrival rate.
C. Real Data
The models are validated by conducting trace driven experiments using the data described in Section IV-A. For bandwidth requests, it is assumed that the maximum size of the request amounts since the last arrival should be serviced. Given the limited number of traces we assume that the requests are recurrent. To prevent divergence during training, we appropriately scaled down the original values for compute and bandwidth in the traces. The traces are split into training (90%) and test sets (10%). For the hyper-parameters, different settings were tested: learning rates from 0.1 to 0.001, the number of layers from 1 to 3, and 500 and 1000 units per layer. Based on the results the following settings were chosen. For service upon arrival, we generate 1000 and 100 episodes for training and test respectively. For batch service, we generate 5000 and 100 episodes for training and test respectively. The service time interval is set at 10 for batch service. We put the same weights on delays and resource use costs, w = 1. In both cases, each neural agent has 3 hidden layers with 1,000 units. The Adam optimizer [14] , an algorithm for first-order gradientbased optimization of stochastic objective functions, is used for the gradient optimization using a learning rate of 0.001. Table II shows the results of the proposed models (NN) compared with the ES strategy (ES), in terms of the expected rewards for each class and resource. The winners are shown in bold. The results show that our models perform better in almost all the scenarios as compared to the ES strategy. Though the NN models may have less rewards in individual cases, in total the NN models earn larger rewards. For example, in the small budget scenario for service upon arrival our model has a greater loss for BW allocations in classes 1 and 3 as compared to the ES strategy, however, it achieves a smaller total loss due to the savings in class 2. This can be explained by looking at the training phase shown in Figure 2 , in that our models learn the request amount distributions of all classes and then allocate resources accordingly. During training, our models allocate resources differently to each class, and buffer levels also decrease. Based on experimental results we can conclude that our models can learn efficient resource allocation policies for the network slicing dynamic resource allocation problem and outperform the baseline strategy.
V. Co n c l u s io n s
There is considerable literature on network resource allocation problems including network slicing using RL and deep RL approaches; these are categorized in Table III . The work in [15] is closest to our work -it formulates the network slicing problem with deep RL for two resource management scenarios: radio resource slicing for a base station, and priority-based core network slicing. However, our work is different from [15] in several critical aspects -we address the issue of allocating multiple resources simultaneously, solve constrained problems by introducing buffers, consider both service upon arrival and batch service, and validate model performance with simulated and real data. [16] , [17] , [18] , [19] , [20] Compute Allocation [21] , [22] Q-learning [23] Genetic optimization [24] Deep RL Cognitive radio networks [25] Cloud radio access networks [26] Vehicular ad hoc networks [27] Deep RL for network slicing [15] To summarize, we have proposed a new deep RL framework for network slicing with heterogeneous resource requirements and finite capacity which can deal with dynamic traffic demands from network users. Simulation and real trace experiments show that our system outperforms the baseline.
