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In our everyday lives, language is an indispensable tool for communication and for the 
establishment and preservation of social interactions. Language can be divided in two 
different modalities, namely the auditory and visual modality. The auditory modality 
comprises spoken language, whereas the visual modality is composed of the written part of 
language. Even though a day without speaking is probably inconceivable for most of us, 
previous research has neglected the investigation of effects of emotional meaning on spoken 
word processing, as opposed to processing of written words. For written word processing, 
several studies elaborately investigated effects of emotional meaning on event-related brain 
potentials (ERPs). In contrast to this, emotional content in spoken word processing was 
investigated only very occasionally and mostly either in its interaction with emotional 
prosody or focused merely on the existence of a specific component. Therefore, it remains an 
open question how and at which stages emotional content of spoken words affects event-
related brain potentials regardless of emotional prosody and whether it shows similariti es to 
the processing of written emotional words.  
In this thesis, I investigate the processing of single spoken words with positive, neutral 
and negative content, with the objective of understanding whether emotional content of 
spoken words leads to emotion effects in ERPs and if those are comparable to those shown for 
written words.  
In the first study of this dissertation, spoken words of emotional and neutral content 
were presented to participants at two different volume levels to elucidate possible 
interactions of emotion effects with bottom-up attention effects driven by stimulus size. For 
visual stimuli of emotional content as pictures and written words, stimulus size has been 
shown to increase emotion-related ERP effects, for example at level of the early posterior 
negativity (EPN). It was investigated whether this augmented relevance of larger visual 
stimuli might be transferred to the auditory modality. Negative emotional content leads to an 
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increased frontal positivity and parieto-occipital negativity between 370 and 530 ms. This 
component reveals resemblance to the visual EPN, however, the negativity expands further 
towards central scalp areas. Therefore, the question arises whether this component might 
reflect an auditory counterpart of the visual EPN. Importantly, no interaction of this emotion-
related ERP component with volume level is revealed. The following aspects, if comparing 
them to the visual modality, point towards a broader difference between visual and auditory 
language processing: The missing interaction of stimulus size and emotion effects, differences 
in topographies of the emotion effects and the different latencies compared to the visual EPN. 
The second part of this thesis aims at a more direct comparison of emotion effects in 
the visual and auditory modality. For this purpose, a second study was conducted, in which 
the same words were presented visually and auditorily to the participants. Spoken words 
were either produced by a computer-voice (Experiment 1) or a human speaker (Experiment 
2). This study was designed in order to investigate the existence of an “auditory EPN” an d its 
boundary conditions. In addition, it was investigated whether the higher social relevance of a 
human voice augments the emotion effects. In both experiments, emotion effects are evident. 
For written words, effects are evident between 230 and 400 ms, in the early posterior 
negativity (EPN), for spoken words between 460 and 510 ms. Interestingly, when considering 
the scalp distribution of the ERP differences between emotional and neutral auditory words, 
the effect shows even higher similarity to the visual EPN than in the first part of this thesis. 
Source localization revealed comparable neural generators in the superior parietal lobule 
(SPL) and inferior parietal lobule (IPL) in both the visual and auditory EPN time window. The 
findings indicate similarities in the processing of emotional content across modalities that – 
at least partly – rely on the same neural system. However, these similarities are surprising 
since the visual EPN is assumed to reflect enhanced sensory encoding in visual areas. The 
emotion effects revealed in the studies described above differed in terms of latencies, 





Therefore, in the last part of this thesis, I investigate potential causes for these 
differences. Sex differences at scalp topography level are revealed, however, they can not 
explain the reported differences between the studies. It is hypothesized that both studies 
reveal the same auditory emotion-related component (AEC) in a comparable time frame (Study 
1: 477-530; Study 2: 464-515 ms), which was preceded by an earlier emotion effect (371-477 
ms) with a N400-like scalp distribution in Study 1. Even though no interactions of emotional 
content and volume level are revealed, presumably volume level manipulation in the first 
study changed the context of the experiment, which caused the additional effect. 
Even though no verifiable cause for the described differences in emotion effects could 
be revealed, I was able to show the existence of an auditory emotion-related component that 
is elicited by emotional (compared to neutral) content during spoken word processing. This 
component is reflected in an anterior positivity and posterior negativity around 460 to 520 ms 
after word onset. It is invariantly occurring, unaffected by the social significance of the 
speaker’s voice or by a volume level manipulation. Concerning a comparison of the underlying 
neural network during the processing of content in spoken and written words, it can be 
concluded that the processing activates brain areas which are at least partly shared in the SPL 
and IPL. Even though the scalp distribution of the AEC reveals high similarity to the visual 
EPN, it is not assumed that this effect reflects an auditory counterpart. This conclusion is 
drawn first on the fact that the typical EPN-distribution is only revealed when calculating the 
difference waves of emotional and neutral stimuli.  The resulting posterior negativity reflects 
enhanced activation in visual areas to emotional stimuli. The analysis of the underlying neural 
generators for the difference between auditory emotional and neutral stimuli do not show 
significant results. However, underlying topographies of the separated emotion categories 
reveal that the similarity at the level of difference waves resulted from entirely different scalp 
distributions.  
      
iv 
 
Future research has to control stimulus material more strictly in terms of word length 
or recognition point in order to reduce the temporal jitter in the data and determine the neural 





In unserem alltäglichen Leben ist Sprache ein unerlässliches Mittel für Kommunikation 
und die Umsetzung sozialer Interaktionen. Sprache kann in zwei verschiedene Modalitäten 
unterteilt werden, in die auditorische und die visuelle Modalität. Die auditorische Modalität 
umfasst gesprochene Sprache, wohingegen die visuelle Modalität vom geschriebenen Teil der 
Sprache gebildet wird. Auch wenn ein Tag ohne Sprechen für die meisten von uns 
unvorstellbar ist, hat die bisherige Forschung die Untersuchung von Effekten bei der 
Verarbeitung von emotionalem Bedeutungsinhalt in gesprochener Sprache, im Gegensatz zu 
der Verarbeitung von geschriebener Sprache, vernachlässigt. Die Verarbeitung des 
emotionalen Bedeutungsinhalts von geschriebenen Wörtern hat eine Vielzahl von Studien mit 
Hilfe von ereigniskorrelierten Potentialen (EKPs) ausführlich untersucht. Im Gegensatz dazu 
wurde der emotionale Bedeutungsinhalt bei der Verarbeitung von gesprochener Sprache nur 
gelegentlich und meist entweder in seiner Interaktion mit emotionaler Prosodie oder 
fokussiert auf die Existenz einer spezifischen EKP Komponente untersucht. Daher bleibt die 
Frage offen, wie und an welchen Verarbeitungsschritten der emotionale Inhalt gesprochener 
Sprache ereigniskorrelierte Potentiale beeinflusst, unabhängig von emotionaler Prosodie und 
der Frage, ob Gemeinsamkeiten mit der Verarbeitung von geschriebenen emotionalen 
Wörtern bestehen.  
 In dieser Dissertation untersuche ich die Verarbeitung von gesprochenen 
Einzelwörtern mit positivem, neutralem und negativem Inhalt, mit der erkenntnisleitenden 
Fragestellung, ob der emotionale Inhalt von gesprochenen Wörtern Emotionseffekte in EKPs 
hervorruft und ob diese vergleichbar sind zu denen, die für geschriebene Wörter gezeigt 
wurden.  
 In der ersten dieser Dissertation zugrundeliegenden Studie wurden gesprochene 
Wörter mit emotionalem und neutralem Inhalt den Versuchspersonen in zwei verschiedenen 
Lautstärken präsentiert, um mögliche Interaktionen mit bottom-up Aufmerksamkeitseffekten, 
      
vi 
 
geleitet durch die Größe des Stimulus, zu erklären. Für visuelle Stimuli mit emotionalem 
Inhalt, wie Bilder oder geschriebene Wörter, hat die Größe des Stimulus erhöhte emotions -
bedingte EKPs hervorgerufen, zum Beispiel auf der Ebene der early posterior negativity (EPN). 
Es wurde untersucht, ob diese erhöhte Relevanz von größeren visuellen Stimuli auf die 
auditorische Modalität übertragbar sein könnte. Negativer emotionaler Bedeutungsinhalt 
führt zu einer erhöhten frontalen Positivierung und einer parieto-okzipitalen Negativierung 
zwischen 370 und 530 Millisekunden. Diese Komponente zeigt Ähnlichkeit mit der visuellen 
EPN, obwohl sich die Negativierung zu zentraleren Arealen der Kopfoberfläche ausweitet. 
Daher stellt sich die Frage, ob diese Komponente das auditorische Pendant zu einer visuellen 
EPN darstellen könnte. Entscheidend ist hier, dass keine Interaktion dieser emotions -
bedingten EKP Komponente mit dem Lautstärkefaktor beobachtet werden kann. Die 
folgenden Vergleichsaspekte deuten auf umfassendere Unterschiede zwischen visueller und 
auditorischer Sprachverarbeitung hin: die fehlende Interaktion zwischen der Größe des 
Stimulus und der Emotionseffekte, die Unterschiede in den Topographien der 
Emotionseffekte sowie unterschiedliche Latenzen verglichen zu der visuellen EPN. 
 Der zweite Teil dieser Dissertation ist auf einen direkteren Vergleich von 
Emotionseffekten in der visuellen und auditorischen Modalität ausgerichtet. Zu diesem Zweck 
wurde eine zweite Studie durchgeführt, in der Versuchspersonen dieselben Wörter in 
geschriebener und gesprochener Modalität präsentiert bekamen. Die gesprochenen Wörter 
wurden dabei sowohl von einer Computerstimme (Experiment 1) als auch von einer 
menschlichen Stimme (Experiment 2) produziert. Diese Studie wurde konzipiert, um die 
Existenz einer „auditorischen EPN“ und ihre Randbedingungen zu untersuchen. Darüber 
hinaus sollte die These überprüft werden, ob die höhere soziale Relevanz einer menschlichen 
Stimme die Emotionseffekte vergrößert. In beiden Experimenten zeigen sich Emotionseffekte. 
Für geschriebene Wörter zwischen 230 und 400 Millisekunden, im Zeitbereich der early 
posterior negativity, für gesprochene Wörter zwischen 460 und 510 Millisekunden. Wenn man 




Wörtern berücksichtigt, zeigen die Effekte interessanterweise sogar eine größere Ähnlichkeit 
mit der visuellen EPN als die Ergebnisse des ersten Teils dieser Dissertation. Eine 
Quellenlokalisierung ergab vergleichbare neuronale Generatoren im superioren parietalen 
Lobus (SPL) und im inferioren temporalen Lobus (IPL), sowohl im visuellen als auch im 
„auditorischen EPN“ Zeitfenster. Diese Befunde deuten auf Gemeinsamkeiten in der 
Verarbeitung emotionaler Inhalte über die Modalitäten hinweg hin, die – zumindest teilweise 
– durch das gleiche neuronale System gestützt werden. Trotzdem erscheinen diese 
Gemeinsamkeiten überraschend, da für die visuelle EPN angenommen wird, dass sie eine 
verstärkte sensorische Enkodierung für emotionale Stimuli in visuellen Arealen abbildet. Die 
oben beschriebenen und in diesen Studien gezeigten Emotionseffekte unterscheiden sich 
bezüglich ihrer Latenzen, Topographien und der Valenz, welche den Effekt hervorruft (positiv 
oder negativ).  
Im letzten Teil der Dissertation wurden daher systematisch Unterschiede zwischen 
den Studien untersucht um potenzielle Ursachen für die oben aufgeführten Unterschiede in 
den Emotionseffekten bestimmen zu können. Es zeigen sich Geschlechterunterschiede in den 
Topographien in Studie 2, die jedoch nicht die gefundenen Unterscheide in den 
Emotionseffekten zwischen den beiden Studien erklären können. Es wird angenommen, dass 
beide Studien die gleiche auditorische emotions-bedingte Komponente (AEK) in einem 
vergleichbaren Zeitfenster (Studie 1: 477-530 ms; Studie 2: 464-515 ms) hervorrufen, 
welcher in der ersten Studie eine N400-ähnlichen Verteilung vorausgegangen ist. Obwohl 
keine Interaktionen zwischen emotionalem Inhalt und Lautstärke aufgezeigt werden können, 
gehe ich davon aus, dass die Manipulation der Lautstärke in der ersten Studie den Kontext des 
Experiments verändert, und so den früheren Effekt ausgelöst hat.  
 Auch wenn keine verifizierbaren Ursachen für die beschriebenen Unterschiede 
zwischen den Emotionseffekten aufgezeigt werden konnten, ist es mir mit dieser Dissertation 
gelungen, die Existenz einer auditorischen emotions-bedingten Komponente zu zeigen, die 
durch emotionalen (in Vergleich zu neutralem) Inhalt während der Verarbeitung von 
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gesprochener Sprache hervorgerufen wird. Diese Komponente spiegelt sich in einer 
anterioren Positivierung und einer posterioren Negativierung zwischen 460 und 520 
Millisekunden nach Wortbeginn wider. Diese zeigt sich gleichbleibend, unabhängig von der 
sozialen Signifikanz der Stimme des Sprechers oder der Manipulation der Lautstärke. 
Bezüglich eines Vergleich des zugrundeliegenden neuronalen Netzwerkes während der 
Verarbeitung des Inhalts von gesprochenen und geschriebenen Wörtern, kann man 
annehmen, dass die Verarbeitung Hirnareale aktiviert, die zumindest teilweise im SPL und IPL 
liegen. Obwohl die Verteilung der AEK eine hohe Ähnlichkeit zur visuellen EPN aufzeigt, kann 
man nicht annehmen, dass dieser Effekt ein auditorisches Pendant darstellt. Diese 
Schlussfolgerung beruht darauf, dass sich eine typische EPN-Verteilung nur bei der 
Berechnung der Differenzkurven von emotionalen und neutralen Stimuli zeigt. Die daraus 
resultierende posteriore Negativierung spiegelt eine erhöhte Aktivierung von visuellen 
Arealen - hervorgerufen durch emotionale Stimuli - wider. Die Analyse der zugrundeliegenden 
neuronalen Generatoren für den Unterschied zwischen auditorischen emotionalen und 
neutralen Stimuli liefert keine signifikanten Ergebnisse. Trotzdem zeigen die 
zugrundeliegenden Topographien der einzelnen Emotionskategorien, dass die 
Gemeinsamkeit auf der Ebene der Differenzkurven aus völlig unterschiedlichen Verteilungen 
resultiert.  
Zukünftige Forschung müsste das auditorische Stimulusmaterial bezüglich der 
Wortlänge oder des Worterkennungspunktes strikter kontrollieren, um den zeitlichen Jitter 
in den Daten zu reduzieren und somit die neuronalen Generatoren einer auditorischen 






Humans are highly social beings. Connecting to others is the basis not only to our 
survival, but also to our well-being and the success in life. On of the crucial elements and tools 
for the establishment and the preservation of social relationships in humans is la nguage. 
Language comprises two modalities, namely a written and a spoken modality. In general, it 
holds the ability to convey objective information, to find an agreement or to express and share 
one’s inner state and emotions. Additionally, language has the  power to trigger emotions in 
the recipient in communicative situations or during reading. In fact, emotionally salient 
stimuli are assumed to be particularly relevant to human beings. This preference was 
suggested to have a neural foundation: Since emotional stimuli seem to indicate beneficial 
consequences or even appear to be crucial for survival, these stimuli get a prioritized access 
to the brain’s resources (Pourtois et al., 2013). Emotional language, both written and spoken, 
constitutes a special class of emotional salient stimuli: language is an arbitrary system that 
requires the translation of symbolic stimuli for the obtainment of emotional salience and 
content per se. Thus, linguistic stimuli are considered to be of less biological relevance as 
compared to pictures of emotional objects and scenes or faces which are considered to be 
evolutionary prepared. Nevertheless, it was shown in several studies that linguistic stimuli 
not only hold the ability to elicit emotions in the reader or listener, but also show typical 
emotion effects in behavioral measures (Schacht and Sommer, 2009a, 2009b; Bayer et al., 
2011) and brain correlates (e.g. Kissler et al., 2007; Herbert et al., 2009; Palazova et al., 2013). 
For the written modality of language, the boundary conditions of emotional facilitation have 
been intensively investigated in recent years. However, previous research has largely 
neglected the study of emotion effects in spoken word processing, although spoken language 
plays a major role in human communication in our everyday lives. Compared to the written 
modality, spoken utterances comprise two distinct communication- and information 
channels: Apart from the semantics (as comparable with the written modality), also the tone 
of a speaker’s voice matters and gives us additional information, i.e. the prosody. The majority 
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of existing studies investigating the impact of emotion on auditory processing focuses on 
emotional prosody or the interplay of emotional prosody and semantics.  
The main aim of the present work is to contribute to the question how emotional 
content of spoken words would affect event-related brain potentials regardless of emotional 
prosody and to reveal similarities with or differences to the written modality. For this 
purpose, in two studies comprising three experiments, we investigated the processing of 
single, spoken nouns produced with a neutral prosody. In the first study (chapter 2), it was 
investigated whether emotional content of spoken words leads to emotion effects in ERPs 
comparable to the written modality. Our particular interest focused on whether an interaction 
with bottom-up attention effects driven by stimulus size applies similarly to the spoken 
modality, in order to elucidate whether these effects have a comparable functional locus.  
The first study revealed only little indication for emotion effects in the auditory 
modality of language that are similar to those in the visual modality. Therefore, the second 
study (chapter 3) aimed at a direct comparison of emotion effects in both modalities. 
Consequently, we conducted two experiments in which the same words were either presented 
in their written or auditory form, the latter produced by a computer-generated voice 
(Experiment 1) or a human voice (Experiment 2). This study focused on the question whether 
emotion effects evoked by spoken words show similarity to the emotion effects evoked by the 
same written words. By means of this design, we tried to determine whether a comparable 
system for processing emotional content in both modalities of language can nevertheless be 
assumed, opposing the differences indicated by the first study. Furthermore, it was of interest 
whether the emotion effects in Study 1 were reproducible in Study 2. The different voices 
were used to investigate if there might be effects of subtle, content-related prosody in the 
human voice or if emotion effects might even be potentiated by the naturalness of the human 
voice, which might result in higher social relevance.




1.1 Theoretical and Empirical Background 
Emotionally salient stimuli are assumed to be of special relevance to human beings 
and do easily attract the attention of an observer (Pourtois et al., 2004). This processing 
advantage is based on the intrinsic motivational relevance of emotional information for the 
organism that leads to binding of attention and processing resources. Emotional stimuli, both 
positive and negative, might bear information which is crucial for survival and thus support 
the organism to quickly initiate appropriate approach or avoidance behaviors in response to 
salient cues (Lang, 1995). Therefore, stimuli of emotional content receive prioritized and 
rapid access to the brain’s processing resources (Pourtois et al., 2013). On the behavioral level, 
this preference leads to a faster detection and higher accuracy (Schacht and Sommer, 2009b, 
2009a; Bayer et al., 2011) as well as greater influence on task-relevant behaviors (Vuilleumier 
and Driver, 2007; Mitchell et al., 2008). In the visual modality, these effects of emotion are 
quite well investigated and assumed to be caused by enhanced activation in the visual cortex  
(Lane et al., 1999; Herrmann et al., 2008; Alpers et al., 2009). They are considered to be 
mediated through re-entrant projections from emotion-related brain structures, in particular 
the amygdala, to the visual cortex (Isenberg et al., 1999; Tabert et al., 2001; Nakic et al., 2006; 
Sabatinelli et al., 2009; Herbert et al., 2011b). By now, there is some evidence that the 
involvement of the amygdala in the detection of emotionally salient stimuli is not limited to 
the visual domain, but also applies to the auditory modality (Johnstone et al., 2006; Fecteau 
et al., 2007; Anders et al., 2008). Although less research has been conducted in the auditory 
domain, studies demonstrate a rapid processing of emotional aspects in auditory stimuli as 
well (Goydke et al., 2004; Sauter and Eimer, 2010). In addition, enhanced activity triggered by 
emotional compared to neutral stimuli has been observed in the auditory cortex across 
different techniques, including fMRI (Wiethoff et al., 2008) and fNIRS (Plichta et al., 2011). 
Together, this evidence indicates that when processing visual and auditory information, 
emotion might affect similar processing stages, namely by boosting activity in modality-
specific sensory cortices (auditory and visual cortex, respectively). Due to the distinguished 
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4 
 
role of language in social communication and interactions, it seems conceivable to assume 
that these similarities in the processing of visual and auditory emotional information would 
also be evident in the processing of written and spoken emotional language. Thus, the 
detection of emotional content in both written and spoken language is likely to take place in 
the same areas of the brain (like the amygdala or the parietal lobule), but the re-entrant 
projections would necessarily target modality-specific perceptual areas, that is the visual and 
auditory cortices. 
Language, compared to pictures of emotional objects and scenes, emotional sounds 
and facial expression of emotion, constitute a special condition of emotional stimuli. The 
emotional connotation of linguistic stimuli is symbolic, arbitrary and acquired by learning 
processes. Therefore, linguistic emotional material is less evolutionary prepared as compared 
to pictorial stimuli or affective sounds (e.g. a baby’s crying, a burning fire, laughter). However, 
considering the tight link between emotion and language and the important role of language 
in general, it is not surprising that the processing advantage for emotional information shown 
in other stimulus domains is also evident in language. The arbitrariness of language applies 
to both, written and spoken language; however, the modalities differ in their degree of 
abstraction as well as in their point of phylogenetic and ontogenetic acquisition. Learned 
within the first years after birth without explicit grammar instructions, spoken language is 
assumed to have an innate system for grammatical rules and being learned with accomplished 
effort and repetition (Sakai, 2005). In contrast to this, written language is learned later on in 
the ontogeny and requires instruction and practice. Furthermore, developmental dyslexia, 
which is partly caused by structural abnormalities and leads to reading but not speaking 
disabilities, indicates that reading abilities require specific neural mechanisms (for a review 
see Stein, 2001). All this might give a hint for a differential processing of the written and 
spoken modality of language in the human brain and that the spoken part might be more 
natural and relevant.  




As a shared characteristic, the processing of language in both modalities has to be 
flexible. Written words are recognized as words in seconds, invariantly over changes in font, 
position, case or size (Dehaene et al., 2005). Comparably, speech is highly variable with 
different acoustic realizations of words for different speakers, different speaking styles and 
rates. For both auditory and visual word comprehension, a number of basic processes is 
required: First, an encoding of the input is needed including the identity and order of letters 
or phonetic elements. Second, a matching of the input to long-term memory representations 
in the “mental lexicon” has to take place. And third, the best matching candidate must be 
selected from the tens of thousands of words in the recipient’s vocabulary.  
For both modalities, there exist numerous theories and models elucidating in which 
format lexical knowledge is stored and how it is accessed when needed. McClelland and 
Rumelhart (1981) have proposed the Interactive Activation (IA) Model – one of the first 
“neural-network” cognitive models for reading. According to the model, perception results 
from excitatory and inhibitory interactions of detectors for visual features, letters and words. 
When a word is presented to a reader, the visual input excites detectors for visual features 
(curved shapes, horizontal and vertical bars etc.) and at the same time inhibits other feature 
detectors. Those feature detectors will then stimulate or inhibit different letter detectors, 
which will finally excite or inhibit word detectors. Each activated connection carries a 
different weight with the target word being more activated than any other word and therefore 
recognized by a reader.  
Obviously, spoken word processing (at least) at the initial stages relies on a different 
sensory system. Accordingly, a different model is required to explain the mapping of 
phonemes onto the word lexicon. The first psycholinguistic model of spoken word recognition 
was the Cohort Model, developed by Marslen-Wilson (1978; 1980). Even though it relies on a 
different sensory modality, the model shows similarity to the IA model in the visual modality. 
The Cohort Model consists of three stages: access, selection and integration.  During the access 
stage, the first one or two acoustic-phonetic elements reach the hearer’s ear and the mental 
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lexicon activates every possible word that starts with that speech segment (the cohort). 
During selection, more phonetic elements enter the ear and candidate words that mismatch 
the signal by more than one single feature are removed from the cohort. During integration, 
the semantic and syntactic properties of activated words are retrieved and checked for 
integrability with higher levels. However, contrary to the IA model, the candidate words in the 
cohort do not actively compete with one another. Solely the presence of other candidate words 
forms the recognition process.  
Those different processing stages necessary for the understanding of language rely on 
concurrent activations of multiple areas within a distributed neural network. However, the 
question remains whether the process of visual language processing does converge with 
auditory language processing at a certain point or whether it relies on completely separated 
pathways. Indeed, the general view on the neural processing of language relies on distributed 
but interactive brain areas, assuming modality-specific lexical components accessing a central 
semantic system (for reviews see Mesulam, 1998; Cabeza and Nyberg, 2000; Martin, 2003). 
Marinkovic and colleagues (2003) showed that the phonological input route for 
understanding spoken words and the orthographic route underlying reading were quite 
distinct during initial processing, but overlapping areas were subsequently activated during 
stages of semantic and contextual integration. Using anatomically constrained 
magnetoencephalography (aMEG), combining high-density whole-head MEG with anatomical 
magnetic resonance imaging, they revealed the activity to spoken words starts in primary 
auditory regions and spreads anterolaterally to the lateral superior temporal area at 55 ms, 
spreading to the perisylvian/superior temporal plane (~100 ms) (the ventral or `what` 
auditory processing stream) and at ~ 250 ms reaching anterior regions of the temporal lobe 
(AT), the perisylvian area and posterior inferior prefrontal regions bilaterally. That implies a 
processing of spoken words in auditory cortex at initial stages, followed by voice -specific 
processing in the superior temporal area bilaterally (Cabeza and Nyberg, 2000) followed by 
speech selective areas in the superior temporal sulcus of the left hemisphere (Scott et al., 




2000). When reading a word, on the contrary, activity spreads forward from the bilateral 
occipital area along the ventral visual pathway. Activity peaks in the left ventral temporo-
occipital area at ~ 170 ms, in the superior temporal sulcus (STS) and the inferolateral 
temporal area at ~ 230 ms and in the AT at ~ 350 ms, encompassing the left inferior prefrontal 
cortex (LIPC) and the orbitofrontal cortex bilaterally at ~ 400 ms. The shown transition from 
modality specific-streams to the access of supramodal networks for semantic access and 
contextual integration occurrs approximately 230 ms after word onset and is particularly 
evident for the N400 component. The N400 is a scalp-recorded negativity peaking at ~ 400 ms 
which is thought to index access to meaning. This finding favors the claim that modulations in 
N400 amplitude reflect supramodal semantic processes.  
Regardless of their difference concerning ontogenetic and phylogenetic development, 
the aforementioned findings lead to the assumption of a comparable processing of written and 
spoken words in the brain (at least at later stages). Coming back to the processing of emotions, 
the question still remains at which stages in this temporal dynamics of word processing 
emotion content does interact.  
Emotion-related activation in modality-specific areas has been shown for the visual 
domain using event-related brain potentials (ERPs), which provide a useful tool to investigate 
the temporal dynamics of word processing. Effects of emotional content were relia bly shown 
for the so-called early posterior negativity (EPN) (Junghöfer et al., 2001). This relative 
negativity over posterior electrode sites and positivity over fronto–central electrode sites 
occurs between approximately 250-400 ms after stimulus onset and was shown to emotional 
facial expressions (Junghöfer et al., 2001; Holmes et al., 2008; Recio et al., 2011; Rellecke et 
al., 2012) and emotional pictures (Schupp et al., 2004; Schupp et al., 2007; Bayer and Schacht, 
2014). By now, numerous studies have investigated the influence of emotional meaning on 
visual word processing and reported robust effects of emotional content on the EPN (Kissler 
et al., 2007; Kissler et al., 2009; Schacht and Sommer, 2009b, 2009a; Scott et al., 2009; 
Palazova et al., 2011; Bayer et al., 2012a, 2012b; Opitz and Degner, 2012; Citron et al., 2013; 
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Palazova et al., 2013). Interestingly, the effects of emotional valence on the EPN component 
were shown to interact with the perception of proximity in different domains: the 
presentation of emotional pictures of bigger size (and therefore presumably perceived higher 
proximity) enhanced emotion effects for the EPN (De Cesarei and Codispoti, 2006). This 
interaction of stimulus size and emotion was not only shown for emotional pictures with a 
high biological relevance and evolutionary preparedness but also for written words (Bayer et 
al., 2012a). The authors suggested that the mechanisms of sensory facilitation were originally 
based on a biological relevance, important for survival, but might have generalized to written 
words.  
Functionally, the EPN has been linked to enhanced sensory encoding and attention 
allocation to emotional stimuli. This enhanced activation in the early visual cortex was shown 
not only by EEG (Schupp et al., 2003; Keil et al., 2005; Junghöfer et al., 2006) but also by fMRI 
studies (Lang et al., 1998; Alpers et al., 2009). Since preferential processing of emotionally 
salient stimuli is not limited to the visual domain, but also occurs for other modalities (e.g. 
sounds, smells), it is expectable to find a similar boost in auditory brain areas during the 
processing of acoustically presented words with emotional content. Thus, the question arises 
whether this enhanced activation of auditory areas might be reflected in an auditory EPN -
equivalent in ERPs. To date, only two studies have investigated the existence of such an 
auditory EPN-equivalent. Mittermeier and colleagues (2011) and Jaspers-Fayer and co-
workers (2012) compared brain activations across three tasks including a neutral tone 
presentation, a prosodic emotion task with emotional uttered syllables and a semantic 
emotion task with words of emotional content. The former study reported an increased 
negativity for emotional tasks compared to the non-emotional task with a maximum at 170 
ms post-stimulus (“EPN170”), whereas the latter showed larger negativities at Pz electrode in 
the word and syllables task compared to the neutral tones (i.e. around 130 to 150 ms and 250 
to 390 ms after stimulus onset). However, these effects were not caused by enhanced 
activation in auditory areas; instead, an EEG–fMRI single-trial coupling showed that variance 




of voltage was correlated with activity in medial prefrontal cortex in an early time frame and 
superior parietal lobule in later time frames. The superior parietal lobule is associated with 
the control of selective attention and has previously been identified as one of the sources 
underlying the (visual) EPN (Junghöfer et al., 2010). Accordingly, Jaspers-Fayer and 
colleagues (2012) hypothesized a common neural generator of visual and auditory EPN 
components in the superior parietal lobule. However, the authors’ arguments for defining this 
component as an equivalent to the visual EPN remain speculative. Furthermore, at least some 
of the effects reported for spoken words of emotional content seem rather early for lexical 
access to have taken place (cf. Pulvermüller and Shtyrov, 2006). Importantly, it has to be taken 
into account that Jaspers-Fayer et al. (2012) contrasted emotional word processing to the 
processing of neutral tones, but not to neutral words. Therefore, the effects reported for 
acoustically presented emotional words cannot be solely ascribed to differences in emotional 
meaning, but they also reflect very fundamental differences in stimulus processing. 
Recently, Rohr and Abdel Rahman (2015) reported effects of emotional content during 
spoken word processing that, interestingly, were restricted to an experimental situation 
providing a minimal social context in the form of short videos of the speaker making direct 
eye contact with the participants. They reported robust ERP effects of emotional content 
around 250 ms, in form of an enhanced positivity over posterior electrode sites for emotional 
compared to neutral words. Remarkably, in non-communicative contexts and in their pre-
experiment (written and auditory words without a speaker’s face present), the authors 
reported this effect to be reduced or even absent.  
To conclude, it still remains unknown whether an equivalent to the visual EPN exists 
in the auditory modality and whether such an early, emotion-related activation would lead to 
enhanced activity in auditory areas. Instead, the same sources underlying the visual EPN 
might also be active during the processing of emotional auditory stimuli, as it has been shown 
that auditory stimuli in general can activate visual areas (Qin and Yu, 2013; Feng et al., 2014). 
Furthermore, it remains unclear whether such emotion effects on an auditory EPN would 
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interact with stimulus-triggered attention driven by physical stimulus-features comparable 
to the interactions shown for visual EPN. 
At a later stage of more elaborate, higher-order processing, visually presented emotional 
words have been demonstrated to elicit enhanced amplitudes in ERPs over centro-parietal 
regions – the late positive complex (LPC) (Cuthbert et al., 2000; Herbert et al., 2006; Schacht 
and Sommer, 2009b; Bayer et al., 2012b; Bayer and Schacht, 2014). The LPC component is 
thought to reflect more sustained elaborate processing of emotional stimuli and is related to 
the P300 component occurring in the same time range. The LPC was shown to be elicited not 
only by pictures but by words as well and its amplitude is modulated by the valence of the 
presented stimuli (Herbert et al., 2006; Schacht and Sommer, 2009b; Liu et al., 2010). 
However, effects on the LPC by emotional content seem to be rather unstable, highly context - 
and task-dependent (Fischler and Bradley, 2006; Schacht and Sommer, 2009b, 2009a), and 
presumably influenced by top-down attention (e.g. Schupp et al., 2007; Kissler et al., 2009; 
Bayer et al., 2012a). A counterpart of the visual LPC was also revealed in the auditory domain, 
which was shown to be modulated by emotional content of stimuli, both for spoken words 
with emotional connotation (Ofek et al., 2013; Hatzidaki et al., 2015) and emotionally uttered 
words and sentences (Paulmann et al., 2013; Schirmer et al., 2013). These findings indicate 
domain-general mechanisms to be involved during the processing of emotional visual and 
auditory stimuli; however, further evidence for this assumption is needed.  
A component not primarily linked to emotion, but occurring to linguistic stimuli across 
both modalities is the afore-mentioned N400 component. The N400 is known as an indicator 
of semantic processing, which was shown to be modulated by overall expectancy and 
congruity of (neutral) stimuli in semantic contexts (cf. Kutas and Federmeier, 2011). By now, 
there is abundant evidence for the occurrence of the N400 in comparable auditory paradigms 
as semantic priming paradigms (e.g. Perrin and Garcı́a-Larrea, 2003; Relander et al., 2009; 
Erlbeck et al., 2014), congruency paradigms (e.g. Schirmer and Kotz, 2003; Paulmann et al., 
2009; Diamond and Zhang, 2016) and to sentences with semantic or syntactic violations (e.g. 




Hahne and Friederici, 2002; Wicha et al., 2003; Balconi and Pozzoli, 2005; Lück et al., 2006; 
Erlbeck et al., 2014). N400 effects to emotional stimuli were shown, but only in typical 
congruency paradigms where semantic and prosodic emotional information was congruent  or 
incongruent. To my knowledge, no study so far revealed modulations of the N400 by 
emotional semantic content relative to neutral content in auditory paradigms. For visual 
paradigms, however, emotional information has been shown to affect the N400 (Kanske and 
Kotz, 2007; Herbert et al., 2008; Holt et al., 2009). 
All in all, it remains unclear if auditory word processing is impacted by emotional 
content in a manner comparable to visual word processing. It is still an open question whether 
emotion effects on ERPs would appear with comparable scalp topographies and latencies or 
show a completely different pattern due to the different underlying sensory processing. As 
discussed above, there is evidence for the existence of auditory counterparts to several visual 
(emotion-related) ERP components, but they were shown with varying latencies and 
topographies. Furthermore, no clear reasons for defining them as equivalents to the visual 
counterparts were given. In this dissertation, I will investigate effects of emotional content on 
auditory event-related potentials evoked by single spoken words and compare them to the 
visual modality. By that I aim at answering the question whether the processing of emotion in 
language takes a comparable neural pathway in the written and spoken modality or whether 
it relies on different processing systems. 
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2 Effects of Volume Level and Emotional Content on Spoken Word Processing       
(Study 1)1 
Introduction 
From an evolutionary perspective, rapid detection of threats or life-sustaining 
opportunities is important for survival and fast adaptation and explains the outstanding 
importance of emotional stimuli for humans. The organization of the emotional response 
systems has been suggested to be founded on two basic motivation systems, an appetitive and 
a defensive system (Lang et al., 1997; Lang and Bradley, 2010) leading to approach or 
avoidance reactions, respectively (Paulus and Wentura, 2014, 2016). Reacting fast to a 
positive stimulus, for instance, might maximize the probability of attaining a rewarding state, 
whereas emotionally negative stimuli are best dealt with by initiating a rapid response that 
probably aids survival. Therefore, it seems conceivable that the high importance of emotional 
content shapes perceptual processing and finally results in appropriate reactions. Next to 
somatic reactions, this modulation is evident on the behavioral level in better memory 
performance (Kissler et al., 2007; Kissler et al., 2009; Bayer et al., 2011), faster response 
latencies (Keil et al., 2005; Schacht and Sommer, 2009a, 2009b; Bayer et al., 2011) and higher 
accuracy (Schacht and Sommer, 2009b) for emotional compared to neutral stimuli. The 
preferential processing of emotional stimuli is also evident in electrophysiological correlates 
as for example in the EPN component.  
 Emotional valence also seems to interact with the perception of proximity: Positive 
objects are perceived as closer than negative and neutral ones (Valdés-Conroy et al., 2012) 
and the effect of proximity on reaction times was shown to be modulated by the valence of an 
approaching stimulus (De Haan et al., 2016). Codispoti and De Cesarei (2007) investigated 
physiological changes and subjective ratings of participants in response to emotional pictures 
                                                             
1 Grass, A.; Bayer, M.; Schacht, A. (2016) - Electrophysiological Correlates of Emotional Content and 
Volume Level in Spoken Word Processing. Frontiers in Human Neuroscience 19, 347-357. doi: 
10.3389/fnhum.2016.00326. The original publication was adapted to the structure of this dissertation. 
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of varying sizes, as an increase in object size seems to be the main characteristic of an 
approaching object. They revealed an interaction of stimulus size and emotional reactions: 
Pictures of large size triggered stronger emotional reactions than smaller pictures, consisting 
of increased amplitudes of skin-conductance responses as well as more pronounced 
differences in subjective valence and arousal ratings between emotional and neutral pictures. 
A similar interaction of emotion and stimulus size was shown for the EPN, which started 
earlier and was more pronounced for larger than for smaller pictures (De Cesarei and 
Codispoti, 2006). The authors proposed that an increase in image size might lead to enhanced 
emotional reactions due to the more direct biological relevance of pictorial stimuli. One could 
argue that the size of the picture reflects the subjective proximity of a perceiver to a given 
object in reality and thereby influences its biological relevance. An aggressor, for example, is 
more dangerous the closer it is. Thus governed by the higher motivational relevance, the 
response to this stimulus should be more pronounced.  
Independent of emotional aspects, amplitudes of two early components related to the 
processing of visual stimuli, namely N1 and P1, are comparably modulated by both objects in 
near space (Kasai et al., 2003; Valdés-Conroy et al., 2014) and by bigger images (Nakayama 
and Fujimoto, 2015; Pfabigan et al., 2015), indicating a close link between image size and 
proximity. Similarly, these early stages of perceptual processing were shown to be impacted 
by other stimulus features as brightness, contrast and texture appearance (Johannes et al., 
1995; Balas and Conlin, 2015; Schettino et al., 2016). 
 Bayer and co-workers (2012a) investigated whether the interaction of stimulus size 
and emotion effects generalizes to linguistic materials, namely to isolated words of emotional 
meaning. If the interaction of image size and emotion existing for pictures is resulting from 
the higher biological relevance due to its direct resemblances of the object they depict, a 
similar effect would be unlikely to occur for written words, since they are entirely arbitrary 
and symbolic. Interestingly, large stimulus size – more precisely font size of written words 
– led to augmented ERP effects of emotional content in the EPN time frame, showing high 
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similarity to effects reported for affective pictures (De Cesarei and Codispoti, 2006). The 
authors thus concluded that the mechanism responsible for interactions of emotional and 
stimulus-triggered attention might not be limited to biologically relevant stimuli, but might 
also be engaged in processing of symbolic stimuli. Thus, a more general type of stimulus 
relevance is possibly playing a causal role in the interaction of stimulus size and emotional 
content. The authors suggested that the mechanisms of sensory facilitation were originally 
based on a biological, survival-related type of relevance, but might have generalized to written 
words, probably reflecting the high social significance of language (Bayer et al., 2012a).  
As a consequence, the question arises if and how this mechanism would apply to the 
spoken domain of language, which may play an even more important role in the everyday life 
of human beings. Given that an approaching object mainly changes in its physical size, the 
main characteristic of sounds in near versus distant environment are differences in their 
volume level (e.g. von Bekesy, 1949; Begault, 1991; for a review on auditory distance 
perception see Zahorik, 1996). Similar to stimulus size in the visual domain, volume level has 
been shown to modulate early cortical responses to auditory stimuli. An increase in volume 
increases the N1/P2 peak-to-peak amplitude (Rapin et al., 1966; Beagley and Knight, 1967; 
Picton et al., 1970; Adler and Adler, 1991; Thaerig et al., 2008). The N1/P2 complex is a 
cortical auditory evoked potential reflecting auditory processing. However, to the best of my 
knowledge, it remains unclear whether there exist later effects of volume level on auditory-
evoked potentials and if volume level might also interact with emotion effects, as it has been 
shown for the stimulus size of emotional pictures and written words. A candidate component 
for a possible interaction of volume level and emotional content would be an auditory EPN, 
which was proposed to be an equivalent to the visual EPN in the auditory domain (Mittermeier 
et al., 2011; Jaspers-Fayer et al., 2012). Next to the semantic content of a sentence or word, 
spoken utterances comprise a second communication channel, namely prosody. The tone and 
rhythm of a speaker’s voice can convey emotion as well and might be more innate than the 
learned, artificial meaning of words. Using auditory stimuli of varying emotional prosody and 
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content, two studies (Mittermeier et al., 2011; Jaspers-Fayer et al., 2012) demonstrated a 
negativity occurring in emotional compared to non-emotional paradigms.  
Next to the EPN-counterpart in response to auditory emotional stimuli, evidence also 
suggests the existence of an equivalent to the late positive complex (LPC), which has reliably 
been shown to reflect sustained elaborate processing of emotional stimuli in the visual 
modality. An auditory LPC was reported for spoken words with emotional connotation 
(Mittermeier et al., 2011; Ofek et al., 2013; Hatzidaki et al., 2015) and emotionally uttered 
words and sentences (Paulmann et al., 2013; Schirmer et al., 2013). Although there is evidence 
for some similarities between emotion-related ERP effects in the visual and auditory modality, 
it is noteworthy that these effects show pronounced differences in their temporal dynamics. 
Furthermore, strong differences in terms of the latency of emotion-related effects can be 
found within the auditory modality: Whereas emotional prosody conveys salience rather 
immediately and can thus modulate quite early components as for example the P2 (Paulmann 
and Kotz, 2008; Agrawal et al., 2012; Pinheiro et al., 2013; Schirmer et al., 2013) full semantic 
information of spoken words, including their emotional content, incrementally develops over 
time (Bradley and Lang, 2000). Therefore, the time course of effects for emotional meaning is 
rather difficult to compare to effects for emotional prosody, but also to effects of emotiona l 
meaning in the visual modality.  
The aim of the present study was to investigate the interplay of volume level and 
emotion effects for the auditory domain of language, using the stimulus material of Bayer and 
co-workers (2012a)2. Stimuli were spoken in neutral prosody by a trained female speaker and 
presented in two different volume levels. First, effects of volume on the N1-/P2- complex were 
expected. Whereas for the written domain of word processing, effects of emotional content on 
early components as the P1 have been reported (Hofmann et al., 2009; Bayer et al., 2012b; 
Hinojosa et al., 2015), early emotion effects for the auditory modality were not expected due 
                                                             
2 Two nouns of the original stimulus material of Bayer et al. (2012a) had to be replaced because of their 
ambiguous phonology. 
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to the following reasons: First, to our knowledge there is no evidence for impacts of emotional 
content on early ERP components in the auditory domain, except for natural tone stimuli that 
were associated with emotion in conditioning paradigms (Bröckelmann et al., 2011) and 
effects of emotional prosody as reported before. Although explicit ratings as well as 
autonomous measures indicate high similarities between affective picture and affective sound 
processing in terms of perceived emotional arousal and valence (Bradley and Lang, 2000; 
Partala and Surakka, 2003), early ERP modulations to nonlinguistic affective sounds have not 
yet been reported. Thierry and Roberts (2007) implemented a combination of an oddball 
paradigm and a one-back matching task, in which neutral sounds were presented at two 
different volume levels (standard versus deviants), additionally interspersed with unpleasant 
sounds presented at low volume level (deviants). Importantly, volume differences within the 
neutral stimuli impacted early ERP components (N1, P2) whereas effects of unpleasantness 
became evident only after about 300 ms. Second, the study of Bayer and colleagues (2012a) – 
using the same word stimuli and a highly similar paradigm as we employed in this study – did 
not show emotion effects at the P1 level in the visual domain. Third, in the present study, ERPs 
were measured to the words’ onsets. Thus, during initial processing stages – as reflected by 
the auditory N1-P2 complex – only a small amount of (semantic) information is available. This 
incremental nature of auditory processing of rather complex stimuli as words and sounds 
might also explain the absence of early effects in the study of Thierry and Roberts (2007).  
 In accordance with the claim of the existence of an auditory EPN (Mittermeier et al., 
2011; Jaspers-Fayer et al., 2012), we expected an emotion-related ERP effect, consisting of an 
enhanced frontal positivity and posterior negativity (comparable to the visual counterpart). 
Assuming that this component is a functional equivalent to the visual EPN, the volume level 
should modulate these emotion effects, similar to interactions reported for emotional pictures 
and written words. This modulation should be limited to sensory encoding, while no 
interactions at higher-order processing stages should occur (De Cesarei and Codispoti, 2006; 
Bayer et al., 2012a). If, in contrast, the mechanism underlying the interplay of stimulus size 
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and emotion is restricted to the visual modality, effects of emotional content and volume level 
in auditory word processing should be independent.  
Material and methods 
Participants 
Data was collected from 31 female participants. Two data-sets had to be discarded due 
to excessive ERP-artifacts. The remaining participants had a mean age of 23.7 years (SD = 2.8 
years), were all right-handed (Oldfield, 1971), native German speakers, and reported no 
neurological or psychiatric disorders. Participants reported normal hearing range, which was 
further ensured by a short, custom-made hearing test administered prior to the experiment 
in which subjects had to count single tones at different volume levels. Participation was 
reimbursed with course credit or 8 euro per hour.  
Stimuli 
Stimuli consisted of 72 German nouns that were of positive, neutral, or negative 
valence (n = 24 each, for word list see Appendix A). The three emotion categories differed 
significantly in their valence ratings, F(2, 69) = 1362.67, p ≤ .001 (all rating values were 
drawn from the Berlin Affective Word List Reloaded (Võ et al., 2009); with lower ratings for 
negative compared to neutral, F(1, 46) = 725.7, p ≤ .001, and higher ratings for positive 
compared to both negative, F(1, 46) = 2446.8, p ≤ .001, and neutral words, F(1, 46) = 727.74, 
p ≤ .001 (for descriptive statistics see Table 2.1). Neutral words were significantly less 
arousing than positive and negative words, Fs(1,46) > 99.0, ps < .001 which did not differ from 
each other, F(1,46) = 1.68, p = .202. Emotion categories were controlled with regard to 
imageability, word frequency, and the number of letters and syllables, all Fs(2,69) ≤ 1.  
Words were spoken by a trained female speaker in neutral prosody and were recorded 
on a PC workstation using Adobe Audition (Adobe Systems Software, Dublin, Ireland). In a 
first step, mean amplitudes for each word were normalized; the analysis of acoustic 
parameters was then performed using Praat software (Boersma and Weenik, 2009). Emotion 
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categories did not differ in amplitude, mean F0 (fundamental frequency), F0 variability, F0 
peak values, overall duration, and speed per syllable. Stimuli were presented in two sound 
volumes. Based on a pilot experiment, volume levels were adapted in such a way that stimuli 
were audible in the low volume condition and not too loud in the high volume condition, in 
order to prevent participants from startling. The mean amplitudes were 43.0 dB (SD=1.6 dB) 
in the low volume condition and 56.1 dB (SD=2.5 dB) in the high volume condition, measured 
by a professional sound level meter (SL-322; ATP Messtechnik GmbH), placed at the 
approximate position of participants’ heads. Maxima in volume level did not exceed 67 dB, 
minima were above 35 dB; thus all words stimuli were presented within the normal range of 
human communication (e.g., Schwartz and Krantz, 2016). Importantly, volume levels did not 
differ as a function of emotion, Fs < 1, while both volumes significantly differed between the 
two loudness conditions as intended, F(1,138) = 1363.6, p < .001 (see Table 2.1). 
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Table 2.1 Descriptive statistics (Means and Standard Deviations) of linguistic 
and auditory stimulus word parameters. 
Parameter  Positive Neutral Negative 
Valence 2.1 (0.2) 0.3 (0.2) -2.0 (0.3) 
Arousal 3.3 (0.7) 1.9 (0.2) 3.5 (0.5) 
Imageability 5.4 (0.8) 5.6 (0.4) 5.5 (0.6) 
Letters 6.3 (1.9) 6.3 (1.2) 6.4 (2.1) 
Syllables 2.0 (0.8) 2.0 (0.8) 2.1 (1.0) 
Frequency 27.7 (32.0) 24.6 (29.2) 24.8 (20.5) 
Duration 682.2 (123.6) 628.5 (99.3) 694.6 (149.3) 
F0 Range 61.4 (24.2) 66.0 (14.1) 57.3 (14.9) 
Mean F0 207.2 (8.8) 202.4 (6.8) 205.3 (8.5) 
Low volume level 43.0. (1.9) 43.0 (1.2) 43.1 (1.7) 
High volume level 55.8 (2.5) 56.0 (2.2) 56.1 (2.5) 
 
For all ratings, the ranges are: -3 to +3 (valence), 1–5 (arousal), 1–7 (imageability). Frequency is 
indicated as occurrence per 1 million words in the CELEX database. Note that these values refer to the 
written version of our word stimuli (Võ et al., 2009). Mean F0, F0 range, and duration were measured 
in Praat (Boersma and Weenik, 2009) and are indicated in Hertz and milliseconds, respectively. High 
and low volume level are given in decibel. 
 
Procedure 
The study was approved by the ethics committee of the Department of Psychology at 
the University of Goettingen, Germany, and was conducted according to the Declaration of 
Helsinki. Before the beginning of the experiment, participants were acquainted with the 
experimental procedure and signed informed consent. After preparation of EEG recordings, 
participants were seated in a sound-attenuated chamber. Participants were facing a computer 
monitor at a distance of 100 cm while words were presented by two loudspeakers positioned 
at a distance of 133 cm from the participant’s ears . The experiment consisted of four 
experimental blocks; within each block, each word was presented once. Half of the words per 
block were randomly presented at high volume and the other half at low volume, resulting in 
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two presentations of each word at each volume level in total. The assignment of words to 
volume levels changed after each block and the order of this assignment, i.e. whether the first 
presentation of a word was at high or low volume, was counterbalanced. Participants were 
instructed to listen attentively to the presented words. A one-back task was employed at 
random intervals (on average after every 9th trial) in order to ensure that participants were 
paying attention to the word stimuli during the experimental session. In these test trials, a 
word was displayed within a green frame on the screen. Participants had to indicate by button 
press whether this word was identical or different to the one they had heard before. By 
presenting the words in their written form, semantic processing of the words was ensured 
since the task could not be performed on the basis of perceptual matching. During the 
presentation of each spoken word, a fixation cross was presented on the screen, starting 
1000 ms prior the word onset and remaining visible for 2000 ms after word onset in order to 
avoid visual offset potentials. The inter-trial-interval (blank screen) had a length of 1000 ms, 
resulting in an overall trial length of 4000 ms. 
 
EEG recordings and preprocessing 
The EEG was recorded with the Biosemi ActiveTwo (Biosemi, Amsterdam, The 
Netherlands) system from 64 electrodes mounted in an electrode cap (Easy-Cap, Biosemi). Six 
additional electrodes were placed at the outer canthi and below both eyes in order to record 
the electrooculogram; two electrodes were placed at the mastoids. The common mode sense 
(CMS) active and the driven right leg (DRL) passive electrode were used as reference and 
ground electrodes, respectively (cf. www.biosemi.com/faq/cms&drl.htm). Electrode offsets 
were kept below a threshold of +/-20mV. Signals were recorded at a sampling rate of 512 Hz 
and a bandwidth of 104 Hz. Offline, data was processed with the BrainVision Analyzer (Brain 
Products GmbH, Munich, Germany). The continuous EEG signal was re-referenced to average 
reference and segmented into epochs of 1200 ms, starting 200 ms prior to word onset. Blinks 
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were corrected using the Surrogate Multiple Source Eye Correction as implemented in Besa 
(Brain Electric Source Analysis, MEGIS Software GmbH, Gräfeling, Germany); segments 
containing artifacts (5.4 %) were rejected (voltage steps larger than 50 μV, 200μV/200ms 
intervals difference of values, amplitudes exceeding -150 μV/150 μV, and activity smaller than 
0.5 μV). The overall number of discarded trials per condition (volume level by emotion) 
ranged between 0 and 19 and did not differ between conditions, as indicated by a repeated-
measures ANOVA, all Fs < .1. Segments were referred to a 200 ms pre-stimulus baseline and 
averaged per subject and experimental condition.  
Data analysis 
Segmentation of ERP amplitudes proceeded according to visual inspection of measures 
of global field power (Lehmann and Skrandies, 1980) and global map dissimilarity (GMD; 
Brandeis, 1992). Figure 2.1 depicts GFP contrasted for the factors emotion (positive, negative, 
neutral) and volume level (low, high), as well as GMD, which was calculated across the six 
experimental conditions. GFP reflects the overall ERP activity across the scalp at any given 
moment. GMD reflects the dissimilarity between scalp topographies of adjacent time points 
and demarcates the borders between periods of relatively stable topographies indicating 
continued processing within similar brain areas. These transition times were used as the 
limits of the time segments, for which mean ERP amplitudes were calculated. As becomes 
obvious from Figure 2.1, GMD peaks were clearly observable at the following time points 0, 
30, 80, 130, 265, and 530 ms. In order to allow for more fine-grained analyses of ERPs during 
the interval of main interest, data was additionally sub-segmented between 265 and 530 ms 
into five time intervals of equal length (53 ms each). After the last clear segment border, 
consecutive time frames of 50 ms were analyzed between 530 and 980 ms. Amplitude 
differences were assessed by repeated measures ANOVAs within these time borders, including 
the factors emotion (3 – positive, negative, neutral) and volume level (2 - high, low) and 
electrode (64). Degrees of freedom in ANOVAs were adjusted using Huynh–Feldt corrections. 
If indicated by significant electrode x emotion, electrode x volume level, or electrode x volume 
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level x emotion interactions in these exploratory analyses, these effects were further tested in 
region of interests (ROIs) that were defined based on visual inspection of the ERP difference 
waves within the specific time frames. For post-hoc comparisons, p-values were Bonferroni 
adjusted. 
  




Fig 2.1 | Effects of emotional valence and volume level on electrophysiological parameters.   
(A) The upper graph shows global field power (GFP) across all participants, contrasted fo r 
emotionally positive, negative and neutral written words and high and low level words. The lower 
graph depicts global map dissimilarity (GMD) averaged across all subjects and experimental 
conditions. Vertical black lines mark the segment borders, which were defined according to the GMD 
peaks. Between the peaks at 265 ms and 530 ms, ERPs were divided into five equally long time 
frames and after the last clear peak at 530 ms in consecutive time frames of 50 ms between up to 980 
ms. (B) Maps show the global scalp distribution averaged across all conditions during the time 
frames flanked by the borders depicted in panel (A). 
 





Overall, participants performed highly accurate in the one-back task (percent correct 
= 99.6 %, SD = 1.1).  
 
Effects of volume level 
Significant interaction effects of electrode x volume level were revealed in the two 
consecutive time frames between 80 and 130 ms, F(63,1764) = 6.314, p < .001, ηp2 = .184, and 
between 130 and 265 ms, F(63,1764) = 8.948, p < .001, ηp2 = .242. These interactions were 
driven by significant volume level effects in a central ROI (electrodes: C1, C2, Cz, CP1, CP2, 
CPz, FC1, FC2, FCz). As can be seen in Figure 2.2 (panel C), high volume words elicited more 
negative amplitudes as compared to low volume words between 80 and 130 ms, 
F(1,28) = 45.456, p < .001, ηp2 = .619, and more positive amplitudes between 130 and 265 ms, 
F(1,28) = 45.453, p < .001, ηp2 = .614. 
Effects of emotion 
The omnibus ANOVA revealed electrode x emotion interaction starting between 
371-424 ms, F(126,3528) = 2.570, p < .01, ηp2 = .084, reflecting significant emotion effects in 
a frontal ROI (electrodes: AF3, AF4, AF7, AF8, AFz, FP1, FP2, FPz), F(2,56) = 4.623, p < .05, 
ηp2 = .142 and in a parieto-occipital ROI (electrodes: CPz, CP1, CP2, Pz, P1, P2, P3, P4, POz, PO3, 
PO4, O1, O2, Oz), F(2,56) = 4.465, p < .05, ηp2 = .138. As depicted in panel B of Figure 2.2, 
spoken words of negative content elicited a stronger relative anterior positivity, 
F(1,28) = 13.612, p < .01, ηp2 = .327, and parieto-occipital negativity, F(1,28) = 11.461, p < .01, 
ηp2 = .290, than neutral words, while positive words only showed trends towards significance 
in the anterior ROI, F(1,28) = 6.480, p = .051, ηp2 = .188. 







The emotion x electrode interaction sustained during the two consecutive time frames, i.e. 
between 424 and 477 ms, F(126,3528) = 2.046, p < .05, ηp2 = .068, and, between 477 and 
530 ms, F(126,3528) = 1.993, p < .05, ηp2 = .066. In the first interval, this interaction resulted 
from significant emotion effects in both the frontal, F(2,56) = 3.680, p < .05, ηp2 = .116, and the 
parieto-central ROI, F(2,56) = 3.522, p < .05, ηp2 = .112. These effects were driven by larger 
amplitudes to negative than neutral words in the frontal, F(1,28) = 7.695, p < .05, ηp2 = .216, 
Figure 2.2 | Effects of emotional content and volume level on event-related potentials. 
(A) Grand mean ERP waveforms elicited by emotionally positive, negative and neutral words are depicted from 
frontal and parieto-occipital ROI electrodes. (B) Depicted maps show the scalp distributions of the ERP differences 
between negative and neutral words within the time intervals of significant emo tion effects as well as the 
distribution of ERPs, separated for negative and neutral words. (C) Grand mean ERP waveforms, contrasted for 
high and low volume level, are depicted for central ROI electrodes. (D) Maps depict the scalp distributions of ERP 
differences between high and low volume level words as well as the topographies of ERPs for both volume 
conditions within the indicated N1 and P2 time intervals. 
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and the centro-parietal ROI, F(1,28) = 8.111, p < .05, ηp2 = .225. In the following interval 
(477-530 ms), an emotion effect again was discernible at the frontal as well as at parieto-
occipital electrodes, F(2,56) = 3.406, p < .05, ηp2 = .108 and F(2,56) = 5.761, p < .01, ηp2 = .171, 
respectively. Negative words only showed a trend to elicit a frontal positivity, F(1,28) = 6.497, 
p = .051, ηp2 = .188 but significant effect at parieto-occipital electrodes, F(1,28) = 10.975, 
p < .01, ηp2 = .282.  
Emotion x electrode interactions did not reach significance in any of the other time 
frames. 
Interaction effects  
Importantly, there was no three-way interaction of the factors emotion, volume level, 
and electrode in any of the time frames. Thus, in the present study, volume level did not 
modulate emotion effects. 
Discussion 
The present study aimed at investigating the interplay of volume level and emotional 
content in spoken words. To this end, words of positive, negative and neutral content in two 
different volume levels were presented while recording ERPs. As expected, volume level led 
to a modulation of early processing stages at level of the N1 (80-130 ms) and P2 (130-265 ms) 
component, confirming the well-known influence of intensity on N1/P2 peak-to-peak 
amplitude (Rapin et al., 1966; Beagley and Knight, 1967; Adler and Adler, 1991; Thaerig et al., 
2008). The processing of words presented at higher volume level led to enhanced N1 and P2 
amplitudes at central electrodes compared to low volume level words.  
The processing of words of emotional relative to neutral content elicited emotion 
effects starting around 370 ms after stimulus onset. Negative emotional content led to an 
increased frontal positivity and a parieto-occipital negativity compared to neutral content 
between 371 and 530 ms. Only between 371 and 424 ms, a trend was discernible for positive 
words eliciting an enhanced anterior positivity compared to neutral words. The scalp 
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distribution of these effects showed similarity to an EPN topography to some extent. They 
might indeed resemble an auditory EPN as it was proposed to exist as an equivalent to the 
visual EPN (Mittermeier et al., 2011; Jaspers-Fayer et al., 2012). In the visual domain, the EPN 
component is assumed to reflect a boost in visual encoding due to enhanced attention 
allocation to emotional stimuli, mainly based on its temporal and topographical similarities 
to the so-called selection negativity (SN) triggered by voluntary attention allocation (Hillyard 
and Anllo-Vento, 1998; Schupp et al., 2007).  
However, compared to previous, particularly visual EPN effects, the distribution of the 
emotion effect in the present study expanded further towards central scalp areas. Thus, the 
effect of emotional content shows more similarity to the N400 component. The N400 is known 
as an indicator of semantic processing and was reported not only for visual, but also for 
auditory paradigms (Hahne and Friederici, 2002; Wambacq and Jerger, 2004; Diamond and 
Zhang, 2016). In the visual modality, it is modulated by the overall expectancy and congruity 
of (neutral) stimuli in semantic contexts (cf. Kutas and Federmeier, 2011), but also for words 
of negative content when embedded into sentences (e.g., Holt et al., 2009; Bayer et al., 2010). 
As in general N400 amplitudes are increased for unexpected compared to expected stimuli , it 
is reasonable to assume that words of negative content were less expected in the present 
study. The one-back task employed in the present study required a cross-modal comparison 
between visually presented catch stimuli and preceding spoken target words. Although the 
one-back trials incidentally occurred in about 10 percent of all trials, this paradigm might have 
spanned a very general semantic context, in which spoken words of negative content might 
have been less expected than words of neutral or positive emotional valence. However, we 
would like to point out that N400 effects recorded with comparable setups (mainly, average 
reference) usually occur with a more central maximum. Therefore, the ERP emotion effect in 
this study might reflect a mixture of both components rather than a solely EPN-like or N400 
component.  
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Interestingly, the factor volume level did not interact with the factor emotion. Although 
we revealed reliable effects of emotional content, showing anterior positivities and parietal to 
posterior negativities for emotional compared to neutral words, these effects were not 
modulated by the loudness of the presented words. This finding might indicate that the 
mechanism underlying interactions of emotional content and stimulus-triggered attention is 
acting across different stimulus domains in the visual modality (i.e., both for pictures and 
written words), but presumably not across different modalities. In the visual domain, 
comparable interaction effects of stimulus size and emotional content were found on the EPN 
component in response to emotional pictures and words (De Cesarei and Codispoti, 2006; 
Bayer et al., 2012a). For the auditory modality, this study was not revealing such an 
interaction on a component, which might be interpreted as a functional equivalent to the 
visual EPN. Alternatively, one could assume that actual differences between volume levels 
might have been too small, since the volume bandwidth was limited to volume levels that were 
audible, but not too loud, in order to prevent participants from startling. However, 
participants’ reports indicated that volume levels were clearly distinguishable. Modulations 
of N1 and P2 amplitudes provide further proof that the volume level manipulation in itself 
was successful.  
Importantly, emotion in the auditory modality is conveyed via two different channels: 
the content of an utterance and the tone of voice, more specifically the prosody, which both 
impact spoken language processing. Thus, it seems likely that emotional relevance in the 
spoken modality is not only conveyed by the content but also by the prosody of the utterance 
(Steinhauer et al., 1999; Wambacq and Jerger, 2004; Kotz and Paulmann, 2007) . The words 
used in the present study were spoken in a neutral tone of voice in order to make them directly 
comparable to written words, which do not have this second communication channel. 
Presumably, what makes a heated argument even more emotional and relevant to us is not 
just a raising of the voice per se, but raising the voice with a meaningful prosody. Raising the 
voice per se would lead to a change in different acoustic parameters as rhythm, timbre, and 
Chapter 2   
30 
 
pitch, contrasted with a distance-related increase in volume which has been proposed already 
by gestalt psychologists (e.g., Metzger, 1942). Therefore, manipulating merely the loudness of 
the neutral spoken stimuli might not have heightened their relevance and interaction of 
loudness and emotional content might depend on corresponding changes of prosody. 
 In addition, the social context may play an important role in this paradigm. In the 
present study, the words were played back via loud speakers without a speaker being visible. 
However, a recent study by Rohr and Abdel Rahman (Rohr and Abdel Rahman, 2015), 
provided evidence that a more naturalistic context provided by the presence of a speaker’s 
face on the screen can strongly enhance emotion-related ERPs. Additionally, for visually 
presented words, previous studies demonstrated that context, especially self-reference and 
self-other discrimination enhances effects of emotion (Herbert et al., 2011a; Herbert et al., 
2011b; Fields and Kuperberg, 2012). Due to these findings, it might be conceivable that 
interactions between volume level and emotional content might have occurred if the word’s 
relevance had been augmented by self-relevance or by multimodal presentation. A further 
potential explanation for the absence of interactions between emotion and loudness in the 
present study is the already mentioned incremental nature of auditory stimuli resulting in 
poorer synchronization of the EEG signals across stimuli.  
The present results hint to a broader difference between visual and auditory language 
processing than only the impact of volume on emotional processing. Notably, next to the 
absence of interactions between volume level and emotional content, there were no later main 
effects of volume level on ERPs. For visual stimuli of different domains, variation of stimulus 
size was shown to cause the EPN and the LPC; (De Cesarei and Codispoti, 2006; Bayer et al., 
2012a). In the present study, no effects of variation in volume level occurred after the early 
P1-N2 complex. To best of my knowledge, most studies investigated the loudness dependence 
of the auditory evoked potential (LDAEP) only for the N1-P2 complex (Carrillo-de-la-Peña, 
1999; Schadow et al., 2007; Park et al., 2010), but not for later subsequent components. 
Obviously, volume level impacts early perceptual processing (as reflected in N1 and P2), but 
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might not be considered during high-order processing and stimulus evaluation. Probably, 
effects of stimulus size on later ERP components in the visual domain are resulting from the 
closer proximity perception. Presumably, in the auditory modality effects of volume level on 
higher-order processing components are missing since the proximity manipulation might be 
depending on more than one factor and, possibly, on visual input as well. Thus, volume level 
differences which are unaccompanied by an “approaching” visual input might not be sufficient 
for a proximity manipulation and might therefore not impact high-order processing stages. It 
is conceivable that the proximity manipulation would have been enhanced by a speaker being 
present, at different distances for instance. This question should be elaborately addressed in 
future research. Not only the lack of LPC modulations by volume level, but also the general 
absence of later emotion effects after the EPN/N400-effect was conspicuous. 
 In conclusion, the present study revealed effects of emotional content between ~ 370 
and 530 ms. The scalp distribution of these emotion effects showed similarity to topographies 
of an EPN as well as N400. As opposed to prior expectations, no clear statement about the 
existence of an auditory EPN is actually possible. Furthermore, no emotion effects on later 
ERP components, as for example the LPC, were shown. To answer the question, whether EPN 
and LPC have their counterparts in the auditory modality, further studies directly comparing 
emotion effects in both modalities are required. Importantly, neither the reported emotion 
effect nor any other investigated time frame showed an interplay of volume level and 
emotional content. This could indicate that the mechanisms responsible for interactions of 
emotional content and stimulus-triggered attention in language processing might be limited 
to the visual modality. However, as discussed above it is conceivable that the non-social, 
artificial delivery of spoken words in the current experimental setting does not correspond to 
the more naturalistic context, where the interactions of emotional content and stimulus -
triggered attention might be taking place.. Achieving an auditory proximity manipulation in 
an experimental setup where participants actually see the source of auditory stimuli might be 
a limitation of the present study. Future research is needed to prove the absence of the 
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interaction effects with further evidence, in particular for different types of emotional 
auditory stimuli and presentations of speakers at varying distances. 
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3 Effects of Emotional Content in Written and Spoken Word Processing: Evidence from 
Event-Related Brain Potentials (Study 2)   
Introduction 
 The use of language is essential to nearly every aspect and interaction in our everyday 
lives. Language is a complex system that is used to inform the people around us of our inner 
state, thoughts and feelings, to control another person or event, and to question and 
understand the world around us. When talking about language, we could refer to speech 
(spoken language), as well as writing (written language). Both modalities of language differ 
from each other in several aspects. Speech is usually a dynamic interaction between two or 
more people, while writing normally does not receive an immediate reply. Written language 
tends to be more carefully planned and complex (Hammond, 1990), and feedback usually 
takes more time. While written language is based on letters, which constitute a parallel input 
with a clear delineation to the reader, speech is based on phonemes constituting a serial input 
without a clear delineation. The different inputs of spoken and written language are leading 
to a sensory-specific early processing as shown for single words with fMRI and EEG 
(Marinkovic et al., 2003). Later on, Marinkovic and colleagues report a multimodal 
convergence of information from sensory to associative areas, letting us assume a processing 
of semantic meaning in comparable brain areas.  
 However, the question remains if emotional semantics interact with this process at the 
same stages or whether there exists a different system for the detection of emotion during 
written and spoken word processing. A vast body of research using ERPs investigated the 
boundary conditions of emotion effects on written word processing, while the spoken 
modality was neglected. The majority of studies investigating emotion in spoken utterances 
rather focused on the impact of prosody alone or the interrelation of prosody and semantic 
information (e.g. Wambacq and Jerger, 2004; Kotz and Paulmann, 2007; Agrawal et al., 2012; 
Schirmer et al., 2013).  
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 By now, there is some evidence for the existence of auditory counterparts to visual, 
emotion-related ERPs, such as the EPN and the LPC. An auditory EPN was reported by two 
studies coming from the same laboratory and specifically investigating the existence of an 
auditory EPN (Mittermeier et al., 2011; Jaspers-Fayer et al., 2012). Emotion effects on 
“auditory EPN” components were shown for emotional compared to non-emotional 
paradigms. However, both stduies contrasted the processing of emotional words and 
affectively uttered syllables to the processing of neutral tones which is presumably activating 
different neural processes. Furthermore, the arguments for defining this component as an 
equivalent to the visual EPN remains surprisingly speculative. Last but not least, in the visual 
modality EPN effects are post-lexical and some of the reported effects (i.e. around 
130 to 150 ms and 250 to 390 ms) are rather early for lexical access to have taken place. 
In Study 1, negative compared to neutral meaning elicited effects showing similarity 
to the visual EPN at scalp topography level of difference waves. However, the emotion effects 
showed apparent differences to the visual modality. First, compared to typical EPN effects, the 
distribution of the negativity expanded further towards central scalp areas, therefore showing 
some similarity with a N400 distribution as well. Second, different latencies were revealed 
compared to the visual modality, which, however, are explainable by the incremental nature 
of auditory stimuli and the serial information input compared to a parallel visual input. Lastly, 
these emotion effects were not interacting with volume level, in contrast to the visual 
modality, where emotion effects on the EPN were shown to be modulated by stimulus size 
Thus, it seems questionable whether these effects actually represent an auditory EPN. 
Next to the vague claim of an auditory EPN, there is the additional evidence for the 
existence of a later equivalent, namely the visual LPC. Emotion effects on an auditory LPC were 
shown not only for spoken utterances with emotional prosody (Paulmann et al., 2013; 
Schirmer et al., 2013) but also to words with emotional connotation (Ofek et al., 2013; 
Hatzidaki et al., 2015). In Study 1, no modulation of LPC by emotional meaning of the spoken 
words was shown. In my opinion, both, the inconclusive results concerning equivalents of 
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visual emotion-related ERP effects in the literature and the results of Study 1 showing little 
similarity to the visual modality indicate the necessity of a direct comparison of auditory and 
visual emotional content processing.  
To my knowledge, only one study investigated the modulation of event-related 
potentials occurring to the same written and spoken words by emotional content (Rohr and 
Abdel Rahman, 2015). This was actually realized in a pre-experiment in order to establish a 
baseline of effects of emotional meaning for their main experiment, especially due to the little 
amount of evidence on electrophysiological correlates of auditory emotional words. For the 
visual presentation, they revealed effects on the EPN, as expected. However, LPC effects were 
absent for written words. For the auditory presentation of words, no early brain responses 
were found that may be viewed as auditory counterpart to the visual EPN. In general, emotion 
effects for auditory words were weaker and mainly characterized by a focal N400-like central 
negativity.  
In my opinion, it is still debatable whether an auditory EPN does actually exist and 
what the boundary conditions of this component are. The same is applicable for the auditory 
LPC which was entirely absent in Study 1. The second study of this dissertation is therefore 
aiming at answering the question of the existence of these counterparts to visual emotion 
effects by directly comparing the effects of emotional content in written and spoken words. 
This direct comparison of emotion effects in both modalities using the same stimulus material 
would allow the dissociation of domain-specific and domain-general processing stages.  
The present study consisted of two experiments investigating effects of emotional 
content during reading of and listening to words of positive, neutral and negative emotional 
meaning. Both experiments comprised the same word material across the two modalities but 
differed in the type of voice producing the spoken word material. By means of ERPs, the 
present study aimed at identifying similarities and differences between emotion effects across 
both modalities regarding their functional loci. In Experiment 1, spoken words were produced 
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by a computer-generated voice in order to exclude any potential influence of a human 
(presumably meaning-consistent) prosody, thus ascribing effects solely to emotional 
meaning. In Experiment 2, the same words were spoken by a female human speaker and thus 
assumed to have an enhanced social significance to the listener. The same word stimuli were 
used as in Study 1, which have previously been shown to elicit typical emotion-related ERP 
components as EPN and LPC in the visual domain (Bayer et al., 2012a). Therefore, we expected 
to replicate effects of emotional content on the EPN and LPC in the visual modality in both 
experiments. Due to the rather heterogeneous evidence from previous research on effects of 
emotional content during auditory word processing, no specific a-priori hypothesis could be 
derived regarding early ERP components. For elaborate, sustained processing of emotional 
stimuli at later stages, enhanced LPC amplitudes were expected for words of emotional 
content not only in the visual but also in the auditory domain (Mittermeier et al., 2011; Ofek 
et al., 2013; Hatzidaki et al., 2015).  
At very early, modality-specific stages of sensory processing, usually indicated by the 
N1-P2 complex, meaning-based effects of emotion are rather unlikely to occur considering the 
incremental nature of spoken word processing. Instead, effects of emotional meaning were 
expected to be reflected in an auditory evoked ERP component equivalent to the visual EPN. 
If it is assumed that an auditory EPN reflects activation in auditory areas comparable to the 
boost of visual cortex activity reflected in the visual counterpart (e.g. Schacht and Sommer, 
2009a, 2009b; Palazova et al., 2011; Palazova et al., 2013), it appears unlikely to find exactly 
the same component elicited by emotional meaning during spoken word processing. Hence, it 
would be conceivable to observe an ERP component reflecting an augmented activation of 
auditory areas and thus representing a modality-specific equivalent to the visual EPN. 
However, the results of Study 1 give at least some indication for a similar scalp distribution 
for difference waves of emotional and neutral stimuli. This could argue for a spreading of 
activation from auditory areas by spoken words to the visual cortex and the enhancement of 
activation by emotional content typically related to the visual EPN. It has been shown that the 
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visual cortex is not specifically a unimodal system but shows cross-modal activation by 
(amongst other non-visual stimuli) auditory stimuli (e.g. Zimmer et al., 2004; Poirier et al., 
2005; McDonald et al., 2013; Qin and Yu, 2013). To get a better understanding of the neural 
foundation of the emotion effects in the auditory modality, ERPs in the present study were 
recorded with a higher number of electrodes in order to be able to analyze neural sources and 
therefore make a more profound statement about the effects. Sources were estimated for the 
merged data of both experiments, separately for the two modalities following a two-step 
approach. In the first, descriptive approach sources were estimated for the single emotion 
categories, whereas the second, statistical approach had the purpose to estimate the sources 





In Experiment 1, data were collected from twenty-five native German speakers 
(18 women, 7 men; mean age = 22.4 years, SD = 3.4), who had normal or corrected-to-normal 
vision, and no neurological or psychiatric disorders according to self-report. Twenty-four 
participants were right-handed; one was left-handed (according to Oldfield 1971). 
Participation was reimbursed with course credit or 8 euros per hour. 
Stimuli. 
The seventy-two German nouns used in this study were taken from Bayer and 
colleagues (2012a). The nouns were previously selected from the Berlin Affective Word List 
Reloaded (Võ et al., 2009), consisting of three different categories: high-arousing positive, 
low-arousing neutral, and high-arousing negative words (see Table 3.1 for descriptive 
statistics). The three categories differed significantly in their valence ratings, 
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F(2, 69) = 1362.7, p ≤ .001, with lower ratings for negative compared to neutral, 
F(1, 46) = 725.7, p ≤ .001, and higher ratings for positive compared to both negative, 
F(1, 46) = 2446.8, p ≤ .001, and neutral words, F(1, 46) = 727.7, p ≤ .001. Positive and negative 
stimuli were matched for arousal, F(1, 46) = 1.68, p = .202, and differed both significantly 
from neutral words, Fs(1, 46) > 99.0, ps ≤ .001. In addition, stimulus categories were 
controlled for word frequency, number of letters and syllables, and imageability ratin gs, all 
Fs(2, 69) ≤ 1. 
The spoken words were generated by synthesized speech production software 
(Linguatec Voice Reader, Munich, Germany). A female voice was chosen from the software to 
produce the words. Relevant acoustical parameters were extracted using Praat (Boersma und 
Weenik 2009) and amplitude was measured with a sound level meter. Stimuli were controlled 
across categories for mean F0, F0 range, duration, and mean amplitude, all Fs(2, 69) < 2.5, 
p > .05 (see Table 3.1 for descriptive statistics). 
Table 3.1  
Descriptive statistics (Means and Standard Deviations) of visual and auditory stimulus word 
parameters.  
Stimuli   Positive Neutral Negative 
    Exp 1 Exp 2 Exp 1 Exp 2 Exp 1 Exp 2 
  Valence 2.1 (0.2) 2.1 (0.2) 0.3 (0.2) 0.3 (0.2) -2.0 (0.3) -2.0 (0.3) 
  Arousal 3.3 (0.7) 3.3 (0.7) 1.9 (0.2) 1.9 (0.2) 3.5 (0.5) 3.5 (0.5) 
Visual 
Imageability 5.4 (1.0) 5.4 (0.8) 5.6 (0.4) 5.6 (0.4) 5.5 (0.6) 5.5 (0.6) 
Letters 6.3 (2.0) 6.3 (1.9) 6.3 (1.2) 6.3 (1.2) 6.4 (2.1) 6.4 (2.1) 
  Syllables 2.0 (0.9) 2.0 (0.8) 2.0 (0.8) 2.0 (0.8) 2.1 (1.0) 2.1 (1.0) 
  Frequency 27.7 (32.0) 27.7 (32.0) 24.6 (29.2) 24.6 (29.2) 24.8 (20.5) 24.8 (20.5) 
  Mean F0 155.0 (24.0) 207.2 (8.8) 157.5 (24.0)  202.4 (6.8) 165.3 (20.8) 205.3 (8.5) 
Auditory 












Amplitude 62.3 (3.0) 59.5 (2.5) 64.2 (2.6) 59.4 (2.4) 63.7 (3.3) 59.4 (3.3) 
Notes. For ratings, the ranges are: -3 to +3 (valence), 1–5 (arousal), 1–7 (imageability). Frequency is indicated as 
occurrence per 1 million words; Mean F0, F0 range and duration were measured in Praat and are indicated in 
Hertz and milliseconds, respectively. Mean amplitude is given in Dezibel. 




The study was approved by the ethics committee of the Department of Psychology at 
the University of Goettingen, Germany, and was conducted according to the Declaration of 
Helsinki. Before the beginning of the experiment, participants were acquainted with the 
experimental procedure and signed an informed consent. After preparation for the EEG 
recording, participants were seated in a dimly lit, sound-attenuated chamber, facing a 
computer monitor at a distance of approximately 100 cm. All word stimuli were presented 
both in the visual and acoustic modality. In the visual modality, the words were presented in 
the center of a screen in black letters (Arial font, 46-point) on a light gray background. Vertical 
size of the letters was at most 0.63° and horizontal size of 6.11° of visual angle. In the acoustic 
modality, the words were presented via loudspeakers (mean loudness = 63.4 dB; SD = 3.02). 
Visual and auditory presentations were realized in two separate blocks in 
counterbalanced order. Each block contained two differently randomized sequences of all 72 
trials, resulting in 144 trials per block. All trials had a length of 4000 ms. Visual trials started 
with a fixation cross, followed by the written word, both presented for 1000 ms. After the 
word disappeared, a blank screen was presented for the remaining 2000 ms. In acoustic trials, 
a fixation cross was presented for 3000 ms and the spoken word was played after 1000 ms. 
After the fixation cross disappeared, a blank screen was presented for 1000 ms. The fixation 
cross was presented before and during complete stimulus presentation in order to avoid eye 
movements and offset potentials from the disappearing visual stimulus while the acoustic 
stimulus was still playing. 
Participants were instructed to attentively read or listen to the words, respectively. In 
order to ensure that subjects were paying attention, a 1-back task was randomly interspersed 
after 2 to 15 trials by showing a green frame with a question mark on the screen. 
Subsequently, a word was presented, and participants had to decide by button press whether 
the presented word was identical or not to the preceding word. These 1-back items were 
matched in modality to the one of the words in the given block (auditory or visual). After every 
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27th trial (approximately every 2 minutes) a break was interspersed, which was terminated 
by the participants via button press. 
EEG recording. 
The electroencephalogram was recorded from 128 electrodes, mounted in an 
electrode cap (Easy-Cap, Biosemi, Amsterdam, Netherlands). The common mode sense (CMS) 
active and the driven right leg (DRL) passive electrode were used as reference and ground 
electrodes, respectively (cf. www.biosemi.com/faq/cms&drl.htm). Four external electrodes 
were placed laterally and inferior to the eyes to record eye movements and blinks. Electrode 
offsets were kept below a threshold of +/-20mV. Signals were recorded at a sampling rate of 
512 Hz and a bandwidth of 104 Hz. 
Data analysis. 
Offline, data was processed with the BrainVision Analyzer (Brain Products GmbH, 
Munich, Germany). EEG signals were average-referenced and band-pass filtered (Butterworth 
0 phase filter) between 0.032 (time constant 5 s, 12 dB/octave) and 40 Hz (48 dB/octave). A 
notch-filter (50 Hz) was additionally applied. Data were corrected for blinks and eye 
movements using Surrogate Multiple Source Eye Correction (MSEC; Ille et al., 2002) as 
implemented in BESA (Brain Electric Source Analysis, MEGIS Software GmbH, Gräfeling, 
Germany). The continuous EEG signal was segmented into epochs of 1200 ms starting 200 ms 
before stimulus onset and referred to a 100 ms pre-stimulus baseline. For some participants, 
electrodes with poor signal (1.19 %) were interpolated by spherical splines in BrainVision 
Analyzer (Order of splines: 4; Maximal degree of Legendre Polynomials: 10, Lambda: 1E-05). 
After discarding epochs containing artifacts (voltage steps larger than 50 μV, 200μV/200ms 
intervals difference of values, amplitudes exceeding -150 μV/150 μV, and activity smaller than 
0.5 μV), ERP segments were averaged per participant and experimental condition 
(visual/acoustic, positive/neutral/negative, resulting in 3 experimental conditions per 
modality).  
     Emotion Effects in Written and Spoken Words 
41 
 
The measurement of ERP amplitudes was performed in time frames segmented 
according to visual inspection of measures of global field power (Lehmann and Skrandies, 
1980) and global map dissimilarity (Brandeis et al., 1992), separately for the two modalities. 
Figure 3.1 depicts GFP contrasted for emotion conditions (positive, neutral, negative) and 
GMD, which has been calculated across the three conditions. GFP reflects the overall ERP 
activity across the scalp at any given moment. GMD reflects the dissimilarity between scalp 
topographies of adjacent time points and demarcates the borders between periods of 
relatively stable topographies indicating continued processing within similar brain areas. 
These transition times were used as the limits of the time segments for which mean ERP 
amplitudes were calculated. GMD peaks were clearly observable at the following time points 
for written words at 0, 70, 120, 180, 234, and 350 ms, and for spoken words at 0, 75, 138, 250, 
303, and 515 ms. As can be seen in the bottom panel of Figure 3.1, these segments converge 
with distinguishable scalp field maps over time. In order to allow for fine-grained analyses of 
ERPs after the last clear segment borders indicated by GMD, mean ERPs were analyzed in 
consecutive time frames of 50 ms between 350 and 800 ms in the visual modality and between 
515 and 815 ms in the auditory modality, respectively. For the same reason, auditory ERPs 
between 303 and 565 ms were additionally sub-segmented into five time intervals of equal 
length (53 ms each; please see Figure 3.1 for details).
  
 
Figure 3.1 | Effects of emotional valence on electrophysiological parameters for written (left panel) and spoken words (right panel) in 
Experiment 1. (A) The upper graph shows global field power (GFP) across all participants, contrasted for emotionally positive, negative and neu tral 
written words. The lower graph depicts global map dissimilarity (GMD) across all subjects and averaged across positive, negative and neutral 
written words. Vertical black lines mark the segment borders, which were defined according to the GMD peaks. (B) Maps show the scalp distribution 
separately for positive (pos), neutral (neu) and negative (neg) written words during the time windows flanked by the borders depicted in (A). (C) 
GFP and GMD plots for spoken words. Between the peaks at 250 ms and 515 ms, ERPs were divided into 5 equally long time window s (green). (D) 
Maps show the scalp distribution separately for positive (pos), neutral (neu) and negative (neg) spoken words during the time window s flanked by 
the borders depicted in (C). 




Mean ERP amplitudes within these time borders were averaged across electrodes (N = 7) in 
16 separate clusters. Amplitude differences were assessed by repeated-measures ANOVAs, 
separate for the two modalities, including the within subject factors emotion (3 – positive, 
neutral, negative) and cluster (16). Degrees of freedom in ANOVAs were adjusted using 
Huynh–Feldt corrections. If indicated by significant emotion by cluster interactions in these 
exploratory analyses, effects of emotion were further tested in regions of interest (ROIs) that 
were defined based on visual inspection of the ERP difference waves within the specific time 




Overall, participants showed very high accuracy in the 1-back task (percent 
correct = 99.38 %, SD = 0.01).  
Visually evoked potentials 
In the visual domain, a significant interaction effect of cluster x emotion was revealed 
in a typical EPN time frame between 234-350 ms F(30,720) = 4.493, p ≤ .001, ηp2 = .158, 
driven by significant emotion effects in a posterior ROI (electrodes: A9, A10, A11, A12, A13, 
A14, A15, A23, A24, A25, A26, A27, A28, B6, B7, B8, B9, B10, B11, B12, B14, B15, D24, D25, 
D30, D31, D32), F(2, 48) = 8.872, p ≤ .001, ηp2 = .270, as well as in an anterior ROI (electrodes: 
C2, C11, C12, C13, C14, C15, C18, C19, C20, C21, C22, C23, C24, C25, C26, C27, C28, D2), 
F(2, 48) = 5.611, p < .05, ηp2 = .189. As depicted in Figure 3.2 (panels A and B), both positive 
and negative words elicited stronger relative posterior negativities,  F(1, 24) = 14.862, p < .01, 
ηp2 = .382 and F(1, 24) = 22.916, p < .001, ηp2 = .488, and anterior positivities compared to 




The emotion by cluster interaction sustained during the two immediately following 
time frames, i.e. between 350 and 450 ms, F(30, 720) = 3.350, p < .01, ηp2 = .122 and 
F(30,720) = 2.483, p < .05, ηp2 = .094. As can be seen in Figure 3.2, these emotion effects 
showed high similarity to the EPN effect in the preceding interval. This impression was 
verified by significant emotion effects in the posterior ROI, F(2, 48) = 4.846, p < .05, ηp2 = .168 
and F(2, 48) = 5.213, p ≤ .01, ηp2 = .178. Pairwise comparisons revealed significant ERP 
amplitude differences consisting of enhanced amplitudes for positive compared to neutral 
words, F(1, 24) = 11.811, p < .01, ηp2 = .330 and F(1, 24) = 14.486, p < .01, ηp2 = .376. Emotion 
effects in the anterior ROI were less pronounced within these time frames, F(2, 48) = 2.734, p 
= .078, ηp2 = .102, and, F(2, 48) = 2.817, p = .070, ηp2 = .105. 
The emotion by cluster interaction failed significance in any of the other time frames, 
i.e. prior to the EPN as well as during subsequent intervals that would resemble classical LPC  
time frames (450-600 ms). 
  








Figure 3.2 | Effects of emotion on ERPs for written words (upper panel) and spoken words 
(lower panel) in Experiment 1. (A) Grand mean ERP waveforms elicited by emotionally positive, 
negative and neutral written words are depicted as the averaged activity in an anterior and a 
posterior region of interest. (B) Scalp distributions of significant emotion effects are depicted as 
differences between indicated emotion categories in depicted time frames. (C) Grand mean ERP 
waveforms to positive, negative and neutral spoken words. (D) Difference maps for emotion 





Auditory evoked potentials 
For the acoustic modality, the omnibus ANOVA revealed a significant emotion by 
cluster interaction between 462 and 515 ms,  F(30, 720) = 2.624, p < .05, ηp2 = .099, due to 
significant emotion effects in the anterior ROI,  F(2, 48) = 6.118, p < .01, ηp2 = .203, and the 
posterior ROI, F(2, 48) = 3.307, p < .05, ηp2 = .121. As depicted in Figure 3.2 (panels C and D), 
positive words elicited an enhanced anterior positivity as compared to both neutral, 
F(1, 24) = 14.877, p < .01, ηp2 = .383, and negative words, F(1, 24) = 7.185, p < .05, ηp2 = .230. 
At posterior electrode sites, the relative negativity for positive words compared to neutral and 
negative words were discernible only as trends, F(1, 24) = 5.668, p = .078, ηp2 = .191 and 
F(1, 24) = 4.859, p = .111, ηp2 = .168, respectively. 
The emotion by cluster interaction did not reach significance in any of the other 
investigated time frames. 
Discussion 
The present experiment directly compared effects of emotional content across two 
different modalities of word processing. To this aim, participants heard or read the same high-
arousing nouns of positive or negative valence as well as low-arousing neutral nouns.  
Written nouns of emotional content elicited an enhanced negativity at posterior 
electrode sites and – and as its counterpart – an anterior positivity between 230 and 350 ms, 
thus resembling the typical EPN scalp distribution and latency, with residual effects  lasting up 
to 450 ms. These results replicate the main finding reported by Bayer et al. (2012a),  who used 
the same word stimuli and are further in good accordance with previous studies concerning 
the visual EPN (Kissler et al., 2007; Kissler et al., 2009; Schacht and Sommer, 2009a, 2009b; 
Bayer and Schacht, 2014). Although the EPN was initially observable for both emotionally 
positive and negative words, this ERP modulation sustained longer for positive than negative 
valence. Such a bias for positive valence (‘positivity bias’) has often been reported being 
evident in ERPs (Herbert et al., 2006; Kissler et al., 2009; Schacht and Sommer, 2009a; Bayer 




et al., 2012a; Bayer and Schacht, 2014), but also in behavioural indicators (e.g., Schacht and 
Sommer, 2009b) and even in amygdala activity (Herbert et al., 2009). 
During spoken word processing, ERP effects of emotional content occurred at longer 
latencies, compared to the visual domain, starting around 450 ms. This delay appears 
reasonable since auditory information is delivered over time, which is in contrast to the 
immediate presentation of visual words where the entire perceptual information is presented 
at once. Interestingly, this ERP effect was mainly driven by emotionally positive words, similar 
to the ‘positivity bias’ in visual word processing. Another similarity between the emotion 
effects is worth mentioning: In both modalities, the distribution of ERP differences be tween 
emotional and neutral words consisted of an enhanced negativity at posterior electrodes sites 
and a corresponding polarity reversal over fronto-central regions. This finding was rather 
surprising since the topographies of the single emotion categories underlying this ERPs 
showed a rather different distribution in both modalities. However, it should be noted that 
even though emotion effects at difference level show a comparable scalp distribution across 
modalities, the size of the emotion effects at anterior and posterior sites point to differences 
across modalities: Whereas the processing of emotional content for spoken words led to 
stronger effects at anterior sites compared to the posterior effect,  the effects for written word 
processing were stronger at posterior electrode sites. 
Under the experimental conditions realized here, modulation of the LPC component 
was absent in both modalities. Previous studies have reliably demonstrated that emotion-
related LPC augmentations in the visual domain are highly context- and task-dependent 
(Fischler and Bradley, 2006; Schacht and Sommer, 2009b, 2009a). Therefore, it seems 
conceivable that for the 1-back task implemented in the present study, a deep lexico-semantic 
processing of the words was not strictly task-relevant. For spoken words, Rohr and Abdel 
Rahman (2015), who implemented a similar task as in the present study, recently reported an 
absence of LPC modulations by the processing of words’ emotional content. Importantly, 




facilitate early emotion-related ERPs in terms of shorter latencies, augmented amplitudes and 
longer duration. Considering this, one might assume that the ERP effects of emotional content 
in the present experiment could be more pronounced if the speaker was of higher social 
relevance or more naturalistic compared to a computer-generated artificial voice. Therefore, 
we aimed at replicating and extending the findings of Experiment 1, in particular within the 
auditory modality, with a follow-up experiment wherein the words were spoken by a 
professional human female speaker. Hence, we expected similar ERP effects for emotional 
compared to neutral words in both modalities but of presumably larger amplitudes for spoken 




Data were collected from twenty-four participants; two datasets had to be discarded 
due to excessive ERP artifacts. All remaining participants (N = 22; 14 female; mean 
age = 21.5 years, SD = 2.5) fulfilled the same criteria as participants of Experiment 1. 
Nineteen participants were right-handed; three were left-handed (Oldfield, 1971). 
Participation was reimbursed with course credit or 8 euros per hour.  
Stimuli 
For the auditory presentation, all words were recorded from a female speaker who 
was requested to produce all words with emotionally neutral prosody. As in Experiment 1, 
stimulus categories were controlled for mean fundamental frequency (F0), F0 range, duration 
and mean amplitude, all Fs(2, 69) < 2.2, all ps > .05 (see Table 3.1). 
Procedure 
For Experiment 2, exactly the same procedure and experimental design were used as 
in the first experiment. Only a small adaption was made concerning the 1-back task. Here, the 




1-back task test stimuli – either the same word as presented before or a new distracter word – 
were always presented visually. Stimuli in the auditory block were played with a mean 
loudness of 59.4 dB (SD = 2.25). 
EEG recording 
Data recording followed the same procedure as in Experiment 1. 
Data analysis 
For segmentation of averaged ERPs into components the same procedure as in 
Experiment 1 was applied. As can be seen in Figure 3.3, visual inspection of GMD and GFP 
measures revealed time segment borders for ERPs to written words at 0, 70, 124, 170, 230, 
and 350 ms and for spoken words at 0, 80, 135, 260, 311, 362, 413, 464, and 515 ms. Highly 
similar to Experiment 1, no further clear GMD peaks appeared after 350 and 515 ms, 
respectively. Thus, following our previous analyses, ERPs were quantified in consecutive time 
segments of 50 ms after these two final GMD-defined borders.  
As becomes obvious from a direct comparison of the ERP data depicted in Figures 3.1 
and 3.3, ERP component structures over time showed high similarity between the two 
experiments in terms of dynamics and topographies. Therefore and in order to avoid extensive 
multiple testing, we directly tested emotion effects in both domains using the same ROIs and 
similar time frames, i.e. 230-350, 350-400, and 400-450 ms for written words, and 464-515 





Figure 3.3 | Effects of emotional valence on electrophysiological parameters for written (left panel) and spoken words (right  panel) in 
Experiment 2. (A) The upper graph shows global field power (GFP) across all participants, contrasted for emotionally positive, negative and 
neutral written words. The lower graph depicts global map dissimilarity (GMD) across all subjects and averaged across positiv e, negative and 
neutral written words. Vertical black lines mark the segment borders, which were defined according to the GMD peaks. (B) Maps show the scalp 
distribution separately for positive (pos), neutral (neu) and negative (neg) written words during the time frames flanked by the borders depicted 
in (A). (C) shows GFP and GMD plots for spoken words. Between the peaks at 260 ms and 515 ms, time course was divided into 5 equally long 
time frames (green). (D) Maps show the scalp distribution separately for positive (pos), neutral (neu) and negative (neg) spoken words during the 
time frames flanked by the borders depicted in (C). 






As in Experiment 1, participants showed very high accuracy rates (percent correct = 
99.43 %, SD = 0.01) in the 1-back task.  
Visually evoked potentials 
In the EPN time frame 230-350 ms, the ROI analysis revealed emotion effects consisted 
in an enhanced negativity at posterior electrodes and – as their counterpart – in an enhanced 
anterior positivity, thus resembling the typical EPN distribution (see Figure 3.4). Emotion 
effects were significant in both the posterior ROI, F(2, 42) = 12.296, p < .001, ηp2 = .369, and 
the anterior ROI, F(2, 42) = 6.384, p < .01, ηp2 = .233. Both positive and negative words elicited 
relative posterior negativities as compared to neutral words, F(1, 21) = 16.019, p < .01, 
ηp2 = .433 and F(1, 21) = 10.159, p < .05, ηp2 = .326. Furthermore, there was a significant 
difference between positive and negative words, F(1, 21) = 7.614, p < .05, ηp2 = .266. The 
anterior emotion effect consisted of larger amplitudes for positive than neutral words, 
F(1, 21) = 8.754, p < .05, ηp2 = .294.  
An emotion effect sustained during the next two time frames (350-400 ms and 400-450 
ms) still showing a comparable scalp distribution, however, becoming less distinct. Between 
350-400 ms, analyses of the posterior negativity revealed a significant effect of emotion, 
F(2,42) = 6.527, p < .01, ηp2 = .237, reflecting larger amplitudes for positive compared to 
neutral words, F(1,21) = 8.671, p < .05, ηp2 = .292. A significant effect of emotion also became 
evident for the anterior positivity, F(2,42) = 5.375, p < .05, ηp2 = .204; however, post-hoc tests 
failed significance. Between 400 and 450 ms, the emotion effect was restricted to the posterior 
ROI, F(2,42) = 3.521, p < .05, ηp2 = .144, however, post-hoc tests failed significance.  
  




-- Insert Figure 4 about here – 
 
  
Figure 3.4 Effects of emotion on ERPs for written words (upper panel) and spoken words (lower 
panel) in Experiment 2. (A) Grand mean ERP waveforms elicited by emotionally positive, negative and 
neutral written words are depicted from the averaged activity in an anterior and a posterior region of 
interest. (B) Scalp distributions of significant emotion effects are depicted as differences between 
indicated emotion categories in depicted time frames. (C) Grand mean ERP waveforms to positive, 
negative and neutral spoken words. (D) Difference maps for emotion categories of spoken words 
showing significant emotion effects. 
 




Auditory evoked potentials 
In the analyzed time frame between 464-515 ms, emotion effects became evident at 
the posterior ROI, F(2, 42) = 4.379, p < .05, ηp2 = .173, due to a larger negativity for positive 
compared to neutral words, F(1, 21) = 7.503, p < .05, ηp2 = .263. Analyses of the anterior ROI 
revealed an emotion effect, F(2, 42) = 4.469, p < .05, ηp2 = .175. Post-hoc tests indicated these 
effects consisting of an enhanced positivity to negative compared to neutral words, 
F(1, 21) = 7.504, p < .05, ηp2 = .263 and a trend for positive compared to neutral words, 
F(1, 21) = 6.156, p = .066, ηp2 = .227.  
Discussion 
 The aim of Experiment 2 was to replicate the effects for emotional words of 
Experiment 1, using acoustic word stimuli spoken by a human voice. Moreover, since language 
spoken by a human voice should be more natural and salient to human listeners, stronger 
emotion effects were conceivable. For visually presented words, the same emotion-related 
ERP effects as in Experiment 1 were expected.  
Overall, we indeed replicated effects of emotional meaning for written words as 
reflected in the EPN component at almost the same latency and with similar duration as in 
Experiment 1 and in a previous study (Bayer et al. 2012a), in which the same word material 
was used. In accordance with Experiment 1, mainly positive words elicited enhanced relative 
negativities at posterior and enhanced positivities at anterior electrodes compared to neutral 
words, while differences between negative and neutral words were much weaker. 
For the auditory modality, similar effects were expected as in Experiment 1, however 
with presumably enhanced amplitudes, since words were produced by a natural human voice 
and thus of potentially higher biological salience. Indeed, emotion effects for spoken words 
showed similar scalp topography, consisting of a relative posterior negativity and anterior 
positivity, as revealed for computer-generated words in Experiment 1. Positive words again 
elicited enhanced negativities at posterior electrodes and enhanced anterior positivities 
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compared to neutral words. In line with Experiment 1, emotion effects for visual words were 
more pronounced at posterior electrode sites compared to anterior sites; however, a 
topographic shift to stronger anterior effects was not as clear as in Experiment 1. The 
hypothesis of potentially augmented emotion-related ERP effects due to increased salience 
was therefore not confirmed. 
As discussed before, emotion effects in the auditory modality bore a surprisingly high 
resemblance to the known EPN-effects in the visual modality. However, it remains unclear, 
whether this resemblance does confirm the existence of an equivalent to the visual EPN and a 
comparable boost in auditory areas. In order to get a more elaborate understanding of the 
emotion effects and their similarities across modalities, source localization was performed on 
the collapsed data of both experiments, which will be described in the next paragraph.  
Source localization 
To estimate the neural generators underlying the dominant voltage topographies 
identified at the scalp level, sLORETA (Pascual-Marqui, 2002) was used. sLORETA is a 
distributed linear inverse solution based on the neurophysiological assumption of coherent 
co-activation of neighboring cortical areas that are known to have highly synchronized 
activity. Accordingly, it estimates multiple simultaneously active sources without any a-priori 
assumption on the number and position of the underlying dipoles (for a mathematical 
validation of this localization technique,  see Sekihara et al., 2005). sLORETA solutions are 
computed within a three-shell spherical head model co-registered to the MNI152 template 
(Mazziotta et al., 2001). The source locations are therefore given as (x, y, z) coordinates. 
sLORETA estimates the 3-dimensional intracerebral current density distribution in 6239 
voxels (5 mm resolution). The transformation matrix obtained with this interpolation was 
applied to the data extracted from Brain Vision Analyzer, converting electric potential 
differences to standardized current density in the brain (signal-to-noise ratio parameter used 
in this study = 10).  




In order to statistically evaluate the sources that sLORETA calculated for the ERP 
waveforms, a two-step approach was followed. Given the similarity between the experiments 
in design, parameters, and ERP results, data from both experiments were merged in order to 
maximize power and reliability of the source analyses,  meaning that a sample of 47 
participants was used. The significant activations were identified for emotion categories 
separately (positive, neutral, negative) within time frames showing significant and stable ERP 
effects of emotion in both experiments. Therefore, for the visual modality the mean activity 
was localized in the interval 234-350 ms; and between 463-515 ms for the auditory modality. 
The sLORETA software package was used to perform the non-parametric statistical analyses. 
The software estimate, via randomization, the empirical probability distribution for the max-
statistic (e.g. the maximum of a t-statistic), under the null hypothesis. Due to the non-
parametric nature of the method, its validity need not rely on any assumption of Gaussianity 
(Nichols and Holmes, 2002).  
Approach 1  
Methods and Results 
In the first step, the statistical map of the activation patterns was computed separately 
for visual and auditory modality, in order to define which brain networks reliably contributed 
to the ERP components observed on the surface (one-sample T-test against zero for the 
interval indicated by the scalp analyses, smoothing parameter = 0). The bullet-proof, 
corrected critical thresholds for the T-test were obtained through 5000 randomizations in 
SnPM (Statistical non-Parametric Mapping) and then used to define significantly activated 
clusters. The plots therefore only show voxels that are significantly activated in each condition 
(positive, neutral and negative words separately), already corrected for multiple comparisons 
(i.e., for the collection of tests performed for all voxels). Results are summarized in Figure 3.5 
and in Table 3.2. As can be seen in Figure 3.5, the visual and acoustic domain differed mainly 
in the lateralization of the effect. For the visual domain the strongest reliability of activation 
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can be found in the left hemisphere, around the superior parietal lobule (SPL, BA 7, and 
postcentral gyrus, BA 5), with additional clusters in the inferior parietal lobule (IPL, BA 40), 
also mostly in the left hemisphere. On the contrary, for the auditory modality the highest T-
values and biggest clusters of activation are found in the right hemisphere, around the IPL, 
with some spreading to the SPL and neighboring areas (for example the cingulated gyrus, BA 
31). Moreover, it is noteworthy that in the visual modality all word types elicited activations 
in the EPN time frame that exceeded the critical thresholds to a larger extent than in the 
acoustic modality, resembling the scalp ERP data, where the GFP in the EPN frame was 
noticeably larger for the visual task. Lastly, it can be noted from Figure 3.5 as well as from the 
Table 3.2 that the reliability of the effects is higher for the emotional categories (both positive 
and negative) than for the neutral words consistently in both modalities, confirming what th e 
ERP analyses showed at the scalp level.  
  




Table 3.2  





Data of Experiment 1 and 2 was merged, in order to maximize power and reliability of the source analyses. The significant activations 
were identified with non-parametric statistical analyses as implemented in the sLORETA software package. Activation were identified 
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The reported generators for the visual EPN in the superior parietal lobule and inferior 
parietal lobule comprise brain areas (BA 5, BA 7, BA 40) that were shown to be activated 
during language processing, such as word comprehension, semantic categorization, speech 
perception and lexical decisions (Price et al., 1994; Seghier et al., 2004; Wilson et al., 2004; 
Bedny and Thompson-Schill, 2006; Chou et al., 2006).  
Most studies that investigated the neural generators of the visual EPN, however, 
estimated the sources for the contrasts emotional minus neutral (as in our second approach) 
and estimated them in bilateral occipito-temporal and occipito-parietal cortical areas (Kissler 
et al., 2007; Schupp et al., 2007; Junghöfer et al., 2010; Schindler et al., 2015; Schindler and 
Kissler, 2016). Schacht and colleagues (2009b) followed a more descriptive approach, 
Figure 3.5 Source localization results, based on sLORETA . (A) Estimated neural generators during the 
visual EPN time frame from 230 to 350 ms, separately for the three emotion categories. Highest activation is 
shown in the left hemisphere, around the superior parietal lobule (SPL, BA 7, and postcentral gyrus, BA 5), 
with additional clusters in the inferior parietal lobule (IPL, BA 40). (B) Estimated neural generators during 
the auditory EPN time frame from 463 to 515 ms. Clusters of activation are shown in the right hemisphere, 
around the IPL, the SPL and neighboring areas (e.g. cingulate gyrus, BA 31). 
 




comparable to our first approach and showed a symmetric dipole pair in the fusiform gyrus 
for emotional words and exactly the same cortical brain area for neutral words.  To our 
knowledge, only one study attempted to identify the neural generators for a possible auditory 
equivalent: In a typical EPN time frame (252–392 ms), Jaspers-Fayer and co-workers (2012) 
revealed activations in the superior parietal lobule (BA 7) for emotional words and syllables 
with emotional prosody. According to the authors, this area was shown to be a generator of 
the visual EPN and is associated with the control of selective attention to auditory stimuli. 
Therefore, the authors concluded that it might be a common neural generator of the EPN in 
both modalities and might once more suggest that selective attention is paid to emotionally 
salient stimuli. Interestingly, source localization for the auditory modality revealed 
comparable neural generators in the IPL and SPL, similar to the visual EPN in the present 
study, however with biggest activation cluster in the right hemisphere. This different 
lateralization across modalities is rather surprising, since language and speech understanding 
is commonly accepted to be a heavily left-lateralized function.  
In general, the right hemisphere is thought to have a stronger involvement in 
imagination and intuitive, non-verbal behavior, whereas the left hemisphere is stronger 
involved in rational, verbal and analytical behavior. Emotional processing shows a 
comparable lateralization in terms of a differential involvement of the left and right amygdala 
(Markowitsch, 1998). The left amygdala is more strongly involved in emotion encoding with 
a higher affinity to language and detailed feature extraction, wehereas the right amygdala is 
more strongly involved in affective retrieval with a higher affinity to pictorial or image-related 
material. If extrapolate this findings for the amygdala to a general lateralization, the present 
results would allow the vague interpretation that spoken emotional words lead to a more 
pictorial imagination of the words as compared to the written words. According to the dual 
pathway model of auditory language comprehension syntactic and semantic information are 
primarily processed in a left-hemispheric temporo-frontal pathway, whereas intonational and 
prosodic information is processed in a right-hemispheric temporo-frontal pathway (Friederici 
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and Alter, 2004). In the present study, spoken words were uttered with a neutral prosody to 
focus on the processing of emotional semantics only. However, it is conceivable that words 
with emotional content uttered with neutral prosody constitute a sort of incongruence 
between content and prosody. Therefore, there might be a stronger involvement of the right, 
prosody-processing hemisphere. 
It is, furthermore, noteworthy that, the auditory activations were less strong and 
stable compared to the visual domain. The present results support the assumption that the 
superior parietal lobule is a common neural generator of attention effects to emotional stimuli 
being reflected in the EPN component across modalities.  
Approach 2 
Methods and Results  
In a second step, we sought to compare sources across emotion categories, in order to 
make inferences on the brain networks involved in the emotion effects that were found 
between positive and neutral, or negative and neutral words in the two modalities. In order 
to do so, paired-samples T-Tests were computed in the source domain for the positive > 
neutral and negative > neutral contrasts (in the same frames as the separate tests: 234-350 
ms for visual stimuli; 463-515 ms for auditory ones). Again, the plots only report voxels that 
were significantly more activated in response to the emotional words, as compared to the 
neutral ones (bullet-proof, corrected critical thresholds were calculated through 5000 
randomizations in SnPM). The underlying neural sources corresponding to the time frames of 
the emotion effects were estimated with the statistical package implemented in sLORETA. . 
Results (summarized in Figure 3.6 and Table 3.3) showed that, for the visual domain, the main 
difference in activation between emotional and neutral words lay solely in the left occipito-
temporal area, comprising areas stretching between the left cuneus and the left fusiform  
gyrus. Unfortunately, for the acoustic domain the analysis did not reveal any voxel in which 
the emotional and neutral words elicited a differential response, indirectly confirming that 




the signal in this condition might be less reliable or synchronized (across stimuli or 
participants).  
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Table 3.3  





Paired-samples T-Tests were computed in the source domain for the Positive > Neutral and Negative > Neutral contrasts. 
Reported are voxels that were significantly more activated in response to the emotional words, as compared to the neutral ones 
(bullet-proof, corrected critical thresholds were calculated through 5000 randomizations in SnPM). The underlying neural 
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Figure 3.6 Source localization results for the emotional versus neutral contrasts . Depicted are voxels 
showing significantly higher activation in response to emotional as compared to neutral words. Sources 
are shown only for visual words. Source localization for auditory words did not reveal significant voxels. 
Main differences in activation between emotional and neutral words are shown in the left occipito -
temporal area (left cuneus and the left fusiform gyrus). 
 





The present results for the contrasts between emotional and neutral stimuli revealed 
that the emotion effects on the scalp surface result from enhanced activation in left occipito-
temporal areas to emotional compared to neutral stimuli, confirming the known neural 
generators for the visual EPN. Activation in BA 18 and 19 confirm an involvement of occipital, 
visual cortex areas, whereas the activations in the left fusiform area show an additional 
involvement of areas having language associated functions,  such as selective processing of 
text and speech (Giraud, 2004; Vorobyev et al., 2004), word generation (Friedman et al., 1998) 
and semantic processing (McDermott et al., 2003; Chou et al., 2006). These results are in good 
accordance with studies investigating the sources of the visual EPN, estimating them in 
occipito-parietal and bilateral occipito-temporal cortical areas, as the fusiform gyrus (Kissler 
et al., 2007; Schupp et al., 2007; Junghöfer et al., 2010; Schindler et al., 2015; Schindler and 
Kissler, 2016).  
For the auditory modality, in contrast, the differential response did not reveal 
significant results, pointing to a less synchronized and more widespread signal of the 
processing of spoken words with emotional content. Even though the difference map of 
positive compared to neutral words at the scalp level showed high similarity across both 
modalities, effect sizes for the scalp effects let assume a less reliable and synchronized effect 
in the auditory modality. Therefore, it seems conceivable that the second source analysis for 
the difference waves did not reveal a clear source for spoken words in the EPN time frame. 
General Discussion 
The present study aimed at a better understanding of emotion effects occurring on 
hearing spoken words with emotional meaning. In order to make a more profound statement 
to the question whether these emotion effects show similarity to the visual modality or even 
reflect equivalents to visual, emotion-related components, the study compared emotion 
effects occurring on hearing spoken words to those elicited by the same written words. To 
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this end, two experiments were conducted, in which participants either read or listened to 
single nouns of positive, negative, or neutral content, while ERPs were recorded. The spoken 
words used in Experiment 1 were generated by a computerized female voice, while a human 
female voice was employed in Experiment 2. In both experiments, an occasional 1-back task 
was used in order to ensure that participants pay attention to the word stimuli.  
In line with previous studies, written words of emotional content elicited an EPN 
consisting of an enhanced posterior negativity and an anterior positivity (Kissler et al., 2007; 
Schacht and Sommer, 2009b, 2009a), which were highly similar across the two experiments 
and showed the same latencies as well as a “positivity bias”. Consistent with the literature, 
the findings indicate that words of emotional, and in particular of positive content, 
involuntarily capture the observer’s attention  as was shown for pictures (Junghöfer et al., 
2001; Schupp et al., 2007) as well as words (Kissler et al., 2007; Kissler et al., 2009).  
As the spoken modality of language should be of comparable, if not even of higher, 
relevance (see below) to a human subject, effects of emotional content were expected for 
spoken words as well. Indeed, the emotional content of spoken words similarly modulated 
ERPs in both experiments in the present study. Emotion-related ERP effects occurred at about 
450 ms, that is about 200 ms later, compared to EPN effects in the visual modality. However, 
this delay is reasonable as full semantic information of spoken words develops over time as 
opposed to complete immediate presentation of visual information for written words 
(Bradley and Lang, 2000). Full stimulus information was available in average after 650 ms, 
clarifying the longer latencies for emotion effects in the auditory modality.  
Beside this difference in latency, emotion effects in ERPs between the two modalities 
showed remarkable resemblances. The distribution of ERP differences between positive and 
neutral words that was observed here, deserves attention for several reasons. First of all, with 
its scalp distribution – posterior negativity and anterior positivity – it resembles the typical 




distribution of the visual EPN. This impression is verified by significant effects of emotion 
when applying exactly the same ROI to ERP analyses as in the visual modality.  
With the aim of shedding light on the underlying neural mechanisms, we performed 
source localizations in order to estimate the neural generators of these activation patterns. 
Surprisingly, an at least partly overlapping pattern of neural generators was shown across 
modalities for all emotion categories lying within the superior and inferior parietal lobule. 
These activated areas were shown to be involved in language-related functions (Price et al., 
1994; Seghier et al., 2004; Wilson et al., 2004; Bedny and Thompson-Schill, 2006; Chou et al., 
2006). The SPL was, in fact, already suggested to be a common neural generator of the visual 
EPN and its equivalent in the auditory domain (Jaspers-Fayer et al., 2012), which is 
corroborated by the present results.  
Interestingly, the typical activation in visual cortex areas was only revealed when 
analyzing the sources of the difference between emotional and neutral words for the visual 
domain. This would confirm the common assumptions concerning the functional significance 
of the visual EPN: In almost all studies reporting EPN effects to visually presented s timuli of 
emotional valence, including words (Kissler et al., 2009; Bayer and Schacht, 2014), emotional 
facial expressions (Schupp et al., 2004; Rellecke et al., 2011; Rellecke et al., 2012) and affective 
pictures (e.g., Schupp et al., 2004; Schupp et al., 2012), EPN findings have been suggested to 
reflect enhanced allocation of sensory resources in the visual cortex, resulting from re-entrant 
activation of particularly extra-striate areas by cortico-amygdaloid structures (Vuilleumier et 
al., 2004; Kissler et al., 2007). The present study revealed such a boost in the visual cortex for 
emotional in contrast to neutral stimuli on investigating the sources of the difference waves 
(emotional minus neutral). For the auditory domain, this analysis did not reveal significant 
results, probably due to less synchronization of activation across participants. Another 
characteristic that both components have clearly in common is the positivity bias: ERP effects 
of emotional content consisted of enhanced posterior negativities and fronto-central 
positivities that were mostly pronounced for positive words in both experiments. The present 
 Chapter 3  
66 
 
findings, therefore, provide evidence that the bias for positive emotional valence in word 
processing is not restricted to or specific for reading. This is in line with Rohr and Abdel 
Rahman (2015), who showed a positivity bias for spoken words with more pronounced 
emotions effects for positive stimuli that were, however, restricted to the communicative 
situation.  
All in all, it was possible to demonstrate that, in addition to established effects of 
emotional content in the visual domain, effects also exist for spoken emotional words. These 
effects were revealed at the same latencies - invariantly of the speaker’s voice being human 
or artificial. Overall, emotion effects for spoken word processing had longer latencies and 
were weaker compared to the visual emotion effects. These findings might be explained by a 
stronger jitter in the spoken stimulus material caused by the incremental nature of this type 
of stimuli. The effects showed clear resemblances to the visual EPN as well as shared sources 
with their visual counterparts. 
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4 Comparison of Emotion Effects for Spoken Words between Study 1 and Study 2 
The two studies of my dissertation were aiming at investigating effects of emotional 
content on event-related potentials occurring to spoken words and the comparison with 
visual emotion effects. In both studies, the same words spoken by a female human voice and 
in Experiment 2 of the second study additionally by a computer-generated voice were 
presented to the participants. Surprisingly, as can be seen in Figure 4.1 (panel A), emotion 
effects across both studies differed nevertheless in several aspects: First, in Study 1, effects of 
emotional content of spoken words started roughly 100 ms earlier than in the second study. 
Second, the topography of the effects in Study 1 showed less similarity to the visual EPN as in 
Study 2 and is rather comparable to a N400 component. Last, emotion effects in Study 1 were 
solely driven by negative emotional content; in Study 2, effects were mainly driven by positive 
content. These differences were surprising as the high concordance of both studies in terms 
of stimuli and study design is apparent. The question arose whether the differences between 
both studies, more precisely the volume level manipulation or the additional visual 
presentation constitute the reason for the differences in emotion effects. If an additional visual 
presentation caused the differences in the emotion effects this would imply that a priorly 
formed visual percept of the words interacts with the auditory processing of emotional 
content. Therefore, this would speak for a close connection of language processing in both 
modalities at level of emotional content. This chapter seeks to compare both studies and the 
corresponding emotion effects in more detail and describes subsequent investigations made 
to elucidate the origin of the revealed differences.  
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General similarities and differences across both studies 
Stimuli 
Both studies were conducted with spoken word material that was initially selected in 
the visual modality with several important linguistic parameters carefully controlled across 
the positive, neutral and negative category (Bayer et al., 2012a). In the visual modality, these 
stimulus words led to effects on the emotion-related EPN and LPC component (Bayer et al., 
2012a). Only two nouns of the original stimulus material had to be replaced because of their 
ambiguous phonology. In Study 1 and Experiment 1 of the second study, exactly the same 
stimulus material was used, whereas in Experiment 2 the same words were produced by a 
computer voice-reader software.  
Figure 4.1 Comparison of emotion effects in both studies. 
(A) Comparison of revealed emotion effects in Study 1 and Study 2. The left panel shows significant emotion effects 
of Study 1 as scalp distribution of the differences between negative and neutral words in the depicted time frames. 
The right panel shows significant emotion effects of Study 2 as differences between indicated emotion categories 
in depicted time frames. Panel (B) depicts emotion effects of Study 1 in the same time frames and for the same 
contrast (negative-neutral) as in Panel (A) separated for high volume and low volume words. 
Panel (C) depicts emotion effects of Study 2 in the same time frames and for the same contrasts as in the Panel 
(A), separated for female and male participants. 
 




Next to the same stimulus material, also the task was the same in both studies. In the 
one-back task, participants were asked whether the presented word was the same as the 
immediately preceding word or a different one. This query was interspersed at the same 
frequency in both studies. The test word presented in the one-back task trials was visual in 
study 1 and Experiment 2 of study 2, since only the seventy-two stimulus words were 
recorded by the female speaker. InExperiment 1 of Study 2 1-back items were matched in 
modality to the one of the given block (auditory or visual). In Study 2, participants received a 
feedback about the correctness of their answer whereas in Study 1 no feedback was given.  
Participants 
 In Study 2, seven male and eighteen female participants took part in Experiment 1 with 
a mean age of 22.4 years (SD = 3.4) and eight male and fourteen female participants with a 
mean age of 21.5 years (SD = 2.5) in Experiment 2. In Study 1, the sample was s lightly bigger 
including twenty-nine participants with a mean age of 23.7 years (SD = 2.8). In contrast to 
Study 2, only female participants took part in the first study. 
Design 
The most obvious differences between both studies became visible in the study design. 
In Study 1, stimulus words were presented at two different volume levels within one block in 
randomized order whereas words were presented with a stable volume level in Study 2. 
Furthermore, the second study included an additional visual presentation block. As block 
order was counterbalanced across participants, half of them have read the words before 
hearing them.  
Another difference between both studies was the number of electrodes. In Study 1, 
ERPs were recorded from 64 electrodes, whereas in Study 2 they were recorded from 128 
electrodes. 
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Further analysis for elucidating differences in emotion effects across both studies  
Even though at first appearance both studies show high concordance, on closer 
inspection some structural differences were listed above. These differences were followed up 
where possible in further analyses to exclude a potential influence of these factors on the 
emotion effects and their differences. 
Topography differences 
Volume level manipulation 
As discussed before, the volume level manipulation was one of the most obvious 
differences between the two studies. In the first study, the stimuli were played to the 
participants at two different volume levels where the words were randomly assigned to one 
of the two volume levels. One could assume that the random presentation at two different 
volume levels led to a stronger focus on the volume level and thereby probably withdrew 
attention from the emotional content of the word. This might have led to an altered processing 
of the stimuli and thus to differences in the ERP results.  
However, as was revealed in Study 1, volume level was not interacting with the factor 
emotion. This would argue against volume level manipulation being the cause for the 
differences in emotion effects. Nevertheless, since it was one of the most obvious differences 
between the two studies, visual inspection and topographic comparisons were calculated 
comparing high volume and low volume words to elucidate whether differences are shown 
between the two categories. Mean amplitudes in the relevant time windows were normalized 
within each condition (high and low volume) and participant by dividing them by the GFP. 
Normalized amplitudes were investigated with repeated-measures ANOVA with the factors 
electrode x volume level. Furthermore, it was of interest if one category shows higher 
similarity to the emotion effects in Study 2. 
Figure 4.1 (panel B) shows the difference maps for negative compared to neutral 
words separately for the high and low volume condition. Overall,  difference maps for both 
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volume levels show a comparable distribution of a frontal positivity and a central to posterior 
negativity. This observation was implicitly approved by the topographical comparisons, 
revealing no significant differences between the maps for high and low volume words and 
none of the investigated time windows, all Fs(63, 1764) <1.7. It is visible especially in the first 
two time frames that there is a comparatively isolated negativity around central electrodes 
for low volume words. The negativity for high volume words does spread from posterior to 
central electrodes as well, however being less spotty. Nevertheless, none of the volume level 
conditions shows clear similarities with the EPN-like distribution of Study 2.  
Additional visual presentation in Study 2 
 Apart from the missing volume level manipulation in Study 2, words were additionally 
presented in their written modality. The subsequent visual and auditory presentation was 
realized in a block design and the order of blocks was counterbalanced across participants. 
Consequently, for half of the participants the words were unknown when hearing them in the 
auditory block, whereas the other half had already read them before.  Possibly, the visual 
presentation of the words before the auditory presentation simply have led to some kind of 
repetition effect and thereby to a differential processing of the auditory stimuli.Therefore, it 
was investigated whether the block order (first visual then auditory block or vice versa) 
influenced the event-related potentials occurring to the spoken words. If there were an 
influence of block order on the auditory-evoked components, it would be conceivable that the 
missing visual presentation in Study 1 would have caused the differences in emotion effects  
across the studies. Due to a lack of power when splitting the participants into two groups, data 
of Experiment 1 and 2 were collapsed for the analysis in the time frame 464-515 ms. Again, 
repeated-measures ANOVA were calculated in the respective time frame of the auditory 
emotion effect, including the within subject factors emotion (3- positive, neutral, negative), 
cluster (16 á 7 electrodes) and block order as between subject factor. This analysis revealed 
no effect of block order on the emotion effect in the auditory modality, F(1,45) < 1. This 
indicates that it did not make any difference whether participants had read the words before 
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hearing them. Therefore, the missing visual presentation of the words did not seem to lead to 
differences in emotion effects across both studies.  
Gender effects 
In Study 1, data was collected solely from female participants, whereas in Study 2, both 
male and female participants took part. Even though, there was no specific reason for that, it 
would still be possible that men and women process the words differently. Therefore, it was 
investigated whether in Study 2, ERPs to spoken words show differences for male and female 
participants. Again, data of both experiments were collapsed for better statistical power. 
Gender was included as between-subject factor in the overall ANOVA.  
The analysis revealed a significant effect of gender on the overall activity in the time 
frame 464-515ms, F(1,45) = 5.228, p < .05, ηp2 = .104. However, no interaction of the factor 
gender with any other factor (cluster, electrode or emotion) was revealed. Only a trend for 
significance was discernible for the interaction gender x cluster, F(15,675) = 2.155, p = .096, 
ηp2 = .046. Post-hoc analysis in the anterior and posterior ROI defined for the emotion effect 
only revealed trends for an influence of gender, F(1,45) = 3.137, p = .083, ηp2 = .065 and 
F(1,45) = 2.585, p = .115, ηp2 = .054, respectively. As becomes visible also from Figure 4.1 
(panel C), the effect of the participants’ gender was mainly driven by Experiment 2 (human 
voice), showing higher discrepancies between female and male difference maps.  For female 
participants, difference maps show an isolated positivity at fronto-central electrodes, whereas 
the positivity for male participants is broader and spans further towards frontal electrodes. 
The complementing negativity for male participants is shown highest at posterior electrodes 
for positive words and spans further towards parietal electrodes, whereas for female 
participants the negativity is less distinct and even spreads towards frontal electrode sites.  
Overall, for male participants higher amplitudes are shown as compared to female 
participants. In addition, it was confirmed that Experiment 2 mainly drove the gender effect 
by overall ANOVAs calculated separately for both experiments. For Experiment 2, this ANOVA 
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showed a trend towards significance of gender as between-subject factor for Experiment 2, 
F(1,20) = 3.364, p = .082, ηp2 = .144, but a non-significant result for Experiment 1, 
F(1,23) = 1.285 , p = .269, ηp2 = .053.  
 
Latency differences 
In Study 1, emotion effects were revealed starting 370 ms after word onset and lasting 
up to 530 ms. In Study 2, emotion effects showed longer latencies and started only 460 ms 
after word onset. The last time frame in Study 1 (477-530 ms) shows the highest resemblance 
with the EPN-like emotion effect of Study 2. This was confirmed by analyzing amplitude 
differences between 477-530 ms in a comparable anterior and posterior ROI as in Study 2. For 
both ROIs emotion effects were revealed in anterior and posterior ROI, F(2,56) = 3.589 , 
p < .05, ηp2 = .114. and F(2,56) = 4.344 , p < .05, ηp2 = .134, respectively. The earlier onset of 
the emotion effect together with the different distribution at scalp topography level might 
lead one to assume that in Study 1 an earlier effect (e.g. N400-like) is interfering with or 
preceding the EPN-like effect. Figure 4.2 shows again the scalp distribution of the difference 
between negative and neutral words in the three consecutive time frames between 371 and 
530 ms of Study 1. In comparison, the figure shows the same contrast of negative minus 
neutral words for both experiments of Study 2 in the same time frames. For Experiment 1, the 
distribution of difference waves at scalp level shows no clearly delimited distribution of 
positivities and negativities for this contrast. The scalp topography for Experiment 2, 
however, shows a frontal positivity and a negativity at parieto-occipital electrodes. This 
distribution shows high similarity to that of Study 1, being slightly more lateralized to the left. 
To verify whether this time frame of Study 2 shows a resembling emotion effect, a repeated-
measures ANOVA was calculated in a parieto-occipital ROI comparable to that of Study 1. No 
significant difference between emotion categories in any of the investigated time frames of 
Experiment 2 was revealed, all F(2,42) < 1.9. 





 This chapter of my dissertation was aiming at getting a better understanding of the 
existing differences in emotion effects across the two studies. Additional visual inspections 
and statistical analysis of the data were done to find the underlying cause of the differences 
in terms of latencies and scalp distributions of the corresponding difference waves. First, I 
focused on the differences in scalp distributions of the emotion effects. The participants’ 
gender was investigated as a possible influence in order to clarify whether the restriction to 
female participants in Study 1 could have caused differences in the neural  processing of 
emotional words. An influence of gender in the time frame of the emotion effect in Study 2 
was actually detected, especially driven by the second experiment. However, this effect was 
neither interacting with the factor emotion nor detected in the ROIs of the emotion effects. 
Sex differences on event-related potentials are evident in the literature in several studies: 
Figure 4.2 Comparison of emotion effects of Study 1 with the same contrasts at 
the same latencies of Study 2. The upper panel depicts significant emotion effects 
as difference maps between negative and neutral stimuli revealed In Study 1. The 
lower two panels depict the same contrasts for Experiment 1 and 2 of Study 2 at the 
same latencies as emotion effects of Study 1. 
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Electrophysiological correlates of initial lexical-semantic access were shown to be similar in 
men and women, whereas higher order semantic processing differed between the sexes, being 
evident in earlier and longer lasting context effects on the N400 component for women (Wirth 
et al., 2007). Shorter latencies and higher amplitudes of N400 effects in women were shown 
in auditory semantic processing as well, whereas men showed aufmented LPC effects 
(Daltrozzo et al., 2007). These results suggest a dissociation between men and women during 
semantic (auditory) processing; therefore, it is possible to find a dissociation in processing of 
emotional semantics as well. However, the present results show stronger effects for men 
compared to women, which is in contrast to the results of the above reported studies. 
Importantly, a further look at the scalp topographies of emotion effects for female participants 
revealed no higher similarity to emotion effects in Study 1. Therefore, it seems improbable 
that the additional male participants in Study 2 led to the differences in scalp topographies of 
the emotion effects across studies. Nevertheless, it may be noted that the processing of spoken 
words (at least in this specific time frames) seem to differ between female and male 
participants. 
In addition, it was investigated whether the additional visual presentation of the 
stimulus words in Study 2 influenced topographies of the emotion effects. It would be 
conceivable that a previously built visual percept or the higher number of repetitions of each 
word led to a different processing of the auditory words. However, the results revealed no 
influence of block order, which means by implication it made no difference whether 
participants had read the words before the auditory presentation or not. Consequently, in my 
opinion, it is unlikely that the differences in emotion effects across both studies were caused 
by the additional presentation of the same words in the visual domain.  
Even though volume level was not interacting with the factor emotion in Study 1, a 
depiction of the difference maps of negative and neutral words separated by volume level 
condition showed slight differences between high and low volume condition. This might 
indicate that, even though not found in the ANOVA across all electrodes, volume level might 
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to some extent influence emotional processing, leading to slight differences, specifically in a 
central negativity. 
In addition to the differences at scalp topography level, emotion effects differed in 
their latencies across both studies. Emotion effects in Study 1 were revealed in three 
consecutive time frames between 370 and 530 ms, whereas in Study 2 emotion effects only 
occurred roughly between 460 and 520 ms. A visual inspection of the data of Study 2 in the 
same (earlier) time frames as in Study 1 (with the same contrast - negative minus neutral) 
revealed topographies with resemblances to Study 1 for experiment 2 (Figure 4.2). This 
resemblance appears to be much bigger than the initial comparison of the emotion effect 
across both studies in the different time frames (Figure 4.1, Panel A). This observation allows 
the speculation that the effects not simply differ in terms of latencies and topographies, but 
that Study 1 shows an additional emotion effect, with a more N400-like topography as 
discussed before in chapter 2. This in turn would explain the latency- as well as the scalp 
topography differences. In the latest time frame of Study 1 (477-530 ms), this N400-like effect 
seems to merge into an EPN-like topography. When only comparing this last time frame with 
the emotion effects of Study 2, it becomes apparent that these overlapping time frames in both 
studies show higher concordance in terms of topographies than the two earlier time frames.  
When assuming that the topography and latency differences result from an additional 
preceding emotion effect in Study 1, the question remains open what actually caused such a 
supplemental effect. Furthermore, the reason for the valence differences of the emotion 
effects were not answered by now, as in Study 1, emotion effects were driven by negative 
content only, whereas in Study 2, effects were mainly resulting from positive valence. In my 
opinion, with the present data it was not possible to elucidate where this difference was 
resulting from and future research is needed to answer the open questions. 
All in all, the findings concerning the cause for the differences across both studies 
appear rather heterogeneous and do not point to a clear result. When taking into account all 
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analysis described above, I would argue that in Study 1 the emotion effect of Study 2 is 
preceeded by an additional emotion effect. Unfortunately, with the additional analysis in this 
chapter it was not possible to reveal the origin of this additional emotion effect.  
When considering the earlier effects in Study 1 as being N400-like effects, it is 
conceivable that for negative words the presentation at different volume levels might have 
matched the expectation of the participants less than for neutral words, as the N400 is often 
occurring to expectancy violations. Negative stimuli comprised words related to both sadness 
and anger. Sadness is an emotion that is most commonly portrayed less intense and in terms 
of vocal utterances with emotional intonation linked to smaller amplitudes (Scherer, 2003). 
Contrary to this, anger is an intense emotion and connected to higher amplitudes. This close 
association of different emotions with different amplitude levels might generalize to spoken 
utterances with emotional content as well. Therefore, a presentation of words of sad content 
with a high volume might have led to violations of expectancies and therefore to N400 effects. 
The same might be true for words of anger-related content presented at low volume level. 
However, a closer look on the negative stimulus words revealed that only fourteen of the 
twenty-four stimulus words were clearly assignable to one of the two categories, resulting in 
a lack of power. The calculated difference maps of low volume angry words minus high volume 
angry words and high volume sad words minus low volume sad words did not show a N400-
like topography. Nevertheless it would still be possible that the volume level manipulation 
was the causal agent for the differences. Not knowing whether to prepare for a high or low 
volume level might have changed the whole context of the experiment and in turn led to 
different emotion effects as well. However, future research is needed to finally calrify the 
reason for the different emotion effects to spoken words.
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5 General Discussion 
 The main aim of the present dissertation was to investigate effects of emotional 
content on auditory event-related potentials evoked by single spoken words. For written word 
processing, several studies had investigated the boundary conditions and functional locus of 
emotion effects on event-related potentials. In contrast to this, for the auditory modality 
almost no study had investigated the effect of emotional content on spoken word processing. 
Thus, this work was designed to investigate whether emotional content does modulate 
auditory-evoked potentials reliably and how attention driven by physical stimulus properties 
and social significance of the speaker might interact with these effects. Within this it was of 
particular interest, whether the effects in the auditory modality show similarities to emotion 
effects to words in the written modality.  
 For this purpose, in two studies the processing of single spoken nouns uttered in a 
neutral prosody and their possible modulation by emotional content was investigated to their 
full extent. First of all, effects of emotional meaning on event-related potentials were evident 
in both studies. Accordingly, it can be concluded that the processing of single spoken words is 
modulated by emotional content of a word, as was shown for visual word processing in 
numerous studies. The question remains whether these emotion effects show similarities to 
the visual counterparts or whether they occur in a different way. 
In Study 2, emotional meaning modulated ERP amplitudes roughly between 460 and 
520 ms. This effect was stable and occurred in both experiments unaffected by the social 
significance of the speaker’s voice. Even though segmentation borders were revealed 
independently of each other, effects occurred at almost exactly the same latencies  in both 
experiments, thus confirming the reliability of the effect. It should be noted that, overall, 
effects of emotional content on auditory-evoked potentials are weaker than in the visual 
modality, which is reflected both in effects at scalp topography level and in analyzed sources. 
The effects were mainly driven by positive valence compared to neutral content; however, 
Chapter 5   
80 
 
negative content elicited a similar effect (Experiment 2). From a merely observational point 
of view, this component shows quite a high resemblance with the EPN known for visual 
emotional stimuli, more precisely a posterior negativity with its counterpart, an anterior 
positivity. However, it has to be emphasized that a resemblance is only revealed for the 
difference between emotional and neutral stimuli. The underlying topographies for the single 
emotion categories look highly different across both modalities. Therefore, the question has 
to be posed whether the purely observational resemblance is sufficient to determine this 
component as being the counterpart to the EPN for written words.  
To my knowledge, the only evidence for the existence of an “auditory EPN” originates 
from two studies carried out by the same group (Mittermeier et al., 2011; Jaspers-Fayer et al., 
2012). In my opinion, there is some vagueness concerning their approach and their motives 
for defining their effects as “auditory EPN”. First, they do not compare the processing of 
emotional content to processing of neutral content but the processing of emotional syllables 
(uttered with emotional prosody) or words of emotional content to the processing of neutral 
tones. Therefore, these effects might reflect more general differences in stimulus processing 
than solely differences in emotional meaning. Furthermore, they do not explain their motives 
for defining this component as an equivalent to the visual EPN. Mittermeier and colleagues 
define the highest negative value at three parietal electrodes (P3, Pz and P4) as EPN “peaks” 
and Jaspers-Fayer and colleagues investigate amplitudes at one single parietal electrode (Pz). 
Finally, the experimental set up used by both groups is identical, but the allegedly identical 
“auditory EPN” occurs in rather different time frames . Jaspers-Fayer and colleagues found 
effects between 132 to 156 ms and from 252 to 392 ms after word onset, whereas Mittermeier 
and colleagues revealed effects 150 and 190 ms post-stimulus (stimulus durations:  tones and 
syllables: 250 ms; words: 500 ms). 
Certainly, there are several criteria for defining a component as an equivalent to a 
known ERP as for example comparable latencies, comparable scalp topographies, having the 
same functional locus or the same neural generators. In terms of latencies, emotion effects 
 General Discussion 
81 
 
found in Study 2 differed by about 200 ms from the onset of the visual EPN. However, the same 
latency for an auditory equivalent would have been rather surprising due to the incremental 
nature of auditory stimuli. On average, the presented words have a duration of 650 ms, hence 
it takes some time until the content of the words builds up, whereas in the visual modality 
complete information is available at onset of stimulus presentation. Nevertheless,  Marinkovic 
and colleagues (2003) showed a converging of activation in supramodal networks for 
semantic access for visual and auditory word processing around the same time point (~ 230 
ms after word onset). However, I want to bringt into focus that auditory words in their study 
were shorter than the written words (on average 0.7 syllables shorter).  
Some aspects indicate a comparable functional locus of the reported effects to the 
visual EPN as well: First, both are evoked by the same words within the same group of 
participants. Additionally, both effects show a stronger impact of positive valence than of 
negative valence. Furthermore, like the visual EPN, also the auditory emotion effect 
presumably occurs at a post-lexical processing stage. However, for the auditory modality, this 
is only an assumption, since lexical access is assumed to have taken place in order for emotion 
effects to occur. Finally, further investigations would be needed to determine whether both 
components have a comparable functional locus, for example to answer the question if the 
auditory effect is shown for different stimulus domains as it was shown for the visual EPN.  
In addition to a comparable functional locus, a counterpart in a different modality 
would furthermore be reflected by comparable neural generators. Since the visual EPN is 
known to reflect an enhanced allocation of sensory resources in the visual cortex (e.g. Schupp 
et al., 2004; Kissler et al., 2009; Bayer and Schacht, 2014), for an auditory equivalent it would 
be expected to find an enhanced activation of auditory areas, respectively. Investigating the 
underlying neural sources revealed activity in at least partly overlapping areas in the inferior 
and superior parietal lobule, which are known to have language-related functions. The SPL 
has in fact already been suggested to be a common neural generator of the visual EPN and its 
equivalent in the auditory domain (Jaspers-Fayer et al. 2012), which would be corroborated 
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by the present results. However, it is important to note that these results only point towards 
an underlying basal activity in comparable brain areas, however, not to a comparable boost of 
brain activity driven by emotional content. Since the resemblance of emotion effects in both 
modalities is found in the difference waves between emotional and neutral stimuli, the 
analysis of the sources of the difference between emotional and neutral words would 
correspondingly be an important comparison. This analysis revealed stronger activation in 
the visual cortex for the emotional written words compared to neutral words, confirming the 
classical assumption of the visual EPN reflecting enhanced allocation of sensory resources in 
the visual cortex across different visual stimulus domains (e.g. Schupp et al., 2004; Kissler et 
al., 2009; Bayer and Schacht, 2014). Unfortunately, the same investigation of the sources of 
the contrasts revealed no significant results for auditory stimuli and the non-significant 
results rather point towards prefrontal areas. Overall, source localization results do not 
support the hypothesis of the effects reflecting an “auditory EPN” any further.  
The reason that primarily led to this classification as “auditory EPN” is the topography 
of the difference waves showing a classical EPN-distribution with a posterior negativity and 
its counterpart, an anterior positivity. Even though showing close resemblances across the 
auditory and visual modality, there are two important points that should be noted: First, for 
most time frames, effects of emotional compared to neutral content were revealed in both, 
posterior and anterior regions. For the visual modality, effects were strongly driven by the 
posterior negativity whereas auditory emotion effects relied stronger on the anterior 
positivity. Second, the resemblance was only revealed when looking at difference waves for 
emotional minus neutral stimuli. EPN effects are usually only depicted as difference maps in 
the literature. However, when considering the underlying topographies for the single emotion 
categories, effects across modalities do not resemble each other at all. For visual stimuli, the 
underlying topographies show frontal negativities and posterior positivities, but centro -
parietal negativities and frontal positivities for auditory stimuli. Accordingly, the posterior 
negativity in the visual modality results from higher posterior positivity by neutral words, 
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whereas in the auditory modality, there seems to be a stronger anterior positivity and 
posterior negativity to emotional as compared to neutral words. This demonstrates that 
different topographies can lead to comparable difference maps, which not necessarily implies 
they reflect the same processes. The fact that the EPN is visible as a difference component 
therefore causes additional difficulties in investigating whether a specific component has an 
equivalent in a different domain. 
Summing up the findings discussed above, it can be concluded that the EPN occurring 
to emotional visual stimuli in Study 2 reflects enhanced activity in the visual cortex. Even 
though basic activity during the time frame of the visual EPN and the auditory emotion effect 
is shown in at least partly overlapping brain areas, the activity at scalp topography level shows 
a highly different pattern. In the difference waves for emotional minus neutral stimuli, these 
different scalp topographies lead to a similarly distributed emotion effect, however, in my 
opinion, this is not reflecting the occurrence of the same component for both modalities. In 
the following, I will call the reported emotion effect evoked by spoken words with the frontal 
positivity and posterior negativity auditory emotion-related component (AEC). The AEC 
occurred in both experiments Study 2, even though acoustic stimuli differed from each other 
across the two experiments. Overall, there were no differences in acoustic parameters 
between the groups of both experiments, which, nevertheless, does not exclude different 
acoustic profiles at single word level, e.g. different durations or fundamental frequencies. 
Furthermore, due to the different speakers’ voice, the auditory stimuli differed in terms of 
their social significance to human listeners. Nevertheless, the auditory emotion-related 
component was revealed in both experiments at the same latencies reinforcing a stability and 
reliability of this effect. 
An attempt was made in Study 2 to elucidate the sources of the AEC, in order to make 
a statement about the neural pathway of emotional auditory word processing and compare it 
to the written modality. According to Hickok and Poeppel (2007), the cortical organization of 
speech perception is based on a dual-stream model, composed of the ventral and the dorsal 
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stream. The ventral stream is built by superior and middle portions of the temporal lobe and 
involved in the processing of speech signals for comprehension (speech recognition). The 
dorsal stream is built by the posterior frontal lobe and the posterior dorsal-most part of the 
temporal lobe and the parietal operculum. It is involved in translating acoustic speech signals 
into articulatory representations and builds an interface with the motor system (speech 
production). In accordance with this, neural generators of the AEC would be expected to be 
found in temporal areas along the ventral stream (rather than the dorsal stream) since the 
task did not require speech production but only speech recognition. Highest activations 
during the time window of the AEC, however, were shown in parietal areas as the inferior 
parietal lobule and the superior parietal lobule with a dominance of the right hemisphere. 
However, when taking into account as well the timing of speech processing, it seems likely 
that the AEC is occurring only later in time.  Marinkovic and colleagues (2003) corroborated 
the dual stream model by Hickok and Poeppel showing auditory word processing to start in 
superior temporal areas (~55 ms), progressing to the preisylvian cortex (~100 ms) and 
proceeding along the ventral stream into anterior and lateral areas of the superior temporal 
gyrus (~250-300ms). After 300 ms activity w shown in a supramodal semantic network as in 
temporal and inferior prefrontal regions. Even though, activity in parietal regions was not 
shown by Marinkovic and colleagues, the IPL and SPL were shown before to have language 
processing-related functions and might be part of the semantic network.  
In Study 1, effects of emotional compared to neutral content were revealed as well, 
mainly driven by negative content. These effects differed in terms of topography as well as 
latency from the auditory emotion-related component of Study 2. As discussed in chapter 4, 
these differences are most likely explainable by a preceding emotion effect prior to the 
auditory emotion-related component. Presumably, the AEC in Study 1 occurred between ~470 
and 530 ms, thus at similar latencies as in Study 2. Approximately, between 370 and 470 ms, 
the AEC was preceded by an emotion effect with a N400-like topography. In comparable 
paradigms, such as visual congruency or syntactic and semantic violation paradigms, the N400 
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was shown to exist similarly for the auditory modality (e.g. Hahne and Friederici, 2002; 
Schirmer and Kotz, 2003; Wicha et al., 2003; Balconi and Pozzoli, 2005; Lück et al.,  2006; 
Erlbeck et al., 2014). Furthermore, Marinkovic and colleagues (2003) have demonstrated a 
transition from modality specific-streams to supramodal networks for semantic access being 
particularly evident for the N400 component. However, evidence for a close relation of the 
N400 with emotional processing is scarce and was shown only in a few studies for visual 
stimuli (Kanske and Kotz, 2007; Herbert et al., 2008; Holt et al., 2009). Additionally, it has to 
be mentioned that N400 effects recorded with comparable setups (mainly average reverence) 
usually occur with a more central maximum. At the end, the question remains what caused 
the additional N400 effect and why it was absent in Study 2. This question needs to be 
adressed in future studies. 
 
Conclusion 
From the outcome of the present investigations, it is possible to conclude that the 
processing of spoken words is modulated by emotional content. This modulation is reflected 
in an anterior positivity and posterior negativity around 460 to 520 ms after word onset, 
referred to as an auditory emotion-related component. The AEC occurred in response to both 
the human voice and the artificial computer voice, and was not affected by the social 
significance of the speaker’s voice. Furthermore, it was present even though the context of 
experiment design was presumably changed by a presentation at different volume levels. At 
the difference level of emotional and neutral content, the AEC bears some resemblance to the 
distribution of the visual EPN; however, mainly due to the different underlying topographies, 
this component is not considered to be an equivalent to the visual EPN. Furthermore, for the 
visual modality, the EPN is assumed to reflect enhanced allocation of visual sensory resources. 
For this reason, a comparable topography for an “auditory EPN” is unlikely to be found. Since 
effects were revealed at both frontal and posterior electrode sites, the component is not 
classified as positivity or negativity but more general as emotion-related component. If 
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anything, the effect could be better classified as frontal positivity than posterior negativity, 
since effects were stronger in frontal regions at scalp topography level and also source 
localizations hint towards an involvement of prefrontal areas, however not reaching 
significance. Concerning a comparison of the underlying neural network during the 
processing of content in spoken and written words, it can be concluded that the processing 
activates brain areas which are at least partly shared in the SPL and IPL. However, when it 
comes to the processing of emotional content compared to neutral content, the analysis of 
neural sources for visual words show an enhancement of activity in the visual cortex whereas 
for the auditory words this analysis did not reveal a satisfying outcome. Nevertheless, also 
based on the different scalp topographies for single emotion categories in both modalities, it 
can be hypothesized that emotional content in both domains interacts differently with neural 
semantic processing. 
Limitations and Future Directions 
Even though the experimental results point towards a strong reliability of the auditory 
emotion-related component, nevertheless some limitations were identified over time. In the 
following, problematic aspects and directions for future research are discussed.  
A first limitation of the present study is the stimulus material, which was taken from a 
former study (Bayer et al., 2012a). For the visual modality, these words were shown to elicit 
typical emotion-related ERP components. Furthermore, stimulus categories were controlled 
for several important linguistic parameters, such as word frequency, number of letters and 
syllables and imageability ratings. On average, stimulus words were 2.03 syllables long, 
however the shortest word was one syllable and the longest four syllables. For a visual 
presentation of words, such variability in length is not problematic due to the instantaneous 
presentation of stimulus information. However, for auditory stimuli, a stronger limitation of 
word length would be necessary, since here stimulus information is presented serially. 
Consequently, for auditory words, the point in time where enough information is available for 
uniquely identifying the right word (uniqueness point) differs. Presumably, this variability in 
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the length of stimulus words led to a poor synchronicity of the processing of content and thus 
to a reduced synchronicity of emotion effects. It is conceivable that this low synchronicity led 
to the weaker effects at scalp topography level as well as in the investigated sources.  Possibly, 
the comparison of neural activity for the contrasts emotional minus neutral would have led to 
significant results if the stimulus material would have allowed for a better synchronicity of 
the neural response. Therefore, I want to emphasize at this point the importance of strictly 
controlled stimulus material for the auditory modality of word processing.  
Another approach to achieve a better synchronization of auditory ERPs would be a 
segmentation of data according to the uniqueness points or recognition points of the words 
instead of word onset. Computed by reference to a phonetic dictionary, the uniqueness point 
is the earliest moment at which a word can be uniquely distinguished from all others in terms 
of a sequential phoneme-by-phoneme comparison. There is empirical evidence that the 
uniqueness point bears close relationship to the recognition point, that moment in time at 
which a word can be recognized from the acoustic input (cf. Marcus and Frauenfelder, 2007). 
Since the uniqueness points of each word differed, consequently their recognition process 
differed as well and might have taken longer for some words than for others, which in turn 
led to a poor synchronization of the electrophysiological signal. Unfortunately, the Berlin 
Affective Wordlist (Võ et al., 2009) from which the words were selected did not contain 
information about the uniqueness points. Attempts to find the missing information in other 
databases was not successful either. Furthermore, a segmentation according to uniqueness 
point would presumably not be sufficient enough, since it is not clear whether it can be 
equated with the recognition point of the words or whether the latter is affected by factors as 
word frequencies or orthographical neighbors. In order to reduce the temporal jitter in the 
data to a minimum, a segmentation according to the recognition point would be the most 
suitable approach. However, the determination of the recognition points of the present 
spoken word material would require a complex experimental investigation, which was not 
realized during this dissertation. In addition to that, the initial idea was to directly compare 
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the effects of emotional content in the spoken modality to those for written words. For 
“normal” visual word presentation (as opposed to rapid serial visual presentation RSVP for 
example), no recognition point exists since whole information is available upon word onset. 
In order to determine when, in comparison to visual word processing, emotion effects appear 
in the auditory domain, it was therefore necessary to investigate them based on word onset. 
Continued research on emotion effects in spoken word processing should consider to select 
stimulus material from databases, which contain the uniqueness points of the words as well 
or determine the recognition points in a separate experiment with a successive presentation 
of word fragments.  
The present dissertation was specifically aiming on investigating effects of emotional 
content on spoken word processing isolated from (emotional) prosody. This was done in 
order to be able to directly compare the effects occurring in the spoken modality to the known 
effects for written words, which do not contain this second information channel. However, it 
has to be mentioned that these two channels (semantic information and prosody) are 
intertwined and show complex interactions (e.g. Wambacq and Jerger, 2004; Schwartz and 
Pell, 2012). It has to be taking into account that words with emotional connotation but spoken 
with a neutral prosody might represent a sort of discrepancy or incongruence, possibly 
elicting a conflicting processing. Therefore, future studies should include different emotion 
categories (positive, neutral, negative) at level of both, semantics but also prosody. It should 
be compared whether effects of emotional content spoken with a neutral prosody are 
comparable to effects of emotional content with congruent prosody.   
Another aspect that has to be mentioned is an unintended peculiarity of the neutral 
noun category: Most neutral words depict physical objects whereas positive and negative 
words are mostly describing concepts. Even though it is not obvious how this property of the 
neutral word category is effecting the observed neural differences, there is evidence that the 
concreteness of linguictic material is interacting with emotional processing (Kousta et al., 
2009; Kousta et al., 2011; Vigliocco et al., 2014). It is, however, important to note that the 
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selected words were matched in terms of imageability ratings, which speaks against a great 
difference in the abstractness of the emotion categories. Nevertheless, a systematic difference 
exist between the categories that deserve further attention in future studies.  
Clearly, future research will be required to elucidate the reason for the differences 
across both studies and to investigate the boundary conditions of the N400-like effects to its 
full extent. It was hypothesized that the differences occurred due to context effects evoked by 
the unpredictability of the anticipated volume level of the next stimulus. Future research 
should further elucidate the boundary conditions of the occurring emotion effects in spoken 
word processing, e.g. under which conditions the AEC is preceded by the N400-like effect, in 
which contexts it is mainly driven by positive valence, if there is a modulation of the effect by 
arousal of the words or whether it does occur to adjectives and verbs as well.  In a first step, it 
would be interesting to combine both studies of this dissertation into one experiment, being 
able to directly compare emotion effects in a condition with volume level manipulation to a 
condition without and thereby elucidating whether this was infact the causal agent for the 
additional N400-like effect.  
In the present dissertation, first attempts were made to compare the neural pathways 
of the processing of emotional content in the written and spoken modality. Since EEG is a 
method that provides a very good temporal resolution but is restricted in its spatial 
resolution, it is not the most suitable method to detect the underlying neural mechanisms of 
the emotion effects. To further elucidate if emotion effects on word processing rely on a 
comparable neural system, combined EEG and fMRI would be a conceivable approach. 
Future work should furthermore consider investigating more natural speech 
segments, for example as emotional words embedded into short neutral sentences. Single, 
isolated words are encountered rather seldom in natural settings and might be even more 
artificial for the spoken modality as compared to the visual modality, where we might 
encounter them in newspapers, advertisements etc. Nevertheless, for understanding emotion 
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effects on a more complex level as in whole sentences or even longer speech segments, it is 
important to start at the very basis that is single spoken words. 
In conclusion, in the present work I took decisive step in determining effects of 
emotional content modulating ERPs elicited by spoken word processing. With this 
dissertation, I filled the existing gap concerning research on spoken words with emotional 
content to a big extent. Clearly, future research is needed to finally clarify the boundary 




Appendix Table A 
Seventy-two german nouns of three different emotion categories (positive, neutral and 
negative) selected as stimulus material (english translation in brackets) for written and 
auditory presentation 
Positive Nouns Neutral Nouns Negative Nouns 
Begegnung (encounter) Batterie (battery) Aas (carrion) 
Ekstase (ecstasy) Daumen (thumb) Abfall (waste) 
Erotik (eroticism) Dokument (document) Angeklagte (defendant) 
Fee (fairy) Eimer (bucket) Bombe (bomb) 
Geburt (birth) Flasche (bottle) Dieb (thief) 
Geschenk (gift) Hocker (stool) Friedhof (cemetery) 
Himbeere (rapsberry) Karton (cardboard) Gefängnis (prison) 
Jubel (cheerings) Kassette (cassette) Grab (grave) 
Kirsche (cherry) Kiesel (pepple) Granate (grenade) 
Klavier (piano) Kiste (box) Käfig (cage) 
Kunst (art) Krawatte (tie) Krankheit (disease) 
Landschaft (landscape) Linie (line) Last (burden) 
Lust (passion) Magazin (magazine) Leiche (corpse) 
Ozean (ocean) Pendel (pendulum) Mord (murder) 
Partner (partner) Schrank (cupboard) Munition (munitions) 
Party (party) Schraube (screw) Sarg (casket) 
Pracht (splendor) Schwamm (sponge) Schlacht (battle) 
Reise (journey) Stamm (trunk) Schlag (stroke) 
Schatz (treasure) Strumpf (stocking) Teufel (devil) 
Sex (sex) Stuhl (chair) Torpedo (torpedo) 
Spaß (fun) Teppich (carpet) Übelkeit (nausea) 
Treffer (strike) Tisch (table) Überfall (attack) 
Vorspiel (foreplay) Wand (wall) Verletzung (injury) 
Wochenende 
(weekend) 
Weste (vest) Warze (wart) 
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