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Process-oriented ecologicalmodels are frequently used for predicting potential impacts of global changes such as
climate and land-cover changes, which can be useful for policy making. It is critical but challenging to automat-
ically derive optimal parameter values at different scales, especially at regional scale, and validate themodel per-
formance. In this study, we developed an automatic calibration (auto-calibration) function for a well-established
biogeochemical model—the General Ensemble Biogeochemical Modeling System (GEMS)-Erosion Deposition
Carbon Model (EDCM)—using data assimilation technique: the Shuffled Complex Evolution algorithm and a
model-inversion R package—Flexible Modeling Environment (FME). The new functionality can support multi-
parameter andmulti-objective auto-calibration of EDCM at the both pixel and regional levels.We also developed
a post-processing procedure for GEMS to provide options to save the pixel-based or aggregated county-land
cover specific parameter values for subsequent simulations. In our case study, we successfully applied the up-
dated model (EDCM-Auto) for a single crop pixel with a corn–wheat rotation and a large ecological region
(Level II)—Central USA Plains. The evaluation results indicate that EDCM-Auto is applicable at multiple scales
and is capable to handle land cover changes (e.g., crop rotations). The model also performs well in capturing
the spatial pattern of grain yield production for crops and net primary production (NPP) for other ecosystems
across the region, which is a good example for implementing calibration and validation of ecological models
with readily available survey data (grain yield) and remote sensing data (NPP) at regional and national levels.
The developed platform for auto-calibration can be readily expanded to incorporate other model inversion
algorithms and potential R packages, and also be applied to other ecological models.
Published by Elsevier B.V.
1. Introduction
Mathematical models, especially process-oriented models, are
widely used to support decision making in environmental disciplines
because they can characterize and predict landscape processes and con-
sequences (Liu et al., 2008b). Themajority of ecologicalmodels are built
for research purposes, but increasingly also for forecasting andmanage-
ment purposes (Marta-Almeida et al., 2012; Rykiel, 1996). These
numerical models, however, usually contain parameters which may
be hard to measure (Janssen and Heuberger, 1995; Luo et al., 2001;
Van Oijen et al., 2005; Wu and Liu, 2012a; Yuan et al., 2012) or cannot
be determined using field measurement because of scaling effects (dis-
crepancies between measurement and modeling scales) (Beven, 2001;
Juston et al., 2010). Hence, model calibration is required to estimate
and adjust model parameters and constants to improve the agreement
between simulations and the corresponding observations (Janssen and
Heuberger, 1995; Larssen et al., 2007; Pereira et al., 2008; Rykiel, 1996;
Zhang et al., 2009a). This procedure is fundamental and critical for eco-
logical model applications (Janssen and Heuberger, 1995; Larssen et al.,
2007; Mazzotti and Vinci, 2010; Rykiel, 1996).
Conventional manual calibration can incorporate the knowledge
and experience of modelers through analysis of results and common
sense reasoning when searching new values for each parameter
(Pereira et al., 2008). However, it is subjective, time-consuming, and
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challenging when calibrating more than one parameter and satisfying
multiple constraints (i.e., multi-objective calibration) for biogeochemical
models (Liu et al., 2008b). Further, it could be impractical to obtain the
globally optimal set of parameter values for non-linear models using a
manual approachwhich is labor intensive and associatedwith subjective
experience. Additionally, the size of a study area can dramatically in-
crease the difficulty to derive spatially-explicit parameter values
(i.e., the spatial variability of a parameter) (Liu et al., 2008b).
With the development of computer technology, auto-calibration
was proposed and attracted increasing attention over the past decades
(Gupta et al., 1999; Vrugt et al., 2003; Zhang et al., 2009b). Simple tech-
niques such as controlled random search or linear regression methods
can be useful for some simple data-oriented models. However, because
these techniques are based on systematic and exhaustive generation of
parameter arrays and thus require a huge number of model iterations,
they are inapplicable of deriving the globally optimal values for non-
linear, process-oriented models which are usually computationally-
intensive. From literature, there are a number of global optimization
techniques available, such as Shuffled Complex Evolution (SCE) (Duan
et al., 1992), Artificial Neural Network (ANN), Genetic Algorithm (GA)
(Goldberg, 1989; Holland, 1975),Multi-objective Evolutionary Algorithm
(MOEA), Kalman Filter, and the Flexible Modeling Environment (FME)
(Soetaert and Petzoldt, 2010), which was developed and implemented
using the General Public License (GPL) R software (R Development Core
Team, 2009). For example, Wu and Liu (2012a) developed a universal
modeling framework to incorporate the R-based FME into a Fortran-
based model such as the Soil and Water Assessment Tool (R-SWAT-
FME) to conduct parameter optimization, sensitivity, and uncertainty
analysis. Although this framework was tested for SWAT, it can be readily
applied to other environmental models. Ricciuto et al. (2008) performed
a Bayesian calibration of a simple carbon cycle model at global-scale
using the Monte Carlo Markov Chain (MCMC) technique. For the well-
established biogeochemical model CENTURY, Liu et al. (2008b) adopted
a nonlinear inversion technique—PEST (PEST, 2003)—tomatch the simu-
lated net primary production (NPP) with Moderate-Resolution Imaging
Spectroradiometer (MODIS) NPP. Chen et al. (2008) used another
technique—smoothed ensemble Kalman Filter (SEnKF)—to achieve the
model-data assimilation for the same model.
In this study, the primary objective is to develop automatic calibra-
tion (auto-calibration) for the General Ensemble BiogeochemicalModel-
ing Systems-Erosion Deposition CarbonModel (GEMS-EDCM) (Liu et al.,
2003b, 2004), at multiple (especially the regional) scales, using the
widely-used SCE algorithm and the R package FME. The updated EDCM
is named EDCM-Auto, which can be implemented to derive the optimal
parameter values for each individual pixel. GEMS, which originally man-
ages the spatial data and prepares input for EDCM, ismodified to provide
observation data for the auto-calibration procedure and include options
to either save these derived pixel-based parameters by EDCM-Auto or
further derive the county-land cover specific parameter values through
aggregation (i.e., parameter post-process) before model application.
The developed EDCM-Auto can accommodate multi-parameter and
multi-objective (i.e., satisfying multiple model output variables such as
grain yield, NPP, and biomass) calibration and deal with land-cover
changes. In a case study, however,we adopted themost sensitive param-
eter (i.e., maximumpotential primary productivity) to demonstrate how
the EDCM-Auto works for model auto-calibration due to the availability
of observation data (grain yield for croplands and MODIS NPP for other
land covers) at the regional scale.
2. Materials and methods
2.1. GEMS-EDCM description
2.1.1. GEMS description
The GEMS was developed by the U. S. Geological Survey (USGS) to
provide spatially explicit biogeochemical simulations over large areas
via integrating well-established ecosystem biogeochemical models
and various spatial databases (Liu et al., 2004). GEMS is a new type of
land-use land-cover change (LULCC)-oriented, regional-level biogeo-
chemical simulation system assimilating spatially dynamic databases
such as climate, land cover, management, and disturbances, etc. GEMS
has two major components: Input/output database management and
multiple encapsulated ecosystemmodels. As an interface and platform,
GEMS framework assists users with getting standardized data into and
out of the biogeochemicalmodels that are staged on theGEMSplatform.
Fig. 1 shows the schematic diagram of the GEMS model.
The current GEMS has encapsulatedmultiple site-scale biogeochem-
ical models such as the CENTURY model (Parton et al., 1987, 1994), the
EDCM model (Liu et al., 2003b), and the spreadsheet or paint-by-
number model (PBN) (Liu et al., 2012a). Additional models can be
added into the GEMS framework and share common input data layers.
GEMS can drive these models simultaneously to perform ecosystem
dynamics simulation over time and space, and it has been successfully
used to simulate carbon dynamics (e.g., CO2 and CH4 fluxes and changes
of carbon pools) in vegetation and soil at various spatial scales and for
different regions (Dieye et al., 2012; Liu et al., 2008a, 2011; Tan et al.,
2005, 2009, 2010; Zhao et al., 2010a,b).
Technically, the GEMS framework has relatively few pre-requisites
that include HDF5 and netCDF4 libraries as well as the GNU XML
parser libraries. Individual models are linked into the framework at
compile time as standard C or C++ function calls. By using the control
file which defines the input and output variables and other settings
(e.g. the sampling rate, the size of themovingwidow, and the simulation
period), a user can invoke any of the models with a single executable.
The major function of GEMS can be described briefly as follows:
1) Reads various spatiotemporal database (climate, land cover, etc.)
with standardized NetCDF4 format into data arrays and an attribute
structure and pass them into a specific model library (e.g., EDCM
library) which is responsible for writing out the required input
files for a model (EDCM),
2) Drives a model (e.g., EDCM, CENTURY, and PBN) run with or without
data assimilation followed by opening a series of output netCDF4files
and provides a function to write data arrays to those output files,
3) Utilizes a “moving window” to break up requested model tins into
manageable sizes given hardware resources, yet in the end provides
output files that are continuous for the entire requested geographical
area.
4) Implements sampling approach to speed model simulations in
addition to conventional approach that supports wall-to-wall or
per-pixel only simulations. With the sampling approach, users can
choose different sampling densities to run GEMS tomeet their needs.
2.1.2. EDCM description
EDCM(Liu et al., 2003b) is amodified version of the CENTURYmodel
(version IV) (Parton et al., 1987, 1994). Although EDCM retains the basic
input and output file structures of CENTURY, many changes have been
made in input parameters and simulation algorithms of the underlying
biogeochemical processes. First, EDCM uses up to ten soil layers to sim-
ulate the soil organic carbon (SOC) dynamics in the whole soil profile,
instead of one single top-layer (20-cm) structure of CENTURY. In each
soil layer, EDCMcharacterizes the quantity and quality of SOC, following
the practice used by CENTURY for the top soil layer. This treatment re-
tains the proven applicability of CENTURY model for the topsoil layer
and provides consistency between the top layer and the deeper layers
in EDCM simulations. Second, EDCM can dynamically keep track of the
evolution of the soil profile and carbon storage as influenced by soil ero-
sion and deposition (Liu et al., 2003b), though CENTURY does not have
the capability of simulating SOC dynamics in depositional environ-
ments. Third, instead of using a simple bucket hydrological sub-model
of CENTURY, EDCM has improved the routine for simulating vertical
water fluxes and soil moisture content to enhance the prediction of
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ecosystem productivity and soil organic matter decay by introducing
the stochastic procedures for better representation of diverse climate
regimes (Liu et al., 2003b). Additionally, EDCM has incorporated the
temporal improvement of crop yield based on the yield trends over
1866 to 2009 for 23major crop species, indicating continuous improve-
ment over the past century and is continuing into the future due to
genetic engineering and improved management practices.
In brief, similar to CENTURY, EDCM is a process-based biogeochem-
ical model which can simulate carbon and nitrogen cycles in diverse
ecosystems at a monthly time step and take into account the impacts
of land management and disturbances (Liu et al., 2003b, 2011; Tan
et al., 2009; Zhao et al., 2010a).
2.1.3. Model diagram, input, and output
GEMS utilized a variety of input data layers for an ecological region
(ecoregion) including climate for baseline (Parameter-elevation
Regressions on Independent Slopes Model) (PRISM Climate Group,
2012) and projection (CFS) (Canadian Forest Service, 2012), the National
Land Cover Database (NLCD 1992) (Homer et al., 2007) and projected
land cover by the FORecasting SCEnarios of future land-cover (FORE-
SCE) model (Sohl and Sayler, 2008; Sohl et al., 2007), soils (Soil Survey
Geographic Database (SSURGO)) (USDA-NRCS, 2009), elevation
(National Elevation Dataset (NED)) (Gesch, 2007; Gesch et al., 2002;
USGS, 2012), land and forest management, and disturbances (see Fig. 1).
Each of GEMS inputs was obtained from the published data source and
most are converted to standard spatial (250 m) and temporal (monthly
or yearly) resolutions (Liu et al., 2012b; Schmidt et al., 2011).
Although different biogeochemical models integrated in GEMS have
some distinct output variables, their common output variables include
net primary productivity (NPP), grain production, and dynamics of
carbon pools of vegetation and soils for terrestrial ecosystems. Details
about input data sources and format and output variables and format
can be found in the USGS publication series (Liu et al., 2012a,b,c;
Schmidt et al., 2011).
In terms of the data coverage, all the input data layers have been
setup for the conterminous United States in a standard format (NetCDF),
and time-series data cover a 59-year time frame from 1992 to 2050
(Liu et al., 2012b; Schmidt et al., 2011) except for the grain yield which
is not available for the projection period.
2.1.4. Modeling environment
The GEMS models are executed on IBM rack-mounted cluster
systems, including two six 3950 X5 servers and external disk storage.
Each of the six servers is comprised of four eight-cores totaling four 32
processors per server. With threading enabled, 64 threads are available
per server. In addition, pairs of servers are efficiently coupled together
using IBM's implementation of Intel QuickPath Interconnect (QPI) tech-
nology, presenting a single system configuration of a 128 processor “clus-
ter”. Each component server of a cluster is running CentOS 5.6 x86_64 bit,
and has been configured with one-half TeraByte (TB) of memory per
cluster to allow processing of ecoregion-sized datasets. To support both
the large number of input data layers and output data products, each
paired set of servers has been configured with a 6.5 TB of RAID storage
capacity. This allows all the necessary input and output data layers to
be staged on the server and utilized for all model simulations.
Although the spatial resolution for most GEMS input data layers
is 250 m, GEMS can provide options for full-resolution (wall-to-wall)
simulations or systematic sampling (e.g., 10 × 10 sampling refers to
sampling at 10-pixel interval in both horizontal and vertical directions,
equivalent to 1% sampling rate) to increase throughput of simulations
for regional modeling. The 10 × 10 systematic sampling rate has been
demonstrated to produce statistically accurate results for reporting for
a national-level assessment through comparison of the sampling results
with the full-resolution simulations (Liu et al., 2012a; Zhu, 2011). This
sampling approach can save substantial processing time for model cali-
bration (Liu et al., 2012a) and application without sacrificing accuracy,
and is also used for results presentation in the current study.
2.2. Auto-calibration development
2.2.1. Background
The SCE algorithm is a heuristic global optimization tool and has
synthesized the best features of several existing algorithms, including
a genetic algorithm and the concept of complex shuffling (Duan et al.,
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1992; Le Ngo et al., 2007). This algorithm conducts an efficient and
robust search of the parameter space and has been widely applied for
calibrating various numeric models (Brath et al., 2002; Duan et al.,
1992; Eckhardt and Arnold, 2001; Le Ngo et al., 2007; Madsen, 2003).
In particular, Green and van Griensven developed an auto-calibration
tool (Green and van Griensven, 2008; van Griensven et al., 2006) for
the widely-used hydrological/water quality model, Soil and Water
Assessment Tool (SWAT) (Arnold et al., 1998; Neitsch et al., 2005), by
incorporating the SCE algorithm (Duan et al., 1992).
The R-based FME is a flexible and complex modeling environ-
ment which includes algorithms for inverse modeling, in particular
identifiability analysis (Brun et al., 2001), and sensitivity and Monte
Carlo analysis (Haario et al., 2006; Laine, 2008). FME was successfully
adapted for the SWAT model through the developed framework
R-SWAT-FME (Wu and Liu, 2012a,b, 2014) to conduct the parameter
identifiability, optimization, and sensitivity and uncertainty analysis.
Wu and Liu (2012a) compared SCE and FME in a case study which
demonstrated that both methods perform very well and are compara-
ble to each other in deriving the optimal parameters.
2.2.2. Wrapping EDCM with SCE and FME
Although GEMS incorporates multiple biogeochemical models,
the underlying EDCM was selected as an example to demonstrate the
development of model auto-calibration in this study. In other words,
SCE and FME were directly linked to EDCM instead of GEMS.
Based on our experience of running R-SWAT-FME and SWAT-SCE,
the FME is powerful due to itsmultiple sensitivity and uncertainty anal-
ysis functions and instant visualization, but it runs slower due to the R
script execution and interaction between the two languages: R and
Fortran. In contrast, the SCE algorithm does not have multiple functions
or powerful visualization and was coded in Fortran (i.e., the same
language in which the model is coded), but it executes in less time.
Considering their respective pros and cons, we proposed to wrap both
SCE and FME with the EDCM to provide users alternative options for
model calibration, although SCE is recommended for regional modeling
(with intensive computation load) to make execution times practical.
EDCM, like SWAT, is a Fortran-based program. Therefore, we used
the same methods for wrapping EDCM with SCE and FME as used
for wrapping SWAT with SCE (Green and van Griensven, 2008; van
Griensven et al., 2006) and FME (Wu and Liu, 2012a,b). Because the
auto-calibration tool (SWAT-SCE)was coded in Fortran, it is not difficult
to employ this tool for another Fortran-based model such as EDCM
through moderate modification of the EDCM to accommodate its
own parameter list to be optimized. Details of this technique can be
found in the open source code of SWAT (http://swatmodel.tamu.edu/
software/swat-model/) and its auto-calibration manual (van Griensven,
2006). However, integrating EDCM with the R package (FME) needs
additional effort because it involves two languages: Fortran and R.
As described by Wu and Liu (2012a), a Fortran-based model can be
converted to be an R function using RFortran platform (Thyer et al.,
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Table 1
Calibrated parameter values for a crop pixel with the corn–wheat rotation inDane County,
Wisconsin.
Parameter Parameter description Land cover
(crop species)
Calibrated
value
SCEa FMEb
PRDX Maximum potential production for a
specific vegetation and environment
(g/m2/month)
Corn 655.6 666.2
Wheat 269.3 208.4
a SCE: shuffled Complex Evolution algorithm.
b FME: the Flexible Modeling Environment.
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2011), the Open Multi-Processing (OpenMP), and a customized signal
transfer method. The other technique details for the implementation
can be found inWu and Liu (2012a) and their published softwareman-
ual and package (Wu and Liu, 2012b). Because the developed R-SWAT-
FME, which used SWAT as an example, provides a universal framework
towrap any Fortran/C++modelwith anR packagewe just applied that
framework for the EDCMmodel, and Fig. 2 shows the operational flow-
chart of the developed EDCM-Auto. It isworth noting that there are twoR
script files (R-EDCM.R and EDCM-FME.R) specifically for connecting
EDCM and FME. The R-EDCM.R file contains two R functions: one is R-
EDCM function used for sending a new set of parameters (from FME to
EDCM) and receiving model results (from EDCM to FME), and the other
is R-EDCMcost used for calculating the model-data residual (sum of
squared residuals (SSR)). With the support of these two functions, the
optimization algorithm (i.e., FME functions) contained in the EDCM-
FME.R file can call themodel freely and iteratively to reach theminimiza-
tion of the SSR and obtain the optimal parameter values.
The developedmodel, namedEDCM-Auto, contains two options, SCE
and FME, formodel calibration. Fig. 2 shows the operationalflowchart of
the EDCM-Auto, which also allows users to choose between 1) running
the original EDCMmodel, 2) running the auto-calibration with SCE, and
3) running the auto-calibrationwith FME. In addition, the twooptimiza-
tion algorithms—SCE and FME—use the same objective function: mini-
mizing the sum of squared residuals between EDCM simulation and
observation.
2.2.3. Target variables of model calibration
It is usually necessary to define one or more model output variables
to calculate the objective function during model auto-calibration. For
biogeochemical models, NPP is a key variable because it represents the
net amount of carbon being fixed through photosynthesis into an
ecosystem and then directly regulates the storage and rates of change
of organic carbon in vegetation and soil. Further, the prediction of the
spatial and temporal change of NPP is critical for the simulation of
carbon dynamics for a site or region. For croplands, however, grain
yield is generally the primary variable of interest, which is ground
survey-based. EDCM-Auto supports multi-objective (multiple variables
such as NPP, grain yield, and biomass) calibration and incorporates the
A crop pixel in Dane County, Wisconsin
Fig. 3. Location and the land cover map (2001) of the Central USA Plains (Ecoregion 8.2).
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flexibility to add more target variables as long as the corresponding
observations are available. Considering the limited availability of obser-
vation data at the regional level, we currently used readily available
grain yield survey data and NPP remote sensing data (see Section 2.2.4).
2.2.4. Observation data
The schematic diagram of GEMS with auto-calibration, as shown in
Fig. 1, illustrates that GEMS needs to bemodified to provide observation
data required by the EDCM-Auto. The observation data available for
model calibration at the regional scale include county-based grain
yield survey data published by U.S. Department of Agriculture (USDA)
for crops and 250-mresolutionMODISNPPdata (strictly not ‘observation’
but ‘estimation’ data) for other land cover types (Zhao et al., 2005). The
reason for not using MODIS consistently for crops is that widely-used
USDA grain yield data is relatively more accurate to calibrate the model
for croplands. However, because the grain yield data is county-based,
we assumed the grain yield is the same for all the pixels growing an
individual crop species within a county. This approach may cause a
small bias because it ignores the spatial heterogeneity of the growing con-
ditions (e.g., soil) in a county; however, the parameter post-processes
(aggregating at the county level) may meliorate this situation through
applying the aggregated parameters.
The national USDA grain yield data was collected for a 39-year
(1970–2009) period, but the recent 14-year (1996–2009) datawere con-
verted to the standardnetCDF format for usewhen theUSGS LandCarbon
Project was initiated, and theMODIS NPP data was also converted to this
format, which covers a 10-year period (2001–2010).
2.2.5. Parameters to be optimized
In EDCM and CENTURY, calculation algorithms for NPP use the con-
cept of potential primary productivity (PPP) (Liu et al., 2003a). The PPP
is the optimal primary productivity a system can reach without limita-
tion from controlling variables; whereas NPP depends on both PPP
and the time-varying limiting factors such as moisture, temperature,
and nutrients (Liu et al., 2003a).Moreover, the PPP of a given ecosystem
is a parameter (named as PRDX) which has both genetic and environ-
mental components, and is the foremost parameter used to calibrate
the plant production for different species, environments, and varieties
(USDA, 1993). Therefore, the most sensitive parameter, PRDX, was
selected as the parameter to be calibrated to constrain ecosystem pro-
duction for demonstrating how the EDCM-Auto functions (Table 1),
although more parameters are allowed to be incorporated for calibra-
tion. Some input parameters such as soil physical properties and forest
mortality have been reflected in the input database which is spatially
heterogenic, whereas other important ones such as soil organic carbon
decomposition rates for each carbon pool and NPP allocation rates
between biomass pools were used as suggested by CENTURY (default
parameters).
In addition, it is common to have different land covers between
years (e.g., land cover changes and crop rotations) for a single pixel,
and the parameter PRDX is heavily crop dependent—its value ormagni-
tude can be very different between crop species. Thus, the developed
EDCM-Auto can track the land-cover changes including crop rotation
over time and derive the optimal PRDX for each land-cover type
simulated. This function is demonstrated for a crop pixel with a corn–
wheat rotation in a case study (see results in Section 4.1). Consideration
of land cover changes leads to a hybrid calibration type among single-
ormulti-parameter and single- ormulti-objective calibrations. For exam-
ple, it is single-parameter and single-objective calibration for pixels with
unique land cover or crop species. Instead, it can bemulti-parameter (one
PRDX for a specific land cover/crop species) and multi-objective (grain
yield and/or NPP for all land covers growing on a pixel along time) cali-
brations for pixels with land cover change including crop rotation. This
is because either grain yield orNPP of different specieswould be involved
in a pure crop or non-crop land cover change; whereas both grain yield
and NPP would be involved for land cover change between a crop and a
non-crop.
2.2.6. Parameter post-process
Because EDCM (like CENTURY) is a site scale model, EDCM-Auto can
readily derive the optimal parameters for each individual pixel. We de-
veloped one more function for GEMS—parameter post-process—with
which the pixel-based parameter values can be converted to the land
cover specific parameter values through aggregation at the county level
(Fig. 1). This means that a single parameter value for each individual
crop species within a county will also be derived. Thus, the EDCM-Auto
can implement the auto-calibration at the pixel/site scale and facilitate
model application at the regional scale with two parameter-applying
options (two-scale parameter): pixel-level parameter and county-land
cover based parameter.
3. Case study
To examine the developed auto-calibration function atmultiple scales,
we applied the EDCM-Auto for a single pixel and an entire ecoregion
containing the single pixel.
3.1. A single pixel
We selected a crop pixel with a corn–wheat rotation in Dane County
(Wisconsin), as shown in Fig. 3, to demonstrate the capability of EDCM-
Auto in handling land-cover change such as crop rotation. During a
15-year (1996–2010) period, corn was mainly grown on this pixel,
except for year 2003, 2004, 2007, and 2009whenwheatwas cultivated.
Fig. 4.Observed grain yield versus simulationswith calibratedparameters by SCE and FME
during the 10-year (1996–2005) calibration and 5-year (2006–2010) validation for a crop
pixel located in Dane County, Wisconsin. The crop species grown on this pixel was corn
except for year 2003, 2004, 2007, and 2009 when wheat was grown.
Table 2
Evaluation of model performance in annual grain yield simulation during the 10-year
calibration (1996–2005) and 5-year validation (2006–2010) periods for the crop pixel
with corn–wheat rotation in Dane County, Wisconsin.
Method Period Meana PBb (%) R2c RMSEd
Observed Simulated
SCE Calibration 296.17 292.60 −1.21 0.92 28.39
Validation 285.04 318.80 11.84 0.87 48.56
FME Calibration 296.17 292.15 −1.36 0.94 24.28
Validation 285.04 309.80 8.69 0.85 37.09
a The unit for grain yield is g C/m2/yr.
b PB: percent bias.
c R2: Coefficient of Determination.
d RMSE: Root Mean Square Error, with a unit of g C/m2/yr.
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3.2. An ecoregion
The Central USA Plains (Fig. 3), Level II ecoregion (Omernik, 1987)
has an area of 253,665 km2, and this region belonged to the Wisconsin
and Illinoisan glacier, except for the north-central part which was
covered by the glacial lake Maumee. This ecoregion is characterized
by rolling till plain with local end moraines and lacustrine, calcium
enriched soils (Cormier et al., 2000). The climate is generally humid
and cool with mean annual precipitation ranging from 760 to
1100 mm and mean annual temperature varying from 7 to 13 °C
(Wiken et al., 2011). The daily minimum temperature in winter can
be as low as−12 °C. This ecoregion contains some larger urban areas
such as Chicago (Illinois) and Detroit (Michigan), and several mid-size
and smaller cities and towns. Forest with mixed oak-hickory associa-
tions are common; however, elm, ash, beech, maple are also major
tree species with more prairie to the west. Cropland is extensive with
corn, wheat, and soybean along with dairy industry (Commission for
Environmental Cooperation, 1997, 2008).
3.3. Model implementation
The key input of land-cover database (NetCDF format) is spatially-
explicit and at annual time step, thus the GEMS framework can track
the land cover changes (including crop rotation)well for any individual
pixel and pass this information together with other management prac-
tices and disturbances into the CENTURY or EDCM schedule file, which
records all the events (e.g., land cover change, plant, harvest, fire, and
cutting) on a pixel. The corn–wheat rotation in our first case study is
just an example of all kinds of land cover changes or crop rotations
(which may involve more than two species for some pixels).
As described previously (Sections 2.1.3 and 2.2.4), the input data
layers span 59 years (1992–2050), but the observed grain yield and
NPP data used for model auto-calibration cover 14 years (1996–2009)
and 10 years (2001–2010), respectively, at the national level. For the
sake of consistence and uniformity in the regional implementation of
EDCM-Auto, we used the same 5-year (2001–2005) calibration and
5-year (2006–2010) validation periods for all pixels (including crop
MODIS EDCM MODIS EDCM
NPP g C/m2/yr
Calibration Validation
Fig. 5. Annual spatial NPP of MODIS and EDCM for the entire ecoregion (Ecoregion 8.2) during the regional calibration (2001–2005) and validation (2006–2010) periods. This regional
model simulation is conducted with 1% sampling rate (see Section 2.1.4 for details), and non-vegetated areas (e.g., water and developed areas) are not simulated and thus shown as
no data.
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Fig. 6. Scatter plots of county-based annual total NPP of MODIS and EDCM for forest, grass/shrub, and wetland (left two columns) and grain yield of USDA and EDCM for corn, wheat, and soybean (right two columns) during the regional calibration
(2001–2005) and validation (2006–2010) periods. One data point represents the annual total NPP or grain yield in TgC (=1012 gC) for a county. Red crosses with red evaluation marks and black circles with black evaluation marks refer to results
using initial and calibrated parameter values, respectively.
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and non-crop pixels), although the crop yield data for 2010 is missing.
For the specific crop pixel in Dane County (Wisconsin), however, we
used a 10-year calibration (1996–2005) and a 5-year (2006–2010)
validation.
4. Results and discussion
4.1. Pixel-scale model evaluation
In our case study, we used a single pixel first to examine the model
auto-calibration function before applying it for an entire ecoregion
(presented in the following section). By implementing the EDCM-
Auto for e same crop pixel, we compared the two auto-calibration
algorithms—SCE and FME. The derived optimal parameter values by
SCE and FME are listed in Table 1. The graphical comparisons of annual
simulated grain yield (including corn and wheat) against those
observed during the 10-year (1996–2005) calibration and the 5-year
(2006–2010) validation periods are presented in Fig. 4, suggesting a
general agreement between simulations and observations. We also
used a set of statistical measures including the percent bias (PB)
whichmeasures the average difference between simulations and obser-
vations, coefficient of determination (R2), and Root Mean Square Error
(RMSE), to scale the model performance and the results are listed
in Table 2. During the calibration period, SCE had a lower PB, but
FME was a little better in R2 and RMSE. For the validation, SCE over-
estimated grain yields by 11.84%, while FME also over-estimated them
but with a lower PB of 8.69%. Although SCE performed a little better in
terms of R2, FME indicated a less error (RMSE) (Table 2). Based on the
performance ratings of Moriasi et al. (2007), the monthly simulations
can be evaluated as “good” (R2 N 0.65 and |PB| ≤ 15%) for both calibra-
tion and validation periods. Overall, the simulated grain yields with the
two sets of optimal parameters from SCE and FME behaved very simi-
larly (Table 2 and Fig. 4) andmatchedwell with the observations during
the calibration and validation periods except for a big discrepancy
in corn yield for 2008. Comparing the inputs for year 2006 and 2008
when corn was growing, the average precipitation was nearly the same
(6.9 and 7.0 cm/month) and no difference was found in management-
practice input. Thus, it seemed ‘reasonable’ to have similar corn yields
for these twoyears in terms of ‘modeling’due to similar inputs. Therefore,
we think the substantial over-estimation of corn yield for 2008 may be
attributed to the misrepresentation of precipitation, which is likely
because the real precipitation falling on this pixel (250 m by 250 m)
may be less than the downscaled values from weather gages far from
this pixel considering the spatial heterogeneity of precipitation.
This pixel-scale case study demonstrates that the extendedmodel is
flexible to handle land-cover changes for each pixel, which is very
common in the real world, when implementing model calibration. The
evaluation of model performance (Fig. 4) indicates that both SCE and
FME are comparable and performed well for inverse modeling with
acceptable results.
4.2. Regional-scale model evaluation
After the successful application for a single pixel, we applied
the EDCM-Auto for the entire Central USA Plains ecoregion to examine
its performance. Regional modeling with 250 m resolution is time-
consuming and activating the model calibration algorithm can cost
even more time; we selected SCE, whose execution speed is superior
to FME, to implement the model auto-calibration for the regional level
with a sampling rate of 1% (see Section 2.1.4).
As shown in Fig. 3, there are a number of land-cover types in this
ecoregion, and the EDCM-Auto can deal with all these specific types
except for water and developed areas which are skipped by the
model. During the model auto-calibration, USDA grain yield data were
used to derive the optimal values of PRDX for crop pixels and MODIS
NPP was used for non-crop pixels (see Section 2.2.4). Considering the
USDA grain yield data is county-based instead of pixel-based, we used
the uniform variable NPP to present a spatial comparison at pixel level
between observation (e.g., MODIS NPP) and simulation (EDCM NPP),
as shown in Fig. 5. The visual comparison indicates the model per-
formed reasonablywell in capturing the spatial pattern of NPP at the re-
gional scale, although it is not fair to inspectNPP for crop pixelswith this
figure. We admitted that there are still some discrepancies between
MODIS and simulation in some parts of this ecoregion and in some
years (2002 and 2005). This may come from modeling uncertainties
as both MODIS and EDCM NPP are estimations and mismatch of land
cover types between model input data (250-m resolution) and the
real world as we noticed for some pixels during model debug.
The county-based scatter plots shown in Fig. 6 clearly demonstrate
the good model performance in NPP simulation for non-crop land
covers (forest, grass/shrub, and wetland pixels) and grain yield simula-
tion for crop land covers (corn, wheat, and soybean). It is more prefera-
ble to use Fig. 6 (instead of Fig. 5 which was just for an auxiliary
approach at pixel level) to evaluate themodel performance considering
the fact that USDA grain yield is county based and was used for model
calibration on crop pixels. Fig. 6 shows two sets of results: one is for
using initial parameter values (red crosses) and the other is for using
calibrated values (black circles). Although initial parameter values are
fixed for each land cover type, the calibrated values varied spatially,
and thus a distribution of them (county-land cover based values) was
presented in Fig. 7, showing the difference between assumed and cali-
brated values. From the result comparison shown in Fig. 6, calibration
did improve the model performance in terms of R2, PB and RMSE.
Take the validation for forest as an example, the bias has been reduced
from 31% to 3%, and R2 was elevated from 0.70 to 0.98.
We also compared themodel performance for each ecosystem (crop
type) at the regional scale as shown in Fig. 8, which illustrates that
simulations of annual NPP and grain yield per unit of area (i.e., kg C/m2)
are also in good agreement with the observations (i.e., MODIS NPP and
USDA grain yield).
The evaluation of themodel performance for this regional case study
(Figs. 5, 6, and 8) demonstrates that incorporating the remotely sensed
Initial values
Fig. 7. Comparison of the initial and calibrated parameter values for each land cover in the
Central United States Plains. The calibrated parameter values vary spatially, and thus are
shown as a boxplot distribution among all the counties in this region. The calibrated
parameter values vary spatially, and thus are shown as a boxplot distribution among all
the counties in this region. The top end of thewhisker shows themaximumvaluewithout
exceeding the upper fence (FU = HU + 1.5 × Hspread), upper hinge (HU) is the 3rd
Quantile, the bold line drawn through the box is the median value (2nd Quantile), lower
hinge (LU) is the 1st Quantile, the bottom end of the whisker is the minimum value but
no less than the lower fence (FL = HL − 1.5 × Hspread), and the rectangle box indicates
the hinge spread (Hspread = HU − HL).
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data (NPP) into automatic model calibration provides a feasible ap-
proach and a good example for attempting to solve the challenging
issue—model calibration/validation at large scale—in the ecological
modeling field.
Overall, both case studies justify that the developed EDCM-Auto
can be successfully applied for model auto-calibration at multiple
(pixel and region) scales and can handle land-cover changes (including
crop rotations) as well. In addition, the case studies indicate that our
developed package worked for a variety of ecosystems such as crop
(corn,wheat, soybean), forest, grass/shrub, andwetland. However, esti-
mating uncertainty of simulation results due to parameter uncertainty
would be a concern when the number of parameters increases, which
will be a good subject of further study.
5. Conclusions
In this study, we developed the auto-calibration function for the bio-
geochemical model EDCM by introducing thewidely-used optimization
algorithms: the Shuffled Complex Evolution (SCE) and the Flexible
Modeling Environment (FME). Our case study demonstrates that the
developed EDCM-Auto (with SCE and FME available for EDCM) can be
successfully applied for model calibration at multiple scales (pixel and
region) with satisfactory results in simulation of NPP and grain yield.
Although both SCE and FME work behaved similarly, the former is
recommended for model calibration over large regions with high
computation load because it runs faster than the latter, which instead
can support other R functionalities such as instant visualization. This ex-
tendedmodel is also flexible to deal with land-cover changes and to op-
timize multiple parameters with multiple objectives (e.g., NPP, grain
yield, and biomass) as long as observations are available. In particular,
the method of linking SCE and FME to an ecological model (especially
linking an R package to a non-R model as we presented) can be useful
and valuable for others who would like to utilize these two techniques
for their own ecological models. In fact, applying our method, which
was used for the hydrological model SWAT first, to the biogeochemical
model EDCM justifies the generalizability of our approaches. Additionally,
investigating parameter sensitivity and uncertainty also attracts much
attention especially when the number of parameters to be calibrated
increases, and this would be reflected in our further studies.
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Fig. 8. Regional average annual NPP of MODIS and EDCM for forest, grass/shrub, and wetland ecosystems (left column) and grain yield of USDA and EDCM for corn, wheat, and soybean
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