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Gravitational waves in general relativity contain two polarization degrees of freedom, commonly labeled
plus and cross. Besides those two tensor modes, generic theories of gravity predict up to four additional
polarization modes: two scalar and two vector. Detection of nontensorial modes in gravitational wave data
would constitute a clean signature of physics beyond general relativity. Previous measurements have
pointed to the unambiguous presence of tensor modes in gravitational waves, but the presence of additional
generic nontensorial modes has not been directly tested. We propose a model-independent analysis capable
of detecting and characterizing mixed tensor and nontensor components in transient gravitational wave
signals, including those from compact binary coalescences. This infrastructure can constrain the presence
of scalar or vector polarization modes on top of the tensor modes predicted by general relativity. Our
analysis is morphology-independent (as it does not rely on a waveform templates), phase-coherent, and
agnostic about the source sky location. We apply our analysis to data from GW190521 and simulated data
and demonstrate that it is capable of placing upper limits on the strength of nontensorial modes when none
are present, or characterizing their morphology in the case of a positive detection. Tests of the polarization
content of a transient gravitational wave signal hinge on an extended detector network, wherein each
detector observes a different linear combination of polarization modes. We therefore anticipate that our
analysis will yield precise polarization constraints in the coming years, as the current ground-based
detectors LIGO Hanford, LIGO Livingston, and Virgo are joined by KAGRA and LIGO India.
DOI: 10.1103/PhysRevD.104.044005
I. INTRODUCTION
Gravitational wave (GW) detections by LIGO [1] and
Virgo [2] have made it possible to test general relativity
(GR) in the dynamically extreme and strong-field regimes
[3–15]. The three instruments in the US and Europe will
soon be joined by KAGRA in Japan [16], while this decade
will also see the addition of LIGO India [17]. A growing
detector network will bring not only improvements in duty
cycle and sky-localization capabilities, but also enable
qualitatively new tests of gravity: a larger network will
allow us to thoroughly probe the polarization structure of
GWs, thus testing one of the key predictions of GR.
In vacuum GR, GWs possess only two polarization
states, corresponding to the two helicities of a massless
spin-2 (“tensor”) particle; in the linear basis, these are
conventionally denoted plus (þ) and cross (×). However,
Einstein’s theory is special in this respect: theories beyond
GR generally introduce additional gravitational degrees of
freedom that tend to manifest in nontensorial polarizations
[18]. In fact, generic metric theories of gravity may allow
up to six independent GW polarization states: besides the
two tensor modes (helicity 2), there may also exist two
vector modes (helicity 1), and two scalar modes (helicity
0) [19,20]. The two vector modes are often denoted v1 and
v2 (or x and y), and the two scalar modes are called
breathing (b) and longitudinal (l). Detecting any of these
alternative polarizations, no matter how small in amplitude,
would constitute incontrovertible evidence of nonstandard
physics.
The different polarization states are distinguished by
their local geometric effects. Each mode can be represented
as a spatial basis tensor for the metric perturbation in a local
Cartesian frame in which ẑ is aligned with the direction of
propagation and x̂ and ŷ are oriented in some predeter-
mined way (e.g., rotated by an arbitrary polarization angle
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ψ relative to some reference), e.g., Eq. (8) in [21]. In the
small-antenna limit (i.e., for detectors such as LIGO and
Virgo whose size is much smaller than the GWwavelength,
sometimes referred to as the “long-wavelength approxi-
mation”), the effect of different polarization modes on a
detector can be summarized through antenna pattern
functions Fp that encode the sensitivity of the instrument
to GWs of polarization p as a function of its direction of
propagation. For an astrophysical source seen by a global
detector network, it is convenient to write these factors as
FpðΩ;ψ ; tÞ, for the source sky locationΩ≡ ðα; δÞ, in terms
of the right ascension α and declination δ, plus the
polarization angle ψ defining the linear-polarization frame
within the plane of the sky (conventionally tied to the
orientation of the source in some specific way); we adopt
the usual normalization for the Fp’s as given by, e.g.,
Eqs. (12–17) in [21]. Since the relative orientation of the
detector and source will vary with Earth’s rotation, the Fp
factors are implicit functions of time t; however, for
transient signals (much shorter than a sidereal day), we
can set t ¼ t0 for some time of arrival t0 and treat the
antenna patterns as constants.
We can take advantage of the antenna patterns to
disentangle the polarizations present in a given signal.
The output hI of any given detector I to a GW with generic




FpI ðΩ;ψÞhpðtþ ΔtIðΩÞÞ; ð1Þ
where the sum is over polarization states p ¼ fþ;×;
v1; v2; b; lg, and the ΔtIðΩÞ represent time of flight delays
between detectors, which also depend on the source sky
location. Uncertainty in the source location will therefore
produce uncertainty in the polarization content due to both
the FpI and the ΔtI quantities. We have suppressed the time
dependence of the antenna patterns by assuming the
signal duration is short, so the only time dependence is
introduced by the waveforms hpðtÞ for each polarization,
which depend on the intrinsic parameters of the source in a
way specific to each theory of gravity. Unfortunately,
differential-arm detectors such LIGO and Virgo are only
sensitive to a specific (traceless) linear combination of the
two scalar modes, so networks of such detectors can
distinguish at most five, not six, polarization states; it is
thus sufficient to include only one of the scalar modes (b,
without loss of generality) in the sum of Eq. (1).
Crucially, up to a time delay, the hp’s are the same for all
detectors in Eq. (1), so a sufficiently large network would
allow us to reconstruct the polarization content of arbitrary
signals, and thus detect (or exclude) the presence of
nontensorial modes. In particular, five non-cooriented
differential-arm detectors would be required to invert
Eq. (1) and uniquely determine the five polarizations
distinguishable by such instruments, even if the sky
location was perfectly known. On the other hand, if only
one or two detectors are available, Eq. (1) will not be
invertible and we will be unable to break all the (breakable)
polarization degeneracies of a transient signal in a model-
independent way. In that case, one could resort to theory-
specific predictions for the waveform phasing to look for
smoking-gun features of any given nontensor mode, but the
results would be restricted to that theory. Alternatively, one
could rely on persistent GW signals (such as continuous
GWs from nonaxisymmetric neutron stars or stochastic
GW backgrounds) to distinguish polarizations through the
time dependence of the antenna patterns over a long
observation period [22–26]; unfortunately, such signals
have yet to be detected.
The small size of the existing global detector network
has so far precluded full-fledged GW polarization studies.
This is worsened by the fact that the two LIGO instruments
are nearly coaligned, and thus do not measure fully
independent combinations of polarizations; as a conse-
quence, their joint power to differentiate GW polarizations
is less than that of two independent detectors [27]. For this
reason, initial detections made with LIGO alone carried no
implications for polarizations [3]. It was only once Virgo
joined the network that some limited polarization studies
became viable. Although the LIGO-Virgo network is
incapable of fully inverting Eq. (1), it can be sufficient to
distinguish between some extreme polarization alternatives,
such as scenarios in which the polarizations of a given GW
are purely tensor, versus purely vector, versus purely scalar
[21]. Such a simplified analysis was carried out first for
GW170814 [11], and then, most notably, for GW170817
[12], which produced evidence vastly favoring the full-
tensormodel over the two nontensor alternatives (full vector,
or full scalar). Different flavors of this test have since
been applied to a number of other events [13,15,28,29].
However, studies targeting spin-weight mixtures (e.g.,
combinations of scalar and tensor, or scalar and vector),
which aremore interesting theoretically [30], have remained
out of reach.1
1A model-dependent test of mixed tensor-scalar polarizations
was recently proposed [31]. However, this study uses an ad hoc
model that does not correspond to the phenomenology of non-
tensorial modes in beyond-GR theories—cf. Eq. (5) in [31] with
Eqs. (47), (63), and (79) in [30]. Beyond issues with the specific
model, a model-dependent approach makes it unclear how
much is learned from the (lack of) observation of nontensorial
polarizations rather than from constraints on the tensor phase
evolution. Indeed in [31] a single parameter was used to
simultaneously constrain both the tensor phase and amplitude,
and the scalar amplitude. Since the GW phasing is measured
more accurately than the amplitude, we expect any constraints in
[31] to be dominated by the tensor phase evolution, similar to
[12,13], which is not a direct probe of scalar modes. Indeed, after
a requisite reparametrization, the GW170814 result in [31] is
identical to the one in [13], which is based purely on the phase
evolution of tensor modes.
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With the advent of KAGRA and, further in the future,
LIGO India, there is now incentive to develop and apply
more powerful polarization probes. One possible avenue is
to extend model-independent parametrized tests such as the
parametrized post-Einsteinian framework [32], commonly
applied to GW data [15], to allow for nontensorial polar-
izations [30]. A constrained maximum-likelihood direct
inversion of Eq. (1) was explored in [33]. Another
possibility related to this is to exploit Eq. (1) to construct
a linear combination of detector outputs that is known
a priori to be blind to tensor GWs from a given sky location
[34]; an upper limit on the signal present in such a null-
stream can be translated into a constraint on nontensor
polarizations [30,35,36]. This approach, used most recently
in [15], has the advantage of not requiring a waveform
model for the nontensor polarizations; however, it also has
some important limitations. First, the original null-stream
construct is premised on a known sky location; although it
can be extended to ease this restriction [15,37], that has
only been done at the price of limiting scope to full-tensor
vs full-nontensor hypotheses, as for previous methods.
Second, existing implementations rely on phase-incoherent
methods to collect signal power from the null stream, i.e.,
the power is computed independently in different time-
frequency pixels [38]. This means that a signal cannot be
tracked coherently over time, and all information about its
phasing is lost. While this might be desirable when
targeting a stochastic signal, such as a white-noise burst,
it represents a severe handicap when it comes to coherent
sources, notably compact binaries, requiring higher signal
to noise ratios (SNRs).
In this paper, we present a new approach to study of GW
polarizations from compact binaries that allows us to
constrain any combination of helicities, whether the sky
location is known or not, and without sacrificing informa-
tion contained in the phase coherence of the signal. We
achieve this by generalizing the BayesWave algorithm, which
can reconstruct GW signals of generic morphology through
sine-Gaussian wavelets [39,40], extending it to accommo-
date nontensor polarizations. Building upon the robust and
flexible BayesWave infrastructure enables us to overcome all
major limitations to previous polarization studies: we can
simultaneously fit for the sky location and polarization
content of a signal to obtain waveform reconstructions for
any arbitrary set of helicities, and, consequently, place
bounds on the amplitude of nontensor components even in
the presence of a dominant GR contribution.
In the following sections, we outline the details of the
method and demonstrate its efficacy on a number of
simulated GR and non-GR signals as well as real data
from GW190521. The framework can be applied to model
any of the seven possible combinations of tensor (T), vector
(V), or scalar (S) helicities, while maintaining the flexibility
to exclude the presence of any given mode by assigning it
zero power. However, since we already have evidence of
the existence of tensor modes in nature (disfavoring the
pure V and S cases), all examples presented here include
tensor modes (either TV, TS or TVS). Given that LIGO
Hanford, LIGO Livingston, Virgo and KAGRA (HLVK)
are expected to operate in the upcoming O4 observing run
[41], we will be one instrument short of five detectors; thus,
we anticipate results to be more constraining for the TVand
TS than TVS. However, we find that HLVK will already be
sufficient to discern between the three possible spin-
weights within the TVS model, if not to perfectly recon-
struct the relative contributions of the five individual
modes—that is, it can successfully categorize the signal
power as tensor, vector or scalar, without fully breaking all
degeneracies between fþ;×; v1; v2; b; lg. This situation
will further improve once LIGO India comes online later
in the decade [41], forming an HLVKI network that will
enable superior constraints on the full TVS model, as we
demonstrate below.
The rest of the paper is organized as follows. In Sec. II
we discuss our methodology in detail, including the tensor
and nontensor signal models. In Sec. III we apply our
method to an example GW signal: GW190521. In Sec. IV
we focus on an HLVK network and apply our analysis to
signals obeying GR and estimate the upper limits on
beyond-GR modes we can place for TV and TS analyses.
In Sec. V we tackle example signals with nontensorial
mode content again in an HLVK network and demonstrate
that our analysis can recover them and characterize their
morphology for TV and TS analyses. In Sec. VI we turn to
full TVS analyses and demonstrate that they are feasible
with a four-detector network, but are considerably strength-
ened with a full five-detector HLVKI network. In Sec. VII
we conclude.
II. METHODOLOGY AND SIGNAL MODEL
The nontensor part of a GW waveform may take
different forms for different beyond-GR theories and for
different sources, depending on the specific way in which
the theory modifies the GW generation and propagation
processes. Furthermore, modified gravity theories are not
only expected to excite nontensor GW modes, but also to
modify the tensor part of the signal compared to the GR
prediction. For this reason, GR templates for the tensor part
are not strictly applicable in beyond-GR theories. In order
for our analysis to remain generic, we use BayesWave [39,40],
and model both the tensor and the nontensor polarizations,
hp in Eq. (1), in a generic way. BayesWave employs a sum of
sine-Gaussian wavelets to model astrophysical signals as
observed by the detectors. The number of wavelets and the
parameters of each are marginalized over with a trans-
dimensional sampler, offering the analysis the flexibility to
recover signals for which no accurate models exist.
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A. Elliptical polarization
The simplest signal model in BayesWave assumes that the
GW signal is composed of only the two GR polarizations
with relative amplitudes and phases such that the overall
signal is elliptically polarized [39]. In that case, the
response of a detector I to an impinging GW signal is a
sum of its response to each polarization, expressed in the
frequency domain as
hIðfÞ¼½FþI ðΩ;ψÞhþðfÞþF×I ðΩ;ψÞh×ðfÞe2πifΔtIðΩÞ: ð2Þ
In the above equation, hIðfÞ is the Fourier transform of the
output of detector I, and other quantities are the same as in
Eq. (1). The signal itself, hþðfÞ and h×ðfÞ is defined at
geocenter and then projected onto each detector; the
amplitude of this projection is controlled by the antenna
pattern functions, while the term e2πifΔtIðΩÞ expresses the
frequency-dependent phase shift of the signal due to the
time delay ΔtIðΩÞ from geocenter to the detector location.
In compact-binary-coalescence (CBC) analyses, hþðfÞ
and h×ðfÞ are most commonly obtained from templates
derived under the GR assumption. In BayesWave ’s elliptical




Ψðf; tn0; fn0; Qn; An;ϕn0Þ; ð3Þ
h×ðfÞ ¼ ϵhþðfÞeiπ=2: ð4Þ
where Ψðf; tn0; fn0; Qn; An;ϕn0Þ is a sine-Gaussian wavelet
with five parameters: a central time tn0 , a central frequency
fn0 , a quality factor Q
n, and amplitude An, and a phase ϕn0;
its explicit form is given in [39]. The superscript n counts
the discrete sum of wavelets.
Equations (3) and (4) imply that the plus waveform is
expressed as a sum of wavelets, while the cross waveform
is derived from the plus one under the assumption that the
overall signal is elliptically polarized: h×ðfÞ is proportional
to hþðfÞ, with a phase shift of π=2 and an amplitude scale
given by the ellipticity ϵ (which is a real number). In other
words, the cross mode is given by the same wavelets as the
plus mode, modulo a constant phase shift and a constant
amplitude scale that is the same for all wavelets as they
share the same ellipticity.
Although the signal model in Eqs. (3) and (4) is
morphologically generic, Eq. (2) is predicated on three
assumptions:
(1) the detectors respond to each polarization mode as
prescribed by the corresponding antenna pattern;
(2) the signals propagate at the speed of light between
detectors; and
(3) the signals do not disperse as they travel between
detectors.
The first point is a restatement of our restriction to metric
theories of gravity, as well as the small-antenna
assumption; the latter could be relaxed if necessary. The
second point is imposed by the e2πifΔtIðΩÞ factor in Eq. (2),
where we compute ΔtIðΩÞ assuming GWs travel the
distance between each detector and the geocenter at the
speed of light. This does not preclude scenarios in which
GWs propagate at speeds cg ≠ c over astrophysical dis-
tances, as long as the difference is too small (or fully
screened) to be detected over the comparatively short
distances between instruments; existing constraints on
cg=c already validate this assumption [42].
2 Lastly, the
third point establishes that the wave packet should not
measurably change shape during flight between detectors,
so that the only change in the observed morphologies
across instruments is explained by the antenna patterns.
This does not exclude beyond-GR models in which GWs
disperse on their long journey from the source.
BayesWave ’s elliptical polarization signal model is very
flexible and has been shown to accurately recover GW
signals as morphologically distinct as binary black holes
(BBHs) in GR and beyond [44], post merger signals from
BNS coalescences [45,46], eccentric BBHs [47], antichirp-
ing signals [48], and white noise bursts [49].
B. Generic polarization
The first step to generalize the elliptical polarization
model in BayesWave was taken in [40], where generic
(nonelliptical) tensor polarizations were considered. The
generic model again expresses the detector response
through a sum of the two GR tensor polarizations as









Ψðf; tn0; fn0; Qn; An×;ϕn0;×Þ: ð7Þ
There are two critical differences between the elliptical and
the relaxed polarization model. First, the ellipticity param-
eter is absent and the polarization angle has been set to zero
throughout.3 Second, each of the plus and cross polariza-
tion is expressed as a sum of wavelets. The two sums are
not completely independent, but consist of the same
number of wavelets that also share time, frequency, and
quality factor parameters. The amplitude and phase of the
2The fact that there exist six polarizations in generic metric
theories of gravity holds for GW propagation speeds close, but
not necessarily equal, to the speed of light [43].
3Setting ψ ¼ 0 does not lead to loss of generality because the
only purpose of ψ is to define the arbitrary orientation of the
polarization frame, and its effect can be fully absorbed by
ðAnþ;ϕn0;þ; An×;ϕn0;×Þ. See, e.g., Appendix A in [23].
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wavelets is different for each mode. Effectively, the generic
polarization model replaces the ellipticity parameter and
polarization angle of the elliptical polarization model with a
series of amplitudes and phases for each wavelet. This
could be equivalently parametrized as in Eqs. (3) and (4) if
the phase shift and ellipticity were made wavelet-specific
parameters.
The wavelets in Eqs. (6), (7) have the same quality factor
and central frequency for the plus and cross components.
One way to interpret this is to take each set of ftn0; fn0; Qng
to define a single, elliptically polarized wavelet with plus
and cross components of arbitrary amplitude and phase, as
given by the summands in Eqs. (6), (7). This parametriza-
tion is convenient because we do not expect the spectral
content of the two polarizations to be totally independent.
This is true because (1) the same physical processes that
generate plus also generate cross, and (2) even if, in
principle, there could exist a source for which plus and
cross were totally morphologically independent in some
frame (i.e., for some unknown choice of ψ specific to each
source) the plus and cross polarizations measured by
generic observers would be linear combinations of the
two independent components and, therefore, would look
spectrally similar. In other words, even if there existed a
frame orientation in which the morphology of plus and
cross looked totally independent for some source, this will
not be the case in the BayesWave frame. Nevertheless, if
somehow we detected a signal in which plus and cross were
indeed truly independent, the model of Eqs. (6), (7) can still
fit that by increasing the number of wavelets.
Compared to the elliptical polarization, the generic
polarization model has more parameters and hence more
flexibility to model morphologically complex signals. The
elliptical polarization model has 5nþ 4 parameters, where
n is the number of wavelets: five parameters intrinsic to
each wavelet (tn0; f
n
0; Q
n; Anþ;ϕn0Þ, and four shared param-
eters ðα; δ;ψ ; ϵÞ. In contrast, the relaxed polarization






×;ϕn0;×Þ, and only two
shared parameters (α, δ). For any given n > 1, the generic
polarization model will always have more parameters than
the elliptical polarization one. Although this means the
generic model is able to fit a greater range of signal
morphologies, this flexibility comes at the price of an
increased Ockham penalty per wavelet. For given data the
(nþ 1)th wavelet will result in a larger reduction in the prior
(i.e., and Ockham penalty) compared to the nth wavelet
when using the generic polarization model than it would
with the elliptical model. This drop in the prior needs to be
compensated by an increase in the likelihood as the (nþ 1)
th wavelet presumably models some non-Gaussian feature
in the data. The result is that a wavelet in the generic
polarization model needs on average to result in a larger
increase in the likelihood than a wavelet in the elliptical
polarization model in order to contribute to the posterior.
These considerations suggest that the generic polariza-
tion model has the flexibility to model complicated signals,
but might underperform the elliptical polarization model
for simple signals that are indeed elliptically polarized.
Tests of the generic polarization model were presented in
[40] where it was shown to more accurately reproduce spin-
precessing compact binary signals (which are not ellipti-
cally polarized) than the elliptical polarization model. It
was further demonstrated that the signal tensor polarization
content can be extracted in terms of the signal Stokes
parameters.
C. Beyond-GR polarization
We extend the generic tensor model above to
include nontensor polarizations modes in the detector
response. The resulting beyond-GR polarization model is
expressed as
hIðfÞ ¼ ½FþI ðΩ; 0ÞhþðfÞ þ F×I ðΩ; 0Þh×ðfÞ
þ Fv1I ðΩ; 0Þhv1ðfÞ þ Fv2I ðΩ; 0Þhv2ðfÞ
þ FbI ðΩ; 0ÞhbðfÞe2πifΔI tðΩÞ; ð8Þ
where the first line is the usual tensor part from the generic
polarization model. The second and third lines correspond
to the vector and scalar modes respectively. The detector
response is characterized by the usual antenna pattern
functions for the two vector modes and the breathing
mode, Fv1ðΩ; 0Þ; Fv2ðΩ; 0Þ; FbðΩ; 0Þ. As mentioned
above, while in general there are two possible scalar
modes—the breathing and the longitudinal—the response
of interferometric detectors to them is degenerate, so we
follow common practice and consider only one; we will
refer to it as the scalar mode from now on. As before, all
antenna pattern functions are evaluated at zero polarization
angle (the scalar antenna pattern function is already
independent of the polarization angle).





















Ψðf; tnS; fnS; QnS; AnSb;ϕnSbÞ: ð13Þ
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The first two lines are the two tensor modes and they are
identical to the generic polarization case [cf. Eqs. (6), (7)].
The third and fourth lines correspond to the two vector
modes and are constructed similarly to the two tensor
modes: each mode is expressed as a sum of the same
number of wavelets who share their time, frequency, and
quality factor parameters, but have independent amplitudes
and phases. The last line corresponds to the sole scalar mode
which is given by yet another sum of wavelets whose
number and parameters are independent from those of the
tensor and the vector modes. To remain generic, we also
allow for independent time, frequency, and quality factor
between the tensor, the vector, and the scalar modes. Indeed
existing examples of polarization states in beyond-GR
theories predict different time-frequency content for each
polarization mode [30].
Though we choose to construct our beyond-GR model
based on the generic polarization model, an alternative
choice would be to make use of the elliptical polarization
model. In this case, the two vector modes would also be
elliptically polarized, but their ellipticity would be inde-
pendent from the ellipticity of the tensor modes and would
thus be expressed as a new model parameter. While in this
study we choose to remain generic and not assume elliptical
polarization, we will explore the implications of this choice
in the future.
The beyond-GR polarization model employs the same
priors for the wavelet parameters as the generic polarization
model: uniform in time, frequency, phase, and quality
factor, while the amplitude of each wavelet has a prior
determined by the SNR of the wavelet, as described in [40].
The prior on the total number of wavelets in all modes is
flat between [1, 50]. This prior is based on the total number
of wavelets which means that any individual mode (tensor,
vector, scalar) can have zero wavelets, as long as the total
number in all modes is greater than one.
In the discussion below, it will be useful to quantify the
signal power contributed by each spin-weight, i.e., in
modes of a common helicity up to sign. Respectively for
tensor, vector and scalar, this is at detector I
SNRTI ¼ kFþI hþ þ F×I h×k; ð14Þ
SNRVI ¼ kFv1I hv1 þ Fv2I hv2k; ð15Þ
SNRSI ¼ kFbI hbk; ð16Þ
where the norm kxk≡ ffiffiffiffiffiffiffiffiffiffihxjxip is defined in terms of the
usual frequency-domain inner product weighted by the








for any two Fourier domain functions xðfÞ and yðfÞ.
As with the total signal SNR, we define the network
spin-weight SNR as the quadrature sum of spin-weight
SNRs at each detector.
The SNRs defined above are a measure of the signal
power projected onto each detector by each set of polar-
izations. The measurement of this “projected” power ratio
can then be used to estimate the intrinsic power ratio (i.e.,
the ratio of scalar or vector to tensor GW power emitted by
the source), once the inferred sky location is taken into
account.
In the presence of a signal, we may ask which (if any) of
the polarization models is favored. This is a model selection
question that can formally be answered by evaluating odds
or marginalized-likelihood ratios (Bayes factors), quantities
natively computed by BayesWave. However, interpreting
marginalized likelihoods is more challenging than inter-
preting features of the posterior. The fundamental reason is
that Bayes factors depend on prior choices in a way that is
highly sensitive even to regions of the parameter space
where the likelihood offers no support.4 For instance, for
any set of data, one can arbitrarily increase the preference
for tensor waves by sufficiently extending the prior range of
the nontensorial amplitudes. Therefore, Bayes factors are
generally only meaningful when every aspect of the prior
can be set robustly, based either on first principles or large
scale simulations with realistic populations of signals. In
our case, carrying out such simulations would be impos-
sible without committing to very narrow, likely unrealistic,
models of GR deviations and source populations. In any
case, Bayes factors do not provide an answer to the main
question in which we are interested: how strong could a
nontensorial component of the signal be and still be
consistent with the data? For that reason, we focus on
upper limits to the SNR and do not present Bayes
factors below.
III. GRAVITATIONAL WAVE EVENTS: GW190521
As a first application of the beyond-GR polarization
model, we analyze the GW signal GW190521 [50,51], the
heaviest BBH detected to date and the only one with
a proposed accurate sky localization thanks to a candidate
optical electromagnetic counterpart [52]. Below we
assume GW190521 indeed originates from this sky loca-
tion and discuss the results in detail as an example of the
typical expected outcome of our analysis on GW data. The
quantitative results, however, are contingent on GW190521
truly being associated with the candidate counterpart [52],
something that is still under debate [53,54]. The physical
applicability of the results of this section is therefore
limited and we approach them mainly as an instructive
exercise showcasing the methodology.
4In contrast, the posterior is affected by the prior only in
regions of nonnegligible likelihood support, and therefore the
effect of the prior is less pronounced and easier to interpret.
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We analyze 4s of data from the LIGO Hanford, LIGO
Livingston, and Virgo detectors around the time of the
event from 16 Hz to 512 Hz [55]. The power spectral
density of the Gaussian detector noise is marginalized over
using the BayesLine algorithm [56,57]. We assume that the
sky location of the source is inferred from its electromag-
netic counterpart candidate [52]: the right ascension α is
3.36 radians and the declination δ is 0.61 radians. This sky
location was selected in [52] to be consistent with the 3D
source localization volume estimated from GW data alone
while assuming GR [29,50,53,58]. Though our method
does not require a known sky location (see for example the
simulated signals in Sec. IV), that additional information is
particularly helpful here given that only three detectors
were operational at the time of GW190521.
We analyze the data with three possible combinations of
polarization modes: pure tensor content corresponding to
the GR prediction without assuming an elliptically polar-
ized signal (T), a mixed tensor and scalar content (TS), and
a mixed tensor and vector content (TV). Our results are
presented in Figs. 1 and 2. As expected, we find that the T
model is sufficient to describe the signal. Indeed, the TS
and TV analyses result in 71% and 77% of the posterior
samples having exactly zero wavelets for the beyond-GR
polarization mode respectively. The remaining fraction of
samples contain some weak nontensorial contribution
which is consistent with statistical noise, as we show below.
Figure 1 shows the whitened signal reconstruction as a
function of time in each detector. The shaded regions give
the 90% credible intervals for the signal reconstruction
under each polarization content model, with the T model
corresponding to the GR prediction. Compared to the
analysis presented in Figure 1 of [50], the T model here
allows for generic plus and cross polarizations without
requiring an elliptical polarization. The TS and TV recon-
structions are consistent with the T one, with most of the
SNR placed in the tensor wavelets in both cases. We
compute the network overlap [44] between the median
TS (TV) signal reconstruction and the median T
reconstruction and find 0.998 (0.995), showing high agree-
ment between the two. We also compute network overlaps
between random draws from the reconstruction posterior
for the TS or TV models with draws from the T model and
find them to be statistically indistinguishable from overlaps
between random draws from the T distribution alone. This
suggests that the data do not offer any significant evidence
for a deviation from GR in the signal polarization content
and tensor modes alone are sufficient to model the data. We
also compute the scalar (vector) part of the reconstruction
in the TS (TV) analysis and find it to be consistent with
zero at the 90% level. If plotted in Fig. 1, both scalar and
vector reconstructions would be a straight horizontal line at
0, we thus omit them for clarity.
We quantify the upper limits on the beyond-GR polari-
zation content through the SNR of the scalar and vector
modes in the TS and TVanalyses respectively in Fig. 2. We
plot the network matched-filter SNR posterior and prior for
each analysis. In both cases we find that the SNR in
beyond-GR polarizations is consistent with zero, again
indicating no evidence for a beyond-GR polarization. The
main figure shows the SNR posterior under a flat prior. The
corresponding 90% upper limits on the SNR of beyond-GR
polarizations in GW190521 is 4.1 and 4.7 for scalar and
vector modes respectively. The corresponding SNR in
tensor modes is 15.3þ1.5−1.5 (15.3
þ1.5
−1.5 ) while the total SNR
in all modes is 15.4þ1.6−1.5 (15.4
þ1.6
−1.5 ) for the TS(TV) analysis,
FIG. 1. Whitened signal reconstructions for GW190521 in each
detector relative to GPS time 1242442967.45. We plot the
whitened data in grey dashed lines, while shaded regions denote
the 90% credible intervals using the tensor (T; pink), tensor þ
scalar (TS; green), and tensor þ vector (TV; blue) model. All
reconstructions are consistent with each other suggesting no
deviation from the GR polarization prediction.
FIG. 2. Network matched-filter SNR posterior for beyond-GR
polarization modes in GW190521, as defined in Eqs. (15) and
(16). The inset shows the inherent SNR prior and posterior for the
vector case for the analysis. In the main figure the posterior has
been reweighted to a flat SNR prior. Numbers in the legend of the
main plot give the 90% upper limit on the SNR.
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in agreement with [50,51] and the expectation that the
signal can be fully explained by tensor modes.
The inset in Fig. 2 shows the default SNR prior used by
BayesWave during sampling, and the corresponding pos-
terior for the vector analysis; we obtain the SNR distri-
bution shown in the main figure through reweighing of the
posterior by the prior from the inset. The inherent prior in
BayesWave imposes there to be at least one wavelet present
across all the included polarization states, though this
allows for 0 vector wavelets provided that there is at
least 1 wavelet in the tensor model. As a result, the SNR
prior (pink) has a sharp peak at 0, corresponding to no
vector wavelets. In addition, the SNR prior has a second,
smooth mode with a peak near SNR 10 and broad
support up to comparatively high SNR values, which
corresponds to at least one vector wavelet. The SNR
posterior (purple) is shifted toward lower SNRs: the
zero-wavelets peak is enhanced and the smooth part is
concentrated at lower SNR values. Combined, these
observations suggest that BayesWave indeed infers a
reduced posterior support for vector modes relative to
the default prior, with the data disfavoring the presence of
vector power in the observed signal.
Though the above results and upper limits present a
constraint on the presence of a mixed polarization content
in an observed GW signal, they still depend on the sky
location inferred from the counterpart candidate. We there-
fore treat them mainly as an example of the constraints on
beyond-GR theories possible with our analysis and only
consider them as an astrophysical measurement under the
caveat that the association of the GW and the counterpart
signal is still uncertain.
IV. HLVK NETWORK AND SIMULATED
SIGNALS IN GR
After demonstrating the potential for mixed polarization
constraints using GW190521 as an example in Sec. III, in
this section we quantify the expected constraints from a
4-detector network using simulated signals. We consider a
detector network consisting of LIGO Hanford, LIGO
Livingston, Virgo, and KAGRA, all of which are expected
to be operational during the upcoming fourth observing run
[41]. For simplicity we assume that each detector is
operating with its design sensitivity [59], an assumption
that is almost certainly too optimistic at least for KAGRA.
We do not assume a priori knowledge of the sky location of
any signal in this section, instead the sky location is
marginalized over during sampling.
We begin by exploring the upper limits we can place on
the presence of a beyond-GR polarization content in the
case of signals that obey GR. We simulate signals using
the IMRPhenomXPHM model [60–63] with sky locations
randomly chosen from a distribution that is uniform
on the sphere. The intrinsic parameters are chosen to be
consistent either with a GW150914- [64] or with a
GW151226-like5 binary [65], in both cases with BH spins
restricted to be aligned with the orbital angular momentum.
The two signals were chosen as representative examples of
typical high-mass and low-mass BBH systems respectively,
while the SNR for all simulated signals is fixed to 50 across
the detector network. Since we are interested in upper limits,
our simulated data include a realization of Gaussian noise
colored by the assumed power spectral density of each
detector [59]. For reference, we expect that the exact noise
realization affects the inferred posterior by OðSNRÞ in the
large SNR regime. We analyze all signals with a tensor þ
scalar (TS) and a tensor þ vector (TV) signal polarization
model. Figure 3 shows the SNR 90% upper limits as a
function of the sky location for GW150914-like signals (top)
and GW151226-like signals (bottom) and for scalar part of
the TS (left) and the vector part of the TV (right) analysis.
In all cases we find that the expected SNR upper limits
are ∼ð0; 10Þ, suggesting that the upper limit obtained for
GW190521 in the previous section is typical even if the
simulated signals here have a higher SNR (50) than
GW190521 (15), as we also expand on below.6
Additionally, we find that upper limits on nontensorial
modes are approximately independent of an injections sky
location. The sensitivity of a network of two detectors has a
strong directionality at a given time due to the shape of the
antenna pattern functions. But here we find that four
detectors across the globe achieve more uniform sky
coverage, in agreement with previous studies [66–68].
All SNR upper limits in Fig. 3 are computed assuming
the intrinsic prior BayesWave uses on the SNR, and are not
reweighted to a flat-in-SNR prior. They would therefore
correspond to the inset of Fig. 2. Additionally, some points
have an upper limit of exactly 0; this is because at the 90%
credible level the beyond-GR polarization mode has 0
wavelets, and thus SNR identically zero.
The upper limits presented in Fig. 3 were calculated with
simulated signals at an SNR of 50 across the detector
network. Since these signals were simulated assuming GR,
this SNR is entirely due to tensor modes. To explore the
dependence of upper limits on the SNR of the tensor signal,
we select a sky location and simulate a GW150914-like
signal at varying SNRs. The upper limit on the SNR
depends sensitively on the exact realization of Gaussian
detector noise. In the high SNR regime, the exact noise
realization affects the SNR by order N ð0; 1Þ. However, in
the low scalar/vector SNR regime that we explore here, the
5The detector-frame masses of the GW151226-like simulation
were multiplied by a factor 1.3 relative to the original GW151226
signal in order for the simulation to be contained within a data
segment of 8s duration. The GPS time of the GW150914-like
signals is 1126259462.42 and that of the GW151226-like ones is
1135136350.63.
6The simulated signals in this section were analyzed assuming
a network of 4 detectors, while only 3 detectors were operational
at the time of GW190521. However, unlike the simulated signals,
the GW190521 analysis assumed a known sky location.
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dependence is more severe. Upper limits can thus be
particularly sensitive on the noise realization, as shown
in the inset of Fig. 2. Indeed, the scalar or vector model can
switch between zero and one wavelets, causing the SNR
itself to jump between zero and some value close to five. As
expected, we find that different noise realizations can result
in a small preference for zero or one wavelets, with a
corresponding change in the SNR upper limit. For this
reason we repeat our analysis for 20 noise realizations for
each injected tensor SNR.
Figure 4 shows the upper limit on the scalar and vector
SNR as a function of the SNR of the simulated GR signal,
which is solely due to tensor modes. Similar to Fig. 3, the
SNR here has not been reweighted to a flat prior. The upper
limits we can place on beyond-GR polarization modes have
a weak dependence on the SNR of the tensor signal. For
tensor SNRs below∼40, we find that most noise realizations
result in the 90% upper limit on the SNR of scalar and vector
modes being zero, since the model favors no nontensor
wavelets. For tensor SNRs above∼40, we find an upper limit
on the beyond-GR SNR of about ∼5, consistent with the
addition of a single wavelet at the 90% level. Additionally,
FIG. 3. Matched-filter SNR 90% upper limits for the scalar (left) and vector (right) polarization modes for GW150914-like (top) and
GW151226-like (bottom) signals, as function of right ascension α and declination δ of the source. The simulated signals share the same
parameters apart from the sky location and the distance, which is changed so as to keep the SNR constant at 50. Each signal is injected in
separate and independent random Gaussian noise realizations. The nontensorial SNR upper limit does not have a strong dependence on
the sky localization, confirming that a 4-detector HLVK network has a nearly uniform sky coverage.
FIG. 4. Matched-filter SNR 90% upper limits for the scalar
(green) and vector (red) polarization modes for a GW150914-like
signal. The simulated signals share the same parameters as the
GW150914-like signals shown in Fig. 3, but with a single sky
location and a varied distance. Each signal has been injected into
20 independent noise realizations. The solid line represents the
median upper limit across the different noise realizations, with the
shaded regions showing the 50% interval.
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the scalar SNR upper limit is generally higher than the
corresponding vector upper limit. The reason is that a scalar
wavelet has five parameters, while a vector (or a tensor)
wavelet has seven parameters. By parsimony, therefore, it is
easier to add a scalar wavelet than a tensor or vector one:
when the injected GR signal is quite loud, requiring more
wavelets overall, the preference toward scalar wavelets can
lead to the addition of a scalar wavelet even if the fit would
have been slightly better with a tensor one. On the other
hand, any leakage of tensor SNR into the vector modes is
driven mainly by random fluctuations.
Modulo the behavior intrinsic to the way that BayesWave
places wavelets (including discreteness in the SNR prior,
and parsimony considerations), these results are in agree-
ment with the general expectation that, with enough detec-
tors, the power in tensor and nontensor modes should
roughly be orthogonal, regardless of waveform specifics.
That was also the conclusion of previous studies of con-
tinuous waves [23] and stochastic backgrounds [24], where
upper limits on the amplitudes of nontensor modes were
found to be independent of the tensor power, and constraints
on the ratio of amplitudes of the different polarization
models depended only on the total SNR of the signal.
V. HLVK NETWORK AND SIMULATED
SIGNALS BEYOND GR
Besides placing upper limits on beyond-GR physics, any
test of the nature of gravity should be capable of detecting
and characterizing potential deviations. Our infrastructure
models the beyond-GRpolarizationmodes in amorphology-
independent way, and should thus have the flexibility to
recover thewaveform of any potential nontensor mode in the
data, whatever its specific phase evolution. To demonstrate
this,we simulate signals that violateGR through the presence
of nontensorial polarization states. Since no fully consistent
calculation of a GW signal from a binary coalescence exists
in a theory with nontensor modes, the choice of simulated
non-GR signals will inevitably be somewhat ad hoc. We
explore two phenomenologies for the nontensor polariza-
tions: (i) a “burst” morphology, where bursts of scalar or
vector radiation are emitted at various points during the
coalescence; and (ii) a “chirp”morphology, where the scalar
or vector signal resembles a typical GW chirp.
We select five random sky locations and assume the
tensor part of the signal to be given by the NRSur7dq2
[69] model, a surrogate to numerical relativity simulations
in GR. We simulate signals with parameters consistent with
GW150914,7 and total SNRs of 20 and 70 in an HLVK
network. These SNR values correspond to a signal of
moderate strength where nontensorial content is barely
detectable and a strong signal where nontensorial modes
are clearly identifiable, respectively. For this demonstra-
tion, the tensor part of the simulated signals will obey GR;
however, the recovery is not informed or limited by this
fact, remaining fully general per Eqs. (9) and (10). We
choose a tensor signal that obeys GR for the same as
the reason we choose ad hoc “burst” and “chirp” mor-
phologies for the beyond-GR polarizations: self-consistent
calculations that can predict the full inspiral-merger-
ringdown signal in a theory beyond-GR are still in their
infancy, though recent progress has been made [70–73].
Furthermore, we generally expect the tensor part of the
signal to remain close to GR—at least qualitatively—even
if additional helicities are present [15,30].
We simulate the non-GR polarization content of the
signal as either scalar of vector modes with a burst or a
chirp morphology. The burst case corresponds to two sine-
Gaussian bursts of non-GR power: one centered 0.5 s
before merger, with central frequency 50 Hz and damping
time 0.1 s; and another centered at merger, twice as loud,
with central frequency 100 Hz and the same damping time.
On the other hand, for the chirp case we use NRSur7dq2
also for the nontensor part, but evaluate it for component
masses twice as heavy as those of the tensor signal—this
results in a nontensor signal that mimics the tensor part but
with frequencies twice as low. This approach is inspired by
the calculations of [30] that show that the frequency
evolution of the scalar and vector signals is also given
by harmonics of the orbital phase, at least during the
inspiral. Similar to the tensor part, the specific choice of
morphology for the nontensor part has no bearing on the
wavelet-based recovery, which is fully flexible.
We begin with a detailed discussion of a specific
simulated signal in order to lay out the main features of
how polarization modes are extracted from GW data.
Figure 5 shows the reconstruction for one of the simulated
signals with tensor and scalar modes of the burst morphol-
ogy, with a total SNR of 70. We analyze the signal with the
TS polarization model in a 4-detector network, without
assuming a known sky location, and plot the whitened
reconstructions for Virgo and KAGRA. The observed
signal is morphologically different in each detector due
to the fact that the instruments respond differently to each
polarization mode from this sky location, as encoded in the
respective antenna patterns. In the case at hand, the Virgo
detector has a negligible response to scalar polarizations
from the direction of this source, resulting in an observed
signal that is dominated by the tensor polarization and
looks similar to a typical merging BBH. On the other hand,
KAGRA has a strong scalar response for this source
location, due to its different relative orientation; as a result,
the signal observed by KAGRA is a combination of tensor
and scalar polarizations and no longer resembles a merging
7Component masses m1 ¼ 38 M⊙ and m2 ¼ 31 M⊙; spin
magnitudes χ1 ¼ 0.88 and χ ¼ 0.49; spin tilts θ1 ¼ 1.67 and
θ2 ¼ 1.66; azimuthal inter-spin angle ϕ12 ¼ 4.19; angle between
orbital and total angular momenta ϕJL ¼ 6.24; inclination
θJN ¼ 2.67; reference phase ϕc ¼ 2.41; reference frequency
fref ¼ 20 Hz.
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BBH as described by GR. We chose this extreme example,
in which one of the detectors is almost totally blind to one
of the targeted helicities, to demonstrate the general fact
that the variation in the signal as seen by each detector,
combined with the arrival times at different instruments,
allows us to simultaneously infer the sky location of the
source and its polarization content.
The colored shaded regions in Fig. 5 show the 90%
credible intervals for the signal reconstruction. Colors
correspond to different helicity components derived from
the TS reconstruction. In pink, we plot the full
reconstruction, including both tensor and scalar modes:
since the TS model matches the polarization content of the
simulated signal, this reconstruction agrees with the data
throughout, as expected. The green shaded region shows
the scalar part of the TS reconstruction: we recover minimal
scalar signal in Virgo, but a strong scalar signal in KAGRA.
Finally, the orange region shows the tensor part of the
reconstruction: in Virgo, where there is no sensitivity to the
scalar mode, the tensor part is coincident with the full TS
reconstruction and resembles a merging BBH; although,
the chirping morphology is also present in KAGRA, it is
obfuscated by the strong scalar component. Indeed, in
KAGRA neither the T nor S parts of the model fully
reproduce the simulated data alone, whereas TS does.
To further demonstrate that this procedure leads to a
reliable separation of the different polarization modes, in
Fig. 6 we break down the bottom panel of Fig. 5 in terms of
different combinations of polarization modes. We again
plot the full injected data and recovered reconstruction (TS;
pink) and also the injected and recovered part of the signal
corresponding to T (orange) and S (green) modes. We find
that both the T and S parts of the reconstruction agree with
the corresponding modes of the injected signal throughout.
This suggests that our analysis can robustly recover not
only the full signal, but also separate its polarization
components.
To discuss the features of the nontensor reconstruction in
a bit more detail, we also consider an SNR 70 TV burst
injection from a different sky location together with the
scalar case in Fig. 5 and their corresponding chirp analog;
results for other sky locations are qualitatively similar.
Figure 7 shows the whitened reconstructions in each
detector for the TS (top) and the TV (bottom) injection
of the burst (left) and chirp (right) type. In all cases, the full
reconstruction is consistent with the injected signal, regard-
less of whether it exhibits a strong nontensor content.
Comparing the beyond-GR reconstructions across interfer-
ometers shows how the strength of each mode differs per
detector, allowing us to separate them. Comparing the burst
and chirp injections (left and right) panels shows that our
analysis can also separate tensor and nontensor modes even
in the case where they are morphologically similar and
overlapping.
Besides the time-domain reconstruction, we can also
characterize the frequency content of the signal. Figure 8
shows the spectrum of the TS injection for the burst (left)
and the chirp (right) injection; we find qualitatively similar
results for the TV injection. Again in all cases the full TS
reconstruction agrees with the full simulated data. For the
FIG. 6. Breakdown of the signal from Fig. 5 in terms of the
different injected and recovered polarization modes. The full
signal consists of consists of tensor and scalar modes and it is
analyzed with the TS model. We plot in shaded regions the 90%
credible interval for the full reconstruction (TS; pink), the tensor
part of the reconstruction (T; orange), and the scalar part of the
reconstruction (S; green) in the KAGRA detector. Same-color
dashed lines denote the corresponding polarization content of the
injected signal. In all combinations of polarization modes the
injected and recovered signals overlap.
FIG. 5. Signal reconstruction for a beyond-GR injection in a
4-detector network that consists of tensor and scalar modes. The
signal is analyzed with the TS model and we plot in shaded
regions the 90% credible interval for the full reconstruction (TS;
pink), the tensor part of the reconstruction (T; orange), and the
scalar part of the reconstruction (S; green) in the Virgo and the
KAGRA detectors. The scalar mode is absent in Virgo but very
prominent in KAGRA thanks to their different sky responses,
while the tensor mode has a similar strength in both. This allows
us to distinguish between the different polarization modes of the
GW signal.
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FIG. 7. Whitened signal reconstructions for a TS (top) and a TV (bottom) injection in each of the 4 detectors relative to GPS time
1126259461.The top panel corresponds to an injected sky locationof ðα; δÞ ¼ ð2.750; 0.923Þ and thebottom to ðα; δÞ ¼ ð4.901; 0.720Þ. The
left panels show a burst injectionwhile the right panels show a chirp nontensor injection. The solid grey line shows the simulated data in each
detector. Pink shaded regions show the 90% credible interval for the reconstruction of the full signal containing both tensor and scalar (left) or
vector (right)modes.The scalar (S; left) or vector (V; right)modesof this full signal reconstruction along are shownwith green shaded regions.
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burst case (left panel), the nontensor reconstruction clearly
recovers the two distinct bursts of scalar radiation centered
at 50 Hz and 100 Hz, picked up by the S part of the model.
In the chirp case (right panel), the interference between the
tensor and scalar signals results in a modulation of the
overall signal spectrum that is akin to the beating induced
by spin-precession in GR, e.g., [74–79]. This modulation is
absent in Virgo, since that instrument is insensitive to scalar
waves from this sky location.
The reconstruction and spectrum plots presented above
suggest that the scalar/vector part of the model successfully
recovers the scalar/vector part of the simulated signal,
irrespective of the tensor modes. To further demonstrate the
absence of cross-helicity contamination, in Fig. 9 we
simulate signals that contain only the tensor part of the
burst simulations in Fig. 7 (left panels), and analyze them
with the T model. We then compare the pure-tensor data
(grey line), the T reconstruction (orange), and the tensor
part of the TS (left) or TV (right) reconstruction (purple)
from the analyses in Fig. 7. If the TS (TV) reconstructions
were successful, we should be able to cleanly separate the T
and S (V) parts, and find that the T part of the TS (TV)
reconstruction agrees with the T reconstruction obtained
from T-only data. Indeed, all reconstructions in Fig. 9 agree
with each other, even though the TS/TV models result in
larger uncertainties, consistent with their higher number of
degrees of freedom. This shows that we can separate the
tensor and nontensor signal components and thus faithfully
characterize the signal morphology.
Another quantity that can be used to characterize the
observed signal is the recovered SNR in each spin weight,
defined in Eqs. (14)–(16). We plot posteriors for the SNRs
of each mode of our simulated chirp signals in Fig. 10 for
injected total SNRs in all modes of 20 (dashed) and 70
(solid), again in an HLVK detector network. We obtain
qualitatively similar results for the burst injections, so we
omit them for clarity.
In both TS (left) and TV (right) cases we can recover the
relative tensor-to-nontensor SNR for loud signals, as
demonstrated by the SNR 70 case. Concretely, if we
observed the SNR 70 signal shown on the left (right)
panel, we would be able to correctly infer the ratio of scalar
(vector) to tensor power of the signal as projected onto this
specific detector network. For all SNR 70 simulations, we
also find that the SNR posteriors slightly underestimate the
true SNR value—an effect that becomes more pronounced
as the signal SNR decreases, as seen for the SNR 20 cases.
The reason BayesWave underestimates the signal SNR is
twofold. Firstly, the expectation value of the overlap
between the true signal and the reconstruction is 1 −
OðD=SNR−2Þ for sufficiently high SNR values [80] where
D is the dimensionality of the signal model. This means
FIG. 8. Spectra for a TS simulated signal. The left panel shows a burst injection while the right panel shows a chirp injection. The
black line is the power spectral density of the noise, while the grey line is the spectrum of the simulated data. The pink shaded region
shows the spectrum of the full TS model, while the green region shows only the S part of the full TS model.
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that even though some posterior samples can achieve
overlaps with the true signal reaching up to ∼1, we expect
a statistical spread in the overlap distribution that is
inversely proportional to the square of the SNR; this
reduction in the overlap correspondingly affects the
recovered SNR. Second, for BayesWave the dimensionality
D of the signal model is not fixed but rather depends on the
injected SNR, as more wavelets are required to fit louder
signals with more resolvable structure. As an outcome,
BayesWave will recover on average a smaller fraction of the
FIG. 9. Tensor part of the signal reconstruction from different runs using TS (left) and TV (right) data and analyses. Grey lines show
the tensor part of the data. The orange shaded regions shows the T reconstruction from an analysis of that exact tensor data. The purple
shaded regions show the tensor part of the TS (left) and TV (right) analysis of the burst injections of Fig. 7. All tensor reconstructions
agree with each other, showing that our analysis can accurately recover the tensor signal even when the simulated data contain nontensor
power.
FIG. 10. Posterior for the total SNR and the SNR per mode for simulated TS (left) and TV (right) signals of the chirp morphology.
Solid vertical lines and histograms correspond to an SNR 70 injection, while dashed lines and histograms correspond to SNR 20. The
total and tensor SNR are given in green and orange colors respectively. In pink we denote the SNR of the nontensorial mode, namely
scalar (left) or vector (right).
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injected signal than regular matched-filtering analyses (see,
for example, Fig. 4 of [44]).
Previous studies have shown that BayesWave can recover
SNR 20 signals assuming they are sufficiently short;
however, such studies only involved tensor signals
[44,81–84]. In our case, the injected signals contain both
tensor and non tensor power, so the total SNR of 20 is
spread over more wavelets. In other words, an SNR 20
tensor signal is modeled by fewer wavelets than an SNR
20 signal with a mixed polarization content. As a result,
BayesWave will recover a smaller fraction of the TS or TV
signal power than it would for a T signal of the same SNR
and duration. We find that, for both TS and TV, the total
SNR and the per-mode-SNR is underestimated, sug-
gesting that the analysis does not recover a totality of
the available signal power. Despite that, SNR 20 signals
will still offer clear indications of beyond-GR physics if
nontensorial modes are present, including an accurate
estimate of the ratio of tensor to nontensor power in the
signal.
Finally, Fig. 11 shows sky location posteriors for various
analyses. We do not assume the source sky location is
known, but rather allow BayesWave to infer it from the data.
Extracting the sky location is necessary for converting the
observed SNR distributions from Fig. 10 to the intrinsic
SNR of the source, giving an estimate of the relative
strength of each mode as emitted by the GW source, as
discussed below Eqs. (14)–(16). In the case of a non-
tensorial mode detection, such information could be
useful to study the properties of the beyond-GR physics.
Figure 11 shows the 90%-credible contours of the sky
posteriors for the same analyses as in Fig. 7. The two tensor
posteriors correspond to purely-tensor data analyzed either
with the elliptical polarization model of Sec. II A or the
generic polarization model of Sec. II B. The TS (left) and
TV (right) posteriors correspond to the analysis of the
mixed-polarization data from Fig. 7, for both the burst and
chirp simulations.
In the left panel, we find that all analyses recover the
correct sky posterior at the 90% level, although the
uncertainties are larger for the TS analyses as expected
since it has more degrees of freedom. In both TS and TV
cases the signals with the chirp morphology results in a
larger uncertainty over the recovered sky location than the
burst case. This is because in the former case the tensor and
nontensor signals are morphologically more similar, both
being consistent with chirping BBHs. As a result, the
uncertainty on the recovered parameters increases, as also
noticed in Fig. 7. Additionally, the generic tensor analysis
results in a less precise sky localization relative to the
elliptical tensor one due to the additional degrees of
freedom in Eq. (9). In the right panel, we find qualitatively
similar results; however, the generic tensor-only analysis
results in a small bias in the inferred sky location. This shift
is inherited by the mixed-polarization analyses, although it
can be less pronounced in that case due to the larger
uncertainties. Even though we demonstrate this using the
TV panel on the right of Fig. 11, this behavior arises from
the tensor model, not from the TV model (as can be seen
from the green and orange curves).
Although this has no effect on our ability to test GR, we
study the bias in the inferred sky location in more detail and
find it to be due to the large flexibility of the generic
(tensor) polarization model compared to the elliptic (tensor)
polarization model. It is therefore unrelated to the imple-
mentation of the beyond-GR analyses presented here:
the generic polarization model of Sec. II B results in a
prior that strongly disfavors face-on or face-off systems
[85]. Therefore, if the system is close to these two extremes,
the inferred orientation could be biased due to the prior and
result in a corresponding bias to the sky location. We
indeed study a large number of simulated signals within GR
FIG. 11. Sky localization posteriors for the signals from Fig. 7. We plot 90%-credible contours for the right ascension (α) and sine of
the declination (sin δ), with black lines denoting the true values. Green and orange lines show results from analyses on tensor-only data
using the generic and elliptical polarization tensor model respectively. Purple solid and pink dashed lines show results from the TS
analysis on TS data (left panel) and the TV on TV data (right panel) for the chirp and burst simulations respectively, as presented in
Fig. 7.
MORPHOLOGY-INDEPENDENT TEST OF THE MIXED … PHYS. REV. D 104, 044005 (2021)
044005-15
(i.e., including only and analyzed with solely tensor modes)
and find that the amount of bias depends weakly on the
exact sky location and primarily on the inclination of
the source. This is an example of the effect discussed in
Sec. II B where the extreme flexibility of the generic
polarization model can cause it to underperform compared
to the elliptical mode in cases where the signal is indeed
elliptically polarized. In future work we will explore
potential mitigations of this by using different parametri-
zations, imposing a prior that does not disfavor face-on/
face-off inclinations, or restricting to the elliptical polari-
zation model.
VI. TVS CONSTRAINTS IN FOUR- AND
FIVE-DETECTOR NETWORKS
Since only HLVK will be available in the near future, so
far we have focused on the study of two-helicity models
(TV and TS), which we expect to be less degenerate than
their full, three-helicity counterpart (TVS). This expect-
ation stems from the fact that, as discussed in Sec. I, full
inversion of the antenna pattern matrix, Eq. (1), would
demand access to five independent detectors. Yet, this does
not mean that meaningful statements about TVS cannot be
made with fewer instruments. Perfectly inverting Eq. (1)
amounts to fully categorizing the five polarization modes
by measuring five amplitudes (or SNRs); however, we
might not need all this information if all we want is to
distinguish each of T, V and S, without concern for the
specific distribution of signal power within each spin-
weight (say, the precise relative amplitude of plus versus
cross, or v1 versus v2). Put differently, we are interested in
independently inferring T and V, but within -say- T the plus
and cross modes are not completely independent, as no
theory predicts solely one without the other, and similar for
v1 and v2. In BayesWave ’s signal model, this is expressed in
the fact that plus and cross (or v1 and v2) share some
common parameters, but Tand V share none. In this section
we show that indeed the HLVK network will be sufficient
to place interesting constraints on TVS, although uncer-
tainties will be reduced once India becomes operational.
We revisit the two simulated signals from the left panels
of Fig. 7 and analyze them with the full TVS signal model
of Eqs. (9)–(13); as before, we simulate a measurement by
the HLVK network at design sensitivity, without assuming
the sky location is known a priori. The signals contain only
TS (TV) modes, with the tensor signal corresponding to a
merging BBH and the scalar (vector) part has a burst
morphology (see Sec. V). Figure 12 shows the recovered
and injected total SNR, as well as the SNR in each spin-
weight as defined in Eqs. (14)–(16). The per-spin-weight
SNR posteriors reveal how well the analysis can separate
the different polarizations and reconstruct their relative
contribution to the overall signal.
The total SNR posteriors in Fig. 12 agree with the
injected value as they did in Fig. 10 for both the TS and TV
signals. More interestingly, in both panels, the SNR of the
“absent” mode (vector for the top and scalar for the bottom
panel) is consistent with zero; this shows that even with
only four detectors, the analysis correctly infers which
modes are present in the signal. Additionally, we find that
the vector upper limit is relatively more stringent than the
scalar one. This is reminiscent of Fig. 4, where we argued
that it is easier for BayesWave to constrain vector rather than
scalar modes due to the different number of wavelet
parameters involved in each case. Despite the success of
the analysis in constraining the absent mode, we find that
the separation of modes is not ideal; this is revealed, for
example, by the vector and tensor posteriors in the bottom
panel, which are respectively over and under estimated as a
consequence of unbroken degeneracies.
For a robust extraction of all five TVS modes, we turn to
the five-detector HLVKI network. For this purpose, we
select the simulated signal from the bottom panel of
FIG. 12. Posterior for the total SNR and the SNR per mode for
simulated TS (top) and TV (bottom) signals of the burst
morphology from Fig. 7. Each signal is injected in a 4-detector
HLVK network and analyzed with a full TVS signal model. Solid
vertical lines and histograms of the same color correspond to the
injected and recovered SNR for each mode or combination of
modes. The total/tensor/vector/scalar SNR is given in green/
orange/purple/pink respectively. In the top (bottom) panel the
recovered vector (scalar) SNR is consistent with zero, consistent
with the fact that the simulated signal had no vector (scalar)
power.
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Fig. 12, which contains tensor and vector modes, and
analyze it in an HLVKI network with the full TVS model;
we keep the SNR in HLVK the same as before, so that the
total network SNR increases due to LIGO India’s contri-
bution. We plot the 90%-credible interval for the signal
reconstruction in Fig. 13, for different combinations of
polarization modes derived from the full TVS analysis. The
full reconstruction containing all TVS modes accurately
traces the injected data. The vector reconstruction is similar
to the one in Fig. 7, which was obtained by a TV analysis.
On the other hand, the scalar reconstruction is identically
zero at the quoted credible level, which is what we expect
for an injection that has no scalar component, as was the
case here.
The accurate extraction of each of the five polarization
modes is also demonstrated in Fig. 14, which shows the
recovered and injected SNRs for different combinations
of polarization modes. Similar to the four-detector case
from Fig. 12, the analysis correctly concludes that the
signal contains no scalar power, recovering a scalar
SNR that is consistent with zero. As expected, however,
FIG. 13. Whitened signal reconstructions for a burst injection
containing tensor and vector modes in a 5-detector network as
analyzed by the full TVS signal model. The solid grey line shows
the simulated data in each of the 5 detectors. Pink shaded regions
show the 90% credible interval for the reconstruction of the full
signal, while the scalar (S) and vector (V) part of the full
reconstruction is shown in orange and green bands respectively.
As expected given the simulated signal, the scalar reconstruction
vanishes for all times.
FIG. 14. Posterior for the total SNR and the SNR per mode for a
burst injection containing tensor and vector modes in a 5-detector
network as analyzed by the full TVS signal model. Solid vertical
lines and histograms of the same color correspond to the injected
and recovered SNR for each mode or combination of modes. The
injected scalar SNR is 0, so the recovered posterior is sharply
peaked at this value.
FIG. 15. SNR 90% upper limits for GW150914-like signals
injected in a 5-detector HLVKI network as function of right
ascension α and declination δ. Each signal is analyzed with the
full TVSpolarizationmodel that allows for all 5 relevant polarization
modes andweplot the upper limit on scalar (top) andvector (bottom)
polarization modes from this single analysis. The simulated signals
obey GR and have been injected in separate and independent
random Gaussian noise realizations. The upper limits are more
stringent that the ones obtained from a 4-detector network in Fig. 3.
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the five-detector upper limit is more stringent than the four-
detector one. Moreover, the recovered vector, tensor, and
total SNR are now consistent with their injected values.
Comparing to the bottom panel of Fig. 12, we conclude that
a five-detector network can more robustly separate tensor,
vector, and scalar modes.
As a final step, we also consider signals that obey GR in
the context of an HLVKI network and full TVS analyses.
We repeat the analysis of Sec. IV by injecting the same
200 GW150914-like signals, randomly distributed over the
sky, this time using a five-detector HLVKI network. We
analyze the signals with the full TVS model, and plot the
resulting upper limits on the SNR of the scalar (top) and
vector (bottom) modes in Fig. 15. The main difference
between the analysis of Fig. 15 and that of Fig. 3, besides
the addition of a detector, is that now we obtain the SNR
upper limits on the scalar and vector modes from a single
TVS analysis, as opposed to separate TS and TV analyses.
The HLVKI network can not only place constraints on all
relevant polarization modes simultaneously, but does so
while also producing more stringent upper limits (compare
the color scales in Figs. 15 and 3).
VII. CONCLUSIONS
We have presented an analysis capable of constraining
the mixed polarization content of GW signals. Our analysis
is based on BayesWave and models the tensor and nontensor
polarization modes in terms of a sum of sine-Gaussian
wavelets. This flexible signal model makes no assumptions
about the amplitude or phase evolution of the signal,
besides that the signal propagates at the speed of light
and does not suffer from dispersion during propagation
between detectors. This makes our analysis ideal for
characterizing the morphology of a nontensor polarization
modes, if they are ever detected, as demonstrated with
example signals. In the most likely case of a null result and
no detected deviation from GR, we can place upper limits
on the presence of nontensor polarizations in the observed
signals. Our results suggest that with a design-sensitivity
network of four detectors, as anticipated for O4, we will be
able to place constraints and/or characterize the presence of
vector and/or scalar modes in the detected signals, on top of
the expected tensorial modes. A five-detector network, as
expected later in the decade, will strengthen constraints and
result in a more accurate separation of all five polarization
modes to which differential-arm detectors are sensitive. We
tested our infrastructure on CBC signals, since they are the
only sources of GWs detected to date; however, the analysis
is generic and can handle other types of transient signals,
such as bursts from supernovae or other sources.
Our analysis extends and generalizes previous efforts to
constrain the GW polarization content by allowing for a
mixed tensor/nontensor content, not requiring a known
source sky location, and taking advantage of the phase
coherence of the signal. Regarding the first point, results
from GW170817, GW170814, and other events place
strong constraints against the complete absence of tensor
modes in the signal from both BNSs and BBHs. Therefore
upcoming analyses of the GW signal polarization content
should account for the presence of tensor modes. Indeed, in
our analysis we test for a mixed content of tensor and
nontensor modes. It would be trivial to analyze signals
assuming a pure S or V content with our infrastructure if
required.
Furthermore, the signal sky location does not need to be
a priori known, but is a model parameter that is margin-
alized over together with other model parameters such as
the wavelet number. This does away with the requirement
of an electromagnetic counterpart to the GW signal that
could provide the sky location, something expected to be
rare especially for BBHs. Additionally, using electromag-
netic counterparts to identify the sky location of a signal in
order to perform tests of the polarization content contains
an element of circularity. Electromagnetic counterparts to
GW signals are detected with observing campaigns that
either use the GW localization directly or compare triggers
to it. The initial GW localization is always computed
assuming the signal is composed solely of tensor modes
that agree with GR. Therefore any counterpart found in the
localization area provided will have a sky location that is by
selection consistent with tensor modes. Though this does
not completely preclude the possibility of polarization
constraints using these sky localizations, it does mean that
only signals whose potential nontensor modes do not affect
the sky localization enough to hinder a counterpart iden-
tification can meet the analysis criteria, and thus is a strong
selection effect. Our analysis does not require an externally
provided sky localization and can instead be applied to all
detected signals.
Finally, our methodology takes advantage of the fact that
CBC signals with nontensor polarization modes are phase-
coherent similarly to their tensor counterparts. We indeed
model directly the phase evolution of each polarization
mode, an approach that is more sensitive than analyses that
detect excess power in the data caused by nontensor modes.
Excess power analyses are necessary for signals without
phase coherence, such as a stochastic background signal,
but will be suboptimal for signals with a non random phase
evolution.
Given the number of detectors that will be operational in
the upcoming O4 run, we expect to obtain the most
stringent constraints in the context of one additional mode
(scalar or vector), i.e., a TS or TV analysis. A full analysis
including all five possible modes with a four-detector
network would contain more degrees of freedom than
detectors in the network and would thus not be able to
fully invert Eq. (1). However, this does not mean that a four
detector network cannot be used to make interesting
statements about the full TVS model, since we do not
need to break all possible degeneracies between the five
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polarization modes to distinguish between the three spin-
weights, T, V, and S. Indeed, we find that HLVK will be
able to place meaningful TVS constraints, even when the
sky location is unknown. The addition of LIGO India to the
detector network in O5 [41] will only serve to make full
TVS analysis more informative in the future. We demon-
strate that the full five-detector network will further
facilitate such TVS analyses and robust extraction of all
five polarization modes available to differential-arm detec-
tors, even when the sky location of the source is unknown.
The signal model of Eq. (8) is designed to be as generic as
possible, modeling each of the five polarization modes in
terms of sums of sine-Gaussian wavelets. However, as more
signals are detected we will be able to place increasingly
stringent constraints on their properties, and thus potentially
specialize the signal model. As an example, our analysis
currently allows for fully generic plus/cross and v1=v2
polarizations, but the majority of signals observed to date are
consistent with being elliptical polarized, since they originate
from nonprecessing compact binaries. One option is, there-
fore, to restrict our signal model to elliptically polarized
tensor and vector components along the lines of Eq. (4). This
would likely result in better reconstructions of elliptical
signals, as an elliptical model contains fewer degrees of
freedom than the generic polarization one.
Another possibility concerns the fully generic form of
the tensor modes. Indeed all current detections appear to be
consistent with GR, we thus know that GW signals contain
tensor modes that resemble those of GR. A more restricted
signal model would then assume that the tensor modes are
given by regular CBC templates with some parametrized
deviation from GR (such as the parametrized post-
Einsteinian framework [32]), while the nontensor modes
are again modeled with sine-Gaussian wavelets. The
possibility of joint analyses using CBC templates and
wavelets with BayesWave was recently demonstrated in
[86], so we plan to explore this option in future work.
As the global detector network continues to grow, studies
of the local geometry of GWs will be significantly enriched
by our enhanced ability to break degeneracies between
possible combinations of GW polarizations. The con-
straints will also improve in quantity and quality thanks
to the increased number and variety of detections, as well as
their greater average SNR. The method presented here and
its extensions will be crucial in fully taking advantage of
this, and will enable precision tests of general relativity
with GW polarizations.
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J. A. Clark, S. Ghonge, and M. Millhouse, Phys. Rev. D
103, 044006 (2021).
[41] B. P. Abbott et al. (KAGRA, LIGO Scientific, and Virgo
Collaborations), Living Rev. Relativity 21, 3 (2018).
[42] B. P. Abbott et al. (LIGO Scientific, Virgo, Fermi-GBM,
and INTEGRAL Collaborations), Astrophys. J. Lett. 848,
L13 (2017).
[43] C. M. Will, Theory and Experiment in Gravitational Phys-
ics, 2nd ed. (Cambridge University Press, Cambridge,
England, 2018).
[44] S. Ghonge, K. Chatziioannou, J. A. Clark, T. Littenberg, M.
Millhouse, L. Cadonati, and N. Cornish, Phys. Rev. D 102,
064056 (2020).
[45] K. Chatziioannou, J. A. Clark, A. Bauswein, M. Millhouse,
T. B. Littenberg, and N. Cornish, Phys. Rev. D 96, 124035
(2017).
[46] A. Torres-Rivas, K. Chatziioannou, A. Bauswein, and J. A.
Clark, Phys. Rev. D 99, 044014 (2019).
[47] G. Dálya, P. Raffai, and B. Bécsy, Classical Quantum
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