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1 Dalla serie alla trasformata di Fourier





cioe` per funzioni som-
mabili su un intervallo di lunghezza finita. Che accade per T −→∞?
Quale strumento di puo` utilizzare per x ∈ L1(R) quindi priva di periodo finito?








































Dentro al simbolo di sommatoria si calcolano i valori della funzione
s 7−→ x̂(s)eist
1
nei punti · · · ,−2ω,−ω, 0, ω, 2ω, · · · poi si moltiplicano tali valori per ω che e`
la lunghezza comune a tutti gli intervalli [kω, (k+1)ω[. Tale sommatoria, che
come abbaimo gia` evidenziato va pensata in “valor principale”, approssima














Questo suggerisce che, sotto convenienti ipotesi, per x ∈ L1(R), una volta




x(t)e−iωtdt, ω ∈ R,









• x̂(ω) e` ben definita per ogni ω ∈ R perche` |x(t)e−iωt| = |x(t)| quindi
anche t 7−→ x(t)e−iωt e` sommabile come x(t) su R;
• non e` scontato invece che la formula di antitrasformazione abbia signi-
ficato. Per ora ci limitiamo a sottolineare che l’integrale e` in valor






e mantiene questa forma, anche se cambia il senso del simbolo di in-








Nella formula, infatti, si prende b = R, a = −R.







puo` esistere senza che f abbia integrale semplicemente convergente.
Basta prendere una funzione continua e dispari in R, (ad esempio





sin tdt = lim
R→+∞
0 = 0
mentre e` evidente che
∫ +∞
−∞
sin t dt non ha alcun senso.
Riassumendo









f sommabile ⇒ f ha integrale semplicemente convergente,
f ha integrale semplicemente convergente ⇒ f ha integrale in valor principale,
ma nessuna implicazione si puo` invertire.
Nell’antitrasformazione si prende l’integrale in valor principale. Solo quando









Esercizio 1.1 Per x(t) =
1
t2 + 1
calcolare x̂(ω) col Teorema dei residui.








2 Trasformata di Fourier in L1(R)
Teorema 2.1





La continuita` segue dal teorema della convergenza dominata:



















per tutti gli ω0 ∈ R. Per quanto riguarda il comportamento per |ω| −→ +∞,
ci limitiamo ad un esempio molto particolare ma significativo: la funzione
costante 1 su un intervallo e nulla fuori di esso. Per definizione stessa di
integrale ogni funzione di L1 e` limite nel senso di L1 di combinazioni lineari
di funzioni di questo tipo (funzioni “a scala”). Sia quindi
x(t) =
{
1 a ≤ t ≤ b
0 t /∈ [a, b].
Chiameremo x la funzione caratteristica di [a, b] e la indicheremo in seguito






b− a ω = 0
e−ibω − e−iaω
−iω ω 6= 0.
La funzione x̂(ω) e` certamente continua come garantito dalla prima parte del

















|w| −→ 0 per |ω| −→ +∞.

Teorema 2.2
Per x ∈ L1(R) si ha x̂ ∈ L∞(R) con ‖x̂‖∞ ≤ ‖x‖1.
Inoltre l’applicazione F : L1 −→ L∞ definita da x F7−→ x̂ e` lineare e
continua cioe`
F(c1x1 + c2x2) = c1F(x1) + c2F(x2),
xn
L1−→ x⇒ F(xn) L
∞−→ F(x).
Dimostrazione
Si ha per ogni ω ∈ R
|x̂(ω)| =
∣∣∣∣∫ +∞−∞ e−itωx(t)dt










|x(t)|dt che si legge ‖x̂‖∞ ≤ ‖x‖1 .
La linearita` di F e` ovvia dalla definizione.
Proprio grazie alla linearita`, per provare che
F(xn) L
∞−→ F(x) cioe` che F(xn)−F(x) L
∞−→ 0,
basta provare che
F(xn − x) L
∞−→ 0.
5
Quindi per provare la continuita` di F basta provare
xn
L1−→ 0⇒ F(xn) L
∞−→ 0
ma cio` e` ovvio dalla disuguaglianza tra le norme ‖x̂n‖∞ ≤ ‖xn‖1 che dice
proprio
‖xn‖1 R−→ 0⇒ ‖x̂n‖∞ R−→ 0.

Sottolineiamo che la convergenza nel senso di L∞ e` la convergenza
uniforme. Secondo la regolarita` puntuale, l’operatore F e` “regolarizzante”:
trasforma funzioni sommabili in funzioni continue e trasforma la convergenza
in “media integrale” in convergenza uniforme.
Esercizio 2.3 Per x(t) =
1
(t+ i)2
calcolare x̂(ω) e verificare che e` una
funzione continua in R e tale che |x̂(ω)| −→ 0 per ω −→ ±∞.








Sia x ∈ L1(R) e, in analogia a quanto visto per la serie di Fourier,
supponiamo che
• il numero di discontinuita` di x(t) sia finito in ogni intervallo limitato;






che denoteremo con x(t+0 ), x(t
−
0 );
• <x(t) ed =x(t) abbiano un numero finito di massimi e minimi relativi
in ogni intervallo limitato.
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Teorema 3.1










In particolare l’antitrasformata vale x(t) nei punti di continuita` di x.
Esercizio 3.2 Sia a > 0. Per
x(t) = u(t)e−t/a , u(t) =
{
1 t ≥ 0
0 t < 0
,
u(t)“gradino unitario”, calcolare x̂(ω).
Verificare poi la formula di antitrasformazione sia per t 6= 0 che per t = 0
dopo aver osservato che x̂ /∈ L1(R).
(
Per t 6= 0 la formula di antitrasfor-
mazione consiste di un integrale semplicemente convergente calcolabile coi
residui. Per t = 0 le operazioni hanno senso solo in valor principale: eviden-
ziare <x̂, =x̂ e le relative simmetrie pari/dispari
)
.









, x̂(0) = 2a.(
in particolare per a = −pi, x̂(ω) = 2pi sinc(ω) dove la funzione sinc e`




quindi x̂ /∈ L1(R).
Verificare la formula di antitrasformazione per
1) t < −a 2) t = −a 3) − a < t < a


















attraverso scelte opportune tra i due cammini complessi in figura per ciascuno
dei due integrali in dω:
(





dω = 0 per simmetria dispari: e` essenziale qui




4 Ulteriori proprieta` della trasformata in L1
Le seguenti proprieta` di x̂ per x ∈ L1(R) si verificano facilmente e vengono
lasciate come esercizi.
• Simmetrie:
x pari ⇒ x̂ pari , x dispari ⇒ x̂ dispari.
• Coniugato: (x̂(ω))∗ = x̂∗(−ω).
In particolare per x a valori reali e pari si ha(
x̂(ω)
)∗
= x̂∗(−ω) = x̂(ω),
quindi anche x̂ e` a valori reali. Per x a valori reali e dispati si ha(
x̂(ω)
)∗
= x̂∗(−ω) = −x̂(ω),
quindi x̂ e` a valori immaginari puri.
• Cambiamento di scala




, a ∈ R, a 6= 0.
• Traslazioni e fasi
F(x(t− t0))(ω) = e−iωt0x̂(ω),
x̂(ω − ω0) = F(eiω0tx(t))(ω).
Vediamo ora qual’e` l’operazione corrispondente alla derivazione.
Sia x(t) continua in R con derivata x′ ∈ L1(R): in tale situazione diremo che
x e` assolutamente continua in R. Sia poi x ∈ L1(R).
Possiamo considerare sia x̂ che x̂′ perche` x, x′ ∈ L1(R). L’ipotesi x assoluta-
mente continua consente di scrivere, fissato un qualunque t0 ∈ R ,





per ogni t ∈ R. Si puo` dimostrare, infatti, che per le funzioni continue
derivabili quasi ovunque con derivata sommabile (le funzioni assolutamente
continue appunto) vale il Teorema fondamentale del calcolo integrale.







converge per t −→ ±∞ (x′ ∈ L1(R)). Se poi, come qui, si assume x ∈ L1
allora tali limiti possono valere solo zero. Cio` consente di provare
















x̂(ω) = F(−itx(t))(ω), x(t) e tx(t) sommabili in R.


















x̂(ω) = F((−it)kx(t))(ω), x, tx, · · · , tkx ∈ L1(R).
Infine, per la convoluzione,
• F(x ∗ y)(ω) = x̂(ω)ŷ(ω), x, y ∈ L1(R).
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Sappiamo gia` che anche x ∗ y ∈ L1. Inoltre per Tonelli e Fulini∫ +∞
−∞





























0 t ≤ −1
1− |t| − 1 ≤ t ≤ 1
0 t ≥ 1.
1. Quali proprieta` ha x̂? In particolare quante volte e` derivabile?
2. Calcolare x̂ e verificare le previsioni fatte in 1).






sgn(t) − 1 ≤ t ≤ 1
0 altrove
con sgn(x) la funzione segno che vale 1 sui positivi, −1 sui negativi,
0 per t = 0.
1. Quali proprieta` ha x̂?
2. Calcolare x̂ e verificare le previsioni.
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3. Discutere esplicitamente la validita` delle regole
d
dω
x̂(ω) = F(−itx(t))(ω) , x̂′(ω) = iωx̂(ω).
Quest’ultima e` chiaramente falsa perche` x′(t) = 0 quasi ovunque.
Quale ipotesi non e` verificata?






sulla formula di antitrasformazione.
Verificare il risultato col metodo dei residui.
Esercizio 4.4 Da x̂(ω) =
1
ω2 + 4
dedurre la funzione x(t).










col metodo dei residui.
Esercizio 4.5 Dalla trasformata di x(t) = sgn(t)1[−1,1] calcolata





al variare di t ∈ R.
5 Trasformata della Gaussiana
Consideriamo la curva di Gauss
x(t) = e−t
2/a, a > 0,



















































dove γ e` il cammino complesso dato da z(t) = t+
iaω
2
, −∞ < t < +∞.
Facciamo vedere che un tale integrale non dipende da h quindi ha
sempre lo stesso valore
√





sul cammino ΓR in figura
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vale 0 per ogni R perche` e−z
2/a e` olomorfa in C.
Sia h > 0 come in figura. Per h < 0 il procedimento e` simile.
















































La trasformata di una Gaussiana e` ancora una Gaussiana.















scriviamo x′ = −2t
a
x .





























6 Alcune applicazioni della trasformata
Data una equazione differenziale, essa viene semplificata dalla trasformazione
grazie alla proprieta` x̂′ = iωx̂(ω) : la moltiplicazione per iω e` una operazio-
ne molto piu` semplice della derivazione. Qui ne faremo un uso formale:
opereremo senza preoccuparci se le ipotesi di applicazione di questa ed al-
tre proprieta` di F sono soddisfatte o meno. Ottenuta cos`ı una soluzione
formale faremo a posteriori delle ipotesi sufficienti a garantire che essa sia
realmente una soluzione. A questo punto la maniera con cui e` stata ottenuta
diventa ininfluente. Vedremo nelle lezioni seguenti che l’ambiente dove si
puo` utilizzare F e` ben piu` vasto di L1 e che le proprieta` di F sono valide in
ipotesi piu` generali.
• Equazione del calore in una barra infinita
Attraverso la serie di Fourier abbiamo gia` risolto questo problema in una
barra di lunghezza L < +∞. Per L = +∞ utilizziamo F per risolvere:
∂tu(t, x) = ∂
2
x(t, x), t > 0, x ∈ R,
u(0, x) = u0(x) (temperatura iniziale).
Sia v la trasformata di u rispetto ad x:
v(t, ω) = F(x 7−→ u(t, x))(ω).
Formalmente 
v′ = (iω)2v















attenzione alle notazioni: qui t e` una costante per F perche` le variabili di
trasformazione sono x ed ω
)





v = F(u0)F(G) = F(u0 ∗G).








A questo punto si fanno ipotesi su u0 che garantiscono che si tratta veramente
di una soluzione. Ad esempio con u0 ∈ L1(R) ∩ L∞(R) si puo` derivare sotto
il segno di integrale: facendolo si verifica che ∂tu = ∂
2
xu .
























































Cos`ı anche la condizione iniziale e` soddisfatta.
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• Equazione delle onde
∂2t u(t, x) = c
2∂2xu(t, x), t, x ∈ R (c > 0),
u(0, x) = f(x),
∂tu(0, x) = g(x).
Risolviamo ponendo i dati f e g alternativamente pari a zero poi sommiamo
le soluzioni ottenute per avere la soluzione nel caso generale. Con le stesse
notazioni di prima v = F(u) con x e ω variabili di trasformazione, da








Determiniamo k1 e k2 con le condizioni
v(0, ω) = f̂(ω) , v′(0, ω) = 0
ponendo g = 0 .  k1 + k2 = f̂






























Torniamo ora a v = k1e
iωct + k2e
−iωct e poniamo f = 0 quindi
v(0, ω) = 0 , v′(0, ω) = ĝ.
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Stavolta abbiamo
k1 + k2 = 0



















































Basta assumere f ∈ C2(R) e g ∈ C1(R) affinche` tale formula definisca
realmente una soluzione.
7 Trasformata in L2(R)
Come per la serie, anche la trasformata si puo` definire in L2.
Contrariamente all’inclusione L2([0, T ]) ⊂ L1([0, T ]), abbiamo gia` osservato
che non vale alcuna inclusione tra L1(R) ed L2(R).
18
L’operatore F in L2(R) sara` comunque una estensione a tutto L2(R) di F






Siano x, y ∈ L1(R) ∩ L2(R).
Allora x̂, ŷ ∈ L2(R) e vale l’uguaglianza di Parseval
〈x, y〉 = 1
2pi
〈x̂, ŷ〉.




A meno della costante 1
2pi
, F conserva i prodotti scalari, quindi
le norme di L2(R), per funzioni di L1(R) ∩ L2(R). Sia ora x ∈ L2(R) e
consideriamo una successione xn di elementi di L
1(R) ∩ L2(R) con
xn
L2−→ x.
La successione verifica quindi la condizione di Cauchy
‖xn − xm‖ −→ 0 n,m −→ +∞.
Per Parseval anche
‖x̂n − x̂m‖ −→ 0 n,m −→ +∞
Poiche` L2(R) e` uno spazio completo (nella teoria di Lebesgue!) la successione
x̂n converge in L
2(R) ad un elemento y ∈ L2(R). Dallo schema
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e` naturale porre F(x) = y.
Questa e` una buona definizione perche` y non dipende dalla successione scelta
per approssimare x ma solo da x stesso. Per R > 0 ed x ∈ L2(R) indichiamo
xR(t) = 1[−R,R](t)x(t)
il troncamento di x(t) all’intervallo [−R,R]:
xR(t) =

x(t) −R ≤ t ≤ R
0 t /∈ [−R,R].
Risulta
xR
L2−→ x per R −→ +∞,
quindi, per definizione di x̂
x̂R
L2−→ x̂ per R −→ +∞.
Tale convergenza risulta anche puntuale quasi ovunque.






In L1(R) la trasformata e` un integrale, in L2(R) e` il limite di integrali.
Riassumiamo nel prossimo teorema le sue principali proprieta`.
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Teorema 7.2
L’operatore F : L2(R) −→ L2(R) e` iniettivo, suriettivo, lineare e continuo.



























xn −→ x⇒ x̂n L
2−→ x̂.
Questa proprieta` discende da Parseval:
‖xn − x‖2 = 1
2pi
‖x̂n − x̂‖2
quindi xn −→ x⇐⇒ x̂n −→ x̂.
• La formula di dualita` segue subito dalla definizione di F−1 ed F :
x(t) = F−1(x̂)(t) = 1
2pi
F(x̂)(−t).
• Proprio perche` F e` suriettivo in L2(R) non possiamo piu` attenderci che
x̂(ω) sia una funzione continua di ω (in L2 ci sono ovviamente funzioni







Dopo aver osservato che x /∈ L1(R) e che x ∈ L2(R):
1. Calcolare x̂ in L2. Risulta una funzione continua?
La risposta e` in contrasto con le proprieta` della F trasformata?
2. Verificare la formula di dualita`̂̂x(t) = 2pix(−t).









Dal fatto che x ∈ L1(R) ∩ L2(R), reale e pari, dedurre tutte le proprieta`
possibili per x̂. Calcolare poi x̂ e verificare le previsioni fatte.







(a primo membro usare il metodo dei residui).





Questa funzione non e` in L1(R) ma e` in L2(R).
Calcolare F(tx(t))(ω) in L2(R) e confrontarla con F(x)(ω).(





Verificare infine l’identita` di Parseval per tx(t).




∂tu(t, x) = 2t ∂
2
xu(t, x), t > 0,
u(0, x) = e−x
2
.








∂tu(t, x) = ∂
2
xu(t, x) + ∂xu(t, x), t > 0,
u(0, x) = e−x
2/2.
Risultato: u(t, x) =
√
1
1 + 2t
e−(x+t)
2/(2+4t).
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