We study a class of binary trees that grow in a random environment, where the state of the environment can change at every vertex of the trees. The trees considered are single-type and two-type binary trees that grow in a two-state Markovian environment. For each kind of tree, the conditions on the environment process for extinction of the tree are determined, and the problem of calculating the expected number of vertices of the tree is addressed. Di erent ways of growing the trees are compared.
1 INTRODUCTION 
PROBLEM FORMULATION
Consider a tree that grows at the discrete times t = 0; 1; 2; . The tree consists of vertices of two types, 0 and 1. Initially, the tree consists of a single vertex of a given type. At each t 0 one vertex of the existing tree is selected (according to a predetermined order among the vertices), and this vertex gives rise to new vertices (the o springs of this vertex) according to some reproduction law. The reproduction law of a vertex depends on its type and is governed by a discrete-time homogeneous Markov chain X = fX t ; t 0g called the environment. The state space of the environment X consists of two states denoted by g and b. Suppose that the selected vertex at t is of type i (i = 0; 1). If X t = g then with probability 1 the selected vertex does not reproduce at all. If X t = b then with probability i the selected vertex gives rise to two o springs, and with probability 1? i the vertex does not reproduce at all. A vertex that has been selected at any time t 0 is never selected again. If at some instant 0 T 0 < 1 there exists only one vertex that has not already been selected and this vertex does not reproduce at T 0 , then the tree stops growing; if there is no such T 0 then we put T 0 = 1. We refer to T = T 0 + 1 as the length of the tree. The event fT < 1g is called the extinction of the tree.
Since a vertex can be selected only once, it follows that each vertex has either no o springs or two o springs. A vertex that has o springs is referred to as their parent. Two o springs of the same parent are called siblings; one of them is referred to as the left o spring and the other as the right o spring. The growing tree is considered as a rooted tree; the initial vertex is the root of the tree, and each vertex is the root of a subtree that includes the o springs of that vertex (if a vertex has not reproduced, then the subtree rooted at that vertex consists of only one vertex). Thus the growing tree is a complete binary tree. A subtree rooted at a left (right) o spring is referred to as the left (right) subtree of the corresponding parent.
The type of each o spring is determined as follows. A parent of type 0 has only type 0 o springs. A parent of type 1 has one o spring of type 1 and one o spring of type 0; the type 1 o spring is the right o spring with probability q and it is the left o spring with probability 1 ? q. Thus, if the root of the binary tree is of type 0, then the evolving tree is a single-type tree with only type 0 vertices. If the root is of type 1, then the evolving tree is a two-type tree with vertices of both types. In this case, every subtree rooted at a type 0 vertex is a single-type tree (with only type 0 vertices).
We now present two di erent orders for selecting the vertices. The rst is referred to as Depth First Order (DFO) and is de ned by the following rules: (1) A parent always precedes its o springs. that is, a vertex that was born at time t 0 0 precedes any vertex that was born at any time t > t 0 .
Note that both the DFO and the BFO are independent of the type of the vertices. Examples of growing trees are shown in Fig. 1 . In both examples 0 = 1 = 1.
The following notation and assumptions are used in the sequel (similarly to 6]). The state space of the environment X is X = fg; bg, and the transition matrix of X is
(where the upper row and the left column correspond to state g). The elements of this matrix are denoted by K(x; x 0 ); x; x 0 2 X. We assume r g ; r b 2 (0; 1), so X is irreducible. The invariant probabilities of X are (b) = r b =(1 ? r g + r b ) and (g) = 1 ? (b). We assume 0 < q < 1 and i > 0 (i = 0; 1). For x 2 X we denote P x ( ) = P( j X 0 = x) and E x ( ) = E( j X 0 = x). Due to space limitations, all proofs are omitted and the interested reader is referred to 7]. If X 0 = g then the tree is degenerate with only one vertex, i.e. P g (T = 1) = 1. Thus, we are interested only in the case where X 0 = b.
THE SINGLE-TYPE TREE
In this section we consider a single-type tree with only type 0 vertices. We rst determine the condition on the environment X for almost sure extinction of the tree.
Theorem 1 Assume that the type of the root is 0. Then T is independent of the order by which the vertices are selected, and we have: P b fT < 1g = 1 if and only if 0 (b) 1=2.
For a single-type tree denote w x (x 0 ) = P x (X T ?1 = x 0 ) for all x; x 0 2 X. Clearly, w g (g) = 1. The value of w b (x) ; x 2 X, is given in 6] for 0 (b) 1=2. Since the length T of a single-type tree is independent of the order by which the vertices are selected, we can assume for the calculation of E b (T) an arbitrary order. In 6], the calculation of E b (T) is carried out for the DFO. As this result is used in the sequel, for the sake of completeness we state it here. Consider now the more general case in which there are initially 1 n < 1 separate vertices of type 0. The vertices are selected and reproduce according to the rules de ned in Section 2, thus producing n growing binary trees referred to as a forest.
We now calculate E x (T) of a forest with n initial vertices. Since T is independent of the order by which the vertices are selected, we can assume for this calculation an arbitrary order. Thus, we number the n initial vertices from 0 to n ? 1, and we assume the following. For every 0 i n ? 1, the tree rooted at the initial vertex i is grown under the DFO, and the vertices of this tree precede all the initial vertices with number j > i. Let 
Equations (2), (3), and (4) yield L x 0 (n) for any n < 1 and x 2 X. This is used in the sequel.
THE TWO-TYPE TREE
In this section we consider a two-type tree that consists of vertices of both type 0 and type 1. Note that in the special case 0 = 1 , the two-type tree is in fact a single-type tree. We rst determine the condition on the environment X for almost sure extinction of the tree.
Theorem 3 Assume that the type of the root is 1, and that the vertices are selected by an arbitrary order (independent of the type of the vertices). Then P b fT < 1g = 1 if and only if 0 (b) 1=2.
The expected length E b (T) of the two-type tree in the case where the vertices are selected by the DFO is calculated in 6]. We now calculate E b (T) in the case where the vertices are selected by the BFO. It is not di cult to show that if 0 (b) 1=2 then E b (T) = 1 (see 7] ). Thus we consider only the case 0 (b) < 1=2. At any t 0 there exists at most one vertex of type 1 that has not been selected at any t 0 < t. Let be the time at which such a vertex is selected and does not reproduce (possibly = 1). Let N t (t 0) be the number of type 0 vertices existing at time t that have not been selected at any t 0 < t. Let To obtain L(0) (and thus L b (0)), we need to nd the particular solution fL(n); n 0g of the in nite system (5). In general, an exact expression for this solution is di cult to obtain. In the special case where 0 = 0, the system can be solved exactly and we discuss this case shortly. In the general case, we have a computable lower bound by the following. 
has a unique solution fZ N (n); 0 n Ng such that 0 Z N (n) Z (n) for all 0 n N.
Since L(n) > 0 for all n 0, it follows by Proposition 1 that by solving the nite system (6) for any N 0, we obtain a lower bound on L(n); 0 n N, and in particular on L b (0). This enables us to show numerically that for certain values of the parameters, the expected length of the two-type tree under the BFO is strictly greater than the expected length under the DFO. An example that demonstrates this is given in Fig. 2 , where the bound for the BFO is obtained by taking N = 2.
The special case 0 = 0 The case 0 = 0 corresponds in the multiaccess communication system discussed in Section 1, to the likely situation where the noise can garble messages but cannot cause the receiver to misinterpret a silence as a simultaneous transmission of a number of transmitters. We rst calculate E b (T) and then compare between the expected lengths under the BFO and the DFO. Solving these equations, we easily obtain L b (0) (it can be shown that these equations have a unique solution).
We now address the question which order, the DFO or the BFO, yields a shorter expected length of the two-type tree. The complete answer is given by the following. 
DISCUSSION
The trees considered in this paper arise in multiaccess communication, when splitting algorithms are used to access a noisy communication channel. The expected length of these trees is directly related to the performance of such communication system. This motivates the interest in comparing between the expected lengths under the BFO and the DFO. In the special case where vertices of type 0 do not reproduce ( 0 = 0), the complete answer to this question is given (Theorem 5). The importance of this result lies in the fact that it demonstrates the property that the superiority of the DFO over the BFO (or vice versa) depends on the type of the memory of the environment process.
Consider, for instance, the case where q 1=2. In this case we obtain that the expected length is smaller under the BFO if r b < r g , is smaller under the DFO if r b > r g , and is the same under both orders if r b = r g . When r b < r g the process X is said to have a persistent memory, and when r b > r g the process is said to have an oscillatory memory (when r b = r g the process is memoryless) 10].
Thus, the result obtained is that the BFO is superior (i.e. yields a shorter expected length) when the memory is persistent, and the DFO is superior when the memory is oscillatory.
An intuitive explanation to the above phenomenon is as follows. A process having an oscillatory memory would typically alternate frequently between the two states b and g, whereas a process having a persistent memory would typically stay for a long period in a state before alternating to the other state. Suppose now that the memory is persistent. As the state of the environment at the root of the tree is b, subsequent states would typically be also b. Under the DFO, these b states will typically occur at vertices of type 1, since q 1=2 and therefore it is more likely that the type 1 vertex would be the right o spring than the left o spring. On the other hand, under the BFO some of these b states will occur at vertices of type 0 (which are not a ected by the state of the environment ( 0 = 0)), since vertices are selected by advancing also to the breadth of the tree. Therefore the expected length under the BFO is smaller. Suppose now that the memory is oscillatory. In this case the burst of b states is short, and under the DFO a subsequent g state will typically terminate the growth of the tree. On the other hand, under the BFO such g state may be wasted on a type 0 vertex, thus deferring the termination of the growth of the tree. Therefore the expected length under the BFO is greater.
