Global solutions of the Navier–Stokes equations for compressible flow with density-dependent viscosity and discontinuous initial data  by Fang, Daoyuan & Zhang, Ting
J. Differential Equations 222 (2006) 63–94
www.elsevier.com/locate/jde
Global solutions of the Navier–Stokes equations for
compressible ﬂow with density-dependent viscosity
and discontinuous initial data
Daoyuan Fang, Ting Zhang∗
Department of Mathematics, Zhejiang University, Hangzhou 310027, PR China
Received 1 December 2004; revised 6 July 2005
Available online 1 September 2005
Abstract
In this paper, we study the evolutions of the interfaces between the gas and the vacuum for
viscous one-dimensional isentropic gas motions. We prove the global existence and uniqueness
for discontinuous solutions of the Navier–Stokes equations for compressible ﬂow with density-
dependent viscosity coefﬁcient. Precisely, the viscosity coefﬁcient  is proportional to  with
0< < 1. Speciﬁcally, we require that the initial density be piecewise smooth with arbitrarily
large jump discontinuities, bounded above and below away from zero, in the interior of gas.
We show that the discontinuities in the density persist for all time, and give a decay result for
the density as t → +∞.
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1. Introduction
We establish the global existence and uniqueness of weak solutions to the Navier–
Stokes equations for one-dimensional isentropic viscous gas with discontinuous initial
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density when the viscosity depends on the density
{
 + (u) = 0,  > 0,
(u) + (u2 + P()) = (()u), a() <  < b() (1.1)
with initial data
(, u)(, 0) = (0, u0)(),  ∈ [a, b], (1.2)
where inf
∈[a,b]
0() > 0, and , u and P() are the density, the velocity and the pressure,
respectively, ()0 is the viscosity coefﬁcient, a() and b() are the free boundaries,
i.e. the interface of the gas and the vacuum
⎧⎪⎨
⎪⎩
d
d
a() = u(a(), ), d
d
b() = u(b(), ),
(−P() + ()u)(a(), ) = 0, (−P() + ()u)(b(), ) = 0.
(1.3)
The study in [7] shows that the continuous dependence on the initial data of the
solutions to the Navier–Stokes equations with vacuum and constant viscosity coefﬁcient
fails. The main reason for the failure at the vacuum is because of the kinematic
viscosity coefﬁcient being independent of the density. Considering modiﬁed Navier–
Stokes system in which the viscosity coefﬁcient depends on the density, Liu et al.
[10] proved that the system is local well-posedness. As remarked in [10], the Navier–
Stokes equations can be derived from the Boltzmann equation through the viscosity
coefﬁcient as a function of temperature. In particular, the viscosity of gas is proportional
to the square root of the temperature for hard sphere collision. For isentropic ﬂow, this
dependence is translated into the dependence of the viscosity on the density.
For simplicity we consider in this paper, P() = A and () = c. Without loss
of generality, we assume A = 1 and c = 1.
We are interested in the case that the viscous gas is in contact with the vacuum
when the viscosity depends on the density, say,  = c like above. There are many
works [9–11,14] etc., based on the assumption that the gas connects to vacuum with
jump discontinuities, and the density of the gas has compact support. Among them, Liu
et al. [10] obtained the local existence of weak solutions to Navier–Stokes equations.
And Okada et al. [11] obtained the global existence of weak solutions when 0 <  < 13
with the same property. This result was later generalized to the case when 0 <  < 12
and 0 <  < 1 in [9,13], respectively.
The questions addressed here are motivated by the fact that discontinuous solutions
are fundamental both in the physical theory of non-equilibrium thermodynamics and
in the mathematical study of inviscid models for compressible ﬂow. On the other
hand, Hoff and Serre [7], using existence and uniqueness of (1.1) when  = ε with
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discontinuous initial density
(, u)(x, 0) =
⎧⎪⎪⎨
⎪⎪⎩
(01,m01)(x), x ∈ [a, b],
(02,m02)(x), x ∈ [c, d],
(,m03)(x), x ∈ (b, c),
(0, 0) otherwise
and letting  → 0, prove that the system of (1.1) when  = ε with initial data
(, u)(x, 0) =
⎧⎨
⎩
(01,m01)(x), x ∈ [a, b],
(02,m02)(x), x ∈ [c, d],
(0, 0) otherwise,
has a weak solution (, u)(x, t), where a < b < c < d. Let a(t), b(t), c(t) and d(t)
respectively, be the particle paths starting from a, b, c and d. Then they show that
d
dt
∫ b(t)
a(t)
(u)(x, t) dx = εu(c(t) + 0, t) − u(b(t) − 0, t)
c(t) − b(t) .
So that the solution in region [a(t), b(t)] depends on the one in the region [c(t), d(t)],
and this implies that the Navier–Stokes equations with constant viscosity are not valid
at the vacuum state. Liu et al. [10] introduced the modiﬁed Navier–Stokes system
in which the viscosity coefﬁcient depends on the density, but they only consider the
problem that density is continuous function. It is natural, therefore, to seek a rigorous
theory which accommodates these discontinuities. The results of this paper provide the
existence and uniqueness theorem.
In [9–11,13], the initial density 0 must be a differentiable function in  ∈ (a, b).
Assume only that, 0 is bounded above and below away from zero, the local existence
and uniqueness obtained in [16]. In particular, in this paper, we allow piecewise smooth
density with arbitrarily large jump discontinuities and no vacuum in [a, b], then get the
global existence and uniqueness. An important physical consequence of our result is
that neither vacuum states nor concentration states can occur in the interior of the gas,
and the interface separating the gas and vacuum propagates with ﬁnite speed, no matter
how large the oscillation of the initial density. And we show that the discontinuities in
the density persist for all time.
We assume that the initial density 0() is a piecewise smooth function, having
only a ﬁnite number of jump discontinuities, i.e., 0() is discontinuous at  = i ,
a = 0 < 1 < · · · < N < N+1 = b, and 0() is smooth at i < i+1. The
important aspect concerns the need to understand in a precise way the evolution in time
of the jump discontinuities. However, the parabolicity of the second equation in (1.1)
should force the smoothing of u. In fact, an previous result of Zhang [16] shows that
u must be continuous in Lagrangian coordinates, i.e., u(x, t) ∈ C(Q), Q = {(x, t)|x ∈
[0, 1], t ∈ [0, T ]}. Thus, we consider the case that there are no shocks or rarefaction
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waves, but contact discontinuities. Applying the Rankine–Hugoniot conditions to (1.1),
we then ﬁnd that on these curves of discontinuity li : (i (), ), ˙i = si ,
si[(i (), )] = [(u)(i (), )],
si[(u)(i (), )] = [(u2 + P() − ()u)(i (), )].
(1.4)
([·] denotes the jump across li ; thus [f ] = f (i () + 0, ) − f (i () − 0, ).) Granting
then that [u] = 0, we conclude from (1.4) that si = u(i (), ), so that, if (, u) is a
solution of (1.1) which is locally C1 except on curves of discontinuity li : (i (), ),
then (, u) will still be a distribution solution provided that (the jump conditions)
˙i () = u(i (), ), i (0) = i ,
[u(i (), )] = 0, [P()(i (), )] = [(()ux)(i (), )].
(1.5)
Since the free boundaries  = a() and  = b(), are unknown in Euler coordinates,
we will convert them to ﬁxed boundaries by using Lagrangian coordinates. We introduce
the following coordinate transformation:
x =
∫ 
a()
(y, ) dy, t = ,
then the free boundaries x = a() and x = b() become
a˜(t) = 0 and b˜(t) =
∫ b(t)
a(t)
(y, t) dy =
∫ b
a
0(y) dy,
where
∫ b
a
0(y) dy is the total mass initially, and without loss of generality, we can
normalize it to 1. So in terms of Lagrangian coordinates, the free boundaries become
ﬁxed. Also, the discontinuous curves  = i (), i = 1, 2, . . . , N become ﬁxed. For
simplicity, let yi(t) =
∫ i (t)
a(t) (y, t) dy, i = 1, 2, . . . , N , and y0 = 0, yN+1 = 1. Under
the coordinate transformation, Eq. (1.1) are transformed into
{
t + 2ux = 0, t > 0,
ut + P()x = (()ux)x, 0 < x < 1, (1.6)
while the initial data, boundary conditions and the jump conditions as
(, u)(x, 0) = (0, u0)(x), x ∈ [0, 1], (1.7)
P() = ()ux, at x = y0 + 0 and x = yN+1 − 0 (1.8)
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and
[u(yi, t)] = 0, [P()(yi, t)] = [(()ux)(yi, t)], i = 1, 2, . . . , N. (1.9)
It is standard that if we can solve problem (1.6)–(1.9), then the Cauchy problem
(1.1), (1.2), (1.3) and (1.5) has a solution.
As mentioned before, the main estimate is to obtain the lower bound on the density
function. We succeed in obtaining the positive lower bound of the density, by using
function (x(1 − x)) to get the bound for ∫ − dx, and using Sobolev’s embedding
theorem W 1,1(yi, yi+1) ↪→ L∞(yi, yi+1) to get the bound for −, as well as the
uniform lower bound for .
Our hypotheses on the initial data and the constants ,  can be stated as follows:
(A1) 0 <  < 1,  > 1;
(A2) 0 ∈ L∞([0, 1]), inf
∈[0,1]
0 > 0, and for some positive integer n,
(
n > 5+
√
1+24
8(1−)
)
,
−∫ 10[(0(x))x]2n dxC, with constant C > 0;
(A3) u0 ∈ H 1([0, 1]);
where −∫ 10 = ∑Ni=0 ∫ yi+1yi as in [4,5,7], and we denote that ‖(0)x‖−2nL2n = −∫ 10[(0(x))x]2n
dx.
We denote by 〈f 〉a,bX the usual Hölder norm
sup
{ |u(x, t) − u(y, s)|
|x − y|a + |t − s|b , (x, t), (y, s) ∈ X, (x, t) 	= (y, s)
}
.
Following is the Main Theorem in this paper.
Theorem 1.1 (Existence and uniqueness). Under conditions (A1)–(A3), then the initial
boundary-value problem (1.6)–(1.9) has a unique global weak solution (, u) in the
sense that, for any T > 0,
C(T )−1C,  ∈ C1([0, T ];L2([0, 1])), (1.10)
−
∫ 1
0
|x |2n dxC(T ), (1.11)
u ∈ C((0, T ], H 1([0, 1])) ∩ C 12 ([0, T ], L2([0, 1])), (1.12)
sup
t∈[0,T ]
∫ 1
0
(u2 + u2x + 2t ) dx +
∫ T
0
∫ 1
0
u2t dx dtC(T ), (1.13)
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sup
t∈(0,T ]
t
∫ 1
0
u2t dx +
∫ T
0
∫ 1
0
tu2xt dx dt +
∫ T
0
‖ux(·, t)‖2L∞ dtC(T ), (1.14)
‖u‖L∞t,x + 
1
2 〈u〉
1
2 ,
1
2[0,1]×[,T ] +
N∑
i=0
〈〉
2n−1
2n ,
1
2
(yi ,yi+1)×[0,T ]C(T ), ∀ 0 <  < T (1.15)
for some positive constant C(T ) = C(T , ‖0‖L∞ , ‖−10 ‖L∞ , ‖(0)x‖−L2n , ‖u0‖H 1) and
C = C(‖0‖L∞ , ‖−10 ‖L∞ , ‖(0)x‖−L2n , ‖u0‖H 1), and the following equations hold:
t + 2ux = 0, (x, 0) = 0(x) for a.e. x ∈ (0, 1) and ∀ t > 0, (1.16)
∫ ∞
0
∫ 1
0
{u	t + (P () − ()ux)	x} dx dt +
∫ 1
0
u0(x)	(x, 0) dx = 0 (1.17)
for any test function 	(x, t) ∈ C∞0 (Q) with Q = {(x, t)| 0x1, t0}.
In particular, (1.15) shows that  has left- and right-hand side limits at each yi ,
and that the jump conditions (1.9) hold. Finally, ∀t > 0,
∣∣∣[(yi, t)]∣∣∣  ∣∣∣[0(yi)]∣∣∣ e−Ct , i = 1, 2, . . . , N. (1.18)
Furthermore, we obtain
lim
t→∞ ‖(·, t)‖L
 = 0 (1.19)
for 
 ∈ [1,∞).
Remark 1.1. Eq. (1.18) show that the discontinuities in the density persist for all time.
And (1.19) gives a decay result for the density as t → +∞.
Remark 1.2. In physic point of view, considering the hard sphere model of monatomic
gas,  = 53 and the viscosity  is proportional to  with  = (− 1)/2 = 13 . Then, the
threshold in (A2) is n2.
Remark 1.3. In the arguments of this paper, we see that the construction of the weak
solution is independent of 0(yi), i = 1, 2, . . . , N . So we can allow vacuum at ﬁnite
discontinuity points. If initial data (0, u0) satisﬁes assumptions (A1)–(A3), then we
could have a solution (, u) as described in Theorem 1.1. And we could choose the
another initial data (¯0, u0) as
¯0(x) =
{
0(x), x 	= yi,
0, x = yi.
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It is easy to see, (, u) is also a global weak solution to the initial boundary-value
problem (1.6), (1.8)–(1.9) with the initial data (¯0, u0).
In what follows, we always use C(C(T )) to denote a generic positive constant
depending only on the initial data (and the given time T).
The proof of the existence is based on some a priori estimates in Section 2. The
ﬁrst of these gives a time-independent bound for ‖ 12u2 + 1−1−1‖L1 , which represents
the total energy in the ﬂuid. In Lemma 2.2, we derive a priori upper bound for 
from the energy estimate of Lemma 2.1. This upper bound then enable us in Lemma
2.3 to derive the bound for ‖u2n‖L1 . And using Lemma 2.3, we can get the bound
for −∫ [()x]2n dx in Lemma 2.4. Using function (x(1 − x)), we can get the bound
for
∫
− dx in Lemma 2.5 and Corollary 2.1. Using Sobolev’s embedding theorem
W 1,1 ↪→ L∞, Lemma 2.4 and Corollary 2.1, we get the bound for − and the
uniform lower bound for  in Lemma 2.6. These pointwise bounds for  then enable
us in Lemmas 2.7 and 2.8 to exploit the parabolicity of the second equation in (1.6)
to derive certain higher regularity estimates for u. And in Lemma 2.9, we prove that 
is piecewise Hölder continuous in x and Hölder continuous in t. In Lemma 2.10, we
show that the discontinuities in the density persist for all time. In Lemma 2.11, we
give a decay result for the density as t → +∞. We complete the proof of the existence
by the ﬁnite difference approximation in Section 3. The proof of the uniqueness result
is given in Section 4, applying energy method.
Finally, we should also mention that there has been a lot of investigation on the
Navier–Stokes equations with density-dependent viscosity, refer to [1–3,8,12,14,15] and
references therein. When viscosity is constant, Hoff [4,6] consider the case of discon-
tinuous initial data.
2. Some a priori estimates
In this section, for simplicity of presentation, we establish several a priori estimates
in continuous version to the initial-boundary problem (1.6)–(1.9). The corresponding
discrete version will be given in Section 3. First, we give the standard energy estimate.
Lemma 2.1. Under the conditions in Theorem 1.1, the following energy estimate holds:
∫ 1
0
(
1
2
u2 + 1
 − 1
−1
)
dx +
∫ t
0
∫ 1
0
1+u2x dx dsC, t > 0. (2.1)
Proof. We multiply the two equations in (1.6) by −2 and u, respectively, to obtain
(
u2
2
+ 1
 − 1
−1
)
t
+ (u)x = (1+uxu)x − 1+u2x.
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Integrating this equation with respective to x and t, applying the boundary conditions
(1.8) and jump conditions (1.9), we then obtain
∫ 1
0
(
1
2
u2 + 1
 − 1
−1
)
dx +
∫ t
0
∫ 1
0
1+u2x dx ds =
∫ 1
0
(
1
2
u20 +
1
 − 1
−1
0
)
dx.
This completes the proof of this lemma. 
The second lemma is concerned with a uniform upper bound for the density function
(x, t).
Lemma 2.2. Under the conditions in Theorem 1.1, we have
(x, t)C. (2.2)
Proof. From (1.6), we have
()t = −1+ux. (2.3)
Integrating (2.3) with respect to t over [0, t] yields
(x, t) = 0(x) − 
∫ t
0
(1+ux)(x, s) ds. (2.4)
By integrating the second equation of (1.6) with respect to x, applying the boundary
conditions (1.8) and the jump conditions (1.9), we get
∫ x
0
ut (y, t) dy + P()(x, t) = (1+ux)(x, t). (2.5)
Substituting (2.5)–(2.4) gives
(x, t) + 
∫ t
0
(x, s) ds = 0(x) + 
(∫ x
0
u0(y) − u(y, t) dy
)
. (2.6)
Thus, Hölder inequality and Lemma 2.1 imply that
∣∣∣∣
∫ x
0
u(y, t) dy
∣∣∣∣ C (2.7)
and (2.2) follows from (A3), (2.6) and (2.7). 
Next, we give a priori estimate on ‖u(·, t)‖L2n for later use.
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Lemma 2.3. Under the conditions in Theorem 1.1, for any positive integer n, we have
∫ 1
0
1
2
u2n dx + n(2n − 1)
∫ t
0
∫ 1
0
1+u2n−2u2x dx dsC(T ). (2.8)
Proof. By multiplying the second equation of (1.6) by 2nu2n−1 and integrating over x
and t, applying the boundary conditions (1.8) and the jump conditions (1.9), we have
∫ 1
0
u2n dx + 2n(2n − 1)
∫ t
0
∫ 1
0
u2n−21+u2x dx ds
=
∫ 1
0
u2n0 dx + 2n(2n − 1)
∫ t
0
∫ 1
0
u2n−2ux dx ds. (2.9)
Applying Cauchy–Schwarz inequality to the last term in (2.9) yields
∫ 1
0
u2n dx + n(2n − 1)
∫ t
0
∫ 1
0
u2n−21+u2x dx ds (2.10)
C + n(2n − 1)
∫ t
0
∫ 1
0
u2n−22−1− dx ds. (2.11)
By using the inequality ab 1
p
ap + 1
q
bq , where 1
p
+ 1
q
= 1, p, q > 1, a, b0, we have
u2n−22−1− 1
n
(2−1−)n + n − 1
n
u2n. (2.12)
By (2.2), (2.11) and (2.12) give
∫ 1
0
u2n dx + n(2n − 1)
∫ t
0
∫ 1
0
u2n−21+u2x dx ds
C + Ct + (n − 1)(2n − 1)
∫ t
0
∫ 1
0
u2n dx ds. (2.13)
Then Gronwall’s inequality yields
∫ 1
0
u2n dxCe(n−1)(2n−1)t (2.14)
(2.13) and (2.14) together imply (2.8) and this completes the proof of Lemma 2.3. 
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Next, in order to derive the uniform lower bound for (x, t), we need to get a priori
estimate on ‖()x(·, t)‖−L2n .
Lemma 2.4. Under the conditions in Theorem 1.1, for 0 < tT , we have
−
∫ 1
0
[((x, t))x]2n dxC(T ). (2.15)
Proof. From (2.3) and (1.6), we have
()xt = −(ut + ()x). (2.16)
Integrating it with respect to t over [0, t], we obtain
u(x, t) − u0(x) + 
∫ t
0
()x(x, s) ds = (0)x − ()x. (2.17)
We multiply (2.17) by [()x]2n−1, and integrate with respect to x to get
−
∫ 1
0
[()x]2n dx = −
∫ 1
0
[()x]2n−1(0)x dx
+−
∫ 1
0
{
u − u0 +
∫ t
0
()x ds
}
[()x]2n−1 dx
 C
(
−
∫ 1
0
[()x]2n dx
) 2n−12n ⎧⎨
⎩
(
−
∫ 1
0
[(0)x]2n dx
) 12n
+‖u − u0‖L2nx +
(
−
∫ 1
0
(∫ t
0
()x dx
)2n
ds
) 1
2n
⎫⎬
⎭
 C
(
−
∫ 1
0
[()x]2n dx
) 2n−12n ⎧⎨
⎩
(
−
∫ 1
0
[(0)x]2n dx
) 12n
+‖u − u0‖L2nx +
∫ t
0
(
−
∫ 1
0
[()x]2n dx
) 12n
ds
⎫⎬
⎭ , (2.18)
here, we use the inequality ‖ ∫ f (·, s) ds‖Lp ∫ ‖f (·, s)‖Lp ds. Using (2.8), Young’s
inequality ab 1
p
ap + 1
q
bq ( 1
p
+ 1
q
= 1, p, q > q, a, b0), we get from (2.18) that
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there is a positive constant C(T ) depending on initial data and T, such that
−
∫ 1
0
[()x]2n(x, t) dx  12−
∫ 1
0
[()x]2n(x, t) dx
+C
∫ t
0
−
∫ 1
0
[()x]2n(x, t) dx ds + C(T ),
hence,
−
∫ 1
0
[()x]2n(x, t) dxC(T ) + C
∫ t
0
sup
x∈[0,1]
(−)2n−
∫ 1
0
[()x]2n(x, t) dx ds. (2.19)
Applying Gronwall’s inequality to (2.19), and making use of (2.2), we obtain the
lemma. 
Lemma 2.5. Under the conditions in Theorem 1.1, for any k > 12n , 0 < tT , we have
∫ 1
0
(x(1 − x))k
(x, t)
dxC(T ). (2.20)
Proof. From (1.6), we have
(
(x(1 − x))k
(x, t)
)
t
= (x(1 − x))kux(x, t). (2.21)
Integrating (2.21) with respect to x and t over [0, 1] and [0, t], using integration by
parts and Young’s inequality, we have
∫ 1
0
(x(1 − x))k
(x, t)
dx
=
∫ 1
0
(x(1 − x))k
0(x, t)
dx +
∫ t
0
∫ 1
0
(x(1 − x))kux dx ds
=
∫ 1
0
(x(1 − x))k
0(x, t)
dx −
∫ t
0
∫ 1
0
d(x(1 − x))k
dx
u dx ds

∫ 1
0
(x(1 − x))k
0(x, t)
dx + C
∫ t
0
∫ 1
0
(x(1 − x))k−1|u| dx ds
C + C
∫ t
0
∫ 1
0
u2n dx ds + C
∫ t
0
∫ 1
0
(x(1 − x)) 2n(k−1)2n−1 dx ds.
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By using Lemma 2.3 and noticing when k > 12n , i.e.,
2n(k−1)
2n−1 > −1, we have∫ 1
0
(x(1 − x))k

dxC(T ).
This completes the proof of Lemma 2.5. 
If we choose k = 12n−1 (> 12n ) in Lemma 2.5, then we have the following result
which is used to get the lower bound estimate of the density function (x, t).
Corollary 2.1. Under the conditions in Theorem 1.1, the following estimate holds:
∫ 1
0
(x, t)− dxC(T ), (2.22)
where  = 4n−34n ∈ (0, 1).
Proof. Using (2.20) with k = 12n−1 and Young’s inequality, we have∫ 1
0
− dx  C
(∫ 1
0
(x(1 − x))k

) (∫ 1
0
(x(1 − x))− k1− dx
)1−
 C(T )
(∫ 1
0
(x(1 − x))− k1− dx
)1−
C(T ),
since k1− = 4n−36n−3 < 1. This completes the proof of Corollary 2.1. 
Now, we give our key a priori estimate on the lower bound of the density function
(x, t).
Lemma 2.6. Under the conditions in Theorem 1.1, for 0 <  < 1, and 0 < tT , we
have
(x, t)C(T )−1. (2.23)
Proof. ∀ i ∈ {0, 1, . . . , N}, using Sobolev’s embedding theorem W 1,1(yi, yi+1) ↪→
L∞(yi, yi+1) and Young’s inequality, we have from Lemma 2.4 and Corollary 2.1 that,
∀ x ∈ (yi, yi+1),
1

 C
∫ yi+1
yi
− dx + C
∫ yi+1
yi
∣∣∣(−)x∣∣∣ dx
 C(T ) + C
∫ yi+1
yi
−−1|x | dx
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 C(T ) + C
(
−
∫ 1
0
2n(−1)(x)2n dx
) 12n (∫ yi+1
yi
−(+)
2n
2n−1 dx
) 2n−1
2n
 C(T ) + C(T ) sup
(yi , yi+1)
−−

2n
(∫ 1
0
− dx
) 2n−12n
 C(T ) + C(T ) sup
(yi , yi+1)
−−

2n . (2.24)
This implies
sup
(yi , yi+1)
−C(T ) + C(T )
(
sup
(yi , yi+1)
−
) 
+ 12n
.
When n > 5+
√
1+24
8(1−) , i.e.,

 + 12n = 4n4n−3 + 12n < 1, we have
sup
(yi ,yi+1)
−C(T )
and
inf
(yi ,yi+1)
C(T )−1, ∀ i ∈ {0, 1, . . . , N}.
This implies (2.23) immediately. 
Remark 2.1. The constant C in (2.24) depends on y := yi+1 − yi , and deteriorates
as y tends to zero. When the singular set of the initial data is not discrete, the results
in Lemmas 2.1–2.3 and 2.5 also hold, and the estimate on the lower bound of density
from this analysis does not hold.
Lemma 2.7. Under the conditions in Theorem 1.1, we have
sup
t∈[0,T ]
∫ 1
0
u2x(x, t) dx +
∫ T
0
∫ 1
0
u2t (x, s) dx dsC(T ), (2.25)
∫ T
0
‖u(·, t)‖2L∞ dtC(T ), (2.26)
‖u‖L∞x,t C(T ). (2.27)
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Proof. Multiplying (1.6)2 by ut and integrating it with respect to x and t, we have
∫ t
0
∫ 1
0
u2t dx ds =
∫ t
0
−
∫ 1
0
ut (
1+ux − )x dx ds.
Using integration by parts, (1.6)1 and the boundary condition (1.8) and the jump
conditions (1.9), we have
∫ t
0
−
∫ 1
0
ut (
1+ux − )x dx ds
=
∫ t
0
∫ 1
0
uxt (
 − 1+ux) dx ds
=
∫ t
0
∫ 1
0
uxt
 − 1+
(
1
2
u2x
)
t
dx ds
=
∫ 1
0
{
ux
(
 − 1
2
1+ux
)
− u0x
(
0 −
1
2
1+0 u0x
)}
dx
+
∫ t
0
∫ 1
0
{
u2x
+1 − 1 + 
2
u3x
2+
}
dx ds.
Thus
∫ t
0
∫ 1
0
u2t dx ds +
1
2
∫ 1
0
1+u2x dx
=
∫ 1
0
{
ux
 − u0x
(
0 −
1
2
1+0 u0x
)}
dx
+
∫ t
0
∫ 1
0
{
u2x
+1 − 1 + 
2
u3x
2+
}
dx ds

∫ 1
0
{
1
4
1+u2x + 2−1− +
1
2
u20x +
1
2
20 +
1
2
1+0 u
2
0x
}
dx
+C
∫ t
0
sup
x∈[0,1]
−
∫ 1
0
1+u2x dx ds + C
∫ t
0
∫ 1
0
|ux |32+ dx ds.
Consequently, using (2.1), (2.2) and (2.23), we get
∫ 1
0
u2x dx +
∫ t
0
∫ 1
0
u2t dx dsC(T ) + C(T )
∫ t
0
∫ 1
0
|ux |3 dx ds. (2.28)
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To estimate the last integral on the right-hand side of (2.28), we estimate supx∈[0,1] ux
(x, t) ﬁrst. From (1.6)2, using the boundary conditions (1.8) and the jump conditions
(1.9), we obtain
1+ux =  +
∫ x
0
ut dx.
Thus
sup
x∈[0,1]
1+ux sup
x∈[0,1]
 +
∫ 1
0
|ut | dx.
It follows from (2.2) and (2.23) get
sup
x∈[0,1]
uxC(T ) + C(T )
(∫ 1
0
|ut |2 dx
) 12
. (2.29)
Therefore
C(T )
∫ t
0
∫ 1
0
|ux |3 dx ds
C(T )
∫ t
0
sup
x∈[0,1]
|ux |
∫ 1
0
u2x dx ds
C(T )
∫ t
0
⎛
⎝1 + (∫ 1
0
u2t dx
) 12⎞⎠∫ 1
0
u2x dx ds
 1
2
∫ t
0
∫ 1
0
u2t dx ds + C(T )
∫ t
0
(
1 + ‖ux‖2L2x
) ∫ 1
0
u2x dx ds. (2.30)
It follows from (2.28) and (2.30) that
∫ 1
0
u2x dx +
∫ t
0
∫ 1
0
u2t dx dsC(T ) + C(T )
∫ t
0
(
1 + ‖ux‖2L2x
) ∫ 1
0
|ux |2 dx ds,
using Gronwall’s inequality, (2.1) and (2.23), we complete the proof of (2.25). From
(2.25) and (2.29), we get (2.26) immediately. From (2.1) and (2.25), using Sobolev’s
embedding theorem W 1,2 ↪→ L∞, we obtain (2.27) immediately. 
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Lemma 2.8. Under the assumptions in Theorem 1.1, we have
sup
0<tT
t
∫ 1
0
u2t dx +
∫ T
0
∫ 1
0
tu2xt dx dsC(T ), (2.31)
〈u〉
1
2 ,
1
2[0,1]×[,T ]C(T ), 0 <  < T, (2.32)
∫ 1
0
|ux(x, t) − ux(x, s)|2 dxC(T )−1|t − s|, 0 < s < tT , (2.33)
∫ 1
0
|u(x, t) − u(x, s)|2 dxC(T )|t − s|, 0s < tT . (2.34)
Proof. By differentiating (1.6)2 with respect to the time t, then integrating it after
multiplying sut with respect to x and t, we deduce
t
2
∫ 1
0
u2t dx +
∫ t
0
−
∫ 1
0
sPxtut dx ds = 12
∫ t
0
∫ 1
0
u2t dx +
∫ t
0
−
∫ 1
0
s(1+ux)xtut dx ds.
(2.35)
Using integration by parts, we have from (1.6)1 that
∫ t
0
−
∫ 1
0
sPxtut dx ds
=
∫ t
0
−
∫ 1
0
{sPtut }x dx ds −
∫ t
0
∫ 1
0
sPtuxt dx dt
=
∫ t
0
N∑
i=0
sPtut
∣∣yi+1
yi
ds + 
∫ t
0
∫ 1
0
s+1uxtux dx ds. (2.36)
As to the second term in the right-hand side of (2.35), we can get similarly
∫ t
0
−
∫ 1
0
s(1+ux)xtut dx ds
=
∫ t
0
N∑
i=0
s(1+ux)tut
∣∣yi+1
yi
ds −
∫ t
0
∫ 1
0
[s1+u2xt
− (1 + )s2+u2xutx] dx ds. (2.37)
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Substituting (2.36)–(2.37) into (2.35), using (2.2), (2.25) and the boundary conditions
(1.8) and the jump conditions (1.9), we have
t
2
∫ 1
0
u2t dx +
∫ t
0
∫ 1
0
s1+u2xt dx ds
= 1
2
∫ t
0
∫ 1
0
u2t dx ds +
∫ t
0
N∑
i=0
s(1+ux − P)tut
∣∣yi+1
yi
ds
−
∫ t
0
∫ 1
0
[s1+uxutx − (1 + )s2+u2xutx dx ds]
= 1
2
∫ t
0
∫ 1
0
u2t dx ds −
∫ t
0
∫ 1
0
[s1+uxutx − (1 + )s2+u2xutx dx ds]
C(T ) + 1
2
∫ t
0
∫ 1
0
s1+u2tx dx ds + C
∫ t
0
∫ 1
0
[s1+2−u2x + s3+u4x] dx ds
C(T ) + 1
2
∫ t
0
∫ 1
0
s1+u2tx dx ds + C(T )
∫ t
0
∫ 1
0
u4x dx ds. (2.38)
By (2.25)–(2.26) and (2.38), we have
t
∫ 1
0
u2t dx +
∫ t
0
∫ 1
0
s1+u2xt dx ds
C(T )+C(T )
∫ t
0
‖ux(·, s)‖2L∞ ds· sup
t∈[0,T ]
∫ 1
0
u2x(x, t) dxC(T ). (2.39)
From (2.23) and (2.39), we get (2.31) immediately. From (2.25), (2.31) and sobolev’s
embedding theorem W 1,2 ↪→ L∞, we get
|u(x, t) − u(y, t)|
|x − y| 12
= |
∫ y
x
ux(z, t) dz|
|x − y| 12
C
|x − y| 12
(∫ 1
0 u
2
x dx
) 1
2
|x − y| 12
C(T )
(2.40)
and for  t, sT ,
|u(y, t) − u(y, s)|
|t − s| 12
= |
∫ t
s
ut (y, t
′) dt ′|
|t − s| 12
 C
(∫ T

u2t (y, t) dt
) 12
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 C
⎛
⎝∫ T

(∫ 1
0
u2t (x, t) dx
) 12 (∫ 1
0
u2tx(x, t) dx
) 12
dt
⎞
⎠
1
2
 C
(∫ T

∫ 1
0
u2t (x, t) dx dt +
∫ T

∫ 1
0
u2tx(x, t) dx dt
) 12
 C(T )− 12 . (2.41)
From (2.40)–(2.41), we get
〈u〉
1
2 ,
1
2[0,1]×[,T ] = sup
(x,t)	=(y,s)∈[0,1]×[,T ]
|u(x, t) − u(y, s)|
|x − y| 12 + |t − s| 12
 sup
x 	=y∈[0,1], t∈[,T ]
|u(x, t) − u(y, t)|
|x − y| 12
+ sup
y∈[0,1], t 	=s∈[,T ]
|u(y, t) − u(y, s)|
|t − s| 12
C(T )− 12 .
Since
∫ 1
0
|ux(x, t) − ux(x, s)|2 dx =
∫ 1
0
∣∣∣∣
∫ t
s
uxt (x, ) d
∣∣∣∣
2
dx
 |t − s|
∫ t
s
∫ 1
0
u2xt (x, ) dx d
 −1|t − s|
∫ t
s
∫ 1
0
u2xt (x, ) dx d
 C(T )−1|t − s|,
(2.33) follows.
Finally, from (2.25), we get
∫ 1
0
|u(x, t) − u(x, s)|2 dx =
∫ 1
0
∣∣∣∣
∫ t
s
ut (x, ) d
∣∣∣∣
2
dx
 |t − s|
∫ t
s
∫ 1
0
u2t (x, ) dx d
 C(T )|t − s|.
This completes the proof of Lemma 2.8. 
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Lemma 2.9. Under the assumptions in Theorem 1.1, we have
−
∫ 1
0
|x |2n dxC(T ), (2.42)
sup
t∈[0,T ]
∫ 1
0
|t (x, t)|2 dxC(T ), (2.43)
∫ 1
0
|(x, t) − (x, s)|2 dxC(T )|t − s|2, 0s < tT , (2.44)
N∑
i=0
〈〉
2n−1
2n ,
1
2
(yi ,yi+1)×[0,T ]C(T ). (2.45)
Proof. From (2.2) and (2.15), we get (2.42) immediately. From (1.6)1, (2.2) and (2.25),
we get (2.43) immediately. From (2.43), we get∫ 1
0
|(x, t) − (x, s)|2 dx =
∫ 1
0
∣∣∣∣
∫ t
s
t (x, ) d
∣∣∣∣
2
dx
 |t − s|
∫ t
s
∫ 1
0
|t (x, )|2 dx d
 C(T )|t − s|2.
Using (2.42) and Hölder’s inequality, for x, y ∈ (yi, yi+1) and x 	= y, we have
|(x, t) − (y, t)|
|x − y| 2n−12n
=
∫ yi+1
yi
x(z, t) dz
|x − y| 2n−12n
 C
|x − y| 2n−12n
(∫ yi+1
yi
2nx (z, t) dz
) 1
2n
|x − y| 2n−12n
C(T ). (2.46)
Using (1.6)1, (2.2), and (2.26), we have
|(y, t) − (y, s)|
|t − s| 12
=
∣∣∣∫ ts t (y, t ′) dt ′∣∣∣
|t − s| 12
 C
(∫ T
0
2t dt
) 12
C
(∫ T
0
4u2x dt
) 12
 C(T )
(∫ T
0
‖ux(·, t)‖2L∞ dt
) 12
C(T ). (2.47)
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From (2.46)–(2.47), we have
〈〉
2n−1
2n ,
1
2
(yi ,yi+1)×[0,T ] = sup
(x,t)	=(y,s)∈(yi ,yi+1)×[0,T ]
|(x, t) − (y, s)|
|x − y| 2n−12n + |t − s| 12
 sup
x 	=y∈(yi ,yi+1), t∈[0,T ]
|(x, t) − (y, t)|
|x − y| 2n−12n
+ sup
y∈(yi ,yi+1), t 	=s∈[0,T ]
|(y, t) − (y, s)|
|t − s| 12
C(T ).
This complete the proof of Lemma 2.9. 
Here, we prove that discontinuities in the density persist for all time.
Lemma 2.10. Under the assumptions in Theorem 1.1, we have, ∀ i ∈ {1, 2, . . . , N}∣∣∣[(yi, t)]∣∣∣  ∣∣∣[0(yi)]∣∣∣ e−Ct . (2.48)
Proof. From (2.3) and the jump conditions (1.9), we have
[(yi, t)]t = −[(yi, t)] = −(t)[(yi, t)],
where (t) = [(yi ,t)][(yi ,t)] .
Thus, using (2.2), we have
∣∣∣[(yi, t)]∣∣∣ = ∣∣∣[0(yi)]∣∣∣ exp
{
−
∫ t
0
(s) ds
}

∣∣∣[0(yi)]∣∣∣ exp
{
−
∫ t
0
(−(yi−, s) + −(yi+, s)) ds
}

∣∣∣[0(yi)]∣∣∣ e−Ct .
This completes the proof of Lemma 2.10. 
Finally, we obtain a decay result for the density as t → +∞.
Lemma 2.11. Under the assumptions in Theorem 1.1, we have,
lim
t→∞ ‖(·, t)‖L
 = 0 (2.49)
for 
 ∈ [1,∞).
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Proof. In fact, setting
h(t) =
∫ 1
0
(x, t) dx (2.50)
and using (2.6)–(2.7), we ﬁnd that,∫ ∞
0
∫ 1
0
(x, t) dx dtC. (2.51)
From (1.6)1, (2.1)–(2.2) and (2.51), using Cauchy–Schwarz inequality, we obtain∫ ∞
0
|h′(t)| dt 
∫ ∞
0
∫ 1
0
+1|ux | dx dt
 C
∫ ∞
0
∫ 1
0
+1|ux |2 dx dt + C
∫ ∞
0
∫ 1
0
2+1− dx dtC.
(2.52)
Consequently,
lim
t→∞h(t) = 0. (2.53)
Moreover, (2.2) lead to
lim
t→∞
∫ 1
0

(x, t) dx = 0 (2.54)
for any 
 ∈ [1,∞). 
3. Construction of weak solution
We will construct a weak solution to the initial boundary-value problem (1.6)–(1.9)
by using the ﬁnite difference approximation which can be described as follows.
For any given positive integer M. Let h = 1
M
. We deﬁne the difference operator 
by
wk = wk+1 − wk−1
h
for k = 2m or 2m−1. Discretizing the derivatives with respect to x in (1.6), we obtain
the system of 2M ordinary differential equations
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
d
dt
h2m(t) + (h2m(t))2uh2m(t) = 0,
d
dt
uh2m−1(t) + Ph2m−1(t) = 
(
Gh2m−1uh2m−1
) (3.1)
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with the boundary conditions
⎧⎨
⎩
Ph0 = Gh0uh0,
P h2M = Gh2Muh2M
(3.2)
and initial data
⎧⎪⎪⎨
⎪⎪⎩
h2m(0) = 0((mh) − 0),
uh2m−1(0) = u0
(
(2m − 1) · h
2
)
,
(3.3)
where m = 1, 2, . . . ,M , Phj = P(hj (t)) and Ghj = hj(hj ).
By boundary condition (3.2), (3.1) for m = 1 becomes
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
d
dt
h2(t) + (h2(t))2uh2(t) = 0,
d
dt
uh1(t) +
1
h
Ph2 (t) =
1
h
(
Gh2u
h
2
)
.
Similarly for m = M , (3.1) becomes
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
d
dt
h2M(t) + (h2M(t))2
Ph2M
Gh2M
= 0,
d
dt
uh2M−1(t) −
1
h
Ph2M−2(t) = −
1
h
(
Gh2M−2u
h
2M−2
)
.
Thus with the boundary condition (3.2), Eqs. (3.1) form a closed 2M system of ordinary
differential equations. For simplicity, we could set uh2M+1 = P
h
2M
Gh2M
h + uh2M−1, h0 = h2
and uh−1 = uh1 − P
h
0
Gh0
h.
In the following, we will use (2m, u2m−1) to replace (h2m, uh2m−1) for simplicity
without any ambiguity.
Applying the analysis in Section 2 at the level of discrete approximate, we can
prove the following lemmas for obtaining the uniform estimate to the approximate
solutions to (3.1)–(3.3) with respect to h. Since they are similar to those in [5], we
omit their proofs for brevity. In the following, we consider the solutions to (3.1)–(3.3)
for 0 tT , where T > 0 is any constant.
D. Fang, T. Zhang / J. Differential Equations 222 (2006) 63–94 85
Lemma 3.1. Let (2m(t), u2m−1(t)), m = 1, 2, . . . ,M , be the solution to (3.1)–(3.3).
Then we have
M∑
m=1
(
1
2
u22m−1(t) +
1
 − 1
−1
2m (t)
)
h +
∫ t
0
M∑
m=1
G2m(u2m(s))
2h ds
=
M∑
m=1
(
1
2
u22m−1(0) +
1
 − 1
−1
2m (0)
)
h. (3.4)
As a consequence of (3.4), problem (3.1)–(3.3) has a unique global solution for any
given h.
Let {mi}, such that (mi − 1)hyi < mih, i = 1, 2, . . . , N , and deﬁne
∑
m
′w2m−1 :=
M∑
m=1,m	=mi
w2m−1.
It will be useful to adopt the following notation to describe discrete Hölder continuity:
given a sequence {wk(t)} and a set S in (x, t)−space, deﬁne
〈wk〉a,bS = sup
(k h2 ,t) 	=(k′ h2 ,t ′)∈S
|wk(t) − wk′(t ′)|∣∣∣∣k h2 − k′ h2
∣∣∣∣
a
+ |t − t ′|b
.
Lemma 3.2. There exist C and C(T ) independent of h, such that
2m(t)C, (3.5)
M∑
m=1
u2n2m−1(t)h + n(2n − 1)
∫ t
0
M∑
m=1
u2n−22m−1(s)
1+
2m (s)(u2m(s))
2h dsC(T ), (3.6)
∑
m
′[2m−1(t)]2nhC(T ), (3.7)
M∑
m=1
(mh(1 − mh))k−12m(t)hC(T ), (3.8)
2m(t)C(T )−1, (3.9)
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sup
0<tT
M∑
m=1
(u2m(t))
2h +
∫ T
0
M∑
m=1
d
dt
u22m−1(s)h dsC(T ), (3.10)
∫ T
0
|u2m−1(s)|2 dsC(T ), (3.11)
|u2m−1(t)|C(T ), (3.12)
sup
0<tT
t
M∑
m=1
[
d
dt
u2m−1(t)
]2
h +
∫ T
0
M∑
m=1
s
[

(
d
dt
u2m(s)
)]2
h dsC(T ), (3.13)
〈u2m−1〉
1
2 ,
1
2{ tT }C(T )
− 12 , (3.14)
∑
m
′[2m−1(t)]2nhC(T ), (3.15)
sup
0 tT
M∑
m=1
[
d
dt
2m(t)
]2
hC(T ), (3.16)
〈2m〉
2n−1
2n ,
1
2
(yi ,yi+1)×[0,T ]C(T ), (3.17)
where k > 12n , 0 tT , 0 <  < T , m = 1, 2 . . . ,M .
Now we can deﬁne the sequence of approximate solution (h(x, t), uh(x, t)) for
(x, t) ∈ [0, 1] × [0, T ] as follows (when h < h0 = min{yi+1 − yi}):
uh(x, t) = 1
h
{(
x −
(
m − 1
2
)
h
)
u2m+1(t) +
((
m + 1
2
)
h − x
)
u2m−1(t)
}
(3.18)
for (m − 12 )hx < (m + 12 )h, m = 1, 2 . . . ,M − 1; and if yi ∈ [mh, (m + 1)h),
h(x, t) =
{
2m(t), mhxyi,
2m+2(t), yi < x < (m + 1)h, (3.19)
else,
h(x, t) =
1
h
{(x − mh)2m+2(t) + ((m + 1)h − x)2m(t)} (3.20)
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for mhx < (m+1)h, m = 1, 2 . . . ,M−1. Then we have for (m− 12 )h < x < (m+ 12 )h
xuh(x, t) = u2m (3.21)
and when yi /∈ [mh, (m + 1)h), for mh < x < (m + 1)h
xh(x, t) = 2m+1. (3.22)
And we deﬁne that
h(x, t) = 2(t), x ∈ [0, h), (3.23)
uh(x, t) = u1(t) −
(
h
2
− x
)
(2(t))

(2(t))1+
, x ∈
[
0,
h
2
)
, (3.24)
uh(x, t) = u2M−1(t) +
(
h
2
+ x − 1
)
(2M(t))

(2M(t))1+
, x ∈
[
1 − h
2
, 1
]
. (3.25)
Then (h, uh) satisﬁes the boundary conditions
p(h(x, t)) = (h(h)x(uh))(x, t), x = y0 + 0, yN+1 − 0.
Then from Lemma 3.2, we have
C(T )−1hC, −
∫ 1
0
|hx |2n dxC(T ), (3.26)
‖ht‖L∞([0,T ];L2([0,1])) + ‖uh‖L∞([0,T ];H 1([0,1])) + ‖uht‖L2([0,1]×[0,T ])C(T ), (3.27)
sup
t∈(0,T ]
t
∫ 1
0
u2ht dx +
∫ T
0
∫ 1
0
tu2hxt dx dt +
∫ T
0
‖uhx(·, t)‖2L∞([0,1]) dtC(T ), (3.28)
‖uh‖L∞([0,1]×[0,T ]) +  12 〈uh〉
1
2 ,
1
2[0,1]×[,T ] +
N∑
i=0
〈h〉
2n−1
2n ,
1
2
(yi ,yi+1)×[0,T ]C(T ), (3.29)
where 0 <  < T.
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Proof of the existence. Eqs. (3.26) and (3.29) show that the functions (h, uh) are
bounded and Hölder continuous in both x and t, uniformly in h, (h is only-piecewise
Hölder continuous in x, of course). Thus, there are limiting functions u and , such
that, up to a subsequence h → 0,
uh → u uniformly on compact sets in [0, 1] × (0,∞) (3.30)
and
h →  uniformly on compact sets in
N⋃
i=0
(yi, yi+1) × [0,∞). (3.31)
Thus, from (3.26)–(3.29), we can get
hx
∗
⇀ x weak- ∗ in L∞([0, T ], L2n(yi, yi+1)), (3.32)
ht
∗
⇀ t weak- ∗ in L∞([0, T ], L2([0, 1])), (3.33)
uhx
∗
⇀ ux weak- ∗ in L∞([0, T ], L2([0, 1])) ∩ L2([0, T ], L∞([0, 1])), (3.34)
uht ⇀ ut weakly in L2([0, 1] × [0, T ]), (3.35)
t
1
2 uht
∗
⇀ t
1
2 ut weak- ∗ in L∞((0, T ], L2([0, 1]), (3.36)
tuhxt ⇀ tuxt weakly in L2([0, 1] × [0, T ]) (3.37)
and using arguments in Lemmas 2.8 and 2.9, we obtain (1.10)–(1.15) easily.
It remains therefore to show that (, u) is in fact a solution, i.e., (1.16)–(1.17) hold.
We multiply the ﬁrst difference equation in (3.1) by 	2m(s)h := 	(mh, s)h, where
	(x, t) ∈ C∞([0, 1] × [0,∞)) and 	(x, t) = 0 for tT , sum and integrate to obtain
∫ T
0
M∑
m=1
d
dt
2m	2mh ds +
∫ T
0
M∑
m=1
22mu2m	2mh ds = 0 (3.38)
and multiply the second difference equation in (3.1) by 	2m−1(s)h := 	((m− 12 )h, s)h,
sum and integrate to obtain
−
M∑
m=1
u2m−1(0)	2m−1(0)h −
∫ T
0
M∑
m=1
u2m−1	′2m−1h ds
=
∫ T
0
M−1∑
m=1
{2m	2mh − 1+2m u2m	2mh} ds. (3.39)
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The proof consists in showing that each term in (3.38)–(3.39) converges to the corre-
sponding term in (1.16)–(1.17), as h → 0. We give the argument for the last terms in
(3.39) only; the other terms are handled in a similar way, and in fact are somewhat
simpler. Throughout the argument we let C denote a generic positive constant that is
independent of h. Then we have that
∣∣∣∣∣
∫ T
0
∑
m
′′1+2m u2m	2mh ds −
∫ T
0
∑
m
′′
∫ h
2 (2m+1)
h
2 (2m−1)
1+h xuhx	 dx ds
∣∣∣∣∣

∑
m
′′
∫ T
0
|u2m|
∣∣∣∣∣1+2m 	2mh −
∫ h
2 (2m+1)
h
2 (2m−1)
1+h x	 dx
∣∣∣∣∣ ds
Ch
∑
m
′′
∫ T
0
|u2m|
(∫ h
2 (2m+1)
mh
(
1+2m 	2m − 1+h x	
)
dx
+
∫ mh
h
2 (2m−1)
(
1+2m 	2m − 1+h x	
)
dx
)
ds
Ch
∑
m
′′
∫ T
0
|u2m|
(∫ h
2 (2m+1)
mh
(|	xxh| + |	xx |) dx
+
∫ mh
h
2 (2m−1)
(|	xxh| + |	xx |) dx
)
ds
Ch
∑
m
′′
∫ T
0
|u2m|(|2m−1| + |2m+1| + 1)h dsCh,
by (3.11) and (3.15), where
∑
m
′′ =
M−1∑
m=1,m 	=nj
and {nj } ⊂ {1, 2, . . . ,M − 1}, satisfying h(nj − 1)yi < h(nj + 1).
Moreover,
∣∣∣∣∣∣
∫ T
0
∑
j
1+2nj u2nj 	2nj h ds
∣∣∣∣∣∣ Ch
∫ T
0
‖uh‖∞Ch,
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by (3.5) and (3.11). Similarly,
∣∣∣∣∣∣
∫ T
0
∑
j
∫ h
2 (2nj+1)
h
2 (2nj−1)
1+h xuhx	 dx ds
∣∣∣∣∣∣ Ch
and
∣∣∣∣∣
∫ T
0
ds
∫ h
2
0
+
∫ 1
1− h2
1+h xuhx	 dx
∣∣∣∣∣ Ch.
Thus
∣∣∣∣∣
∫ T
0
M−1∑
m=1
1+2m u2m	2mh ds −
∫ T
0
∫ 1
0
1+h xuhx	 dx ds
∣∣∣∣∣ Ch. (3.40)
Furthermore, by passing to a subsequence (3.31) and (3.34), we may obtain that
1+h xuh ⇀ 1+xu weakly in L2, so that
∫ T
0
∫ 1
0
1+h xuhx	 dx ds →
∫ T
0
∫ 1
0
1+xux	 dx ds as h → 0. (3.41)
Eqs. (3.40)–(3.41) then imply that
∫ T
0
M−1∑
m=1
1+2m u2m	2mh ds →
∫ T
0
∫ 1
0
1+xux	 dx ds as h → 0,
as required. This completes the proof that (, u) is a weak solution of (1.6).
Finally, we shall have to obtain (1.18) as follows. We deﬁne
[f2m−1] = f2m − f2m−2.
From (3.1), we have
[2m−1(t)]t = −{[2m−1(t)] + h(u2m−1(t))t }. (3.42)
We deﬁne 
2m−1(t) as [2m−1(t)] := 
2m−1(t)[2m−1(t)], which is positive and bounded
by (3.5). Then we get
[2m−1(t)]t = −{
2m−1(t)[2m−1(t)] + h(u2m−1(t))t }
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and
[2m−1(t)] = exp
{
−
∫ t
0

2m−1(s) ds
}
([2m−1(0)] + hu2m−1(0)) − hu2m−1(t)
+ 2h
∫ t
0

2m−1(s) exp
{
−
∫ t
s

2m−1() d
}
u2m−1(s) ds.
From (3.12) and 0 < 
2m−1C, we have, for 0 < tT
∣∣∣∣[2m−1(t)] − exp
{
−
∫ t
0

2m−1(s) ds
}
[2m−1(0)]
∣∣∣∣ C(T )h,
i.e.,
∣∣∣[2m−1(t)]∣∣∣+ C(T )h 
∣∣∣∣exp
{
−
∫ t
0

2m−1(s) ds
}
[2m−1(0)]
∣∣∣∣
 e−Ct
∣∣∣[2m−1(0)]∣∣∣ . (3.43)
Now, according to the deﬁnition of h(x, t), we have
∣∣∣[h(yi, t)]∣∣∣+ C(T )he−Ct ∣∣∣[h(yi, 0)]∣∣∣ , i = 1, 2, . . . , N.
When h → 0, we have
∣∣∣[(t)]∣∣∣ e−Ct ∣∣∣[(0)]∣∣∣ , 0 < tT . (3.44)
Since the constant C is independent of T, we have, for t > 0
∣∣∣[(t)]∣∣∣ e−Ct ∣∣∣[(0)]∣∣∣ . (3.45)
This implies (1.18) immediately. Using the same arguments in Lemma 2.11, we could
obtain (2.49). 
4. Proof of the uniqueness
Let (1, u1)(x, t) and (2, u2)(x, t) be the solutions to initial boundary-value problem
(1.6)–(1.9) as described in Theorem 1.1. For convenience, we set vi(x, t) = (i (x, t))−1,
i = 1, 2. First we note that by virtue of (1.6)1, (1, u1)(x, t) and (2, u2)(x, t) satisfy
xui = t vi , i = 1, 2. (4.1)
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In the following, we may assume that (1, u1)(x, t) and (2, u2)(x, t) are suitably
smooth since the following estimates are valid for the solutions with the regularity
indicated in Theorem 1.1 by using the Friedrichs molliﬁer.
Then, from (1.6)2, we have
u1 − u2)t + (P (1) − P(2))x = (1(1)u1x − 2(2)u2x)x.
Multiplying the above equation by u1 − u2 and integrating it with respect to x, using
integration by parts and the boundary conditions (1.8) and the jump conditions (1.9),
we get
1
2
d
dt
∫ 1
0
[(u1−u2)2+a(x, t)(v1−v2)2] dx+
∫ 1
0
1(1)(u1x−u2x)2
=1
2
∫ 1
0
at (x, t)(v1−v2)2 dx−
∫ 1
0
(u1x−u2x)(1(1)−2(2))u2x dx, (4.2)
where
a(x, t) := P(2) − P(1)
v1 − v2 ,
which has a positive upper and lower bound on [0, 1] × [0, T ]. Since
at = (v1 − v2)t (P (1) − P(2))
(v1 − v2)2 +
v2t (21P
′(1) − 22P ′(2))
v1 − v2 +
21P
′(1)(v1 − v2)t
v1 − v2
= (v1 − v2)t
2
1
2
2P
′(1)
1 − 2
+ v2t (22P ′(2))′ −
312P
′(1)(v1 − v2)t
1 − 2
= (v1 − v2)t {
2
1
2
2P
′′(3)(1 − 1) − 212P ′(1)(1 − 2)}
1 − 2
+ v2t (22P ′(2))′,
where 1, 2 ∈ (min{1, 2},max{1, 2}), 3 ∈ (min{1, 1},max{1, 1}). From
(1.10), we have
|at (x, t)|C(T )(|v2t | + |v1t − v2t |)
with a positive constant C(T ) depending only on the lower and upper bounds of 1
and 2, as can be checked directly, one has that
1
2
∫ 1
0
at (v1 − v2)2 dx
 1
4
∫ 1
0
1(1)(v1t − v2t )2 dx + C(T )
∫ 1
0
(1 + |v2t |)(v1 − v2)2 dx
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 1
4
∫ 1
0
1(1)(u1x − u2x)2 dx + C(T )
∫ 1
0
(1 + |u2x |)(v1 − v2)2 dx. (4.3)
As to the second term in the right-hand side of (4.2), using (1.10) and Cauchy–Schwarz
inequality, we have
∫ 1
0
(u1 − u2)x(1(1) − 2(2))u2x dx
C(T )
∫ 1
0
|u1x − u2x ||v1 − v2||u2x | dx
 1
4
∫ 1
0
1(1)(u1x − u2x)2 dx + C(T )
∫ 1
0
|v1 − v2|2|u2x |2 dx. (4.4)
Then, using (4.3)–(4.4) in (4.2), integrating the resulting estimate respect to t over [0,t],
we have
∫ 1
0
[(u1 − u2)2 + a(x, t)(v1 − v2)2] dx +
∫ t
0
∫ 1
0
1(1)(u1x − u2x)2 dx ds

∫ 1
0
[(u01 − u02)2 + a(x, 0)(v01 − v02)2] dx
+C(T )
∫ t
0
∫ 1
0
(1 + |u2x |)2(v1 − v2)2 dx. (4.5)
Which, taking into account a(x, t)C(T ) > 0 and a(x, 0)C, gives
∫ 1
0
[(u1−u2)2+(v1−v2)2] dx  C(T )
∫ 1
0
[(u01−u02)2+(v01−v02)2] dx
+C(T )
∫ t
0
∫ 1
0
(1+|u2x |)2(v1−v2)2 dx ds.
(4.6)
From (1.14), we have
∫ T
0
‖u2x(·, t)‖2L∞ dtC(T ).
Hence, an application of Grönwall’s inequality to (4.6), yields immediately that
∫ 1
0
[(u1 − u2)2 + (v1 − v2)2] dxC(T )
∫ 1
0
[(u01 − u02)2 + (v01 − v02)2] dx (4.7)
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and when 01 = 02, and u01 = u02, we have
v1(x, t) = v2(x, t), u1(x, t) = u2(x, t) a.e. (x, t) ∈ [0, 1] × [0, T ].
We complete the proof of Theorem 1.1. 
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