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摘要：目前，事件检测的难点在于一词多义和多事件句的检测．为了解决这些问题，提出了一个新的基于语言模型的带
注意力机制 的 循 环 卷 积 神 经 网 络 模 型（ｒｅｃｕｒｒｅｎｔ　ａｎｄ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ　ｗｉｔｈ　ａｔｔｅｎｔｉｏｎ　ｂａｓｅｄ　ｏｎ　ｌａｎｇｕａｇｅ
ｍｏｄｅｌｓ，ＬＭ－ＡＲＣＮＮ）．该模型利用语言模型计算输入句子的词向量，将句子的词 向 量 输 入 长 短 期 记 忆 网 络 获 取 句 子 级
别的特征，并使用注意力机制捕获句子级别特征 中 与 触 发 词 相 关 性 高 的 特 征，最 后 将 这 两 部 分 的 特 征 输 入 到 包 含 多 个
最大值池化层的卷积神经网络，提取更多上下文有效组块．在ＡＣＥ２００５英文语料库上进行实验，结果表明，该模型的Ｆ１
值为７４．４％，比现有最优的文本嵌入增强模型（ＤＥＥＢ）高０．４％．
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　　事件检测是事件抽取任务的第一步，通过事件检
测，可以确定一个句子中是否存在可以表征事件发生
的触发词，并且判断这个触发词所触发的事件属于哪
种类别．这对于后续事件元素的判断和分类起着至关
重要的作用．早期的事件检测大多采用基于特征的方
法：如Ｇｒｉｓｈｍａｎ等［１］和 Ａｈｎ［２］采 用 的 传 统 词 法 和 句
法特征（如词 性、依 存 关 系 等），并 使 用 最 大 熵 模 型 进
行分类；Ｊｉ等［３］和Ｌｉａｏ等［４］则额外考虑了跨句子和跨
文档的信息 作 为 辅 助 特 征；Ｈｏｎｇ等［５］引 入 了 跨 实 体
推理，以此获得 更 多 分 类 辅 助 特 征；Ｌｉ等［６］在 基 于 特
征的 基 础 上，采 用 了 联 合 结 构，建 立 了 一 个 包 含 触 发
词、触发词类型以及事件元素词和元素词类型的结构
体，同时预测事件类别和事件元素类型．
上述基于特征的方法存在３个问题：首先基于特
征的方法其特征工程都较为复杂，不利于扩展应用到
其他语言任务中；其次基于特征的方法都需要依赖于
专家信息和其他自然语言处理工具，这一部分的误差
将会被累积到最终的分类误差中；最后基于特征的方
法所学习到的特征都属于浅层特征，不能学习到深层
语义特征．为了解决以上问题，随着深度学习的发展，
深度神经网 络 的 方 法 在 事 件 检 测 领 域 受 到 越 来 越 多
的关注．Ｃｈｅｎ等［７］首先提出了动态多池化卷积神经网
络 （ｄｙｎａｍｉｃ　ｍｕｌｔｉ－ｐｏｏｌｉｎｇ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ
ｎｅｔｗｏｒｋｓ，ＤＭＣＮＮ）模 型，主 要 解 决 了 多 事 件 句 子 的
触发 词 抽 取 问 题．自 此，事 件 检 测 模 型 的 输 入 特 征 基
本简 化 为 句 子 的 词 向 量、位 置 向 量 及 实 体 类 型 向 量．
Ｎｇｕｙｅｎ等［８］随后 提 出 了 双 向 循 环 神 经 网 络 模 型，并
借鉴了联合结 构，同 时 识 别 触 发 词 和 事 件 元 素．Ｆｅｎｇ
等［９］提 出 了 双 向 长 短 期 记 忆 网 络（ｂｉｄｉｒｅｃｔｉｏｎａｌ　ｌｏｎｇ
ｓｈｏｒｔ－ｔｅｒｍ　ｍｅｍｏｒｙ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ，Ｂｉ－ＬＳＴＭ）和 卷
积神经 网 络（ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ，ＣＮＮ）的
混合模 型，同 时 获 取 序 列 信 息 和 短 语 块 信 息．Ｌｉｕ
等［１０］首次在事件抽取任务中采用了注意力机制，将事
件元素信息用 于 辅 助 事 件 检 测 任 务 中．Ｄｕａｎ等［１１］和
Ｚｈａｏ等［１２］将 句 子 所 在 的 全 篇 文 档 作 为 特 征，其 中
Ｚｈａｏ等［１２］采 用 注 意 力 机 制 获 取 文 档 特 征，将 文 档 特
征用于辅助事件检测任务，提出了文档嵌入增强模型
（ｄｏｃｕｍｅｎｔ　ｅｍｂｅｄｄｉｎｇ　ｅｎｈａｎｃｅｄ　ｂａｓｅｄ　ｍｏｄｅｌ，
ＤＥＥＢ），获得很好的效果．此 外，Ｎｇｕｙｅｎ等［１３］提 出 了
用基于依存树的图卷积模型进行事件检测，利用语法
结构信息，捕获句子中距离候选触发词位置较远的词
语信 息．Ｈｏｎｇ等［１４］将 生 成 式 对 抗 网 络（ｇｅｎｅｒａｔｉｖｅ
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ａｄｖｅｒｓａｒｉａｌ　ｎｅｔｗｏｒｋｓ，ＧＡＮ）应用到事件检测任务中，
以降低神经 网 络 所 抽 取 出 的 特 征 中 可 能 包 含 的 一 些
看似与事件相关，实则不存在关系的虚假隐含信息对
事件检测任务性能的影响．
在语言学中，无论是事件句子本身的语言信息还
是上下文信 息 都 对 事 件 检 测 识 别 任 务 有 着 重 要 的 影
响，然 而 现 有 方 法 通 常 只 从 其 中 一 个 方 面 入 手，本 研
究为了同时 捕 捉 句 子 级 别 特 征 和 上 下 文 组 块 两 部 分
信息，结合了Ｂｉ－ＬＳＴＭ 和ＤＭＣＮＮ深 度 神 经 网 络 结
构，引 入 语 言 模 型 嵌 入（ｅｍｂｅｄｄｉｎｇｓ　ｆｒｏｍ　ｌａｎｇｕａｇｅ
ｍｏｄｅｌｓ，ＥＬＭｏ）和注 意 力 机 制，提 出 构 建 新 的 基 于 语
言模型 的 带 注 意 力 机 制 的 循 环 卷 积 神 经 网 络 模 型
（ｒｅｃｕｒｒｅｎｔ　ａｎｄ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ　ｗｉｔｈ
ａｔｔｅｎｔｉｏｎ　ｂａｓｅｄ　ｏｎ　ｌａｎｇｕａｇｅ　ｍｏｄｅｌｓ，ＬＭ－ＡＲＣＮＮ）进
行事件检测．通 过 在 ＡＣＥ２００５英 文 语 料 库 上 进 行 的
实验表明，本模型可以达到目前事件检测任务中最佳
的结果，并且在多事件抽取中也有很好的表现．
本研究具 有 以 下 几 个 创 新 点：１）将ＥＬＭｏ算 法
引入事件检测任务，获取本身具有上下文信息的词向
量，研 究 发 现，这 样 的 词 向 量 对 事 件 检 测 任 务 具 有 帮
助，且 优 于 传 统 的 ｗｏｒｄ２ｖｅｃ词 向 量．２）结 合 Ｂｉ－
ＬＳＴＭ和ＤＭＣＮＮ搭建多层神经网络，模型可以学习
更为抽象的语义信息．３）模型采用注意力机制更加关
注深度语义信息中与触发词相关性高的特征，并且采
用了动态多池化避免信息的遗漏，在处理多事件的事
件检测中也具有很好的表现．
１　ＬＭ－ＡＲＣＮＮ模型
事件检 测 任 务 可 视 为 多 分 类 问 题，给 定 一 个 句
子，将 其 中 的 每 个 词 都 作 为 触 发 词 候 选 词，进 行 多 分
类判 断 事 件 类 别．根 据 自 动 内 容 抽 取 测 评 会 议
（ａｕｔｏｍａｔｉｃ　ｃｏｎｔｅｎｔ　ｅｘｔｒａｃｔｉｏｎ，ＡＣＥ）任 务 中 的 定 义，
一共有３３个子类别，另外还需定义一个非事件类，记
为（ＮＡ），所 以 这 是 一 个 具 有３４个 类 别 的 多 分 类
问题．
事件检测任务的困难在于两方面：１）同一个词在
不同上下文中可能表征了不同类别的事件，即词语的
二义性；２）在同一句话中，可能发生多个不同类 别 的
事 件．例 如：“Ｔｈｅ　ｐｏｌｉｃｅ　ｏｆｆｉｃｅｒ　ｗｈｏ　ｆｉｒｅｄ　ｉｎｔｏ　ａ　ｃａｒ
ｆｕｌ　ｏｆ　ｔｅｅｎａｇｅｒｓ　ｗａｓ　ｆｉｒｅｄ　Ｔｕｅｓｄａｙ．”这 个 句 子 中 存
在两个“ｆｉｒｅｄ”，第一个“ｆｉｒｅｄ”是一个Ａｔｔａｃｋ事件的触
发词，但 第 二 个“ｆｉｒｅｄ”却 是 Ｅｎｄ－Ｐｏｓｉｔｉｏｎ事 件 的 触
发词．
为了解决上述问题，本文中提出了基于语言模型
的深层网络模型ＬＭ－ＡＲＣＮＮ，模型共５层，分别为编
码层、Ｂｉ－ＬＳＴＭ层、注 意 力 机 制 层、ＤＭＣＮＮ层、全 连
接输出 层．第１层 编 码 层 使 用ＥＬＭｏ算 法 学 习 词 向
量，将获取的词向量与位置向量和实体类型向量连接
得到向量化 表 示．第２层 用 一 个Ｂｉ－ＬＳＴＭ 层 对 向 量
化表示编码，得到带有全句话隐含语义信息的句子级
别特 征，这 有 助 于 在 出 现 一 词 多 义 时，有 效 判 断 候 选
触发词的正 确 含 义．第３层 对Ｂｉ－ＬＳＴＭ 编 码 后 的 句
子向量进行注意力机制计算，获取带有权重的特征向
量．其 中，与 候 选 触 发 词 相 关 的 词 语 将 被 赋 予 较 大 权
重，而 与 候 选 触 发 词 无 关 的 词 语 将 赋 予 较 小 权 重，以
弥补与候选触发词距离较远的重要词语的信息衰减，
使得在同一句子中，模型所学习的深层语义信息是具
有候选词针对性的，不再受上下文与候选词的距离限
制．第４层将 第２层 及 第３层 的 两 个 向 量 分 别 输 入
ＤＭＣＮＮ层 的 两 个 通 道，ＤＭＣＮＮ 层 是 改 良 后 的
ＣＮＮ模型，卷 积 部 分 采 用 多 个 不 同 窗 口 大 小 的 滤 波
器，池化部分对两个通道的所有滤波器结果进行动态
的最 大 池 化，池 化 过 程 中 根 据 候 选 触 发 词 位 置 划 分，
动态输出两个最大值，从而可以获取更多精细的组块
信息，避免多事件句中信息的遗漏．第５层将ＤＭＣＮＮ
层处理后的组块信息输入一个全连接层，进行归一化
输出．通过对句子进行建模，对候选触发词进行分类，
判断候选触发词所触发的事件类型．本模型的结构图
如图１所 示．（以“Ａ　ｃａｒ　ｂｏｍｂ　ｅｘｐｌｏｄｅｄ　ｉｎ　ｃｅｎｔｒａｌ
Ｂａｇｈｄａｄ．”为输 入 句 子，“ｅｘｐｌｏｄｅｄ”是 当 前 的 候 选 触
发词）
图１　ＬＭ－ＡＲＣＮＮ模型
Ｆｉｇ．１　Ｔｈｅ　ＬＭ－ＡＲＣＮＮ　ｍｏｄｅｌ
·３４４·
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１．１　编码层
对于一个输入的句子，编码层将其中的每个词ｗｔ
转换为实值向量ｘｔ，ｘｔ 由以下特征组成：
１）ωｔ 的词向量ｗ（ｗｔ）．传统的词向量如ｗｏｒｄ２ｖｅｃ［１５］
对于每个 词 都 具 有 唯 一 的 嵌 入（ｅｍｂｅｄｄｉｎｇ）表 示，难
以处理一词多义的问题．而本模型采用的ＥＬＭｏ［１６］通
过单词所在的句子获得词向量，故其词向量具有上下
文信 息，同 一 个 词 在 不 同 语 境 中 的 词 向 量 不 同，是 深
度语境化的词表征，有利于缓解一词多义的问题．
ＥＬＭｏ由１个 基 于 字 母 的 卷 积 神 经 网 络 层 和Ｌ
个双 向 ＬＳＴＭ 层 组 成．对 于 句 子 中 每 一 个 词 ｗｔ，
ＥＬＭｏ都会计算出一个２Ｌ＋１个向量表示的集合：
Ｒｔ＝ ｛ｃｔ，ｈｔ，
→
ｊ，ｈｔ，
←
ｊ｜ｊ＝１，２，…，Ｌ｝＝ ｛ｈｔ，ｊ｜ｊ＝
　０，１，…，Ｌ｝， （１）
其中：当ｊ＝０时，ｈｔ，０＝［ｃｔ；ｃｔ］，ｃｔ是对单词ｗｔ中的字
母进行ＣＮＮ编 码 的 结 果；当ｊ＞０时，ｈｔ，ｊ ＝ ［ｈｔ，
→
ｊ；
ｈｔ，
←
ｊ］是每一层的输出结果．取各向量的平均值作为最
终词向量，维度为ｄｗ ＝１　０２４，
ｗ（ｗｔ）＝Ｌ－１∑
Ｌ
ｊ＝１
ｈｔ，Ｌ， （２）
２）ωｔ 的位置向量ｐ（ｗｔ）．为了表征当前词与候选
词的位置关系，定义当前词ｗｔ 到候选词ｗａ 的位置关
系为（ｔ－ａ）．若当前词在候选词之前，则位置定义为负
距离；反 之 为 正 距 离．通 过 位 置 向 量 表 将 位 置 关 系 实
值化，位 置 向 量 表 是 随 机 初 始 化 的，并 在 反 向 传 播 过
程中进行优化，位置向量的维度为ｄｐ．
３）ωｔ 的实体类型向量ｅ（ｗｔ）．句子中的部分词可
能是一个实体，词 语 的 实 体 类 型 信 息 采 用 了 ＡＣＥ语
料中 的 标 注，类 似 于 位 置 向 量，同 样 随 机 初 始 化 一 个
实体 向 量 表，将 实 体 类 型 信 息 映 射 到 实 体 向 量 表 中，
用实值向量ｅ（ｗｔ）表示实体信息，ｅ（ｗｔ）的维度为ｄｅ．
因此，对于词ｗｔ，经编码层编码，将表示为：
ｘｔ ＝ｗ（ｗｔ）ｐ（ｗｔ）ｅ（ｗｔ）．
其中：表示向量拼接；ｘｔ∈Ｒｄ，ｄ＝ｄｗ＋ｄｐ＋ｄｅ．故
句子可 用Ｘ ＝ ［ｘ１，…，ｘｔ，…，ｘｎ］表 示，ｎ为 句 子 长
度．Ｘ是Ｂｉ－ＬＳＴＭ层的输入，Ｘ∈Ｒｎ×ｄ．
１．２　Ｂｉ－ＬＳＴＭ层
Ｂｉ－ＬＳＴＭ属于 双 向 循 环 神 经 网 络（ＲＮＮ），相 较
于ＲＮＮ，ＬＳＴＭ更适合处理长序列，能避免长距离依
赖问题；相较于单向ＬＳＴＭ，双向ＬＳＴＭ 可 以 同 时 对
词语的前后文语义进行建模，提取句子级别的特征．
给定一个Ｘ，用前向的ＬＳＴＭｆ获得隐藏状态｛ｈｆ１，
ｈｆ２，…，ｈｆｎ｝，同 时 用 反 向 的 ＬＳＴＭｂ 获 得 隐 藏 状 态
｛ｈｂ１，ｈｂ２，…，ｈｂｎ｝，每个ｈｆｔ 和ｈｂｔ 的计算公式如下：
ｈｆｔ ＝ＬＳＴＭ
→
ｆ（ｘｔ，ｈｆｔ－１）， （３）
ｈｂｔ ＝ＬＳＴＭ
←
ｂ（ｘｔ，ｈｂｔ＋１）， （４）
其中，ｈｆｔ－１ 表示ｘｔ 之前的语义信息，ｈｂｔ＋１ 表示ｘｔ 之后
的语义信息．因此，采用Ｂｉ－ＬＳＴＭ 可同时获得候选词
前后的上下 文 语 义 信 息．故 句 子 在Ｂｉ－ＬＳＴＭ 层 的 输
出为ＨＢｉ＝［ｈＢｉ１，…，ｈＢｉｔ ，…，ｈＢｉｎ］，其中ｈＢｉｔ ＝［ｈｆｔ，ｈｂｔ］．
为了避免 随 着 模 型 层 数 叠 加 带 来 的 内 部 变 量 偏
移（ｉｎｔｅｒｎａｌ　ｃｏｖａｒｉａｔｅ　ｓｈｉｆｔ，ＩＣＳ），本 模 型 在Ｂｉ－ＬＳＴＭ
层输出后采用横向规范化［１７］计算整个Ｂｉ－ＬＳＴＭ层输
出的均值ｕ和方差σ，然后对其进行归一化：
ｕ＝ｎ－１∑
ｎ
ｔ＝１ｈ
Ｂｉ
ｔ ， （５）
σ＝ １ｎ∑
ｎ
ｔ＝１
（ｈＢｉｔ －ｕ）槡 ２， （６）
ｈｔ ＝ｇ·（ｈＢｉｔ －ｕ）／σ＋ｂ， （７）
其中，ｇ和ｂ是收益参数和偏差参数，公式（７）的除法
表示矩阵对应元素相除，模型之后部分所用的都是归
一化 后 的Ｂｉ－ＬＳＴＭ，简 称 为Ｂｉ－ＬＳＴＭ 层 输 出 Ｈ ＝
［ｈ１，…，ｈｔ，…，ｈｎ］，设 置 Ｂｉ－ＬＳＴＭ 的 隐 藏 层 数 量 为
ｍ１，则Ｈ∈Ｒｍ１×ｎ．
１．３　注意力机制层
对Ｂｉ－ＬＳＴＭ输出层使用注意力机制可对句子中
每一个词计算其与候选触发词之间的相似度．若以相
似度作为权重对句子进行加权，则相似度高的词语将
有助于候选触发词的分类，可修正一些多义词产生的
歧义，并为多事件句子中的触发词提供信息．
对于Ｈ，计 算 每 个 当 前 词 的 权 重，这 里 注 意 力 机
制的相似度计算有几种常用方法［１８］：
ｓｃｏｒｅ（ｈｔ，ｈ
－）＝
ｈＴｔ·ｈ
－，点乘，
ｈＴｔＷ　ｈ
－，矩阵乘，
ｔａｎｈ（Ｗ［ｈｔ；ｈ
－］），连接
烅
烄
烆 ，
（８）
αｔ ＝ ｅｘｐ
（ｓｃｏｒｅ（ｈｔ，ｈ
－））
∑
ｎ
ｔ＝１ｅｘｐ（ｓｃｏｒｅ（ｈｔ，ｈ
－））
， （９）
ｓｔ ＝αｔｈｔ． （１０）
其中：ｈ－ 是 当 前 的 候 选 触 发 词 的Ｂｉ－ＬＳＴＭ 层 输 出 向
量，ｈｔ 是 句 子 中 第ｔ个 词 的Ｂｉ－ＬＳＴＭ 层 输 出 向 量，
ｓｃｏｒｅ（ｈｔ，ｈ
－）为 两 者 的 相 似 度，对ｓｃｏｒｅ（ｈｔ，ｈ
－）进 行
Ｓｏｆｔｍａｘ归一化，可得到第ｔ个词的权重αｔ；注意力机
制层的输出表示为Ｓ＝ ［ｓ１，ｓ２，…，ｓｎ］，Ｓ∈Ｒｍ１×ｎ．
１．４　ＤＭＣＮＮ层
第２层Ｂｉ－ＬＳＴＭ层可以获得整个句子上下文的
语义信息，而第３层注意力机制层可以着重关注与候
·４４４·
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选触发词 相 似 度 高 的 词 语 的 语 义 信 息，根 据 这 些 信
息，进 一 步 学 习 其 组 块 特 征，采 用Ｃｈｅｎ等［７］提 出 的
ＤＭＣＮＮ模型检测多事件句子的情况．
将Ｈ 及Ｓ输入ＤＭＣＮＮ层的两个通道中［１９］，并
学习组块特征
ｃｈｉｊ ＝ｆ（ωｈｊ·ｈｉ：ｉ＋ｗ－１＋ｂｈｊ）， （１１）
ｃαｉｊ ＝ｆ（ωαｊ·ｓｉ：ｉ＋ｗ－１＋ｂαｊ）． （１２）
其中：ｆ是非线形激活函数，例如ｔａｎｈ；ｗ指卷积的窗
口大小；ｉ是句子中的单词位置，取值为１到ｎ－ｗ＋１；
ｈｉ：ｉ＋ｗ－１ 表示从ｈｉ 到ｈｉ＋ｗ－１ 向量构成的矩阵，ｓｉ：ｉ＋ｗ－１ 同
理；ｊ是卷积核的索引，取值从１到ｍ２，ｍ２表示卷积核
的个数；ｃｈｉｊ 为Ｂｉ－ＬＳＴＭ层输出向量通过ＤＭＣＮＮ层
卷积核的特 征 图，ｃαｉｊ 指 注 意 力 机 制 层 输 出 向 量 通 过
ＤＭＣＮＮ层卷积核的特征图．
在ＤＭＣＮＮ层之后通常需要连接池化层，传统的
最大池化不能处理一个句子中包含多个类型的情况，
为此需要采用动态池化的办法，将ＤＭＣＮＮ层输出的
每个特征 映 射 都 以 候 选 触 发 词 为 界 限，分 为 两 个 部
分，对 两 个 部 分 分 别 做 最 大 池 化，以 此 保 留 更 多 有 价
值的组块信息．
ｐｈｋｊ ＝ｍａｘ（ｃｈｋｊ）， （１４）
ｐαｋｊ ＝ｍａｘ（ｃαｋｊ）， （１５）
Ｐ＝ ［ｐｈｋｊ，ｐαｋｊ］． （１６）
其中：ｋ＝１，２，因 为 一 个 句 子 在 经 过 动 态 最 大 池 化 时
被根据候选触发词分开为两个部分；ｐｈｋｊ 为Ｂｉ－ＬＳＴＭ
部分的最大池化，ｐαｋｊ 为注意力机制部分的最大池化；
Ｐ为ＤＭＣＮＮ池化层的输出，Ｐ∈Ｒｍ２×２．
１．５　输出层
输出层将ＤＭＣＮＮ的输出Ｐ输 入 全 连 接 层 做 最
后的分类：
Ｏ＝Ｗｏ·Ｐ＋ｂｏ．
利用Ｓｏｆｔｍａｘ归 一 化 计 算 识 别 候 选 触 发 词 并 将
每个候选触发词分类为具体事件类别，Ｏ∈Ｒ３４．
１．６　训　练
在本模型中，损 失 函 数 选 择 交 叉 熵 代 价 函 数，并
对所 有 参 数 进 行 随 机 初 始 化．训 练 时，使 用 小 批 量 随
机梯度下降和Ａｄａｄｅｌｔａ自适应梯度下降算法，并在编
码层后和输出层前增加丢包（ｄｒｏｐｏｕｔ）层避免过拟合．
２　实验结果
２．１　数据集与参数设置
实验 所 用 语 料 为 ＡＣＥ２００５英 文 语 料．对 数 据 集
的 处 理 采 用 Ｌｉ等［６］、Ｃｈｅｎ等［７］的 方 法，随 机 选 择
ＡＣＥ２００５语料库中的３０篇文章作为验证集，４０篇文
章作为测试集，剩余５２９篇文章作为训练集．
设置词向量ＥＬＭｏ训练层数为２，位置向量维度
为５，实体类 型 向 量 维 度 为５０，Ｂｉ－ＬＳＴＭ 的 隐 藏 层 向
量大小为３００，ＤＭＣＮＮ层滤波器窗口大小为２和３，
卷积核的个数为１００，Ｌ２正则化值为１０－６，编码层之后
的ｄｒｏｐｏｕｔ率为０．３，输出层之前的ｄｒｏｐｏｕｔ率为０．５，
批量随机梯度的最小批为１００．
本次实验采用精确率（Ｐ）、召 回 率（Ｒ）和Ｆ１值 作
为评价指标判断事件检测的正确性．
２．２　基准方法
为了验证本模型，本研究选择以下２类经典的模
型作为基线模型．
１）基于特征的模型有：以一些词义和语义信息作
为特 征 的 最 大 熵 模 型（ＭａｘＥｎｔ）［２］；交 叉 文 档 模 型
（Ｃｒｏｓｓ－Ｄｏｃｕｍｅｎｔ）［３］；交叉事件模型（Ｃｒｏｓｓ－Ｅｖｅｎｔ）［１］；
交叉实体模型（Ｃｒｏｓｓ－Ｅｎｔｉｔｙ）［５］；采用联合结构进行事
件抽取的联合模型（Ｊｏｉｎｔ　Ｍｏｄｅｌ）［６］．
２）基于神经网络的模型有：ＤＭＣＮＮ模 型［７］；联
合ＲＮＮ 模 型（Ｊｏｉｎｔ　ＲＮＮ）［８］；集 成 了 Ｂｉ－ＬＳＴＭ 和
ＣＮＮ的混合神经 网 络 模 型（ＨＮＮ）［９］；基 于 注 意 力 机
制神经 网 络 模 型（ＡＮＮ＋Ａｔｔｅｎｔｉｏｎ），其 运 用 了 事 件
元素并引入了注意力机制［１０］；基于依存树的图卷积模
型（ＧＣＮ－ＥＤ）［１３］；自调节模型（ＳＥＬＦ），利用生成式对
抗网络（ＧＡＮ）生 成 虚 假 特 征 进 行 自 我 调 节［１４］；文 本
嵌入增强模 型（ＤＥＥＢ），采 用 注 意 力 机 制 获 取 文 档 特
征，将文档特征引入模型［１２］．
２．３　向量化层特征选择
在向量化层，可 以 选 择 的 特 征 有 词 向 量、位 置 向
量、实体类型向量，本节研究在词向量不变的情况下，
增加位置向量或实体类型 向 量 进 行 实 验，结 果 如 表１
所示，可以 看 出 增 加 特 征 对 模 型 的 性 能 提 升 均 有 帮
助，而同时将词向量、位置向量、实体类型向量作为特
征的Ｆ１值最高，所以本模型选择词向量＋位置向量＋
表１　特征选择比较
Ｔａｂ．１　Ｅｘｐｅｒｉｍｅｎｔａｌ　ｒｅｓｕｌｔｓ　ａｂｏｕｔ　ｆｅａｔｕｒｅ　ｃｈｏｏｓｅ ％
特征选择 Ｆ１
词向量 ６６．５
词向量＋位置向量 ６８．８
词向量＋实体类型向量 ７２．９
词向量＋位置向量＋实体类型向量 ７４．４
·５４４·
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实体类型向量作为向量化层的特征输入．
２．４　词向量的选择
对 于 词 向 量 的 选 择，过 往 研 究 采 用 的 都 是
ｗｏｒｄ２ｖｅｃ词向量，本节实验在模型其他条件不变的情
况下，比较使 用 ｗｏｒｄ２ｖｅｃ和ＥＬＭｏ作 为 词 向 量 的 模
型效 果．使 用 ｗｏｒｄ２ｖｅｃ作 为 词 向 量 的 模 型Ｆ１值 为
７３．１％，而 使 用 ＥＬＭｏ作 为 词 向 量 的 模 型Ｆ１ 值 为
７４．４％，提升 了１．３个 百 分 点．这 是 因 为ＥＬＭｏ是 具
有上下文语义信息的词向量，在一定程度上能解决词语
二义性的问题，所以本研究选择ＥＬＭｏ作为词向量．
２．５　注意力机制的方法选择
在模型中 引 入 注 意 力 机 制 是 为 了 捕 捉 与 候 选 触
发词相关性更高的特征，在模型其他部分均保持一致
的情况下，通过实验比较引入注意力机制和不引入注
意力 机 制 对 模 型 的 影 响．实 验 表 明，不 引 入 注 意 力 机
制的模型Ｆ１值为７３．３％，引入注意力机制后模型Ｆ１
值为７４．４％，提升 了０．９个 百 分 点，说 明 注 意 力 机 制
在本模型中 可 以 有 效 捕 捉 与 候 选 触 发 词 相 关 性 更 高
的特征．所以本模型中将引入注意力机制．
根据式（８），注意力机制的核心算法有３种．在模
型其他部分不变的情况下，仅改变注意力计算方法进
行实验，采用点乘方法的模型Ｆ１值为７４．４％，采用矩
阵乘方法的模 型Ｆ１值 为７１．７％，采 用 连 接 方 法 的 模
型Ｆ１值为７０．０％，所 以 采 用 点 乘 计 算 方 法 可 以 达 到
更好 的 效 果．此 外，点 乘 计 算 方 法 也 是 最 简 单 的 计 算
方法，在 时 间 复 杂 度 和 空 间 复 杂 度 上 都 是 最 小 的，因
此在本研究 选 择 点 乘 方 法 计 算 句 子 中 词 语 与 候 选 触
发词的相似度．
２．６　实验结果比较
将本模 型 与 基 准 方 法 进 行 比 较，所 有 方 法 均 在
ＡＣＥ２００５英文语料上 进 行 实 验．从 表５看 出，本 模 型
ＬＭ－ＡＲＣＮＮ的Ｆ１值达到了７４．４％，高于其他所有模
型．特别值得一提的是，ＤＥＥＢ模型通过在模型中引入
了文档特征，获得７４．０％的Ｆ１值，是之前研究中性能
最好 的 模 型，但 为 了 获 得 文 档 特 征，其 做 事 件 检 测 时
必须以整篇文档输入为前提，而本文中提出的模型对
一个句子进行事件检测时无需输入整篇文章，只要输
入当前句子，就可以取得比ＤＥＥＢ更好的结果．
分析本模型优于其他模型的原因有以下几点：
首先，相比于基于特 征 的 模 型，本 模 型 的Ｆ１值 比
最优的特征模 型Ｃｒｏｓｓ－Ｅｖｅｎｔ高 了５．６个 百 分 点．一
方面是由于 基 于 特 征 的 模 型 依 赖 于 其 他 的 自 然 语 言
处理工具，累计的误差对性能影响较大且有效特征提
表２　主要方法实验结果比较
Ｔａｂ．２　Ｅｘｐｅｒｉｍｅｎｔａｌ　ｒｅｓｕｌｔｓ　ｗｉｔｈ　ｍａｉｎ　ｍｅｔｈｏｄ ％
方法
事件检测
Ｐ　 Ｒ　 Ｆ１
ＭａｘＥｎｔ［２］ ７４．５　 ５９．１　 ６５．９
Ｃｒｏｓｓ－Ｄｏｃｕｍｅｎｔ［３］ ６０．２　 ７６．４　 ６７．３
Ｃｒｏｓｓ－Ｅｖｅｎｔ［１］ ６８．７　 ６８．９　 ６８．８
Ｃｒｏｓｓ－Ｅｎｔｉｔｙ［５］ ７２．９　 ６４．３　 ６８．３
Ｊｏｉｎｔ　Ｍｏｄｅｌ［６］ ７３．７　 ６２．３　 ６７．５
ＤＭＣＮＮ［７］ ７５．６　 ６３．６　 ６９．１
Ｊｏｉｎｔ　ＲＮＮ［８］ ６６．０　 ７３．０　 ６９．３
ＨＮＮ［９］ ８４．６　 ６４．９　 ７３．４
ＡＮＮ＋Ａｔｔｅｎｔｉｏｎ［１０］ ７８．０　 ６６．３　 ７１．７
ＧＣＮ－ＥＤ［１３］ ７７．９　 ６８．８　 ７３．１
ＳＥＬＦ［１４］ ７１．３　 ７４．７　 ７３．０
ＤＥＥＢ［１２］ ７２．３　 ７５．８　 ７４．０
ＬＭ－ＡＲＣＮＮ　 ７８．０　 ７４．５　 ７４．４
取不足；另一方面，诸如词法、语法这类外部语义对于
事件检测任务的作用有限，而神经网络可以将语义信
息编码到高维的隐藏特征空间，可以提取更多特征．
其 次，相 比 于 ＤＭＣＮＮ、Ｊｏｉｎｔ　ＲＮＮ、ＡＮＮ＋
Ａｔｔｅｎｔｉｏｎ、ＧＣＮ－ＥＤ、ＳＥＬＦ这些仅使用单一神经网络
的模型来说，本 模 型Ｆ１值 比 其 中 最 优 的 ＧＣＮ－ＥＤ模
型高 了１．３个 百 分 点，这 是 因 为 本 模 型 结 合 了 Ｂｉ－
ＬＳＴＭ和ＤＭＣＮＮ的优点，可以同时捕捉句子级别特
征和 上 下 文 组 块 两 部 分 信 息，并 通 过 注 意 力 机 制，赋
予了重要特征更大的权重因子．
再次，与 ＨＮＮ混合模型比较，尽管 ＨＮＮ与本模
型均使用了Ｂｉ－ＬＳＴＭ和ＣＮＮ，但是本模型的Ｆ１值仍
比 ＨＮＮ模型高出１个百分点，且精确度Ｐ和召回率
Ｒ 相对来说更为均衡．此外，在多事件检测任务（见下
文２．７节）中，本模型的性能也比 ＨＮＮ混合模型高出
０．６个百分点（见 下 文 表３），可 见 在 多 事 件 检 测 任 务
中，本模型也是优于 ＨＮＮ混合模型的．分析原因，主
要有３点：首先本模型 中Ｂｉ－ＬＳＴＭ 和ＤＭＣＮＮ的 结
合不是一个ｓｔａｃｋｉｎｇ方法的集成，而是作为深度神经
网络中两个相邻的隐藏层，因此对特征信息是一种深
层次 的 挖 掘，而 非 简 单 的 双 重 累 积；其 次 本 模 型 中 的
注意力机制和ＤＭＣＮＮ层，能加大与候选触发词更相
关的 特 征 信 息 的 权 重，是 一 种 有 侧 重 的 多 特 征 挖 掘，
不易遗漏重要特征，在处理多事件句子时可以有更好
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的性能；最 后 本 模 型 引 入 了 ＥＬＭｏ词 向 量，相 较 于
ＨＮＮ混合模型使用的ｗｏｒｄ２ｖｅｃ词向量，在模型第一
层，编码层 就 已 经 具 有 了 一 定 的 解 决 词 语 二 义 性 的
能力．
最 后，与 ＤＥＥＢ 模 型 比 较，本 模 型 的 Ｆ１ 值 比
ＤＥＥＢ模型高出了０．４个百分点．尽管本模型没有提
取文档特征，但是本模型使用的ＥＬＭｏ在单词表示上
优于ＤＥＥＢ模型所使用的ｗｏｒｄ２ｖｅｃ，本身便具有上下
文相关的特点，并且本模型可以同时捕捉句子级别和
上下 文 组 块 特 征，因 此，在 没 有 提 取 文 档 特 征 的 情 况
下也可以有更好的性能．
２．７　多事件句子的抽取结果
为了进一步证明本模型在多事件句子中的性能，
本文将测试 集 根 据 句 子 中 事 件 的 数 量 将 测 试 集 分 为
两个部分：句子中只包含一个句子的样本为单一事件
集，句子中包含不止一个句子的样本为多事件集（表３
中记为１／Ｎ集），并在多事件集里验证模型性能．表格
３显示的是各个模型在多事件句子中的事件候选词抽
取性能（Ｆ１值）．其中，Ｅｍｂｅｄｄｉｎｇｓ＋Ｔ和ＣＮＮ均在文
献［７］中提 到，Ｅｍｂｅｄｄｉｎｇｓ＋Ｔ使 用 的 是 词 向 量 和 文
献［６］中使用的传统外部句子水平特征，ＣＮＮ则是传
统的使用最大池化的卷积神经网络模型．
表３　各模型在多事件句子的Ｆ１比较
Ｔａｂ．３　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｍｏｄｅｌｓ’Ｆ１ｖａｌｕｅｓ　ｉｎ
ｍｕｌｔｉｐｌｅ－ｅｖｅｎｔｓ　ｓｅｎｔｅｎｃｅ ％
模　型 １／Ｎ集 测试集
Ｅｍｂｅｄｄｉｎｇｓ＋Ｔ［７］ ２５．５　 ５９．８
ＣＮＮ［７］ ４３．１　 ６６．３
ＤＭＣＮＮ　 ５０．９　 ６９．１
Ｊｏｉｎｔ　ＲＮＮ　 ６４．８　 ６９．３
ＨＮＮ　 ６５．６　 ７３．４
ＬＭ－ＡＲＣＮＮ　 ６６．２　 ７４．４
　　从表３中可以看出，当输入的句子包含不止一个
事件时，本模 型 的Ｆ１值 最 高，为６６．２％，比 次 优 模 型
ＨＮＮ高０．６个 百 分 点．分 析 表 中 的 模 型，ＣＮＮ 和
ＤＭＣＮＮ都属于ＣＮＮ模型，Ｊｏｉｎｔ　ＲＮＮ属 于ＲＮＮ模
型，它们都 比 基 于 特 征 的Ｅｍｂｅｄｄｉｎｇｓ＋Ｔ模 型 在 多
事件句子中的性能好，ＨＮＮ模型集成了Ｂｉ－ＬＳＴＭ 和
ＣＮＮ网络，会比单纯只用循环神经网络或卷积神经网
络 的 性 能 更 优，而 本 模 型 使 用 了 Ｂｉ－ＬＳＴＭ 和
ＤＭＣＮＮ搭建的多层神经网络，挖掘句子的深层语义
特征，不仅如此，还增加了注意力机制，帮助模型更加
关注句子中与候选触发词相似度高的词语，而这些信
息对多事件句子中的事件检测是非常有价值的，因此
可以达到目前最好的性能结果．
３　结　论
本研 究 提 出 了 一 个 新 的 神 经 网 络 模 型 ＬＭ－
ＡＲＣＮＮ进行事件检测，将ＥＬＭｏ词向量作为特征引
入事 件 检 测 任 务，并 创 新 性 地 提 出 Ｂｉ－ＬＳＴＭ 结 合
ＤＭＣＮＮ的多层网络模型，且在卷积层使用注意力机
制．在ＡＣＥ２００５英 语 语 料 库 上 进 行 实 验，实 验 表 明，
本模型可以 在 仅 输 入 句 子 的 情 况 下 可 以 达 到 目 前 最
高的Ｆ１值，Ｆ１值为７４．４％．
接下来的 研 究 工 作 将 会 从 两 方 面 对 模 型 进 行 改
进：１）考虑将残差模块引入模型，以提升模型事 件 检
测的效果．２）探究更适合事件检测任务的损失 函 数，
对比不同损失函数对模型进行事件检测的影响．
参考文献：
［１］　ＧＲＩＳＨＭＡＮ　Ｒ，ＷＥＳＴＢＲＯＯＫ　Ｄ，ＭＥＹＥＲＳ　Ａ．ＮＹＵ’ｓ
Ｅｎｇｌｉｓｈ　ａｃｅ　２００５ｓｙｓｔｅｍ　ｄｅｓｃｒｉｐｔｉｏｎ［Ｊ］．Ｊｏｕｒｎａｌ　ｏｎ
Ｓａｔｉｓｆｉａｂｉｌｉｔｙ，２００５，５１（１１）：１９２７－１９３８．
［２］　ＡＨＮ　Ｄ．Ｔｈｅ　ｓｔａｇｅｓ　ｏｆ　ｅｖｅｎｔ　ｅｘｔｒａｃｔｉｏｎ［Ｃ］∥Ｐｒｏｃｅｅｄｉｎｇｓ
ｏｆ　ｔｈｅ　Ｗｏｒｋｓｈｏｐ　ｏｎ　Ａｎｎｏｔａｔｉｎｇ　ａｎｄ　Ｒｅａｓｏｎｉｎｇ　ａｂｏｕｔ
Ｔｉｍｅ　ａｎｄ　Ｅｖｅｎｔｓ．Ｓｙｄｎｅｙ：ＡＣＬ，２００６：１－８．
［３］　ＪＩ　Ｈ，ＧＲＩＳＨＭＡＮ　Ｒ．Ｒｅｎｉｎｇ　ｅｖｅｎｔ　ｅｘｔｒａｃｔｉｏｎ　ｔｈｒｏｕｇｈ
ｃｒｏｓｓ－ｄｏｃｕｍｅｎｔ　ｉｎｆｅｒｅｎｃｅ ［Ｃ］ ∥ Ｍｅｅｔｉｎｇ　ｏｆ　ｔｈｅ
Ａｓｓｏｃｉａｔｉｏｎ　ｆｏｒ　Ｃｏｍｐｕｔａｔｉｏｎａｌ　Ｌｉｎｇｕｉｓｔｉｃｓ．Ｃｏｌｕｍｂｕｓ：
ＡＣＬ，２００８：２５４－２６２．
［４］　ＬＩＡＯ　Ｓ，ＧＲＩＳＨＭＡＮ　Ｒ．Ｕｓｉｎｇ　ｄｏｃｕｍｅｎｔ　ｌｅｖｅｌ　ｃｒｏｓｓ－
ｅｖｅｎｔ　ｉｎｆｅｒｅｎｃｅ　ｔｏ　ｉｍｐｒｏｖｅ　ｅｖｅｎｔ　ｅｘｔｒａｃｔｉｏｎ［Ｃ］∥Ｍｅｅｔｉｎｇ
ｏｆ　ｔｈｅ　Ａｓｓｏｃｉａｔｉｏｎ　ｆｏｒ　Ｃｏｍｐｕｔａｔｉｏｎａｌ　Ｌｉｎｇｕｉｓｔｉｃｓ．Ｕｐｐｓａｌａ：
ＡＣＬ，２０１０：７８９－７９７．
［５］　ＨＯＮＧ　Ｙ，ＺＨＡＮＧ　Ｊ，ＭＡ　Ｂ，ｅｔ　ａｌ．Ｕｓｉｎｇ　ｃｒｏｓｓ－ｅｎｔｉｔｙ
ｉｎｆｅｒｅｎｃｅ　ｔｏ　ｉｍｐｒｏｖｅ　ｅｖｅｎｔ　ｅｘｔｒａｃｔｉｏｎ［Ｃ］∥Ｍｅｅｔｉｎｇ　ｏｆ　ｔｈｅ
Ａｓｓｏｃｉａｔｉｏｎ　ｆｏｒ　Ｃｏｍｐｕｔａｔｉｏｎａｌ　Ｌｉｎｇｕｉｓｔｉｃｓ： Ｈｕｍａｎ
Ｌａｎｇｕａｇｅ　Ｔｅｃｈｎｏｌｏｇｉｅｓ．Ｐｏｒｔｌａｎｄ：ＡＣＬ，２０１１：１１２７－１１３６．
［６］　ＬＩ　Ｑ，ＪＩ　Ｈ，ＨＵＡＮＧ　Ｌ．Ｊｏｉｎｔ　ｅｖｅｎｔ　ｅｘｔｒａｃｔｉｏｎ　ｖｉａ　ｓｔｒｕｃｔｕｒｅｄ
ｐｒｅｄｉｃｔｉｏｎ　ｗｉｔｈ　ｇｌｏｂａｌ　ｆｅａｔｕｒｅｓ［Ｃ］∥ Ｍｅｅｔｉｎｇ　ｏｆ　ｔｈｅ
Ａｓｓｏｃｉａｔｉｏｎ　ｆｏｒ　Ｃｏｍｐｕｔａｔｉｏｎａｌ　Ｌｉｎｇｕｉｓｔｉｃｓ．Ｓｏｆｉａ：ＡＣＬ，
２０１３：７３－８２．
［７］　ＣＨＥＮ　Ｙ，ＸＵ　Ｌ，ＬＩＵ　Ｋ，ｅｔ　ａｌ．Ｅｖｅｎｔ　ｅｘｔｒａｃｔｉｏｎ　ｖｉａ　ｄｙｎａｍｉｃ
ｍｕｌｔｉ－ｐｏｏｌｉｎｇ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋｓ［Ｃ］∥Ｍｅｅｔｉｎｇ
ｏｆ　ｔｈｅ　Ａｓｓｏｃｉａｔｉｏｎ　ｆｏｒ　Ｃｏｍｐｕｔａｔｉｏｎａｌ　Ｌｉｎｇｕｉｓｔｉｃｓ．Ｂｅｉｊｉｎｇ：
ＡＣＬ，２０１５：１６７－１７６．
·７４４·
厦门大学学报（自然科学版） ２０１９年
ｈｔｐ：∥ｊｘｍｕ．ｘｍｕ．ｅｄｕ．ｃｎ
［８］　ＮＧＵＹＥＮ　Ｔ　Ｈ，ＣＨＯ　Ｋ，ＧＲＩＳＨＭＡＮ　Ｒ．Ｊｏｉｎｔ　ｅｖｅｎｔ
ｅｘｔｒａｃｔｉｏｎ　ｖｉａ　ｒｅｃｕｒｒｅｎｔ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋｓ［Ｃ］∥Ｃｏｎｆｅｒｅｎｃｅ
ｏｆ　ｔｈｅ　Ｎｏｒｔｈ　Ａｍｅｒｉｃａｎ　Ｃｈａｐｔｅｒ　ｏｆ　ｔｈｅ　Ａｓｓｏｃｉａｔｉｏｎ　ｆｏｒ
Ｃｏｍｐｕｔａｔｉｏｎａｌ　 Ｌｉｎｇｕｉｓｔｉｃｓ： Ｈｕｍａｎ　 Ｌａｎｇｕａｇｅ
Ｔｅｃｈｎｏｌｏｇｉｅｓ．Ｓａｎ　Ｄｉｅｇｏ：ＮＡＡＣＬ－ＨＬＴ，２０１６：３００－３０９．
［９］　ＦＥＮＧ　Ｘ，ＨＵＡＮＧ　Ｌ，ＴＡＮＧ　Ｄ．Ａ　ｌａｎｇｕａｇｅ－ｉｎｄｅｐｅｎｄｅｎｔ
ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ　ｆｏｒ　ｅｖｅｎｔ　ｄｅｔｅｃｔｉｏｎ［Ｊ］．Ｓｃｉｅｎｃｅ　Ｃｈｉｎａ
Ｉｎｆｏｒｍａｔｉｏｎ　Ｓｃｉｅｎｃｅｓ，２０１８，６１（９）：９２－１０６．
［１０］　ＬＩＵ　Ｓ，ＣＨＥＮ　Ｙ，ＬＩＵ　Ｋ，ｅｔ　ａｌ．Ｅｘｐｌｏｉｔｉｎｇ　ａｒｇｕｍｅｎｔ
ｉｎｆｏｒｍａｔｉｏｎ　ｔｏ　ｉｍｐｒｏｖｅ　ｅｖｅｎｔ　ｄｅｔｅｃｔｉｏｎ　ｖｉａ　ｓｕｐｅｒｖｉｓｅｄ
ａｔｔｅｎｔｉｏｎ　ｍｅｃｈａｎｉｓｍｓ［Ｃ］∥Ｍｅｅｔｉｎｇ　ｏｆ　ｔｈｅ　Ａｓｓｏｃｉａｔｉｏｎ
ｆｏｒ　Ｃｏｍｐｕｔａｔｉｏｎａｌ　Ｌｉｎｇｕｉｓｔｉｃｓ．Ｖａｎｃｏｕｖｅｒ：ＡＣＬ，２０１７：
１７８９－１７９８．
［１１］　ＤＵＡＮ　Ｓ，ＨＥ　Ｒ，ＺＨＡＯ　Ｗ．Ｅｘｐｌｏｉｔｉｎｇ　ｄｏｃｕｍｅｎｔ　ｌｅｖｅｌ
ｉｎｆｏｒｍａｔｉｏｎ　ｔｏ　ｉｍｐｒｏｖｅ　ｅｖｅｎｔ　ｄｅｔｅｃｔｉｏｎ　ｖｉａ　ｒｅｃｕｒｒｅｎｔ
ｎｅｕｒａｌ　ｎｅｔｗｏｒｋｓ［Ｃ］∥ Ｐｒｏｃｅｅｄｉｎｇｓ　ｏｆ　ｔｈｅ　Ｅｉｇｈｔｈ
Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｊｏｉｎｔ　Ｃｏｎｆｅｒｅｎｃｅ　ｏｎ　Ｎａｔｕｒａｌ　Ｌａｎｇｕａｇｅ
Ｐｒｏｃｅｓｓｉｎｇ．Ｔａｉｐｅｉ：ＩＪＣＮＬＰ，２０１７：３５２－３６１．
［１２］　ＺＨＡＯ　Ｙ，ＪＩＮ　Ｘ，ＷＡＮＧ　Ｙ，ｅｔ　ａｌ．Ｄｏｃｕｍｅｎｔ　ｅｍｂｅｄｄｉｎｇ
ｅｎｈａｎｃｅｄ　ｅｖｅｎｔ　ｄｅｔｅｃｔｉｏｎ　ｗｉｔｈ　ｈｉｅｒａｒｃｈｉｃａｌ　ａｎｄ
ｓｕｐｅｒｖｉｓｅｄ　ａｔｔｅｎｔｉｏｎ［Ｃ］∥Ｐｒｏｃｅｅｄｉｎｇｓ　ｏｆ　ｔｈｅ　５６ｔｈ
Ａｎｎｕａｌ　Ｍｅｅｔｉｎｇ　ｏｆ　ｔｈｅ　Ａｓｓｏｃｉａｔｉｏｎ　ｆｏｒ　Ｃｏｍｐｕｔａｔｉｏｎａｌ
Ｌｉｎｇｕｉｓｔｉｃｓ（Ｓｈｏｒｔ　Ｐａｐｅｒｓ）．Ｍｅｌｂｏｕｒｎｅ：ＡＣＬ，２０１８：１－６．
［１３］　ＮＧＵＹＥＮ　Ｔ　Ｈ，ＧＲＩＳＨＭＡＮ　Ｒ．Ｇｒａｐｈ　ｃｏｎｖｏｌｕｔｉｏｎａｌ
ｎｅｔｗｏｒｋｓ　ｗｉｔｈ　ａｒｇｕｍｅｎｔ－ａｗａｒｅ　ｐｏｏｌｉｎｇ　ｆｏｒ　ｅｖｅｎｔ
ｄｅｔｅｃｔｉｏｎ［Ｃ］∥ Ａｓｓｏｃｉａｔｉｏｎ　ｆｏｒ　ｔｈｅ　Ａｄｖａｎｃｅｍｅｎｔ　ｏｆ
Ａｒｔｉｃｉａｌ　Ｉｎｔｅｌｉｇｅｎｃｅ．Ｎｅｗ　Ｏｒｌｅａｎｓ：ＡＡＡＩ，２０１８：５９００－
５９０７．
［１４］　ＨＯＮＧ　Ｙ，ＺＨＯＵ　Ｗ，ＺＨＡＮＧ　Ｊ，ｅｔ　ａｌ．Ｓｅｌｆ－ｒｅｇｕｌａｔｉｏｎ：
ｅｍｐｌｏｙｉｎｇ　ａｇｅｎｅｒａｔｉｖｅ　ａｄｖｅｒｓａｒｉａｌ　ｎｅｔｗｏｒｋ　ｔｏ　ｉｍｐｒｏｖｅ
ｅｖｅｎｔ　ｄｅｔｅｃｔｉｏｎ［Ｃ］∥Ｐｒｏｃｅｅｄｉｎｇｓ　ｏｆ　ｔｈｅ　５６ｔｈ　Ａｎｎｕａｌ
Ｍｅｅｔｉｎｇ　ｏｆ　ｔｈｅ　Ａｓｓｏｃｉａｔｉｏｎ　ｆｏｒ　Ｃｏｍｐｕｔａｔｉｏｎａｌ　Ｌｉｎｇｕｉｓｔｉｃｓ．
Ｍｅｌｂｏｕｒｎｅ：ＡＣＬ，２０１８：１－１２．
［１５］　ＭＩＫＯＬＯＶ　Ｔ，ＣＨＥＮ　Ｋ，ＣＯＲＲＡＤＯ　Ｇ　Ｓ，ｅｔ　ａｌ．Ｅｆｆｉｃｉｅｎｔ
ｅｓｔｉｍａｔｉｏｎ　ｏｆ　ｗｏｒｄ　ｒｅｐｒｅｓｅｎｔａｔｉｏｎｓ　ｉｎ　ｖｅｃｔｏｒ　ｓｐａｃｅ［ＥＢ／
ＯＬ］．（２０１３－０９－０７）［２０１８－１２－１９］．ｈｔｔｐ：∥ａｒｘｉｖ．ｏｒｇ／ａｂｓ／
１３０１．３７８１．
［１６］　ＰＥＴＥＲＳ　Ｍ　Ｅ，ＮＥＵＭＡＮＮ　Ｍ，ＩＹＹＥＲ　Ｍ，ｅｔ　ａｌ．Ｄｅｅｐ
ｃｏｎｔｅｘｔｕａｌｉｚｅｄ　ｗｏｒｄ　ｒｅｐｒｅｓｅｎｔａｔｉｏｎｓ［Ｃ］∥Ｃｏｎｆｅｒｅｎｃｅ　ｏｆ
ｔｈｅ　Ｎｏｒｔｈ　Ａｍｅｒｉｃａｎ　Ｃｈａｐｔｅｒ　ｏｆ　ｔｈｅ　Ａｓｓｏｃｉａｔｉｏｎ　ｆｏｒ
Ｃｏｍｐｕｔａｔｉｏｎａｌ　Ｌｉｎｇｕｉｓｔｉｃｓ：Ｈｕｍａｎ　Ｌａｎｇｕａｇｅ　Ｔｅｃｈｎｏｌｏｇｉｅｓ．
Ｎｅｗ　Ｏｒｌｅａｎｓ：ＮＡＡＣＬ－ＨＬＴ，２０１８：２２２７－２２３７．
［１７］　ＢＡ　Ｊ　Ｌ，ＫＩＲＯＳ　Ｊ　Ｒ，ＨＩＮＴＯＮ　Ｇ　Ｅ．Ｌａｙｅｒ　Ｎｏｒｍａｌｉｚａｔｉｏｎ
［ＥＢ／ＯＬ］．（２０１６－０７－２１）［２０１８－１２－１９］．ｈｔｔｐｓ：∥ａｒｘｉｖ．
ｏｒｇ／ａｂｓ／１６０７．０６４５０ｖ１．
［１８］　ＬＵＯＮＧ　Ｍ　Ｔ，ＰＨＡＭ　Ｈ，ＭＡＮＮＩＮＧ　Ｃ　Ｄ．Ｅｆｆｅｃｔｉｖｅ
ａｐｐｒｏａｃｈｅｓ　ｔｏ　ａｔｔｅｎｔｉｏｎ－ｂａｓｅｄ　ｎｅｕｒａｌ　ｍａｃｈｉｎｅ　ｔｒａｎｓｌａｔｉｏｎ
［Ｃ］∥Ｐｒｏｃｅｅｄｉｎｇｓ　ｏｆ　ｔｈｅ　２０１５Ｃｏｎｆｅｒｅｎｃｅ　ｏｎ　Ｅｍｐｉｒｉｃａｌ
Ｍｅｔｈｏｄｓ　ｉｎ　Ｎａｔｕｒａｌ　Ｌａｎｇｕａｇｅ　Ｐｒｏｃｅｓｓｉｎｇ．Ｌｉｓｂｏｎ：
ＥＭＮＬＰ，２０１５：１４１２－１４２１．
［１９］　ＹＩＮ　Ｗ，ＳＣＨＴＺＥ　Ｈ，ＸＩＡＮＧ　Ｂ，ｅｔ　ａｌ．ＡＢＣＮＮ：ａｔｔｅｎｔｉｏｎ－
ｂａｓｅｄ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ　ｆｏｒ　ｍｏｄｅｌｉｎｇ
ｓｅｎｔｅｎｃｅ　ｐａｉｒｓ［Ｊ］．Ｔｒａｎｓａｃｔｉｏｎｓ　ｏｆ　ｔｈｅ　Ａｓｓｏｃｉａｔｉｏｎ　ｆｏｒ
Ｃｏｍｐｕｔａｔｉｏｎａｌ　Ｌｉｎｇｕｉｓｔｉｃｓ，２０１６，４（１）：２５９－２７２．
Ｅｖｅｎｔ　ｄｅｔｅｃｔｉｏｎ　ｖｉａ　ｒｅｃｕｒｒｅｎｔ　ａｎｄ　ｃｏｎｖｏｌｕｔｉｏｎａｌ
ｎｅｔｗｏｒｋｓ　ｂａｓｅｄ　ｏｎ　ｌａｎｇｕａｇｅ　ｍｏｄｅｌ
ＳＨＩ　Ｚｈｅｅｒ，ＣＨＥＮ　Ｊｉｎｘｉｕ＊
（Ｓｃｈｏｏｌ　ｏｆ　Ｉｎｆｏｒｍａｔｉｏｎ　Ｓｃｉｅｎｃｅ　ａｎｄ　Ｅｎｇｉｎｅｅｒｉｎｇ，Ｘｉａｍｅｎ　Ｕｎｉｖｅｒｓｉｔｙ，Ｘｉａｍｅｎ　３６１００５，Ｃｈｉｎａ）
Ａｂｓｔｒａｃｔ：Ｎｏｗ　ｍａｉｎ　ｄｉｆｆｉｃｕｌｔｉｅｓ　ｏｆ　ｅｖｅｎｔ　ｄｅｔｅｃｔｉｏｎ　ｌｉｅ　ｉｎ　ｐｏｌｙｓｅｍｙ　ａｎｄ　ｍｕｌｔｉ－ｅｖｅｎｔ　ｄｅｔｅｃｔｉｏｎ．Ｔｏ　ｏｖｅｒｃｏｍｅ　ｔｈｅｓｅ　ｄｉｆｆｉｃｕｌｔｉｅｓ，ｗｅ
ｐｒｏｐｏｓｅ　ａ　ｎｏｖｅｌ　ｒｅｃｕｒｒｅｎｔ　ａｎｄ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｔｗｏｒｋ　ｗｉｔｈ　ａｔｔｅｎｔｉｏｎ　ｂａｓｅｄ　ｏｎ　ｌａｎｇｕａｇｅ　ｍｏｄｅｌ（ＬＭ－ＡＲＣＮＮ）．Ｔｈｅ　ｍｏｄｅｌ　ｆｉｒｓｔ　ｌｅａｒｎｓ
ｗｏｒｄ　ｅｍｂｅｄｄｉｎｇｓ　ｆｒｏｍ　Ｌａｎｇｕａｇｅ　Ｍｏｄｅｌｓ（ＥＬＭｏ），ａｎｄ　ｐｌａｃｅｓ　ｔｈｅｓｅ　ｌｅａｒｎｅｄ　ｅｍｂｅｄｄｉｎｇｓ　ｉｎｔｏ　ａ　ｌｏｎｇ－ｓｈｏｒｔ　ｔｅｒｍ　ｍｅｍｏｒｙ　ｎｅｕｒａｌ
ｎｅｔｗｏｒｋ（ＬＳＴＭ）ｗｈｉｃｈ　ｃａｎ　ｃａｐｔｕｒｅ　ｓｅｎｔｅｎｃｅ－ｌｅｖｅｌ　ｆｅａｔｕｒｅｓ．Ｔｈｅｎ　ｉｔ　ｕｔｉｌｉｚｅｓ　ａｔｔｅｎｔｉｏｎ　ｍｅｃｈａｎｉｓｍ　ｔｏ　ｌｅａｒｎ　ｉｎｆｏｒｍａｔｉｏｎ　ｆｒｏｍ　ｔｈｅ
ｌｅａｒｎｅｄ　ｓｅｎｔｅｎｃｅ　ｆｅａｔｕｒｅｓ　ｔｏ　ｆｉｎｄ　ｔｈｅ　ｆｅａｔｕｒｅｓ　ｗｈｉｃｈ　ａｒｅ　ｍｏｒｅ　ｃｌｏｓｅｌｙ　ｒｅｌａｔｉｖｅ　ｔｏ　ｃａｎｄｉｄａｔｅ　ｔｒｉｇｇｅｒ　ｗｏｒｄｓ．Ｆｉｎａｌｙ，ｉｔ　ｐｌａｃｅｓ　ｔｈｅｓｅ
ｌｅａｒｎｅｄ　ｓｅｎｔｅｎｃｅ　ｆｅａｔｕｒｅｓ　ａｎｄ　ａｔｔｅｎｔｉｏｎ　ｆｅａｔｕｒｅｓ　ｉｎｔｏ　ａ　ｍｕｌｔｉ－ｐｏｏｌｉｎｇ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｔｗｏｒｋｓ（ＤＭＣＮＮ）ｗｈｉｃｈ　ｕｓｅｓ　ａ　ｄｙｎａｍｉｃ　ｍｕｌｔｉ－
ｐｏｏｌｉｎｇ　ｌａｙｅｒ　ａｃｃｏｒｄｉｎｇ　ｔｏ　ｅｖｅｎｔ　ｔｒｉｇｇｅｒ　ｔｏ　ｒｅｓｅｒｖｅ　ｍｏｒｅ　ｃｒｕｃｉａｌ　ｃｏｎｔｅｘｔ　ｃｈｕｎｋｓ．Ｅｘｐｅｒｉｍｅｎｔｓ　ｉｎ　ＡＣＥ２００５Ｅｎｇｌｉｓｈ　ｃｏｒｐｕｓ　ｓｈｏｗ　ｔｈａｔ
ｔｈｅ　ｍｏｄｅｌ　ａｃｈｉｅｖｅｓ　ｔｈｅ　ｓｔａｔｅ－ｏｆ－ｔｈｅ－ａｒｔ　ｐｅｒｆｏｒｍａｎｃｅ　ｗｉｔｈ　Ｆ１ｖａｌｕｅ　ｉｓ　７４．４％．
Ｋｅｙｗｏｒｄｓ：ｅｖｅｎｔ　ｄｅｔｅｃｔｉｏｎ；ｅｍｂｅｄｄｉｎｇｓ　ｆｒｏｍ　ｌａｎｇｕａｇｅ　ｍｏｄｅｌｓ（ＥＬＭｏ）；ｌｏｎｇ　ｓｈｏｒｔ－ｔｅｒｍ　ｍｅｍｏｒｙ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ（ＬＳＴＭ）；ｄｙｎａｍｉｃ
ｍｕｌｔｉ－ｐｏｏｌｉｎｇ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋｓ（ＤＭＣＮＮ）；ａｔｔｅｎｔｉｏｎ　ｍｅｃｈａｎｉｓｍ
·８４４·
