Introduction.
In this paper we deal with a sequence of independent random variables Xn, n -i, 2, • • • . We write (1) Sn (2) S*n Two types of fundamental limit theorems are known about Sn, the one clustering around the central limit theorem and the other the law of the iterated logarithm.
In 1945 Feller [12 ] (2) called attention to the study of the behavior of S*. Since then an important result has been obtained by Erdös and Kac [8] , namely, the limiting distribution of S* for sufficiently general sequences of Xn. This corresponds to the central limit theorem for Sn. Now under certain conditions when the distribution of 5" tends to the normal distribution, an estimate of the difference of the two distributions has been given by Liapounoff [17] , Cramer [S], Berry [3] and Essen [9] . Cramer [6] and Feller [10] have also obtained more precise estimates for this difference for certain domains of variation of Sn, which proved essential to the general form of the law of the iterated logarithm.
It is therefore of interest to make the same kind of investigations regarding S*-The problem is more difficult, since we have as yet no standard tools as in the case of Sn. We shall prove in this direction, as consequences of a more general but less handy inequality (Lemma 7), two theorems corresponding to the two types of estimation mentioned above. In order to state them we introduce the following notations. Let E(X) denote the mathematical expectation of X. We shall assume that for each X, the first moment is zero, and the third absolute moment is finite. Thus we can write Presented to the Society, September 4, 1947 ; received by the editors May 27, 1947. (*) The present paper is the revised form of a Dissertation for the degree of Doctor of Philosophy accepted by Princeton University, 1947.
(2) Numbers in brackets refer to the references cited at the end of the paper.
= max I Sv |. l<i><n [September (5) £(|X,|3)=T,; r"=¿7,.
r-1 Naturally we assume that sn->». We shall further make the following assumption :
-2 [1] [2] [3] [4] [5] [6] (6) max 7"<7V = 0(sn ) lí»ín where 6 is a fixed but arbitrarily small positive number. Then we can prove the following two theorems. 
Pr (5! < g"5") = (1 + o(l)) exp V 8g2J' Theorem 2 is one of a number of possible statements ; we give prominence to it here because it furnishes the means of proving the next group of theorems which we now consider.
We might attempt to extend the law of the iterated logarithm to 5"*. This turns out to be illusory since the same law holds for S* as for Sn-More precisely, if <f>n 1 oo, we have always ("i. o." standing for "infinitely often")
This is obvious since both S* and </>"s" are monotone increasing functions of n. Hence in particular three of Feller's theorems [ll] read as follows:
I. // sup |Zn| =0(j"(lg2 5")-3'2) and 4>l = 2 lg2 sn+3 lg3 5" + 2 lg< sn + • • • +2 lgj,-i 5"+(2 + ô) lg" sn then the probability (10) Pr (S* > sn<t>n i. o.)
(') Added in proof. For the application of Theorem 2 in Lemma 9 it is important to notice that the constant in the o(l) term in (9) depends only on the constants in the 0(1) terms in (6) and (8) , and the 8 in (6), but otherwise is independent of the random variables considered. These results give very precise upper bounds for S*, with probability one. The question naturally arises as to the precise lower bounds for S*-(We may mention that the analogous problem for 5" has been treated by Erdös and the author [4] and is radically different.)
In this connection Erdös has communicated to the author the following result: there exist two constants C2 > c\ > 0 such that The similarity between these theorems and Feller's is indeed striking. It should however be noted that the condition (6) is not the best possible, although it is weaker than those considered by Cramer [5] . That condition (6) can be trivially weakened will be apparent from the proof. But no complete settlement of the question seems in sight.
We outline the methods of proof as follows. We approximate the distribution on S£ by that of
where k is an integer to be determined later and 0<«i< • • • <«i = » is a suitably chosen sequence such that s^.~j&_1s2l.
In §2 we study the approximate distribution of (16). It is found to approach that of a ¿-dimensional normal distribution with a remainder we shall estimate. The treatment in Lemma 2(4), much to be preferred to the C) In the special case of equal components Bergström's result [2] seems to imply a better estimate than Lemma 2, replacing the factor 4* by a fixed power of k. The improvement however is annulled by Lemma 3. It becomes essential in the problem of max S" without the absolute value. We shall consider this elsewhere.
author's original proof using characteristic functions, is due to G. A. Hunt. In §3 we estimate the difference between the distribution of S* and that of (16). This is done by a substantial improvement of the method of Erdös and Kac (8), using sharper estimates resulting from the one-dimensional Berry-Esseen estimate. To obtain the approximate distribution of S* it remains to evaluate the ¿-dimensional normal distribution obtained in §2. The problem appears to be one of multiple integrals but has not been worked out directly. Instead we use a quantitative refinement of the "invariance principle" of Erdös and Kac and study the simplest case of random walk. This latter problem, being almost classical, has been treated by many authors with different methods. However as we require not only the limiting distribution but also a remainder no reference seems available in the literature.
We shall obtain the precise result by going back to a combinatorial formula due (apparently) to Bachelier [l] . After this we combine the results in § §2 and 3 to establish a theorem (Lemma 7) which includes Theorems 1 and 2 as particular cases.
In §4 we prove Theorems 3, 4 and 5. The proof of these theorems depends essentially on Theorem 2, which plays the role here as the theorem of Cramér-Feller does in the case of Feller's theorems cited above. Several arguments of Feller's are also used and the author's indebtedness to his previous work is considerable.
The author wishes to express his gratitude to Professor Cramer for his warm encouragement and valuable counsel. To Dr. Erdös, whose first result actually started the investigation, the author owes many heartfelt thanks for his sustained interest. To Mr. Hunt, who is responsible not only for Lemma 2 but for many corrections on the original manuscript, the author's gratitude is equally great.
2. An approximation theorem for a certain multi-dimensional distribution. We shall use A\, A2, ■ ■ ■ to denote absolute constants. Let «i< ■ • • <nk = n be a subsequence of 1, • • • , n defined by the following :
Write also P*(x) = Pr (Snj -Snj-r ^ x), Sno = 0.
We put Proof. From (17), (19) and (21) it is easy to see that (23) B¡~ kr*'*sn.
Hence by Lemma 1, we have Finally, using integration by parts, we have
"j+i-wy
Hence the absolute value of the left-hand side is less than or equal to sup I Rj+i |. From (25) and (26), we have \Fj+1 -$/+1| g 3¿i*WtÍf.¿V' + 1)
Thus the induction is complete. Now we put, for non-negative m/s, It is well known that we have
and a similar relation holds between $k and $0. Since there are 2^ terms on the right-hand side, (29) follows immediately from (30). It is not hard to obtain the explicit form of i>o(«i, • • • , «*) in (28) by considering the covariance matrix.
3. The distribution of the maximum partial sum. Let c be a positive constant; gn a monotone function of n; e" = o{l).
Lemma 4. Suppose that (6) and (21) are satisfied, and also that we have
Then we have «Bgn5nMB) ).
These are implied by the conditions (31) and (32), on account of (6). Hence we obtain from (37) and ( On the other hand we have We shall now construct a function h(x) with period 2« as follows:
h(x) = h(x + 2a).
It is easy to find that Therefore from (55) and (56) we obtain (57) P = TOm-V*) + 0(6-!).
Since by assumption gn = o(n112), cgB«1/2 = o(w); taking 6 successively to be the nearest odd integers to cgnn112 in (54) and observing that T(bn~112) -T(cgn)=0 (n~112) we obtain (48).
Lemma 7. Returning to the general case, we have, if (6) and (41) which is permissible by (41), we obtain (7) from (72). Proof of Theorem 2. We have
7exp r ^J -r*exp r ^J -T(x)=7exp (,-w ;■
Since €B | 0, we have if e"<4-1,
=7expv-^;exp(-^r^exp(-^> (73) and (74), we obtain
Since we may choose 0 arbitrarily large, (9) follows on account of (8). 4. Some strong limit theorems. Since we shall deal with indices n, v, k and so on, which ultimately tend to infinity, we shall often omit mention of this proviso. Thus, sometimes our statements are true only when the appropriate index is sufficiently large.
The condition (6) is assumed in this section. From (6) it follows:
(75) r. = 0(sn~e), 0 > 0.
Let \pn Î °°, and Suppose that w* is defined already, then since sn Î , there is a unique nk+i such that -2 »«»«-î = i»*(l + aipnk) ^ î.,«.
V 8*2/'
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Hence (for k sufficiently large) 2 2 _2 «•»"-i á snk(l + 3a^"k).
By virtue of (75) and (76) Snk+l ^ Snk + 3a*,#», + 0-nk+l =" S"t + 4aSnk+1^nh ¡ 2 2 _2 _1 sBJt+1 ^ sBt(l -4#"t) .
Thus there exists b>a such that (77) Snk(l + afnl) ^ Snk+1 â Snk(l + bf"l).
For simplicity we shall write k' for »*, s* for s"k, \f/'t for ^BJ., and so on. Hence there exists a subsequence w¿ such that fBj^2 lg2 sB(. and
