Abstract-In many areas of signal, system, and control theory, orthogonal functions play an important role in issues of analysis and design. In this paper, it is shown that there exist orthogonal functions that, in a natural way, are generated by stable linear dynamical systems and that compose an orthonormal basis for the signal space e;. To this end, use is made of balanced realizations of inner transfer functions. The orthogonal functions can be considered as generalizations of, e.g., the pulse functions, Laguerre functions, and Kautz functions, and give rise to an alternative series expansion of rational transfer functions. It is shown how we can exploit these generalized basis functions to increase the speed of convergence in a series expansion, i.e., to obtain a good approximation by retaining only a finite number of expansion coefficients. Consequences for identification of expansion coefficients are analyzed, and a bound is formulated on the error that is made when approximating a system by a finite number of expansion coefficients.
There are a number of research areas that deal with the question of either approximating a given system G with a finite number of coefficients in a series expansion as in (2) , or (approximately) identifying an unknown system in terms of a finite number of expansion coefficients through N e'(.) = L k f k ( 2 ) .
(3) k=O
The problem that will be analyzed in this paper is the Can we construct a sequence of orthogonal basis functions a) to some extent, the basis can be adapted to a linear stable system G to be described, implying that G can be accurately described by only a small number of coefficients in the expansion, and b) the basis allows the construction of an error bound for the approximation of a linear stable system G by a finite length expansion in the basis f k , G , i.e., an upper bound on l l~( z ) -~~= o~k~k , G ( r ) l l in some prechosen norm, whenever G and G do not match exactly.
The use of orthogonal functions with the aim of adapting the system and signal representation to the specific properties of the systems and signals at hand has a long history. The classical work of Lee and Wiener during the 1930's on network synthesis in terms of Laguerre functions [24] , [46] is summarized in [25] . Laguerre functions have been used in the 1950's and 1960's to represent transient signals [45] , [7] . During the past decades, the use of orthogonal functions has been studied in problems of filter synthesis [22] , [30] and for system identification [23] , [32] , [31] , [6] and approximation [35] , [36] . In these approaches to system identification, the input and output signals are transformed to a (Laguerre) transformed domain and standard identification techniques are applied to the signals in this domain. Data reduction has been the main motivation in these studies. Identification of continuous-time models with the aid of orthogonal functions is considered in e.g., [38] and [29] . In recent years, a renewed interest in Laguerre functions has emerged. The approximation of (infinite dimensional) systems in terms of Laguerre functions has been considered in [27] , [28] , [12] , [13] , and [15] . In the identification of coefficients in finite length series expansions, Laguerre function representations have been considered from a statistical analysis point of view in [43] , [42] , and [16] .
following. In this paper we will expand and generalize the orthogonal functions as basis functions for dynamical system representations. Specifically we will generalize the Laguerre functions and Kautz functions to a situation where a higher degree of flexibility is present in the choice of basis functions, and where consequently a smaller error bound as meant in part b) of the problem can be obtained. Laguerre functions are specifically appropriate for accurate modeling of systems with dominant first-order dynamics, whereas Kautz functions are directed toward systems with dominant second-order resonant dynamics. The generalized basis functions, introduced in this paper, will be suited also for systems with a wide range of dominant dynamics, i.e., dominant high frequency and low frequency behavior.
{ f k , G ( z )
We will restrict attention to the transfer function space 7& being equipped with the usual inner product. This choice, rather than the &-space where orthogonality is abandoned, is motivated by the fact that our main intended application of these results is in the area of approximate system identification. As the main stream of approaches in system identification is directed toward prediction error methods and the use of leastsquares types of identification criteria, [26] , the choice of a two-norm is quite straightforward and natural in this respect.
Note that the two problems a) and b) should be treated as a joint problem. One of the (trivial) solutions to problem a) only is the use of a Gram-Schmidt orthogonalization procedure on the impulse response of the system G itself [l]. In that case the system can be described by a series expansion of only one single term. In this situation, however, no results are available for part b) of the problem.
In an identification context, the use of the orthogonal functions as in (1) leads to the so-called finite impulse response (FIR)-model [26] where ~( t ) is the one-step-ahead prediction error, and { y ( t ) , u(t)} are samples of the output, input of the dynamical system to be identified. The identification of the unknown coefficients { Gk (B)}k=O, ...,N through least squares minimization of E ( t ) over the time interval is an identification method that has some favorable properties. First, it is a linear regression scheme, which leads to a simple analytical solution: second, it is of the type of output-error-method, which has the advantage that the input/output system G ( z ) can be estimated consistently whenever the unknown noise disturbance on the output data is uncorrelated with the input signal [26] .
It is well known, however, that for moderately damped systems, and/or in situations of high sampling rates, it may take a large value of N , the number coefficients to be estimated, to capture the essential dynamics of the system G into its model. If we would be able to improve the basis functions in such a way that an accurate description of the model to be estimated can be achieved by a small number of coefficients in a series expansion, then this is beneficial from both aspects of bias and variance of the model estimate.
For the series expansion in (1) with f k = z-', it is straightforward to show that a system G will have a finite length series expansion if and only if all system poles are at z = 0. Moreover, in the scalar case the length of the expansion, i.e., the index of the last nonzero coefficient, equals the total number of poles at z = 0.
As a generalized situation, we can consider Laguerre polynomials [37] that are known to generate a sequence of orthogonal functions [14]
Similar to above, a system G will have a finite length series expansion if and only if all system poles are at z = a, with the length of the expansion being equal to the total number of poles at z = a.
In dealing with the problem of finding similar results for any general stable dynamical system G(z), we have considered the question of whether a linear system in a natural way gives rise to a set of orthogonal functions. The answer to this question appears to be affirmative. It will be shown that every stable system gives rise to a complete set of orthonormal functions based on input (or output) balanced realizations, or equivalently based on a singular value decomposition of a corresponding Hankel matrix. These generalized orthogonal basis functions will be shown to provide solutions to problems a) and b).
In Section I11 we will first briefly state the main result of this paper. Next in Section IV it will be shown how inner functions generate two sets of orthonormal functions that are complete in the signal space l2. This is the basic ingredient of the main result. Next an interpretation of these results is given in terms of balanced state-space representations. After showing the relations of the new basis functions with existing ones, we will focus on the dynamics that implicitly are involved in the inner functions generating the basis. It will be shown that if the dynamics of a stable system match the dynamics of the inner function that generates the basis, then the representation of this system in terms of this basis becomes extremely simple. Consequences for a related identification and approximation problem are discussed in Section VIII.
Due to space limitations, a complete statistical analysis of the related system identification problems that result from these basis functions can not be given in this paper. A statistical analysis along similar lines as [43] and [44] is presented elsewhere [39] .
The proofs of all results are collected in an appendix.
PRELIMINARIES
We will use the following notation.
Transpose of a matrix. 
Gkz-k, defined by
In this paper we will consider discrete-time signals and systems. A linear time-invariant finite-dimensional system will be represented by its rational transfer function G E RX;'", with m the number of inputs in U , and p the number of outputs in y. State-space realizations will be considered of the form
with A E C Y X n , B E C n x m , C E CpXn, and D E Cpxm. A stable realization is called input balanced if P = I, Q = C2, and output balanced if P = C2, Q = I.
A system G E R X ; X m is called inner if it satisfies G T ( z -l ) G ( z ) = I. As G is analytic outside and on the unit circle, it has a Laurent series expansion Er=o GkZ-'.
THE MAIN RESULT
We will start the technical part of this paper by giving the basic result first and then consecutively give the analysis that provides the ingredients for making the result plausible. IV. ORTHONORMAL FUNCTIONS GENERATED BY INNER TRANSFER FUNCTIONS In this section we will show that a square and inner transfer function gives rise to an infinite set of orthonormal functions. This derivation is based on the fact that a singular value decomposition of the Hankel matrix associated to a linear system induces a set of left (right) singular vectors that are orthogonal. Considering the left (right) singular vectors as discrete time functions, they are known to be orthogonal in &-sense, thus generating a number of orthogonal functions being equal to the McMillan degree of the corresponding system. We will embed an inner function with McMillan degree n into a sequence of inner functions with McMillan degree k n , for which the left (right) singular vectors of the Hankel matrix span a space with dimension kn. If we let k -+ 00 the set of left (right) singular vectors will yield an infinite number of orthonormal functions, which can be shown to be complete in l 2 .
First we have to recapitulate some properties of inner transfer functions. 
0
The Hankel matrix of an inner transfer function has some specific properties, reflected in the following two results. 
.
'With slight abuse of notation we will use this notation to indicate an operator C" -+ ez(0, CO).
x ( G~) = rgrc,. 
The theorem shows the construction of orthogonal matrices rg,r; that have a nesting structure. The suggested svd of (2) .'.I. 
Vk(.) = V0(,Z)Gk((Z).

0
The proposition actually is a z-transform-equivalent of the result in Theorem 4.5. It shows the construction of the controllability matrix r;.
In the next stage we show that this controllability matrix generates a sequence of orthogonal functions that is complete in e; . For use later on we will formalize the class of inner functions that have the property as mentioned in the previous theorem. 
We refer to D,, Lk as the orthogonal expansion coefficients of H ( z ) .
We will refer to the sequence {Vk(Z)}k=O,l, ..., as defined in Proposition 4.6, as the sequence of generating transfer functions for the orthonormal basis 9(G).
The series expansion as reflected in (21) is schematically depicted in the diagram in Fig. 1 
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V. BALANCED STATE-SPACE REPRESENTATIONS
To represent the orthogonal controllability matrix in a statespace form, we will use a balanced state-space realization of G. We first present the following, rather straightforward, lemma. Examining the realization in the above proposition, reveals a similar structure of observability and controllability matrices, as has been discussed in the previous section; e.g., taking the situation IC = 2, it shows that the controllzbility matrix of (A2, B2) contains the controllability matrix of (A, B ) as its first block row. with Ak, Bk as defined in (22), (23).
0
The above result shows how a minimal balanced realization of G actually generates the sequence of orthogonal matrices rg, the rows of which are the basis functions in our orthonormal basis of l;.
We will show that there exist recursive formulae for constructing the orthogonal functions. 
The recursive equations show how we can simply construct the set of orthogonal functions. Note that the matrix P in (28) is nonunique. The result (29)- (31) however is unique. A straightforward choice for P satisfying (28) is P = B D ( B * B ) -~B * . (32) Note that, as a result of Proposition 5.3, the matrix B * B is invertible whenever G E 91.
The orthogonal functions @ ( G ) generated by an inner function G can be represented in terms of their generating functions Vk(Z), as defined in Proposition 4.6. These generating transfer functions can also be realized in terms of a minimal balanced realization of G. This is reflected in the following theorem. 1) Let F be a matrix determined by F z X -P A (33) with X defined in (27) (A, B, C,, 0,) . Then a 3 H(Z) Ds + 2 -l Lkvk(z) (34) k=O with Lk E C p x n determined by Lk = CsQk (35) Qo = A,QoA* + B,B* (36) (37) 
In Section VI1 we will show that specific choices of G ( z ) in relation with H ( z ) , i.e., specific relations between the inner function G producing the orthonormal basis and a transfer function H that should be described in this basis, will lead to very simple representations.
&;+I = AsQz+lA* + AsQzF* -QzAF* with F as defined in (33) .
VI. A GENERALIZATION OF CLASSICAL BASIS FUNCTIONS
In this section we show three examples of well-known sets of orthogonal functions that are frequently used in the description of linear time-invariant dynamical systems and that occur as special cases in the framework that is discussed in this paper. by ( A , B , C, D ) = ( a , J5, J5, -a) . Taking 
Pulse Functions
These equations exactly match the equations that generate the normalized discrete-time Laguerre polynomials with discount factor a, One of the reasons for developing this generalized bases was to find out whether we can yield a more suitable representation of a general dynamical system, when the basis within which we describe the system is more or less adapted to the system dynamics. In view of the results presented so far, this aspect relates to the question whether we can construct an inner transfer function generating a basis that incorporates dynamics of a general system to be represented within this basis.
There will induce a square inner function through retaining the ma-
trices ( A , B ) and constructing (C, D ) such that ( A , B , C, D )
is inner. This implies that the poles of the stable dynamical system are retained in the corresponding inner function. The following result shows the existence and construction of such an inner function. We will now present a result that is very appealing. It shows that when we want to desciibe the dynamical system H in terms of the basis that it has generated, as presented in Proposition 7.1, then the series expansion in the new orthogonal basis becomes extremely simple. (37) and using the stability of A shows that Q; = 0 for i > 0. 0
The theorem shows that when we use a general stable and proper dynamical system to generate an orthonormal basis as described above, then the system itself has a very simple representation in terms of this basis. It is represented in a series expansion with only two nonzero expansion coefficients, being equal to the system matrices Cs and D,.
In the next section we will discuss the results of this paper regarding their relevance to problems of system identification and system approximation.
It has to be stressed that, so far, we have only used the generalized orthonormal basis to study the series expansion of a given stable transfer function. Similar to the case of the pulse functions and Laguerre functions, the presented generalized functions induce a transformation of &-signals to a transform domain, compare e.g., with the z-domain when pulse functions are used. In this transform domain dynamical system equations can be derived, leading to transform pairs of time-domain and orthogonal-domain system representations. In the case of a Laguerre basis, these kinds of transformations actually have been used frequently also in an identification context, by first transforming the measured input/output signals to the Laguerre domain, and consecutively identifying a system in this domain; see e.g., [22] , [23] , [32] , [31] .
For the generalized basis, results along these lines have been presented in [18] , [19] . An analysis of the system transformations between time domain and generalized transform domain is treated in [19] and [39] .
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VIII. SYSTEM APPROXIMATION AND IDENTIFICATION
We will now discuss the way in which the introduced orthogonal basis functions provide a solution to problem b) as mentioned in the introduction, i.e., the quantification of an error bound for finite length expansion approximants.
We will present results showing that the speed of convergence in an orthogonal series expansion can be quantified and that an increase of speed is obtained as the dynamics of system and basis approach each other. To formulate these results we need an altemative formulation of Theorem 5.8 in terms of Kronecker products. 
, n, that satisfy
Since the proof of this proposition is somewhat outside the scope of this paper, the reader is referred to [19] .
The above proposition shows that we can draw conclusions on the convergence rate of the sequence of expansion coefficients { L k } k = O , ..., when given the eigenvalues of the original system H ( z ) and the eigenvalues of the inner function G ( z ) that generates the basis. Note that when the sets of eigenvalues { p i } , { p j } coincide, then X i = 0, for all i , and consequently the sequence { Lk} will have a finite number of elements unequal to zero. The above result also enables the determination of an upper bound on the error that is made, when we approximate a given system H ( z ) through a finite number of its expansion coefficients. Since X is a measure for the "closeness" of system dynamics and basis dynamics, the above theorem shows that the error that is made when neglecting the tail of a series expansion, becomes smaller as X becomes smaller. As a result, when restricting to a fixed number of expansion coefficients, the approximation error gets smaller the more accurate the basis dynamics is "adapted" to the system.
In the final part of this paper we will briefly comment on how these results could be employed in an approximate identification framework. As mentioned in the introduction, identification of a finite impulse model (FIR) (4), has some important advantages; however, it fails to be successful when the number of coefficients to be estimated becomes large. This may happen in situations of high sampling rates, moderately damped systems, as well as systems that have dominant dynamics in both the high-frequent and low-frequent region (e.g., multitime-scale systems). An altemative way to attain the advantages of this identification method, is to exploit the Identifying 6' through least squares optimization of +)over the time interval, is a similar problem as in the case of a FIRmodel. With appropriately chosen basis functions, however, the convergence rate of the series expansion can become extremely fast: with only a few coefficients to be estimated a very accurate approximate model can be obtained. This is of course interesting and appealing from both aspects of bias (accurate approximation is possible) and variance (few parameters to be estimated from data). An analysis of bias and variance errors in these identification schemes is presented in 1391. Additionally, when comparing these "orthogonal FIR" model structures with nonlinearly parameterized model structure as e.g., a Box Jenkins or ARMAX model ( [26] ), we avoid problems of possible occurrence of local (nonglobal) minima in the quadratic identification criterion. Moreover the freedom in the choice of basis functions allows the fruitful use of "a priori information" conceming the system dynamics.
Very often an identification experimenter has a -roughknowledge about the dynamics of the system under consideration, e.g., from previous experiments or from physical insight into the process dynamics. It would be favorable to exploit v ---this knowledge in an identification procedure. The method suggested above, shows that this a priori knowledge can be exploited in terms of the basis functions that are chosen. When we have -rough-knowledge about the poles of the system, we can construct basis functions that are based on this set of poles. The more accurate the poles are, i.e., the more accurate our a priori information is, the better we can adapt the basis functions to the system dynamics. As a result, see Theorem 8.3, the estimated model can become more accurate when restricting to a prespecified number of coefficients to be estimated.
Effectively the identification problem now reflects the identification of the mismatch between the system under consideration and the knowledge that already was available, represented in the basis functions. This actually is very appealing, as the priori information simplifies the identification procedure. Note that in the way described above, the a priori information does not have to be exact, i.e., it is not of the type of fixing a priori a constraint on the model parameters, as e.g., the steadystate gain. The information can be uncertain. The only result is that the more accurate it is, the more simple the system representation will be.
This discussion also motivates the use of an iterative scheme, where the identification of parameters 6' is performed iteratively, using the model that is estimated in step z -1 for constructing the basis functions for step i. An example of such an iterative scheme has been.shown in [19] . One remark that has to be made in this respect, is a remark on the model order of a system represented by a finite number of expansion coefficients. The McMillan degree of this system, as in the case of an FIR-representation, will generally be large. This results from the following observation. 
U
The proof of this proposition follows by inspection.
With Li being the result of an unconstrained optimization in an identification procedure, the state-space dimension of the model will generically be equal to Nn. Consequently, if one wants to represent the model again in a traditional statespace form of low dimension, a model reduction procedure will have to be used to arrive at a reduced dimension. This also motivates a further analysis of the realization problem in terms of orthogonal expansion coefficients { L k } .
IX. CONCLUSIONS
We have developed a theory on orthogonal functions as basis functions for general linear time-invariant stable systems. The basic ingredient is that every square inner transfer function in With this concept we have explored the connection between a general dynamical system and an inner function, by letting the inner function be determined through a specified set of poles. An important property of the resulting orthonormal functions is that they-to some extent-incorporate the dynamic behavior of the underlying system. We have developed a theory on these system based orthogonal functions, both on an input-output level and in terms of balanced state-space realizations. Furthermore we have shown how the alternative basis can be fruitfully used in problems of system approximation and identification, leading to simplified identification schemes, in which a priori knowledge about the process dynamics can be utilized by incorporating the information into the basis. that for all j , l/(III;&)ij -2 Rk(i -1).
Proof of Proposition 4 . 1: Denote Li = Er=o Gr+iGk, fori E 2, with Gj := 0, j < 0. Then GT(z-l) G(z) = E,"=, ii) This proof will be given by complete induction. For k = 1 the statement is true by definition. Assume that it holds for k -1, i.e., I I k -1 := r;-ll?;-l is a Hankel matrix. We have to show that n k is a Hankel matrix too, matrices r; and r; in (14), (15) , that are unitary; ture;
proofs:
The Markov parameters of the system G"l(z) will be denoted by Ho, H I , H2, . . ..
With Uj and Vj* chosen as in (17), (18) 
(A.7)
Using A*A + C*C = I, we can rewrite the first term of the right-hand side by employing
Substitution of this in (A.7) shows that
G~( Z -~) G (~)
Since ( A , B ) is a controllable pair, it follows that 
GT(z-l)G(z)
With the above representation of Ak this leads to the recursive relation (30) . Relations (29), (31) 
Note that it is sufficient to show that this holds for k = 1, since successive application of the equality for k = 1 shows the result for any k. The equality for k = 1 is equivalent to
With P B = BD it suffices to show that 
