Abstract
Introduction
Models of plant development describe the dynamic creation of organs (leaves, internodes, flowers/fruits) and how they organize themselves to form plant structures. When the smallest scale of interest is that of organs (and not cells), discrete models such as GreenLab (see [1] and [2] ) are generally used to simulate plant structural development. Several formalisms relying on language theory (see [3] and [4] ) have been proposed to describe the plant topology deriving from these models. Such formalisms integrate easily growth dynamics by using L-systems. Methods based on generating functions enable us to compute the moments and the distribution of the number of organs in a plant (see [4] ). However, these methods work only with certain types of organ and fail when regarding complex structures (apexes, a particular sequence of metamers,. . .). Other formalisms relying on combinatorial concepts have been set for computer graphics needs (see [5] ). Such formalisms enable a wider description of the topology and the development. However, none of them have completely taken advantage of all the benefits of combinatorics.
The aim of this article is to build a new method allowing the computation of the distribution associated to the number of complex structures for GreenLab type plant growth models. To that purpose, we set a combinatorial framework integrating the previous formalisms in a more general sense and we use it through fundamental tools of combinatorics such as the symbolic method. This method enables us to count the number of plant having a specific topology and to determine not only the distributions of all kinds of organs (metamers, fruit, . . .) but also the distributions associated to particular structures and patterns in a plant.
First, basic botanical concepts of discrete plant growth model like Greenlab are recalled. Then, a new combinatorial framework is set and describes plants as plane rooted trees. The topology is represented by Dyck words and the development by stochastic F0L-systems. Such formalism enables us to use classical tools of combinatorics and a new symbolic method is introduced. In the third section, we show how to adapt this method to study plants. Finally, the last section shows the benefits of combinatorics regarding plants through two examples of applications.
Botanical concepts to model plant development
We recall some basic concepts concerning models of plant development like GreenLab (see [4] for more details on the botanical modelling). GreenLab is a discrete time model whose time step is called Growth Cycle. Each plant is composed of a succession of elementary units called metamers. A Growth Unit is the set of metamers built by a bud during a growth cycle. The Chronological Age (= CA) of a plant (or of an organ) is defined as the number of growth cycles it has existed for. Concerning the architecture of the plant, the axis can be listed into different categories depending on their morphological parameters. Thus, as explained in [6] , the concept of Physiological Age (= PA) was introduced to represent the different types of axes. Let P be the maximal PA (in general, P ≤ 5). It corresponds to the ultimate state of differentiation for an axis, it is usually short, without branches. The apical meristem or bud of an axis is thus characterized by the PA of the growth unit that it may produce and a metamer is characterized by its PA i (which is the PA of the growth unit that it belongs to).
Plants as combinatorial structures
The aim of this section is to set a combinatorial framework to describe plant topology.
Describing a plant with a plane rooted tree
Let us first define some basic notions of combinatorics (see [7] , [8] If there exists one node that can be distinguished from the others, then the tree is rooted and the node is called the root of the tree. Figure 1 is a collection of trees drawn with the root below. A plane tree is defined as a tree in which subtrees Figure 1 . Examples of rooted trees coming from a common node are ordered and represented from left to right. Thus, the representations (2) and (3) of Figure 1 are equivalent as rooted trees, but they become distinct objects when regarded as plane trees. To make the connections between plants and plane rooted trees (= PRT), we have to make some hypotheses:
• We are only interested in the topology of the plant.
• Metamers are reduced to their internodes.
• A metamer is represented by an edge and ends with a node at each extremity.
• Two connected metamers are represented by two edges that have a common node. Then, a plant is a PRT (see Figure 2) . A seed is a PRT with only one node. Characteristics can be added to nodes Figure 2 . Representation of a plant by a plane rooted tree and edges. Then, the tree is said to be labelled. Important botanical data can be taken into account such as Physiological Age (= PA). Every edge is labelled by the PA of the metamer it represents. A node is labelled by the PA of the metamer above it. The PA of the root is 1. Figure 3 gives an example. 
Coding a plant by a word
The topology of a plant can be represented by a word. Several ways of description may be used. The most basic one is that of Dyck words (see [9] ). Every PRT is described by a Dyck word on the alphabet V 1 = {z, z } as follows:
• each element of the tree is visited according to the prefix order.
• an edge visited from bottom to top is represented by the letter z.
• an edge visited from top to bottom is represented by the letter z .
A PRT is visited according to the prefix order (see [7] ) if it is traversed starting from the root, proceeding left-toright to visit each subtree, and backtracking upwards once a subtree has been completely traversed. Figure 2 gives an example of prefix order. The Dyck word associated to the right PRT of Figure 2 is thus w 1 = zzzz zz z zzz z zz z . This representation is very simple and more complicated codes can be introduced to describe the structure of a tree more precisely. In the case of labelled trees, the letters can be indexed by the value of one label. For instance, the alphabet V 2 = {z 1 , z 1 , z 2 , z 2 , . . . , z P , z P } may be used to describe the plant of Figure 3 . The associated Dyck word (in its extended sense) is then
Finally, you can add special symbols to the alphabet to describe particular elements of the plant. For example, the letter l can represent a leaf and the letter f a fruit. If you are interested in the number of apexes (= terminal nodes) of the plant, you can add the letter a after every sequence of type zz . The associated word for the PRT of Figure 3 taking into account apexes is thus
N.B.: 1) w 1 , w 2 and w 3 describe the same PRT (see Figure  3 ) with different levels of details (they are not built on the same alphabet). w 3 is more precise than w 2 and w 2 is more precise than w 1 . Notice that we have
The level of details varies with the size of the alphabet. Depending of the needs, we will choose one of them. 2) For a given alphabet, a unique word is associated to a PRT. The converse is true.
In the sequel, the set of all PRTs is denoted by T . Let V be an alphabet and v its cardinal. Then, for all t ∈ T , w t is the word associated to t built on V . Finally, let W = {w t , t ∈ T } be the set of all words built on V .
Growth dynamics and stochastic F0L-systems
Up to now, we have described plant topology but we have not taken into account the dynamics of plant development. We are interested in the evolution of the structure of a plant with its CA starting with a seed (or a bud). This evolution can be described by a sequence (t n ) n∈N of T (or the corresponding sequence (w n ) n∈N of W ). The evolution from t n to t n+1 (or from w n to w n+1 ) is given by a set of rules that can be deterministic or stochastic.
Stochastic F0L-systems are well suited to describe these rules (see [10] , [11] and [12] ). They are generative parallel rewriting grammars whose production rules are associated to a set of distribution probabilities. The alphabet V L associated to a stochastic F0L-system L contain terminal elements and nonterminal elements. A stochastic F0L-system generates a sequence of words (w n ) n∈N built on this alphabet. We get w n+1 by replacing all the nonterminal elements x of w n by a sequence of letters y according to the production rules of L. There may be several possible evolutions y for a letter x. In that case, a probability π x,y is associated to each evolution. Therefore a stochastic F0L-system (see [4] ) can be simply defined a construct L = A, π where:
is the word initiating the sequence generated by L (= w 0 ). It can be any element of A.
• π is a transition matrix from
is the probability for the letter x to evolve into the word y.
N.B.: Most of the time, the production rules of a stochastic F0L-system are represented by a set of stochastic automata (see Figure 4 and 5).
Bud activity can be represented by a set of stochastic automata (see [13] ). Therefore, the growth dynamics of plants can be represented by a stochastic F0L-system L. In Section 3.2 plants were only described by static elements (metamers, fruits, . . .). Thus, if we want to take into account the growth dynamics due to bud activity, the alphabet V needs to be completed with a set of nonterminal elements S which represents buds. Depending of the level of details we want, we can have S = {s} (for simple code), S = {s 1 , . . . , s P } (for labelled trees with PAs) or something more elaborate. Let us set V L = V ∪ S and let W L = {w t , t ∈ T } be the set of all words built on V L . Thus, the evolution of the structure of a plant is represented by a sequence (w by replacing every letter s (∈ S) of w n L by a word y (∈ W L ) with a probability π s,y . By doing so, we are able to build cycle after cycle all the terms of the sequence (w n L ) n∈N (which is equivalent to build the associated sequence of PRTs (t n ) n∈N of T ).
In case of deterministic growth, all the components of π are equal to either 0 or 1. Figure 4 gives an example of deterministic growth. After 2 cycles, the plant of Figure 4 is 
As for stochastic growth, buds can evolve into different states according to a probability distribution (see Figure 5 ). The plant of Figure 3 is one possible occurence of the stochastic F0L-system of Figure 5 . In the sequel, L = S, π will denote a stochastic F0L-system and T n L [s] (⊂ T ) the set of all PRTs generated by L with s ∈ S as axiom after n growth cycles (n ∈ N). For all t ∈ T n L [s], P t denotes the Figure 5 . Stochastic growth and stochastic F0L-system probability to get the PRT t by using the production rules of L.
The symbolic method
The symbolic method is a very effective method to analyse combinatorial structures and, as a consequence, plays an important role in analytic combinatorics (see [7] for more details). Concerning plants, this method enables us to count the number of structures with a given characteristic (see Section 4.1) or to find the distribution of the number of organs for dynamic plant growth models such as GreenLab (see Section 4.2).
Counting plane rooted trees
In this section, we are only interested in plant topology without growth dynamics. The aim is to find the number of PRTs with particular characteristics (for example, the number of plants with 7 metamers). To do so, we have to introduce new concepts: the counting function and the ordinary generating function (= OGF).
Let V = {u 1 , . . . , u v } be an alphabet and v = Card(V ). The counting function c is a map from T ×V to N such that, for all (t, u) ∈ T ×V , c(t, u) gives the number of letters u in the word w t . Let T be a subset of T . The ordinary generating function associated to T on V is a map from [0, 1] v to N defined as:
By reordering the terms of the sum, we get:
..,nv is the number of PRTs of T having n i letters u i in their word. As a consequence, to determine the OGF of T on V is equivalent to find the number of trees with particular characteristics. However, most of the time, the computation of the OGF Φ is difficult. Thus, the idea is to use the structural property of PRTs to get a set of functional equations with Φ as variable: a PRT is either a node or a node connected to one or several PRTs. The symbolic method for OGFs is thus the following: 1) Identify the structure of the plant.
2) Find the appropriate alphabet V and the subset T .
3) Write the associated OGF Φ. 4) Use the structural property of PRTs restricted to T to get a set of functional equations with Φ as variable. 5) Use these equations to compute the coefficients of the OGF.
N.B.: the number of variables in a OGF is equal to the cardinal of V . However, most of the time, we are not interested in a complete description of a plant but only in particular characteristics. In that case, OGFs can be simplified by wiping out variables we are not interested in. For instance, for all t ∈ T , we have c(t, z) = c(t, z ). Therefore, the symbols z and z contain the same information regarding counting. As a consequence, we do not need to insert the symbol z in the OGF Φ of T on V . Thus, in the sequel, z will not be a variable of OGFs. OGFs with only elements of interest as variables are called simplified OGFs. In the third step of the symbolic method, OGFs can be replaced by simplified OGFs.
At step 4, you need at least as many equations as the number of possible labels for the root to describe completely the topology of the plant. Let us process this method throughout an example. The aim is to find the number of full binary trees having n edges with n ∈ N. Full binary trees (= FBT) are PRTs such that each node has either 0 or 2 downstream nodes. T is thus the set of all FBTs. The alphabet is only V = {z, z }. Then, for all z ∈ [0, 1], the simplified OGF is:
with C n the number of FBTs with n edges. The structural property restricted to T is: a FBT t is either a node or a node connected to two FBTs t 1 and t 2 . In the last case, we have c(t, z) = 2 + c(t 1 , z) + c(t 2 , z). Then:
The only possible solution of this equation of degree 2 is:
We deduce C 2n = 1 n+1 2n n and C 2n+1 = 0 for n ∈ N.
Finding distributions in dynamical plant growth models
In this section, we use the symbolic method on plant models taking into account growth dynamics such as GreenLab. The structure of PRTs is led to evolve according to a set of stochastic rules (see Section 3.3). The aim is to determine the distribution of elements of interest in particular models of plant growth. The counting function introduced in Section 4.1 plays an important role here too. OGFs are replaced by probability generating functions (= PGFs).
Let V = {u 1 , . . . , u v } be an alphabet and v = Card(V ). Let L = S, π be a stochastic F0L-system. For n ∈ N and s ∈ S, the probability generating function associated to
where P t is the probability of occurence of w t (see Section 3.3). By reordering the terms of the sum, we get:
(2) N.B.: in the same way as in Section 4.1, elements of PGFs which do not interest us can be wiped out. For instance, most of the time, we are not interested in the distribution of the number of buds. Therefore, in that case, PGFs will not have any element of S as variables. Thus, PGFs are said simplified. P n,s k1,...,kv is the probability for a plant of CA n with s as root to have k i elements u i for i ∈ {1, . . . , v}. As in Section 4.1, to determine the PGF of T n L [s] on V with s ∈ S is equivalent to find the distribution of the number of organs of interest in particular plant structures. In the same way as in Section 4.1, we can write a symbolic method for dynamic growth models: 1) Identify the structure of the plant and all stochastic behaviours. 2) Deduce the associated stochastic automata. 3) Identify all the elements you need to describe the stochastic growth and find the appropriate alphabet V . 4) Write the stochastic F0L-system L = S, π . 5) Identify the elements or structures whose distributions you want to compute. 6) Write the associated simplified PGFs Ψ n [s] for n ∈ N and s ∈ S. 7) Use the structural property to get a set of recursive equations between Ψ n and Ψ n+1 . 8) Use these equations to compute the coefficients of the PGFs.
At step 4, the transition matrix π is determined by using the stochastic automata of step 2. At step 5, elements can be any organs and structures refer to particular patterns (i.e. a set of consecutive letters) in Dyck words. At step 6, the structural property is generally more complex than that of Section 4.1. Let us consider a plant of CA n. To describe completely the topology of the plant, you need at least as many equations as the number of possible labels for the root. For each of these equations, you have to break down the structure of the PRT in a way which highlights how the elements of interest are laid out in this PRT and how they are connected to subPRTs of CA n − 1. Section 5.1 gives several examples of how to proceed.
N.B.: when we are interested in permanent elements or structures, this method is completely equivalent to the method relying on composition of generating functions (see [4] ). It will appear clearly in Section 5.1 where we show how to connect the two methods. However, the method of composition of generating functions may not work when the elements of interest depend on a structure that may evolve (for example transitory patterns in words). For instance, in Section 5.2, we are interested in the distribution of the number of apexes in the plant. Apexes can not be described by stochastic F0L-systems because their evolution is coupled to that of other elements in the plant. For that example, only the symbolic method can work.
Applications
This section illustrates the use of the symbolic method throughout two examples.
Finding distributions and moments in stochastic plant growth model
An immediate application of the symbolic method is to determine the distribution and the moments of the number of organs in a particular plant structure. In this section, we are interested in the distribution and the moments of the number of fruits. The stochastic automata are given by Figure 6 . Therefore, we have S = {s 1 , s 2 } and V = {z 1 , z 1 , z 2 , z 2 , f} ∪ S where f represents a fruit. Let L = S, π be the associated stochastic F0L-system. π is determined by using Figure 6 . Using Equation 2, we write Figure 6 . Stochastic F0L-system with fruits
with z = (z 1 , z 1 , z 2 , z 2 ) and s = (s 1 , s 2 ) . Given that the elements of interest are fruits, the simplified PGFs are:
is the probability that a plant of CA n with s i as root carries k fruits. Now, we need to write the structural property for PRTs with s 1 as root and s 2 as root. A root s 1 can be either a bud s 1 with a probability π s1,s1 or a metamer with one bud of PA 1 and 2 buds of PA 2 with a probability 1 − π s1,s1 . That means that a plant of CA n + 1 with s 1 as root can either have the same structure as a plant of CA n with s 1 as root with a probability π s1,s1 or be a metamer connected to 3 plants of CA n (one with s 1 as root (= t 1 ) and 2 with s 2 as root (= t 2 and t 2 )) with a probability 1−π s1,s1 . Therefore, in the last case, we have c(t, f ) = c(
and:
Then:
A root s 2 can be either a bud s 2 with a probability π s2,s2 or a metamer with one bud of PA 2 and a fruit with a probability 1 − π s2,s2 . That means that a plant of CA n + 1 with s 2 as root can either have the same structure as a plant of CA n with s 2 as root (= t 2 ) with a probability π s2,s2 or be a metamer connected to a plant of CA n with s 2 as root (= t 2 ) and a fruit (probability 1 − π s2,s2 ). Therefore, in the last case, we have c(t, f ) = c(t 2 , f) + 1 and:
By identifying with Equation 4, we get P
k if k ≤ n and 0 otherwise thanks to the binomial theorem.
By identifying the coefficients of the power series of Equation 5, we get:
Initial conditions are given by P 0,1 0 = 1 and P 0,1 k = 0 with k ≥ 1. Thus, the distribution P n,1 k k∈N of the number of fruits for a plant of CA n can be determined numerically. The expected value E n and the variance V n are given by:
N.B.: 1) the sums in E n and V n contain only a finite number of terms. For k > n, we have P
2) Expected value and variance can be determined directly with Equations 5 and 6 by using classical properties of generating functions (see [14] , [15] ). By differentiating one and two times these equations with respect to f and by taking f = 1, we get a set of recursive equations containing E n and V n for n ≥ 0. 3) This method is completely equivalent to that of [4] .
By using Equation 3 for n = 1, we get:
Then, Equation 5 (the non simplified version) becomes:
This composition is a classical property of branching processes (see [14] ) and proves the equivalence of the two methods when counting permanent elements or structures. The next section illustrates an example showing the potential of the symbolic method and for which classical methods deriving from the generating functions of branching processes would fail.
Estimation of the age of a plant
In this section, we are interested in estimating the age of a plant by using botanical data. Let us assume that we have a plot of trees and that we know the proportions of the number of trees according to their age N , {P (N = n)} n∈{0,...,Nm} . N m is the maximum CA. If we have no other information, we can simply give the expected value associated to the previous distribution:
nP (N = n). Therefore, the estimated age is the same for each tree. Now, we want to be more precise and add botanical data to help the estimation. Let us assume that all the trees of the plot have grown according to the same stochastic F0L-system L and that we have a set of botanical data D (number of metamers, number of apexes, . . .) for each tree. We can give an estimation of the CA taking into account all the data:
Bayes' theorem gives:
Therefore:
. Then, to solve the problem we have to determine P ({N = n} ∩ D) by using Bayes' theorem again:
which is equivalent to find P (D|N = n) for all n ∈ {0, . . . , N m }. To do so, we are going to use the symbolic method.
To make it clear, let us consider the case when D is the number of apexes. Let A be the random variable that gives the number of apexes in a tree generated by L. Then, we have to find {P (A = a|N = n)} a∈N . Let us compute this distribution in the case of a Leeuwenberg model with death probabilities. The stochastic automata is given by Figure 7 . We only have one PA. Thus, S = {s} and V = {z, z , d} ∪ S where d represents a dead bud. Let L = S, π be the associated stochastic F0L-system. π is determined by using Figure 7 . Here we are interested in the distribution of the Figure 7 . Leeuwenberg model with death probabilities number of apexes. Each sequence of letters zssz and zddz corresponds to an apex (for example, the plant of Figure 2 has four apexes). Apexes can not be described by stochastic F0L-systems. For instance, at a given growth cycle, a word describing a plant can have patterns of type t = zssz . Then, this kind of structures are apexes. However, it is possible that these structures evolve at the beginning of the next growth cycle and become ztdz for example. Thus, we do not have apexes anymore. Thus, these patterns depend on the structure of the plant and they can not be integrated in stochastic F0L-systems. In the sequel, every sequence "zssz " and "zddz " is designated by the letter a. The simplified PGF is:
where P n k = P (A = k|N = n). Hence, to determine the coefficients of Ψ n [s](a) is equivalent to solve the age problem.
As for structural properties, we have to break down the structure of a PRT in a way which highlights how apexes appear in the topology and how they are connected to substructures (see Figure 8 ). Let us suppose n ≥ 1 and . The complete structure t of CA n + 1 corresponds always to one of these cases:
• a dead bud (probability 1 − p). Thus, c(t, a) = 0.
• a branched structure t 1 of CA n. Thus, c(t, a) = c(t 1 , a).
Let B n L be the set of all possible branched structures of CA n generated by L. Then, we get:
Let Φ n (a) be the simplified PGF associated to branched structures of CA n:
Then, we get:
A branched structure t of CA n + 1 corresponds always to one of these cases:
• a metamer with two dead buds (probability (1 − p) 2 ). Thus, c(t, a) = 1.
• a metamer with one bud and one branched structure t 1 of CA n (probability p(1 − p) and two possible configurations). Thus, c(t, a) = c(t 1 , a).
• a metamer with two branched structures t 2 and t 3 of CA n (probability p 2 ). Thus, c(t, a) = c(t 2 , a) + c(t 3 , a).
Then, we have: 
By identifying the coefficients of the power series of Equation 10 and given that Φ 1 (a) = a, we get:
where δ j (k) is equal to 1 if k = j and 0 otherwise. Finally, by identifying the coefficients of the power series of Equation 9, we have:
For n = 0, we have P 0 k = δ 0 (k). Now, we have determined {P (A = a|N = n)} a∈N and we can estimate more precisely the age of a plant by counting its apexes.
Conclusion
We have set a new mathematical framework to describe both plant topology and development. On the one hand, we used a combinatorial approach to represent plants with plane rooted trees and we gave an equivalent representation using Dyck words. This approach enables an accurate description of plant topology. On the other hand, we adapted the formalism relying on stochastic F0L-systems to integrate plant development. The combination of these two components allows the use of effective combinatorial tools such as the symbolic method. As a matter of fact, we are now able to compute the distribution and the moments of all kind of organs or structures in a plant. In that sense, this method is a generalization of that developped in [4] . We are now able to study particular structures in plants such as apexes. Thus, it opens new kinds of applications. In the sequel, it might be interesting to use this approach for statistical purposes. As a matter of fact, knowing the distribution of all kind of elements in a plant will allow accurate estimations of parameters in a growth model.
