Let A be a linear, closed, densely defined unbounded operator in a Hilbert space. Assume that A is not boundedly invertible. If Eq. 
Introduction
Let A : H → H be a closed, densely defined linear operator on a Hilbert space. Consider the equation
Problem (1) is called ill-posed if A is not boundedly invertible. This may happen if the null space N(A) = {u: Au = 0} is not trivial, i.e., A is not injective, or if A is injective but A −1 is unbounded, i.e., the range of A, R(A), is not closed. If A < ∞, problem (1) has been extensively studied in the literature in detail (e.g., see [2] and references therein). If f δ , the noisy data, are given, f δ − f δ, is a stable approximation to the unique minimal-norm solution
A u t h o r ' s p e r s o n a l c o p y
to (1) was constructed by several methods (variational regularization, quasisolution, iterative regularization and the DSM (dynamical systems method)). Our aim is to study problem (1) when A is unbounded. Since we assume that A is densely defined and closed, the operators T := A * A and Q = AA * are densely defined, selfadjoint, A * is closed, densely defined, and A * * = A (see [1, pp. 267, 275] ). Our results are stated in Theorems 1-4 below, their proofs are given in Section 2, and in Section 3 we justify the DSM (dynamical systems method).
Theorem 1. For any f ∈ H the problem
has a unique solution
Theorem 3. If f δ − f δ, f = Ay, and 
If A is unbounded, then f does not necessarily belong to D(A * ), so Eq. ( * * ) may have no sense. Therefore, some changes in the usual theory are necessary. These changes are given in this paper. We prove, among other things, that for any
Proofs
Proof of Theorem 1. Consider the equation
which is uniquely solvable:
One has:
A u t h o r ' s p e r s o n a l c o p y
and Thus we have u n y, u n y . This implies lim n→∞ u n − y = 0 (see [2] ). For convenience of the reader we prove this claim. Since u n y, one gets y lim n→∞ u n . The inequality u n y implies lim n→∞ u n y . Therefore lim n→∞ u n = y . This and the weak convergence u n y imply strong convergence:
Theorem 2 is proved. 2
Proof of Theorem 3. The existence and uniqueness of the minimizer u α,δ of F δ (u) follows from Theorem 1, and u α,δ = A * (Q + α) −1 f δ . One has:
By the polar decomposition theorem, one has A * = U Q 1/2 , where U is a partial isometry, so U 1. Therefore
For a fixed small δ > 0, choose α = α(δ) which minimizes the right-hand side of (9). Then lim δ→0 α(δ) = 0 and lim δ→0 ( 
We assume that f δ > cδ.
Proof of Theorem 4. Let us prove that Eq. (10) has a unique root α(δ) > 0, lim δ→0 α(δ) = 0. Indeed, using the spectral theorem one gets
where E s is the resolution of the identity of Q. One has g(∞, δ) = f δ 2 > c 2 δ 2 , and g(+0, δ) = P N * f δ 2 , where P N * is the orthoprojector onto the subspace 
Since Au δ − f δ 2 = c 2 δ 2 > δ 2 , it follows that u δ y . Thus u δ z, and, as in the proof of Theorem 2, we obtain z = y and lim δ→0 u δ − y = 0.
Theorem 4 is proved. 2
Dynamical systems method (DSM) for unbounded operators
In [2] the DSM was justified for Eq. (1) with bounded linear operator A. In this section we justify DSM for arbitrary closed densely defined linear operator A, including the case of ill-posed problems (1), when A is not boundedly invertible.
The DSM for solving an ill-posed problem (1) can be formulated as follows:
Here u 0 is arbitrary, T := A * A is a selfadjoint densely defined operator in H , T −1 ε(t) := T + ε(t)I , I is the identity operator, 
Formula (19) is obvious, so (18) 
