In this note we study the logarithmic derivation module of a non-free arrangement. We prove a generalized addition theorem for all arrangements. This addition theorem allows us to find various relationships between non-free arrangements, free arrangements and restriction counts. For graphic arrangements we can use these results to find a lower bound for the maximal degree generator in terms of triangles in the associated graph. We also apply these results to the case of hypersolvable arrangements where we define hyperexponents and use them to find a lower bound for their maximal degree generator.
Introduction
The module of logarithmic derivations for hyperplane arrangements and its freeness is well studied (see [13] for a recent survey), yet there are many unknown aspects and a compelling conjecture nearly 40 years old (Terao's conjecture see [9] ). Surprisingly little has been studied about the module of logarithmic vector fields for a non-free arrangement. Fortunately, this subject is recently seeing more attention in the form of almost free or nearly free arrangements, hypersurfaces, and divisors (see [4] ). Dimca and Sticlaru have studied this approach with some applications to Terao's conjecture in [5] and [3] . The aim of this note is to take a slightly different perspective. We study arbitrary non-free arrangements and try to determine certain algebraic properties using combinatorics.
Let K be a field of characteristic zero, V = K ℓ , and set S = S(V * ) ∼ = K[x 1 , . . . , x ℓ ]. Let A = {H 1 , . . . , H n } be a finite collection of hyperplanes in V with H i = ker(α i ) for all i ∈ {1, . . . , n} and put Q(A) = n i=1 α i . Denote derivations on S by Der(S) = {θ ∈ Hom K (S, S)|θ(pq) = θ(q)p + pθ(q) for all p, q ∈ S}.
Then the module of logarithmic derivations on A is defined by D(A) = {θ ∈ Der(S)|θ(Q(A)) ∈ Q(A)S}.
Of course the generators for D(A) are not unique, but the if minimal system of homogeneous generators are chosen then their degrees are unique and well defined (see [11] ). This sequence of non-negative integers we will call the derivation degree sequence of the arrangement A.
If the module D(A) is free over S then we say A is free and the derivation degree sequence is called the exponents of A. These numbers are called the exponents because in the case of a Weyl arrangement these degree's exactly coincide with the exponents of the corresponding reflection group. More generally, for any free arrangement, these exponents are exactly the roots of the characteristic polynomial (Terao's factorization theorem [12] ). For free complex arrangements the exponents have an important topological meaning. They give the Betti numbers for the complex complement via the factoring of the characteristic polynomial of the associated matroid.
The derivation degree sequence for non-free arrangements is geometrically delicate and often is not combinatorial. For example, if you take three sets of three lines in the projective plane that intersect in a point, then the derivation degree sequence will change when the three points are colinear. On the other hand, the degree sequence gives important information like the first non-trivial Betti numbers in a free resolution of the Jacobian ideal of the arrangement. Hence they are important for understanding the singularities of the arrangement. The degree sequence also gives some information about the so called logarithmic ideal of critical sets of the arrangement (see [2] ). The underlying theme of this work is to use the derivation degree sequence to explore the interesting relationship between the combinatorics of the arrangement and the geometry of the arrangement.
The aim of this note is find conditions under which we can predict this derivation degree sequence combinatorially. There are three topics we study in this paper. Each of these three topics are applications of a non-free generalization of the classical "Addition Theorem" of Terao in [11] . In Section 2 we present this result that is easily generalized for adding multiple new lines (generalized from the "free" version in [1] ). In the first topic, in Section 3, we look at arrangements that are "missing" a line, meaning that there is a line not in the arrangement who has special intersection properties with the arrangement. In these cases the derivations seem to "know" that the line is "missing". This is a peculiar property and seems to have implications for Terao's conjecture. The central result in this section is an equality that relates the maximal degree generator and the minimal intersection number of a "missing" line.
Next, in Section 4, we study the maximal degree generator in the case of graphic arrangements. The main result for graphic arrangements is a bound for this largest degree in terms of the largest number of triangles that can be made in the graph.
Third, in Section 5, we apply the results of Section 3 to hypersolvable arrangements. The hypersolvable arrangements that are not free have some interesting properties. Even though they have fairly restricted combinatorial structures the derivation degree sequence is very hard to predict without actual computation. The main result on hypersolvable arrangements is a bound on this maximal degree generator in terms of the arrangements solvable filtration.
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Arrangement theory
As in the introduction we let K be a field of characteristic zero, V = K ℓ , and
. . , x ℓ ] the polynomial coordinate ring. We say a hyperplane arrangement A = {H 1 , . . . , H n } is central if each hyperplane, H i contains the origin and in this case the associated linear forms α i are homogeneous. If H∈A H = {0} then we say A is essential. Given an H ∈ A the restriction of
given a derivation θ ∈ Der(S) viewed as θ = p i ∂ ∂xi we say its homogeneous if all the total degrees of the p i are the same, say d, and we write deg(θ) = d.
The intersection lattice of A is the set L(A) of all possible intersections of hyperplanes in A with order given by reverse inclusion. We set L(
Using the Möbius function we can now define the characteristic polynomial of A by χ(A, t) =
Fix a minimal generating set {ξ 1 , . . . , ξ k } for D(A) and for 1 ≤ i ≤ k let d i = deg(ξ i ). We call the sequence (d 1 , . . . , d k ) the derivation degree sequence of A and we will assume that this sequence is written in increasing order. By Saito's Criterion [10] if k = ℓ and the arrangement is essential then D(A) is a free S module and we say that A is free. One of the hallmark Theorems in arrangement theory is Terao's factorization theorem which provides a beautiful bridge between freeness and the combinatorics on L(A). The idea of this study is to remove the restriction that A is free and try to detect combinatorial information from D(A) outside of Terao's factorization theorem.
The main tool we use in this note is a generalization of the multiple addition theorem in [1] for the non-free case. The argument was communicated by Takuro Abe.
Then there exists a set of generators {θ 1 , . . . , θ s , ϕ 1 , . . . , 
In the same way, let
Assume that rank(C) =: r < q. Then after appropriate row elementary operations, we may assume that
Since θ 1 , . . . , θ s and ϕ r+1 , . . . , ϕ t are tangent to X by the above arguments, it holds that
. . , ϕ r | x by the condition (1). Thus r ≥ q, which contradicts r < q. Hence r = q and C is of the form
So it suffices to show the reverse inclusion. Let θ ∈ D(A). We prove that
Hence it suffices to show that α Hj | g j for j = 1, . . . , q. Since
with g j /α Hj ∈ S, which completes the proof.
Example 2.4 Theorem 2.3 does not imply that, if the condition in Theorem 2.3 holds and A ′ is not free, then A is not free. For example, examine the arrangement
This is not free and has a generators
Hence the derivation degree sequence is {1, 2, 2, 2}. Hence in the setup of Theorem 2.3, d = 2. Let H := {x−y = 0} and A := A ′ ∪{H}. Then it is well-known that A is free with exp(A) = (1, 2, 2). However, the construction in Theorem 2.3 presents a generating set of D(A) with degrees {1, 2, 2, 3}. In this case, the generating set from Theorem 2.3 is
However, it is clear that the last derivation is not necessary to generate D(A).
form a basis for D(A). Hence in particular, Theorem 2.3 does not necessarily preserve the minimality of the generators.
The Largest Degree Generator and Minimal Restrictions
In this section we examine relations between degrees of generators of D(A) and the number of hyperplanes in the restricted arrangement. We start with a simple fact about how restriction numbers give a lower bound on the maximal degree generator.
, which is a contradiction. Proposition 3.1 gives a non-freeness criterion as follows.
Corollary 3.2 gives a nice combinatorial method to show non-freeness in certain examples where the characteristic polynomial factors. For example, to our knowledge the following example presents a new combinatorial method, which does not reply on the addition-deletion theorem, to show the arrangement of Example 4.139 in [9] is not free.
Another application is a variant of the addition-type theorem from nonfree to free arrangements. The arrangements that satisfy the hypothesis of the following Proposition seem to be close to nearly free arrangements.
Proof. By Theorem 2.3, we may assume that θ 1 , θ 2 ∈ D(A) and θ 3 ∈ D(A). If θ E , θ 1 , θ 2 are linearly independent over S, then Saito's criterion completes the proof. So assume that they are not S-independent. Since D(A) has a resolution
, f is defined and surjective. Also, a canonical inclusion M 0 ⊂ M gives a section of f . Since ker(f ) = Sθ E , it holds that M = M 0 ⊕ Sθ E as required.
Hence the linear relation among θ E , θ 1 , θ 2 , θ 3 is in M 0 . Hence we may replace θ 1 and θ 2 by ϕ 1 and ϕ 2 respectively such that ϕ i ∈ D(A), θ E , ϕ 1 , ϕ 2 , θ 3 form a generator for D(A ′ ) and ϕ 1 , ϕ 2 S = M 0 . Hence there is a polynomial g, h ∈ S such that gϕ 1 = hϕ 2 . We may assume that g and h are coprime. Hence ϕ 1 /h = ϕ 2 /g =: φ is a regular derivation. Now we want to show that φ ∈ D(A).
contradicts the minimality of θ E , θ 1 , θ 2 , θ 3 as a generators, which completes the proof.
We also give an another application for arrangements in K 3 . and {θ 1 , . . . , θ s , α H ϕ 1 , ϕ 2 , . . . , ϕ t } generate D(A) 
Corollary 3.5 Let
Proof. 1. Let θ 1 , . . . , θ s , ϕ 1 , . . . , ϕ t be a minimal set of generators for
Any other minimal set of generators for D(A ′ ) consists of (s + t)-derivations. By applying Theorem 2.3, we may assume that θ 1 , . . . , θ s , ϕ 1 , . . . ,
. . , φ u be a part of the minimal-number generators for D(A) the degrees of which are at most d and u ≤ s + t − 2. Since φ 1 , . . . , φ u ⊃ θ 1 , . . . , θ s , ϕ 1 , . . . , ϕ t−1 , we may choose φ 1 , . . . , φ u , ϕ t as a generator for D(A ′ ). Since u + 1 < s + t, this contradicts the minimality.
2. Let θ 1 , . . . , θ s , ϕ 1 , . . . , ϕ t be a minimal set of generators for
. By the arguments in the proof of Theorem 2.3, we know that θ 1 , . . . , θ s ∈ D(A) ≤e . Let φ 1 , . . . , φ u be the part of a minimal set of generators for D(A) such that their degrees are at most e. Then the assumption says that u < s. Then φ 1 , . . . , φ u ⊃ θ 1 , · · · , θ s . Thus φ 1 , . . . , φ u , ϕ 1 , . . . , ϕ t form a generator for D(A ′ ), which contradicts the minimality of the original generating set.
The next proposition begins our discussion of bounding restriction numbers with degrees of generators. 
Proof. As in Theorem 2.3 suppose {θ 1 , . . . , θ s , ϕ 1 , . . . , ϕ t } is a minimal set of generators of D(A ′ ) where
which is the same reasoning as that given in the proof of Theorem 2.3 that
. This implies that H ∈ A ′ which is a contradiction.
The next corollary follows directly. 
We are interested in which arrangements have t A = |A| − d A because arrangements with this property seem to have strong connections between the derivation module and their combinatorics. The following example is just a generalization of Example 3.3, but it does give an infinite family where t A = |A| − d A .
Example 3.9 Let B n be defined by the product
Note that Example 3.3 is a projective transformation of A 4 . Then the module of derivations D(B n ) is generated by
Here t Bn = 2, |B n | = n + 3, and d Bn = n + 1.
Of course, the inequality 3.1 is in some sense rarely an equality. The next example is an infinite family of arrangements where t A > |A| − d A .
Example 3.10 Let G 2,n be a generic arrangement of n > 3 hyperplanes in K 3 where the hyperplanes are in general position. In [14] Yuzvinsky proved that D(G 2,n ) is minimally generated by θ E and other derivations of degree n− 2. The smallest that |G H 2,n | could be is n − 2 = t G2,n . But |G 2,n | − d = n − (n − 2) = 2. So equality only happens when n = 4.
The next example shows that equality of 3.1 does not hold in general even for free arrangements. Example 3.11 Let A 3 be the braid arrangement defined by Q = (x − y)(x + y)(x − z)(x + z)(y − z)(y + z) in C 3 . Then t A3 = 4 (actually this number will be further justified in the next section) and
Clearly the minimal restriction number t A is not an invariant of the intersection lattice. However, some arrangements have the property that t A is determined combinatorially. The following is such a class.
Proposition 3.12 Suppose that A is an arrangement in K 3 such that there are two intersections p 1 , p 2 ∈ L(A) 2 such that µ(p 1 ) + µ(p 2 ) = |A| − 2 and there is not a line in A that contains both p 1 and p 2 . Then t A = 2.
With these types of arrangements using 3.1 we get a large bound on the largest degree minimal generator. 
Graphic Arrangements
Let G = (V, E) be an undirected simple graph. Then the graphic arrangement corresponding to G is
which is a sub arrangement of the braid arrangement A |V | . In this section we will compute the minimal restriction t AG for graphic arrangements in terms of the graph. We will need a few trivial lemmas. Proof. Suppose that a hyperplane H contains two different flats X, Y ∈ L(A G ) 2 . Note that if X and Y come from intersections of edges that share an edge then the only hyperplane that would contain both X and Y would be the hyperplane given by that shared edge. The rest of the proof is broken up into cases.
First look at the case where both X and Y come from two edges that share a common point. Suppose that
If a hyperplane H with corresponding linear form α H = ℓ i=0 c i x i to contains X and Y then exactly two of the vertices must be the same other wise Lemmas 4.1 would not be satisfied. Without loss of generality we may assume the two shared vertices are i and j, and so by Lemmas 4.1 again we get that α H . = x i − x j . Since H is not in A and X and Y do not share an edge we know that the vertices {i, j, k, k ′ } must form a 4-cycle. For the second case, suppose that X comes from the intersection of two edges that share a point and Y comes from the intersection of two edges that do not share a point. Then we can say that X = {(z 0 , . . . , z ℓ )|z i = z j = z k } and Y = {(z 0 , . . . , z ℓ )|z a = z b and z c = z d }. At least two of the vertices from {i, j, k} must match {a, b, c, d} other wise by Lemmas 4.1 and 4.2 the coefficients of the hyperplanes linear form will be zero. WLOG assume that j is the middle vertex in {i, jk}. There are 4 cases to check: (1) and (2) the only hyperplane that contains X and Y is x i − x k = x a − x b which is in A. In cases (3) and (4) the restrictions imply the coefficients of the hyperplane that contains both X and Y must all be zero.
The third case is when both X and Y come from intersections of edges that do not share a common vertex. Then we can say that 
Let T ri(G) =maximal number of new triangles that can be made from adding an edge to G.
Lemma 4.4 Let r AG = maximal number of codimension 2 flats that any hy-
otherwise.
Proof. The case |E| = 1 is trivial. If there are no 4-cycles then by Lemma 4.3 then no hyperplane can contain two non-equal codimension 2 flats. Now suppose that T ri = 0 and there is a 4-cycle. Let X be two opposing sides of the 4-cycle and Y be the opposite two opposing sides. From the third case in the proof of Lemma 4.3 we know there is a hyperplane which contains both X and Y . Hence in this case r AG ≥ 2. Now suppose there is a hyperplane H that contains 3 codimension 2 intersections X, Y, Z ∈ L(A G ). Since no new triangles can be formed we know that we can not have the second case in the proof of Lemma 4.3 because in that case the uniquely defined hyperplane that contains the subspaces is of the type x i − x j . Hence the edges of X, Y , and Z must pairwise form 4-cycles. This can only happen if the subgraph is K 4 the complete graph on 4 vertices. This is covered in the third case of the proof of Lemma 4.3 and it is noted that for the two different types of 4-cycles two distinct hyperplanes uniquely contain the two respective pairs of subspaces. Hence there can not be Now suppose that T ri > 0. This is the second case in the proof of Lemma 4.3. For each new triangle that can be made the hyperplane which completes the triangle will be containing the corresponding subspace for the other two edges. Hence r AG = T ri(G).
The next theorem follows directly from Lemma 4.4 since the number t A for any arrangement is the size of the arrangement minus the maximal number of codimension 2 intersections that a hyperplane not in A can contain i.e. t A = |A| − r A . Theorem 4.5
Using Theorem 4.5 and (3.1) we get the following corollary which presents a nice lower bound on the largest degree generator. (1, 4) , (1, 5) , (1, 6) , (1, 7) , (1, 8) , (2, 3) , (2, 4) , (2, 5) , (2, 6) , (2, 7) , (2, 8) }.
Then T ri(G) = 6 and a Macaulay 2 calculation shows that a minimal generating set for D(A G ) has degrees (1, 2, 2, 2, 2, 2, 2, 6). So d AG = T ri(G). (1, 3) , (1, 4) , (2, 3) , (2, 4) , (3, 4) , (3, 5) , (4, 5)}.
In this last example, K 4 is a subgraph and the more general inequality d AG ≥ r AG is not tight with G = K 4 . Question: Is there a nice formula for d AG in terms of T ri(G) and the maximal complete subgraph in G?
Hypersolvable Arrangements
The goal for this section is to acquire some information about the degrees of generators for hypersolvable arrangements using their combinatorial structure. As in the case of graphic arrangements we focus on the maximal degree generator. Hypersolvable arrangements were first defined by Jambu and Papadima in [8] and studied from a topological perspective. They showed that the K(π, 1) property was combinatorial within the class of hypersolvable arrangements, they gave presentations for their fundamental groups, and they showed that the quadratic Orlik-Solomon algebra of a hypersolvable arrangement is Koszul. We now review the definition. Let A and B be arrangements such that rank(A) > 2 and B ⊆ A. SetB = A\B. For elements H i1 , . . . , H i k ∈ A we define rank(H i1 , . . . , H i k ) = codim( H ij ).
Definition 5.1 We say that B is solvable in A if 1. For all α, β ∈ B with α = β and for all a ∈B the rank(α, β, a) = 3.
2. For all a, b ∈B there exists α ∈ B such that rank(a, b, α) = 2. By 1. we have that α is unique, hence we will call it f (a, b).
Now we define an arrangement to be hypersolvable if it has a chain of solvable subarrangements.
Definition 5.2 An arrangement A is hypersolvable if there exists subarrangements ∅ = A 0 ⊂ A 1 ⊂ A 2 ⊂ · · · ⊂ A k = A such that for all i = 1, . . . , k − 1 the subarrangement A i is solvable in A i+1 . We will call this filtration a solvable filtration.
Using [8, Proposition 1.10] we can define supersolvable arrangements as follows. Recalling a result from [8] we have that hypexp(A, {A i }) does not depend on the filtration. To do this we summarize some of Section 3 of [8] . Let R be a commutative ring and Λ * R (ω H |H ∈ A) be the graded commutative exterior algebra with coefficients in R. The Orlik-Solomon ideal of an arrangement
where the hat symbol means to remove that element from the product. Probably the most celebrated result in the theory of hyperplane arrangements is that if A is a collection of hyperplanes in a complex vector space and M (A) the complement of the union of the hyperplanes then the Orlik-Solomon algebra
is isomorphic to the cohomology algebra OS(A, R) ∼ = H * (M (A), R). For our context we focus on a similar algebra which records only the rank 2 dependences. The quadratic Orlik-Solomon ideal is
and the quadratic Orlik-Solomon algebra is Because of Proposition 5.6 the hyperexponents do not depend on the filtration and we will denote them by hypexp(A). Now we turn our focus to a few simple lemmas in order to state and prove the main result of this section. But since B ⊆ A we have that θ i ∈ D(B) for all i = 1, . . . , j. This is a contradiction because all the θ i have degree strictly less than θ B which would make it not a generator.
Now we can state and prove the main theorem of this section. Unfortunately the lower bound found in Theorem 5.9 maybe far from tight for even simple examples. Example 5.10 Let A be defined by the polynomial Q(A) = yz(x−z)(x+z)(x− y)(x + y) (see Figure 1) . This example first appeared in [6] and was revisited in [8] . A solvable filtration for A is ∅ ⊂ {x + z} ⊂ {x + z, z, x − z} ⊂ {x + z, z, x − z, x + y} ⊂ A. Hence hypexp(A) = {1, 2, 1, 2}. However a Macaulay2 (see [7] ) calculation shows that the degrees of the generators of D(A) are {1, 3, 3, 4}. So, d A = 4 and ρ(A) − 1 = 1 which is far from tight for such a small example.
Clearly the study of derivations on hypersolvable arrangements is far from complete. Are there better bounds for d A ? Can one use the rest of the hyperexponents to get bounds on the rest of the derivation degree sequence?
