Abstract. The workflow satisfiability problem (WSP) is a planning problem. Certain sub-classes of this problem have been shown to be fixed-parameter tractable. In this paper we develop an implementation of an algorithm for WSP that has been shown, in our previous paper, to be fixed-parameter for user-independent constraints. In a set of computational experiments, we compare our algorithm to an encoding of the WSP into a pseudo-Boolean SAT problem solved by the well-known solver SAT4J. Our algorithm solves all instances of WSP generated in our experiments, unlike SAT4J, and it solves many instances faster than SAT4J. For lightly constrained instances, SAT4J usually outperforms our algorithm.
Introduction
It is increasingly common for organizations to computerize their business and management processes. The co-ordination of the steps that comprise a computerized business process is managed by a workflow management system. Typically, the execution of these steps will be triggered by a human user, or a software agent acting under the control of a human user, and the execution of each step will be restricted to some set of authorized users. In addition, we may wish to constrain the users who execute sets of steps (even if authorized). We may, for example, require that two particular steps are executed by two different users, in order to enforce some separation-of-duty requirement.
We assume the existence of a set U of users and model a workflow as a set S of steps; a set A = {A(u) : u ∈ U } of authorization lists, where A(u) ⊆ S denotes the set of steps for which u is authorized; and a set C of (workflow) constraints. A constraint is a pair c = (L, Θ), where L ⊆ S and Θ is a set of functions from L to U : L is the scope of the constraint and Θ specifies those assignments of steps in L to users in U that satisfy the constraint. Given a workflow W = (S, U, A, C), W is said to be satisfiable if there exists a function (called a plan) π : S → U such that 1. for all s ∈ S, s ∈ A(π(s)) (each step is allocated to an authorized user); 2. for all (L, Θ) ∈ C, π| L = θ| L for some θ ∈ Θ (every constraint is satisfied).
Evidently, it is possible to specify a workflow that is not satisfiable. Equally, an unsatisfiable workflow is of no practical use. Hence, it is important to be able to determine whether a workflow is satisfiable or not. We call this the workflow satisfiability problem. This problem has been studied extensively in the security community [2, 5, 16] and more recently as an interesting algorithmic problem [4, 7] .
The workflow satisfiability problem (WSP) is known to be NP-hard [16] (and is easily shown to be NP-hard even if restricted to separation-of-duty constraints). Wang and Li [16] observed that, in practice, the number k of steps is usually significantly smaller than the number n of users and, thus, suggested to parameterize WSP by k. Wang and Li [16] showed that, in general, WSP is W[1]-hard, but it is fixed-parameter tractable (FPT) for certain classes of constraints (i.e., it can be solved in time O * (f (k)), where f is an arbitrary function of k only and O * suppresses not only constants, but also polynomial factors; we call algorithms with such running time fixed-parameter). For further terminology on parameterized algorithms and complexity, see monographs [8, 11, 14] . Crampton et al. [7] extended the FPT classes of [16] and obtained significantly faster algorithms.
Cohen et al. recently designed a generic WSP algorithm and proved that the algorithm is fixed-parameter for WSP restricted to the class of user-independent constraints [4] . Informally, a constraint c is user-independent if, given a plan π that satisfies c and any permutation φ : U → U , the plan π : S → U , where π (s) = φ(π(s)), also satisfies c. Almost all constraints studied in [7, 16] and other papers are user-independent (since the separation-of-duty constraints are user-independent, WSP restricted to the class of user-independent constraints is NP-hard).
It is well known that the gap between traditional "pen and paper" algorithmics and actually implemented and computer-tested algorithms can be very wide [3, 13] . In this paper, we demonstrate that the algorithm of Cohen et al. is not merely of theoretical interest by developing an implementation that is able to outperform SAT4J in solving instances of WSP. In a set of computational experiments, we compare performance of our implementation with performance of the well-known pseudo-Boolean satisfiability solver SAT4J [12] . Unlike SAT4J, our implementation solves all instances of WSP generated in the experiments and usually solves the instances faster than SAT4J. However, for lightly-constrained instances, SAT4J usually outperforms our implementation.
The paper is organized as follows. In Section 2, we describe how WSP for the family of instances we are interested in can be formulated as a pseudo-Boolean SAT problem. We also describe our fixed-parameter algorithm and discuss its implementation. Section 3 describes test experiments we have conducted with synthetic data to see in which cases our implementation is more efficient and effective than SAT4J. Finally, Section 4 provides conclusions and discusses plans for future work.
Methods of Solving WSP
In this paper we seek to demonstrate that (i) our algorithm can be implemented in such a way that it solves certain instances of WSP in a reasonable amount of time; (ii) our implementation can have better performance than SAT4J on the same set of instances. In this section we describe concisely how WSP can be encoded as a pseudo-Boolean SAT problem, how our algorithm works, and the heuristic speed-ups that we have introduced in the implementation of our algorithm.
WSP as a Pseudo-Boolean SAT Problem
Pseudo-Boolean solvers are recognized as an efficient way to solve general constraint networks [12] . Due to the difficulty of acquiring real-world workflow instances, Wang and Li [16] used synthetic data in their experimental study. Wang and Li encoded WSP as a pseudo-Boolean SAT problem in order to use SAT4J to solve instances of WSP. Their work considered separation-of-duty constraints, henceforth called not-equals constraints, which may be specified as a pair (s, t) of steps; a plan π satisfies the constraint (s, t) if π(s) = π(t). Wang and Li considered a number of other constraints in their work, which we do not use in our experimental work since they add no complexity to an instance of WSP. In the experiments of Wang and Li, SAT4J solved all generated instances, and each of them quite efficiently. We test SAT4J on a set of WSP instances of a different type than in [16] . By varying the relevant parameters, we can make our instances more difficult for SAT4J to solve, as we show in the next section. For a step s, let A(s) = {u ∈ U : s ∈ A(u)}. For their encoding, Wang and Li introduced (0,1)-variables x u,s to represent those pairs (u, s) that are authorized by A. That is, we define a variable x u,s if and only if s ∈ A(u). The goal of the SAT solver is to find an assignment of values to these variables (representing a plan) where x u,s = 1 if and only if u is assigned to step s. These variables are subject to the following constraints:
-for every step s, u∈A(s) x u,s = 1 (each step is assigned to exactly one user); -for each not-equals constraint (s, t) and user u ∈ A(s) ∩ A(t), x u,s + x u,t 1 (no user is assigned to both s and t).
We use not-equals constraints and some relatively simple counting constraints: "at-most-3" and "at-least-3" with scopes of size 5. The former may be represented as a set (T, ), where T ⊆ S, |T | = 5, and is satisfied by any plan that allocates no more than three users in total to the steps in T . The latter may be represented as (T, ) and is satisfied by any plan that allocates at least three users to the steps in T . For convenience and by an abuse of notation, given a constraint c of the form (T, ≥) or (T, ≤), we will write s ∈ c to denote that s ∈ T.
We encode "at-least-3" and "at-most-3" constraints as part of the pseudoBoolean SAT instance in the following way. For each "at-least-3" constraint c and user u, we introduce a (0,1)-variable z u,c . The variables z u,c will be such that if z u,c = 1 then u performs a step in c, and will be used to satisfy a lower bound on the number of users performing steps in c. For each "at-most-3" constraint c and user u, we introduce a (0,1)-variable y u,c . The variables y u,c will be such that if u performs a step in c then y u,c = 1, and will be used to satisfy an upper bound on the number of users performing steps in c.
The variables are subject to the following constraints:
-for each "at-least-3" constraint c and user u: z u,c ≤ s∈c∩A(u) x u,s ; -for each "at-least-3" constraint c: u∈U z u,c 3.
-for each "at-most-3" constraint c, s ∈ c and u ∈ A(s): x u,s ≤ y u,c ; -for each "at-most-3" constraint c: u∈U y u,c 3.
It is possible to prove the following assertion. The proof is omitted due to the space limit.
Lemma 1.
A WSP instance has a solution if and only if the corresponding pseudo-Boolean SAT problem has a solution.
Fixed-Parameter Algorithm
We proceed on the basis of the assumption that the number k of steps is significantly smaller than the number n of users. Any function π : T → X with T ⊆ S and X ⊆ U , is called a partial plan. We order the set of users and incrementally construct "patterns" for partial plans that violate no constraints for the first i users. At each iteration we assign a set of steps (which may be empty) to user i + 1. An assignment is valid if it violates no constraints and extends at least one existing pattern for users 1, . . . , i. Under certain conditions, we dynamically change the ordering of the remaining users.
Patterns are encodings of equivalence classes of partial plans and are used to reduce the number of partial plans the algorithm needs to consider. In particular, we define an equivalence relation on the set of all possible plans. This equivalence relation is determined by the particular set of constraints under consideration [4] . In the case of user-independent constraints, two partial plans π : T → X and π : T → X are equivalent, denoted by π ≈ π , if and only if T = T and for all s, t ∈ T , π(s) = π(t) if and only if π (s) = π (t).
A pattern is a representation of an equivalence class, and there may be many possible patterns. In the case of ≈, we assume an ordering s 1 , . . . , s k of the set of steps. Then the encoding of an equivalence class for ≈ is given by (T, (x 1 , . . . , x k )), where T ⊆ S and, for some π in the equivalence class, we define
We must ensure that there exist efficient algorithms for searching and inserting elements into the set of patterns. Cohen et al. [4] show that such algorithms exist for user-independent constraints, essentially because the set of patterns admits a natural lexicographic order.
The overall complexity of the algorithm is determined by k, n, and the number w of equivalence classes for a pair (U i , T ), where U i denotes the set of the first i users considered by the algorithm. Cohen et al. show that the algorithm has run-time O * (3 k w log w) [4, Theorem 1]. Thus, we have an FPT algorithm when w is a function of k. For user-independent constraints, w B k , where B k is the kth Bell number;
Implementing the Algorithm
In this section, we describe our algorithm in more detail, via a pseudo-code listing (Algorithm 1), focusing on the heuristic speed-ups we have introduced in our implementation. The algorithm iterates over the set of users constructing a set Π of patterns for valid partial plans (that is partial functions from S to U that violate no constraints or authorizations). For each user u, we attempt to find the set Π u of valid plans that extend a pattern in Π and assign some non-empty subset of unassigned steps to u.
We assume a fixed ordering of the elements of S and that the users are ordered initially by the cardinality of their respective authorization lists (with ties broken according to the lexicographic ordering of the authorized steps). The ordering we impose on the set of users allows us to introduce a heuristic speedup based on the idea of a useless user. A user v is useless if there exists a user u such that A(v) ⊆ A(u), u has already been processed, and Π u = ∅. Each iteration of the algorithm considers assigning steps to a particular user u and constructs a set Π u of extended plans that includes this user. If, having examined all patterns in Π, we have Π u = ∅, then there is no subset of steps (for which u is authorized) that can be added to Π without violating some constraint. Since all constraints are user-independent, we may now remove all useless users from the list of remaining users.
Much of the work of the algorithm is done in line 8. The time taken to check the validity of a plan can be reduced by considering the constraints in the following order: (1) not-equals constraints; (2) at-most-3 constraints; (3) atleast-3 constraints. The intuition underlying this design choice is that we should consider constraints that violate the most plans first. In line 8 we consider a plan with a prescribed pattern and test whether its extension (by the assignment of steps in T to user u) is valid. In line 12 we have to compute the pattern for the extended plan and add it to the list Π u of extended plans. As we noted in the previous section, results by Cohen et al. [4] assert that these subroutines can be computed efficiently.
Finally, we are able to propagate information about the current state of any at-most-3 constraints. Suppose steps from the 5 steps in an at-most-3 constraint (T, ) have been assigned to two distinct users, where ∈ {2, 3}. Then the remaining 5 − steps must be assigned to a single user. Hence we may discard the pattern immediately if there is no user that is authorized for all the 5 − remaining steps in T . Similarly, if there are any not-equals constraints defined on Initialize the set Π of patterns to the zero-pattern (∅, (0, . . . , 0) ) any pair of the 5 − remaining steps in T , then we know the pattern (encoding a partial plan) cannot possibly generate a total valid plan, and we may discard it at that point. Moreover, in an effort to determine whether the constraint can be satisfied as quickly as possible, we identify users who are authorized for all the 5 − remaining steps in T and move one such user to the beginning of the list of remaining users at the end of each iteration accordingly (line 21). This determines a dynamic ordering of users.
Experiments
We used C++ to write an implementation of our algorithm for WSP with userindependent constraints. We then generated a number of instances of WSP and compared the performance of our implementation with that of SAT4J when solving those instances. All our experiments used a MacBook Pro computer having a 2.6 GHz Intel Core i5 processor, 8 GB 1600 MHz DDR3 RAM 1 and running Mac OS X 10.9.2.
Testbed
Based on what might be expected in practice, we used values of k = 16, 20, 24, and set n = 10k. The number c 1 of at-most-3 constraints plus the number c 2 of at-least-3 constraints was set equal to 20, 40, 60, and 80 (for k = 24, we did not consider c 1 + c 2 = 20 as the corresponding instances are normally easy to solve by SAT4J). We varied the "not-equals constraint density," i.e. the number of not-equals constraints as a percentage of k 2 (the maximum possible number), by using values in the set {10, 20, 30}. We also assumed that every user was authorized for at least one step but no more than k/2 steps; that is, 1 |A(u)| k/2. While not-equals constraints and authorizations were generated for each instance separately, the at-most-3 constraints and at-least-3 constraints were kept the same for the corresponding three different values of densities of notequal constraints and the same value of k.
We adopt the following convention to label our test instances in Tables 1  and 3 : c 1 .c 2 .d denotes an instance with c 1 at-most-3 constraints, c 2 at-least-3 constraints and constraint density d. Informally, we would expect the difficulty of solving instances c 1 .c 2 .d for fixed k, c 1 and c 2 would increase as d increases (as the problem becomes "more constrained"). Similarly, at-most-3 constraints are more difficult to satisfy than at-least-3 constraints, so, for fixed k and d, instances c 1 .c 2 .d will become harder to solve as c 1 increases. We would also expect that the time taken to solve an instance would depend on whether the instance is satisfiable or not, with unsatisfiable instances requiring all possible plans to be examined.
Assuming the number c 2 of at-least-3 constraints does not influence satisfiability too much (c 2 ≤ 80), we varied c 1 trying to generate WSP borderline instances, i.e. instances which have a good chance of being both satisfiable and unsatisfiable. Some instances we generated are lightly constrained, i.e. have a relatively large number of valid plans, while others are highly constrained, i.e. unsatisfiable or have a relatively small number of valid plans. The minimum and maximum values of c 1 used in the experiments to generate Tables 1-4 correspond to instances which we view as mainly borderline. In other words, we started with instances that are experimentally not clearly lightly constrained and stopped at instances which are likely to be highly constrained as the corresponding three instances for the same values of k, c 1 , c 2 are unsatisfiable.
Counting constraints were generated by first enumerating all 5-element subsets of S using an algorithm from Reingold et al. [15] . We then used Durstenfeld's version of the Fisher-Yates random shuffle algorithm [9, 10] to select independently at random c 1 constraint sets for at-most-3 constraints and c 2 constraint sets for at-least-3 constraints, respectively. The random shuffle algorithm was also used to select steps for which each user is authorized (the list of authorization sets was generated randomly subject to the cardinality constraints above). Finally, the random shuffle was used to select steps for each not-equals constraint.
Results
In our experiments we compare the run-times and performance of SAT4J and our algorithm. For the number k of steps equal to 20 and 24, we provide Tables  1 and 3 , respectively, which give detailed results of our experiments. We record whether an instance was solved, and the response if it was solved. Thus, we report 'Y', 'N', or '?', indicating, respectively, a satisfiable instance, an unsatisfiable instance, or an instance for which the algorithm terminated without reaching a decision. Note that our algorithm reached a conclusive decision ('Y' or 'N') in all cases, whereas SAT4J failed to reach such a decision for some instances, typically because the machine ran out of memory. For Algorithm 1, we record the number of patterns generated before a valid plan was obtained or the instance was recognized as unsatisfiable, as well as the number of users considered before the algorithm terminated. We also record the time taken for the algorithms to run on each instance.
For lightly constrained instances, SAT4J performs better than our algorithm. This is to be expected, because many of the (large number of) potential patterns are valid. Thus, the number of possible patterns explored by our iterative algorithm is rather large, even when the number of users required to construct a valid plan is relatively small. In contrast, SAT4J simply has to find a satisfying assignment for (all) the variables. The tables also exhibit the expected correlation between the running time of our algorithm and two numbers: the number of patterns generated by the algorithm and the number of users considered, which, in turn, is related to the number of constraints and constraint density.
However, the situation is rather different for highly constrained instances, whether they are satisfiable or not. For such instances, SAT4J will have to consider very many possible valuations for the variables and the running times increase dramatically as a consequence. In contrast, our algorithm has to consider far fewer patterns and this more than offsets the fact that we may have to consider every user (for those cases that are unsatisfiable). Table 2 shows the summary statistics for the running times in Table 1 (to two decimal places). The statistics are based on running times for instances where both algorithms were able to return conclusive decisions. Note that the average time taken by our algorithm for satisfiable and unsatisfiable instances is of a similar order of magnitude; the same cannot be said for SAT4J. Note also the variances of the running times for the two algorithms, indicating that the running time of SAT4J varies quite significantly between instances, unlike our algorithm.
In Table 4 , we summarize the results of our algorithm and SAT4J for all three values of k. As k increases, SAT4J fails more frequently, and was unable to reach a conclusive decision for over half the instances when k = 24. This is unsurprising, given that the number of variables will grow quadratically as k and n (which equals 10k) increase. In Table 4 we report the average run-times for those instances in which both algorithms were able to reach a conclusive decision. We also report (in brackets) the average run-time of our algorithm over all instances. For k = 16, the average run-time of our algorithm was two orders of magnitude better than that of SAT4J. As for the other values of k, our algorithm was much faster than SAT4J for unsatisfiable instances. However, for satisfiable instances, the picture was often more favourable towards SAT4J. Overall, for larger values of k, the average run-time advantage of our algorithm over SAT4J decreases, but the relative number of instances solved by SAT4J decreases as well.
It is interesting to note the way in which the mean running timet varies with the number of steps. In particular,t for our algorithm grows exponentially with k (with a strong correlation between k and logt), which is consistent with the theoretical running time of our algorithm (O * (2 k log k )). The running time of SAT4J is also dependent on k, with a strong correlation between k and logt, which is consistent with the fact that there are O(n k ) possible plans to consider. However, it is clear that the running time of SAT4J is much more dependent on the number of variables (determined by the number of users, authorizations, and constraints), than it is on k, unlike the running time of our algorithm.
Concluding Remarks
In this paper, we describe the implementation of a fixed-parameter algorithm designed to solve a specific hard problem known as the workflow satisfiability problem (WSP) for user-independent constraints. In theory, there exists an algorithm that can solve WSP for user-independent constraints in time O * (2 k log k ) in the worst case. However, WSP is a practical problem with applications in the design of workflows and the design of access control mechanisms for workflow systems [6] . Thus, it is essential to demonstrate that theoretical advantages can be transformed into practical computation advantages by concrete implementations. Accordingly, we have developed an implementation using our algorithm as a starting point. In developing the implementation, it became apparent that several application-specific heuristic improvements could be made. In particular, we developed specific types of propagation and pruning techniques for counting constraints.
We compared the performance of our algorithm with that of SAT4J-an "off-the-shelf" SAT solver. In order to perform this comparison, we extended Wang and Li's encoding of WSP as a pseudo-Boolean satisfiability problem. The results of our experiments suggest that our algorithm does, indeed, have an advantage over SAT4J when solving WSP, although this advantage does not extend to lightly constrained instances of the problem. The results also suggest that those advantages could be attributable to the structure of our algorithm, with its focus on the small parameter (in this case the number of workflow steps).
We plan to continue working on algorithm engineering for WSP. In particular, we plan to continue developing ideas presented in this paper and in [4] to develop an efficient implementation of a modified version of our algorithm. We hope to obtain a more efficient implementation than the one presented in this paper. We also plan to try different experimental setups. For example, in this paper, we have used a uniform random distribution of authorizations to users with an upper bound at 50% of the number of steps for which any one user can be authorized. In some practical situations, a few users are authorized for many more steps than others. We have only considered counting constraints, rather than a range of user-independent constraints. In some ways, imposing these constraints enables us to make meaningful comparisons between the two different algorithms, but we would still like to undertake more extensive testing to confirm the initial results that we have obtained for this particular family of instances of WSP. 
