In this paper we maximize a class of functionals under certain constraints. We find necessary and sufficient conditions for these maximizers to exist and be unique. Moreover, we characterize them and discuss the optimality of our results by constructing counterexamples when one of the hypotheses does not hold.
Introduction
Optimization problems appear in economics, mathematics, to name only a couple areas. They refer to minimizing, respectively maximizing a certain functional under several constraints. These problems are also connected with rearrangements. Often times the minimizers, or maximizers satisfy certain symmetry and monotonicity conditions, i.e. increasing or decreasing.
For (X, µ) a measure space, and F a cost function, one studies the following minimization problem: inf (s1,...,sn)∈Γ X F (t, s 1 (t), . . . , s n (t)) dµ(t), where Γ is a certain set of constraints. This is known as Monge's optimal problem with several marginals. See, for example [5] . The infimum is attained, in special cases, when s 1 , . . . , s n are nondecreasing functions.
Motivation
In [14] , the authors prove uniqueness of the minimum of the following variational problem:
Their problem is related to nonlinear optics, x is the position relative to the optical axis, G is determined by the index of refraction of the optical media and c > 0 is a parameter related to the wave speed. The constraint ensures that the total intensity of the associated beam of light is finite. In [11] , some properties of the minimum were shown: smoothness, exponential decay at infinity, shape. We are interested in the maximization problem:
sup G(|x|, u 1 (x), . . . , u n (x)) dx under similar constraints. By studying this problem, one gets a better understanding of the role of the gradient in (1.1) and its interactions with the integral functional (recall that inf u∈Sc |∇u| 2 = 0). Moreover, our maximization problem is strongly related to functional inequalities [7, 8] for which cases of equality were recenty established but neither characterization nor uniqueness results were shown. Our problem is also heavily connected to variational problems for steady axisymmetric vortex rings in which kinetic energy is maximized subject to prescribed impulse. This involves the maximization of a Riesz-type functional under constraints. In [4, Proposition 8] , G.R. Burton reduces this problem to the optimization of the Hardy-Littlewood functional. However his method only applies to very special integrands( namely product ones). In order to study more general operators arising in physics, the determination of the maximizers of the problem stated above is crucial.
For a supermodular integrand F [13] , we have the generalised Hardy-Littlewood inequalities [2, 3, 6] :
where f * 1 , . . . , f * n are the symmetric decreasing rearrangements of f 1 , . . . , f n , respectively, and X is a particular metric space. For the definition of the symmetric decreasing rearrangement and X, see Section 2.
In this paper we will find necessary and sufficient conditions to obtain existence and uniqueness of the maximizers of the following problem:
We will show that this supremum is in fact attained and that the functions h 1 . . . , h n must be symmetric decreasing under the assumption that the function f is strictly symmetric decreasing. The intial step in solving (1.3) is the case n = 1, F (x, y) = xy and X = R. The classical Hardy-Littlewood inequality [10, 1] for two functions is:
If we assume that f is strictly symmetric decreasing, then the maximizer g (satisfying certain mean and growth constraints) must also be symmetric decreasing, and it can be expressed in terms of a certain level set of f . The fact that f is strictly symmetric decreasing implies that every ball is a level set of f . Indeed, if we define
with A the ball centered at the origin with measure 1. This problem is closely related to the "bathtub principle" [12] which says the following: on a measure space (X, µ) with a function f :
Assumptions and the main result
Let (X, µ) be the Euclidean space R m with the Lebesgue measure, the sphere S m with the canonical measure, or the hyperbolic space H m with the canonical measure. We equip X with the standard metric d, and we choose a special point o ∈ X to serve as the origin or the north pole. Given positive numbers l i , k i (fixed), i = 1, . . . , n, we define the sets:
Consider some generic set C i and a function g ∈ C i . We define the symmetric decreasing rearrangement of g, denoted by g * , as follows:
By Chebysev's inequality applied to g, we have:
and thus, all level sets of g have finite measure at every height t > 0. Clearly, g * is symmetric decreasing and its level sets have the same measure as the corresponding level sets of g.
Let F be a supermodular function satisfying additional conditions. We assume that f : X → R + is a strictly symmetric decreasing function, and we study the optimization problem:
We show that the supremum is actually achieved, and the problem admits a unique solution with g 1 , . . . , g n symmetric decreasing functions. The numbers k i , l i must also satisfy the following condition: l 1 /k 1 = l 2 /k 2 = . . . = l n /k n . Of course, we know that in general
and we expect the maximizers to be symmetric decreasing [3] .
Fact 2.1 (a) If F is supermodular and F (x, 0) = 0 for every x ∈ R + , then F (·, y 0 ) is increasing for every fixed y 0 .
(b) For every fixed
Proof. (a) Fix y 0 and consider
The Hardy-Littlewood inequality
In what follows, we sometimes write F (f, g 1 , . . . , g n ) for X F (f (x), g 1 (x), . . . , g n (x)) dx.
Recall that given positive numbers l i , k i , we defined the class
We also use the following definition:
Proposition 3.1 Let f : X → R + be strictly symmetric decreasing and let F : R 2 + → R be a Borel measurable supermodular function satisfying the following conditions:
Moreover, the right-hand side is always finite.
Remark 3.1 Given l 1 and k 1 the conclusion of the proposition is still valid if we only suppose that f is non-increasing and there exists t 1 such that µ({f > t 1 }) = l 1 /k 1 .
from which we conclude that F + (f, h) is integrable for every h ∈ C 1 . However, F − may not be integrable and then the integral 
This follows from the following inequalities:
and |{f > t 1 }| is finite. Now we prove the main inequality. Let h be a function in C 1 , that is 0 ≤ h ≤ k 1 and X h(x) dx ≤ l 1 . If F (f, h) equals −∞ then there is nothing to prove. Otherwise, F (f, h) is integrable (see Note 1 above) and we have the following:
In the first inequality we used Fact 2.1 (a) (F is increasing in the first variable), and in the second inequality Fact 2.1 (b) and condition (2) in the Proposition. In the second equality we used the fact that both {f ≤t 1 
On the set {f > t 1 }, and using that F is supermodular, we have:
Integrating over the set of finite measure {f > t 1 } and using our assumption that
Remark 3.2 We can also treat various problems using the same method as in Proposition 3.1. For example, we define a set
Proposition 3.2 Let f : X → R + be strictly symmetric decreasing and let F : R 2 + → R be a Borel measurable supermodular function satisfying the following conditions:
Let {f > t 1 } be a level set of f with measure l 1 /k 1 and g = k 1 χ {f >t 1 } . Then g ∈ C 1 and:
Moreover, the right-hand side is finite.
Proof. LetF (s 0 , s 1 ) = F (s 0 , s 1 ) − F (s 0 , 0) and apply Proposition 3.1 to get
Again, the LHS of (3.1) may be −∞ in some cases.
Note. Condition (2) 
Notice that both g and h belong to C 1 . We compute the following integrals:
The next proposition involves three functions of which one is strictly symmetric decreasing.
Proposition 3.3 Let F : R 3 + → R be a Borel measurable function satisfying the following conditions:
(1) F (s 0 , s 1 , 0) = 0, for all s 0 , s 1 ∈ R + , tF (a, b, c) , for every (a, b, c) ∈ R 3 + , and every t ∈ (0, 1), (3) F is increasing in the second variable, (4) F (·, s 1 , ·) is supermodular for every fixed s 1 .
Let f : X → R + be a strictly symmetric decreasing function. Given any positive numbers l 1 , l 2 , k 1 , k 2 with l 1 /k 1 = l 2 /k 2 , we define functions g 1 = k 1 χ {f >t1} and g 2 = k 2 χ {f >t1} , with t 1 chosen so that |{f > t 1 }| = l 1 /k 1 = l 2 /k 2 . Then, for any h 1 ∈ C 1 and h 2 ∈ C 2 , the following inequality holds:
where the LHS may be −∞. Moreover, the right-hand side is finite.
Note. F is increasing in the first variable by Fact 2.1.
Proof. Using condition (3) and splitting the integral into two sums, and using the fact that f is increasing in the first variable, we obtain:
In the first integral below, we use Fact 2.1 (b), and in the second integral we use condition (2) in the Proposition.
We have shown that (g 1 , g 2 ) is a maximizer of the following problem:
Definition 3.1 We say that F : R 2 + → R is strictly supermodular if whenever x 1 < x 2 and y 1 < y 2 , strict inequality holds: F (x 1 , y 1 )+F (x 2 , y 2 ) > F (x 1 , y 2 )+F (x 2 , y 1 ).
The following result can be proved in the same way as Fact 2.1. Fact 3.1 (a) If F is strictly supermodular and F (x, 0) = 0 for every x ∈ R + , then F (·, y 0 ) is strictly increasing for every fixed y 0 > 0.
(b) For every fixed ·) is strictly increasing. (1) F (s 0 , s 1 , 0) = 0, for all s 0 , s 1 ∈ R + , tF (a, b, c) , for every (a, b, c) ∈ R 3 + , and every t ∈ (0, 1), ·, y) is strictly increasing for every fixed x, y > 0, s 1 , ·) is strictly supermodular for every fixed s 1 .
Let f : X → R + be a strictly symmetric decreasing function. Given any positive numbers l 1 , l 2 , k 1 , k 2 with l 1 /k 1 = l 2 /k 2 , we define functions g 1 = k 1 χ {f >t1} and g 2 = k 2 χ {f >t 1 } , with t 1 chosen so that |{f > t 1 }| = l 1 /k 1 = l 2 /k 2 . Then, the maximizer (g 1 , g 2 ) in Proposition 3.3 is unique.
Note. The condition l 1 /k 1 = l 2 /k 2 is necessary in order to obtain uniqueness of maximizers. Here is an example. Let k 1 = 1, l 1 = 2 and k 2 = 2, l 2 = 1. We define f (x) = e −|x| , F (x, y, z) = xyz and functions:
, which shows that both (g 1 , g 2 ) and (h 1 , h 2 ) are maximizers.
Proof. Suppose (g 1 ,g 2 ) is another maximizer couple and thatg 2 < k 2 on a set of positive measure of {f > t 1 }. Using the same steps as in the proof of Proposition 3.3 and Fact 3.1 (b), we obtain:
which gives a contradiction with the fact that (g 1 ,g 2 ) is a maximizer. Thus, we must haveg 2 = g 2 a.e. Next, assumeg 1 < k 1 on a set of positive measure of {f > t 1 }. Then, using conditions (1) and (3), we have:
and again we obtain a contradiction. This proves that the maximizing couple (g 1 , g 2 ) is unique. (1) |F (f, g 1 , 0)| < ∞, for every g 1 ∈ C 1 , F (a, b, c) − F (a, b, 0) ), for every t ∈ (0, 1), ·, 0) is increasing for any fixed a, c, (4) F (·, b, ·) is supermodular for every fixed b.
Then:
Under the additional assumptions that F (a, tb, 0) − F (a, 0, 0) ≤ t(F (a, b, 0)−F (a, 0, 0)), |F (f, 0, 0)| < ∞, and F (·, ·, 0) is supermodular, we obtain that F (f, h 1 , 0) ≤ F (f, g 1 , 0), which together with (3.3) yields:
Proof. To prove (3.3) we considerF (x, y, z) := F (x, y, z) − F (x, y, 0) and we apply Proposition 3.3. The last inequality is deduced from the additional assumptions together with Proposition 3.2. Indeed, the following inequality holds:
The next theorem is a generalization of the previous results to n functions. The proof is very similar to the proof of Proposition 3.3, and will therefore be omitted. (1) F (s 0 , s 1 , . . . , s n−1 , 0) = 0, for all s 0 , s 1 , . . . , s n−1 ∈ R + , (2) F (a 0 , a 1 , . . . , a n−1 , ta n ) ≤ tF (a 0 , a 1 , . . . , a n−1 , a n ), for every t ∈ (0, 1),
(3) F is increasing in the 2, 3, . . . , n − 1 variables, (4) F (·, a 1 , . . . , a n−1 , ·) is supermodular for every fixed a 1 , . . . , a n−1 .
Let f : X → R + be a strictly symmetric decreasing function. Given any positive numbers l 1 , k 1 , l 2 , k 2 , . . . , l n , k n with l 1 /k 1 = l 2 /k 2 = . . . = l n /k n , we define functions g 1 = k 1 χ {f >t1} , g 2 = k 2 χ {f >t1} , . . . , g n = k n χ {f >t1} with t 1 chosen so that |{f > t 1 }| = l n /k n . Then, for any h 1 ∈ C 1 , h 2 ∈ C 2 , . . . , h n ∈ C n the following inequality holds:
Note. Conditions (1) − (4) in Theorem 3.2 correspond to the case (1, n). The theorem remains valid if we restate these conditions for the case (1, k), k = 2, . . . , n− 1. More precisely, here are the new conditions:
(1) F (s 0 , . . . , s k−1 , 0, s k+1 , . . . s n ) = 0, (2) F (a 0 , . . . , a k−1 , ta k , a k+1 , . . . , a n ) ≤ tF (a 0 , . . . , a n ),
(3) F is increasing in the 2, . . . , k − 1, k + 1, . . . , n variables, (4) F (·, a 1 , . . . , a k−1 , ·, a k+1 , . . . , a n ) is supermodular. Theorem 3.3 (Existence and Uniqueness of Maximizers) Under the conditions of Theorem 3.2 and the additional conditions that F is strictly increasing in the 2, . . . , n − 1 variables and that F (·, a 1 , . . . , a n−1 , ·) is strictly supermodular for every fixed a 1 , . . . , a n−1 , we have uniqueness of the maximizers g 1 , . . . , g n .
The proof of the uniqueness result is similar to the proof of Theorem 3.1.
Note. Again, Theorem 3.3 remains valid if the hypotheses corresponding to the case (1, n) are replaced by those corresponding to the case (1, k) . for s ∈ (0, 1] and applying the theorems involving F and the function f (x) = e −|x| . One can also state what conditions G must satisfy in order for the theorems involving F to apply.
