Introduction
Consider a K-principal fibre bundle P π −→ M and fix a connection A on P . Suppose an ad(P )-valued 1-form α defines a bundle isomorphism T M ∼ = −→ ad(P ). We will associate to any such triple (π, A, α) a K-invariant almost complex structure J α on P . In the first section we give explicitely the integrability condition of J α . This condition is equivalent to a system on non-linear differential equations of the pair (A, α).
In the second section we make the further assumption that K is a compact Lie group and we fix an ad-invariant inner product on its Lie algebra k. This induces the structure of an Euclidean vector bundle on ad(P ) and therefore we get an induced metric g α on the base M. We show that the pull-back of the linear connection ∇ A on ad(P ) via α is the Levi-Civita-Connection of (M, g α ) if and only if the first of the of our integrability equations is satisfied. The second integrability equation implies that the sectional curvature of g α is non-positive in general. Moreover in the case K = SU(2) or K = SO(3) the metric g α will be hyperbolic. Therefore we get a relation between our integrability problem and hyperbolic geometry. In particular the bundle of orthonormal oriented frames of every hyperbolic oriented 3-manifold is naturally a complex manifold.
In the third section we get an equivalence between the complete integrability of J α -holomorphic vector fields and the geodesic completeness of (M, g α ), if the first integrability equation is satisfied. In the case where (M, g α ) is complete and J α is integrable we use this equivalence in the fourth section to obtain a holomorphic action of the complexified Lie group G = K C on the complex manifold P . This action is locally free and transitive if M is connected. One also gets a g-valued holomorphic form ω whose real part is just the connection form of A.
In the last section we discuss some restrictions of holomorphic maps from Riemann surfaces Y to P . First we show that if Y f → P is a holomorphic map such that f * ω is of scalar form (i.e. f * ω = Z ζ for a constant element Z ∈ g and a holomorphic form ζ), then f factorises through an elliptic curve. Finally we consider holomorphic maps Y f → P such that the induced mapf : Y −→ M is conformal with respect to the canonical almost complex structure J 0 of Y (i.e.f * g α (u, J 0 u) = 0 for all u ∈ T Y ). This differential geometric hypothesis has then an interesting algebraic geometric consequence: If f is non-constant, then the holomorphic map Y −→ P 2 C associated with f * ω factorises through a smooth quadric.
1 A class of almost complex structures on principal fibre bundles
Main construction
If one is given an isomorphism of vector spaces α :
α 0 defines a complex structure on the vector space V ⊕ W . Let K be a compact Lie group 1 and suppose given a K-principal fibre bundle P π −→ M, where P, M are supposed to be differentiable 2 manifolds. We denote the free right-action 3 by ρ : P × K −→ P . We suppose also given a connection A on P . This gives a splitting of its tangent bundle into the horizontal and the vertical subbundle
(By definition V is the kernel bundle of π * : T P −→ T M). Thus if dim(K) = dim(M) and if one has given ∀p ∈ P an isomorphism α p : A p ∼ = −→ V p in a differentiable manner, then one is able to construct an almost complex structure on P . Now it is natural to suppose that α commutes with the given right-action of K on P . This will assure later that right-translations become holomorphic. We recall that to each element X ∈ k, where k denotes the Lie algebra of K, there corresponds a vertical vector field, noted X # and these vector fields span the vertical bundle, which is though trivial. Furthermore # is a Lie algebra homomorphism. In fact one differentiates the right-action P × K ρ −→ P in the second argument at the identity to obtain a mapping P × k −→ T P or k −→ Γ(P, T P ). These vector fields are equivariant with respect to right-translations in the following sense
where R g (p) = ρ(p, g) ≡ pg and (R g ) * ,p is its derivation at p. We suppose now given α ∈ A 1 ad (P, k), a tensorial 1-form of type ad, such that
is an isomorphism for each p ∈ P . By definition of a tensorial form [KN1] α is zero on vertical vectors and α being of type ad means the commutation of the following diagram
Of course the existence of such an α is a strong topological hypothesis. Indeed this means that the vector bundles T M and the associated bundle ad(P ) = P × ad k to the adjoint represenation must be isomorphical. Then P is also parallelisable. The compostion # • α ≡ α # is then a K-invariant isomorphism of the bundles A and V with the required properties (we note α instead of α| A , but we bear in mind that even though α is defined without specifying a connection, we need to have specified a connection so that α −1 makes sense). We may thus define
J α is an almost-complex structure on T P .
Integrability condition
The most natural question to ask from the viewpoint of complex geometry is whether J α is integrable, this means, whether J α comes from a complex manifold structure on P.
Proposition 1.1 For the almost-complex structure J α to be integrable it is necessary and sufficient that the following two questions hold:
In particular the curvature is entirely determined by α and the Lie algebra k.
We recall that J α is integrable if and only if the Nijenhuis tensor N Jα , defined by
for ζ, ξ ∈ Γ(P, T P ), vanishes identically [KN2] . We note that as N Jα is a tensor, its value N Jα (ζ p , ξ p ) for a given p ∈ P does not depend on the extension of the vectors ζ p , ξ p to vector fields ζ, ξ. The proof of the above proposition will be based on the annulation of the Nijenhuis tensor. Before we make some usable observations. Lemma 1.1 Let u be a vector field on M and letũ be his horizontal lifting to P , uniquely determined by (R g ) * ũ =ũ and
Proof: The vector field is given by
This vector field satisfies, thanks to the above commutative diagram (the fact that α is equivariant) and the fact thatũ is K-invariant, the following equation:
In compact notation
On the other side one has the defining equation for the flow
, one has the statement by the uniqueness of the solution to a Cauchy problem with fixed initial condition.
We note ω A the connection form corresponding to the connection A. One than has for two horizontal vector fields w, z the following equation
for all p ∈ P , which follows by the structure equation of Cartan.
Let ad : k → gl(k) be the Lie algebra homomorphism corresponding to the adjoint represenation ad : K → Gl(k), that is ad is the derivation of ad at the identity and is therefore just the endomorphism induced by the Lie bracket. Let η ∈ A 1 ad (P, k) be a tensorial 1-form of type ad. Then one has
or more explicitely for two vectors ζ, ξ
We begin now the proof of the above proposition. By the fact that N Jα is a tensor it suffices to consider the following three cases for the argument of N Jα separately, that is N Jα (X 
We denote π A respectively π V the projection from T P to the horizontal subbundle A respectively to the vertical subbundle V . We notify that the vertical projection is just given in terms of the connection form by
Calculation and vanishing of
We work through the manipulation by pieces.
2. The one-parameter flow of X # is given by ϕ t X # (p) = pe tX = R e tX (p). With the above diagram this gives:
In particular this vector is horizontal and thus
3. By the above remark on the Lie bracket of two horizontal vector fields one has the following relation of [α −1 (X), α −1 (Y )] to the curvature of A:
This gives the vertical component:
Thus the Nijenhuis tensor applied to the two vertical vector fields gives
We realize that the vanishing condition of the horizontal component of
is given, by the fact that α p is an isomorphism for all p ∈ P , in the following manner:
But we have
Thus, since X, Y ∈ k and p ∈ P are arbitrarily chosen, we need that
The vanishing of the vertical component requests
for all X, Y ∈ k and all p ∈ P .
Calculation and vanishing of N Jα (ũ,ṽ) Letũ p ,ṽ p ∈ A p whereũ,ṽ are horizontal liftings of vector fields u, v on M. We calculate
We first examinate the Lie bracket of the two vector fieldsũ and α(ṽ) # . By the well known characterization of the bracket in terms of flows one has
where ϕ t u denotes the flow ofũ. We define the auxiliary map
Then F s = F (., s) is a path in T p P for all s allowed as well as F t = F (t, .) is for all t allowed. One has
and the Leibniz rule
If we pose
where we used the K-invariance of ϕ t u in the fourth equality. On the other side
In particular this vector is vertical. This implies for the two last terms of N Jα (ũ p ,ṽ p ) the equation:
By the same way we obtained (6), we get (in using the invariance of ϕ t α(ũ) with respect to K)
This gives the fomula
The vanishing of the horizontal component of N Jα (ũ p ,ṽ p ) requests as before that d A α = 0. In order to translate the condition for the vanishing of the vertical component we first make some manipulations of (α(ũ)
But taking in account the formula (3) we get
and its vanishing is expressed by
Calculation and vanishing of N Jα (ũ, X # ): Let finally be X ∈ k andũ p ∈ A p wherẽ u is a extension which is the horizontal lifting of a vector field u on the basis M. We calculate
We observe immediately that
For the remaining two terms we calculate
on the one hand, but on the other hand
We simplify the first term by use of the Cartan structure equation
We obtain finally
For the vanishing of the vertical component of N Jα (ũ, X # ) we need to have as before
As α p is an isomorphism for all p ∈ P , we have vanishing of the horizontal component if and only if α(π A N Jα (ũ p , X # p )) = 0. But this is precisely the expression
We calculate as before
Thus finally the vanishing of the horizontal component of N Jα (ũ, X # ) is equivalent to the condition
We see now that the conditions (5), (8) and (10) are all equivalent to the condition
where we use the "hybrid notation" [.∧.] meaning wedge-product on the form component and Lie bracket on the Lie-algebra-component, explicitely
This achieves the proof of the above proposition.
Integrability and induced metrics on the base
The integrability equations are in general very difficult to solve. However we will get solutions in geometrical terms by the following idea: We endow the base M with a metric g α induced by α and an ad-invariant inner product on k. We then get very interesting relations between the curvature of (M, g α ) and the integrability conditions. Let us first agree upon some notation. We know [KN1] that there is an isomorphism between the ad-invariant tensorial forms on P with value in k and the forms on M with value in the associated bundle ad(P ). We denote this isomorphism by
which is given by the formula
, where theũ i are horizontal liftings of the vectors u i and where [p; X] denotes the class of (p, X) ∈ P × k in the adjoint bundle. We denote ∧ the inverse of
γ(π * λ 1 , . . . , π * λ k ). As K was supposed to be a compact Lie group, we are sure about the existence of an ad-invariant metric, that means a metric ., . with
for all g ∈ K and X, Y ∈ k. By this fact and the construction of the associated bundle ad(P ) = P × ad k we get the structure of an Euclidean vector bundle on ad(P ). Let us denote t the corresponding metric. Now as by assumption ∨ α is an isomorphism T M −→ ad(P ), we can pull back the metric t to T M to obtain a Riemannian metric g α on M. ∨ α becomes than an isometry of Euclidean vector bundles.
The connection A on P induces a linear connection ∇ A on ad(P ). In what follows we use two of the equivalent notions of ∇ A [KN1] which we briefly recall. Let σ be a section of ad(P ) (this is an element of A 0 (M, ad(P ))). Then
Another equivalent definition is constructed as follows: Let τ = (x(t)) be a curve on M. τ t+h t (p) is then the end point of the unique horizontal lifting of τ beginning at p ∈ π −1 (x(t)) and ending in π −1 (x(t + h)). This gives the notion of parallel displacement in P . This construction carries over to parallel displacement in the associated bundle by the formula
(which is defined independtly of representatives). For a section σ of the associated bundle one then defines
There is an associated generalizing operator d ∇ A on forms with value in the associated bundle which is defined by
and s ∈ A 0 (M, ad(P )). The curvature of the connection ∇ A , applied to a section σ of ad(P ), is given by
using (3).
With the given structure we can naturally define a linear connection ∇ on T M by the formula
As ad operates by isometries on k the connection ∇ A is compatible with the metric t .
As ∨ α is an isometry ∇ is compatible with the metric g α . Proof: Fix p ∈ P and let
As we easily see that u, v] , and as α is a tensorial form we get finally, using also the definition of d A , that
The claim follows.
Proposition 2.2 Suppose the above integrability equations satisfied. Then the Riemannian curvature R ∇ of ∇ is given by the formula
with the above notations. Its sectional curvature is always negative.
Proof:
The curvature formula follows from the above formula (11) and the definition of
as well as the explicit form of F A given by the integrability equations. For the sectional curvature we notice first that:
for all X, Y, Z ∈ k. This follows from the ad-invariance by derivation
Now the sectional curvature K(< u, v >) of the plane < u, v > spanned by the orthonormal vectors u, v ∈ T x M is given by
By the curvature formula, the above formula (12) and the definition of g α we get:
2.1 Special cases K = SU (2) and K = SO (3) We shown here that the integrability conditions are related to hyperbolic geometry. Recall that the Lie groups SU(2) and SO(3) are locally isomorphic, hence they have isomorphic Lie algebras. There is an ad-invariant metric on su(2) ∼ = so(3) given by
Theorem 2.1 Let P π −→ M be an SU(2)-or SO(3)-principal fibre bundle and ∨ α :
T M −→ ad(P ) an isometry, where ad(P ) posses the metric induced by the above metric on su(2) respictively so(3). If the almost-complex structure J α is integrable, then (M, g α ) has constant negative sectional curvature.
Proof: We recall the Pauli-matrices
Then the matrices
form an orthonormal basis of (su(2), ., . ) and satisfy to the relation
If now the vectors u, v ∈ T x M form an orthonormal basis of < u, v > ⊆ T x M, then the elements
are orthonormal in ad(P ) x and thus Z, W are with respect to (su(2), ., . ) The decompositions with respect to the above orthonormal basis W =:
We use the formula for the sectional curvature in the last proof now:
This result leads to the question whether on all hyperbolic 3-manifold there is a principal-fibre-bundle with an integrable almost complex structure. This is indeed the case.
Theorem 2.2 Let (M, g) be a hyperbolic oriented 3-manifold. Then the SO(3)-principal fibre bundle P SO(M ) of orthonormal oriented frames has a natural integrable almostcomplex structure.
As a consequence every such principal-fibre-bundle is naturally a complex 3-dimensional manifold.
Proof: We begin by defining
∨ α which becomes an isometry T M ∼ =
−→ ad(P ). To this end we first define
where the image L x of an element x ∈ R 3 is the endomorphism defined by L x (y) := x × y with × the usual vector product. This is indeed well defined since L x is anti-symmetric and traceless. L is a Lie algebra isomorphism and has the important equivariance property given by the following commutative diagram
If now we define the metric on so(3) which is one half the usual metric given by the trace formula, then L becomes an isometry.
We recall that the tangent bundle T M is isometrical to the associated bundle of the orthonormal oriented principal fibre bundle P SO(M ) with respect to the canonical representation of SO(3) which leaves the usual metric on R 3 invariant.
We identify these euclidean vector bundles. Thanks the above commutative diagram we may safely define:
Let ∇ denote the Levi-Civita-Connection of (M, g), and let A be the associated connection in P SO(M ) . Let ∇ A denote the induced connection on ad(P ).
This lemma is true as one finds by going to local sections and by the above diagram for L.
The lemma implies (
As by a former proposition d A α = 0 is equivalent to T ( ∨ α) −1 (∇ A ) = 0, we get d A α = 0 by the fact that ∇ is torsion free. By the lemma we get F ∇ A = F ∨ α(∇) . We know R ∇ ≡ F ∇ by assumption, thus we get, by the fact that ∨ α is an isometry, the relation
But as we supposed the sectional curvature to be constant we get the formula
We calculate now an explicit formula for F ∇ A which we will use later. Let s ∈ ad(P ) x with s = ( ∨ α)(u). Then
If now we define s =:
, we get the final formula
We want to find
since this will imply that
. Indeed this then follows by the formula (11) and the fact that ad is injective, since surely so(3) is without non-trivial center. We calculate now the right side of the last equation, using the above notations.
Now comparing with (13), we get have the equation in question (14) if and only if we have
for all U, V, W ∈ k. This is really the case for κ = −1 since then, using the fact that L is a Lie-algebra isomorphism, this equation reduces to the well-known vector-product identiy in R
where v = [p, v] , p an orthonormal frame and v ∈ R 3 , respectively for w, u.
This completes the proof.
J α -holomorphic vector fields and completeness
We stay in the case of a Riemannian manifold (M, g α ) with an isometry
We will not suppose J α to be integrable in this section, but only that d A α = 0. We will show that there is an equivalence between the fact that naturally occuring J α -holomorphic vector fields are completely integrable, meaning that they come with J α -holomorphic integral curves extending to C, and the fact that (M, g α ) is geodesically complete.
Proposition 3.1 The J α -holomorphic vector fields (sections of T 10 P )
are completely integrable if and only if (M, g α ) is geodesically complete.
is already a horizontal lifting of c(t).
Let c(t) be a geodesic on
Set
As we have seen in the proof of (1.) we get
as well as ∇ċ (t)ċ (t) = 0. By the equation (15) they have the same initial condition. Now by the uniqueness of the solution of a Cauchy problem we get the claim, at least for t in a certain neighbourhood of 0.
We continue with the proof of the proposition. Let c(t) be a geodesic on M, defined in a neighbourhood of 0. Let X ∈ k be as in the formula (15). The vector field X # − i J α X # is completely integrable by assumption, thus there is a map ϕ : C −→ P which is J α -holomorphic, that is
) and which satisfies ϕ(0) ∈ π −1 (c(0)). The map y → ϕ(0 + iy) is an integral curve of the horizontal vector field J α X # which composed with the projection on M is the geodesic c, as we have seen before. This is true at least in the neigbourhood where c is defined. But the map y → ϕ(0 + iy) has a continuation to the whole of R, so c posseses a continuation.
Let now M be geodesically complete. Consider the application
for an arbitrary but fixed p ∈ P . Since the Lie bracket of the two vector fields X # and J α X # vanishes (this can be seen by calculation as above for the vanishing of the NienhuisTensor), we know that the two associated flows commute, thus the above application is J α -holomorphic. This implies for an allowed value t that we can variate in the s-direction on the whole real line. Thus the maximal domain of definition is always of the form I × R with I open and connexe in R. We actually want to show that I = R. We denote ϕ(t) := ϕ t JαX # (p) and know that c(t) := π • ϕ(t) is a geodesic on M, defined for t ∈ I. Suppose t 0 := sup(I) < ∞. By the geodesic completeness of M we get a geodesic c : R −→ M withc| I = c. Let β be a horizontal lifting ofc such that β(0) = ϕ(0) (the lifting β(t) exists for all t in the domain of definition ofc, see [KN1] p. 69.). We then have by construction β| I = ϕ, and in particulaṙ
t < t 0 for t < t 0 . But as all is smooth, we get by passing to the limit t → t 0 , t < t 0 thaṫ
Thus we have t 0 ∈ I and by maximality we get a contradiction. In the same manner we get inf(I) = −∞ and thus the above J α -holomorphic application extends to C. Thus all vector-fields of the type X # − iJ α X # are completely integrable.
4 Transitive holomorphic right-action from the complexified group K C We will suppose here the almost complex structure J α to be integrable and the base (M, g α ) to be geodesically complete. Let G = K C be the complexification of the compact Lie group K [BtD] , [Ho] . We will now show that there is a natural holomorphic action of G on P which is locally free and an extension of the action ρ defined on P × K. It is transitive provided M is connected. We finally obtain a natural g-valued holomorphic 1-form on P .
We recall the KP-decomoposition of the complexification of a compact Lie group [HH] : there is a diffeomorphism G ∼ = K × k which gives the unique decomposition g = k e iX of an element g ∈ G with k ∈ K, X ∈ k. This is just the usual polar decomposition for G = Gl(n, C). We now define a holomorphic map which is a priori no group action.
The integrability conditions imply that ψ * ,e is a homomorphism of (real) Lie-algebras. It becomes C-linear after passing to the complexified tangent space of T P . By the second fondamental theorem of Lie there is thus associated a holomorphic local action ϕ of G on P with Lie-algebra homomorphism ψ * ,e [Ak] . By the associated one-parameter transformation groups one sees that ϕ has to coincide with ψ where ϕ is defined. That ψ is a global action follows now from an identity theorem argument. We write ψ = ρ C in what follows, indicating the extension of the already existing action ρ.
We get now a g-valued holomorphic 1-form ω on P . Note that for all p ∈ P ρ C p : g −→ T p P is an isomorphism. We define
Clearly ω is a holomorphic form, since it satisfies ω • J α = iω. We note that the real part of ω is just the usual connection form ω A .
G acts transitively on P if M is connected, as one sees by the fact that every two points on the base M may then be joined by a geodesic. In general this geodesic is not unique and thus the action of G is generally not free.
Holomorphic maps from Riemann surfaces
We suppose here P being a complex manifold with M geodesically complete. An interesting question that arrises is the following: For Y a compact Riemann surface, are there non-constant holomorphic maps Y −→ P ?
Winkelmann [Wi] showed that for certain elliptic curves Y , there are holomophic maps to P ∼ = Γ \ G for G = SL(2, C) and Γ cocompact. We are interested in general genus and therefore seek some restrictions to holomorphic maps from general Riemann surfaces. We will show here that a holomorphic map Y −→ P , such that f * ω is of scalar form, factorises through an elliptic curve.
Lemma 5.1 Let f : Y −→ P be holomorphic. Knowing f * ω, we can reconstruct f .
Proof: Let z 0 be an arbitrary but fixed point on Y , let f (z 0 ) = p 0 and let Γ be the stabilisator of the transitive G-action starting at p 0 . If we have a curve p(t) = p 0 g(t) with g(0) = e, then we getṗ
By construction of ω one gets thus
This means g(t) solves the ordinary differential equatioṅ
That a solution extends always to the domain of definition of p(t) follows from the lemma in [KN1] (p.69).
Now let τ = (y(t)) t∈[0,1] be a curve in Y starting from z 0 . If we now define
then one has the differential equation for ġ
This means we get f (y(1)) = f (y(0)) g (1), where g(t) is obtained by the last differential equation, depending only on f * ω. Surely g(t) depends on the curve y(t) chosen.
This yields to the question whether the inverse is true, given a holomorphic form η on Y with value in g, does there exist a holomorphic map f : Y −→ P such that f * ω = η ?
Let η be a holomorphic form on Y with value in g. For a holomorphic map f : Y −→ P with f (z 0 ) = p 0 to exist, we need the following necessary condition: For all closed curves τ = (y(t)) t∈ [0, 1] at z 0 ∈ Y the solution of the ordinary differential equatioṅ
has the property g τ (1) ∈ Γ where Γ is the stabilisator of p 0 . In fact let z ∈ Y and let τ z , τ z be paths from z 0 to z. One then has
Thus one needs g τz (1)gτ z (1) −1 ∈ Γ.
Proposition 5.1 let η be a holomorphic form with value in g which is of "scalar form" in the following sense: there is a holomorphic differential form ζ and an element Z ∈ g such that η = Z ζ .
1. There exists a holomorphic map f : Y −→ P with f * ω = η and f (z 0 ) = p 0 if and only
If this is the case, than each such holomorphic map factorises through an elliptic curve. This means we have the commutative diagram
where all applications are holomorphic and where Y 0 is an elliptique curve.
Proof:
The above formula (18) has sense, since ζ is a holomorphic form on a Riemann surface, hence closed.
[ζ] dR is interpreted here via the isomorphism
We note also that the fact of η being of scalar form implies that the equation (17) is easily integrated by the defining relation of the exponential map [Wa] . We obtain for a curve τ z (t), t ∈ [0, 1] the Lie group element
We see in particular, that for a closed curve τ the integral is just the cohomology-homology pairing:
1. Let now f be holomorphic. By the above remark, so that f is well defined, we need for a closed curve τ that g τ (1) ∈ Γ. This must also be true for τ an arbitrary cycle, yielding (18). Now let the formula (18) hold. Then
is well defined, where τ z : [0, 1] −→ Y is an arbitrary curve from z 0 to z. f is holomorphic and by the construction f * ω = η.
2. We have thus the formula
where τ z is an arbitrary path from z 0 to z. As we have seen the choice of another curve τ z from z 0 to z will make differ the exponent by an element of the abelian group
). But these elements are mapped via the exponential to the stabilisator Γ, so that f factors in the following way:
Note thatf does not need to be a holomorphic (nor a differentiable) map, since in general the quotient C [ζ] dR (H 1 (Y ; Z)) does not even need to have the structure of a manifold. The group [ζ] dR (H 1 (Y ; Z)) may in general be quite complicated and even dense in C. But now the fact that Γ is a closed subgroup of G implies even that f factorises through the quotient of C by the closure of the group [ζ] dR (H 1 (Y ; Z) ). The group [ζ] dR (H 1 (Y ; Z)) being an abstract closed subgroup of the Lie group C, it must be a Lie subgroup by the Theorem of Chevalley. Thus f factorises in the following way
where nowf is at least differentiable, since the projection to C
homomorphism of Lie groups, and since the not well-defined function
can be made holomorphic for a certain class of curves τ z : one chooses for a given z 1 ∈ Y a complex coordinate neigbourhood U which is convex. Then τ z can be chosen as a curve going from z 0 to z 1 and then as the coordinate line from z 1 to z. By the fact that ζ is an holomorphic differential form we get the statement that this function is holomorphic. We now discuss the possible cases for [ζ] dR (H 1 (Y ; Z) ). If dim R [ζ] dR (H 1 (Y ; Z)) = 2, then f factorises over a point, thus is constant and thus factorises evidently over an elliptic curve. If dim R [ζ] dR (H 1 (Y ; Z)) = 1, then f must be constant. If it were not, f would be of rang at most 1, but otherwise f is an open map by the fact that it is holomorphic and non-constant, so every value in this open image is a critical value which is in contradiction to Sard´s theorem. We make three distinction in the final case dim R 
A factorisation property in a particular case
We return to the special case K = SO(3) and P = P SO(M ) . Let us begin with the following definition: Suppose we have a holomorphic curve f : Y −→ P with induced mapf : Y −→ M, that isf = π • f . We callf conformal with respect to the canonical almost complex structure J 0 of Y if 4f * g (u, J 0 u) = 0 for all u ∈ T Y . We will show that forf conformal and f : Y −→ P non-constant we get the following interesting algebraic geometrical fact: The holomorphic map Y −→ P 2 C associated to η = f * ω factorises through a smooth quadric in P 2 C. Let us note that iff is an immersion, then the condition onf to be conformal means that the complex structure induced byf * g (and the given orientation) coincides with the initial complex structure on Y . Identifying now so(3, C) with C 3 we see that for all z ∈ Y the two elements µ(z) = (µ 1 (z), µ 2 (z), µ 3 (z)) and µ ′ (z) = (µ From the above conformal compatibility condition we get thus (µ 1 (z)) 2 + (µ 2 (z)) 2 + (µ 3 (z)) 2 = 0
