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Negli ultimi anni l’ecienza energetica ` e divenuta un requisito fondamentale di qualsiasi
tipo di dispositivo che necessiti di elettricit` a per funzionare. La forte crisi economica e
i problemi legati all’inquinamento ambientale, infatti, hanno reso evidente il bisogno di
eliminare il pi` u possibile ogni tipo di spreco ottimizzando i consumi.
L’attenzione si ` e focalizzata anche sulle reti Ethernet che, dopo la grande diusione di
Internet e dei sistemi di comunicazione, si sono sviluppate con milioni di link in tutto il
mondo, che comportano un consumo complessivo tutt’altro che trascurabile. Ci` o ha presto
portato alla nascita dello standard Energy Eciency Ethernet (EEE), che ha appunto lo
scopo di ridurre lo spreco di energia dei nodi Ethernet durante le fasi di inattivit` a, cio` e nei
momenti in cui rimangono attivi senza la necessit` a di compiere trasmissioni.
Undiscorsoanalogopu` oesserefattoperleretiindustriali, alcunedellequalisonobasate
proprio sullo standard Ethernet e presentato gli stessi problemi dal punto di vista energetico.
Anche in questo ambito, quindi, ` e possibile ridurre notevolmente i consumi dei nodi, imple-
mentando ad esempio i meccanismi proposti per le reti Ethernet e ottimizzando l’ecienza
energetica.
In questa tesi verranno descritte le caratteristiche fondamentali dello standard EEE e il
funzionamento di Ethernet POWERLINK, una delle pi` u comuni reti Real-Time Ethernet
(RTE). Si presenter` a successivamente come possano essere implementati i meccanismi di
risparmio energetico in queste reti, riportando le simulazioni eettuate e le potenzialit` a di
riduzione dei consumi riscontrate.Introduzione
L’ecienza energetica di un processo ` e deﬁnita come rapporto tra la potenza in uscita e la
potenza in entrata. Negli ultimi decenni l’argomento ha acquistato molta importanza, tan-
to da divenire un requisito fondamentale per qualsiasi tipo di dispositivo tecnologico che
necessiti di energia elettrica per funzionare ed ha cominciato ad assumere un signiﬁcato
pi` u generico, infatti pu` o essere espressa come il ’rapporto o altra relazione quantitativa tra
i risultati in termini di prestazioni, servizi, beni o energia, e l’immissione di energia’ [7].
Grandi sforzi sono stati fatti per ridurre gli sprechi, ad esempio, nel settore residenziale, con
l’introduzione degli impianti di illuminazione a ﬂuorescenza o di elettrodomestici e sistemi
di riscaldamento ecienti [39].
Anche nel settore industriale sono state adottate numerose innovazioni in grado di ridurre
notevolmente i consumi, come l’introduzione di motori elettrici ad alto rendimento.
Lo scopo di questo progetto ` e quello di focalizzare l’attenzione su un aspetto di questo set-
tore ancora scarsamente tenuto in considerazione: il consumo dei sistemi di comunicazione
industriali. Di recente infatti ` e sempre pi` u diusa l’adozione di reti all’interno degli im-
pianti industriali, che permettono di creare sistemi distribuiti e che, in molti casi, utilizzano
protocolli basati sullo standard Ethernet a cui vengono aggiunti dei meccanismi in grado di
assicurare il determinismo richiesto da gran parte delle applicazioni industriali.
Alcuni passi in avanti per la riduzione dei consumi sono gi` a stati compiuti per le comuni
reti Ethernet, precisamente ` e stato deﬁnito un nuovo standard, denominato Energy Ecien-
cy Ethernet (EEE), avente lo scopo di limitare il pi` u possibile lo spreco da parte dei link
nelle fasi di inattivit` a, ovvero quando non vengono eettuate alcune trasmissioni. Tuttavia
questi meccanismi di ottimizzazione non sono ancora stati introdotti nelle reti industriali,
dove i nodi consumano costantemente anche quando non devono inviare o ricevere dati.
Per questo motivo verr` a descritta una delle reti pi` u diuse in ambito industriale, Ethernet
POWERLINK (EPL), e si mostreranno le potenzialit` a di riduzione dei consumi utilizzando
al suo interno gli algoritmi caratteristici dell’EEE.
Come per le comuni reti Ethernet il risparmio ottenuto da un singolo nodo risulta essere ir-xii Introduzione
risorio poich` e il suo consumo ` e decisamente ridotto. Osservando il problema tenendo conto
del grande numero di link presenti in tutto il mondo, ci si rende conto che le potenzialit` a di
risparmio dal punto di vista economico e di riduzione dell’impatto ambientale conseguenti
alla produzione di energia giustiﬁca ampliamente l’interesse su questo argomento. Altro
aspetto favorevole ` e che la creazione di nuove reti industriali in grado di ottimizzare il con-
sumo energetico non comporta un investimento aggiuntivo, ma richiede semplicemente di
adottare dei dispositivi che implementano gi` a lo standard EEE. Un discorso analogo pu` o
essere fatto per quanto riguarda l’aggiornamento delle reti gi` a presenti, in cui ` e richiesto
di sostituire le schede di rete precedentemente installate che, generalmente, hanno un costo
ridotto rispetto a quello degli altri dispositivi utilizzati in questo ambito.
Nel capitolo 1 verr` a presentata la struttura ed il funzionamento delle reti Ethernet e
la diusione, in campo industriale, delle reti Real-Time Ethernet (RTE) basate sullo stan-
dard IEEE 802.3 e in grado di assicurare trasmissioni deterministiche. Successivamente
nel capitolo 2 verr` a descritto lo standard EPL. In particolare si presenter` a il suo ciclo di
funzionamento, le tipologie di noti utilizzati, i frame trasmessi e le tempistiche che lo carat-
terizzano.
Alcuni algoritmi proposti per ridurre il consumo energetico nelle reti Ethernet vengono
presentati nel capitolo 3, in cui si prendono in considerazione due soluzioni che si sono
dimostrate inecaci, ma che hanno portato alla deﬁnizione dell’attuale standard EEE, in
grado di ridurre sostanzialmente gli sprechi in queste reti. Nel capitolo 4 verr` a descritto il
possibile utilizzo dello standard EEE nelle reti EPL, prendendo in esame tutti i vari casi che
si possono presentare e gli accorgimenti che si possono adottare per massimizzare la ridu-
zione dei consumi. Inﬁne, nel capitolo 5, verr` a presentato un modello dei nodi EPL, che si
utilizzer` a per simulare il consumo energetico di alcune reti POWERLINK e per stimare la
potenzialit` a di risparmio derivante dall’adozione dei meccanismi dello standard EEE.Capitolo1
Reti Ethernet in Ambienti Industriali
I sistemi di comunicazione in ambienti industriali sono generalmente costituiti da tre livelli
dierenti, ognuno associato a fasi diverse della produzione. Come si pu` o vedere in ﬁgura
1.1, si distinguono:
livello di dispositivo: rappresenta una piccola unit` a lavorativa in cui un dispositivo con-
trollore ` e connesso tramite linee ingresso/uscita ad alcuni dei sensori e degli attuatori
dell’impianto. ´ E caratterizzato dallo scambio di segnali ﬁsici e le comunicazioni sono
di tipo real-time, cio` e impongono deadline stringenti sulle trasmissioni;
livello di cella: rappresenta una unit` a di lavoro di medie dimensioni con la funzione di
coordinazione di pi` u dispositivi. Vengono eettuate trasmissioni di messaggi di di-
mensione maggiore rispetto al caso precedente ma le velocit` a sono inferiori e le
deadline imposte sono meno stringenti;
livello di impianto: ` e il livello pi` u esteso, che ha la funzione di programmare e gestire la
produzione. Le comunicazioni avvengono grazie a reti di grandi dimensioni in cui i
dati scambiati non sono critici ma la loro quantit` a pu` o essere rilevante.
Le tradizionali architetture di comunicazione che hanno caratterizzato i sistemi indu-
striali ﬁno agli inizi degli anni ottanta erano costituite esclusivamente da collegamenti se-
riali di tipo punto-punto. Il continuo sviluppo tecnologico e il crescere di necessit` a come la
modularit` a, la decentralizzazione del controllo, l’utilizzo di una diagnostica integrata, una
facile e rapida manutenzione e la diminuzione dei costi [37, 34], hanno presto portato alla
nascita delle reti di comunicazione di campo, chiamate anche ﬁeldbus, che hanno rivoluzio-
nato lo scambio di informazione soprattutto nei livelli di dispositivo e di cella.2 Reti Ethernet in Ambienti Industriali
Figura 1.1 – Descrizione della rete di un impiando industriale [44].
Dal punto di vista ﬁsico fanno uso del cavo coassiale, del doppino schermato o della ﬁbra
ottica, come avviene nelle comuni Local Area Network (LAN), ma si hanno delle dierenze
notevoli per quanto riguarda l’architettura di comunicazione e i protocolli utilizzati.
In ﬁgura 1.2 si pu` o notare come varia la struttura dei sistemi di comunicazione in-
dustriali quando vengono adottati i ﬁeldbus. Per come sono stati deﬁniti i due livelli in cui
queste reti vengono utilizzati, risulta chiaro che devono essere in grado di fornire le seguenti
funzionalit` a:
scambio di dati ciclico: ` e una funzione richiesta dal livello dispositivo che consente al
controllore l’acquisizione periodica di dati provenienti dai sensori e l’aggiornamento
periodico dei dati da inviare agli attuatori;
traco urgente asincrono: anche questa funzione ` e legata al livello dispositivo ed ` e ne-
cessaria a notiﬁcare rapidamente situazioni di allarme. Deve quindi essere assicurato
il trasferimento di piccole quantit` a di dati in tempi rapidi ed in corrispondenza di
eventi non predicibili;
messaggistica di alto livello: si tratta dello scambio di dati e strutture di dimensioni rile-
vanti tra i livelli di dispositivo e di cella oppure verso il livello impianto.1.1 IEEE 802.3 Ethernet 3
Figura 1.2 – Uso delle reti di comunicazione di campo negli impianti industriali [44].
Alcuni esempi di reti di comunicazione di campo in grado di assicurare performance
deterministiche1 sono WorldFIP [20], Proﬁbus [22], P-Net [32], DeviceNet [12] e CAN
[29], molte delle quali sono incluse nello standard internazionale IEC 61158 [30].
In alcune applicazioni, come quelle di motion control [21], le performance fornite da
queste reti non sono sempre sucienti a causa delle ridotta velocit` a di trasmissione che sono
in grado di raggiungere. Per questo motivo, negli anni 90, risult` o evidente che i ﬁeldbus
fossero troppo limitati, soprattutto se messi a confronto con le reti Ethernet che si stavano
sviluppando fortemente in quegli anni al di fuori degli ambienti industriali e che erano in
grado di raggiungere velocit` a decisamente pi` u elevate.
1.1 IEEE 802.3 Ethernet
Lo standard IEEE 802.3, pi` u comunemente chiamato Ethernet, speciﬁca le caratteristiche
fondamentali dei livelli Medium Access Control (MAC) e ﬁsico del modello ISO/OSI per
le reti locali LAN. Il meccanismo utilizzato nel livello MAC per gestire il canale di co-
municazione ` e il Carrier Sense Multiple Access Collision Detection (CSMA/CD), in cui
ogni stazione rimane sempre in ascolto sulla rete a cui ` e connessa (Carrier Sense signiﬁca
proprio ascoltare il mezzo di trasmissione), attendendo l’eventuale ricezione di messaggi ad
1Con il termine ’deterministico’ si intende la capacit` a di trasmettere un dato da una stazione ad un altra entro
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essa indicizzati.
La trasmissione di un messaggio richiede solamente la veriﬁca che non ci sia attivit` a sulla
rete ed, essendo la rete ad accesso multiplo (Multiple Access), vi ` e la possibilit` a che due o
pi` u stazioni trovino la rete libera spedendo contemporaneamente dei dati, provocando una
collisione, ed impedendo la corretta ricezione dei messaggi.
La prima stazione che si accorge della collisione (Collision Detection), invia un particolare
messaggio a tutte le altre stazioni, bloccando ogni trasmissione ﬁno a quando non saranno
ristabilite le normali condizioni della rete. Per impedire che le stazioni che hanno provocato
la collisione ritentino la trasmissione contemporaneamente, viene implementato un algorit-
mo che le costringe ad attendere un tempo casuale prima di ritrasmettere.
Nel livello ﬁsico vengono stabilite le tecniche di trasmissione dei dati sul mezzo e le sue
caratteristiche. Lo standard Ethernet prevede che sia presente un dispositivo hardware, det-
to Medium Attachment Unit (MAU), che permette il collegamento tra la stazione e la rete
tramite un cavo denominato Attachment Unit Interface (AUI).
I diversi livelli ﬁsici previsti dallo standard sono rappresentati utilizzando la simbologia
seguente:
[velocit` a][tipo di trasmissione][massima lunghezza del segmento]
in cui la velocit` a di trasmissione ` e indicata in Mbps e la lunghezza massima di un seg-
mento che connette due stazioni ` e espressa in centinaia di metri. La tipologia di trasmis-
sione, inﬁne, pu` o essere in banda base, in cui tutta la banda del mezzo ` e utilizzata per una
sola comunicazione, o in banda passante, in cui pi` u canali di comunicazione possono essere
deﬁniti su uno stesso mezzo trasmissivo.
La semplicit` a degli algoritmi di accesso e di gestione utilizzati da questo standard portano
ad avere dei ritardi quasi trascurabili in caso di basso carico e non viene utilizzata banda per
gestire l’accesso. Come si vedr` a in seguito questa caratteristica rende le reti Ethernet poco
adatte alle applicazioni industriali, richiedendo l’implementazione di protocolli aggiuntivi
per sottostare ai vincoli pi` u stringenti presenti in questo ambito.
1.1.1 Ethernet con ripetitori
Un altro vantaggio di queste reti ` e che sono in grado di mettere in comunicazione un nu-
mero molto elevato di nodi, ma i limiti imposti sulla lungezza dei cavi rende necessaria
l’introduzione di ripetitori per creare sistemi di grosse dimensioni.
La prima tipologia di ripetitore utilizzato ` e l’hub, cio` e un dispositivo dotato di un certo nu-
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broadcast. Viene considerato un dispositivo di livello ﬁsico, infatti non si occupa del tipo di
dati in transito, ma trasmette solamente una replica dei segnali elettrici ricevuti.
La semplicit` a con cui viene gestito il traco porta ad introdurre ritardi nelle trasmissioni
spesso trascurabili, che rendono l’hub praticamente trasparente ai nodi che lo utilizzano per
eettuare delle comunicazioni.
L’utilizzo degli hub, per` o, ha lo svantaggio di deﬁnire un unico dominio di collisione, cio` e
se due nodi collegati a due porte diverse eettuano una trasmissione contemporanea, si ve-
riﬁca una collisione ed ` e necessario inviare nuovamente i frame.
Una seconda tipologia di ripetitore che in parte riesce a risolvere il problema ` e il bridge,
un elemento pi` u soﬁsticato dell’hub che opera sui frame invece che sui segnali elettrici. In
questo modo ` e in grado di estrapolare l’indirizzo di destinazione e di inviare il frame nel
segmento corretto, che costituisce quindi un dominio di collisione separato. Questo dispo-
sitivo, che viene indicato di livello data link, permette di ridurre notevolmente il numero di
collisioni. Ancora pi` u soﬁsticati sono gli switch, che permettono il collegamento diretto dei
singoli host, arrivando a ridurre il dominio di collisione ad un solo nodo. Cos` ı le uniche
collisioni possibili avvengono in corrispondenza di pi` u trasmissioni contemporanee verso
uno stesso destinatario, che possono anche essere gestite da dei buer associati alle porte
memorizzando momentaneamente uno dei frame coinvolti nella collisione, per poi inoltrar-
lo al destinatario non appena il link si ` e liberato. Gli switch, perci` o, permettono di eliminare
quasi completamente le collisioni, che si veriﬁcano esclusivamente quando i buer relativi
ai link collegati sono pieni.
Il limite sulla dimensione della rete ` e strettamente legato alla presenza di collisioni, infatti
sono imposti esclusivamente per assicurare che ogni nodo sia in grado di rilevarne il veri-
ﬁcarsi prima di poter trasmettere nuovamente. Adottando gli switch, si ha la possibilit` a di
togliere questi vincoli e di deﬁnire reti di dimensione qualsiasi.
1.2 Reti Ethernet Real-Time
Le reti Ethernet appena descritte non sono adatte ad essere utilizzate in sistemi di tipo real-
time in cui ` e richiesto di poter compiere le trasmissioni entro un tempo prestabilito. Ci` o ` e
dovuto a due motivi, il primo riguarda la presenza delle collisioni, che avvengono in ma-
niera non predicibile e che causano la ritrasmissione dei frame, impedendo di determinare
entro quanto tempo possano arrivare a destinazione e di assicurare un comportamento de-
terministico della rete. Il secondo motivo ` e legato al fatto che non vi ` e la possibilit` a di
assegnare alcun tipo di priorit` a alle trasmissioni, pertanto non si ` e in grado di distinguere6 Reti Ethernet in Ambienti Industriali
quali siano quelle che richiedono di rispettare delle deadline stringenti da quelle che, inve-
ce, possono attendere senza pregiudicare il funzionamento del sistema. L’elevata velocit` a di
trasmissioneraggiungibile, lapossibilit` adicollegareungrandenumerodinodielacontinua
riduzione dei costi, per` o, hanno presto portato alla nascita di una serie di reti basate sullo
standard IEEE 802.3. Queste reti, denominate Real-Time Ethernet (RTE), mantengono gran
parte dei vantaggi delle reti Ethernet, ma introducono una serie di modiﬁche che permetto-
no di assicurare anche il determinismo delle trasmissioni. Alcuni esempi sono ProﬁNet [5],
EtherNet/IP [9], Ethernet POWERLINK [33] e EtherCAT [18], molti dei quali sono stati
introdotti negli standard internazionali IEC 61158 e IEC 61784 [31]. Nel prossimo capitolo
verr` a presentato il caso di Ethernet POWERLINK, una rete RTE isocrona, basata quindi
sullo standard Ethernet, in grado di assicurare trasmissioni deterministiche e caratterizzato
da un comportamento ripetitivo nel tempo.Capitolo2
Ethernet POWERLINK
EPL ` e un protocollo di comunicazione per le reti RTE che estende lo standard Ethernet
IEEE 802.3 con un meccanismo per trasferire dati con un sincronismo preciso e con tem-
porizzazioni predicibili. Un aspetto molto importante di questo nuovo protocollo ` e che non
modiﬁca le caratteristiche di base dello standard Ethernet, assicurando una completa com-
patibilit` a con l’hardware gi` a esistente.
Una sua prima versione ` e stata sviluppata nel Novembre del 2001 dalla Bernecker & Rainer
Industrie-Elektronik (B&R) [33], nel 2002 ` e stato fondato L’EPL Standardization Group
(EPSG) che, nel Novembre del 2003, ha pubblicato una seconda versione [33] basata sui
meccanismi deﬁniti in CANopen [19] successivamente entrata a far parte dello standard
IEC 61784 come protocollo di comunicazione.
EPL permette di raggiungere i seguenti obbiettivi:
1. rispettare le deadline relative alla trasmissione di dati critici all’interno di cicli iso-
croni;
2. sincronizzare i nodi della rete con grande precisione;
3. trasmettere dati con deadline meno stringenti o assenti all’interno di cicli asincroni,
in cui ` e possibile utilizzare protocolli di comunicazione come TCP, UDP, HTTP, FTP,
etc..
Per evitare che vi possano essere interferenze durante la trasmissione di dati isocroni
e asincroni, in EPL vengono stabiliti degli slot temporali ben precisi che vengono dedicati
rispettivamente alle due tipologie di trasmissione. Questo meccanismo, rappresentato in
ﬁgura 2.1, viene chiamato Slot Communication Network Management (SCNM) e viene8 Ethernet POWERLINK
attuato da un particolare nodo della rete, detto appunto Managing Node (MN). Tutti gli altri
nodi della rete che vengono gestiti dal MN sono invece chiamati Controlled Node (CN).
Figura 2.1 – SCNM.
Come si pu` o notare il funzionamento ` e di tipo ciclico, ogni ciclo viene suddiviso in
vari slot temporali che vengono assegnati dal MN ai CN per permettergli l’accesso tempo-
raneo alla rete. Questo meccanismo assicura una gestione molto rigorosa delle trasmissio-
ni, che con un dimensionamento corretto del ciclo e degli slot temporali porta ad avere il
comportamento deterministico dello standard.
2.1 Architettura della rete
L’architettura protocollare di un nodo EPL, rappresentata in ﬁgura 2.2, si basa sul modello
ISO/OSI, in cui la struttura logica ` e composta da sette livelli che forniscono tutti i servizi
necessari. Gran parte delle caratteristiche di questa architettura sono del tutto equivalenti a
quella dello standard Ethernet, rendendo le due tipologie di reti perfettamente compatibili.2.1 Architettura della rete 9
Figura 2.2 – Architettura della rete EPL derivata dal modello ISO/OSI.
2.1.1 Livello Fisico
Il livello ﬁsico delle reti EPL corrisponde esattamente a quello deﬁnito per le reti Ethernet,
in particolare viene adottata la rete 100BASE-X, con una trasmissione di tipo half-duplex e
con i comuni connettori RJ-45 o M12.
I vari nodi della rete possono essere collegati tramite dei comuni hub o switch, anche se ` e
raccomandato di utilizzare i primi [19], che introducono un ritardo inferiore nelle trasmis-
sioni, garantendo di mantenerlo inferiore a 460 ns e di mantenere il jitter1 dei frame sotto
i 70 ns. Lo sviluppo di nuove tecnologie per le reti Ethernet, per` o, ha fatto rapidamente
scomparire dal mercato gli hub, provocando un forte aumento del loro costo e portando, in
alcuni casi, a preferire gli switch, che richiedono in fase di conﬁgurazione di tenere conto
degli ulteriori ritardi introdotti.
Dal momento che POWERLINK non causa collisioni non ` e necessario applicare il limite
Round Trip Time (RTT)2 delle comuni reti Ethernet ed ` e possibile adottare topologie lineari
con un numero molto elevato di nodi, tipiche delle applicazioni industriali.
Si possono anche adottare topologie a stella, ad albero o ibride, come quella rappresen-
tata in ﬁgura 2.3, ma ` e sempre necessario tenere conto della massima distanza tra il MN e i
1Con jitter si intende la variazione temporale rispetto al ciclo precedente
2 L’RTT ` e una misura del tempo impiegato da un pacchetto di dimensione trascurabile per viaggiare da un
computer della rete ad un altro e tornare indietro10 Ethernet POWERLINK
Figura 2.3 – Esempio di una rete EPL con topologia ibrida stella-lineare.
CN per non superare il limite sul jitter. ´ E dunque vantaggioso posizionare il MN al centro
della rete per ridurre al minimo tale distanza.
2.1.2 Livello Data Link
NellivelloDataLinkdiEPLvengonodeﬁniteduemodalit` afondamentalidicomunicazione:
POWERLINK Mode ` e l’unica modalit` a in cui sia possibile trasmettere frame isocroni,
cio` e i frame necessari ad avere un comportamento real-time; oltre a questi frame
` e anche possibile trasmettere frame asincroni, utilizzati per comunicazioni che non
richiedono comportamenti real-time;
Basic Ethernet Mode ` e la modalit` a in cui ` e possibile trasmettere normali frame Ethernet
secondo le regole deﬁnite dallo standard IEEE 802.3. Ci` o permette di far interagire
al meglio dispositivi che implementano lo standard EPL con i normali dispositivi
Ethernet, ma ` e consigliabile non utilizzare questa modalit` a quando i nodi fanno parte
di un sistema di automazione, perch` e la comunicazione diviene non deterministica
per la possibile presenza di collisioni e non ` e pi` u assicurato un comportamento di
tipo real-time;
Per quanto riguarda la modalit` a POWERLINK il determinismo ` e ottenuto grazie ad
uno scambio di messaggi pianiﬁcato, secondo il quale i messaggi trasmessi tra i vari nodi
della rete sono raggruppati in cicli, suddivisi a loro volta in due fasi, una in cui vengono
gestite le richieste di tipo real-time, l’altra in cui vengono eettuate le trasmissioni che non
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Il nodo che gestisce questo comportamento ciclico ` e il Managing Node (MN), mentre i nodi
che partecipano alle fasi di questo ciclo per trasmettere sono i Controlled Node (CN).
POWERLINK MN
Il MN ` e l’unico nodo attivo della rete, ` e in grado di compiere trasmissioni indipendente-
mente dalle richieste degli altri nodi e si occupa di assicurare il determinismo della rete,
accedendo in maniera ciclica ai CN e gestendo rigorosamente tutte le trasmissioni.
Esso, infatti, trasmette in maniera unicast dei frame di sincronizzazione ai nodi CN conﬁ-
gurati, che a loro volta, possono rispondere trasmettendo i propri dati a tutti i nodi con dei
frame multicast. Per garantire che non vi possano essere collisioni ` e necessario che vi sia
un solo MN attivo contemporaneamente.
POWERLINK CN
I CN sono dei nodi passivi, che trasmettono solamente quando gli viene richiesto dal MN.
Possono essere distinti in due tipologie dierenti:
CN isocroni ognuno di questi CN riceve ciclicamente un frame unicast dal MN, a cui ri-
spondonoconunatrasmissionemulticast, dovevengonoinseritiidatititiporeal-time.
L’accesso a questi nodi avviene ogni n cicli, con n  1;
CN solamente asincroni inquestocasol’accessononavvieneinmanieraciclicaepossono
comunicare con gli altri nodi solo nella fase non deterministica del ciclo.
2.1.3 Livello Applicazione
Per quanto riguarda il livello applicazione, viene adottato lo standard CANopen, per questo
POWERLINK viene anche chiamato CANopen over Ethernet. Al suo interno vengono
deﬁniti due protocolli, il Service Data Object (SDO), utilizzato da un nodo per accedere
ad un dispositivo remoto, e il Process Data Object (PDO), necessario a trasmettere dati
rilevanti in broadcast.
2.1.4 Modello di comunicazione
Nel modello di comunicazione vengono speciﬁcate le dierenti tipologie di oggetti e servizi
di comunicazione disponibili e le modalit` a di trigger della trasmissione dei frame.
Le tipologie di relazioni che vi possono essere tra le varie stazioni della rete sono rappre-
sentate nelle ﬁgure 2.4, 2.5 e 2.6 , dove si distinguono le comunicazioni Master/Slave, in12 Ethernet POWERLINK
Figura 2.4 – Comunicazione Master/Slave. Figura 2.5 – Comunicazione Client/Server.
cui tutti i nodi della rete fanno riferimento ad una singola stazione che fornisce loro i servizi
di cui hanno bisogno, le comunicazioni Client/Server, in cui un singolo nodo fa riferimento
ad un altro nodo che si occupa di gestirne le richieste, ed, inﬁne, le comunicazioni di tipo
Produttore/Consumatore, in cui le stazioni che richiedono un servizio si mettono in attesa
della risposta di una unica stazione, detta appunto produttore.
Figura 2.6 – Comunicazione Produttore/Consumatore.
La struttura delle reti industriali, in cui vi ` e un controllore centrale ed una serie di
dispositivi da esso controllati, ed in cui si deve assicurare un comportamento real-time del
sistema, porta a dover utilizzare tutte e tre queste tipologie di comunicazione all’interno
di un singolo ciclo di lavoro. Ad esempio, durante la conﬁgurazione della rete, i nodi
trasmettono la richiesta di accedere alla rete ad una stazione centrale, utilizzando quindi una
comunicazione di tipo Master/Slave. Nella fase iniziale del ciclo, invece, viene eettuato un
polling dei nodi della rete, che richiede una trasmissione confermata dei frame, e che quindi
necessita di implementare un modello di tipo Produttore/Consumatore. Inﬁne le richieste di
potertrasmettereframeasincronidapartedellevariestazionivienegestitaconunarelazione
di tipo Client/Server.
Il modello di una rete EPL comprende anche una astrazione dei dispositivi collegati,
che possono essere rappresentati come in ﬁgura 2.7, in cui vengono deﬁnite le tre parti
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Communication: provvede a fornire degli oggetti di comunicazione e delle funzionalit` a
necessari a trasmetterli lungo la rete;
Object Dictionary: contienelalistadituttiglioggettiutilizzatidaunaparticolarestazione,
che vengono deﬁniti PDO (Process Data Object). In particolare vengono memoriz-
zati quelli trasmessi nella rete (TPDO) e quelli ricevuti (RPDO), che, come si vedr` a,
vengono inseriti in frame denominati PReq e PRes;
Application: contiene le funzionalit` a del dispositivo per interagire con i vari processi.
Figura 2.7 – Modello di un dispositivo EPL.
Ad ogni dispositivo EPL collegato alla rete viene assegnato un indirizzo che permette
di identiﬁcarlo univocamente. Al dispositivo centrale, cio` e il MN ` e assegnato il valore 240;
agli altri nodi della rete, cio` e i nodi CN possono essere assegnati gli indirizzi tra 1 e 239,
mentre gli altri valori disponibili sono utilizzati come riassunto in tabella 2.1.14 Ethernet POWERLINK
ID nodo EPL Descrizione
0 Non valido
1..239 CN
240 MN
241..250 Riservati
251 Utilizzato dal nodo per auto indirizzarsi
252 Nodo EPL ﬁttizio
253 Diagnostica
254 Router
255 Broadcast
Tabella 2.1 – Signiﬁcato degli indirizzi EPL.
2.1.5 Struttura dei frame EPL
La struttura basilare di un frame EPL ` e costituita da 5 campi:
 Reserved (1 bit)
 Message Type (7 bit)
 Destination node address (1 byte)
 Source node address (1 byte)
 Payload (n byte)
Come si vede in ﬁgura 2.8 il frame viene poi incapsulato all’interno di un normale frame
Ethernet, impostando come tipo di frame il numero esadecimale 88ABh ed introducendo
altri 7 byte relativi al preambolo, 1 byte di Start Frame Delimiter (SFD), 14 byte relativi
all’header e 4 byte ﬁnali necessari al controllo degli errori (CRC32).
In tabella 2.2 sono presentati le dierenti tipologie di frame EPL che possono essere
utilizzate, il tipo di trasmissione corrispondente e il valore da assegnare al campo Message
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Figura 2.8 – Struttura del frame EPL.
Sempre in ﬁgura 2.8 si pu` o notare la struttura di tali frame, in particolare la dimensione
dei frame Start of Cycle (SoC) e Start of Asynchronous (SoA) ` e ﬁssata a 46 byte, mentre i
frame Poll Request (PReq) e Poll Response (PRes) hanno una dimensione che pu` o variare
tra un minimo di 46 byte ad un massimo di 1500. Per semplicit` a, di seguito, si far` a riferi-
mento esclusivamente a frame della dimensione ﬁssata di 46 byte, a cui vanno poi aggiunti
i byte dovuti all’incapsulamento nel frame Ethernet, che porta la dimensione complessiva
dei pacchetti che transitano nella rete a 72 byte.
Tipo di messaggio EPL Tipo di trasmissione MAC EPL Message Type
Start of Cycle (SoC) Multicast 01h
Poll Request (PReq) Unicast 03h
Poll Response (PRes) Multicast 04h
Start of Asynchronous (SoA) Multicast 05h
Asynchronous Send (ASnd) Multicast 06h
Tabella 2.2 – Tipologie di messaggi EPL, relativa modalit` a di trasmissione e valore del campo
Message Type.
2.2 Ciclo POWERLINK
Il ciclo POWERLINK viene gestito dal MN e, come gi` a accennato, si divide in tre fasi:
 Fase Isocrona;16 Ethernet POWERLINK
 Fase Asincrona;
 Fase di Idle.
´ E essenziale che l’inizio di tale ciclo sia il pi` u possibile esatto, cio` e privo di jitter,
pertanto si dovr` a dimensionare il suo periodo in modo da assicurare che tutte le trasmissioni
delle fasi che lo compongono possano essere eettuate senza il rischio di sforare nel ciclo
successivo.
Figura 2.9 – Rappresentazione delle fasi che compongono il ciclo EPL.
Il ciclo POWERLINK ` e schematizzato in ﬁgura 2.9 e nelle sezioni successive verranno
descritte in maniera approfondita le tre fasi principali.
2.2.1 Fase Isocrona
Il trasferimento isocrono di dati tra i nodi deve avvenire in maniera ciclica, deve cio` e essere
ripetuto con un periodo pari o multiplo a quello del ciclo POWERLINK. All’inizio di tale
ciclo il MN trasmette a tutti i nodi della rete un frame denominato Start of Cycle (SoC), che
` e l’unico frame generato in maniera periodica, mentre tutti gli altri devono essere generati
da eventi controllati.
Successivamente vengono trasmessi PReq a tutti i nodi attivi e conﬁgurati, sotto forma
di frame Ethernet unicast, che a loro volta possono rispondere tramite un frame Ethernet
multicast PRes. Nella risposta PRes il CN pu` o anche includere la richiesta di una successiva
trasmissione asincrona, che verr` a gestita opportunamente dal MN secondo il meccanimo
descritto in sezione 2.2.2.
Il MN esegue un polling sui CN interrogandoli iterativamente e attendendo la risposta del2.2 Ciclo POWERLINK 17
nodo corrente prima di procedere con quello successivo. Per evitare che possa rimanere
indeﬁnitamente in attesa di questa risposta o che la ricezione avvenga con un ritardo tale da
pregiudicare il comportamento real-time del sistema, viene avviato un timer, allo scadere
del quale si procede in ogni caso alla trasmissione del prossimo frame PRes.
Unavoltachequestaoperazione ` estatasvoltapertuttiinodiCNisocroniattivieconﬁgurati,
il MN pu` o trasmettere un frame PRes a tutti i nodi, necessario alla trasmissione di dati
rilevanti per gruppi di CN.
Laduratadellafaseisocronapu` oesserecalcolatadallatrasmissionedelframeSoCall’inizio
della successiva fase asincrona ed inﬂuenza in maniera signiﬁcativa la durata dell’intero
ciclo POWERLINK. Nella conﬁgurazione del suo periodo, infatti, si deve tenere conto del
tempo necessario ad accedere ai vari nodi conﬁgurati tramite lo scambio di frame PReq e
PRes, che portano ad avere una durata della fase isocrona proporzionale al numero di CN
attivi.
Multiplexed Timeslots
In POWERLINK vi ` e la possibilit` a di scegliere quali CN debbano essere interrogati ad ogni
ripetizione della fase isocrona e quali debbano essere interpellati solo in alcune di esse. Per
fare ci` o vengono deﬁnite due dierenti classi di comunicazione per i CN:
Continua: i dati continui vengono scambiati ad ogni ciclo POWERLINK;
Multiplata: i dati multiplati non vengono trasmessi ad ogni ciclo, ma solamente per un
ciclo multiplato, il cui periodo ` e multiplo di quello del ciclo POWERLINK.
Questa soluzione ha un grosso vantaggio, infatti, permette di accedere ad un numero
molto elevato di CN senza prolungare troppo il ciclo POWERLINK, adattando la frequenza
di poll dei singoli CN in base alle necessit` a.
Ovviamente le due tipologie di accesso possono essere compiute in maniera parallela
duranteilciclo, comeavvienenell’esempiorappresentatoinﬁgura2.10, incuiilCNnumero
3 accede alla fase isocrona ogni due cicli EPL. I nodi che non vengono interrogati ad ogni
ciclo, possono comunque monitorare i dati trasmessi, visto che il frame PRes proveniente
dagli altri nodi ` e trasmesso in maniera broadcast.
Per rendere pi` u chiara la necessit` a di tale meccanismo basti pensare ad una applicazione
di motion control in cui i dati multiplati possono essere utilizzati da un numero elevato di
assi slave per ricevere le posizioni da degli assi master. Gli assi master vengono conﬁgurati
per comunicare continuamente, trasmettendo i dati ad ogni ciclo agli assi slave di monito-
raggio, che prendono parte alle comunicazione in un ciclo pi` u lento.18 Ethernet POWERLINK
Figura 2.10 – Esempio della coesistenza tra CN continui e multiplati.
La durata delle ﬁnestre temporali assegnate alle trasmissioni multiplate viene generalmente
scelta come somma dei tempi massimi necessari allo scambio dei pacchetti PReq-PRes tra
il MN e i vari CN assegnati alla ﬁnestra stessa. Inoltre il MN si occupa di distribuire i nodi
nei vari cicli EPL, in modo tale che participino ad essi con la periodicit` a desiderata, senza
per` o accumularsi in un unico ciclo e, quindi, senza incrementare troppo il carico della rete.
2.2.2 Fase Asincrona
Durante la fase asincrona del ciclo vengono scambiati i pacchetti che non hanno vincoli di
tipo real-time. L’accesso alla rete pu` o assere garantito ad un solo CN o al MN per ogni ciclo
ed ` e possibile trasmettere un singolo messaggio asincrono. Esistono due diverse tipologie
di messaggi che possono essere trasmessi in questa fase:
 il frame ASnd che utilizza lo schema di indirizzamento di POWERLINK e pu` o essere
trasmesso ad un nodo qualsiasi o broadcast;
 un messaggio di tipo Legacy Ethernet, cio` e appartenente alla categoria 100BASE-T.
Il MN avverte i CN che la fase asincrona sta per iniziare trasmettendo il frame SoA in
maniera broadcast ed includendo in esso un campo contenente l’identiﬁcativo del CN che
ha il permesso di trasmettere un singolo messaggio.
Se non vi ` e alcuna richiesta pendente per la trasmissione di messaggi asincroni, il MN pu` o
inviare il frame SoA senza deﬁnire quale nodo possa trasmettere in questa fase, che quindi
terminer` a immediatamente. Teoricamente la fase asincrona termina in corrispondeza della
trasmissione del frame ASnd e, per quanto riguarda il CN designato avviene eettivamente
cos` ı. Per tutti gli altri nodi della rete, per` o, l’eettivo istante in cui non si eettuano pi` u2.2 Ciclo POWERLINK 19
trasmissioni, corrisponde alla ricezione del frame SoA nel caso in cui sia stato richiesto di
partecipare alla fase asincrona e alla trasmissione del proprio frame PRes nel caso dei nodi
che partecipano solo alla fase isocrona.
Pertanto la fase di idle vera e propria ha inizio dopo la trasmissione del frame ASnd, ma sar` a
utile tenere conto dell’istante in cui i nodi terminano eettivamente le trasmissioni quando
si cercher` a di implementare degli algoritmi di risparmio energetico.
Scheduling asincrono
Come gi` a accennato nella sezione 2.2.1, durante la fase isocrona i CN possono inoltrare
la richiesta di una trasmissione asincrona, che viene inserita in una coda gestita dal MN.
Quest’ultimo si occupa di decidere quale di queste richieste debba essere servita durante il
ciclo corrente, assicurandosi che nessuna di esse possa rimanere in attesa indeﬁnitamente,
anche nel caso di un carico elevato della rete.
Per decidere quale richiesta debba essere servita vengono gestite quattro code dierenti, che
sono deﬁnite nel modo seguente:
 richieste generiche di trasmissione da parte del MN;
 identRequest trasmessi dal MN per identiﬁcare i CN;
 statusRequest trasmessi dal MN per gestire CN non interrogati ciclicamente nella fase
isocrona;
 transmitRequest trasmesse dai CN nella fase isocrona per richiedere l’accesso alla
fase asincrona.
In ognuna di queste richieste, il MN o i CN possono speciﬁcare una priorit` a scegliendo
tra otto livelli dierenti, grazie alla quale il MN ` e in grado di adottare uno scheduling a
priorit` a per decidere l’ordine di trasmissione dei messaggi asincroni.
2.2.3 Fase di Idle
La fase di idle corrisponde all’intervallo temporale tra la ﬁne della fase asincrona e l’inizio
del successivo ciclo di POWERLINK.
Come si ` e gi` a visto, la durata delle due fasi precedenti non ` e sempre costante, sia perch` e
alcuni dei nodi potrebbero adottare il multiplexed timeslot, sia perch` e non sempre viene
eettuata una trasmissione asincrona. Questo, ovviamente, si ripercuote su una variabilit` a
della fase di idle, che non ha sempre la stessa durata in ogni ciclo.20 Ethernet POWERLINK
Dal momento che proprio nella fase di idle si cercher` a di implementare alcuni algoritmi per
ridurre il consumo di energia, sar` a necessario tenere conto della sua variabilit` a, cercando
anche di sfruttare il fatto che, l’eettivo istante in cui i nodi terminano di trasmettere e
potrebbero iniziare a consumare meno, pu` o essere anticipato rispetto all’inizio della fase di
idle.
2.2.4 Temporizzazione del ciclo di POWERLINK
Il periodo del ciclo EPL, che di seguito verr` a indicato con TEPL, rappresenta il periodo
minimo di campionamento dei dati real-time poich` e corrisponde all’intervallo temporale
minimo tra due consecutive trasmissioni nelle fasi isocrone di uno stesso CN.
Di conseguenza, la scelta della sua durata, che viene impostata in fase di conﬁgurazione
della rete, deve essere fatta tenendo conto dei numerosi fattori che potrebbero causare un
ritardo nelle trasmissioni e una durata reale del ciclo superiore al periodo con la conseguente
impossibilit` a di mantenere il determinismo richiesto.
Il periodo del ciclo EPL pu` o essere ovviamente suddiviso nella durata delle tre fasi che
lo compongono:
TEPL = tisoc + tasync + tidle:
Come si pu` o notare dalla ﬁgura 2.11, la durata della fase isocrona ` e inﬂuenzata da vari
fattori, in particolare:
tframe tempo necessario alla generazione dei frame trasmessi (SoC, PReq, PRes e SoA);
ttrasm tempo di trasmissione dei frame attraverso la rete;
tel tempi di elaborazione introdotti dai nodi della rete;
NCN numero dei CN coinvolti nel ciclo, che determina quante iterazioni siano necessarie a
completare il polling.
La durata della fase asincrona dipende essenzialmente dagli stessi fattori, eccezion fatta
per il numero di nodi, che non ha eetti su tasync, infatti un solo nodo ha accesso alla rete
per trasmettere un messaggio asincrono. Inﬁne, la fase di idle viene ottenuta sottraendo al
periodo del ciclo EPL, deﬁnito a priori, la durata delle due fasi appena descritte.
Per poter dimensionare correttamente le tempistiche del ciclo, quindi, diviene essenziale
ottenere una stima il pi` u possibile adabile del tempo necessario a compiere l’intero ciclo2.2 Ciclo POWERLINK 21
Figura 2.11 – Scambio di frame tra il MN e i CN con relativa temporizzazione.22 Ethernet POWERLINK
di polling, che costituisce la fase isocrona e che, all’aumentare del numero di nodi, diviene
il fattore dominante dell’intero ciclo.
Come si ` e visto nella sezione 2.2.1, ad ogni iterazione del ciclo di polling il MN rimane
in attesa di un tempo massimo oltre il quale si procede con la iterazione successiva. Questo
timeout, che di seguito verr` a indicato con tPReq;PRes, rappresenta la durata massima della
frazione di fase isocrona associata ad ogni CN, pertanto il tempo dedicato al polling non
potr` a superare il valore:
tpoll = NCN  tPReq;PRes:
Dal momento che il numero di CN ` e noto, il problema si sposta sul determinare un
tempo tPReq;PRes che sia sucientemente grande da permettere a tutti i CN di ricevere il
frame PReq, di preparare il frame di risposta PRes e di trasmetterlo al MN, ma che deve
anche essere abbastanza breve da assicurare che il MN non possa rimanere troppo a lungo
in attesa. Secondo lo standard [19], tale tempo pu` o essere calcolato come segue:
tPReq;PRes = 2  telab + 2  ttrasm:
Esso ` e composto dalla somma dal tempo necessario al CN per elaborare il pacchetto
PReq ricevuto e a generare il frame PRes corrispondente, pi` u quello necessario alla tra-
smissione di questi due frame e all’elaborazione del frame PRes da parte del MN. La com-
ponente telab dipende dall’hardware utilizzato, quindi si deve determinarlo tramite prove
sperimentali, mentre il tempo relativo alla trasmissione dei frame, che costituisce la compo-
nente pi` u inﬂuente, pu` o essere stimato con ottima approssimazione, visto che dipende dalla
dimensione del frame trasmesso e dalla velocit` a di trasmissione del link.
Siano v la velocit` a di trasmissione, espressa in Mbps, e d la dimensione del frame che viene
trasmesso, espressa in byte. Allora il tempo di trasmissione ` e dato da:
ttrasm =
d  8
v
:
La dimensione dei frame in una rete EPL varia da un minimo di 72 byte ad un massimo
di 1526 byte 3, da cui si ricavano i tempi di trasmissione corrispondenti alle varie velocit` a
prese in esame, che sono riassunti in tabella 2.3.
Una volta ﬁssato il timeout si possono presentare tre situazioni dierenti durante il
polling della fase isocrona:
3La dimensione del solo frame EPL varia da 46 byte a 1500 byte, ma ` e necessario aggiungere 26 byte dovuti
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Velocit` a link EPL [Mbps]
Tempo di trasmissione (ttrasm) [s]
d = 72 byte
100 5:76
1000 0:576
10000 0:0576
Tabella 2.3 – Tempi di trasmissino di un frame EPL di dimensione 72 byte al variare della velocit` a
del link.
 frame PRes ricevuto in tempo: il timeout corrente viene bloccato e si procede con il
prossimo CN;
 perdita del frame PRes: ` e causato da una perdita del link o da errori di trasmissione.
Se ci` o avviene per un numero di volte consecutive superiore ad un limite preﬁssa-
to, il CN coinvolto viene considerato inattivo, viene rimosso dalla fase isocrona ed
eventualmente gli viene trasmessa una richiesta di reset;
 frame PRes ricevuto in ritardo: avviene quando un frame PRes proveniente da un
CN, viene ricevuto in corrispondenza della iterazione relativa ad un altro CN, a causa
di ritardi di trasmissione o di un errato dimensionamento del timeout. Il frame viene
scartato e il CN interessato viene gestito come nel caso precedente.
Un’altra situazione in cui non vengono rispettati i limiti temporali del ciclo, rappre-
sentata in ﬁgura 2.12, avviene in corrispondenza di un ritardo della trasmissione del frame
SoC o della sua perdita, causata da collisioni con altri frame Ethernet o con il frame ASnd
relativo alla fase asincrona precedente.
La presenza di questo tipo di ritardi viene considerato un errore di conﬁgurazione e
provoca la sospensione del ciclo corrente. Questa situazione di errore viene notiﬁcata e
monitorata grazie ad un contatore, che viene incrementato ogni volta che viene saltato un
ciclo EPL e che permette di veriﬁcare se sia necessaria una nuova conﬁgurazione dei suoi
parametri temporali.24 Ethernet POWERLINK
Figura 2.12 – Esempio della sospensione di un ciclo EPL a causa del ritardo di trasmissione del
pacchetto ASnd.Capitolo3
Algoritmi per il Risparmio Energetico
su Reti Ethernet
Il crescente sviluppo dei sistemi di comunicazione ha presto focalizzato l’attenzione su quei
dispositivi di trasmissione e ricezione che, presi singolarmente hanno un consumo decisa-
mente ridotto, ma, considerandoli da un punto di vista globale, evidenziano uno spreco di
energia tutt’altro che trascurabile.
Uno degli esempi pi` u evidenti ` e Internet, a cui sono collegati miliardi di nodi in tutto il
mondo, portandolo a divenire uno dei maggiori consumatori di energia con un impatto
economico ed ambientale piuttosto rilevante.
Gran parte dei nodi connessi ad Internet o collegati all’interno di una rete sfruttano
la tecnologia Ethernet come mezzo di comunicazione, pertanto sono state fatte numerose
stime sul consumo energetico dei dispositivi dotati di una o pi` u schede Network Interface
Controller (NIC) e sulle possibilit` a di risparmiare energia.
In tabella 3.1 sono riassunti i dati relativi al numero approssimativo dei principali dispo-
sitivi che permettono il collegamento di reti Ethernet e del corrispondente consumo ener-
getico, ricavati dalla stima compiuta negli Stati Uniti nel 2000 dalla Annual Electricity
Consumption (AEC) [42]. Il costo dell’energia di quegli anni, negli Stati Uniti, era media-
mente di 85 centesimi di dollaro per ogni kWh [6], quindi, con un consumo complessivo
dell’ordine dei 6 TWh annui, il costo corrispondente raggiungeva i 500 milioni di dollari.
Altro aspetto di cui tenere conto ` e, ovviamente, l’impatto ambientale; infatti, con una
emissione di circa 500 grammi di CO2 per ogni kWh generato, una produzione di energia
di tale entit` a pu` o portare all’emissione di circa 0.75 milioni di tonnellate di CO2 [42], senza
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situazione negli Stati Uniti di pi` u di dieci anni fa, quando esistevano solamente reti a 10
Mbps e 100 Mbps, mentre le reti moderne a 1 GB erano appena state presentate e non si
erano ancora diuse.
L’aumento della velocit` a delle trasmissioni ha presto portato ad un incremento del consumo
dei singoli dispositivi; infatti un link 10 Mbps o a 100 Mbps consuma circa 500 mW, uno a
1000 Mbps circa 1.4 W e un link a 10 GBps consuma circa 12 W [36, 3].
Inoltre, il costo dei dispositivi in grado connettersi ad una rete Ethernet ` e diminuito drasti-
camente, favorendone la diusione in ambiente domestico e lavorativo, ma anche in am-
biente industriale, dove la nascita delle reti RTE ha contribuito ulteriormente ad aumentare
il numero di nodi Ethernet, e quindi il loro consumo complessivo.
Una seconda stima, compiuta nel 2005 [26], ha evidenziato che il consumo di questi
dispositivi negli USA nell’arco di un anno, era aumentato di ben 1 TWh rispetto a quello
calcolato nel 2000.
Dispositivo Numero di dispositivi Consumo [TWh]
hub 93:5  106 1.6
Switch LAN 95000 3.2
Router 3257 0.15
Tabella 3.1 – Stima del numero di alcuni dispositivi Ethernet e del loro consumo negli Stati Uniti
nel 2000 riferita al AEC [6].
La crescente attenzione su questo argomento ha presto portato alla luce un grande pro-
blema delle reti Ethernet, cio` e la totale assenza di qualsiasi criterio di ecienza energetica.
I trasmettitori ed i ricevitori collegati ad un link Ethernet, infatti, sono stati progettati per
funzionare in maniera continua, cio` e mantengono praticamente lo stesso stato operativo sia
nel caso in cui sia necessario trasmettere delle informazioni lungo il link, sia nel caso in cui
non sia presente alcun tipo di traco [23].
Come si pu` o vedere dalla tabella 3.2 il consumo energetico di un link Ethernet quando ` e
presente traco in entrambe le direzioni varia di poco rispetto al caso in cui non vi siano
trasferimenti [36, 3], cio` e quando il link si trova nello stato di idle.
Questo fatto porta ovviamente ad uno spreco di energia, soprattuto considerando che,
in alcuni casi, la percentuale di utilizzo di molti dispositivi Ethernet come quelli collegati ai
PC domestici si aggira attorno al 5% [15, 38] .
Da ci` o si deduce che vi sono grandi opportunit` a per ridurre sensibilmente il consumo legato3.1 Cambio di velocit` a con auto-negoziazione 27
Protocollo
Consumo [W]
Attivo Idle
10BASE-T 0.504 0.334
100BASE-TX 0.388 0.320
1000BASE-T 0.781 0.777
10GBASE-T 8.2 7.9
Tabella 3.2 – Consumo energetico delle reti Ethernet sotto carico e in idle [13].
alle reti Ethernet, cercando di minimizzare il pi` u possibile l’energia consumata quando i
nodi si trovano in idle, ovvero quando non ` e necessario mantenere interamente le funziona-
lit` a del ricevitore e del trasmettitore. A partire dalle stime presentate e dalle considerazioni
appena fatte sono state proposte numerose soluzioni al problema, alcune delle quali basate
sull’idea di modiﬁcare la velocit` a di trasmissione del link durante la fase di idle e altre in
cui si cerca di disattivare alcuni componenti dei dispositivi quando non sono strettamente
necessari.
Di seguito verrano elencate alcune di queste proposte, che hanno recentemente portato alla
deﬁnizione di uno standard vero e proprio per le reti Ethernet.
3.1 Cambio di velocit` a con auto-negoziazione
La auto-negoziazione ` e una tecnologia introdotta da National Semiconductor nel gruppo di
lavoro IEEE 802.3u 100BASE-T con lo scopo di risolvere i problemi di compatibilit` a deri-
vanti dall’uso di dispositivi in grado di operare a velocit` a dierenti [17]. La semplicit` a di
utilizzo, i costi molto ridotti, la ﬂessibilit` a e l’adattabilit` a a future tecnologie hanno presto
portato all’ingresso nello standard IEEE 802.3 di questo meccanismo.
L’auto-negoziazione entra in gioco quando viene stabilita una connessione con un dispo-
stivo di rete, si occupa di determinare le velocit` a e le modalit` a di trasmissione messe a
disposizione dal dispositivo e da ci` o che si trova all’altra estremit` a del cavo Ethernet, detto
Link Partner.
Successivamente porta il dispositivo a conﬁgurare in maniera automatica la modalit` a di
trasmissione supportata che permetta di avere le performance migliori.
I vantaggi che derivano da questo meccanismo sono molteplici:28 Algoritmi per il Risparmio Energetico su Reti Ethernet
Connessione automatica: i dispositivi vengono collegati in maniera automatica assicuran-
do le migliori performance possibili e senza l’ausilio di un utente o di un software di
gestione;
Retro compatibilit` a: nel caso in cui l’auto-negoziazione sia disponibile solamente in uno
dei dispositivi, questo si occupa di esaminare il segnale ricevuto dalla rete, di veri-
ﬁcare se sia compatibile con una tecnologia supportata dal dispositivo stesso e suc-
cessivamente avvia l’auto conﬁgurazione. Questa funzione di interfacciamento con
sistemi privi di auto-negoziazione viene detta Rilevamento Parallelo;
Protezione della Rete: nel caso in cui non vi siano tecnologie comuni tra i dispositivi,
l’auto-negoziazione non stabilisce la connessione, preservando l’integrit` a della rete e
permettendo ai dispositivi gi` a connessi di continuare a comunicare;
Interfaccia di Gestione: ` e disponibile una interfaccia che permette di determinare la pre-
senza di errori, di veriﬁcare le capacit` a della rete e di modiﬁcare la velocit` a di con-
nessione.
Il meccanismo che l’auto-negoziazione utilizza per segnalare le capacit` a di un dispositi-
vo ` e la trasmissione di una serie di impulsi che codiﬁca una parola di 16 bit, detta Fast Link
Pulses (FLP). Come rappresentato in ﬁgura 3.1, questa pu` o essere composta da 17 a 33
impulsi di durata 100 ns ciascuno, che sono identici a quelli utilizzati comunemente dalla
rete per veriﬁcare se una connessione ` e valida, denominati Normal Link Pulses (NLP).
Ogni FLP ha una durata di 2 ms e viene trasmesso ad intervalli di 16 ms, con una tolleranza
pari a 8 ms, come si pu` o osservare in ﬁgura 3.1.
Figura 3.1 – Rappresentazione dei NLP e FLP.3.1 Cambio di velocit` a con auto-negoziazione 29
La parola di 16 bit codiﬁcata viene deﬁnita Link Code Word (LCW) ed ` e strutturata
come si vede in ﬁgura 3.2.
Figura 3.2 – Codiﬁca della LCW [40].
Il Selector Field, S[0 : 4], viene utilizzato per deﬁnire il tipo di messaggio trasmesso
dalla auto-negoziazione, si ha la possibilit` a di utilizzare 32 conﬁgurazioni dierenti, alcune
delle quali rappresentano standard gi` a deﬁniti, come la 802.3, altre sono inutilizzate e messe
a disposizioni per eventuali tecnologie future.
Il Technology Ability Field, S[5 : 7], dipende dal tipo di messaggio deﬁnito nel Selector
Filed e stabilisce quali modalit` a di comunicazione sono disponibili. Ad esempio, se nel
Selector Field ` e presente S[0 : 4] = 00001, lo standard selezionato ` e l’IEEE 802.3 e il
signiﬁcato dei bit del Technology Ability Field ` e speciﬁcato in tabella 3.3.
bit 0 il dispositivo supporta 10BASE-T
bit 1 il dispositivo supporta 10BASE-T in full duplex
bit 2 il dispositivo supporta 100BASE-TX
bit 3 il dispositivo supporta 100BASE-TX in full duplex
bit 4 il dispositivo supporta 100BASE-T4
bit 5 pausa
bit 6 pausa asimmetrica per full duplex
bit 7 riservato
Tabella 3.3 – Signiﬁcato dei bit del Technology Ability Field
Il bit Remote Fault (RF) permette la trasmissione di semplici informazioni di guasto al
Link Partner, il bit Acknowledge (Ack) viene utilizzato per la sincronizzazione dei due nodi,
inﬁne il bit Next Page (NP) deﬁnisce se sono presenti altre funzioni in grado di trasmettere
informazioni aggiuntive riguardanti le conﬁgurazioni disponibili.
La sincronizzazione tra il dispositivo e il Link Partner ha inizio quando il dispositivo
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ha ricevuto tre LCW uguali dal Link Partner, imposta il bit Ack ad uno e trasmette ancora
una volta il proprio LCW, informando il Link Partner di aver ricevuto il suo LCW.
A questo punto il dispositivo continua a trasmettere il proprio LCW ﬁno a quando ne riceve
dal Link Partner tre uguali con bit Ack ad uno, ha quindi la conferma che quest’ultimo
ha eettivamente ricevuto il suo LCW e termina trasmettendolo ancora alcune volte per
sicurezza.
Dal momento che entrambi i nodi conoscono le proprie caratteristiche a vicenda, sono in
grado di determinare quali sono le tecnologie comuni supportate e sulla base di un sistema
di priorit` a predeﬁnito possono procedere con la auto conﬁgurazione, determinando quale tra
le combinazioni ammissibili assicuri le performance migliori. La auto-negoziazione risulta
essere uno strumento interessante per ridurre il consumo energetico dei link, infatti d` a la
possibilit` a di modiﬁcare la velocit` a dei nodi della rete e permette di ridurla nelle fasi di
inattivit` a, con un conseguente risparmio energetico. ´ E per` o necessario determinare quali
siano le tempistiche di tale meccanismo, in modo tale da capire se il cambio di velocit` a
venga eettuato in un tempo sucientemente breve da essere sfruttato nei brevi periodi di
idle.
3.2 Misure
Per misurare il tempo necessario ad ottenere il cambio di velocit` a, si ` e deciso di collegare
direttamente due PC tramite un cavo Ethernet e di prelevare i segnali trasmessi da un PC
all’altro e viceversa attraverso due sonde dierenziali collegate direttamente al cavo. A que-
sto punto i due segnali ottenuti vengono portati ad un oscilloscopio digitale che permette di
rappresentarne visivamente il comportamento e quindi di osservare lo scambio di pacchetti
relativi all’auto-negoziazione.
Visto che nel sistema operativo utilizzato vi ` e la possibilit` a di impostare il funzionamento
della scheda di rete, per ottenere questo scambio di pacchetti ` e stato suciente andare a
modiﬁcare la velocit` a di trasferimento in uno dei due elaboratori, portando il secondo di-
spositivo a doversi adattare alla velocit` a impostata in maniera automatica. Per prima cosa
si ` e cercato di abbassare la velocit` a di trasmissione, portandola da 1 Gbps a 10 Mbps e
monitorando le informazioni scambiate nell’arco di una decina di secondi da quando le im-
postazioni scelte vengono eettivamente apportate alla scheda di rete.
I risultati ottenuti, per` o, sono poco signiﬁcativi; infatti nella fase iniziale i segnali prelevati
sono assimilabili a dei rumori, poich` e la frequenza a cui ` e in grado di lavorare l’oscillosco-
pio ` e pari a 350 Mhz, nettamente inferiore alla velocit` a di trasferimento della rete, mentre,3.2 Misure 31
nella fase successiva si notano una serie di impulsi trasmessi tra i due PC, che per` o non sono
compatibili con quelli relativi all’auto-negoziazione. Per capire meglio il comportamento
di questo meccanismo, si ` e quindi scelto di compiere l’operazione inversa, cio` e di portare
la velocit` a di uno dei due nodi da 10 Mbps a 1 Gbps.
Si ottiene, ovviamente, un comportamento inverso dei due segnali, ossia si nota una fase
iniziale in cui vengono scambiati degli impulsi con una frequenza relativamente bassa e una
in cui divengono simili a dei rumori e non ` e pi` u possibile capire le informazioni trasmes-
se. In questo caso, come si pu` o notare in ﬁgura 3.3, ` e possibile andare a distinguere in
maniera piuttosto chiara gli FLP scambiati; si nota, infatti, un primo pacchetto trasmesso
da un dispositivo per richiedere il cambio di velocit` a (1), una serie di pacchetti trasmessi
dal secondo dispositivo con periodo pari a 16 ms (2) e le sequenze di tre pacchetti uguali
trasmessi dal primo come conferma dell’avvenuta ricezione (3 e 4).
Figura 3.3 – Auto-negoziazione monitorata tramite l’oscilloscopio digitale.
Come si pu` o osservare in ﬁgura 3.5, la durata dell’FLP ` e pari a 2.016 ms, perfettamente
in linea con quanto speciﬁcato dalla teoria, e anche il periodo di trasmissione delle FLP ` e
conforme, infatti misura esattamente 16 ms. Le FLP rilevate, tuttavia, non sono esattamente
come quelle descritte, presentano, cio` e, un numero di impulsi variabile e dierente da quel-
lo teorico, inoltre la loro ampiezza e l’intervallo temporale che li divide, non ` e sempre lo
stesso.
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secondi, mentre l’oscilloscopio ha una risoluzione massima pari ad 1 , quindi non sempre
` e in grado di rilevare il cambiamento di tensione relativo all’impulso.
Figura 3.4 – Ingrandimento di un FLP trasmesso dal Link Partner.
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Sulla base dei risultati ottenuti si pu` o supporre che, nel caso del passaggio da 1 Gbps
a 10 Mbps, non si ottengono i risultati sperati perch` e lo scambio di pacchetti necessari al
cambio di velocit` a avviene quando i due dispositivi lavorano ancora alla velocit` a pi` u elevata
e l’oscilloscopio non ` e in grado di rappresentare in maniera chiara e interpretabile l’infor-
mazione che attraversa la rete.
Dalla ﬁgura 3.3 ` e anche possibile notare che il tempo necessario ad ottenere l’eettivo cam-
bio di velocit` a, cio` e quando i due segnali rilevati iniziano ad oscillare e a sembrare dei
rumori, ` e dell’ordine di centinaia di millisecondi; in alcuni casi anche superiore al secondo.
Questo implica che l’utilizzo dell’auto-negoziazione per implementare algoritmi di ecien-
za energetica in ambito real-time non ` e una buona soluzione, visto che si suppone di dover
abbassare la velocit` a di trasferimento anche per brevi periodi di tempo. Potrebbe, tuttavia,
essere una buona soluzione per le normali reti Ethernet, dove i periodi di inattivit` a sono
generalmente prolungati.
Un notevole vantaggio rispetto ad altre soluzioni proposte sta nel fatto che si utilizza uno
strumento gi` a presente nello standard Ethernet, quindi potrebbe essere sfruttato facilmente
per ridurre i consumi energetici di una qualsiasi rete che adotta tale standard.
3.3 Adaptive Link Rate
Dalle considerazioni fatte ﬁno ad ora, il tempo richiesto per cambiare la velocit` a di trasmis-
sione sfruttando il meccanismo dell’auto-negoziazione ` e decisamente troppo elevato per le
applicazioni di tipo real-time.
In [24, 23, 25], viene proposto un metodo alternativo che dovrebbe permettere di compiere
l’operazione richiesta in un tempo che si aggira dell’ordine delle centinaia di microsecondi.
Questa soluzione, indicata con il nome di Adaptive Link Rate (ALR), viene brevemente
sintetizzata in ﬁgura 3.6, dove si possono notare due fasi distinte; la prima, in cui due no-
di si scambiano una serie di pacchetti per avviare la procedura cambio della velocit` a e la
seconda, in cui i due nodi si sincronizzano alla nuova velocit` a impostata.
Nella prima fase vengono utilizzati tre diversi frame del livello MAC di Ethernet:
ALR REQ: rappresenta la richiesta da parte di un nodo di modiﬁcare la propria velocit` a
di trasmissione. Nel frame stesso ` e presente il rate desiderato;
ALR ACK: indica la conferma da parte del link partner per procedere con il cambio di
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Figura 3.6 – Diagramma temporale ragurante le fasi di sincronizzazione dell’ALR.
ALR NACK: indica la presenza di anomalie o problemi che impediscono il cambio della
velocit` a.
Una stazione che desidera cambiare il proprio rate di trasmissione, quindi, invia una ri-
chiesta tramite il frame ALR REQ, per dare al link partner tutte le informazioni necessarie.
A questo punto il nodo avvia un timer e si mette in attesa di una risposta, ritrasmettendo
nuovamente il frame nel caso in cui il timer scada. Quando il link partner riceve tale frame,
veriﬁca se sia eettivamente possibile cambiare la velocit` a; in caso aermativo trasmette
il frame ALR ACK e avvia la procedura per cambiare la propria velocit` a di trasmissione,
altrimenti informa il nodo che non ` e possibile compiere tale operazione inviando un frame
ALR NACK. A questo punto, se il nodo iniziale riceve un frame ALR ACK, avvia la pro-
cedura per portare la velocit` a al valore desiderato, altrimenti continua a trasmettere con il
rate precedente.
Una volta che i due nodi hanno eettuato questo scambio di pacchetti, ha inizio la secon-
da fase dell’ALR, in cui i due si sincronizzano al nuovo rate desiderato. Per far ci` o, dal
momento che l’auto-negoziazione deve essere disabilitata, si rende necessario conﬁgurare
direttamente i registri presenti nella scheda NIC e forzare la stessa a sincronizzarsi alla nuo-
va velocit` a impostata.
Per comprendere meglio come avvenga eettivamente tale sincronizzazione conviene stu-
diare il comportamento della scheda NIC e le operazioni richieste per ottenere il cambio
della velocit` a.
Lo schema in ﬁgura 3.7 rappresenta i livelli deﬁniti dallo standard Ethernet [27]. I due
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sono il MAU, nel caso delle reti con velocit` a di trasmissione non superiore ai 10 Mbps, e il
Physical Medium Attachment (PMA), nel caso di reti con velocit` a superiori a 10 Mbps.
Questi componenti mettono a disposizione una funzione detta link integrity function, che
stabilisce se il link presente nella rete in questione sia eettivamente funzionante e permetta
la comunicazione.
Figura 3.7 – Schema dei livelli deﬁniti nello standard 802.3 relativo alle varie velocit` a di
trasmissione.
La conﬁgurazione del link avviene grazie a due registri presenti nella Media Indipen-
dent Interface (MII), cio` e una interfaccia che separa il livello MAC da quello ﬁsico che
permette l’utilizzo di funzioni come l’auto-negoziazione o la conﬁgurazione manuale del
link. Tramite il registro di controllo ` e possibile disabilitare l’autonegoziazione e settare la
velocit` a di trasmissione, mentre tramite il registro di stato ` e possibile stabilire la modalit` a
di trasmissione (full duplex o half duplex).
Una volta disabilitata la funzione di auto-negoziazione ` e necessario veriﬁcare che le conﬁ-
gurazioni impostate nei nodi che si vogliono connettere siano esattamente uguali, altrimenti
la comunicazione non sarebbe possibile.
Nel MAU o nel PMA vengono deﬁnite due variabili, link control e link status, che sta-
biliscono rispettivamente se la funzione di integrit` a del link sia abilitata a controllare la
comunicazione e se il link monitorato sia stato eettivamente stabilito correttamente.
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portata al valore ENABLE, quindi il link ` e continuamente monitorato ed un eventuale va-
riazione della velocit` a di trasmissione in uno dei due nodi del link viene immediatamente
rilevata dalla link integrity function, che porta la variabile link status ad assumere il valore
FAIL, con una conseguente perdita del link.
Un secondo aspetto di cui tenere conto ` e che la conﬁgurazione del link avviene in fase di
inizializzazione sulla base delle operazioni risultati dalla auto-negoziazione o sulla base dei
registri di conﬁgurazione e di stato quando questi sono impostati manualmente. L’eventuale
modiﬁca dei bit di questi registri non porta all’immediato aggiornamento della conﬁgura-
zione del link, ma inﬂuenzer` a la velocit` a e la modalit` a di trasmissione solo nel caso in cui
il link venga disattivato (link down) e successivamente riattivato (link up).
Sulla base delle considerazioni appena fatte ` e possibile dedurre che, nei sistemi che im-
plementano lo standard Ethernet 802.3, per modiﬁcare la velocit` a e la modalit` a di trasfe-
riemento con un altro nodo ` e sempre necessario disattivare e successivamente riattivare il
link, sia nel caso in cui l’auto-negoziazione ` e attivata, sia in quello in cui viene adottata la
conﬁgurazione manuale.
Questa aermazione ` e stata veriﬁcata per sistemi operativi Windows e Linux. Nel primo
caso, la conﬁgurazione manuale avviene tramite il settaggio di un registro di sistema asso-
ciato alla scheda Ethernet e grazie alla disattivazione e riattivazione della scheda stessa. Nel
secondo caso, invece, ` e disponibile un tool di gestione (ethtool), che permette di modiﬁcare
i parametri della scheda da linea di comando e compie autonomamente le operazioni di link
down e link up.
Dal momento che il link deve essere ristabilito per poter riprendere le trasmissioni, si
rende necessario riconﬁgurare gran parte dei componenti presenti nella scheda, come gli
equalizzatori, i soppressori del rumore e i circuiti di temporizzazione, che hanno parame-
tri dierenti in base al tipo di trasmissione che si vuole stabilire. Queste operazioni di
inizializzazione, che non possono essere evitate nello standard IEEE 802.3, richiedono ge-
neralmente dei tempi dell’ordine delle centinaia di millisecondi [45].
Si pu` o quindi concludere che il miglioramento ottenibile rispetto al caso in cui si sfrutta
l’auto-negoziazione non ` e suciente a rendere il meccanismo dell’ALR adatto a sistemi
real-time, in cui si devono rispettare deadline molto stringenti e non ` e ammissibile una
perdita del link o un rallentamento della velocit` a di trasmissione per tempi cos` ı elevati.
Cambiare la velocit` a di trasmissione, per` o, potrebbe essere una buona soluzione per
ridurre i consumi energetici nelle comuni reti Ethernet, in cui i tempi di inattivit` a (idle)
sono generalmente elevati e non ` e richiesto di rispettare deadline particolarmente stringenti.
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gi` a deﬁnite nello standard Ethernet 802.3 ed ` e quindi possibile sfruttarlo con una qualsiasi
scheda NIC aggiungendo un programma in grado di monitorare le fasi di idle e di cambiare
autonomamente la velocit` a.
3.3.1 Implementazione in linguaggio C
Lo scambio di pacchetti tra i due nodi avviene a livello MAC, si ` e quindi deciso di creare
un programma in C che permetta la comunicazione tra due nodi collegati, speciﬁcando
esclusivamente l’indirizzo MAC del destinatario del pacchetto di sincronizzazione. Per fare
ci` o si rende necessario l’utilizzo dei socket, ovvero di una astrazione software di una porta
di comunicazione, che permette la trasmissione e la ricezione di pacchetti attraverso la rete,
utilizzando delle semplici funzioni della API corrispondente.
I parametri da deﬁnire per creare un socket sono
dominio: rappresenta la famiglia a cui appartiene il socket che si vuole utilizzare. Solo soc-
ket dello stesso dominio possono comunicare tra loro, quindi, nei due nodi interessati,
dovranno essere aperti due socket col medesimo dominio;
tipo: deﬁnisce il tipo di comunicazione che caratterizza il socket, in particolare la bidire-
zionalit` a e il tipo di dato trasmesso;
protocollo: ` e il protocollo di comunicazione utilizzato dal socket, che deﬁnisce le regole
di trasferimento e la conﬁgurazione del frame trasmesso.
Dal momento che si vogliono trasmettere pacchetti a basso livello, si ` e deciso di utiliz-
zare un particolare tipo di socket, denominato RAW, che permette di bypassare la fase di
incapsulamento/decapsulamento relativa al protocollo TCP/IP e di trasmettere direttamente
il pacchetto al nodo destinatario. Questa modalit` a ha il vantaggio di rendere la trasmissione
del pacchetto il pi` u possibile indipendente dal sistema operativo, impedendo ad altri pro-
cessi di interferire e riducendo al minimo il tempo di trasferimento necessario.
Una volta creato un RAW socket, si procede con la costruzione del frame da inviare, in cui
si deve inserire l’indirizzo MAC del mittente, quello del destinatario e un campo dati, che
permette di deﬁnire un pacchetto ALR ACK, ALR NACK oppure la velocit` a a cui si vuole
passare nel caso di un pacchetto ALR REQ.
Le funzioni che permettono la trasmissione e a ricezione dei pacchetti sono rispettivamente:
send: richiede un riferimento al socket su cui trasmettere, il frame da trasmettere sotto
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necessarie per questa applicazione. Restituisce il numero di byte trasmessi o -1 in
caso di errore;
recv: richiede un riferimento al socket su cui ricevere, un buer su cui salvare il frame
ricevuto, la sua dimensione ed un ﬂag. Restituisce il numero di byte ricevuti o un
codice di errore.
Inﬁne, per ottenere il cambio di velocit` a, ` e stata utilizzata una chiamata a sistema che
per sistemi Windows si occupa di disattivare l’auto-negoziazione, modiﬁcare il registro di
sistema relativo alla scheda NIC e di disconnettere e riconnettere il link, mentre, per siste-
mi LINUX, permette di utilizzare un tool che svolge operazioni analoghe a quelle appena
descritte in maniera autonoma.
In ﬁgura 5.5 ` e schematizzata l’implementazione della sincronizzazione. Una volta che
il secondo nodo ha trasmesso il pacchetto ALR ACK, entrambi i nodi avviano la procedura
di cambio di velocit` a. Per misurare quanto tempo sia necessario a modiﬁcare il rate di
trasmissione, si ` e poi deciso di far continuare a inviare dei pacchetti al primo nodo, e di
rilevare via software il tempo che intercorre tra l’avvio della procedura e la ricezione del
primo di questi pacchetti, che non possono giungere a destinazione ﬁno a quando il link non
` e stato ristabilito con la nuova velocit` a.
Figura 3.8 – Sincronizzazione dei nodi tramite ALR
Il tempo misurato pu` o essere suddiviso in due parti fondamentali: la prima, indicata
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seconda, denominata tchange, rappresenta il tempo necessario riconﬁgurare il link alla nuova
velocit` a .
tALR = thandshake + tchange
Per ottenere una misura molto precisa di thandshake si ha la possibilit` a di utilizzare dei
cosiddetti tool di sning, cio` e dei software in grado di monitorare passivamente i pacchetti
che transitano in una rete. Questi tool, per` o, essendo implementati in maniera software,
dipendono dal sistema in cui vengono installati e le misure temporali che sono in grado di
fare sui pacchetti in transito sono fortemente inﬂuenzate dalle operazioni che sta compiendo
in quel momento il processore.
Per evitare questo inconveniente e per ottenere misure pi` u precise, si ` e deciso di utilizzare
un dispositivo hardware, in grado di rilevare pacchetti attraverso la rete senza inﬂuenzarla
in alcun modo e senza essere a sua volta inﬂuenzata dal sistema in cui ` e installato.
La scheda Endace DAG 3.6E [8] rappresentata in ﬁgura 3.9 ` e una scheda di acquisizione
inseribile direttamente in uno degli slot PCI della scheda madre di un PC, che permette di
intercettare i pacchetti che transitano lungo una qualsiasi rete Ethernet a cui ` e collegata.
Figura 3.9 – Scheda Endace DAG 3.6E.
´ E dotata di due porte per connettori RJ45 non isolate galvanicamente tra loro, quindi
non ` e presente alcun tipo di hub al suo interno.
Come si vede in ﬁgura 3.10, queste porte permettono il collegamento in serie con una
rete Ethernet a velocit` a 10 o 100 Mbps full duplex o half duplex e non interferisce in alcun
modo con il trasferimento dei pacchetti o con le operazioni di auto-negoziazione, rendendo-
si quindi trasparente alla rete stessa. Una terza porta pu` o essere utilizzata per sincronizzare40 Algoritmi per il Risparmio Energetico su Reti Ethernet
Figura 3.10 – Schema di collegamento della scheda Endace DAG 3.6E.
la scheda con altri strumenti simili, in modo da creare un sistema di misura pi` u complesso.
Ogni pacchetto che transita nella rete entra in una delle due porte, viene rilevato da un fra-
mer Ethernet ed esce dalla seconda porta senza alcuna modiﬁca. I dati ricevuti, quindi,
arrivano ad una Field Programmable Gate Array (FPGA) dotata di un processore e di un
sistema di timestamping denominato DAG Universal Clock Kit (DUCK), basato su di un
clock che viene inizialmente sincronizzato a quello del PC, ma che poi viene gestito in ma-
niera indipendente da un oscillatore interno alla scheda.
I tempi registrati dalla scheda sono rappresentati in virgola ﬁssa utilizzando 64 bit, i 32 bit
pi` u signiﬁcativi dei quali indicano i secondi trascorsi dalla mezzanotte del primo Gennaio
1970, mentre i 32 bit meno signiﬁcativi sono utilizzati per rappresentare la parte frazionaria.
Sulla base di quanto appena aermato, sarebbe teoricamente possibile ottenere una risolu-
zione pari a 1
232 ' 231:83 ps. In realt` a la frequenza del clock porta ad avere gli 8 bit meno
signiﬁcativi costantemente a zero, quindi la reale risoluzione temporale della scheda ` e pari
a 1
224 ' 59:6 ns.
La scheda, una volta installata, pu` o essere comandata da MS-DOS in ambienti Windows, o
da Shell in ambienti Linux, da cui ` e possibile avviare il monitoraggio della rete e salvare i
risultati ottenuti in formato .ERF, che, a loro volta, possono essere visualizzati da comuni
software di sning come Wireshark. Non avendo a disposizione un hub in cui sia in gra-
do di disabilitare l’auto-negoziazione ` e stato possibile esclusivamente misurare il valore di
thandshake, mentre, per quanto riguarda tchange ` e stato necessario utilizzare i risultati riportati
in [45]. In tabella 3.4 sono riassunti i tempi caratteristici dell’ALR per le reti a 10 Mbps,
100 Mbps e 1000 Mbps. Come si pu` o notare i tempi sono inferiori rispetto al caso del
cambio di velocit` a con auto-negoziazione, ma sono ancora troppo elevati, soprattuto per
rendere questo algoritmo adatto a reti real-time in cui i tempi di ciclo sono spesso inferiori
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Velocit` a iniziale / velocit` a ﬁnale thandshake [s] tchange [ms] tALR [ms]
1000 Mbps / 100 Mbps 2.0 72.333 72.335
100 Mbps / 1000 Mbps 8.4 68.585 68.594
100 Mbps / 10 Mbps 2.0 575,836 575.838
10 Mbps / 100 Mbps 88.6 72,334 72,422
1000 Mbps / 10 Mbps 8.4 575,836 575.844
10 Mbps / 1000 Mbps 88.6 68,586 68,674
Tabella 3.4 – Tempi caratteristici dell’algoritmo ALR.
3.4 Energy Eciency Ethernet
L’approccio pi` u ecace per risolvere questo problema ` e quello descritto nello standard
IEEE 802.3az [28], contenente una serie di migliorie apportate alle comuni reti Ethernet
IEEE 802.3, che permettono di ottenere una rete pi` u eciente dal punto di vista energetico,
deﬁnita appunto EEE.
Lo standard ` e stato sviluppato dalla IEEE 802.3az task force e la sua versione deﬁnitiva ` e
stata ucializzata dalla IEEE nel Settembre del 2010 [41].
Questo standard combina il livello MAC deﬁnito da IEEE 802.3 con una serie di dif-
ferenti livelli ﬁsici, che supportano una nuova modalit` a di lavoro, denominata Low Power
Idle (LPI). Quando questa modalit` a ` e abilitata, il sistema pu` o ridurre il consumo in en-
trambe le direzioni dei link durante le fasi in cui il loro utilizzo ` e minore. Esiste, inoltre,
una generalizzazione di questo standard implementata da alcune compagnie, denominata
Green Ethernet, in cui il consumo di potenza ` e regolato non solo in base al carico del link
in questione, ma anche in relazione alla sua lunghezza [1, 10].
Le tipologie di livelli ﬁsico supportate dallo standard sono: 100BASE-X, 100BASE-
TX,1000BASE-X,1000BASE-T,10GBASE-X,10GBASE-R,1000BASE-KX,10GBASE-
KX4 e 10GBASE-KR. Inoltre viene deﬁnita la rete 10BASE-Te, cio` e una versione eciente
dal punto di vista energetico della comune rete 10BASE-T a 10 Mbps, che necessita di una
ampiezza di trasmissione inferiore [28]. Il MAU relativo a questo livello ﬁsico ` e perfetta-
mente compatibile con quello delle reti 10BASE-T, permettendo di combinare dispositivi
che implementano meccanismi di riduzione del consumo con quelli gi` a presenti nelle nor-
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Nello standard sono deﬁnite tutte le modalit` a con cui i nodi si scambiano informazioni per
determinare se supportano l’EEE e per determinare la migliore conﬁgurazione dei parametri
principali che caratterizzano il suo funzionamento, in modo da poter ottenere la massima
riduzione possibile dei consumi energetici.
Il concetto fondamentale su cui si basa EEE ` e la deﬁnizione di due dierenti modalit` a
in cui possono operare i dispositivi: la prima, denominata ACTIVE, viene assunta nelle fasi
di utilizzo del dispositivo stesso, cio` e quando ` e necessario trasmettere informazioni ad altri
nodi della rete; mentre la seconda, denominata LPI, rappresenta lo stato di basso consumo
energetico del dispositivo, che viene assunto nei momenti in cui l’utilizzo del link ` e ridotto
e si ha uno spreco di energia che pu` o essere evitato.
Quando viene attivata la modalit` a LPI, si suppone ovviamente che non sia necessario tra-
smettere dei pacchetti attraverso la rete, quindi ` e possibile disabilitare gran parte delle fun-
zionalit` a del trasmettitore, ottenendo il risparmio energetico desiderato. Il concetto ` e molto
simile a quelli descritti negli algoritmi visti in precedenza, ma ha il grande vantaggio di
richiedere solo pochi microsecondi per il passaggio tra lo stato ACTIVE e LPI, visto che il
link non viene disattivato [28].
Qualora si desideri nuovamente trasmettere lungo la rete, infatti, non ` e pi` u necessario com-
piere le operazioni per ristabilire il link, che richiedono alcuni millisecondi, ma ` e suciente
riattivare le funzionalit` a del trasmettitore, riducendo drasticamente il tempo necessario a ri-
prendere le comunicazione. Questa fondamentale caratteristica rende lo standard EEE il mi-
glior candidato per la riduzione dei consumi non solo nelle comuni reti Ethernet, ma anche
nelle reti Ethernt industriali, in cui i tempi di trasmissione sono di primaria importanza.
3.5 LPI Client e Reconciliation Sublayer
Come si vede in ﬁgura 3.11, rispetto al normale standard Ethernet, viene introdotta una
nuova entit` a, deﬁnita LPI Client, che si occupa di gestire i segnali necessari alle transizioni
ACTIVE/LPI e che viene collegato al Reconciliation Sublayer (RS). Quest’ultimo ha il
compito di tradurre la terminologia adottata dal Media Indipendent Interface (MII) 1, cio` e
dall’interfaccia di collegamento con il PHY, con quella del MAC e dell’LPI Client.
Il livello ﬁsico descritto dallo standard IEEE 802.3az ` e dotato di alcune funzioni che
permettono di trasmettere e ricevere dei particolari segnali detti di Low Power Idle, neces-
sari a gestire i cambi di stato da parte del dispositivo e a mantenere attivo il link a cui ` e
collegato. Questi segnali permettono al LPI Client di indicare al PHY e al link partner che
1In ﬁgura ` e utilizzato il termine xMII per indicare qualsiasi tipo di MII supportato dallo standard Ethernet3.5 LPI Client e Reconciliation Sublayer 43
Figura 3.11 – Modulo LPI Client e RS aggiunti allo standard Ethernet.
presto verr` a bloccato il ﬂusso di dati e che il trasmettitore locale sta per passare alla moda-
lit` a LPI. Essi, inoltre, informano il modulo LPI Client dell’eventuale richiesta da parte del
link partner di cambiare il proprio stato.
Per generare, ricevere e scambiare questi segnali con l’RS, l’LPI Client sfrutta le se-
guenti interfacce [35]:
LP IDLE.request(LPI REQUEST) viene utilizzato dall’LPI Client per richiedere di ini-
ziare (LPI REQUEST = ASSERT) o bloccare la trasmissione (LPI REQUEST =
DE-ASSERT) di segnali LPI verso il livello PHY e quindi verso il link partner;
LP IDLE.indication(LPI INDICATION) viene utilizzato dall’RS per indicare all’LPI
ClientcheillivelloPHYharicevutounsegnaleLPIdallinkpartner(LPI INDICATION
=ASSERT)oppurechenonvisonosegnalidiquestotipoinarrivo(LPI INDICATION
= DE-ASSERT).
Queste stesse interfacce vengono gestite dall’RS tramite due funzioni, la LPI assert
function e la LPI detect function, che si occupano rispettivamente di gestire le richieste
di trasmissione da parte dell’LPI Client e di identiﬁcare i segnali provenienti dal PHY. In
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comunicazione il PHY con il MAC e con il modulo LPI Client, nel primo caso vengono
utilizzatequellemesseadisposizionedall’interfacciaPhysicalLayerSignaling(PLS), come
avviene normalmente nelle reti Ethernet, mentre, nel secondo caso, vengono utilizzate le
primitive appena descritte.
Figura 3.12 – LPI assert function e LPI detect function presenti nel modulo RS.
Quando non vi sono richieste di passare nello stato LPI, la LPI assert function gesti-
sce la comunicazione tra il livello MAC e la xMII mappando l’interaccia di servizio PLS
con i segnali trasmessi alla xMII, come avviene nelle normali condizioni di trasmissione.
Utilizza, inoltre, le primitive di questo servizio per indicare al MAC che pu` o riprendere a
trasmettere.
Quando, invece, viene eettuata una richiesta di passaggio in LPI, corrispondente al set-
taggio del parametro LPI REQUEST al valore ASSERT, la LPI assert function inizia a
trasmettere al xMII la codiﬁca Assert LPI, rappresentata da una sequenza di 4 bit predeﬁni-
ta. Contemporaneamente sfrutta le primitive del PLS per indicare al MAC di interrompere
ogni trasmissione.
Per quanto riguarda la LPI detect function, essa riceve i segnali provenienti dallo xMII,
se questi non codiﬁcano la Assert LPI, li mappa nella interfaccia PLS, come avviene nor-
malmente nelle reti Ethernet, e notiﬁca al modulo LPI Client che non ci si trova nello stato
LPI, settando il parametro LPI INDICATION della primitiva LP IDLE.indication a DE-
ASSERT.
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ﬁca il parametro LPI INDICATION portandolo al valore ASSERT, in modo da informare il
modulo LPI Client che il link partner ` e passato alla modalit` a LPI
Riassumendo, si ha che il modulo LPI Client decide quando il segnale LPI debba essere
trasmesso al link partner, comunicando con il PHY grazie all’RS. Viceversa le richieste pro-
venienti dal link partner vengono dapprima trasmesse dal PHY all’RS, che successivamente
le inoltra all’LPI Client.
3.6 Operazioni compiute dal PHY in trasmissione
Per compiere il passaggio dallo stato ACTIVE a quello LPI, il PHY deve compiere alcune
operazioni che variano a seconda della tipologia di rete in questione. In generale, in un
dispositivo che si trova nello stato ACTIVE, il modulo LPI Client compie una richiesta per
passare nello stato di Low Power Idle, impostando il valore del parametro LPI REQUEST
ad ASSERT all’interno della primitiva LPI IDLE.request. In questo modo la xMII riceve
la codiﬁca Assert LPI e lo notiﬁca al PHY, che trasmette il segnale sleep signal al proprio
link partner, in modo da informarlo che sta per essere avviata la procedura per passare il
trasmettitore locale nella modalit` a LPI.
Il dispositivo locale, a questo punto, attraversa una prima fase denominata SLEEP, du-
rante la quale vengono compiute le operazioni necessarie a spegnere i componenti del tra-
smettitore che consumano energia inutilmente.
La fase successiva, denominata QUIET, ` e quella in cui eettivamente il nodo si trova nel-
la modalit` a LPI e viene periodicamente interrotta dall’operazione di REFRESH. Durante
questa fase periodica, la funzione di trasmissione del PHY locale viene riabilitata momen-
taneamente, permettendogli di trasmettere periodicamente dei segnali di refresh, che hanno
lo scopo di essere sfruttati dal link partner per aggiornare i propri circuiti di temporizzazio-
ne. Essi, inoltre, sono necessari a mantenere il link attivo; infatti la funzione di integrit` a,
descritta nella sezione 3.1, monitora continuamente il link e, se non rileva traco al suo
interno per un tempo preﬁssato, lo disattiva automaticamente supponendo che sia avvenuto
qualche errore nelle comunicazioni.
Come si pu` o notare in ﬁgura 3.13, la fase di LPI ` e costituita da un alternarsi periodico
delle fasi di QUIET e REFRESH, che si interrompe solo quando viene inoltrata una richie-
sta di tornare alla modalit` a ACTIVE, rappresentata dalla ricezione da parte della xMII di
una qualsiasi codiﬁca dierente da Assert LPI. Il PHY locale, quindi, trasmette un segna-
le wake signal al link partner ed avvia la procedura necessaria alla riattivazione di tutte le
funzionalit` a del trasmettitore, rappresentata dalla transizione nella fase WAKE. Conclusa46 Algoritmi per il Risparmio Energetico su Reti Ethernet
questa ultima fase, il nodo locale si trova nuovamente alle normali condizioni di lavoro e
pu` o procedere con le trasmissioni.
Figura 3.13 – Fasi delle modalit` a ACTIVE e LPI.
Ognuna di queste fasi ` e caratterizzata da un tempo ben preciso:
Ts fa riferimento alla fase di SLEEP e rappresenta il tempo necessario a spegnere i com-
ponenti del trasmettitore che non richiedono di ristabilire il link per riprendere le
comunicazioni;
Tq ` euntempoﬁssatoaprioricherappresentaladuratadellafasediQUIET,cio` el’intervallo
che intercorre tra due fasi di REFRESH consecutive;
Tr ` e il tempo necessario a trasmettere i segnali di refresh al link partner;
Tw ` e il tempo impiegato durante la fase WAKE per riattivare le funzionalit` a del trasmetti-
tore e del ricevitore, provocando il passaggio nella modalit` a ACTIVE.
La trasmissione periodica dei segnali di refresh non richiede di riattivare completamente
il trasmettitore, infatti ` e suciente utilizzare solamente una delle quattro coppie di cavi
presenti nel link [28], quindi il consumo e il tempo necessario a trasmettere questi segnali
sono ridotti rispetto alle normali trasmissioni del link attivo.
3.6.1 Operazioni compiute dal PHY in ricezione
Nella direzione di ricezione, l’ingresso nella modalit` a LPI da parte del link partner ` e rile-
vata dalla presenza dello sleep signal, dopo il quale vengono interrotte le trasmissioni dal
nodo remoto. A questo punto, il PHY locale indica la codiﬁca Assert LPI nello xMII e
anche il ricevitore locale pu` o disabilitare alcune delle sue funzionalit` a, in modo da ridurre
ulteriormente il consumo.
Il ricevitore locale acquisisce i segnali di refresh da parte del link partner ed aggiorna i
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Quandoilnodoremotodecidediusciredalla modalit` aLPIediinterrompereilcicloQUIET-
REFRESH, trasmette il wake signal, che viene sfruttato dal ricevitore locale per avviare la
procedura di riattivazione delle eventuali funzionalit` a disabilitate, provocando la transizione
nella xMII dalla codiﬁca Assert LPI alla codiﬁca normalmente presente per le tramissioni
Ethernet. Passato il tempo necessario a ristabilire il ricevitore, il link pu` o tornare al rate di
trasmissione nominale.
Una distinzione va fatta per le reti 1000BASE-T. In questo caso, infatti, il PHY locale
si porta nella fase QUIET solo dopo che ha trasmesso lo sleep signal e ha ricevuto lo stesso
segnale da parte del PHY remoto. Ci` o signiﬁca che, se il PHY remoto non dovesse decidere
di portarsi nella modalit` a LPI, allora neanche il PHY locale potr` a farlo. Le altre tipologie
di reti, invece, possono gestire il passaggio in LPI nelle due direzioni del link in maniera
indipendente, cio` e si pu` o presentare la situazione in cui il trasmettitore locale ed il ricevitore
remoto vengano parzialmente disabilitati, ma non viceversa.
Questa possibilit` a risulter` a essere molto utile nel caso delle reti real-time dal momento che,
come si vedr` a, talvolta i nodi devono rimanere in ascolto sulla rete per la maggior parte del
tempo e non hanno la possibilit` a di disattivare le funzionalit` a dal proprio ricevitore, bens` ı
solamente del trasmettitore.
Lo standard descrive anche la gestione delle situazioni in cui si debbano trasmettere o
ricevere normali frame durante le fasi di QUIET e REFRESH. Nel caso in cui il PHY riceva
la richiesta di trasmettere un frame lungo il link, avvia automaticamente la procedura per la
riattivazione di tutte le funzionalit` a del trasmettitore e del ricevitore, uscendo dalla modalit` a
LPI nel tempo Tw. Dall’altro lato del link, il PHY remoto, ` e in grado di rilevare la presenza
del frame e, di conseguenza, avvia anch’esso la procedura per uscire dal LPI.
Questo introduce un ritardo nella trasmissione del frame, pari alla durata della fase di WA-
KE, ma, come si pu` o notare nella tabella 3.6, questo ritardo non supera i 20.5 s ed ` e
generalmente trascurabile rispetto alle altre tempistiche della rete. Nella prossima sezione,
inoltre, vedremo che l’adozione di questi meccanismi nei sistemi real-time ha il vantaggio
di conoscere con grande precisione gli istanti in cui potrebbe essere necessario trasmettere o
ricevere dei frame lungo la rete ed ` e quindi possibile anticipare il risveglio del link in modo
da evitare qualsiasi tipo di ritardo.
Il meccanismo descritto ﬁno ad ora ` e comune a tutte le tipologie di PHY che supportano
l’EEE; si hanno per` o alcune dierenze per quanto riguarda le tempistiche dei vari cambi di
stato che caratterizzano questo standard e per quanto riguarda la gestione delle due direzioni
del link tra l’LPI Client ed il link partner.
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REFRESH, la cui durata dipende dalla velocit` a e dalla tipologia di rete adottata.
Protocollo
Ts[s] Tq[s] Tr[s]
Min Max Min Max Min Max
100BASE-TX 200 220 20000 22000 200 220
1000BASE-T 182.0 202.0 20000 24000 198.0 218.2
1000BASE-KX 19.9 20.1 2500 2600 19.9 20.1
10GBASE-KX4 19.9 20.1 2500 2600 19.9 20.1
10GBASE-KR 4.9 5.1 1700 1800 16.9 17.5
10GBASE-T 2.88 3.2 39.68 39.68 1.28 1.28
Tabella 3.5 – Sommario dei parametri temporali caratteristici dello standard EEE [28].
Nel caso del tempo Tw, ` e necessario tenere conto dei tempi di latenza della rete, che
hanno una ripercussione sui ritardi di trasmissione e ricezione dei frame.
Nello standard Ethernet vengono stabiliti dei limiti massimi per quanto riguarda i ritardi di
propagazione lungo la rete in base al tipo di protocollo adottato, che permettono di determi-
nare il tempo massimo necessario a risvegliare il link, cio` e il limite superiore per il tempo
Tw, che viene denominato Tw phy. Questo tempo dipende da vari fattori caratteristici del
protocollo, tra cui la velocit` a di trasmissione, la possibilit` a di gestire separatamente il link
nelle due direzioni possibili e la presenza di un controllo degli errori. Pertanto, per alcune
delle reti considerate, ` e necessario distinguere due dierenti casistiche, a cui corrispondono
due Tw phy diversi.
10GBASE-T per questo protocollo ` e possibile decidere se il PHY locale debba o meno
attendere la ricezione di uno sleep signal da parte del link partner, prima di poter
trasmettere il proprio wake signal. Vengono quindi considerati il caso in cui non si
attende lo sleep signal (caso 1) e quello in cui ` e necessario attenderlo (caso 2).
10GBASE-KR in queste reti ` e possibile applicare un meccanismo di controllo e correzione
degli errori denominato Forward Error Correction (FEC). Pertanto vengono conside-
rati il caso in cui non viene implementato il FEC (caso 1) ed il caso in cui questo
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In tabella 3.6, sono riassunti i massimi tempi necessari alle varie tipologie di reti per
risvegliare il link, distinguendo eventualmente i casi appena descritti.
Protocollo Caso Tw phy[s]
100BASE-TX - 20.5
1000BASE-T - 16.5
1000BASE-KX - 11.25
10GBASE-T
caso 1 7.36
caso 2 4.48
10GBASE-KX4 - 9.25
10GBASE-KR
caso 1 12.25
caso 2 14.25
Tabella 3.6 – Limite temporale massimo per il parametro Tw [28].
3.6.2 Auto-negoziazione tra LPI Client e link partner
Anch´ e i due nodi collegati a un link possano conoscere le informazioni da utilizzare per
eettuare il passaggio alla modalit` a di basso consumo, ` e necessario che in fase di conﬁgu-
razione del link venga compiuta la auto-negoziazione descritta nella sezione 3.1.
In questo modo le due stazioni sono in grado di comunicarsi automaticamente le proprie
caratteristiche, permettendo la creazione del link e stabilendo se sia o meno possibile im-
plementare i meccanismi descritti dallo standard EEE. Per far ci` o, durante la autonegozia-
zione, i due nodi possono indicare se sono in grado di supportare tale standard, rendendo
possibile il passaggio nello stato LPI solo nel caso in cui in entrambi siano implementate le
funzionalit` a dell’EEE.
3.6.3 Consumo Energetico e Potenziale Risparmio
Come gi` a accennato all’inizio di questo capitolo, il consumo energetico di un link durante
il transito di pacchetti, cio` e nello stato di ACTIVE, ` e circa equivalente a quello che si ha
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Low Power Idle, si ha una riduzione del consumo di potenza che si pu` o avvicinare al 90%
e anche durante i brevi periodi di refresh si ha comunque una riduzione superiore al 10%
[14].
In tabella 3.7 sono riassunti i consumi corrispondenti alle tipologie di reti trattate negli stati
seguenti
ACTIVE consumo del nodo quando ` e completamente attivo;
IDLE consumo del nodo quando si trova in idle;
LPI TX consumo del nodo quando viene disattivato solo il trasmettitore;
LPI RX consumo del nodo quando viene disattivato solo il ricevitore;
LPI consumo del nodo quando si trova completamente in LPI
Protocollo
Consumo [W]
ACTIVE IDLE LPI TX LPI RX LPI
10BASE-T 0.504 0.334 0.252 0.151 0.076
100BASE-TX 0.388 0.320 0.185 0.124 0.06
1000BASE-T2 0.781 0.777 - - 0.117
10GBASE-T 8.2 7.9 4.1 2.46 1.23
Tabella 3.7 – Consumo energetico delle reti Ethernet sotto carico, in idle ed in LPI [36, 4, 13].
Secondo una stima compiuta nel 2007 ancora una volta negli Stati Uniti, la percentuale
di tempo durante il quale ` e possibile portare un link nello stato LPI pu` o raggiungere l’80%
con un conseguenti risparmio annuo di circa 7.5 TWh, corrispondeni ad un risparmio eco-
nomico di ben 410 milioni di Dollari [14] ed una riduzione delle emissioni di CO2 pari a
circa 3.5 milioni di tonnellate [1].
Come si pu` o dedurre da questi valori, il consumo di potenza da parte dei link Ethernet ` e
decisamente aumentato rispetto ai valori stimati negli anni 2000 a causa della grande diu-
sione della tecnologia Ethernet.
Ci` o rende essenziale l’adozione dello standard EEE in ogni link e sta focalizzando l’atten-
zione anche sui consumi delle reti industriali basate sullo standard Ethernet.
1Le reti 1000BASE-T non ammettono il passaggio parziale in LPI, quindi viene indicato solo il consumo
del nodo quando si trova totalmente in LPICapitolo4
Risparmio Energetico nelle Reti
Powerlink
Il grande sviluppo delle reti Ethernet in ambiente industriale ha presto reso di centrale im-
portanza il problema del consumo energetico dal momento che sono presenti milioni di link
in tutto il mondo e, come per le normali reti Ethernet, per una buona parte del tempo in cui
sono attivi, non vengono eettivamente utilizzati.
Di seguito verr` a ripreso in esame il caso delle reti Ethernet POWERLINK (EPL), in cui
la grande rigorosit` a di gestione del ciclo e la breve durata delle fasi di idle richiedono di
adottare dei meccanismi di ecienza energetica che siano in grado di ridurre i consumi
senza pregiudicare il determinismo delle trasmissioni. Per questo motivo si descriver` a l’u-
tilizzo, nelle reti EPL, dello standard EEE, che permette di portare i nodi in uno stato di
basso consumo e successivamente riattivarli in tempi molto brevi, assicurando di rispettare
le tempistiche del ciclo e di mantenere il comportamento real-time.
4.1 Reti EPL con EEE
Come descritto nel capitolo precedente, il ciclo EPL si compone di tre fasi fondamentali; la
fase isocrona, la fase asincrona e la fase di idle. Quest’ultima, in particolare, costituisce il
periodo temporale che interessa maggiormente lo spreco di energia, dal momento che non
vi ` e alcun tipo di trasmissione tra i nodi della rete, mantenendo attivo un numero spesso
elevato di link inutilmente. Proprio durante la fase di idle, quindi, si possono implementare
i meccanismi presentati nello standard EEE, cio` e si portano i nodi che non stanno trasmet-
tendo in uno stato di LPI, riportandoli poi nello stato ACTIVE quando ricomincia la fase52 Risparmio Energetico nelle Reti Powerlink
isocrona e devono trasmettere nuovamente. Visti i valori tipici del tempo di ciclo, lo stato
di basso consumo non viene imposto per lunghi periodi, come nel caso delle normali reti
Ethernet, ma i nodi vengono portati in tale stato per brevi periodi nell’ambito del ciclo di
funzionamento.
Dal momento che le reti industriali generalmente operano in maniera continua (o per periodi
di tempo elevati), la somma di tutti questi brevi periodi in cui il consumo ` e ridotto, diviene
una percentuale piuttosto rilevante della durata complessiva del periodo di lavoro, quindi ` e
possibile ottenere dei risultati altrettanto soddisfacenti rispetto a quelli ottenuti con le reti
Ethernet comuni.
Quando viene implementato lo standard EEE, generalmente, si suppone che siano i
dispositivi stessi a determinare in quale momento portarsi nello stato di LPI, altrimenti sa-
rebbe necessario trasmettere ad ognuno di essi un frame per informarli della necessit` a di
cambiare stato, perdendo tempo inutilmente. In base a come ` e strutturato il ciclo di PO-
WERLINK, per` o, dopo che ` e trascorsa la fase di idle, i nodi che si sono portati nello stato di
basso consumo dovranno riattivare il link all’inizio del prossimo ciclo. Questa operazione,
come si ` e visto nella sezione 3.4, richiede dalle decine alle centinaia di microsecondi in base
alla velocit` a della rete.
Ci` o introduce un ritardo nell’inizio del ciclo, che pu` o portare alle violazioni temporali de-
scritte nella sezione 2.2.4, poich` e i nodi richiedono un tempo maggiore per accorgersi dei
frame SoC e PReq. Questo ritardo, inoltre, si ripete ad ogni ciclo, di conseguenza si pu` o
creare una situazione in cui una o pi` u stazioni non si rendono mai conto dell’inizio di un
nuovo ciclo, rimanendo di fatto esclusi dalla rete EPL.
Una possibile soluzione potrebbe essere quella di sommare una stima di tale ritardo ai ti-
mer dei CN, in modo da allungare il timeout e permettere ad ogni stazione di ricevere
correttamente i frame. Ci` o, per` o, porta ad allungare gli slot associati ad ogni CN con una
conseguente riduzione del tempo a disposizione per trasmettere dati.
Una seconda soluzione, che permette di assicurare il determinismo della rete, attuando an-
che gli algoritmi di riduzione del consumo dello standard EEE, ` e quella di integrare tali
meccanismi con il controllo sul ciclo di POWERLINK eettuato dal MN, imponendo, cio` e,
che sia questo nodo a richiedere la riattivazione dei link della rete.
Sulla base del tipo di trasmissioni che devono compiere i vari CN ` e possibile gestire in ma-
niera dierente il passaggio nella modalit` a LPI, in modo tale da massimizzare la percentuale
di tempo in cui si ha una riduzione dei consumi energetici. Di seguito verranno descritte le
varie casistiche che si possono presentare, con la relativa gestione da parte del MN e con la
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4.1.1 Caso generale
Il modo pi` u semplice per implementare algoritmi di Energy Eciency, senza pregiudicare
il corretto svolgimento del ciclo, ` e quello di circoscrivere tutte le operazioni necessarie al-
l’interno della fase di idle, imponendo che il passaggio allo stato di basso consumo avvenga
dopo la ﬁne della fase asincrona e che la riattivazione del link avvenga entro l’inizio della
successiva fase isocrona.
I vari cambi di stato relativi allo standard EEE, compiuti dai nodi durante il ciclo di PO-
WERLINK, sono rappresentati in ﬁgura 4.1, da cui si nota facilmente che le possibilit` a di
ottenere un eettivo risparmio di energia dipendono direttamente dalla durata della fase di
idle e dai tempi necessari a passare in LPI e ad attivare il link.
Figura 4.1 – Implementazione dello standard EEE durante la fase di idle.
Siano TEPL la durata complessiva del ciclo, Ts il tempo necessario ai CN per entrare
nello stato di Low Power Idle, Tw il tempo necessario a risvegliarsi e Tidle la durata dell’idle,
che per ora viene considerata costante. Allora la percentuale di tempo durante la quale le
stazioni si trovano nello stato di basso consumo energetico, risulta essere pari a
gen =
Tidle   Ts   Tw
TEPL
: (4.1)
Ci` o signiﬁca che il tempo durante il quale si ha un risparmio di energia ad ogni ciclo
` e pari al tempo di idle meno i tempi necessari a portare nello stato di basso consumo e
riattivare il link. Per ottenere dei risultati soddisfacenti si deve avere che Tidle  Ts + Tw,
condizione generalmente veriﬁcata per cicli di POWERLINK relativamente lunghi.
Normalmente, tuttavia, si cerca di ridurre al minimo i periodi di inattivit` a della rete, pertanto
si possono creare situazioni in cui la durata della fase di idle non sia sucientemente lunga
da permettere la disattivazione e successiva riattivazione dei link entro l’inizio del ciclo
successivo; In questo caso non sar` a possibile implementare i meccanismi dell’EEE.
Nel caso generale appena descritto, ` e possibile portare il link completamente in LPI,54 Risparmio Energetico nelle Reti Powerlink
disattivando sia il ricevitore che il trasmettitore di entrambi i nodi collegati. Infatti, nella
fase di idle, non viene eettuata alcun tipo di trasmissione e non ` e necessario mantenere
attivi i ricevitori dei nodi.
Passaggio parziale dei link allo stato LPI
Di seguito si andranno a considerare dei casi in cui i nodi hanno la possibilit` a di interrom-
pere le trasmissioni e passare nella modalit` a LPI, prima dell’inizio della fase di idle. Si
deve, per` o, tenere conto del fatto che le trasmissioni eettuate dai CN e dal MN sono di tipo
broadcast e quindi, se si eettuasse un passaggio completo alla modalit` a di basso consumo
energetico prima della ﬁne delle trasmissioni, si otterrebbe un immediato risveglio del link,
causato, ad esempio, dalla trasmissione di un frame PRes da parte di un altro CN. Per ri-
solvere questo problema e aumentare comunque il tempo di permanenza in LPI ` e possibile
utilizzare uno strumento messo a disposizione dalla standard EEE, il passaggio parziale in
LPI. Per alcune tipologie di reti, come le 100BASE-TX e le 10GBASE-T, si ha la possibi-
lit` a di disattivare le comunicazioni solo in una direzione, mantenendo attive le trasmissioni
nell’altra. In questo modo ` e possibile andare a interrompere le trasmissioni da parte di un
nodo, ridurre il consumo energetico del trasmettitore e, contemporaneamente, mantenere
attivo il ricevitore ﬁno alla fasi di idle, dove sar` a possibile completare il passaggio in LPI.
Per quanto riguarda le reti a 1000 Mbps, questa possibilit` a non ` e deﬁnita dallo standard,
quindi non sar` a possibile applicare le casistiche che seguono.
4.1.2 Nodi che trasmettono solo dati real-time
Nella sezione precedente si ` e supposto che la durata della fase di idle sia costante in realt` a,
come gi` a osservato nella sezione 2.2.3, questa dipende dall’eventuale partecipazione delle
stazione alla trasmissione di frame durante la fase asincrona.
La durata della fase asincrona dipende dalla presenza di richieste di trasmissioni asincrone
da parte di uno o pi` u CN durante il polling del MN. Essa si considera teoricamente termi-
nata quando queste trasmissioni sono completate, ma, nel caso pratico, per tutti i CN che
non sono coinvolti in questa fase, essa termina subito dopo che il frame SoA ` e stato rice-
vuto. Per massimizzare il risparmio energetico, quindi, conviene ridurre il pi` u possibile la
frequenza di polling dei CN che operano esclusivamente nella modalit` a asincrona. Come
per il periodo del ciclo POWERLINK, la frequenza di polling di questi nodi dipende diret-
tamente dal sistema in questione, dunque ` e necessario ricavarne il valore minimo sulla base
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Un secondo accorgimento che permette di ridurre ulteriormente i consumi ` e quello di
anticipare il passaggio allo stato di basso consumo per tutti i CN che non sono interessati
dalle trasmissioni asincrone 4.2, portandoli nello stato LPI subito dopo la trasmissione del
proprio frame PRes.
Figura 4.2 – Tempo in LPI per un CN che trasmette solo dati real-time.
Per queste stazioni, la percentuale di tempo durante la quale ` e possibile rimanere in uno
stato di basso consumo ` e
isoc =
Tasync + Tidle   Ts   Tw
TEPL
: (4.2)
Dove Tasync ` e la durata della fase asincrona. La percentuale ottenuta fa riferimento solo al
passaggio parziale in LPI; quindi, per tenere conto del passaggio completo durante la fase
di idle, baster` a aggiungere il valore ottenuto con la formula relativa al caso generale.
4.1.3 CN che lavorano solo in modalit` a asincrona
Per quanto riguarda i CN che trasmettono esclusivamente frame asincroni, come si vede in
ﬁgura 4.3, il periodo di tempo in cui ` e possibile passare nello stato di LPI ` e dato dall’in-
tervallo tra la ﬁne della fase asincrona del ciclo corrente e l’inizio della fase asincrona del
ciclo successivo.
Figura 4.3 – Tempo in LPI per un CN che trasmette solo in modalit` a asincrona.56 Risparmio Energetico nelle Reti Powerlink
Pertanto la percentuale di tempo in cui si ha un risparmio energetico ` e data da
async =
Tisoc + Tidle   Ts   Tw
TEPL
: (4.3)
Dove Tisoc ` e pari alla durata della fase isocrona. Anche in questo caso, il valore ottenuto
fa riferimento al passaggio parziale in LPI si dovr` a poi sfruttare la formula del caso generale
per ottenere la percentuale complessiva di permanenza in tale modalit` a.
4.1.4 CN che lavorano in slot temporali multiplati
Nel caso particolare dei CN che vengono interrogati durante il polling del MN solo in mul-
tipli del periodo del ciclo EPL, ` e possibile estendere il periodo in cui passare nello stato di
basso consumo a tutto il tempo che intercorre tra due accessi consecutivi. Sia k la perio-
dicit` a con cui la stazione viene coinvolta attivamente nel ciclo POWERLINK, allora essa
potr` a trovarsi nello stato LPI per k   1 cicli, come si pu` o intuire dalla ﬁgura 4.4.
Figura 4.4 – Tempo in LPI per un CN con slot multiplati con k = 3.
Per poter stimare la percentuale di tempo durante la quale questi nodi portano ad un
eettivo risparmio di energia, per` o, non ` e suciente supporre che i CN in questione en-
trino a far parte del polling eettuato dal MN solo in alcuni cicli, ma ` e anche necessario
tenere conto del fatto che potrebbero voler trasmettere frame asincroni o che potrebbero
essere interessati da trasmissioni incrociate tra le stazioni. Questa particolare tipologia di
trasmissioni fa riferimento a tutte le possibili comunicazioni dirette che vi possono essere
tra le stazioni senza coinvolgere il MN, ad esempio lo scambio di informazioni che non ne-
cessitano di essere elaborate dall’unit` a centrale e che sono direttamente utilizzabili da altre
stazioni.
Per come ` e stato deﬁnito lo standard EEE, quando una stazione si trova nello stato
di basso consumo e riceve un frame ad essa indirizzato riattiva automaticamente tutte le
funzionalit` a della scheda di rete, uscendo dallo stato LPI e riportandosi allo stato ACTIVE.
Non potendo prevedere a priori se dei CN debbano riattivarsi durante cicli di POWERLINK
a cui teoricamente non sono assegnati, di seguito sar` a ancora una volta necessario supporre4.1 Reti EPL con EEE 57
che sia possibile mantenere i nodi in LPI parziale per tutta la durata dei cicli e delle fasi a
cui non devono partecipare, per poi completare il passaggio durante le varie fasi di idle.
Supponendo che una di queste stazioni partecipi sia alla fase isocrona sia a quella asincrona
del ciclo, sotto le ipotesi appena descritte, la percentuale di tempo in cui le stazioni che
lavorano in slot temporali multiplati possono portarsi nello stato di basso consumo ` e
tm =
(k   1)  TEPL + Tidle   Ts   Tw
k  TEPL
: (4.4)
Nel caso in cui la stazione non necessiti di trasmettere frame asincroni neppure nei cicli
a cui ` e assegnata, la percentuale diviene
tm;isoc =
(k   1)  TEPL + Tasync + Tidle   Ts   Tw
k  TEPL
=
(k   1) + isoc
k
: (4.5)
Inﬁne, per stazioni che operano esclusivamente nella fase asincrona
tm;async =
(k   1)  TEPL + Tisoc + Tidle   Ts   Tw
k  TEPL
=
(k   1) + async
k
: (4.6)
4.1.5 Riattivazione del link solo durante le trasmissioni
Il passaggio parziale del link nello stato di basso consumo pu` o essere ulteriormente sfruttato
per le stazioni che operano normalmente durante le fasi isocrone ed asincrone; infatti, grazie
alla conoscenza ben precisa delle tempistiche che caratterizzano un sistema deterministico
come la rete POWERLINK, ` e conveniente portare nello stato di basso consumo i link a
cui sono collegate le stazione parzialmente, quando le trasmissioni avvengono in una sola
direzione. Ad esempio, ogni link che collega un CN al MN pu` o essere portato nello stato
di basso consumo nella porzione che direziona le comunicazione verso il MN, ad eccezione
del tempo necessario a trasmettere il frame PRes di risposta al MN e un eventuale frame
durante la fase asincrona.
Considerando come esempio un CN che opera esclusivamente nella fase isocrona di ogni
ciclo POWERLINK, si calcola la percentuale di tempo in cui il link si trova nello stato di
basso consumo nella direzione dal CN al MN.
CN!MN
isoc =
TEPL   Ts   Tw   Ttrasm
TEPL
(4.7)
= isoc +
Tisoc   Ttrasm
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Dove Ttrasm rappresenta il tempo necessario a trasmettere il frame di risposta PRes al
MN, come rappresentato in ﬁgura 4.5.
Figura 4.5 – Tempo in LPI per un link nella direzione CN ! MN, con un CN che trasmette solo
dati real-time.
Introducendo la possibilit` a di mantenere il trasmettitore dei CN disabilitato ﬁno a quan-
do ` e necessario compiere la trasmissione del frame PRes o ASnd, si ottengono i risultati
riassunti in tabella 4.1, in cui vengono indicate le percentuali di tempo in LPI parziale per i
casi presi in considerazione in precedenza.
Tipo di CN CN ! MN
Generale1 CN!MN
gen = gen +
Tisoc+Tasync Ttrasm
TEPL
Solo isocrono CN!MN
isoc = isoc +
Tisoc Ttrasm
TEPL
Solo asincrono2 CN!MN
async = async +
Tasync Ttrasm
TEPL
Slot multiplati CN!MN
tm = tm +
Tisoc+Tasync Ttrasm
kTEPL
Tabella 4.1 – Percentuali di tempo nello stato di basso consumo nei vari casi presi in considerazione.
Nel caso delle rete 1000BASE-T non ` e possibile sfruttare questa caratteristica, riducen-
do in maniera signiﬁcativa il risparmio ottenibile, dal momento che ` e possibile portare un
link nello stato LPI solo quando non ` e necessario trasmettere in entrambe le direzioni, cio` e
durante la fase di idle. Si potr` a, quindi, applicare solamente il caso generale.
2In questo caso Ttrasm costituisce il tempo necessario a trasmettere il frame PReq e l’eventuale frame
asincrono
3In questo caso Ttrasm costituisce il tempo necessario a trasmettere il frame asincrono4.1 Reti EPL con EEE 59
4.1.6 Risparmio energetico
Una volta determinata la percentuale di tempo in cui i vari nodi della rete si possono tro-
vare nello stato di basso consumo energetico, ` e possibile procedere calcolando a quanto
corrisponda l’eettivo risparmio derivante dall’adozione dello standard EEE in una rete
POWERLINK.
Siano PEPL la potenza consumata da una normale rete POWERLINK e PEEE la potenza
consumata dalla stessa rete, in cui per` o si adottano i meccanismi descritti per consumare
meno energia. Indicando genericamente con la lettera , la percentuale di tempo in LPI,
allora la percentuale di energia risparmiata ` e pari a:
S = 1  
  PEEE + (1   )  PEPL
PEPL
 100 =  
 
1  
PEEE
PEPL
!
 100 (4.8)
Dal momento che, in molti casi, si compie il passaggio parziale in LPI durante il ciclo per
poi completarlo nella fase di idle, ` e necessario calcolare il risparmio ottenuto dal passaggio
parziale e, successivamente, aggiungere quello derivante dalla disattivazione del ricevitore,
a cui corrisponde un valore di  ottenibile con la formula del caso generale. Il valore assunto
dal parametro , che dipende dal tipo di CN presenti nella rete, risulta essere fondamentale
per determinare quale sia la conﬁgurazione migliore per ottenere il risparmio massimo.
Dal momento che gli accorgimenti da adottare per aumentare il pi` u possibile tale parametro
fanno riferimento alle caratteristiche dei singoli CN, ` e possibile gestire in maniera dierente
i vari nodi di una stessa rete, cos` ı da ottenere il massimo contributo da ognuno di essi.Capitolo5
Simulazioni in OMNeT++
OMNeT++ ` e un framework basato sulla programmazione orientata ad oggetti in C++ [43],
` e dotato di un aspetto modulare ed ` e in grado di simulare qualsiasi dipo di rete ad eventi
discreti.
Ha un’architettura molto generica, quindi pu` o essere sfruttato per trattare numerose proble-
matiche
 modellare reti wireless e cablate;
 modellare protocolli;
 modellare reti di code;
 modellare sistemi hardware distribuiti come i multiprocessori;
 testare architetture hardware;
 testare le performance di sistemi software;
 modellare e simulare qualsiasi tipo di sistema ad eventi discreti.
Le varie entit` a del sistema che si desidera simulare vengono deﬁnite sottoforma di mo-
duli, che possono essere combinati tra loro e messi in comunicazione. Non vi ` e limite alla
profondit` a a cui si pu` o arrivare nella modellizzazione, dal momento che ` e possibile gestire
qualsiasi aspetto di interesse del sistema, tralasciando eventualmente le caratteristiche o gli
eventi meno rilevanti per la propria simulazione.61
Seguendo il procedimento adottato ﬁno ad ora nella trattazione teorica del problema, si ` e de-
cisodipartiredaunaimplementazionedellostandardEthernet, esi ` eproseguitoestendendo-
lo ed introducendo i vari meccanismi caratteristici delle rete Ethernet POWERLINK (EPL)
e dello standard Energy Eciency Ethernet (EEE).
Per far ci` o si ` e utilizzato il framework INET 2.0.0 [2], cio` e un package open source, conte-
nente i modelli relativi a gran parte dei protocolli di rete wireless e cablate.
In particolare le componenti di INET utilizzate per le simulazioni sono:
 livelli Data Link e MAC di Ethernet;
 modello degli hub Ethernet;
 modello dei nodi Ethernet;
Le numerose interfacce messe a disposizioni da OMNeT++ permettono di deﬁnire age-
volmente una rete, come quella molto semplice rappresentata in ﬁgura 5.1 , all’interno della
quale vengono inseriti i modelli necessari, come un hub o le stazioni Ethernet, a loro volta
modellate come rappresentato in ﬁgura 5.2.
Figura 5.1 – Esempio di una semplice rete Ethernet simulata con OMNeT++.
All’interno di ogni stazione vengono deﬁniti i due livelli che compongono il Data Link,
cio` e il livello MAC collegato al PHY, il Logical Link Control (LLC) e due ulteriori moduli,
il cli, che si occupa di gestire la generazione di pacchetti da parte del nodo, e il srv, che ha
il compito di gestire la ricezione di pacchetti da altri nodi ed eventualmente di preparare e62 Simulazioni in OMNeT++
Figura 5.2 – Modello di un nodo Ethernet del framework INET.
trasmettere un frame di risposta.
Come si pu` o notare, non vengono modellizzati i livelli superiori, che sono per` o disponibili
nel framework. Ci` o ` e dovuto al fatto che i vari meccanismi adottati nello standard EEE e
nelle reti EPL vanno ad intervenire soprattuto nei due livelli rappresentati e sono sucienti
i due moduli cli e srv per simulare a generazione di pacchetti con tempistiche ben precise.
Per quanto riguarda i canali di comunicazione ` e suciente deﬁnire la velocit` a ed even-
tualmente un ritardo di propagazione sar` a poi il simulatore stesso a gestire il transito dei
pacchetti, i tempi necessari ad arrivare a destinazione e ad indicare la presenza di eventuali
collisioni.
5.1 Simulazione di una Rete Powerlink
Per creare il modello di una rete EPL ` e anzitutto necessario deﬁnire i due nodi fondamen-
tali, ovvero il Managing Node (MN) ed il Controlled Node (CN). Entrambi sono ottenuti
estendendo i comuni nodi Ethernet precedentemente descritti ed implementando i meccani-
smi che assicurano un comportamento real-time del sistema.
Per deﬁnire le azioni compiute dai vari moduli di OMNeT++, ` e necessario associare al mo-
dulo stesso un programma scritto in C++, in cui ` e possibile deﬁnire i parametri principali
dell’entit` a in questione e tutte le attivit` a da essa svolte, sia autonomamente sia in risposta
ad un evento esterno.5.1 Simulazione di una Rete Powerlink 63
Il modo di programmare questi moduli ricalca l’aspetto ad eventi discreti del sistema; infat-
ti, per ciascuna operazione da compiere, ` e possibile deﬁnire una condizione di avanzamento
ben precisa, in corrispondenza della quale vengono eseguite tutte le istruizioni che descrivo-
no il comportamento che il modulo in questione deve adottare. Sulla base delle considera-
zioni appena fatte, ` e chiaro che, prima di procedere con la programmazione vera e propria,
risulta conveniente dare una rappresentazione il pi` u schematica possibile del susseguirsi di
tutte le possibili condizioni ed azioni corrispondenti che coinvolgono i nodi della rete.
Lo strumento scelto per far ci` o sono le reti di Petri [16], in cui ` e possibile descrivere un
sistema ad eventi discreti utilizzando due elementi, i posti e le transizioni. I posti corrispon-
dono allo stato in cui si trova il sistema in questo momento, ad esempio quando un nodo sta
compiendo una certa operazione o quando si trova in attesa di un qualche evento. Questi
sono collegati a delle transizioni, che corrispondono alle condizioni che devono veriﬁcarsi
per poter compiere una azione ben precisa, cio` e per potersi spostare dal posto corrente a
quello successivo.
Ad ogni posto viene poi associato un numero intero, deﬁnito marcatura, che in questo caso
speciﬁco, viene utilizzato esclusivamente per deﬁnire in quale degli stati si trova il sistema,
ovvero assume il valore uno se il sistema si trova nel posto corrispondente alla marcatura,
altrimenti assume il valore zero.
Sfruttando le reti di Petri, si procede con la rappresentazione dei due nodi della rete EPL:
in particolare, per quanto riguarda il MN, si rappresenta il funzionamento del suo modulo
cli, che gestisce la trasmissione dei frame di sincronizzazione, mentre per il CN, si va a
rappresentare il modulo srv, dal momento che ` e un nodo passivo e deve generare pacchetti
esclusivamente in risposta ad una richiesta del MN.
5.1.1 Rete di Petri del Managing Node
Come descritto nella sezione 2.1.2, il MN si occupa di gestire gli altri nodi della rete, tra-
smettendo i frame di sincronizzazione e compiendo il polling durante la fase isocrona. La
sequenza di operazioni compiute dal MN ` e descritta dalla rete di Petri in ﬁgura 5.3, in cui
si nota un posto iniziale, denominato p-Idle, dove il nodo rimane in attesa di poter iniziare
un ciclo EPL.
Quando la condizione della transizione TEPL viene veriﬁcata, cio` e quando scatta un timer
di valore pari al periodo, ` e possibile procedere nel posto p-SoC, in cui si da inizio al ciclo
con la preparazione e la trasmissione broadcast del frame SoC. La transizione successiva,
cio` e t-SoC, rappresenta l’attesa del tempo di propagazione necessario al completamento di
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Si procede, a questo punto, con il polling isocrono, corrispondente ad un ciclo ripetuto per
il numero di CN della rete, in cui il posto p-PReq viene attraversato ciclicamente quando
avviene la trasmissione di un frame PReq. Si ripete il passaggio in questo posto in cor-
rispondenza dello scatto della transizione t-PRes, ovvero nel caso in cui venga ricevuto il
frame PRes o allo scadere del timeout, mentre si ha l’uscita dal ciclo quando viene interro-
gato l’ultimo nodo della rete e scatta la transizione Ncn.
Questa transizione porta alla conclusione della fase isocrona e, quindi, all’inizio della fase
asincrona, che combacia con la trasmissione del frame SoA e l’attesa della sua ricezione da
parte dei CN, rappresentate rispettivamente dal posto p-SoA e dalla transizione t-SoA. Una
volta scattata quest’ultima transizione, il MN si porta nel posto p-ASnd rimanendo in ascolto
nella rete ﬁno a quando avviene la ricezione del frame asincrono, che causa l’avanzamento
nella transizione t-ASnd e il ritorno al posto iniziale.
Figura 5.3 – Rete di Petri del modulo cli del MN.
5.1.2 Rete di Petri del Controlled Node
Anche nel caso del CN, si deﬁnisce un programma sequenziale, rappresentato dalla rete di
Petri in ﬁgura 5.4.
IvariCNrimangonoinizialmenteinattesadell’inziodelcicloEPLacuidevonopartecipare,
rimanendo nel posto p-Idle ﬁno a allo scatto della transizione t-isoc o della transizione t-
Async, che rappresentano rispettivamente l’avanzamento, dopo la ricezione del frame SoC,
alla fase isocrona per i nodi che devono parteciparvi o a quella asincrona per i nodi che
non eettuano trasmissioni real-time. Nel caso in cui si debba eettuare una trasmissione
isocrona il nodo passa nel posto p-PReq, dove rimane in attesa della ricezione del proprio
frame PReq, successivamente pu` o procedere oltre la transizione t-PReq e portarsi nel posto
p-PRes, corrispondente alla fase di elaborazione e trasmissione del frame di risposta PRes.
La transizione successiva t-PRes rappresenta il tempo necessario ad e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ne, che ` eseguitadall’iniziodellafaseasincrona. TuttiiCNchehannoeettuatotrasmissioni
nella fase isocrona o che sono passati direttamente alla fase successiva, si trovano ora nel
posto p-SoA e, una volta ricevuto il frame SoA, possono percorrere due strade dierenti.
La prima viene seguita nel caso in cui il nodo non sia stato selezionato per la trasmissione
asincrona o non abbia richiesto di eettuarla e corrisponde a tornare immediatamente nel
posto iniziale con lo scatto della transizione t-SoAi mentre, la seconda viene seguita quan-
do il nodo ` e stato scelto dal MN e corrisponde allo scatto della transizione t-SoAa con il
conseguente passaggio nel posto p-ASnd. A questo punto il nodo selezionato si prepara alla
trasmissione del frame ASnd, attende lo scatto della transizione t-ASnd, rappresentata dal
tempo di propagazione, e si riporta anch’esso nel posto iniziale, corrispondente alla fase di
idle.
Figura 5.4 – Rete di Petri del modulo srv del CN.
5.1.3 Implementazione e Veriﬁca del Modello
Una volta deﬁniti i comportamenti assunti dai vari nodi della rete, ` e possibile programma-
re i moduli dei nodi e creare una rete di prova per veriﬁcare l’eettivo funzionamento dei
meccanismi e per determinare un valore del periodo TEPL che sia sucientemente grande
da assicurare il polling di tutti i nodi e la trasmissione asincrona.
Negli algoritmi 1 e 2, che seguono, si possono vedere le strutture del modulo cli per quanto
riguarda il MN e srv per i nodi CN. Le funzioni selfMsg(’nome’, t) e send(’nome’) per-
mettono rispettivamente di trasmettere dei messaggi denominati self message dopo un tem-
po t e di trasmettere un frame broadcast, mentre le funzioni isSelfMsg(msg), isPRes(msg),
isPReq(msg) e isSoA(msg) permettono di terminare il tipo di messaggio ricevuto dal nodo
in questione. Inﬁne la funzione getSoA(msg) permette di estrapolare dal frame SoA il codi-66 Simulazioni in OMNeT++
ce identiﬁcativo del CN selezionato per la fase isocrona, mentre la funzione isFrame(msg)
permette di veriﬁcare se il messaggio ricevuto ` e proveniente da un nodo esterno.
Algoritmo 1 Gestione ciclica dei messaggi (msg) ricevuti dal modulo cli del MN
n   0
selfMsg(’startEPL’, 0)
name   getName(msg)
if isSelfMsg(msg) then
if name = ’startEPL’ then // inizio del ciclo
send(’SoC’)
selfMsg(’startEPL’, TEPL)
selfMsg(’PReq’, 0)
else if name = ’PReq’ then
n   n + 1 // passo al nodo successivo
if n = NCN then
Scheduling CN i-esimo
send(SoAi)
else
send(’Presn’)
selfMsg(’waitPRes’, timeout)
end if
else if name = ’waitPRes’ then
selfMsg(’PReq’, 0)
end if
else
if isPRes(msg) then
selfMsg(’waitPRes’, 0)
end if
end if
Questi algoritmi sono costituiti da una sequenza di costrutti if, le cui condizioni rap-
presentano le transizioni delle reti di Petri precedentemente illustrate, mentre l’insieme di
istruzioni che seguono a queste condizioni rappresentano le operazioni relative ai posti in
cui procede il sistema in seguito a queste transizioni.
Per la generazione dei timer che permettono l’avanzamento nelle varie transizioni, si sfrutta
il meccanismo dei self message messo a disposizione da OMNeT++. Si tratta di messaggi
temporizzati che un modulo ` e in grado di trasmettere a se stesso per notiﬁcare un evento, ad
esempio che ` e passato il tempo necessario alla trasmissione di un frame o che ` e avvenuta la
ricezione di un frame dall’esterno che potrebbe aver sbloccato una delle condizioni pendenti
dei vari if.5.1 Simulazione di una Rete Powerlink 67
Algoritmo 2 Gestione dei messaggi (msg) ricevuti dal modulo srv del CN i-esimo
name   getName(msg)
if isSelfMsg(msg) then
if name = ’PRes’ then // fase isocrona
send(’PRes’)
else if name = ’ASnd’ then // fase asincrona
send(’ASnd’)
end if
else
if isPReq(msg) then
selfMsg(’PRes’,0)
else if isSoA(msg) and getSoA(msg) = i then
selfMsg(’ASnd’,0)
end if
end if
Tenendo presente tutte le condizioni di attesa in cui un nodo potrebbe trovarsi e gesten-
do correttamente le operazioni che ne conseguono, ` e quindi possibile andare a costruire una
rappresentazionerealisticadelleduetipologiedistazioniEPL, ingradodigestireautonoma-
mente la ricezione, la generazione e la trasmissione di frame attraverso la rete e assicurando
il determinismo dell’intero sistema.
La rete scelta ` e quella gi` a rappresentata in ﬁgura 5.1, in cui al nodo PLC viene assegnato
il ruolo di MN, mentre i vari host assumono il ruolo di CN. Si continua ad utilizzare un
comune dispositivo hub Ethernet; infatti nello standard EPL si consiglia di adoperare questi
dispositivi, che introducono dei ritardi praticamente trascurabili rispetto a quelli introdotti
da uno Switch. Per veriﬁcare se tutti i frame caratteristici delle reti EPL vengono scambiati
nel modo corretto ed entro i tempi stabiliti, ` e possibile utilizzare una della tante statistiche
messe a disposizione da OMNeT++, cio` e il Sequence Chart, in cui ` e tenuto traccia di tutti i
messaggi scambiati tra i vari nodi e degli istanti temporali in cui questi trasferimenti avven-
gono.
Come si pu` o notare dalla ﬁgura 5.5, tutti i frame di sincronizzazione vengono trasmessi
broadcast ai nodi CN, inoltre anche le trasmissioni dei frame PReq e PRes avvengono cor-
rettamente ed il frame ASnd viene trasmesso dal nodo CN designato per la fase asincrona,
senza che si vada a sforare nel ciclo successivo.68 Simulazioni in OMNeT++
Figura 5.5 – Sequence Chart relativo allo scambio di pacchetti in una rete EPL
5.2 Simulazione di un Nodo con EEE
Prima di procedere con l’implementazione di algoritmi per il risparmio energetico nelle reti
EPL, ` e conveniente adottarli all’interno di una comune rete Ethernet, per poi introdurre i
meccanismi descritti nella sezione precedente.
La rete di Petri in ﬁgura 5.6 rappresenta la sequenza di operazioni che un nodo EEE deve
compiere per potersi portare nello stato LPI e successivamente per tornare nella modalit` a
ACTIVE.
Figura 5.6 – Rete di Petri di un nodo che implementa lo standard EEE.
L’evento che da l’avvio alla procedura per passare alla modalit` a LPI ` e la trasmissione
di un self message denominato sleep signal, che viene rappresentata dal posto p-startLPI.
La prima transizione, denominata t-ts, corrisponde all’attesa del tempo necessario al nodo
per spegnere la porzione del trasmettitore non necessaria e per portarsi eettivamente in5.2 Simulazione di un Nodo con EEE 69
uno stato di basso consumo. Trascorso questo tempo il nodo inizia la trasmissione ciclica
degli LPI signal. Esso, infatti, si porta nel posto p-LPI, attende il periodo preﬁssato tq cor-
rispondente alla transizione t-tq e procede con l’operazione di refresh, portandosi nel posto
p-refresh. Dopo un tempo th, necessario ad accendere temporaneamente alcune funzionalit` a
del trasmettitore, si ha lo scatto della transizione t-th, che riporta il nodo nel posto relativo
alla trasmissione degli LPI signal. Questo comportamento ciclico continua ﬁno a quando
viene generato il segnale wake signal, che pu` o essere dovuto ad una decisione autonoma da
parte del nodo in questione o alla ricezione di un qualsiasi frame da parte di un altro nodo
della rete e che causa lo scatto della transizione t-wake signal.
Una volta generato questo segnale, ha inizio la procedura di riattivazione del trasmettitore,
rappresentata dall’attesa nel posto p-wake per un tempo tw, dopo il quale si ha l’avanzamen-
to nella transizione t-tw e il passaggio nel posto p-Active, con il conseguente ritorno nello
stato ACTIVE da parte del nodo.
5.2.1 Implementazione e Veriﬁca del Modello
In questo caso particolare sarebbe necessario implementare la parte di operazioni necessarie
ad entrare nella modalit` a LPI, nel modulo cli, e la parte relativa alla ricezione di eventuali
frame esterni e alla conseguente riattivazione del link, nel modulo srv. Per semplicit` a si ` e
deciso di compiere tutte le operazioni inerenti allo standard EEE nel modulo cli dei nodi,
permettendo al modulo srv di gestire il normale traco nella rete e, se il nodo si trova in
LPI, di notiﬁcare al modulo cli la ricezione di un frame.
Nell’algoritmo 3, si vedono le istruzioni implementate in questo modulo, dove il nodo in
questione, decide di portarsi in LPI trasmettendo il self message startLPI, attende un tempo
ts prima di avviare la trasmissione degli LPI signal separati tra loro dal tempo tq e avvia
la riattivazione quando ` e veriﬁcata una condizione particolare o quando viene ricevuto un
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Algoritmo 3 Gestione ciclica dei messaggi (msg) ricevuti dal modulo srv di un nodo EEE
selfMsg(’startLPI’, 0)
if isSelfMsg(msg) then
if msg = ’startLPI’ then // passaggio in LPI
disattivazione trasmettitore
selfMsg(’sendLPI’, ts)
else if msg = ’sendLPI’ then
send(’LPISignal’)
selfMsg(’sendLPI’, tq)
else if msg = ’wakeUp’ or < condizione riattivazione > then
riattivazione trasmettitore
end if
else
if isFrame(msg) then // risveglio per ricezione di un frame
selfMsg(’wakeUp’, 0)
end if
end if
5.3 Simulazione di una Rete EPL con Standard EEE
Lafaseconclusivadiquestoprogettoconsistenell’unireiduemodelliappenacreatiinmodo
tale da ottenere la simulazione di una rete EPL che implementi lo standard EEE.
In particolare, il MN e i CN compieranno esattamente le stesse operazioni descritte nella
sezione 5.1, sfruttando anche i meccanismi dell’EEE per portarsi in LPI durante i periodi di
idle.
Si tratta, quindi, di introdurre i self message e le condizioni presenti nei nodi EEE all’interno
dei CN di una rete EPL, facendo in modo che avviino la procedura per entrare in LPI non
appena si conclude l’ultima fase del ciclo a cui devono partecipare ed inizia la fase di idle.
Il tipo di programmazione adottata rende molto semplice l’unione di questi due standard;
infatti le porzioni di codice eseguiti al veriﬁcarsi delle varie condizioni di attesa generano
automaticamente dei self message, che vengono utilizzati dal modulo stesso per capire quale
sia la prossima sequenza di istruzioni da compiere per avanzare nel ciclo.
Pertanto, ` e suciente riportare il codice presente nel modulo cli dei nodi EEE in coda
all’algoritmo utilizzato dal modulo srv dei CN, gestendo diversamente l’utilizzo dei self
message ’startLPI’ e ’wakeUp’. Il primo dovr` a essere inviato negli istanti in cui il nodo pu` o
portarsi in LPI, ad esempio dopo la trasmissione del frame PRes o del frame ASnd; mentre
il secondo dovr` a essere inviato in corrispondenza dell’inizio di un nuovo ciclo EPL, cio` e
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L’algoritmo associato al MN, invece, rimane pressoch` e invariato, visto che si suppone che
questo nodo rimanga sempre attivo e si limiti a trasmettere un frame a tutti gli altri nodi della
rete poco prima dell’inizio di un nuovo ciclo, in modo da riattivarli prima della trasmissione
del frame SoC.
Figura 5.7 – Rete EPL con topologia ad albero.
Per ottenere delle simulazioni pi` u signiﬁcative, si ` e deciso di creare una rete pi` u estesa
e complessa, in modo da poter vedere le potenziali riduzioni del consumo energetico in una
rete che eettivamente potrebbe essere adottata nella realt` a.
La rete utilizzata ` e quella rappresentata in ﬁgura 5.7, in cui ` e presente un MN e 13 CN,
collegati tra loro tramite degli hub Ethernet. Per poter studiare l’eetto che possono avere
pi` u livelli di hub sul ciclo EPL, si ` e scelto di adottare una topologia ad albero, in cui ` e
necessario tenere conto del fatto che, per quanto riguarda i link di collegamento tra due
hub, non ` e possibile il passaggio alla modalit` a LPI, dal momento che questi dispositivi non
implementano lo standard EEE.
Il primo passo da compiere per poter procedere con le simulazioni ` e quello di deter-
minare un periodo di ciclo TEPL adeguato, sulla base del numero di nodi considerati, della
velocit` a dei link e della dimensione dei pacchetti scambiati.72 Simulazioni in OMNeT++
Come gi` a accennato nella sezione 2.1.4, verranno utilizzati frame EPL della dimensione di
45 byte, incapsulati in frame Ethernet di dimensione complessiva pari a 72 byte. Questo
valore corrisponde al numero di byte di un frame di sincronizzazione di POWERLINK e
si ` e scelto, per semplicit` a, di adeguare a tale dimensione anche i frame del polling e della
fase asincrona, che generalmente hanno una lunghezza massima pari a 1526 byte. Potendo
stimare solamente i tempi di trasmissione dei frame, che vengono nuovamente riportati in
tabella 5.1, e non avendo a disposizione una stima accurata di quelli necessari alla loro ela-
borazione, si ` e deciso di adottare il valore proposti in [36] come tempo che intercorre tra la
trasmissione di un frame PReq e la ricezione del corrispondente PRes. Sulla base di questi
tempi e delle equazioni descritte nella sezione 2.2.4 ` e possibile dimensionare agevolmente
il periodo del ciclo EPL.
Di seguito sono presentati i calcoli approssimativi per una rete a 100 Mbps, mentre in
tabella5.1 vengonoriassunti irisultati ottenutiinmaniera analogaper lealtre duecasistiche.
TEPL = tisoc + tasync + tidle (5.1)
tPRes;PReq = 2  telab + 2  ttrasm ' 40s
tpoll = NCN  tPRes;PReq ' 15  40  10 6 = 600s
tisoc = tpoll + tSoC ' tpoll + telab + ttrasm = 620s
tasync = tSoA + tASnd ' 2  telab + 2  ttrasm = 40s
tisoc + tasync ' 660s
Ovviamente, bisogna tenere conto di eventuali ritardi nelle trasmissioni e del fatto che
anche la lunghezza dei cavi RJ-45 utilizzati ha inﬂuenza sul tempo di propagazione dei
frame. Altro fattore da prendere in considerazione ` e il tempo necessario a portare i nodi
in LPI, che in generale occupa una parte rilevante del periodo di idle. Pertanto si tratta
di dimensionare il ciclo POWERLINK in modo tale che sia possibile compiere tutte le
sue fasi senza rischiare di incorrere nella ricezione ritardata o nella perdita di frame, che
potrebbero impedire di rispettare le deadline imposte dalle trasmissioni. Una volta scelto
questo periodo si potr` a veriﬁcare se la durata eettiva della fase di idle sia sucientemente
grande da permettere ai nodi di portarsi in LPI e risvegliarsi prima dell’inizio di un nuovo
ciclo.
Sulla base delle considerazioni fatte, si ` e deciso di adottare un timeout di attesa per le
trasmissioni del polling pari a 60 s, che deve essere pi` u grande del tempo stimato per
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1.2 ms, che risulta essere sucientemente grande da permettere lo scadere di tutti questi
timeout senza che il ciclo corrente sfori in quello successivo e che ` e in linea con gran parte
dei periodi utilizzati nelle reti industriali a 100 Mbps reali [19].
Velocit` a TEPL[s] Timeout[s] tisoc[s] tasync[s] tidle[s]
100 Mbps 1200 60 458.88 13.76 727.36
1000 Mbps 130 7.5 52.888 1.376 75.736
10 Gbps 12 0.7 3.3888 0.1376 8.4736
Tabella 5.1 – Periodi del ciclo EPL considerati e corrispondenti timeout di attesa durante il polling.
In questo modo si ottiene una fase di idle sucientemente lunga da permettere ai nodi di
portarsi in LPI, ma si ha anche un ciclo EPL sucientemente breve da assicurare il corretto
funzionamento della rete. Nel caso in cui le speciﬁche del problema siano pi` u stringenti,
sar` a necessario selezionare un periodo di ciclo minore, portando per` o ad una riduzione della
percentuale di permanenza in LPI. I parametri che devono essere impostati nei modelli dei
nodi MN e CN da utilizzare durante la simulazione sono:
TEPL periodo del ciclo EPL;
ttrasm tempo di trasmissione dei frame;
tPReq;PResCN tempo stimato tra la trasmissione del frame PReq alla ricezione del corrispon-
dente PRes;
twait;PRes timeout di attesa durante il polling
twait;PRes > tPReq;PResCN;
ts tempo necessario a portare il link in LPI;
tw tempo necessario a risvegliare il link;
tq periodo di refresh;
TCN tempo tra la trasmissione del wake signal e la trasmissione del frame SoC, necessario
ai CN per ricevere il primo ed essere attivi prima di dover ricevere il secondo.74 Simulazioni in OMNeT++
Di seguito verranno presentate le simulazioni compiute su delle reti EPL a 100 Mbps, in
cui vengono implementati i meccanismi dell’EEE, mentre nelle appendici A e B si potranno
trovare rispettivamente le simulazioni relative alle reti EPL a 1000 Mbps e a 10 Gbps. Per
prima cosa si andranno a considerare i vari casi presentati nella sezione 4.1, in cui il MN
gestisce in maniera dierente il passaggio in LPI da parte dei CN sulla base del tipo di
trasmissioni che devono compiere.
Per semplicit` a verr` a supposto che i ritardi di trasmissione introdotti dai cavi siano uguali
per tutti i nodi e che quelli introdotti dagli hub siano trascurabili.
5.4 Passaggio in LPI dopo la fase isocrona
Per prima cosa viene considerato il caso in cui tutti i nodi si portino in LPI dopo la fase
isocrona, quindi in corrispondenza della ricezione del frame SoA. Si suppone anche che
alcuni di essi compiano una richiesta di trasmissione durante la fase asincrona, perci` o, ad
ogni ripetizione del ciclo EPL, il CN designato dal MN dovr` a attendere la trasmissione del
frame ASnd prima di potersi portare nello stato di basso consumo energetico, mentre gli
altri in coda potranno farlo dopo la ricezione del frame SoA.
(a) (b)
Figura 5.8 – Confronto tra i consumi assoluti (a) e medi (b) di un CN con passaggio in LPI dopo il
frame SoA.
In ﬁgura 5.8 ` e possibile vedere il confronto tra il consumo di energia da parte di un
singolo nodo CN di una rete EPL in cui non ` e implementato l’EEE e lo stesso nodo di una
rete in cui questo standard ` e presente. Come si pu` o notare, il passaggio nella modalit` a LPI5.5 Passaggio in LPI dopo il frame PRes 75
pu` o avvenire in maniera completa non appena si ` e conclusa la fase asincrona, ottenendo una
riduzione media dei consumi di un singolo nodo vicina al 30%.
5.5 Passaggio in LPI dopo il frame PRes
Per aumentare il tempo di permanenza nella modalit` a LPI da parte dei nodi della rete, risul-
ta essere conveniente gestire singolarmente quei nodi che non devono partecipare alla fase
asincrona corrente e che non hanno eettuato alcuna richiesta in tal senso nei cicli preceden-
ti. In questo caso, infatti, ` e possibile anticipare il passaggio nello stato di basso consumo,
attendendo esclusivamente l’iterazione del polling, durante la fase isocrona, che coinvolge
questi nodi ed eettuando il cambio di modalit` a immediatamente dopo la trasmissione del
corrispondente frame PRes.
In questo modo, soprattutto per quanto riguarda i primi nodi che partecipano solo alle tra-
smissioni deterministiche, si ha la possibilit` a di incrementare notevolmente la permanenza
in LPI, ottenendo un beneﬁcio sul risparmio medio dell’intera rete.
(a) (b)
Figura 5.9 – Confronto tra i consumi assoluti (a) e medi (b) di un CN con passaggio in LPI dopo il
frame PRes.
In ﬁgura 5.9 ` e rappresentato il confronto tra il consumo di uno di questi CN che non
implementa lo standard EEE con uno che invece adotta i meccanismi di risparmio energeti-
co. Come si pu` o facilmente veriﬁcare, subito dopo la trasmissione del proprio frame PRes,
il nodo eettua un passaggio parziale nella modalit` a LPI, riducendo in maniera consistente
il proprio consumo, per poi compiere il passaggio completo durante la fase di idle.76 Simulazioni in OMNeT++
5.6 Consumo della rete complessiva
Fino ad ora si ` e valutato il risparmio energetico che si pu` o ottenere adottando lo standard
EEE su un singolo nodo CN. Per poter dare un’idea dell’eettiva ecacia di questi mecca-
nismi, per` o, ` e necessario determinare il comportamento globale della rete; tenendo conto di
tutti i nodi presenti e degli eventuali hub. Si deve quindi supporre che anche questi ultimi
implementino lo standard EEE, altrimenti non sarebbe possibile portare in LPI i link ad essi
collegati.
Come gi` a accennato in precedenza, non ` e possibile portare completamente in LPI i link
della rete, infatti ` e necessario mantenere sempre attivo il collegamente dal MN ai vari CN.
Pertanto, ogni nodo che desideri disattivare il proprio trasmettitore portandosi parzialmente
in LPI dovr` a prima notiﬁcarlo inviando all’ hub a cui sono collegati un segnale LPI. Rice-
vuto questo segnale, gli hub potranno disattivare il ricevitore corrispondente per poi portarsi
completamente in LPI durante la fase di idle.
Una volta introdotto il consumo energetico da parte degli hub, ` e possibile riprendere in
considerazione i due casi visti in precedenza, questa volta determinando la riduzione del
consumo energetico relativo a tutta la rete.
In ﬁgura 5.10 ` e presentato il confronto tra tre reti topologicamente identitiche in cui, nella
prima non viene implementato lo standard EEE, nella seconda viene implementato questo
standard, imponendo il passaggio dei nodi in LPI dopo la fase asincrona, mentre nella terza
il passaggio avviene durante la fase isocrona, quindi subito dopo la trasmissione del proprio
frame PRes.
Come si pu` o notare, il passaggio alla modalit` a ACTIVE avviene in tutti e tre i casi in
corrispondenza dell’inizio del ciclo EPL; inoltre, l’ipotesi di trascurabilit` a dei ritardi di tra-
smissione porta ad avere un cambiamento di stato pressoch` e contemporaneo di tutti i nodi
che, altrimenti, risulterebbe leggermente ritardato man mano che i nodi sono pi` u distanti dal
MN.
Il passaggio in LPI dopo la fase asincrona avviene per quasi tutti i nodi in corrispondenza
della ricezione del frame SoA; infatti, solamente il nodo designato per questa fase deve
attendere la trasmissione del frame ASnd prima di poter disattivare il proprio trasmettitore.
Inoltre il passaggio avviene in maniera completa, poich` e durante questa fase non ` e neces-
sario mantenere un collegamento con il MN. Nell’ingrandimento in ﬁgura 5.10(c), si vede
proprio il comportamento di questo nodo che, rispetto agli altri nodi della rete, deve ritar-
dare leggermente il passaggio in LPI.
Nel caso in cui la disattivazione parziale del link possa avvenire durante la fase isocrona, si
ha che i nodi che non hanno richiesto di partecipare alla fase asincrona del ciclo corrente,5.6 Consumo della rete complessiva 77
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(c)
Figura 5.10 – Confronto tra i consumi assoluti (a) e medi (b) di reti EPL senza EEE, con passaggio
in LPI dopo il frame PRes oppure dopo il frame SoA. Ingrandimento del passaggio in LPI del CN
che eettua la trasmissione asincrona (c).78 Simulazioni in OMNeT++
hanno la possibilit` a di anticipare il passaggio parziale in LPI per poi ridurre ulteriormente
il consumo in corrispondenza della fase di idle con il passaggio completo a tale modalit` a.
Osservando il confronto tra i consumi medi delle tre reti appena descritte, si vede che,
introducendo il passaggio in LPI durante la fase di idle, si ottiene una riduzione dei con-
sumi dell’intera rete vicina al 30%, mentre, permettendo il passaggio anche durante la fase
isocrona, si raggiunge una riduzione superiore al 40%.
5.7 Rete con Multiplexed Timeslot
Mantenendo le ipotesi di adottare hub in grado di portare le proprie porte Ethernet in LPI, si
procede supponendo che vi siano alcuni dei nodi che partecipano alle trasmissioni con una
periodicit` a multipla del periodo TEPL. Anche questi nodi possono essere gestiti in maniera
dierente in base al tipo di trasmissione che devono compiere, ad esempio, se devono parte-
cipare solamente alla fase isocrona del ciclo a cui sono stati assegnati, ` e possibile compiere
il passaggio in LPI subito dopo la trasmissione del proprio frame PRes, mantenendoli in
questa modalit` a per il tempo restante del ciclo corrente e per tutta la durata dei cicli a cui
non devono partecipare. Se, invece, devono anche compiere trasmissioni asincrone, sar` a
necessario attendere la fase di idle. La necessit` a di mantenere i nodi CN in ascolto durante
le fasi isocrone e asincrone, vincola, anche in questo caso, a compiere esclusivamente il
passaggio parziale in LPI dei link, mantenendo i ricevitori attivi durante tutti i periodi EPL,
compresi quelli a cui non sono stati assegnati e completando il passaggio nello stato di basso
consumo energetico solo durante le fasi di idle.
Per analizzare questa casistica si ` e deciso di mantenere il periodo di ciclo utilizzato
ﬁno ad ora ma di adottare una rete con topologia dierente da quella vista ﬁno ad ora,
in modo da rendere pi` u evidente la distinzione tra i nodi che partecipano ad ogni ciclo
POWERLINK da quelli che, invece, prendono parte solo ad alcuni di essi. In particolare, la
rete utilizzata ` e quella rappresentata in ﬁgura 5.11, in cui i nodi collegati al MN dall’hub1
hanno una periodicit` a pari a TEPL, mentre i nodi collegati tramite l’hub2 e l’hub3 compiono
trasmissioni solamente ogni due periodi del ciclo. Si suppone che tutti i nodi che non
devono eettuare trasmissioni durante la fase asincrona passino in LPI dopo la trasmissione
del prorpio PRes, che alcuni dei nodi richiedono di partecipare a tale fase e attendono la
ricezione del frame SoA e che solamente uno di essi trasmetta il frame ASnd prima di
portarsi nello stato di basso consumo.
In ﬁgura 5.12 si possono vedere le simulazioni compiute sulla rete appena descritta,
supponendo che la velocit` a di trasmissione sia pari a 100 Mbps. Per rendere evidente la5.7 Rete con Multiplexed Timeslot 79
Figura 5.11 – Rete EPL con multiplexed timeslot.
Figura 5.12 – Consumo di potenza di una rete EPL con multiplexed timeslot in un unico ciclo.80 Simulazioni in OMNeT++
riduzione dei consumi negli istanti in cui solo una parte dei nodi partecipa attivamente ad
ogni ciclo POWERLINK, si ` e inizialmente deciso di considerare il caso in cui i nodi con
multiplexed timeslot compiano le trasmissioni durante uno stesso ciclo. Si pu` o notare che,
durante questo ciclo, si ha un picco del consumo energetico, che risulta essere all’incirca il
doppio di quello corrispondente al ciclo in cui solo una parte dei nodi ` e coinvolta, proprio
perch` e, circa la met` a dei nodi, adotta il multiplexed timeslot.
Nello standard EPL, ` e per` o indicato di implementare il MN in modo tale che sia in grado
di bilanciare il carico di lavoro nella rete. Come si pu` o notare dalle seconde simulazioni
in ﬁgura 5.13, infatti, non vi ` e una alternanza di cicli in cui il consumo ` e notevolmente
ridotto e altri in cui questo aumenta per la partecipazione di tutti i nodi. Ci` o avviene perch` e
il MN distribuisce equamente i nodi, in modo tale che questi non si accumulino tutti in un
unico ciclo e assicurando un carico circa costante della rete. Vengono messi a confronto
(a) (b)
Figura 5.13 – Consumo di potenza assoluto (a) e medio (b) di una rete EPL con multiplexed timeslot
distribuito.
i casi in cui non venga implementato lo standard EEE con quello in cui questo standard ` e
implementato ma i nodi participano a tutti i cicli EPL e quello in cui adottano il multiplexed
timeslot. Si nota facilmente che il consumo medio della rete risulta essere ulteriormente
ridotto se vi sono dei nodi che partecipano solo ad alcuni dei cicli, dal momento che questi
possono portarsi in LPI per un periodo pi` u prolungato.
Sempre in ﬁgura 5.11 sono anche state inserite le percentuali di permanenza in LPI dei
link della rete, da cui si evince ancora una volta che i primi nodi che partecipano alla fase
isocrona sono quelli che massimizzano tale valore, mentre quelli che devono attendere la
fase asincrona hanno percentuali inferiori. Un aumento del tempo in LPI si nota anche in
corrispondenza dei nodi che non partecipano a tutti i cicli POWERLINK, ancora una volta5.8 Attivazione del link prima della trasmissione dei frame 81
per la possibilit` a di mantenere il trasmettitore disattivato per un periodo pi` u prolungato.
5.8 Attivazione del link prima della trasmissione dei frame
La grande rigorosit` a con cui viene gestito il ciclo all’interno di una rete EPL permette di
incrementare ulteriormente la percentuale di tempo in cui i nodi si trovano in LPI stiman-
do con buona precisione il momento in cui questi debbano eettuare delle trasmissioni e
riattivandoli esclusivamente per l’intervallo temporale necessario a compierle. In tal caso, ` e
essenziale tenere conto del tempo necessario a riportare i nodi nello stato ACTIVE, in mo-
do da assicurare che questi siano pronti a trasmettere nell’istante esatto, evitando di causare
ritardi che potrebbero pregiudicare il determinismo della rete.
Ad esempio, prendendo in considerazione un CN che deve partecipare solamente alla fa-
se isocrona corrente, ` e possibile mantenere il link parzialmente in LPI, nella direzione del
MN, per tutta la durata del ciclo EPL, attivandone il trasmettitore con un anticipo pari a Tw
rispetto all’inizio della trasmissione del frame PRes e disattivandolo nuovamente una volta
che questo ` e stato trasmesso. Un ragionamento analogo, come gi` a anticipato nella sezione
4.1.5, pu` o essere esteso anche ai CN che necessitano di compiere trasmissioni asincrone
o che adottano il multiplexed timeslot, prolungando in entrambi i casi la permanenza dei
nodi in LPI. Per veriﬁcare quanto detto, si ` e deciso di riprendere in esame il caso trattato
nella sezione 5.6 rappresentato in ﬁgura 5.7 imponendo che tutti i nodi vengano riattivati
solamente in corrispondenza della propria trasmissione isocrona o asincrona e supponendo
che non venga adottato il multiplexed timeslot.
Come ` e possibile osservare in ﬁgura 5.14, il comportamento dei nodi ` e identico duran-
te il primo ciclo EPL; infatti si suppone che ognuno di essi non conosca inizialmente il
momento in cui verr` a interrogato dal MN. Una volta avvenuta la prima iterazione, i CN
memorizzano questo istante temporale ed aggiungono la durata del periodo per stimare il
momento in cui dovranno essere attivi nel ciclo successivo. Tenuto conto del tempo ne-
cessario a riattivare il trasmettitore, i nodi possono posticipare notevolmente il momento
in cui riattivarsi, per poi riportarsi in LPI esattamente nello stesso istante dell’altro caso
considerato.
Adottando questa tecnica, si ottimizza l’utilizzo del link e il conseguente consumo
energetico, dal momento che esso rimane attivo solo per il tempo strettamente necessario,
portandosi nello stato di basso consumo per il resto del ciclo.82 Simulazioni in OMNeT++
(a) (b)
Figura 5.14 – Consumo di potenza assoluto (a) e medio (b) di una rete EPL con passaggio in
ACTIVE prima della trasmissione del frame PRes.
5.9 Eetto della topologia sul risparmio energetico
Un’ultima considerazione da fare per quanto riguarda il consumo energetico all’interno di
una rete EPL, riguarda il tipo di topologia utilizzata. Per capire quanto possano essere in-
ﬂuenti i vari livelli di hub si ` e deciso di mettere a confronto la rete con topologia ad albero
descritta nella sezione 5.3, con una contenente lo stesso numero di nodi, ma con topologia
a stella. In entrambi i casi si ` e deciso di compiere il passaggio in LPI subito dopo la tra-
smissione del frame PRes per i nodi che partecipano solamente alla fase isocrona, mentre i
nodi che hanno eettuato una richiesta da trasmissione asincrona (i nodi CN3, CN4 e CN5),
rimangono in attesa della ricezione del frame SoA ed, eventualmente, della trasmissione del
frame ASnd.
Nelle ﬁgure 5.15 e 5.16 sono presentate le due reti, in cui sono state inserite le percen-
tuali di tempo in LPI dei vari link. Risulta subito evidente che, i nodi che partecipano per
primi alla fase isocrona, sono quelli che possono rimanere in tale modalit` a per un tempo pi` u
prolungato, ad esempio, il nodo CN1, cio` e il primo a partecipare a questa fase, pu` o disatti-
vare il proprio link per circa il 70% dell’intero ciclo EPL. Mano a mano che ci si avvicina
alla fase asincrona, questa percentuale cala, ﬁno a raggiungere valori vicini al 40% per i
nodi che hanno richiesto di trasmettere frame asincroni.
Per quanto riguarda la rete con topologia ad albero, inoltre, ` e possibile notare il comporta-
mento dei link che collegano due hub. Questi, infatti, hanno una percentuale di permanenza
in LPI minore o uguale alla pi` u piccola associata ai link ad esso collegati. Ci` o si veriﬁca5.9 Eetto della topologia sul risparmio energetico 83
Figura 5.15 – Percentuali di permanenza in LPI nella reta con topologia ad albero.
Figura 5.16 – Percentuali di permanenza in LPI nella rete con topologia a stella.84 Simulazioni in OMNeT++
perch` e, questi hub, prima di poter disattivare parzialmente questi link, devono attendere il
completamento di tutte le trasmissioni compiute dai nodi a cui sono collegati, in modo tale
da impedire situazioni di perdita dei frame.
Per implementare questo comportamento, si ` e semplicemente imposto che ogni hub tenga
traccia dei nodi da cui ha ricevuto uno sleep signal, portando in LPI il link di collegamento
con altri hub, solamente quando questo ` e l’unico a rimanere ancora attivo.
La misura del consumo medio delle due reti ` e presentato in ﬁgura 5.17, da cui si evince
facilmente che la rete con topologia a stella consuma nettamente meno rispetto a quella con
topologia ad albero.
Figura 5.17 – Confronto tra i consumi medi di due rete EPL con topologie ad albero e a stella.
Ci` o deriva dal fatto che, nel primo caso, il numero di hub, e quindi di link attivi, ` e de-
cisamente inferiore, perci` o anche il consumo risulta essere ridotto. Ovviamente, in molti
casi pratici non ` e possibile adottare una conﬁgurazione di questo tipo, ma ` e sempre conve-
niente dal punto di vista energetico cercare di ridurre al massimo il numero di livelli di hub,
creando dei gruppi di CN collegati ad uno stesso hub. Questi dispositivi, inoltre, introduco-
no un leggero ritardo nelle trasmissioni e riducendone il numero, si ha che la durata delle
fasi isocrone ed asincrone risulta minimizzata, aumentando quindi la possibilit` a di portare
completamente i nodi in LPI.Conclusioni
In questa tesi sono state analizzate le potenzialit` a dello standard EEE nelle reti Ethernet
industriali, studiando in particolare il caso delle reti EPL. Si sono presi in considerazione
i vari casi che si possono presentare in queste reti, proponendo delle soluzioni in grado di
massimizzare la riduzione dei consumi energetici senza pregiudicarne l’aspetto determini-
stico.
Sulla base della percentuale di tempo in cui i nodi possono portarsi in uno stato di basso
consumo durante il ciclo di funzionamento, ` e stato possibile determinare l’eetto dell’ado-
zione dei meccanismi di ecienza energetica nei casi presi in esame. I risultati ottenuti sono
riassunti in tabella 5.2, dove ` e possibile notare che, nel caso pi` u generale in cui i nodi ven-
gono portati in LPI solo nella fase di inattivit` a dell’intera rete, si pu` o ottenere una riduzione
dei consumi vicina al 30% rispetto ad una rete priva di EEE, nel caso in cui i nodi possano
eettuare il passaggio dopo la trasmissione del frame PRes si ottiene una riduzione attorno
al 40%, se si introduce la possibilit` a di risvegliare i link subito prima della trasmissione di
tale frame si ottiene una ulteriore riduzione del 5% e se vi sono dei nodi che partecipano
solamente ad alcuni dei cicli EPL ` e possibile ridurre il consumo di oltre il 50%. Dal mo-
mento che questi valori dipendono dalla durata della fase di idle e, quindi, dal periodo del
ciclo, non ` e possibile mostrare un risultato generico per tutte le reti, ma vengono fornite
delle simulazioni su modelli di reti industriali in linea con quelle eettivamente esistenti
nella realt` a.
Uno sviluppo futuro potrebbe essere quello di implementare questi meccanismi in un
caso pratico, in modo da veriﬁcare se i risultati ottenuti abbiano eettivamente un riscontro
con una rete vera e propria. Ad esempio, sarebbe possibile creare una rete di PC dotati
di schede Ethernet con EEE, che sono gi` a in commercio, per poi imporre ai vari nodi di
adottare un comportamento il pi` u possibile simile a quello dei nodi EPL e misurare la reale86 Simulazioni in OMNeT++
Caso considerato
Percentuale di energia risparmiata
100 Mbps 1000 Mbps 10 Gbps
LPI dopo SoA 28.9 35.3 36.6
LPI dopo PRes 36.1 - 41.7
ACTIVE prima di PRes 42.3 - 46.8
Multiplexed timeslot 48.8 - 53.1
Tabella 5.2 – Percentuali di energia che pu` o essere risparmiata adottando lo standard EEE nei vari
casi considerati.
riduzione dei consumi.
Potrebbe essere molto interessante anche estendere le considerazioni fatte ad altre reti indu-
striali con lo scopo di creare degli algoritmi compatibili con standard dierenti. Ad esempio
si potrebbe prendere in considerazione il caso delle reti PROFINET, in cui esistono delle
modalit` a operative di tipo real-time. Alcune di queste sono organizzate in maniera ciclica
ed ` e possibile compiere dei ragionamenti analoghi a quelli fatti nelle reti EPL, in altri invece
il funzionamento non ` e organizzato in cicli sincronizzati, ma ` e comunque possibile adottare
soluzioni gi` a presenti nelle comuni reti Ethernet, come mantenere i nodi in LPI ﬁno alla
ricezione di un frame. In questo modo si va ad introdurre un leggero ritardo corrispondente
al tempo necessario alla riattivazione del link che pu` o spesso essere trascurato se le deadline
associate alle trasmissioni non sono particolarmente stringenti.AppendiceA
Simulazioni rete 1000 Mbps
Nel caso delle reti a 1000 Mbps non ` e possibile il passaggio parziale in LPI, quindi si
considerano i casi di passaggio dopo il frame SoA nelle reti di ﬁgura 5.15 e 5.16.
(a) (b)
(c)
Figura A.1 – Confronto tra i consumi assoluti (a) e medi (b) di un CN con passaggio in LPI dopo il
frame SoA. Confronto tra i consumi medi di due reti EPL con topologie ad albero e a stella (c).AppendiceB
Simulazioni rete 10 Gbps
Per le reti a 10 Gbps ` e possibile il passaggio parziale in LPI, quindi verranno considerati
tutti i casi gi` a visti per le reti a 100 Mbps.
(a) (b)
(c) (d)
Figura B.1 – Confronto tra i consumi assoluti e medi di un CN con passaggio in LPI dopo il frame
SoA (a) - (b) e dopo il frame PRes (c) - (d) nelle reti di ﬁgura 5.7 .89
(a) (b)
(c) (d)
Figura B.2 – Confronto tra i consumi assoluti e medi di reti EPL senza EEE, con passaggio in
LPI dopo il frame PRes oppure dopo il frame SoA (a) - (b) con topologia rappresentata in ﬁgura
5.7. Consumo di potenza assoluto e medio della rete EPL di ﬁgura 5.11 con multiplexed timeslot
distribuito (c) - (d).90 Simulazioni rete 10 Gbps
(a) (b)
(c)
Figura B.3 – Consumo di potenza assoluto e medio di una rete EPL con passaggio in ACTIVE prima
della trasmissione del frame PRes (a) - (b) nella rete di ﬁgura 5.11. Confronto tra i consumi medi di
due rete EPL con topologie ad albero e a stella (c) con topologie rappresentate in ﬁgura 5.15 e 5.16.Ringraziamenti
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