Results related to threshold phenomena research in satisfiability: lower bounds  by Franco, John
Theoretical Computer Science 265 (2001) 147–157
www.elsevier.com/locate/tcs
Results related to threshold phenomena research in
satis"ability: lower bounds
John Franco 1
ECECS, University of Cincinnati, Cincinnati, OH, 45221-0030, USA
Abstract
We present a history of results related to the threshold phenomena which arise in the study
of random conjunctive normal form (CNF) formulas. In a companion paper (D. Achlioptas,
Theoret. Comput. Sci., this volume) the major ideas used to achieve many of the lower bounds
results on the location of the threshold are described in an informal, intuitive manner. c© 2001
Elsevier Science B.V. All rights reserved.
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1. Thresholds: what and why
Interest in thresholds associated with statistical properties of instances of NP-complete
problems has recently reached higher levels than the veteran theoretical computer sci-
entist might expect is warranted. This seems due to a sudden con8uence of research
from Arti"cial Intelligence, Theoretical Computer Science, Physics and Random Graph
Theory. Physicists have long noted that certain properties of matter change abruptly
as a global parameter reaches and passes through a critical value: for example, wa-
ter becomes ice at 0◦C. They have developed mathematical models to explain some
of these phenomena but these models, although experimentally accurate, are often not
mathematically rigorous and are usually applicable only to in"nite amounts of matter.
Researchers in Arti"cial Intelligence are confronted with numerous hard problems to
which they usually apply some form of search. They have observed that, statistically,
instances of some of their problems, such as constraint satisfaction, are usually “easy”
or “hard” (a search is “short” or “long”) depending on some relatively simple parame-
ter governing the generation of instances. In addition, the change from “easy” to “hard”
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and then from “hard” back to “easy” seems to occur abruptly around speci"c values
of the key threshold parameter, independent of the size of particular instances.
Unfortunately, there seems to be little mathematics to explain this phenomenon, rigor-
ous or otherwise, except for some special, and perhaps unrealistic, instance distributions.
Random graph theorists have also found that statistical properties of unbounded random
graphs can change abruptly as the number of edges, added randomly, reaches some
critical value: for example, a random graph of n vertices is probably not Hamiltonian if
the number of edges is less than c1n ln(n) and is probably Hamiltonian if the number
of edges is greater and c2n ln(n) where c1 and c2 converge to equality as
n tends to in"nity.
Thus, each "eld has something to learn from the others through collaboration.
Random graph theorists have rigorous mathematics and would enjoy applying it to
real-world problems. Theoretical computer scientists have shown similar threshold phe-
nomena on random structures other than graphs, for example k-satis"ability, but wish
to relate these results, if at all possible, to theoretical bounds on the complexity
of algorithms for NP-complete problems. We mention in the next paragraph what
some feel may be the payoG for Arti"cial Intelligence and Theoretical Computer Sci-
ence. A good explanation can be found in [24] and what follows is taken from that
exposition.
When it comes to thresholds or, in the language of physicists, phase transitions,
although a true model for a typical physical system under study can be intractable,
it is sometimes the case that an accurate mathematical representation can be obtained
from an approximation of its average behavior as if it were an in"nite system. Con-
sider, for example, the percolation of a 8uid in a large network of sites and pipes.
Given an initial concentration of 8uid at a particular site, the question is to deter-
mine the percentage of sites eventually receiving 8uid. For in"nitely large networks,
regardless of detailed geometry, if the average number of neighbors for a site is below
a critical value, then the probability that a site which is an arbitrarily large distance
from the source receives 8uid tends to 0, but if the average number of neighbors is
greater than a critical value the probability of receiving 8uid tends to 1. This behav-
ior is characterized by rapidly increasing lengths of correlation paths between parts of
the system as the transition is approached (that is, the behavior of correlation paths
is not analytic for in"nite systems at the transition point). Researchers are studying
whether this behavior is analogous to that of search algorithms, say, for satis"ability
problems.
The k-satis"ability problem, or k-SAT (see Section 2 for details), is to determine
whether the variables of a given propositional formula in conjunctive normal form,
with exactly k literals per clause, can be assigned values which cause the formula
to evaluate to true. Let Fk(n; m) denote a random k-SAT formula of m clauses taken
from n variables. It is known that Fk(n; m) has a satisfying assignment with probability
tending to 1 if m=n¡0:9(2k =k) in the limit and has no satisfying assignment with prob-
ability tending to 1 if m=n¿2k (see Section 3). The following, due to Friedgut [19],
says that at least a non-uniform threshold for k-SAT exists.
J. Franco / Theoretical Computer Science 265 (2001) 147–157 149
Theorem 1.1 (Friedgut [19]). Let Sk(n; r)=Pr[Fk(n; rn) is satisfiable]. For every
k ¿ 2; there exists a sequence rk(n) such that for any ¿0;
lim
n→∞ Sk(n; rk(n)− ) = 1; and limn→∞ Sk(n; rk(n) + ) = 0:
So, the threshold, for each k, is somewhere in the range 2k =k¡m=n¡2k but it is not
known precisely where and may even oscillate as n gets large.
It has been observed that search algorithms for k-satis"ability typically have poor
performance around the critical threshold but are more eMcient, usually, if m=n is far
away from the critical threshold. The reason seems to be that with relatively few con-
straints (clauses) there are many opportunities to "nd a satisfying assignment because
so many exist and with relatively many constraints there are many opportunities to
combine constraints for a refutation. At the threshold there are few satisfying assign-
ments and, due to sparseness properties of random formulas, it is unlikely that the
existing constraints can be combined in an eMcient way to prove no satisfying assign-
ment exists. In other words, correlation paths between clauses are very long resulting
in long “backbones” of values to variables which accompany solutions. 2
Curiously, the backbones of k-SAT near the threshold seem analogous to the well-
studied backbones of molecular states that are observed during phase transitions in
physics. As, say temperature, is reduced, a backbone of molecular magnetic “spins”
develops during a phase transition. More than one particular backbone may develop, but
once one forms, the energy needed to “backtrack” to another rises prohibitively. Some
wonder whether there is a parallel process in k-SAT. If so, and if we can understand
it, we may also improve our understanding of the nature of “hard” problems and what
it takes to make them easier. Thus, a number of people are studying k-SAT transitions,
some with assistance from phase transition results.
However, historically, the statistical study of k-SAT algorithms and state has other
motivations. In this paper we present a history of such results, including motivation,
which is intended for those who want to get taste of what is going on in the "eld. In the
companion paper, in this volume [1], the central analysis techniques which have been
used successfully to get these results are presented. The focus here is on the satis"able
side of the threshold. Another paper in this volume considers the unsatis"able side.
2. Preliminaries
We consider exclusively Boolean formulas in conjunctive normal form (CNF). For
purposes of exposition, a CNF formula, referred to from now on simply as a formula,
is represented as a set of sets as follows. Let V = {v1; v2; : : : ; vn} be a set of vari-
ables, also called positive literals. Let OV = {Ov1; Ov1; : : : ; Ovn} be a corresponding set of
negative literals. Two literals v and Ov associated with the same variable are said to be
2 This is probably due to the fact that the smallest unsatis"able subformulas are getting big near the
threshold. More on this later.
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complementary. A clause C is a subset of V∪ OV such that no two literals in C are com-
plementary. The number of literals in a clause is referred to as the width of the clause.
A clause of width zero is a null clause. A formula, denoted by , is a set of clauses.
A formula may evaluate to true or false depending on the values of its variables.
Consistent with our set of sets representation for formulas, a truth assignment for
formula  is a set of n literals from V ∪ OV , all distinct, and no two complementary.
The truth assignment {v1; Ov2; Ov3; v4} has the interpretation that variables v1 and v4 are
assigned value true and v2 and v3 are assigned value false. A set of fewer than n
distinct literals, no two complementary, will be called a partial assignment. Let T be
a partial assignment and let v be any variable such that neither v nor Ov is in T . Then,
according to our interpretation, variable v is simply not assigned a value under T . A
truth assignment or partial assignment T is said to satisfy formula  if at least one
literal in every clause of  is in T . In this case the assignment is called a model.
A formula satis"ed by at least one assignment is said to be satis4able and a formula
which is satis"ed by no assignment is said to be unsatis4able. A formula containing
at least one null clause is unsatis"able.
The satis4ability problem or SAT is stated as follows:
Satisability problem (SAT)
Instance: A CNF formula .
Question: Is  satis"able?
An important restricted version is as follows:
k-Satisability problem (k-SAT)
Instance: A CNF formula  such that every clause in  has width k¿0.
Question: Is  satis"able?
Of course, one is usually interested in obtaining a model, if one exists, and in this
paper we will discuss algorithms which do that. If an algorithm returns a model for a
given  then that model is a certi4cate of the satis"ability of . On the other hand,
if a complete algorithm is unable to produce a model, the steps that the algorithm has
taken from start to "nish provide a certi"cate of the unsatis"ability of . We call such
a certi"cate a refutation proof.
Some of these algorithms rely on unit clause and pure literal elimination. A unit
clause is a clause of width 1. De"ne the complement operator (−), applied to positive
or negative literal l, to denote l’s complementary counterpart (thus, OOv= v). A pure
literal in formula  is a positive or negative literal l such that l is in at least one
clause of  but Ol is in no clause of . If {l} is a unit clause in  or l is a pure literal
in , then the formula
{C\{ Ol}: C ∈ ; l =∈ C} (1)
is satis"able if and only if  is. Formula (1) is said to be the result of an application
of the unit clause rule in the former case and an application of the pure literal rule
in the latter case.
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The results reported here depend upon the notion of a random formula. We consider
two ways to generate formulas.
1. Random width distribution: Choose 0¡m and 0¡p¡ 12 independent of n and m.
A random formula contains m clauses, each generated independently according to a
random process described as follows. For every variable v ∈ V independently and
uniformly does one of the following: adds literal v to C with probability p, adds
literal Ov to C with probability p, adds neither v nor Ov to C with probability 1− 2p.
Thus, the width of a random clause is binomially distributed with mean 2pn. We
use the notation Fp(n; m) to denote an instance of a random width distribution.
2. Fixed width distribution: Choose 0¡m and 36 k independent of n and m. Let S
be the set of all width k clauses which are subsets of V ∪ OV and are such that no
two literals are complementary. A random formula contains m clauses, each chosen
uniformly and with replacement from S. We use the notation Fk(n; m) to denote an
instance of a "xed width distribution.
It is well known that SAT is NP-complete [11] and k-SAT is NP-complete even if
k¿ 3. However, there are many subclasses of SAT that are known to be solvable in
polynomial time: the two most notable being 2-SAT and Horn formulas (every clause
has at most one positive literal).
3. A history of threshold related results
Logic has always provided a rigorous foundation for mathematics and philosophy and
more recently it has been called upon to support formal concepts and problem-solving
mechanisms for computer science, operations research, and arti"cial intelligence. From
the 1930s to the 1960s, logicians were primarily concerned with the development of
proof systems and the extent to which true logical statements were provable in them.
However, more recent work emphasizes that it is also very important to study compu-
tational requirements: a system must produce relatively short proofs or else it will take
too much time to be useful. But, even if short proofs are guaranteed by a system, short
proofs obtained by a particular implementation of that system may not be guaranteed.
This is because all commonly used implementations construct a proof by dynamically
choosing the arguments of a sequence of operations on statement-dependent logical
components and, if the arguments are not chosen wisely, results can be poor with re-
spect to the minimum length proof possible. Thus, researchers are led to consider the
following question: for a given implementation PI of a proof system P and a function
f : N+ → N+, for what fraction of the input statements of size n does PI provide a
proof of length no greater than f(n)?
Early on, this question was investigated for a variety of resolution based proof
systems. Resolution is a general procedure used primarily to certify that a given CNF
formula is unsatis"able. The idea predates the often cited work reported in [28]. Let
c1 and c2 be disjunctive clauses such that there is exactly one variable v that occurs
negated in one clause and unnegated in the other. Then, the resolvent of c1 and c2,
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denoted by Rc1c2 , is a disjunctive clause which contains all the literals of c1 and all the
literals of c2 except for v or its complement and variable v is called the pivot variable.
That is, if c1 and c2 are treated as sets, their resolvent is Rc1c2 = {l: l∈ c1 ∪ c2\{v; Ov}}.
The usefulness of resolvents derives from the following well known lemma.
Lemma 3.1. Let  be a set of sets representing a CNF formula. Suppose there exists
a pair c1; c2 ∈ of clauses such that Rc1c2 =∈ exists. Then the CNF formula ∪{Rc1c2 }
is functionally equivalent to .
General resolution is de"ned by Algorithm 3.1 of Fig. 1 which returns “unsatis"able”
if the input formula  has no solution or a model for  if it does. For this algorithm,
the length of a proof is the number of resolvents created. The performance of this
algorithm depends greatly on the choice of resolving pairs c1 and c2 at each step.
Since the algorithm adds a resolvent on every iteration, and never removes a clause,
a good choice can become increasingly diMcult to determine the longer the algorithm
runs. This diMculty was addressed somewhat by the important observation of Davis
and Putnam [13] that, after all resolvents of a particular pivot variable v are created,
all clauses containing v or Ov can be removed without aGecting the satis"ability of .
Organizing resolvent choices to eliminate variables in this way makes choices easier but
introduces new constraints which may increase the minimum length proof attainable.
The idea of Davis and Putnam was re"ned with the help of Loveland and Logemann
[12] into the practical and well-known Algorithm 3.2 of Fig. 2 which is commonly
called DPL or DPLL. The DPLL algorithm includes the extra, simplifying features that:
(1) all clauses containing a pure literal can be eliminated without aGecting satis"ability;
and (2) a pivot variable must be taken from a unit clause if one exists.
Goldberg was among the "rst to investigate the frequency with which resolution
returns short proofs. He provided an average-case analysis of a variant of DPLL (Fig. 2)
with special handling of pure literals and unit clauses removed [22]. The analysis was
based on the parameterized distribution Fp(n; m) de"ned earlier and showed the DPLL
variant has average complexity bounded from above by O(m−1= log(p)n) for any "xed
0¡p¡1. This includes the “unbiased” sample space when p=1=3 and all formulas are
equally likely. Later work [23] showed the same average-case complexity even if pure
literals are handled as well. Although the scienti"c community is often interested in
refutation proofs, Goldberg made no mention of the frequency of unsatis"able formulas
generated by Fp(n; m) over the parameter space of that distribution.
In [18, 26], Franco and Paull pointed out that large sets of formulas generated by
Fp(n; m), 0¡p¡1, are dominated by easily satis4able formulas: that is, a random truth
assignment satis"es a random Fp(n; m) formula, 0¡p¡1, with high probability. In fact,
in [15] it is shown that random assignments satisfy randomly chosen Fp(n; m) formulas
with high probability if p¿ ln(m)=n. The same paper determines where many unsatis-
"able formulas are found: namely, a random Fp(n; m) formula is unsatis"able with high
probability if p¡ ln(m)=2n. In this case refutation proofs are trivially found with high
probability because random formulas for this range of parameters usually contain at
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Algorithm 3.1
Resolution ()
/*Input  is a set of sets of literals representing a CNF formula */
/*Output is either “unsatis4able” or a model for  */
Set M←∅.
Repeat the following until some statement below outputs a value:
If ∅ ∈ , Output “unsatis"able”.
If there are two clauses c1; c2 ∈ such that Rc1c2 =∈ exists,
Set ←∪{Rc1c2 }.
Otherwise,
Repeat the following while there is a pure literal l in :
If l is a positive literal, Set M←M ∪{l}.
Set ←{c: c∈; l =∈ c}.
Repeat the following while there is a positive clause c∈:
Choose variable v∈ c.
Reverse the polarity of all occurrences of v and Ov in .
Set M←M ∪{v}.
Output M .
Fig. 1. Resolution algorithm for CNF formulas.
least one null clause which can easily be located and implies unsatis"ability. The case
p= c ln(m)=n, 1=26 c6 1, was considered in [17] where it was shown that a random
formula from Fp(n; m) is satis"able with high probability if limn;m→∞m1−c=n1−¡∞,
for any 0¡¡1. These results show two things regarding Fp(n; m) formulas: (1) there
seems to be some threshold, probably sharp, for the probability that a random formula
is satis"able and (2) formulas generated on both sides of the threshold are usually triv-
ially solved because they either contain null clauses or can be satis"ed by a random
assignment. In other words, only a small region of the parameter space is capable of
not being dominated by trivially solved satis"able or unsatis"able formulas: namely,
when the average clause width is c ln(m)=n, 1=2 6 c 6 1. Because of this, Fp(n; m)
is considered by many to generate too many easy formulas to be interesting and, al-
though some work on average-case complexity with Fp(n; m) formulas by Purdom and
others has appeared recently (for example, [16, 27]), most work has shifted toward the
possibly more robust distribution Fk(n; m).
Franco and Paull [18] also considered the probabilistic performance of Goldberg’s
variant of DPLL for Fk(n; m) formulas. They showed that for all k ¿ 3 and every
constant r¿0, with probability 1 − o(1), the variant takes an exponential number of
steps to report the satisfying truth assignments of Fk(n; rn): that is, either to report all
(“cylinders” of) solutions, or that no solutions exist. The "rst upper bound on rk for
Fk(n; rn), namely the smallest value of r such that the expected number of satisfying
assignments tends to 0, was also presented in that paper: the probability that a random
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Algorithm 3.2.
DPLL ()
/*Input  is a set of sets of literals representing a CNF formula */
/*Output is either “unsatis4able” or a model for  */
/*Locals: list of assignments M0; M1; M2; : : :, integer d, */
/* list of formulas 0; 1; 2; : : :, stack of variables VP. */
Set d← 0; Set Md←∅; Set d←; Set VP←∅.
Repeat the following until some statement outputs a value:
If d= ∅, Output Md.
If ∅∈d,
Repeat the following until l is “tagged.”
If VP = ∅, Output “unsatis"able.”
Pop l←VP .
Set d←d− 1.
Push VP← Ol. /* l and Ol are not tagged */
If l is a negative literal, Md+1←Md ∪{ Ol}.
Otherwise,
If there is a pure literal l∈d, choose l.
Otherwise, if there is a unit clause {l}∈d, choose and “tag” l.
Otherwise, choose a literal l in d and “tag” l.
Push VP← l.
If l is a positive literal, Md+1←Md ∪{l}.
Set d+1←{c − { Ol}: c∈d; l =∈ c}.
Set d←d+ 1.
Fig. 2. DPLL algorithm for CNF formulas.
Fk(n; rn) formula is unsatis"able is 1 − o(1) if r¿−1= log2(1 − 2−k) (approximately
2k).
Later, in a series of two papers [8, 9], Chao and Franco presented some useful
insights which in8uenced the lower bound probabilistic analysis of SAT and Coloring
algorithms in following years (for example, [3, 4, 10, 20]). Unlike upper bounds, which
are probabilistic counting arguments, they produced lower bounds for rk which are
algorithmic. The algorithm they considered is shown in Fig. 3: it performs exactly like
DPLL until either a satisfying assignment is found or the "rst backtrack is attempted
and, in the latter case, the algorithm gives up. Thus, a positive result for Algorithm 3.3
is also a positive result for DPLL. The analysis of this algorithm was intended primarily
to determine conditions under which eMcient performance was likely and secondarily
to determine a lower bound for rk . It was based on considering the “8ow” of clauses
between levels of clause sets, where level i consists of all clauses of i literals at any
iteration j of Algorithm 3.3. The technique of 8ow analysis is discussed in detail in
the companion article.
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Algorithm 3.3.
SCA (; s):
/*Input:  a set of sets k-CNF represention; integer s */
/*Output: either a model for  or “give up” */
Set M←∅
Repeat the following until some statement outputs a value
If = ∅, Output M
If ∅∈, Output “gives up”
For i from 0 to k Let Ci = {c: c∈ and |c|= i}
Let q= min{i: Ci = ∅}
Let L1 = {l: ∃c∈Cq such that l∈ c}
Let L2 = {l: ∃c∈ such that l∈ c}
If q6 s Choose l randomly from L1
Otherwise Choose l randomly from L2
If l is a positive literal, M←M ∪{l}
Set ←{c − { Ol}: c∈ and l =∈ c}
Fig. 3. Smallest clause algorithm for CNF formulas.
Using 8ows, in [8] it is shown that the UNIT CLAUSE (UC) algorithm (Algorithm 3.3
with s=1) has positive probability of "nding a satisfying truth assignment for ran-
dom F3(n; rn) formulas when r¡8=3=2:66 : : : and, when combined with a “majority”
rule, for r¡2:9. In [9] the GENERALIZED UNIT CLAUSE (GUC) algorithm (Algorithm 3.3
with s= k) is shown to "nd a satisfying assignment with bounded probability when
r¡(0:77)2k((k−1)=(k−2))k−2=(k+1) and 46 k 6 40 and with probability 1−o(1)
when r¡(0:46)2k((k−1)=(k−2))k−2=(k+1) and 46 k 6 40. This was improved by
ChvUatal and Reed [10] who used 8ows to show that the SHORT CLAUSE (SC) algorithm
(Algorithm 3:3 with s=2) "nds a satisfying assignment with probability 1 − o(1)
when r¡(0:125)2k((k − 1)=(k − 3))k−3=k and 3 6 k. Observe that, combined with
previous results, this tells us random Fk(n; rn) formulas are nearly always satis"able
if r¡c12k =k and nearly always unsatis"able if r¿c22k for some positive constants c1
and c2 and suMciently large n. From Friedgut’s result (see Theorem 1.1) we know
there is a sharp threshold of satis"ability, however it is still an open question where
that threshold occurs. Most people believe it occurs at V(2k) from experiments so the
question has come to be known as the “Why 2k” problem [25].
The most active research on the satis"able side of the threshold has considered the
cases k =2 and 3. Since 2-SAT is polynomial time solvable, for k =2 the issue can
only be whether the threshold exists and, if so, where is it. ChvUatal and Reed [10],
Goerdt [21] and Fernandez de la Vega [14] independently answered these questions:
they determined r2 = 1. It is important to observe that 2-SAT being solvable in poly-
nomial time [11] means that there is a simple characterization of unsatis"able 2-SAT
formulas. Indeed, both [10] and [21] make full use of this characterization as they
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proceed by focusing on the emergence of the “most likely” unsatis"able formulas
in F2(n; rn). Also using this characterization, BollobUas et al. [6] recently completely de-
termined the “scaling window” for random 2-SAT, showing that the transition
from satis"ability to unsatis"ability occurs for m= n + $n2=3 as $ goes from −∞
to +∞.
For k =3, less progress has been made: neither the value, nor even the existence
of r3 has been established. When r2 = 1 was established, 1 6 r3 followed trivially.
The next lower bound was given by Broder et al. [7] who proved that the pure literal
heuristic w.h.p. sets all the variables for r 6 1:63 (they, also, proved that it fails
for 1:7¡r). They used Martingales to oGset distribution dependency problems as pure
literals are uncovered. This technique is discussed in the companion paper. The next
lower bound for r3 was given by Frieze and Suen [20]. They considered Algorithms SC
and GUC and determined their exact probability of success on F3(n; rn). In particular,
they showed that for r¡3:003 : : : ; both heuristics succeed with positive probability.
Moreover, they proved that a modi"ed version of GUC, which performs a very limited
form of backtracking, succeeds w.h.p. for such r. Recently, Achlioptas [2] showed,
using a new algorithmic approach based on 8ows, that for all r 6 3:145, a random
F3(n; rn) formula is satis"able with probability 1− o(1). In [5] Achlioptas and Sorkin
take this approach to the limit with the discovery of an algorithm which almost surely
"nds a model if r¡3:26.
Algorithmic methods, successful on the satis"able side, have not been applied suc-
cessfully to "nding good upper bounds on r3 or rk for that matter. This is because
resolution-based algorithms perform poorly on sparse unsatis"able formulas and Fk(n;
rn) formulas are usually sparse near rk (see below). In addition, extensions of the
techniques used to bound r2 have not been successful because structures certifying un-
satis"ability on sparse formulas appear to be huge. We leave discussion of this topic
for another article in this volume.
We conclude with some experimental results. In [29], Selman et al. gave extensive
experimental evidence suggesting that for k ¿ 3 there is a range of the clauses-to-
variables ratio, r, within which it seems hard even to decide if a randomly chosen k-
SAT instance is satis"able or not (as opposed to "nding all satisfying truth assignments
or giving a proof of unsatis"ability). For example, for k =3 their experiments draw
the following remarkable picture. For r¡4, a satisfying truth assignment can be easily
found for almost all formulas; for r¿4:5, almost all formulas are unsatis"able; for
r≈ 4:2, a satisfying truth assignment can be found for roughly half the formulas and
around this point the computational eGort to "nd a satisfying truth assignment, whenever
one exists, is maximized.
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