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Abstract-Stable high-order methods are developed for solving elliptic partial differential equa- 
tions with large first order terms. In particular, second-order and fourth-order methods are developed 
by stabilizing the central difference method. The methods can solve second-order linear elliptic partial 
differential equations and are found to be stable and accurate in all tested examples. 
Results are presented for the two-dimensional convection-diffusion equation involving problems 
with and without boundary layers. The methods converged for all values of parameters attempted 
and the results compared favorably with other methods. The methods developed in this paper are 
accurate, stable, easy to use and applicable to other problems. 
Keywords-Stable, Finite difference methods, Convection-diffusion, Boundary layer. 
1. INTRODUCTION 
The purpose of our present study is to develop stable high-order numerical methods for solving 
elliptic partial differential equations with large first order terms (or small coefficients for the sec- 
ond order terms). Such equations arise in flow problems governed by the Navier-Stokes equations 
with high Reynolds numbers. 
Segal [l] analyzed several methods for solving one- and twodimensional problems governed by 
particular Navier-Stokes equations. The model in the article is a convection-diffusion equation 
-EA~+II.V~~=~, (1.1) 
where E is the viscosity or diffusion coefficient and u is the flow velocity vector. 
In our previous paper [2] we developed and tested stable high-order methods for the one- 
dimensional convection-diffusion equation. In the present paper we develop and test stable high- 
order methods for the two-dimensional equation. 
As we can see in [1,2], there are many methods available for solving the one-dimensional 
convection-diffusion equation. However, there are only a few methods for solving the two- 
dimensional convection-diffusion equation. Even such methods have limited efficiency due to 
certain drawbacks. Segal [l] discusses the central difference method, the upwind difference 
method and the defect-correction method for solving the two-dimensional convection-diffusion 
equation. The upwind difference scheme is unconditionally stable, but it is not accurate due 
to artificial viscosity. On the contrary, the central difference method is not stable, although it 
is second-order accurate. Moreover, it cannot normally use an iteration method which is much 
more cost-effective than a direct method for two-dimensional problems. (Here we mention that 
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Strikwerda [3] d eveloped a special over-relaxation method that is able to solve the linear sysem by 
the central difference method iteratively. It would be interesting to see its broader applicability.) 
The defect-correction method, as investigated in [4-61, can be used for two-dimensional prob- 
lems. This method uses the upwind difference method for prediction and the central difference 
method for correction. Segal [l] reports that the defec-correction method is more accurate than 
the upwind difference method, but less accurate than the central difference method. However, 
the defect-correction method is more costly, since the resulting linear systems are solved by a 
direct method (Gaussian elimination). 
Dekema and Schultz [7] d eveloped a fourth-order method for two-dimensional problems. This 
method uses nine points and it showes high accuracy for the problems tested. However, this 
method cannot yet deal with variable coefficients and has the problem of instability for very 
small E, as was the case for the one-dimensional method. 
The scheme by Il’in and other methods of exponential type are not yet reported to be effective 
in solving two-dimensional problems such as (1.1). 
In this paper we develop stable high-order numerical methods for solving the two-dimensional 
convection-diffusion equation by stabilizing the central difference method while improving its 
accuracy. In particular, we develop a second-order and a fourth-order stabilized central difference 
methods for solving elliptic partial differential equations with Dirichlet or Neumann boundary 
conditions. In analogy to the one-dimensional stabilized central difference methods, we stabilize 
the central difference method by approximating the error terms and adding them to the central 
difference approximation. 
Interestingly, two special cases of the fourth-order stabilized central difference operator are 
identical to the nine point difference operator for Laplace equation and to the fourth-order Poisson 
equation solver by Strikwerda [8]. 
We have tested the SCD methods with various problems involving the two-dimensional 
convection-diffusion equation and the numerical results verified the stability and accuracy of 
the methods. Also, the SCD methods are simple for implementation and are cost-effective for 
solving two-dimensional problems, since they can effectively employ iteration methods, such as 
SOR iteration. In section 4 we compare the efficiency of SOR iteration of the SC methods with 
that of other iteration methods such as IDR and PIDR, which are the nonsymmetric versions of 
the conjugate gradient method, developed by Sonneveld [9]. 
2. TWO-DIMENSIONAL SCD METHODS 
In this section we shall develop the stabilized central difference methods (in short SCD meth- 
ods) for solving the second-order elliptic boundary value problems. We shall first state the central 
difference method, as a necessary preparation, and then develop the second-order stabilized cen- 
tral difference method (SCD2 method) and the fourth-order stabilized central difference method 
(SCD4 method). 
Consider the following partial differential equation 
au,, + ‘Jbuz, + cuyy + P(X, Y)G + dx:, Y)U, + T(Z, Y>U = 42, Y), (2.1) 
where a2 + b2 + c2 # 0. When (2.1) is elliptic, we can eliminate uZy terms and, by an appropriate 
scale change, we can simplify the equation further so that a = c = 1. (See [lo pp. 1941.) Thus 
we consider the following Dirichlet problem 
Lu E u,, + uyy + p(e, Y)Uz + !?(x, Yb, + d? Y)U = 42, Y), (2.2) 
on a domain 52, which is subject to the boundary condition 
42, Y) = f(e, Yh (Xl Y> E m. (2.3) 
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For simplicity, we write p(z, y) = p, q(x:, y) = q, T(Z, y) = P, and s(t, y) = s, so that (2.2) is 
written as 
Lu3i,,+uyy+pu,+quy+Tu=s. (24 
We shall write the convection-diffusion equation (1.1) in the form of equation (2.4) to simplify 
the derivation of our numerical methods. 
Figure 1. 
To formulate the stabilized central difference methods we first set up the standard central 
difference method. That is, using the notation of Figure 1 we approximate u,,, uYY, u,, and uY 
at the point (zi, yj), numbered 0 in Figure 1, with error terms 
UZZIO = 
u3 - 2u,, + u1 h2 
h2 - jpz2& + 0(h4), 
%YlO = 
u4 - 2uc + u2 lez 
k2 - ~%lYYlcJ + O(k4), 
%I0 = 
-u3+u1 h2 
2h 
----21 
s 
rr&, + 0(h4>, 
%I0 = 
-U4 + U2 
2k 
--U 
6 YYY lo + W4). 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
Now, substituting (2.5)-(2.8) into the differential equation (2.4), we obtain the central difference 
operator Lhk, defined by 
4 
I&U,, 3 c ai U; = s,, + &J[U], 
i=o 
(2.9) 
where 
2 2 
(Yc = -- - - +rc, 
h2 k2 
al=l+E 
h2 2h’ 
1 Qo 
&2=F+g 
1 PO 
“3=j-p-5, 
1 Qo 
a4=1”2--5p 
(2.10) 
and 
Eo[ul = Um&l,Yj) + 2PO%m(E2,Yj)) 
k2 
where tl, <Z E [a-1,~+11 and 711, 712 E [yj-I,Y~+I]. 
Note that when p(z, Y) or q(z, y) is large the central coefficient ac is small relative to the other 
coefficients, which is the main cause of the instability of the central difference method. 
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To obtain the second-order SCD operator we rewrite the central difference approximation in a 
form that includes the error terms of pu, and qu,. That is, 
Lhk Uo - Eo[u] = So, 
where Lhk is the central difference operator as defined by (2.9), (2.10) and 
1 
Ec[U] = -_(h2P%z, + k2quyyy)lo + R, 6 
where R = (h2u11z2. + k2u wvv)loll~ + 0(h4) + 0(k4). Th en, in analogy to the one-dimensional 
case [2], we write 
LhkUO - &[?A] = s;, (2.11) 
where Lhk is the central difference operator and 
fio[u] = - g2u,, + P(Pz + T)U, + PQ'1Lyr + pqzuy + pr,u + puyy,)lo 
+ P(PY + +-$I + wuzy + qP,Uz + Q"y'll+ vhy)lo + R, 
and 
8; = so + ;(h2ps, + k2qsy)lo. 
TO approximate J%[u], we derive the following formulas by Taylor series expansions 
%ylo =& (U7 - ‘116 - U8 + U5) 
h2 
----21 
6 zrzY(ll!vl) - ~U.uyy~<2>rlz), 
Umy lo =A (47 + 2Uq - Us + t&3 - 2U2 + 215) 
h2 
----u 
12 
Uyyrlo =A (47 + 2% - % + ‘%3 - 2Ur + U5) 
k2 
----‘1L 1.2 YYYYdh, 91) - ~Uyyz&2, ?72), 
where tl, t2 E [G-l,zi+ll and 711, ~2 E [yj-1,yj+l]. 
(2.14) 
Now we approximate &[u], using the formulas (2.5)-(2.8) and (2.12)-(2.14), and add the 
(2.12) 
(2.13) 
approximation to LhkUc in (2.11). As a result of this reapproximation 
operator Lzk, defined by 
8 
L;k uo E 
i=o 
we obtain the SCD2 
(2.15) 
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where 
pqk ph qk 
(2.16) 
where a~,..., (~4 are given by (2.10). Note that og is large when p or q is large. Note also that 
E,*[u] = R + O(h”kn) with m -I- n = 4. 
2.2. The Fourth-Order SCD Method 
To develop the fourth-order SCD operator, we further approximate all the 0(h2) and O(k2) 
error terms of Uzz, uyy , pu, and guy. So, we start by writing 
h2 
Eo[u] = - (~rzzz + 2P%m 
12 
where k = O(h4) + O(k4). 
Then, in analogy to the second-order SCD operator, we write 
where 
z h2 
Eobl = --_((P” + 2p, + r)u,, + (ppz + pr + p,, + 2T,)U, 12 
+ (P9z + 9zz)uy + (PTZ -t P,,)U + (pq + 2qz)tiyr 
+ PUYYa: + P%z + uYysz)(o 
- &” + 29, + r)uyy + (9% + 9r + qyy + 2ry)uy 
+ (QPY + Pyy)% + (vy + ryy)u + (pq + 2py)uzy 
+ vxxy + PUzyy + wmyy)lo + a, 
(2.17) 
and 
s;* = so + g (P%! + %,)I0 + g (qsy + syy)lo 
Note that the terms (p2 + 2p, + T& and (q2 + 29, + y)uyy can produce strong central coefficients, 
when they are approximated by (2.5) and (2.6). 
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Now we approximate &[u], using one additional formula 
uzzYY ]e =A (ur - 2uq + u8 - 2W + 4uo - 
h2 
----21 
12 
274 +%j -2u2 +u5) 
(2.18) 
where <I, 52 E [zi-l,~i+ll and ~1, ~2 E [Y~-I,Y~+I~. 
Then, in analogy to the procedure of obtaining the second-order SCD operator, we obtain the 
fourth-order SCD operator Li;, defined by 
L;;ue 5 2 crf*ui = s;’ + E;’ [u], (2.19) 
i=o 
where 
(y;* = (~0 + 4d - 2er - 2e2 + rr, 
o;* = a1-2d+er+fr+g1-2hl, 
of’ = a~-2d+e2+f2+9~-2hz, 
cr~*=a3-2d+el-f1-gl+2h1, 
&y = ad-2d+ez-fz-gz+‘Jhz, 
cy;* = d + hl + hz + kl + k2, 
cv;i* = d - hl + h2 - ICI - k2, 
a;* = d-hl-hz+kl+kz, 
(y;;* = d + hl - h2 - kl - kz, 
(2.20) 
where oc,,.., 134 are given by (2.10) and 
el = $P’ + 223, + r)I0, 
e2 = +j(q2 + 2qy + r)I0, 
fl = &Py +Pyy)lo, 
f2 = &(pqcT + Po+)lo, 
9i= ~(m+pr+p,,+2~,)l0, 
k 
Q2 = ~(wy + v + qyy + 2ry)10, 
hl= (h2+k2) 
24hk2 PO7 
h2 = (h2 + k2) 
24h2k PO, 
k1 = &(pq + 2q,)lo, 
kz = &-(pq + ~P,)Io. 
Note that CY;I’ is large when p or q is large. Note also that E;*[u] = O(hmkn) with WJ + n = 4. 
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2.3 Two Special Cases of the Fourth-Order SCD Operator 
If p = q = r E 0, then the fourth-order SCD operator (SCD4 operator) is written as 
where 
10 10 - -. oG’=-@ e/$’ 
** 5 1 
a;* = Q3 = @ - _. Gk2, 
** 1 5 
Q;’ = Qq = -6h2 + g; 
** ** 1 1 o;*=oa =cYr =Q;*=12h2+-; 
12k2 
a:* = so + -& (h2sst + k2s,,)jo. 
(2.22) 
It is interesting to note that the SCD4 operator, Li;, is identical to the nine point difference 
operator, ApI, for the Laplace operator A, if h = k. Thus, the SCD4 operator can solve the 
Laplace equation, uZZ + aY = 0, with O(h6) accuracy, since Au = A2u = A3u = 0. It can also 
solve the Poisson equation, u,, + uyy = f, with O(h6) accuracy, if A2u = Af = 0 and fZryy = 0. 
(See [ll, pp. 1941.) 
When f is not harmonic, i.e., Af # 0, we can still evaluate sz* = _f;* with 0(h4) + 0(k4) 
accuracy by approximating sos and sYy in (2.40) with the usual central difference formulas. In 
this case we can show that the local truncation error Ez*[u] = O(h4) + O(k4) + O(h2k2), which 
is fourth-order. We remark that the SCD4 operator, Li;, given by (2.19)-(2.20), is identical to 
the fourth-order Poisson equation solver derived in Strikwerda [8, p.2821 in a different way. 
3. STABILITY OF THE SCD METHODS 
In this section we shall discuss the stability of the stabilized central difference methods (SCD 
methods) in comparison to the central difference method, the upwind difference method and the 
fourth-order method by Dekema and Schultz [7]. 
The finite difference approximation LhkUij = sij + Eij[u], i = 1,. . . , n - 1, j = 1,. . . , m - 1, 
leads to a linear system 
Lnmu = a + E[u], 
where L,,,, is the (ra - l)(m - 1) x (n - l)(m - 1) matrix, u = (uii,~iz,. . . , ~,,_l~_1)~, s = 
(Sll,S12,..., ~~-l~-l)~, and E[u] = (Ell[u], E12[u], . . , E,_~,_I[u])~. If we set 
L,,ii = s, 
then ti = (tiii,fiiz, . . . , fi,+l,,,_~) T is the numerical solution vector of (2.2) by the difference 
Operator Lhk. 
As a means of analyzing the stability of the difference operator Lhk, we shall analyze the 
stability of the resulting linear system given above. A common way of measuring the stability of 
a linear system, Ax = b, is by computing the condition number of the coefficient matrix, p(A), 
defined by 
/J(A) = ItAll . IF-‘Il. 
Stewart [12] gives a detailed analysis how the solution of a linear system is subject to round-off 
errors, depending on the size of the condition number. 
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Table 1. Condition numbers of difference matrices for each R = l/c CD denotes 
the central difference method, UD the upwind method, SCD2 the second-order SCD 
method, SCD4 the fourth-order SCD method, and Method* the fourth-order method 
in [7]. 
R CD Method* UD SCD2 SCD4 
1 .580(+2) 
10 .442(+2) 
102 .255(+2) 
103 .618(+2) 
104 .510($3) 
105 .500(+4) 
10s .499( +5) 
107 .499( +6) 
.487( +2) 
.375(+2) 
.215(+2) 
.377( +2) 
.262(+3) 
.251(+4) 
.250(+5) 
.250(+6) 
.580( +2) 
.477(+2) 
.226(+2) 
.185(+2) 
.181(+2) 
.180(+2) 
.180(+2) 
.180(+2) 
.582(+2) 
.472(+2) 
.412(+2) 
.504(+2) 
.501(+2) 
.500(+2) 
.500(+2) 
.500(+2) 
.487( +2) 
.378(+2) 
.306( +2) 
.504(+2) 
.502(+2) 
.500(+2) 
.500(+2) 
.500(+2) 
Suppose the elliptic equation (2.2) has constant coefficients p(~,y) = R = l/&, q(z,y) = 0, 
and ~(2, y) = 0, which is the case for the problems tested in [l] and in this paper. Then, we 
can test the stability of the finite difference opeators by computing the condition numbers of the 
difference matrices Lnna’s. In Table 1, we present the condition numbers of Lnna’s for varying 
values of R with a fixed mesh size h = Ic = l/10. We used ]].]]03 for the norm in p(A). 
We see that the condition numbers of the difference matrix L,, for the central difference 
method increase as R increases, and the same is true for the fourth-order method by Dekema 
and Schultz [7]. However, the condition numbers for the upwind difference method and the 
SCD methods approach bounded numbers as R increases. This implies that the stability of the 
central difference method and the fourth-order method in [7] is R-dependent, while the stability 
of the upwind method and the SCD methods is R-independent. This implies that the numerical 
solutions of the differential equation (2.2) by the central difference method and the fourth-order 
method in [7] b ecome inaccurate for large R’s due to round-off errors, although they have second- 
order and fourth-order runcation errors, respectively. But the numerical solutions by the upwind 
method and the SCD methods are insensitive to round-off errors for any large R, although the 
accuracy of the upwind method is only first-order and that of the SCD methods drops to second- 
order for large R. We shall show this through numerical results in Section 4. 
4. PROBLEMS WITHOUT BOUNDARY LAYERS 
In this section, we test the SCD methods for problems without boundary layers. We discuss 
the accuracy, stability and cost-effectiveness of the SCD methods in comparison with other major 
methods. For each method we present maximum error with 
measured by relative error. The relative error is defined by 
err(u) = “‘;ni”‘, 
the rate of convergence, which is 
(4.1) 
where 6 is the numerical solution and u is the exact solution and 
pi - 42 = (if C(Cij - t&j) y2, llul12= (pjy2. 
And the rate of convergence is defined by 
rate = - 
log(erri/eri-2) 
WNalN1) ' 
(4.2) 
where erri and err2 are relative errors with grids of Ni + 1 and N2 + 1 points on a side, respectively. 
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PROBLEM 1. The first problem we consider has the following equation 
or + uyy + Ru, = f(z, y), 0 I X,Y L 1, 
with a Dirichlet boundary condition, 
~(2, y) = 0 on the boundary, 
(4.3) 
(4.4) 
where R = l/c and f is determined such that the exact solution is 
21(x, y) = sin(7rz) sin(7ry). 
Segal [lo] studied this problem to analyze the stability and efficiency of finite difference schemes. 
As Segal mentioned, the condition number of the difference matrix L,, is independent of the 
presence or absence of a boundary layer. Segal says that one can prove [13] that the error of 
the central difference scheme in this specially chosen example is O(h2) independent of the value 
of E. So this problem is not a good example for comparing the stability of difference operators. 
However, since this problem has been widely studied by many researchers of the convection- 
diffusion equation, we present the numerical results for this problem in Table 2 for varying values 
of R = l/&. We used Gaussian elimination in single precision. 
Table 2. Maximum error and the rate of convergence, Problem 1 UD, CD, Method*, 
SCDZ, and SCD4 are denoted as in Table 1 
Method h=k R= 10 R = lo2 R= lo3 I?=104 R = lo5 R= lo6 
UD 
l/10 .15(O) .24(O) .26(O) .26(O) .26(O) 
l/20 .79(-l) .13(O) .13(O) .13(O) .13(O) 
rate 90 .96 .97 .97 .97 
CD 
Method* 
SCD2 
l/l0 .12(-l) .16(-l) .16(-l) .16(-l) .16(-l) .16(-l) 
l/20 .29(-2) .40(-2) .41(-2) .41(-2) .41(-2) .40(-2) 
rate 2.00 2.01 1.99 1.99 2.00 2.01 
l/10 .29(-3) .29(-3) .29(-3) .29(-3) .30(-3) .11(O) 
l/20 .18(-4) .21(-4) .18(-4) .21(-4) .23(-4) .65(-2) 
rate 3.97 3.84 3.99 3.80 3.73 n.r. 
l/10 .59(-2) .58(-2) .82(-2) .83(-2) .83( -2) .83(-2) 
l/20 .14(-2) .62(-3) .19(-2) .21(-2) .21(-2) .21(-2) 
rate 2.06 3.22 2.13 2.00 2.00 2.00 
SCD4 
l/10 .19(-3) .31(-2) 
l/20 .12(-4) .20(-3) 
rate 4.00 3.91 
Now we discuss the cost-effectiveness of the SCD methods in comparison to other methods, 
especially the central difference method. Since the difference matrices for the SCD methods have 
strong central coefficients and are close to diagonal dominance, we can use iterative methods 
for solving the resulting linear systems. In Table 3a. Segal [l] p resents the results of the cetral 
difference method by two special iterative methods for solving Problem 1. One is a version of a 
nonsymmetric conjugate gradient method (IDR) d eveloped by Sonneveld [9] and the other is a 
preconditioned variant of this method (PIDR). (See [9]) Th ee methods use the central difference 
scheme with required accuracy of 10 -3 for the IDR method and 10T4 for the PIDR method. The 
results in Table 3a. indicate that the IDR method converges as long as the difference matrix is 
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Table 38. Number of iterations by IDR and PIDR, problem 1. (Results in Segal (11.) 
1 Method 1 h = k R=l R= 10 R= lo2 R = lo3 1 
IDR l/IO 14 24 56 n.r. 
l/20 32 47 78 n.r. 
PIDR l/l0 8 8 7 n.r. 
l/20 15 16 10 86 
diagonally dominant, whereas for the PIDR method, this condition may be violated a little. This 
means that these methods are ineffective for small E, i.e., for large R. 
However, like the upwind method the SCD methods can employ iterative methods very effec- 
tively. Using SOR iteration method with accuracy of 10m4, that is, with ]u$‘“j” - us 1 < 10e4 for 
all i and j, we obtained the number of iterations with the relaxation factors close to the optimal 
number of iterations. The results, presented in Table 3b., show that the upwind method con- 
verges remarkably fast. Its fast convergence may be attributed to its first-order accuracy as well 
as its diagonal dominance. We also note that the number of SOR iterations by the SCD methods 
become bounded by 18 with h = k = l/10, and by 40 with h = k = l/20. We have tested 
up to R = 1012 and the number of iteration 18 and 40 remained unchanged. This is a definite 
advantage of the SCD methods over the central difference method or the fourth-order-method 
in [7]. (The fourth-order method could use SOR iteration, but it converged only up to R = 105.) 
Table 3b. Number of iterations by SOR iteration, problem 1. (The numbers in 
parantheses are the relaxation factors that gave the least iteration number.) 
Method h=k R=l R = 10 R= lo2 R= lo3 R = lo4 R> lo5 
l/10 21 8 5 
UD (1.6) (Z) (1.2) (1.0) (140) (130) 
l/20 30 13 8 4 
(1.7) (1.2) (1.0) (1.0) 
l/10 16 15 
SCD2 (1216) (1.5) (1.5) (:I”,) (:I”,, 
l/20 42 29 14 
(1.8) (1.7) (1.5) 
l/10 14 10 18 
SCD4 (:p,) (1.4) (1.4) (1.6) (ll86) (:I”,, 
l/20 37 11 31 
(1.8) (1.5) (1.8) 
5. PROBLEMS WITH BOUNDARY LAYERS 
In this section, we study problems with boundary layers and present computational results for 
these problems. Concerning the stability of difference operators, there is no difference between 
problems without boundary layers and problems with boundary layers However, we need to adapt 
to the rapid change of solution values in the boundary layer region. Segal [l] used a refinded 
mesh in the boundary layer region, as he did for solving the one-dimenisional convection-diffusion 
equation. As a special method of mesh refinement, the coordinate transformation has been 
tested in Strikwerda [3] and in papers that studied the driven cavity problem [14-161. Such 
transformation produce the effect of mesh refinement by concentrating more mesh points in the 
boundary layer region. We have used both mesh refinement and the coordinate transformation. 
Our experiments showed that the coordinate transformation could adapt to the boundary layer 
behavior in a smooth way, while mesh refinement has difficulty along the dividing line. Still, 
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mesh refinement gave excellent results for any large R with a fixed number of mesh points, while 
the coordinate transformation needed more mesh points for larger R. 
Now we set up the SCD schemes for the given elliptic equation (2.2) via coordinate transfor- 
mation. Suppose we transform the coordinate system (2, y) to a new coordinate system (f, 17) by 
the mapping 
2 = s(O Y = h(v). (5.1) 
Then, the original differential equation (2.2) is transformed to a new equation 
h q 49 w + b(9) %I + P(5, ‘I) U( + a, 17) UT) + r(<, s> 21 = 4t, rl)l (5.2) 
where a(t) = l/(8’)‘, b(v) = ll(y'12, F(t, 77) = -~“/(+‘)3+p(g(& h ~)>/x’, q(t, 7) = -Y"/(Y')~+ 
q(g(t), ~(v))/Y’, r(t, 4 = r(gW7 h(4), and SK v) = s(dt), h(v)). We write F-2) in a simple 
form as 
&rauCC+bu r)q +1sq + Q”q + r’u = s, 
where a = a(t), b = b(v), P = P(<, tl), Q = @(E, v), r = p(<, rl), and s = s(t, 11). 
Then, the central difference operator Lhk is defined by 
(5.3) 
4 
L,,kuo s 
c 
crj ui = so + Eo[tJ], (5.4) 
i=O 
2ao 
&o=__- 
h2 
a0 PO 
6=-p+%' 
a0 PO 
'y3=jlz-z, 
bo - (y4=_-Qo 
k2 2k’ 
Also, we have the second-order SCD operator Lzk, defined by 
where 
and 
8 
-* L hk %I - c 
i=o 
s; = so + 
(5.5) 
(5.6) 
(5.7) 
CMiA 27:1-F 
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_ - 
6; = 63 + 
P(P + a’) bph - - 
’ 6ak2 
P(P( + r)h Qp# -- -- 
6a 12a 
)I 
12bh O’ 
-- - - 
iTi; = ii4 + 
q(q + b’) P&h2 aqk q(qrl + T)k -- 
66 + 6bh2 12b 
cy; = Fnh Pqk 
b@h _--- 
24ak + 24bh + 12ak2 + 
5; = 3 Hk bph - - 
-- - - - 12ak2 + 12bh2 24ak 24bh 
Pc?k bph 
24ak + - - - - 24bh 12ak2 
bph --- 
12ak2 
And we have the fourth-order SCD operator &+,;, defined by 
where 
and 
(54 
S;’ 
h2 
=so+12 
(P - 24 SE + see 
a II + ; ((q - ‘Jb’hlb + srlq) , (5.10) 0 0 
6:* = 60 + 4d - 2el - 2e2 + rr, 
ii;*=&-2d+el+fi+gl-2hI, 
$,*=c%-2d+ez+fi+gz-2h2, 
iii* =&a-2d+eI-fi-gI+2hI, 
ii;* =&-2d+e2- j2-g2+2h2, 
a;* =d+hl+hz+kl+kz, 
ti;* = d - hl + h2 - kI - k2, 
(Y;, = d - hl - hz + kl + kz, 
ci;i* = d+ hl - h2 - kI - k2, 
where 
h2 
rr = i5 ( 
r.tc - (2a’ - p)rf 
a 
1 
el = z 
( 
a” + 2& + r - (2a’ - p)(a’ + P) 
a >I 0’ 
1 
e2 = ~z 
( 
b” + 2& + r - (2b’ - q)(b’ + q) 
b 0’ 
(5.11) 
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f2 = h2 k - Pa - P)& 
24k a 0' 
h 
91 = 24 
( 
k + 27y - (2a’ - p)(Pg + r) 
a 
k 
92 = 24 
( 
G,;S + 2~~ - (2b'- n)(q? + r) 
hl =& (-@a;-+) 1,+$?__, 
h2=&(-(~~b_i)a)~o+~, 
-- 
k 
1 
= h 2% -(2a'-p)q 
48k ( a >I 0' 
k 
2 
)I 0' 
Note that Ez* [u] = 0( h” k”) with m + n = 4. 
Now that we have set up the SCD schemes for the transformed elliptic equation (5.2), we are 
ready to solve problems with boundary layers. 
PROBLEM 2. The second problem we consider has the following equation 
u,, + uyy + Ruz = f(x, Y), 0 I X,Y 5 1, (5.12) 
with a Dirichlet boundary condition, where R = l/~ and f is determined such that the exact 
solution is 
‘Il(t, Y) = 
7& (exp (-,,,:: 1)) +exp (-4?(z);))) . 
(5.13) 
. As Segal [lJ mentioned, the solution curve of this problem has horizontal boundary layers near 
y = 0 and y = 1. We first solve this problem via coordinate transformation using the mapping 
x = [; 
1 1 tanh(c(2q - 1)) 
y=yj+2 
tanh(c) 
(5.14) 
This mapping maps the uniform mesh on the domain (0,l) x (0,l) in the (t, 17) coorinate-plane 
into a nonuniform mesh on the domain (0,l) x (0,l) in the (2, y) coordinate-plane. By increasing 
c in the mapping (5.14), we have more points concentrated in the boundary layer regions, that 
is, along y = 0 and y = 1. The computation is carried out on the uniform mesh of the domain in 
the (<, 7) coordinate-plane, and we obtain the solution on the non-uniform mesh of the domain 
in the (z, y) coordinate-plane. Thus, solving the resulting linear system by Gaussian elimination, 
we obtain the computational results, which are given in Table 4a. In Table 4a, the number c is 
chosen so that we have l/3 of the mesh points in each boundary layer region. Note that all three 
methods gave good accuracy up to R = 10 2. Then the central difference method began to show 
growing inaccuracy. We see that the SCD methods consistently show superior accuracy. 
Next, we use a mesh refinement in the boundary layer region, that is, on (0,l) x (0,8&) and 
(0, I) x (I - 8671) as Segal [l] did. The results from Segal [l], which were obtained by Gaussian 
elimination, are given in Table 4b. We note that the central difference method showed poor 
accuracy for all R’s, while the upwind difference method showed good accuracy. The defection- 
correction method obtained good results. 
In his paper, Segal [l] didn’t explain what scheme was used for the mesh points along the 
dividing line. We tried the upwind difference scheme for pzl, and the central difference scheme 
for u,, and the central difference scheme with uneven mesh size for uyy. This approach worked 
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Table 4a. Maximum error (via mapping (5.14)), Problem 2. n and m denotes the 
numbers of subdivisions in <- and v-direction. 
Method n,m R=l R= 10 R = lo2 R= lo3 R= lo4 R= lo5 
10, 30 c = 0.35 c = 0.35 c = 0.60 c = 1.00 c = 3.05 c = 4.60 
20, 50 c = 0.35 c = 0.65 c = 0.90 c = 1.25 c = 3.40 c = 5.10 
UD 10,30 0.18(-2) 0.36(-2) 0.46( -2) 0.60(-2) 0.21(-l) 0.34( -1) 
20, 50 0.86( -3) 0.19( -2) 0.24( -2) 0.29(-2) 0.18( -1) 0.29(-l) 
CD 10,30 0.21( -3) 0.48( -3) 0.14( -2) 0.11(-l) 0.24( -1) 0.55( -1) 
20, 50 0.56( -4) 0.12(-3) 0.40( -3) 0.24( -2) 0.85( -2) 0.23(-l) 
SCD2 10, 30 0.12(-3) 0.96( -4) 0.59( -3) 0.19( -2) 0.26( -2) 0.54(-2) 
20, 50 0.32(-4) 0.30( -4) 0.30( -3) 0.84( -3) 0.14(-2) 0.24( -2) 
SCD4 10, 30 0.95(-4) 0.37(-3) 0.39( -3) 0.16( -2) 0.27( -2) 0.54( -2) 
20, 50 0.24(-4) 0.98( -4) O.ll(-3) 0.42( -3) 0.14(-2) 0.24(-2) 
well via SOR iteration, probably because the solution values do not vary much along the dividing 
line. Another technique we used was to assume fictitious points along the dividing line with the 
same mesh size as that of the boundary layer region and to interpolate the values on these points 
using neigboring points. Then we can use the SCD operators for all mesh points including those 
on the dividing line. This technique also worked well for this problem. 
Thus, we present our numerical results in Table 4c. Note that the results of the upwind method 
are identical to those from Segal [l], and the SCD methods showed superior accuracy over the 
other methods, especially over the central difference method. Note also that the accuracy of 
the SCD4 method and that of the SCD2 method are similar. Since the SCD methods used 
SOR iteration, they are also much more cost-effective than the central difference method and the 
defect-correction method. 
Table 4b. Results in Segal [I] (by G aussian elimination). Maximum error for (2n + 
10) x 10 grid, Problem 2. n is the number of subdivision in the boundary layer region. 
Method I n R = lo3 R= lo4 R= lo5 R= lo6 R= lo7 
UD 10 0.90( -2) 0.90( -2) 0.90( -2) 
20 0.54( -2) 0.54( -2) 0.54(-2) 
CD 10 0.13(-l) 0.20( -1) 0.30(-l) 0.96( -1) 0.30(O) 
20 0.37(-2) 0.62( -2) 0.22( -1) 0.85( -1) 0.29(O) 
Defect 10 0.93(-2) 0.94(-2) 0.94( -2) 0.94( -2) 0.94( -2) 
correction 20 0.40( -2) 0.41(-2) 0.41(-2) 0.41( -2) 0.41(-2) 
Table 4~. Results of present study (by SOR iteration). Maximum error for (2% + 
10) x 10 grid, Problem 2. n is the number of subdivision in the boundary layer region. 
1 Method 1 n R= lo3 R= lo4 R= lo5 R= lo6 R = lo7 
UD 10 0.90(-2) 0.90(-2) 0.90( -2) 0.90( -2) 0.90( -2) 
20 0.54(-2) 0.54(-2) 0.54(-2) 0.54(-2) 0.54(-2) 
SCD2 10 0.23(-2) 0.18(-2) 0.17(-2) 0.17(-2) 0.17(-2) 
20 0.25(-3) 0.48(-3) 0.47(-3) 0.47(-3) 0.47( -3) 
0.16(-2) 0.17(-2) 0.17(-2) 0.17( -2) 0.17( -2) 
0.12(-3) 0.46( -3) 0.471-3) 0.47(-3) 0.47( -3) 
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PROBLEM 3. The third problem we consider is a problem from Strikwerda [3], which is given by 
the equation 
u,, + uyy + Ru, = 0, 0 I Z,Yl 1, (5.15) 
with a Dirichlet boundary condition, given by the exact solution 
u(x, Y> = Y@ - y) - 2x 
R 
exp(_&) 
We see that the solution curve of this problem has a vertical boundary layer along x = 0. 
To cope with the boundary layer of this problem, we use the mapping 
x = tanh(c(E - 1)) + 1. 
tanh(c) ’ 
Y = 17. 
(5.16) 
(5.17) 
By this mapping, we can have points concentrated in the boundary layer region, i.e., along x = 0, 
by assigning proper values of c. (c is chosen such that l/3 to l/4 of mesh points is concentrated 
in the boundary layer region.) 
We solved the resulting linear system by Gaussian elimination. The computational results are 
given in Table 5a. Note that, unlike Problem 2, the central difference method showed better 
results than the upwind difference method. The SCD methods consistently showed superior 
accuracy up to R = 104. For R = lo’, the SCD methods had difficulty in obtaining goo accuracy 
with n = 30 and m = 10. However, with n = 50 and m = 20 they showed good accuracy. 
Table 5a. Maximum error (via mapping (5.17)), Problem 3. n and m are the numbers 
of subdivisions in & and q-direction. 
Method n,m R=l R= 10 R = lo2 R=103 R=104 R= lo5 
30, 10 c = 0.55 c = 0.8 c = 2.1 c = 3.5 c = 5.1 c = 6.6 
50, 20 c = 0.55 c = 0.8 c = 2.2 c = 3.5 c = 5.1 c = 6.7 
30, 10 0.38( -4) 0.44(-3) 0.23( -2) 0.29( -2) 0.28(-2) 0.29( -1) 
50, 20 0.14(-4) 0.16(-3) 0.66( -3) O.lO( -2) 0.93( -3) O.ll(-2) 
SCDP I I 30, 10 0.28( -4) 0.26(-3) 0.60(-3) 0.52(-3) 0.50(-2) 0.17(O) 50, 20 O.lO(-4) 0.91(-4) 0.12(-3) 0.16( -3) 0.28( -3) 0.12(-2) 
SCD4 I I 30, 10 0.89(-5) 0.22(-3) 0.17(-2) 0.29( -2) 0.34( -2) 0.29( -1) 50, 20 0.29(-5) 0.57( -4) 0.45( -3) 0.76( -3) 0.85( -3) 0.84( -3) 
Now we use a mesh refinement in the boundary layer region, that is, on (0,s~) x (0,l). As 
we did for Problem 2, we used the upwind difference method for pu, and the central difference 
method for u,, and uYY along the dividing line, and then solved the linear system by SOR 
iteration. We also tried interpolation for the fictitious points. But this method converged only 
when we had very small relaxation factors for the mesh points on the dividing line. Table 5b 
shows our numerical results. Note that, unlike Problem 2, the results of the SCD4 method are 
far better than the SCD2 method. We mention that for the SCD4 method with n = 20 we used 
the boundary layer region (O,lO&) x (0, l), instead of (O,&) x (0,l). 
6. CONCLUSION 
We have developed stable high-order difference methods (SCD methods) for solving second- 
order linear elliptic boundary-value problems. The methods were tested on the two-dimensional 
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Table 5b. Maximum error for (n + 10) x 10 grid, Problem 3. n is the number of 
subdivision in the boundary layer region. 
Method n R= lo2 R= lo3 R= 10’ R = lo5 R= lo6 R = lo7 
UD 10 0.26(-l) 0.26(-l) 0.26(-l) 0.26(-l) 0.26(-l) 0.26(-l) 
20 0.16( -1) 0.16( -1) 0.16( -1) 0.16( -1) 0.16( -1) 0.16(-l) 
SCD2 10 0.49( -2) 0.49( -2) 0.49( -2) 0.49( -2) 0.49( -2) 0.49( -2) 
20 0.12(-2) 0.12(-2) 0.12( -2) 0.12(-2) 0.12(-2) 0.12(-2) 
SCD4 10 0.75(-4) 0.80( -4) 0.83( -4) 0.84( -4) 0.84( -4) 0.84( -4) 
20 0.15(-4) 0.15(-4) 0.15(-4) 0.15(-4) 0.15(-4) 0.15(-4) 
convection-diffusion equation including problems with an without boundary layers. The numeri- 
cal results showed that the SCD methods successfully combined stability and accuracy. 
Also, the SCD methods were tested to be cost-effective due to their ability to employ iterative 
methods, such as SOR iteration, with effective number of iterations. There have been efforts to 
use an iteration scheme for the central difference method such as the IDR method and the PIDR 
method. However, we observed that such methods have limited success. 
Thus, our analysis shows the accuracy, stability and cost-effectiveness of the SCD methods for 
solving the two-dimensional convection-diffusion equation. They are applicable to other elliptic 
boundary value problems, especially with large first order terms. Furthermore, they are applicable 
to non-linear problems because of its ability to employ the iteration scheme. 
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