Maximal equilibrium-independent passivity (MEIP) is a recently introduced system property which has acquired special attention in the study of networked dynamical systems. MEIP requires a system to be passive with respect to any forced equilibrium configuration and the associated steady-state inputoutput map must be maximally monotone. In practice, however, most of the systems are not well behaved and possess shortage of passivity or non-passiveness in their operation. In this paper, we consider a class of passivity-short systems, namely equilibriumindependent passivity-short (EIPS) systems, and presents an input-output transformation based generalized passivation approach to ensure their MEIP properties. We characterize the steady-state input-output relations of the EIPS systems and establish their connection with that of the transformed MEIP systems. We further study the diffusively-coupled networked interactions of such EIPS systems and explore their connection to a pair of dual network optimization problems, under the proposed matrix transformation. A simulation example is given to illustrate the theoretical results.
I. INTRODUCTION
The notion of passivity has been widely used for studying distributed control and optimization of large-scale networked systems [1] - [4] . In the classical sense, passivity (or dissipativity−a generalized notion of passivity) is an inputoutput (I/O) system property referenced with respect to an equilibrium point at the origin [5] . If several such passive systems are interconnected with one another and the origin is an equilibrium point of the overall network, the classical notion of passivity theory provides tools for assessing the stability and performance of the network. However, in practice, it is not feasible to calculate the equilibrium point for the overall network by simultaneously solving the equilibrium equations of all subsystems with all interconnection constraints. Moreover, in certain applications, we may like to operate the network at multiple desired equilibrium points. For instance, the formation of unmanned aerial vehicles carrying a suspension load is required to have a continuum of equilibria [6] . In these situations, the classical notion of passivity falls short as an effective tool to analyze the I/O stability of largescale network systems. An interesting discussion on this point is given in [7] .
To overcome this difficulty, several generalized notions of (classical) passivity are introduced in the literature. One
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important variant particularly useful for the analysis of multiagent systems, is equilibrium-independent passivity (EIP), which encompasses nontrivial equilibria, often desirable in interconnected systems [7] , [8] . EIP requires a passivation inequality to hold between any system trajectory and any forced equilibrium point that it has. Because of this property, EIP is also known as shifted passivity of a control system and finds widespread applications [5] , [9] , [10] . Another important characterization of EIP systems is the notion of a steadystate I/O map, which is a monotonically increasing function [8] . Incremental passivity [11] , [12] is also a closely related notion, however, it is more restrictive than EIP in the sense that it requires the passivation inequality to hold along any two arbitrary trajectories of a forced system. In fact, an incrementally passive system is EIP, but an EIP system is not necessarily incrementally passive [8] .
Although EIP is satisfied by a large class of systems, some important classes of systems, such as the ubiquitous integrator widely occurring in applications, does not satisfy this property. As an extension to EIP, the concept of maximal equilibrium-independent passivity (MEIP) was introduced in [13] , which does not require the steady-state I/O map to be functions, but instead allows them to be set-valued maps that are maximally monotone. The additional maximality property of the monotone steady-state I/O maps of MEIP systems has significant advantages over EIP systems in the sense that it not only allows inclusion of a large class of systems, but also lights the way to establish a connection to the network optimization theory [13] .
Network optimization theory essentially deals with optimizing a certain cost function over a given network. To capture the nature of such networks, Rockafellar [14] introduced two canonical dual network flow problems, namely, the optimal flow problem and optimal potential problem. These network optimization problems are essentially convex and rely on two dual variables of the network−"flows" and "potentials." One of the main results of [13] shows that for a given diffusively-coupled network of MEIP systems, the steadystates of the closed-loop system admits an (inverse) optimality in the sense that the corresponding input solves the associated optimal flow problem while the output solves the associated optimal potential problem. Based on these result, a control synthesis technique is discussed in [15] to achieve the desired coordination goals in networked systems. These results are further extended to the MIMO setting in [16] . It is to be noted that these analysis and synthesis results [13] , [15] , [16] were based on an assumption that the underlying dynamical systems satisfy MEIP properties.
In practice, however, most of the systems are not well behaved and possess shortage of passivity (or non-passiveness) in their operation [17] - [20] . Motivated by this fact, in this work, we consider (SISO) dynamical systems that do not fulfil passivity requirements and are characterized by their shortage of passivity. In the literature, passivity indexes are used to quantify the excess or shortage of passivity in a system and are often compensated using passivation 1 methods such as series, feedback, feedforward, or a combination of such schemes [23] - [25] . Recently, [26] , under the requirement that the underlying non-passive system is at least finite-L 2gain stable, proposes an I/O transformation based passivation method, which generalizes the commonly used methods of series, feedback, and feedforward passivation. Note that the main underlying theme of these works relies on the classical notion of passivity. The main distinction between the above works and the present work is that of the consideration of the equilibriumindependent aspect of the passivity, which mainly relies on the concept of steady-state I/O map of a system. In this direction, we define EIPS systems and characterize their steady-state I/O maps. We show that the steady-state I/O maps of EIPS systems are essentially non-monotone and depends upon their passivity indexes. We then propose an I/O matrix transformation T and show by factorizing it into four sub matrices that this transformation precisely leads to passivation of the EIPS system, where each sub matrix corresponds to a specific correction to the system−a pre-gain, a post-gain, a feedback and a feedthrough. We further establish a connection between the steady-state I/O maps of the original and the transformed systems. By introducing the notion of cursive relation, conditions on the entries of T are obtained such that the transformed system possess MEIP properties and its steady-state I/O map results in a maximally monotone relation. Note that the proposed passivation approach is inspired by [26] , however, our results differ in the sense that we do not impose any finite L 2 -gain stability requirement on the original passivity-short systems. We, in fact, show that finite L 2 -gain stable systems are indeed passivity-short, however, the passivity-short systems are not necessarily finite-L 2 -gain stable. Finally, we study diffusively-coupled networks of such EIPS systems and show that, unlike [13] , the network optimization problems, associated to EIPS systems, are either nonconvex or do not exist. Under the proposed transformation, we further establish that the transformed network optimization problems achieve convexification and thus can be connected to the steady-states of the closed loop network. This paper is a significant generalization of our previous work [27] .
Section II presents some background and formulates the problem considered in this paper. Section III proposes the I/O transformation and establish a connection between the steady-state maps of the original and transformed systems. Section IV introduces the notion of cursive relation and obtains conditions on the entries of the proposed matrix transformation such that the transformed systems ensure MEIP properties. The finite-L 2 -gain stability of the original EIPS systems and the transformed systems are also discussed in Section IV. Section V studies the diffusively-coupled networks of EIPS systems and establish their connection to a pair of 1 Also referred to as feedback passification [21] , [22] . dual network optimization problems under the proposed I/O transformation. Finally, a simulation example is given in given in Section VI before we conclude the paper in Section VII.
Preliminaries: A network is described by a graph G = (V, E), which consist of a finite set of vertices V, and a finite set of edges, E ⊂ V × V. Each edge e ∈ E consists of two vertices i, j ∈ V, and the notation e = (i, j) ∈ E ⊂ V ×V indicates that i is the initial vertex of edge e and j is the terminal vertex. According to Rockafellar [14] , flows and potentials of a network are represented by the incidence matrix E ∈ R |V|×|E| of the associated graph G, which is defined such that for edge e = (i, j) ∈ E, [E] ik = +1, [E] jk = −1, and [E] k = 0 for = i, j. This definition implies that 1 T E = 0, where 1 ∈ R |V| is the vector of all ones. The n × n identity matrix is denoted by I n , while 0 0 0 n is the n-vector of all zeros. A function Φ : R q → R is said to be a convex function on a convex set D if for any two points η, ξ ∈ D and for all τ
Given a dynamical systemẋ = f (x, u) with x ∈ R p and u ∈ R q and a function S(x) :
is the gradient vector and superscript ( ) denotes the transpose. We follow the convention that italic letters denote dynamic variables and letters in normal font denote constant signals.
II. BACKGROUND AND PROBLEM FORMULATION
This section reviews the concept of MEIP, introduces EIPS systems, characterizes their steady-state I/O relations, and motivates and formulates the problem considered in this paper.
A. Maximal Equilibrium Independent Passivity
Consider the following SISO dynamical system
with state x ∈ X ⊆ R n , control input u ∈ U ⊆ R and output y ∈ Y ⊆ R, where X , U, Y denotes the state, input, and output spaces, respectively. The functions f (·, ·) and h(·, ·) represent system's state/output dynamics, respectively, and are sufficiently smooth mappings of appropriate dimensions. We now describe the notion of steady-state I/O map, which captures all the forced equilibria of the system (1) . An equilibrium configuration of (1) is a tuple (u, x, y) ∈ U × X × Y such that 0 0 0 n = f (x, u); y = h(x, u).
Definition 1 (Input-output Map). Consider the dynamical system (1) with input u ∈ U and output y ∈ Y. The steady-state input-output set associated with (1) is the set k ⊂ U × Y consisting of steady-state input-output pairs (u, y) of the system. Remark 1. In an abuse of notation and to improve clarity, we will often denote k by k(u) or y = k(u). The inverse map k −1 , given by k −1 = {(y, u) : (u, y) ∈ k}, will often be denoted by k −1 (y) to describe the set of all steady-state inputs associated to the output y.
For EIP systems, it is shown in [8] that the steady-state I/O map k is continuous and monotonically increasing function. That is, for any steady-state input u there is exactly one steadystate output y. However, EIP systems exclude some important system classes, for instance, if Σ is the single integratorẋ = u; y = x, then k = {(u, y) : u = 0, y = R)}, which is not EIP. To capture the behavior of systems where the steady-state I/O maps are not essentially functions but rather relations, a refined version of EIP termed MEIP is developed, which relies on the idea of maximal monotonicity of the steady-state I/O map, as defined below: Definition 2. A relation k is said to be maximal monotone if it cannot be embedded into a larger monotone relation. Equivalently, the relation k is a maximal monotone relation if and only if i) for arbitrary (u 1 , y 1 ) ∈ k and (u 2 , y 2 ) ∈ k, we have that (u 2 − u 1 )(y 2 − y 1 ) ≥ 0 and ii) for arbitrary (u, y) / ∈ k, there exists (u 1 , y 1 ) ∈ k such that neither (u ≤ u 1 and y ≤ y 1 ), nor (u ≥ u 1 and y ≥ y 1 ).
Definition 3 ([13]
). A dynamical SISO system Σ : u → y is maximal equilibrium independent passive (MEIP) if there exists a maximal monotone relation k ⊂ R 2 such that for all (u, y) ∈ k, there exists a once-differentiable and positive semidefinite storage function S(x) :
Furthermore, it is i) output-strictly maximal equilibrium independent passive (OSMEIP) if there exists a constant ρ > 0 such thaṫ
ii) input-strictly maximal equilibrium independent passive (ISMEIP) if there exists a constant ν > 0 such thaṫ
iii) input-output-strictly maximal equilibrium independent passive (IOSMEIP) if there exist constants ρ > 0 and ν > 0 such thaṫ
The reader may refer to [13] for the examples of systems that satisfy the MEIP property. Note that the passivity indexes ρ, ν are not unique. For a system that is IOSMEIP with passivity indices (ρ, ν), it is also IOSMEIP with (ρ,ν) for anyρ < ρ,ν < ν. When the system Σ is just a static map, then the MEIP and incremental passivity are equivalent and reduces to monotonicity [11] , [12] . Indeed, for a static map y = h(u), Definition 3 can be similarly stated, by substitutinġ S = 0, as its state-space is void [5] . In the literature, the term by which the rate of change that the storage function is bounded by is known as the supply rate.
Occasionally, we will also use the notion of finite-L 2gain stability for the equilibrium-independent passive systems, which is defined as below and is analogous to the classical notion of passivity [5] .
where (u, y) is an equilibrium input-output pair.
B. Motivation and Problem Formulation
In practice, systems may not be MEIP (or even passive) and they are often characterized by their shortage of passivity. The passivity indexes quantify whether a system is passive or passivity-short. In Definition 3, if any of the passivity indexes are negative, the system Σ is not passive. It is clear from Definition 3 that MEIP systems are a special case of passivityshort systems. Thus, passivity-short systems include a general class of systems, which we consider in this paper. The above definition is a generalization of passivityshortage in the classical sense to the equilibrium-independent case. The following result is a direct consequence of the above definition. 
Proof. The proofs of first two claims directly follows by rearranging the terms in (3) and (4) with negative passivity indexes. The proof of third claim is as follows. By adding and subtracting the term 2 |ρ| |ν|(y−y)(u−u) on the right hand side of the inequality (5) results inṠ ≤ (1−2 |ρ| |ν|)(y−y)(u−u)+( |ρ|(y−y)+ |ν|(u−u)) 2 . Rescaling by (1 − 2 |ρ| |ν|) > 0, as ρν < 1/4, this is equivalent to the passivity with respect to the supply rate (y −
We now characterize in the following theorem the steadystate I/O relations of EIPS systems as described in Definition 5.
Theorem 1. The equilibrium input-output map k of the system Σ in (1) satisfies the following properties depending on the levels of passivity-indexes ρ and ν as indicated in Definition 5.
Proof. Let us first consider the case of EI-OPS. From Definition 5, it implies that there exists ρ < 0 such that for every
In particular, for two arbitrary equilibrium input-state-output tuples, (u 1 , x 1 , y 1 ) and (u 2 , x 2 , y 2 ) with y 1 = k(u 1 ) and
which is the definition of ρ-relaxed cocoercivity of the map k as ρ < 0. Similarly, for the (EI-
which proves the third claim as ρ < 0 and ν < 0.
Remark 2. There are numerous dynamical systems that satisfy these properties. For instance, consider one dimensional system of the formẋ = −f (x) + u; y = x with zero initial conditions and suppose that the function f satisfies the QUAD
. Moreover, for EIP systems with passivity indexes ρ > 0 or ν > 0, we recover the ρ-co-coercivity or νmonotonicity as in [8] .
From Theorem 1, it is clear that the steady-state I/O maps of the EIPS systems are not necessarily monotone or co-coercive, which we also demonstrate by the following examples and motivate the problem of this paper.
Output (y) 
· is monotone. The inequality implies that this system is EI-IPS with passivity index ν = −1. Moreover, observe that the steady-state I/O relation y = k(u) = u 3 − u is not monotone.
Let (u, y) be some equilibrium inputoutput pair and note that x must converge to
where we use the fact that the function 3 √ · is monotone. The inequality implies that this system is EI-OPS with passivity index ρ = −1. Moreover, the inverse steadystate I/O relation u = k −1 (y) = y 3 − y is not monotone, and k is −1-relaxed-co-coercive (Theorem 1).
Example 3 (EI-IOPS). Consider a SISO dynamical system Σ given by
where the input is u and the output is y. By using a change of variables of the form ũ y = 1 1 1 2 u y , we obtain the following systemΣ for any steady-state I/O pair (ũ,ỹ). Let R(x) = 1 3 S(x) be the storage function for the original system Σ, we obtaiṅ
i.e., the system Σ is EI-IOPS with passivity indexes ρ = −2/3 and ν = −1/3. Utilizing the connection between the steadystate I/O relations of the two systems, one can easily see that the steady-state relation of Σ is given by the planar curve u = 2σ − σ 3 ; y = σ 3 − σ, parameterized by a variable σ, as shown in Fig. 1 . It is clear from Fig. 1 Example 3 presents a unique phenomenon of rendering an EIPS system to passive using an I/O matrix transformation T or, in other words, it renders the monotonicity of the steady-state I/O map of the passivity-short system Σ. For the other two examples of EI-IPS and EI-OPS, one can similarly construct such transformation T . As will be discussed later, the monotonicity of steady-state I/O map is an important property, which plays a crucial role in the study of diffusively-coupled cooperative control of networks comprising such passive systems. If we can further recover the additional maximality property of the monotone steady-state I/O map, it is also possible to establish a connection between the steady-states of the closed loop system and the network optimization theory [13] . In the sequel, we formally examine the influence of this matrix transformation on the dynamics and the steady-state I/O map of the EIPS systems defined in Definition 5. We also consider the diffusive-coupled network of such EIPS systems and establish their connection to the network optimization theory, under the proposed I/O transformation.
III. INPUT-OUTPUT RELATIONS UNDER GENERAL LINEAR
TRANSFORMATIONS This section introduces a general I/O matrix transformation, analyses its affect on the system dynamics, and also establish a connection between the steady-state I/O maps of the original EIPS system and the transformed system.
Consider 
We assume that the transformation is non-singular, that is, det (T ) = 0 and its first diagonal entry is non-zero, i.e., a = 0.
The transformation T also connects the steady-state relations of the two systems according to
where (ũ,ỹ) is the steady-state I/O pair of the systemΣ. This transformation can be realized as a composite action of four scaled terms (blocks), given by the entries of T , on the original system Σ, and is shown in Fig. 2 .
Our main aim in this section, is to compute the steady-state I/O relation, denoted by λ, of the transformed systemΣ, given the steady-state I/O relation k for the original EIPS system Σ.
The main idea relies on writing T as a product of elementary matrices such that the effect of each elementary matrix on the original system Σ can be easily understood. Then, by applying each elementary transformation sequentially, the effect of their product, that is the transformation T , can be realized. Table I summaries these elementary transformations and their effect on the system Σ. Following Table I , T can be written as
with δ 1 = a, δ 2 = b/a, δ 3 = c and δ 4 = d − b a c. The product of these matrices can be seen as the sequential transformation to the original system Σ, which can be readily seen by the following example. 
On the other hand, we note that
Note that both transformations, from (u, y) to (u 1 , y 1 ) and from (u 1 , y 1 ) to (ũ,ỹ) are given by the elementary matrices T 4 and T 3 , respectively. Let κ be the steady-state input-output relation from u 1 to y 1 . Then,
which is the same as (12 
pre-gain
post-gaiñ Σ :ũ →ỹ, respectively, under the matrix transformation T . Assume that κ 1 is the steady-state I/O map for some system Σ 1 : u 1 → y 1 , obtained after the transformation T 2 (with δ 2 = b/a) on the original system Σ. Then, the relation between the maps λ and k, is given by
where the inverse map of κ 1 is
Proof. Let us denote the steady-state I/O relations after the first, the second, and the third elementary matrix transformations, sequentially from the left in (11) 
One can easily verify Example 4 using Corollary 1.
It is possible to choose the entries of T appropriately to ensure the MEIP properties of the transformed systemΣ, which is the topic of the next section.
IV. GENERALIZED PASSIVATION, MONOTONIZATION AND MAXIMALITY OF STEADY-STATE INPUT-OUTPUT MAPS
The entries of the matrix transformation T play an important role in governing the dynamics of the transformed system. This section describes some results in this direction and obtains conditions such that the transformed systemΣ achieves passivation. Subsequently, we also obtain conditions to ensure the maximality of the steady-state I/O map ofΣ.
A. Passivation using the Matrix Transformation T
The following theorem derives conditions to ensure passivation in the sense of output-strictly passivity, which is important in the study of cooperative control of such EIPS systems as described in the next section. However, one can similarly obtain conditions to ensure other passivity requirements.
Theorem 2. Consider the system Σ : u → y, given by (1), and assume that there exist ρ < 0 and ν < 0 such that it is EI-IOPS in the sense of Definition 5. Let there exists an invertible matrix transformation T , defined by (11) , which gives rise to the systemΣ :ũ →ỹ as shown in Fig.2 . Then the transformed systemΣ is equilibrium-independent output-strictly passive if T is chosen such that We now consider the passivity inequality in (5) with respect to the signals (ũ,ỹ) and forced equilibrium (ũ,ỹ) using the above
this is equivalent to the passivity with respect to the supply
the new passivity indexes and 2ρac + 2νbd + bc + ad = 1, under the conditions given in the statement of the theorem. Depending uponν, there arise two cases: i) ifν = 0 =⇒Σ is equilibrium-independent output-strictly passive ii) ifν > 0 =⇒Σ is equilibrium-independent I/O strictly passive, which in turn implies the equilibrium-independent outputstrictly passivity.
Remark 4. Notice that the choice of the matrix transformation T is not unique. Therefore, the passivity indexesρ,ν of the new systemΣ, that are essentially given in terms of the entries of T , can be designed to the desired level provided that the conditions in Theorem 2 are satisfied.
Note that a similar I/O transformation based passivation approach is addressed in [26] . Though our approach is motivated by [26] , there are potential differences in the context of problem considered in this paper in the following aspects: Firstly, we consider the equilibrium-independent aspect of the passivity; Secondly, unlike [26] , we do not impose any stability requirement in the sense of finite L 2 -gain on the passivityshort system Σ for its passivation using transformation T . In fact, the finite L 2 -gain systems are always I/O passive-short but it is not necessary that I/O passive-short systems are also finite L 2 -gain stable, as proved in the following theorem. Theorem 3. Let Σ : u → y be any equilibrium-independent finite L 2 -gain stable system in the sense of Definition 4 with maximum gain of β. Then, Σ is equilibrium-independent inputoutput passive-short in the sense of Definition 5 with passivity indexes ρ = −g(β) < 0, ν ≤ − 1 + is clear that −ρ + β 2 > 0. As for the determinant, we have det ρ + β 2
is any positive function of the gain β), one can see that det ρ + β 2
, which proves the claim.
Remark 5. One can easily check that the above result is not true in the opposite direction, that is, if the system Σ is EI-IOPS in the sense of Definition 5, it is not finite L 2 -gain stable. This is because of the fact that the 2 × 2 matrix above cannot be negative semidefinite as −ρ+β 2 > 0. See also the example following this remark. Thus, the consideration of input-output passivity-shortage is more general as compared to finite L 2gain systems as in [26] . Example 6. Consider the (SISO) linear system Σ :ẋ = x + u; y = x. One can easily verify using the storage function S(x) = 1 2 (x − x 2 ) that this system is equilibrium-independent output-passivity short with respect to any steady-state I/O pair (u, y). This system does not have a finite L 2 -gain and is even not L 2 -stable. Indeed, if we apply an input signal of the form
, then the output is given via the following convolution integral
which is not even bounded and therefore y(t) / ∈ L 2 , even though the input u(t) ∈ L 2 . Thus, the system Σ is EI-OPS, but does not have finite L 2 -gain.
It is clear from the above discussion that, unlike [26] , the passivation conditions derived for the I/O transformation T in Theorem 2 are applicable to a wider class of passive-short systems Σ, defined in Definition 5. It can be proved further that the transformed systemΣ, under the condition in Theorem 2, is finite L 2 -gain stable.
Theorem 4. Consider the transformed systemΣ :ũ →ỹ in Fig.2 , obtained under the invertible transformation T , defined by (11) , and suppose that the conditions given in the Theorem 2 are satisfied withρν < 1 4 . Then the systemΣ is equilibrium-independent finite L 2 -gain stable and its L 2 -gain is given by
whereρ andν are the passivity indexes ofΣ.
Proof. Let δ > 1/(2ρ). According to Theorem 2, the derivative of the storage function S(
Rescaling byρ − 1 2δ > 0, this is equivalent to passivity with respect to the supply rate −(y −ỹ) 2 
and achieves its global minimum at δ = (1+ √ 1 − 4ρν)/(2ρ) whereρν < 1/4. Notice that ifρν = 1/4, δ = 1/(2ρ), which violates the assumption that δ > 1/(2ρ). Substituting for δ and after simplifying, one can get the gain β as in (16) .
B. Monotonization and Maximality of Steady-State I/O Map
To this end, we have derived passivation conditions on the transformation T and studied finite L 2 -gain properties of the EIPS systems, defined in Definition 5. In this subsection, we focus our attention to the next important aspect, that is, the monotonicity and maximality of the steady-state I/O map of the transformed systemΣ under the transformation T .
A direct consequence of Theorem 2 is the following corollary.
Corollary 2. Consider the transformed systemΣ :ũ →ỹ as shown in Fig. 2 , obtained under the transformation T , defined by (11) , and suppose that the conditions given in Theorem 2 are satisfied. Then, the steady-state I/O map λ of the system Σ isρ-co-coercive (and hence monotone), whereρ is the passivity index ofΣ.
Note that Corollary 2 ensures only monotonicity of the steady-state I/O map λ of the transformed systemΣ, and does not comment anything about its maximality. However, maximality is important as it not only allows inclusion of a large class of systems (see Section. II), but also reveals connection to network optimization theory [13] . In this direction, we discuss the following results assuring the maximality of the steady-state I/O map λ, and hence the MEIP properties of Σ.
We begin by introducing the following property of relations.
Definition 6 (Cursive Relations). A set A ⊂ R 2 is called cursive if there exists a curve α : R → R 2 such that the following conditions hold: i) The set A is the image of α.
ii) The map α is continuous.
iii) The map α satisfies lim |t|→∞ α(t) = ∞, where · is the Euclidean norm. iv) The set {t ∈ R : ∃s = t, α(s) = α(t)} has measure zero.
Intuitively speaking, a relation is cursive if it can be drawn on a piece of paper without lifting the pen. The third requirement demands that the drawing will be infinite (in both time directions), and the fourth allows the pen to cross its own path, but forbids it from going over the same line twice. This intuition is the reason we call these relations cursive relations.
Under the assumption that the steady-state I/O map k of Σ is cursive (which is usually the case in dynamical systems of the form (1)), we prove the maximality of λ in the following theorem.
Theorem 5. Let k and λ be the steady-state I/O relations of the original system Σ : u → y and the transformed system Σ :ũ →ỹ, obtained under the transformation T in (11), respectively. Suppose that k is a cursive relation and T is chosen such that the conditions in Theorem 2 are satisfied. Then, i) λ is a maximally monotone relation, and ii)Σ is maximal equilibrium-independent (output-strictly) passive.
Before proving the theorem, we prove the following lemma.
Lemma 1. A cursive monotone relation Υ must be maximally monotone.
Proof. Let A Υ ⊆ R 2 be the set associated with Υ , which is cursive by assumption. Let α be the corresponding curve. If Υ is not maximal, then there is some point (p 0 , q 0 ) / ∈ A Υ so that Υ ∪ {(p 0 , q 0 )} is a monotone relation. By monotonicity, we find that
The set on the right hand side has two connected components,
Since A Υ is the image of a single curve, hence connected, it is contained in one of these connected components. Suppose, without loss of generality, it is contained in {(p, q) : p ≥ p 0 , q ≥ q 0 , (p, q) = (p 0 , q 0 )}. It is clear that we can choose the curve α(t) = (α 1 (t), α 2 (t)) so that both functions α 1 , α 2 are non-decreasing, as Υ is monotone. Thus, we must have
However, these inequalities imply that α(t) = α 1 (t) 2 + α 2 (t) 2 remains bounded as t → −∞. This contradicts the assumption that Υ was cursive, hence it must be maximally monotone, which proves the claim.
We are now ready to prove Theorem 5.
Proof. For the conditions given in Theorem 2, it follows from Corollary 2 that k is monotone. Moreover, if we prove that λ is a cursive relation, then the first part of the theorem follows from Lemma 1. We prove this fact below.
Let A k ⊆ U × Y be the set associated with k, and A λ ⊆Ũ ×Ỹ be the set associated with λ. It is clear that (ũ,ỹ) is a steady-state ofΣ if and only if (u, y) is a steady-state of Σ, where these I/O pairs are related by the transformation T , given in (10) . Thus, A λ is the image of A k under the invertible linear map T . Since k is cursive (as assumed in the theorem), we let α : R → R 2 be a curve plotting A k . We define the curve β(t) = T (α(t)). We claim that the curve β proves that A λ , and hence λ, is cursive. Indeed, it is clear that A λ is the image of β. Furthermore, β is continuous as a composition of the continuous maps T and α. The third property in Definition 6 holds as lim |t|→∞ ||β(t)|| ≥ lim |t|→∞ σ(T )||α(t)|| = ∞, where we use the fact that T is invertible, hence σ(T ), the minimal singular value of T , is positive. Lastly, the fourth property in Definition 6 holds as β(t) = β(s) if and only if α(t) = α(s), as T is invertible. Thus, the set {t : ∃s = t, β(t) = β(s)} is the same as the one for α, hence has measure zero. This implies λ is maximally monotone (Lemma 1). Now, it directly follows from Definition 3 that the system isΣ is MEIP.
Until now, we focused our attention to the single EIPS system and obtained conditions for its passivation in the sense Fig. 3 . Cooperative control structure of (17) and (18) . of MEIP. In the next section, we study diffusively-coupled network of such EIPS systems and establish a connection to network optimization theory.
V. COOPERATIVE CONTROL OF EIPS SYSTEMS
This section studies the cooperative control of a collection of EIPS systems, defined in Definition 5. We consider a network G = (V, E) with two sets of dynamical systems residing at the vertices V and the edges E. Assign to each vertex i ∈ V the dynamical system (agents)
and to each edge e ∈ E the dynamical system (controllers) Π e :η e = φ e (η e , ζ e ); µ e = ψ e (η e , ζ e ), e ∈ E,
with state x i ∈ X i ⊆ R pi , control input u i ∈ U i ⊆ R and output y i ∈ Y i ⊆ R, where X i , U i , Y i denotes the state, input, and output spaces, respectively. Furthermore, η e , ζ e and µ e are the state, input, and output of controller Π e . We adopt the following vector notation x x
. . , u |V| (t)] T ∈ R |V| and y y y(t) = [y 1 (t), . . . , y |V| (t)] T ∈ R |V| . Similarly, we can define stack vectors ζ ζ ζ(t) ∈ R |E| and µ µ µ(t) ∈ R |E| for the controller input and output.
We assume that for each edge e ∈ E connecting to two vertices i, j ∈ V, the relative output information of the agents y i (t) − y j (t) is being shared with the controller at the edge e = (i, j), that is, ζ e = y i (t) − y j (t). This kind of coupling between the dynamical systems is known as diffusive coupling and has been of as been of considerable interest in control literature [1] , [13] , [31] . In terms of the incidence matrix and vector notation, this can be written as ζ ζ ζ(t) = E T y y y(t). We further assume that the control input to each agent is the (directed) sum of the edge controller outputs. With these notations, the overall network can be compactly represented as the tuple (Σ Σ Σ, Π Π Π, G), where Σ Σ Σ and Π Π Π are, respectively, the collection of agents Σ i and controllers Π e , interacting according to the diffusive network G, as shown in Fig. 3 . From the network structure one can easily check that u u u = −Eµ µ µ and ζ ζ ζ = E T y y y, which gives rise to the relation µ µ µ T ζ ζ ζ = −y y y T u u u.
We first revisit some key results from [13] when underlying systems of the diffusively-coupled network in Fig. 3 satisfy MEIP properties. Later, we discuss the case when the underlying systems are EIPS.
A. Diffusively-Coupled Network of MEIP Systems
If the dynamical systems Σ i and Π e in Fig. 3 satisfy MEIP conditions, we have the following convergence result about the overall network (Σ Σ Σ, Π Π Π, G). Theorem 6 ( [13] ). Consider the dynamical network (Σ Σ Σ, Π Π Π, G) as shown in Fig. 3 and suppose that there exist constant signals u u u, y y y, ζ ζ ζ, µ µ µ such that i) the agents Σ i in (17) are OSMEIP with respect to equilibrium input and output (u i , y i ) and ii) the controllers Π e in (18) are MEIP with respect to equilibrium input and output (ζ e , µ e ); iii) the stacked vectors u u u, y y y, ζ ζ ζ, µ µ µ satisfy u u u = −Eµ µ µ and ζ ζ ζ = E T y y y.
Then, the output vector y y y(t) converges to y y y as t → ∞.
Beside assuring convergence, [13] also exploits the maximality of the steady-state I/O maps of the underlying MEIP systems to establish a connection between the steady-states of the closed loop system in Fig. 3 and the network optimization theory. An interesting result about monotone relations, which plays a central role in revealing the network optimization connection, is the following. Let us define the steady-state I/O maps associated to each node i ∈ |V| by k i (u i ) and to each controller at edge e ∈ E by γ e (ζ e ). According to Theorem 7, one can associate to each monotone relation k i (u i ) and γ e (ζ e ), the convex functions 3 K i (u i ) and Γ e (ζ e ), respectively, such that ∂K i (u i ) = k i (u i ) and ∂Γ e (ζ e ) = γ e (ζ e ). As a special case, if the steady-state I/O relations are continuous and singled valued functions from R to R, then ∇K i (u i ) = k i (u i ) and ∇Γ e (ζ e ) = γ e (ζ e ). For convenience, we consider the stack relations k k k(u u u) and γ γ γ(ζ ζ ζ) by assimilating the k i (u i )'s and γ e (ζ k )'s, respectively. That is, y y y ∈ k k k(u u u) means y i ∈ k i (u i ), ∀i ∈ |V|, and µ µ µ ∈ γ γ γ(ζ ζ ζ) means µ e ∈ γ e (ζ e ), ∀e ∈ |E|. We also define the composite convex functions K K K(u u u) = |V| i=1 K i (u i ) and Γ Γ Γ(ζ ζ ζ) = |E| e=1 Γ e (ζ e ), which implies ∂K K K(u u u) = k k k(u u u) and ∂Γ Γ Γ(ζ ζ ζ) = γ γ γ(ζ ζ ζ). Analogously, the convex dual functions K K K (y y y) and Γ Γ Γ (µ µ µ) possess the property that ∂K K K (y y y) = k k k −1 (y y y) and ∂Γ Γ Γ (µ µ µ) = γ γ γ −1 (µ µ µ), respectively. With this background, we have the following result. The main idea of the Optimal Flow Problem (OFP) is to optimize certain cost functions over the network variables such that the overall flow across the network is maximized. These network variables are the flux (flow through each edge) and the divergence (the net in and out flux at any node) as these govern the overall flow cost across the network. On the other hand, the Optimal Potential Problem (OPP), a dual optimization problem to (OFP), attempts to optimize the cost associated to the dual network variables namely, the potential (capacity of each node) and tension (potential difference across an edge). One can easily relate these notions to electrical circuit theory where the flow of current in an element depends on the potential difference across it.
Following this terminology, [13] characterizes the network variables µ µ µ(t) and u u u(t) as the flow and divergence, and y y y(t) and ζ ζ ζ(t) as the potential and tension, respectively. Furthermore, the network constraints u u u = −Eµ µ µ and ζ ζ ζ = E T y y y characterize the conservation laws of flow and potential, and can be thought of as a generalized version of Kirchoff's current law and Kirchoff's voltage law, respectively. In Theorem 8, K i (u i ) denotes the cost function associate to divergence variables u i , and its conjugate K i (y i ) denotes the cost function associated to potential variables y i . Similarly, Γ e (ζ e ) denotes the cost function associated to tension variables ζ e and its conjugate Γ e (µ e ) denotes the cost function associated to flow variables µ e . By combining these cost functions suitably for interrelated variables, (OFP) and (OPP) are described for the diffusive network in Fig. 3 . These are general kind of network optimization problems, and ubiquitous in many applications, such as transportation network, electrical network, communication network, hydraulic network etc. [14] .
B. Diffusively-Coupled Networks of EIPS Systems
In practice, the systems are not usually MEIP and are often characterized by their shortage of passivity. Motivated by this fact, we now study the diffusively-coupled network in Fig. 3 when some or all of its subsystems are not necessarily MEIP and are characterized by passivity-shortage in the sense of Definition 5.
There are primarily two main challenges pertaining to diffusive networks of (EIPS) systems: to the map k(u) is K(u) = 1 4 u 4 − 1 2 u 2 , which is nonconvex and the dual function K is not well-defined; in Example 2, the dual integral function K (y) = 1 4 y 4 − 1 2 y 2 is non-convex, while the primal integral function K is not well defined; in Example 3, both primal and dual integral functions do not exist as clear from Fig. 1 of the steadystate maps k and k −1 .
To overcome these shortcomings of EIPS systems in their network interconnection, we exploit the idea of I/O matrix transformation T as discussed in Section III and determine if it is possible to recover convexity of the integral functions. In this direction, the following corollary is a direct consequence of Theorem 2.
Corollary 3. Consider the transformed systemΣ :ũ →ỹ as shown in Fig. 2 , obtained under the transformation T , defined by (11) , and suppose that the conditions given in Theorem 2 are satisfied. Then the integral function Λ associated to the the steady-state I/O map λ of the systemΣ is strictly convex and hence its dual Λ .
One can easily observe in Example 3 that the integral functions for the transformed systemΣ, obtained after applying transformation T , are given by Λ(ũ) = 1 4ũ 4 and Λ (ỹ) = 3 4ỹ 4/3 , that are strictly convex. It is evident from the above discussion that the idea of I/O transformation T essentially manifests that the processes of passivation, monotonization and convexification of the integral functions are equivalent under the invertible transformation T . This is summarized in Fig. 4 .
The above passivation approach can be analogously applied to the diffusively-coupled networks of EIPS systems as in Fig. 3 . Without loss of generality, we restrict ourselves to EIPS systems Σ i on the nodes and assume that the controllers Π e are MEIP. In this case, the I/O transformation is given by the following block diagonal matrix J = diag(T 1 , T 2 , . . . , T |V| ), where diag(·) denotes the diagonal matrix. According to Theorem 6 and Theorem 8, the network (Σ Σ Σ, Π Π Π, G) converges and the steady-states (ũ ũ u,ỹ ỹ y, ζ ζ ζ, µ µ µ) solve the so-called transformed optimal potential problem (TOPP) and transformed optimal flow problem (TOFP), provided that the conditions in Theorem 2 are satisfied for each T i , i ∈ |V|, as concluded in the following theorem.
Theorem 9. Consider the dynamical network (Σ Σ Σ, Π Π Π, G), and suppose that the agents Σ i are EIPS in the sense of Definition 5 with cursive steady-state I/O maps k i for all nodes k = 1, . . . , |V|, and that the controllers are MEIP with integral function Γ e for all e = 1, . . . , |E|. Let there exists a linear transformation J = diag(T 1 , T 2 , . . . , T |V| ), which gives rise to a transformed network (Σ Σ Σ, Π Π Π, G), and is chosen such that the conditions in Theorem 2 are satisfied for each i. For the special case if the integral functions of the original EIPS systems exist, we have the following corollary, which characterize the nature of TOPP and TOFP for the different choices of transformation J , and provides another perspective to the problem in Theorem 9.
Corollary 4. Consider the dynamical network (Σ Σ Σ, Π Π Π, G), and let K K K(u u u) and K K K (y y y) be the integral functions associated to steady-state I/O map k k k and its inversive k k k −1 of the EIPS systems Σ Σ Σ : u u u → y y y, respectively, and that the controllers are MEIP with integral function Γ Γ Γ. If the linear transformation J = diag(T 1 , T 2 , . . . , T |V| ), which gives rise to a transformed network (Σ Σ Σ, Π Π Π, G), corresponds to i) output-feedback to each EIPS system Σ i , then TOPP is obtained by regularizing K K K (y y y) by Tikhonov-type term 1 2 y y y diag(b i )y y y; ii) input-feedthrough to each EIPS system Σ i , then TOFP is obtained by regularizing K K K(u u u) by Tikhonov-type term 1 2 u u u diag(c i )u u u; iii) pre-gain to each EIPS system Σ i , then TOPP is obtained by scaling K K K (y y y) by diag(a i ); iv) post-gain to each EIPS system Σ i , then TOFP is obtained by scaling K K K(u u u) by diag(d i ).
Proof. If the transformation J corresponds to the outputfeedback to the passivation using transformation J , can also be seen as a process of simultaneously scaling and regularizing the integral functions of the original EIPS systems appropriately such that the resultant network optimization problems achieve convexification. Remark 6. Usually, an internal controller is designed to render the MEIP properties of the transformed systemΣ Σ Σ. While the formation control lawũ ũ u is separately designed to study the network level interaction. The reader may refer to [6] for a practical example where a team of non-passive UAVs is required to carry a suspended load while maintaining a desired formation.
VI. AN EXAMPLE
This section presents an example to illustrate the theoretical results proposed in this paper. We consider a class of networked nonlinear gradient systems, described by
at the nodes of the network in Fig. 3 , that are perturbed by non-identical inputs u i , given by
where G > 0 is the controller gain, N i denotes the neighboring systems influencing system i, and U is a scalar potential function with U (σ) > 0, σ = 0, U (0) = 0. Such classes of systems are important because of their applications in both biological and multi-agent systems, and is inspired from [32] . As discussed in [32] , (23) loosely describes the dynamics of a group of bacteria performing chemotaxis (where x i is the position of the bacteria) in response to the chemical stimulus such as directing their movements according to the concentration of chemicals in their environment to find food (for example, glucose) by swimming towards the highest concentration of food molecules. Other possible applications include vehicle networks that must efficiently climb gradients to search for a source by measuring its signal strength in a spatially distributed environment. Eq. (24) models the interaction amongst the bacteria (or agents), encoded by a communication graph G. ∇ϕ(x x x) ≥ 0, which implies that ϕ(·) is a monotone operator, that is, −(x x x −x x x) T ((ϕ(x x x) − ϕ(x x x)) ≤ 0. Thus, we can conclude thatṠ ≤ −ρ(y y y − y y y) T (y y y − y y y) + (y y y − y y y) T (u u u − u u u)), and hence the network (23) is EI-OPS as ρ < 0. In other words, the steady-state I/O maps k i are ρ-relaxed co-coercive for each i (Theorem 1).
Remark 7. In [32] , a map is called ρ-relaxed co-coercive if ρ ∈ R. However, in our paper, this definition is slightly different in the sense that we call a map ρ-relaxed co-coercive if ρ < 0 (and co-coercive if ρ > 0 and monotone if ρ = 0), and is inspired by the paper [29] .
The complete system (23) and (24) can be represented in the network form as shown in Fig. 3 , with the dynamical system Σ i at node given by (23) and the static controller at the edges as Π e , given by µ µ µ = Gζ ζ ζ. It is easy to verify that the network constraints ζ ζ ζ = E T y y y and u u u = −Eµ µ µ are satisfied. Moreover, the static controllers Π e are MEIP as their I/O map γ e is a straight line passing through origin in (ζ e , µ e ) plane.
Let the potential U be given by U (x i ) = r 1 (1 − cos x i ) + 1 2 r 2 x 2 i , r 1 > 0, r 2 > 0, ∀i ∈ |V|. Thus, we have that ∂U ∂xi = r 1 sin x i + r 2 x i and ∂ 2 U ∂x 2 i = r 1 cos x i + r 2 ≥ (r 2 − r 1 ). The steady-state I/O map k i of the systems Σ i is given by the planar curve u i = r 1 sin σ + r 2 σ; y i = σ, parameterized by the variable σ.
1) Choosing r 1 = 2.5, r 2 = 0.1, we have that ∂ 2 U ∂x 2 ≥ ρI |V| , with ρ = (r 2 − r 1 ) = −2.4. Thus, the systems Σ i are EI-OPS as mentioned in Proposition 3. The steady-state I/O map k i is cursive but non-monotone as shown in Fig. 5(a) and the associated integral function K i does not exist. The inverse map k −1 i is also non-monotone as shown in Fig. 5(b) , and the associated integral function K i (y i ) = 1 2 r 2 y 2 i − r 1 cos y i + c i (c i is some constant) is non-convex as shown in Fig. 5(c) . 2) By exploiting above methodology, we passify network by choosing an I/O transformation J , such that the conditions in Theorem 2 are satisfied. One of such transformation is given by J = T ⊗ I |V| with T = 1 2.5 0 1 , which results in the transformed network (Σ Σ Σ, Π Π Π, G), that has inputũ ũ u = u u u + 2.5y y y and outputỹ ỹ y = y y y, and is EI-OSP with passivity indexρ = 0.1 > 0 (Theorem 2). The control input to each system Σ i is thus given bỹ u i = G j∈Ni (ỹ j −ỹ i ). The steady-state I/O map λ i of each transformed systemΣ i is given by a planar curvẽ u i = r 1 sin σ + (r 1 + r 2 )σ;ỹ i = σ, parameterized by the variable σ, which is maximally monotone as shown in Fig. 6(a) , and the associated integral function Λ i is strictly convex as in Fig. 7(a) , which we plotted using MATLAB function "cumtrapz". The inverse-map λ −1 i is also maximally monotone as shown in Fig. 6(b) , and the associated integral function Λ i = 1 2 (r 1 + r 2 )ỹ 2 i − r 1 cosỹ i +c i (c i is some constant), is strictly convex as shown in Fig. 7(b) .
3) The output y y y of the systems are plotted in Fig. 8 for the above both cases. For the original systems Σ Σ Σ, there exist a clustering phenomenon as shown in Fig. 8(a) , which does not corresponds to the minima of the integral function K i in Fig. 5(c) . However, for the transformed systems Σ Σ Σ, one can observe from Fig. 7 that the minimum of integral functions Λ i and Λ i occurs at the steady-state of the transformed systemΣ Σ Σ, that is,ũ ũ u = 0,ỹ ỹ y = 0, as expected.
VII. CONCLUSIONS
By proposing an I/O matrix transformation, passivation and diffusively-coupled cooperative control of EIPS systems was studied. It was shown that the steady-state I/O maps for the EIPS systems are either relax-monotone or relax-co-coercive depending upon their passivity indexes and the associated network optimization problems are either non-convex or do not exists. The connection between the steady-state I/O maps of the original and the transformed systems were derived. By introducing the notion of cursive relation, conditions on the entries of the matrix transformation were derived to ensure MEIP properties of the transformed systems. It was remarked that the consideration of the passivity-short systems is more general than the finite L 2 -gain stable non-passive system. The network optimization connection of the transformed network, under the proposed transformation, was explored. In a nutshell, it was proved that the proposed transformation, under the required passivation conditions, show an equivalence between passivation, mototonization and convexification of the EIPS system, its steady-state I/O map and the associated integral function.
