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Abstract
Let G be a finitely generated group equipped with a finite symmetric
generating set and the associated word length function | · |. We study the
behavior of the probability of return for random walks driven by sym-
metric measures µ that are such that
∑
ρ(|x|)µ(x) < ∞ for increasing
regularly varying or slowly varying functions ρ, for instance, s 7→ (1+s)α,
α ∈ (0, 2], or s 7→ (1 + log(1 + s))ǫ, ǫ > 0. For this purpose we develop
new relations between the isoperimetric profiles associated with different
symmetric probability measures. These techniques allow us to obtain a
sharp L2-version of Erschler’s inequality concerning the Følner functions
of wreath products. Examples and assorted applications are included.
1 Introduction
Let G be a finitely generated group. The following notation will be used
throughout this work. Let S = (s1, . . . , sk) be a fixed generating k-tuple and
S∗ = {e, s±11 , · · · , s±1k } be the associated symmetric generating set. Let | · | be
the associated word-length so that |g| is the least m such that g = σ1 . . . σm
with σi ∈ S∗ (and the convention that |e| = 0, where e is the identity element
in G). Let B(r) = {g ∈ G : |g| ≤ r} and let V be the associated volume growth
function defined by
V (r) = |{g ∈ G : |g| ≤ r}|
where |Ω| = #Ω is the number of elements in Ω ⊂ G. For r ≥ 1, let ur be the
uniform probability measure on B(r) and set u = u1, that is,
ur =
1
|B(r)|1B(r) and u = u1 =
1
|S∗|1S∗ . (1.1)
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Given two functions f1, f2 taking real values but defined on an arbitrary
domain (not necessarily a subset of R), we write f ≍ g to signify that there
are constants c1, c2 ∈ (0,∞) such that c1f1 ≤ f2 ≤ c2f1. Given two mono-
tone real functions f1, f2, write f1 ≃ f2 if there exists ci ∈ (0,∞) such that
c1f1(c2t) ≤ f2(t) ≤ c3f1(c4t) on the domain of definition of f1, f2 (usually,
f1, f2 will be defined on a neighborhood of 0 or infinity and tend to 0 or infinity
at either 0 or infinity. In some cases, one or both functions are defined only
on a countable set such as N). We denote the associated order by .. Note
that the equivalence relation ≃ distinguishes between power functions of differ-
ent degrees and between stretched exponentials exp(−tα) of different exponent
α > 0 but does not distinguishes between different rates of exponential growth
or decay (e.g., 2n ≃ 5n). It is not hard to verify that the volume growth func-
tions associated with two finite symmetric generating sets of a given group G
are ≃-equivalent.
Given an arbitrary probability measure φ on a group G, we let (Sn)
∞
0 denote
the trajectory of the random walk driven by φ (often started at the identity
element e). We let Pφ be the associated measure on G
N with S0 = e and Eφ
the corresponding expectation Exφ(F ) =
∫
GN F (ω)dP
x
φ(ω). In particular,
Pφ(Sn = x) = Eφ(1x(S(n))) = φ
(n)(x).
1.1 The random walk invariants ΦG,ρ and Φ˜G,ρ
In [21], it is proved that, for any finitely generated group G, there exists a
function ΦG : N → (0,∞) such that, if µ is a symmetric probability measure
with generating support and finite second moment, that is
∑ |g|2µ(g) < ∞,
then
µ(2n)(e) ≃ ΦG(n).
Further, [21] proves that ΦG is an invariant of quasi-isometry. Throughout this
paper and referring to definition (1.1), we will use n 7→ u(n)(e) as our favorite
representative for ΦG.
In [3], A. Bendikov and the first author considered the question of finding
lower bounds for the probability of return µ(2n)(e) when µ is symmetric and is
only known to have a finite moment of some given exponent lower than 2. Very
generally, let ρ : [0,∞) → [1,∞) be given. We say that a measure µ has finite
ρ-moment if
∑
ρ(|g|)µ(g) <∞. We say that µ has finite weak-ρ-moment if
W (ρ, µ) := sup
s>0
{sµ({g : ρ(|g|) > s})} <∞. (1.2)
Definition 1.1 (Fastest decay under ρ-moment). Let G be a countable group.
Fix a function ρ : [0,∞)→ [1,∞). Let SG,ρ be the set of all symmetric proba-
bility φ on G with the properties that
∑
ρ(|g|)φ(g) ≤ 2ρ(0). Set
ΦG,ρ : n 7→ ΦG,ρ(n) = inf
{
φ(2n)(e) : φ ∈ SG,ρ
}
.
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In words, ΦG,ρ provides the best lower bound valid for all convolution powers
of probability measures in SG,ρ. The following variant deals with finite weak-
moments and will be key for our purpose.
Definition 1.2 (Fastest decay under weak-ρ-moment). Let G be a countable
group. Fix a function ρ : [0,∞)→ [1,∞). Let S˜G,ρ be the set of all symmetric
probability φ on G with the properties that W (ρ, µ) ≤ 2ρ(0). Set
Φ˜G,ρ : n 7→ Φ˜G,ρ(n) = inf
{
φ(2n)(e) : φ ∈ S˜G,ρ
}
.
Remark 1.3. Assume that ρ has the property that ρ(x + y) ≤ C(ρ(x) + ρ(y)).
Under this natural condition [3, Cor 2.3] shows that ΦG,ρ and Φ˜G,ρ stay strictly
positive. Further, [3, Prop 2.4] shows that, for any symmetric probability mea-
sure µ on G such that
∑
ρ(|g|)µ(g) < ∞ (resp. W (ρ, µ) < ∞), there exist
constants c1, c2 (depending on µ) such that
µ(2n)(e) ≥ c1ΦG,ρ(c2n)
(resp. µ(2n)(e) ≥ c1Φ˜G,ρ(c2n)). This makes it very natural to consider not
the functions ΦG,ρ and Φ˜G,ρ themselves but their equivalence classes under the
equivalence relation ≃.
Remark 1.4. The reader may wonder why we are considering the weak-moment
variant Φ˜G,ρ. The reason is that it appears to be the more natural version of
the two variants. For instance, when G = Z, we do not know what the behavior
of ΦZ,ρα is for α ∈ (0, 2) whereas it is very well known and easy to show that
Φ˜Z,ρα(n) ≃ n−1/α, α ∈ (0, 2).
When ρα(s) = (1 + s)
α with α > 0, the main result of [21] implies that
ΦG ≃ ΦG,ρ2 ≃ ΦG,ρα ≃ Φ˜G,ρα for all α > 2.
This holds even so there are great many finitely generated groups G (indeed,
uncountably many), for which we do not know how ΦG behaves. For a group
G of polynomial volume growth with V (r) ≃ rD, we know that (see [14, 3, 22]
and the references therein)
ΦG(n) ≃ n−D/2, Φ˜G,ρα(n) ≃ n−D/α, α ∈ (0, 2)
showing that the condition α > 2 cannot be relaxed.
Definitions 1.1-1.2 lead to the following problems.
Problem 1.5. Let G,H be two finitely generated groups. Let ρ, θ be two (nice)
increasing functions with θ ≤ ρ.
1. Does ΦG ≃ ΦH imply Φ˜G,ρ ≃ Φ˜H,ρ?
2. Does Φ˜G,ρ ≃ Φ˜H,ρ imply Φ˜G,θ ≃ Φ˜H,θ?
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3. Fix α ∈ (0, 2). Is it true that Φ˜G,ρα ≃ Φ˜H,ρα is equivalent to ΦG ≃ ΦH?
4. What is the behavior of Φ˜G,ρ2 and, more generally, of Φ˜G,ρ when ρ is close
to t 7→ t2?
In contemplating these questions, it is reasonable to make additional as-
sumptions on the functions ρ, θ, for instance, one may want to assume that
ρ, θ are continuous increasing functions satisfying the doubling condition ∃C >
0, ∀ t > 0, f(2t) ≤ Cf(t). Or one may even want to assume that ρ, θ are taken
from a given list of functions such a
s 7→ (1 + s)α0
m∏
k=1
logαk[k] (s)
with α0 ≥ 0 and α1, . . . , αm ∈ R (the first non-zero αi should be positive).
Here and in the rest of this paper, log[k] is defined inductively by log[k](s) =
1 + log(log[k−1](s)), log[1](s) = 1 + log(1 + s). For instance, an interesting
restricted version of the first question is concerned with the case when ρ ∈ {ρα :
α ∈ (0, 2)}.
If G has polynomial volume growth of degreeD > 0 then Φ˜G,ρα(n) ≃ n−D/α,
α ∈ (0, 2) while ([22, 25])
Φ˜G,logǫ
[1]
(n) ≃ exp(−n1/(1+ǫ)).
So, Φ˜G,α distinguishes between different degrees of growth whereas Φ˜G,logǫ
[1]
does
not (except between D = 0 and D > 0).
From a heuristic point of view, there are reasons to believe that the slower the
function ρ grows, the coarser the group invariant Φ˜G,ρ is (modulo the equivalence
relation ≃). The first two questions stated in Problem 1.5 relate to this heuristic
and ask if this conjectural picture is correct. Namely, if θ ≤ ρ, is it correct that
the partition one obtains by considering the classes of groups sharing the same
Φ˜G,θ are obtained by lumping together classes corresponding to Φ˜G,ρ. The
third question in Problem 1.5 asks whether the classes of groups one obtains
by considering ΦG and Φ˜G,ρα (for some/any fixed α ∈ (0, 2)) are all exactly the
same.
Question 4 is technically interesting because we do not have good techniques
to understand the subtle difference of behavior between Φ˜G,ρ2 and ΦG. We
obtain a sharp answer for group of polynomial volume growth (see Corollary
3.3) and for some wreath product (see Theorem 5.3).
1.2 The spectral profiles ΛG and Λ˜G,ρ
Given a symmetric probability measure φ, consider the associated Dirichlet form
Eφ(f1, f2) = 1
2
∑
x,y∈G
(f1(xy)− f1(x))(f2(xy)− f2(x))φ(y)
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and set
ΛG,φ(v) = Λφ(v) = inf{λφ(Ω) : Ω ⊂ G, |Ω| ≤ v}
where
λφ(Ω) = inf{Eφ(f, f) : support(f) ⊂ Ω, ‖f‖2 = 1}. (1.3)
In words, λφ(Ω) is the lowest eigenvalue of the operator of convolution by δe−φ
with Dirichlet boundary condition in Ω. This operator is associated with the
discrete time Markov process corresponding to the φ-random walk killed outside
Ω. The function v 7→ Λφ(v) is called the L2-isoperimetric profile or spectral
profile of φ (it really is an iso-volumic profile). The L2-isoperimetric profile of a
group G is defined as the ≃-equivalence class ΛG of the functions Λφ associated
to any symmetric probability measure φ with finite generating support. In
Section 2.1, we give a short review of the well-known relations that exist between
the behavior of n 7→ φ(2n)(e) and v 7→ Λφ(v). It will be useful to introduce the
following definition analogous to Definition 1.2.
Definition 1.6. Let ρ, S˜G,ρ be as in Definitions 1.1-1.2. Set
Λ˜G,ρ(v) = sup
{
Λφ(v) : φ ∈ S˜G,ρ
}
, v > 0.
In words, Λ˜G,ρ is the extremal spectral profile under the weak ρ-moment
condition. Upper bounds on Λ˜G,ρ are tightly related to lower bounds on Φ˜G,ρ
and vice-versa. See Section 2.1.
The appendix provides examples of the computation Λφ (and assorted L
p-
variants) for radial stable-like probability measures defined in terms of the word
distance.
1.3 Main results
The goal of this work is twofold. First, we develop a new approach to obtain
lower bounds on ΦG,ρ and Φ˜G,ρ. This method is simpler than the technique
developed in [3] and is more generally applicable. In particular, the technique
in [3] fails badly when the function ρ grows too slowly (e.g., logarithmically).
In contrast, the approach developed below provides good lower bounds on ΦG,ρ
for any increasing slowly varying function ρ on any group G for which one has
a lower bound on ΦG. Second, we develop a method that allow us to obtain
sharp upper bounds on Φ˜G,ρ in the context of wreath products. Here, we make
essential use of earlier work of A. Erschler [9]. Our contribution is to develop
a technique that allows us to harvest the L1-isoperimetric results of Erschler in
order to bound the random walk invariants Φ˜G,ρ. Both goals are attained by
focusing on the notion of isoperimetric profile (the L2-isoperimetric profile but
also the Lp versions, p ≥ 1, especially p = 1).
Our main results regarding the spectral profile Λφ and the extremal profile
Λ˜G,ρ are stated in Theorems 2.13-2.15. Theorem 2.13 gives a general and easily
applicable upper bound on Λφ in terms of ΛG under weak-moment conditions
on φ. Theorem 2.15 gives a completely satisfactory positive answer to a spectral
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profile version of Problem 1.5(1) for a large class of slowly varying functions ρ
including all moment conditions of logarithm or iterated logarithm type. The
following statement captures the nature of these results.
Theorem 1.7. Let G be a finitely generated group equipped. Let ρ : [0,∞) →
[1,∞) be a continuous increasing function. The spectral profile functions ΛG
and Λ˜G,ρ satisfy
Λ˜G,ρ . ΛG
∫ 1/Λ1/2G
0
sds
ρ(s)
.
Further, if ρ(t) ≃
(∫∞
t
ds
(1+s)ℓ(s)
)−1
where ℓ is a slowly varying function satis-
fying ℓ(ta) ≃ ℓ(t) for all a > 0, we have
Λ˜G,ρ ≃ 1
ρ(1/ΛG)
.
In particular, for any k ≥ 1 and ǫ > 0, Λ˜G,logǫ
[k]
(v) ≃ 1/ logǫ[k](1/ΛG).
The second part of this theorem indicates that, for slowly varying functions
ρ of the type described above, Λ˜G,ρ is determined by ΛG. Given the tight con-
nections between n 7→ φ(2n)(e) and v 7→ Λφ(v), this means that ΦG determines
Φ˜G,ρ under some a priori regularity conditions on these functions.
In Section 2.3, we derive a sublinear upper bound for the entropy Hµ(n) =∑
g∈G(− logµ(n)(g))µ(n)(g) when the symmetric probability measure µ has fi-
nite p-moment and under an appropriate condition on its Lp-isoperimetric pro-
file which implies the following interesting result regarding the entropy and the
the displacement Lµ(n) = µ
(n)(| · |). Compare to [13, Theorem 1.4 and Conjec-
ture 1.5].
Theorem 1.8. Let G be a finitely generated infinite group such that
ΦG(n) & exp (−nγ)
for some γ ∈ (0, 12). Let µ be a symmetric probability measure on G with finite
p-moment where p > 2γ/(1− γ) and p > 1. Then, for any fixed ǫ > 0,
Hµ(n) .
(
n(logn)1+ǫ
) 2γ
p(1−γ) .
In particular, if p = 2, we have Hµ(n) .
(
n(logn)1+ǫ
) γ
(1−γ) and
Lµ(n) . n
1
2(1−γ) (logn)
(1+ǫ)γ
2(1−γ) .
The last conclusion follows from the entropy bound by [12, Corollary 1.1]
which gives the bound Lµ(n) .
√
nHµ(n) assuming that µ is symmetric and
has finite second moment.
Section 3 describes applications of the spectral profile upper bound provided
by Theorem 2.13 to the problem of bounding Φ˜G,ρ from below. The main result
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is Theorem 3.2 which gives sharp lower bounds on Φ˜G,ρ in terms of a lower bound
on ΦG for a wide variety of weak-moment conditions. One important feature of
this result (which distinguished it from the results obtained in [3]) is that it is
just as effective around the critical weak-moment condition of order 2 than for
power weak-moment conditions in the classical range (0, 2) (stable like moment-
conditions) and for moment conditions associated with slowly varying functions
(including positive powers of any iterated logarithms). Explicit statements are
given in Corollaries 3.3-3.4-3.6.
Section 4 is devoted to wreath products. These groups are important for
many reasons including the fact that they provide a class of groups of exponen-
tial volume growth in which a rich variety of different behaviors of ΦG occurs.
Here, we provide sharp upper bounds on Φ˜G,ρ. More generally, we provide sharp
two-sided bounds on n 7→ φ(2n)(e) for a wide variety of measures φ on wreath
products and iterated wreath products. For instance, let G = Z2 ≀ H be the
lamplighter group with the usual binary lamps over a based group H which
has polynomial volume growth of degree D. In this simple case, we obtain the
following estimates
Φ˜G,ρ2(n) ≃ exp
(
−(n logn)d/(d+2)
)
,
Φ˜G,ρα(n) ≃ exp
(
−nd/(d+α)
)
, α ∈ (0, 2)
Φ˜G,logǫ
[k]
(n) ≃ exp
(
−n/ logǫ[k](n)
)
, k = 1, 2 . . . , ǫ > 0.
The first and last estimates appear to be new even for H = Z. When H = Zd,
the second estimate can be derived from the celebrated Donsker-Varadhan large
deviation theorem on the number of visited point by a random walk that belongs
to the domain of attraction of a stable law. These results follow from the
techniques developed in Section 4 and are part of a large collection of illustrative
examples described in Section 5.
A key result concerning wreath products is Erschler’s isoperimetric inequal-
ity [11, 9] which gives a lower bound on the Følner function of G = H1 ≀H2 in
terms of the Følner functions of of H1 and H2. Here we use Erschler’s inequal-
ity and a new comparison idea to obtain the following L2-version where Λ−1H,µ
denotes the right-continuous inverse of the L2-isoperimetric profile ΛH,µ.
Theorem 1.9. There exists a constant K > 0 such that, for any symmetric
probability measures µH1 and µH2 on two finitely generated groups H1 and H2,
the switch or walk measure q = 12 (µH1 + µH2) on the wreath product H1 ≀ H2
satisfies
ΛH1≀H2,q(v) ≥ s/K for any v ≤ Λ−1H1,µH1 (s)
Λ−1H2 ,µ2
(s)/K .
In the other direction,
ΛH1≀H2,q(v) ≤ s for v ≥ Λ−1H1,µH1 (s)
Λ−1H2 ,µ2
(s)Λ−1H2,µ2(s).
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The only case where this result is far from sharp is when either H1 = {e} is
trivial or H2 is finite. In those cases, it is a simple matter to obtain the desired
sharp results by different arguments. Because of the detailed relations between
the L2-isoperimetric profile Λφ and the behavior of n 7→ φ(2n)(e) (see Section
2.1), the above theorem typically yields good bounds on q(2n)(e) in terms of
bounds on n 7→ µ(2n)1 (e) and n 7→ µ(2n)2 (e).
2 The isoperimetric functions Λp,φ, p ≥ 1
2.1 Φ, Λ and the Nash profile
In this section, we quickly review Coulhon’s results from [5] which, in the present
context, relate the behavior of n 7→ φ(2n)(e) to that of the spectral profile
v 7→ Λφ(v). We refer the reader to [5] for references to earlier related works, in
particular, work by Grigor’yan in which the spectral profile play a key role.
It is convenient to introduce the notion of Nash profile. Namely, define the
Nash profile NA of a symmetric Markov generator A with associated Dirichlet
form EA by
NA(t) = sup
{EA(f, f)
‖f‖22
: f ∈ Dom(EA) with 0 < ‖f‖21 ≤ t‖f‖22
}
so that, for all f in the domain of the Dirichlet form EA,
‖f‖22 ≤ NA(‖f‖21/‖f‖22)EA(f, f).
For our purpose, we can restrict ourselves to the case when A is convolution by
δe−φ, for some symmetric probability measure φ on G. In this case, with some
abuse of notation, EA = Eφ, Dom(EA) = L2(G) and we will write Nφ for the
Nash profile of A = ·∗(δe−φ). The following lemma relates the L2-isoperimetric
profile and the Nash Profile.
Lemma 2.1 (Folklore). For any symmetric probability measure φ on a (count-
able) group G, we have
∀ v > 0, 1
Λφ(v)
≤ Nφ(v) ≤ 2
Λφ(4v)
.
Proof. For any finite set Ω and any function f with support in Ω, ‖f‖21 ≤
|Ω|‖f‖22. Hence,the lower bound on Nφ follows easily from the definitions of Nφ
and Λφ. Conversely, the definition of Λφ gives
‖f‖22 ≤ Λφ(|support(f)|)−1Eφ(f, f).
For any t ≥ 0, set ft = max{f − t, 0} and observe that, for any non-negative f ,
|f |2 ≤ (ft)2 + 2tf and E(ft, ft) ≤ E(f, f). It follows that, for any t and f ≥ 0,
‖f‖22 ≤ Λφ(|{f ≥ t}|)−1E(f, f) + 2t‖f‖1.
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Picking t such that 4t = ‖f‖22/‖f‖1 and using |{f ≥ t}| ≤ t−1‖f‖1, we obtain
‖f‖22 ≤ 2Λφ(4‖f‖21/‖f‖22)−1E(f, f).
The upper bound on Nφ follows.
Theorem 2.2 (Essentially, [5, Proposition II.1]). We have
φ(2n+2)(e) ≤ 2ψ(2n)
where ψ : [0,+∞)→ [1,+∞) is defined implicitly by
t =
∫ 1/ψ(t)
1
ds
2sΛφ(4s)
.
Proof. It is convenient to observe that
φ(2n+2)(e) ≤ 2hφ2n(e) and hφ4n(e) ≤ e−2n + φ(2n)(e)
where
hφt = e
−t
∞∑
0
tk
k!
φ(k). (2.1)
See, e.g., [21, Section 3.2]. Convolution by hφt defines the continuous time semi-
group associated with the continuous time random walk driven by φ. Lemma
2.1 gives us the Nash inequality
‖f‖22 ≤ 2Λφ(4‖f‖21/‖f‖22)−1E(f, f).
Using this inequality in the Proof of [5, Proposition II.1] gives hφt (e) ≤ ψ(t).
The following is a sort of converse of Theorem 2.2.
Theorem 2.3 ([5, Proposition II.2]). For v ≥ 1,
Λφ(v) ≥ sup
t>0
{
1
2t
log
1
vhφt (e)
}
.
Remark 2.4. Assume that ψ is a continuous decreasing function with continuous
derivative with the property that there exists ǫ > such that for all t > 0 and all
s ∈ (t, 2t) we have
−ψ′(s)
ψ(s)
≥ ǫψ
′(t)
ψ(t)
.
As noted in [5] and elsewhere, under this condition the functions
x 7→ Λ(x) = sup
t>0
{
1
2t
log
1
xψ(t)
}
and x 7→ − 1
x
ψ′ ◦ ψ−1(x)
are≃-equivalent. Hence, under this regularity condition on ψ, n 7→ φ(2n)(e) . ψ
is equivalent to Λ . Λφ.
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The following lemma will be useful later.
Lemma 2.5. Assume that φ(n)(e) ≥ exp(−n/π(n)) where π : (0,∞) → (0,∞)
is an increasing function satisfying π(t) ≤ ct. Then there exists A such that for
all n we have
Λφ(exp(An/π(n)) ≤ A
2π(n)
.
Proof. Let ψ be defined in terms of Λφ as in Theorem 2.2. By definition and
since Λφ is a non-increasing function, we have
t ≤ log(1/ψ(t))
2Λ(1/ψ(t))
which we rewrite as
Λφ(1/ψ(t)) ≤ log(1/ψ(t))
2t
.
By Theorem 2.2 and the hypothesis, for A large enough,
exp(−An/π(n)) ≤ ψ(n).
Hence
Λφ(exp(An/π(n))) ≤ Λφ(1/ψ(n)) ≤ A
2π(n)
.
Remark 2.6. In most cases, n→ An/π(n) is invertible and the Lemma gives an
upper-bound on Λφ.
Corollary 2.7 (Folklore). Let φ be a symmetric probability measure on G.
• If φ(n)(e) ≥ exp(−nγ). Then Λφ(v) ≤ C[log(e + v)]−(1−γ)/γ.
• If φ(n)(e) ≥ exp(−n/[logn]γ). Then Λφ(v) ≤ C[log(e+ log(e + v))]−γ .
2.2 The profiles Λp,φ
The L2-isoperimetric profile Λ2,φ = Λφ is naturally related to the analogous
L1-profile
Λ1,φ(v) = inf
{
1
2
∑
x,y
|f(xy)− f(x)|φ(y) : |support(f)| ≤ v, ‖f‖1 = 1
}
.
Using an appropriate discrete co-area formula, Λ1,φ can equivalently be defined
by
Λ1,φ(v) = inf
{
|Ω|−1
∑
x,y
1Ω(x)1G\Ω(xy)φ(y) : |Ω| ≤ v
}
.
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If we define the boundary of Ω to be the set
∂Ω = {(x, y) ∈ G×G : x ∈ Ω, y ∈ G \ Ω}
and set φ(∂Ω) =
∑
x∈Ω,xy∈G\Ω φ(y) then Λ1,φ(v) = inf{φ(∂Ω)/|Ω| : |Ω| ≤ v}.
From these definitions and remarks, it follows that
1
2
Λ21,φ ≤ Λ2,φ ≤ Λ1,φ (2.2)
The upper bound is very straightforward since it suffices to test the definition
of Λ2,φ on functions of the type 1Ω to obtain it. The lower bound is obtained
by testing the definition of Λ1,φ on functions of the form f
2, f ≥ 0, and using
the Cauchy-Schwarz inequality. In fact, for any p ≥ 1, set
Ep,φ(f) = 1
2
∑
x,y
|f(xy)− f(x)|pφ(y)
and
Λp,φ(v) = inf {Ep,φ(f) : |support(f)| ≤ v, ‖f‖p = 1} . (2.3)
Proposition 2.8 (Folklore). For 1 ≤ p ≤ q <∞, we have
c(p, q)Λ
q/p
p,φ ≤ Λq,φ ≤ C(p, q)Λp,φ. (2.4)
Proof. This is closely related but different from [7, Corollaire 3.2]. The inequal-
ity c(p, q)Λ
q/p
p,φ ≤ Λq,φ, 1 ≤ p ≤ q, which is a form of Cheeger’s inequality, is
obtained by testing Λp,φ on functions of the form f
q/p, f ≥ 0, and using Ho¨lder
inequality. The inequality Λq,φ ≤ C(p, q)Λp,φ can be proved as follows.
For any function f ≥ 0, set fk = (f − 2k)+ ∧ 2k, k ∈ Z. By [1, Section 6],
we have (∑
k
Ep,φ(fk)α/p
)1/α
≤ 2(1 + p)Ep,φ(f). (2.5)
This should be understood as an Lp substitute for the L1 co-area formula.
Now, if we assume that |support(f)| ≤ v, we have
Λq,φ(v)‖fk‖qq ≤ Eq,φ(fk).
Noting that fk ≥ 2k on {f ≥ 2k+1} and that 0 ≤ fk/2k ≤ 1, we obtain
Λq,φ(v)2
kq |{f ≥ 2k+1}| ≤ 2k(q−p)Ep,φ(fk).
This gives
Λq,φ(v)2
(k+1)p|{f ≥ 2k+1}| ≤ 2pEp,φ(fk). (2.6)
It is easy to check that (see, e.g., [1, (4.2)])
‖f‖pp ≤ 2p
∑
k
2(k+1)p|{f ≥ 2k+1}|.
Using (2.6) and (2.5), this yields
Λq,φ(v)‖f‖pp ≤ 2(1 + p)4pEp,φ(f)
Optimizing over all f implies that Λq,φ(v) ≤ 2(1 + p)4pΛp,φ(v) as desired.
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2.3 Entropy upper bounds using Λp,G upper bounds
Given a probability measure µ on G, its entropy function Hµ is defined by
Hµ(n) =
∑
g∈G
−(logµ(n)(g))µ(n)(g).
See, e.g., [8, 10, 15]. Recall that u denotes the uniform probability measure
on the symmetric generating set S∗ (by definition, S∗ contains the identity
element). Also, consider the displacement function
n 7→ Lµ(n) =
∑
g∈G
|g|µ(n)(g).
Theorem 2.9. Assume that there exist p ∈ (1, 2], α ∈ (0, 1) and an increasing
slowly varying function ℓ such that
Λp,u(v) ≤ ℓ(log(e + v))
log(e+ v)1/α
.
For any symmetric probability measure µ with a finite p-moment
∑ |g|pµ(g) <
∞, we have
Hµ(n) ≤ C(µ, p, ω) nαω(n) (2.7)
for any increasing slowly varying function ω such that
ℓ(yαη)α[log(e+ yαη)]α(1+ǫ) ≤ ω(y)
for some η > 1 and ǫ > 0. Further
Lµ(n) ≤ C(µ, p, ω) n[(3−p)+α(p−1)]/2ω(n)p−1)/2. (2.8)
Remark 2.10. Assume that the group G satisfies ΦG(n) ≥ exp(−nγ) where
γ ∈ (0, 1). By Lemma 2.5, we have Λ2,G(v) ≤ C[log(e+ v)]−(1−γ)/γ and
Λp,G(v) ≤ C[log(e + v)]−αp , αp = 2γ
p(1− γ) , p ∈ [1, 2].
If γ ∈ (0, 1/2) then 2γ/(1−γ) < 2. For any p > 1 such that 2γ/(1−γ) < p ≤ 2,
we have αp = 2γ/(p(1−γ)) ∈ (0, 1). Under these hypotheses, for any symmetric
measure µ with finite p-moment, Theorem 2.9 gives
Hµ(n) ≤ Cµnαp(log n)αp(1+ǫ)
for any ǫ > 0. In particular, the entropy of µ is sublinear and the entropy
criteria [15, Theorem 1.1] implies that bounded µ-harmonic functions must be
constant.
Remark 2.11. The lamplighter group G = Z2 ≀Z2 satisfies ΦG(n) ≃ exp(−n1/2)
(equivalently, ΛG(v) ≃ log(e + v)−1) and Hu(n) ≃ n/ logn. See [10, 9, 18].
This example is just beyond the limit of application of our result. Kotowski
and Vira´g [16] describes a group G for which ΦG(n) & exp(−n1/2+o(1)) and for
which simple random walk has linearly growing entropy (the group has non-
trivial bounded harmonic functions).
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Remark 2.12. Theorem 2.9 is related to [13, Theorem 1.4] and [13, Conjecture
1.5] and some of the ingredients of the proof given below are similar to those
used in [13]. The hypothesis (OD) appearing in [13, Theorem 1.4] plays no role
in Theorem 2.9.
Proof. The proof of (2.7) uses the embedding of G into a Lp space introduced
in [29] together with [17, Theorem 2.1].
For each k, let φk be a function supported in a set Uk of size 2
2k and such
that
Λp,u(2
2k) = inf
{
1
2
∑
x,y
|f(x)− f(xy)|pu(y) : |support(f)| ≤ 22k , ‖f‖p = 1
}
is greater than
1
4
∑
x,y |φk(x)− φk(xy)|pu(y)∑
x |φk(x)|p
.
Let Bp(G) be the Banach space of sequences (wk)
∞
1 of elements of ℓ
p(G) such
that
∑
k ‖wk‖pp <∞ equipped with the norm ‖w‖p =
(∑
k ‖wk‖pp
)1/p
.
Consider the embedding b of the group G into Bp(G) defined by
b(g) =
(
ck
φk − τr(g)φk
Ep(φk)1/p
)∞
1
, cpk =
1
(1 + k)1+ǫ
,
where τr(g)f : x 7→ f(xg) is right translation by g and
Ep(f) = 1
2
∑
x,y
|f(xy)− f(x)|pu(y).
By construction, this is a 1-cocycle, more precisely, an element of Z1(G, τr,Bp(G)).
Indeed, for each g ∈ G, b(g) belongs to Bp(G) because
‖f − τr(g)f‖pp ≤ |S||g|p
∑
x,y
|f(xy)− f(x)|pu(y) (2.9)
and
∑
cpk < ∞. Set Ωk = [∪k1Ui]−1[∪k1Ui] and Ω0 = ∅. Note that for g 6∈ Ωk,
the functions φk and τr(g)φk have disjoint supports and write
‖b(g)‖pp ≥
∞∑
1
cpk
2‖φk‖pp
Ep(φk) 1{G\Ωk}(g)
≥
∞∑
1
cpk
1
Λp,u(22
k)
1{Ωk+1\Ωk}(g). (2.10)
By a well-known convexity argument,
Hµ(n) ≤ Eµ
(
∞∑
1
log |Ωk \ Ωk−1| 1Ωk\Ωk−1(Sn)
)
.
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By hypothesis,
log(e+ |Ωk+1|) ≃ 2k ≃ log(e + |Ωk|) ≤ C ℓ(2
k)
Λp,u(22
k)α
.
Let F : [0,∞) → [0,∞) be a concave increasing function with F (0) = 0 and
such that
atαω(t) ≤ F (t) ≤ Atαω(t)
where ω is as in the statement of the theorem. As cpk = (1 + k)
−1−ǫ, one can
check that
ℓ(2k)
Λp,u(22
k)α
≤ CF
(
cpk
Λp,u(22
k)
)
from which it follows that (with a different constant C)
log |Ωk+1| ≤ CF
(
cpk
Λp,u(22
k)
)
.
Now, we have
Eµ
(
∞∑
1
log |Ωk+1| 1Ωk+1\Ωk(Sn)
)
≤ CEµ
(
∞∑
1
F
(
cpk/Λp,G(2
2k)
)
1Ωk+1\Ωk(Sn)
)
= CEµ
(
F
(
∞∑
1
cpk/Λp,G(2
2k)1Ωk+1\Ωk(Sn)
))
≤ CF
(
Eµ
(
∞∑
1
cpk
Λp,G(22
k)
1Ωk+1\Ωk(Sn)
))
≤ CF (Eµ (‖b(Sn)‖pp)) .
where the second to last inequality is Jensen’s inequality applied to the concave
function F . Finally, we appeal to [17, Theorem 2.1] and (2.9) to conclude that
(since 1 < p ≤ 2)
Eµ(‖b(Sn)‖pp) ≤ CpnEµ(|b(S1)|p) ≤ C(p, S)n
∑
x
|x|pµ(x).
The statement in [17] is for simple random walk but the proof works for an ar-
bitrary symmetric measure µ with finite p-moment. Note that p > 1 is essential
here. This finishes the proof of the entropy bound (2.7).
We now explain how (2.8) follows from (2.7). The statement in [12, Corollary
5.2(i)] gives the bound
Lµ(n) ≤ C
√
nHµ(n)
under the assumption that the symmetric probability measure µ has finite sec-
ond moment. This follows from two bounds
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(a) |Lµ(n+ 1)− Lµ(n)| ≤ Cβ(n) ([12, Corollary 5.2(i)]),
(b) β(n) ≤ C√Hµ(n+ 1)−Hµ(n) ([12, Lemma 5.1(ii)])
where
β(n) = sup
s∈S
∑
g∈G
|µ(n)(gs)− µ(n)(g)|
 .
The hypothesis that µ has second moment enters (a) but is not necessary for (b).
If we replace the hypothesis that µ has finite second moment by the hypothesis
that µ as finite weak-p-moment W (ρp, µ) < ∞ for some p ∈ (1, 2], an easy
modification of the proof of (a) given in [12] gives
(a’) |Lµ(n+ 1)− Lµ(n)| ≤ Cβ(n)p−1.
Set θ = (p− 1)/2 ∈ (0, 1/2] and write
Lµ(n) =
n∑
1
Lµ(j)− Lµ(j − 1)
β(j)p−1
β(j)p−1
≤
(
n∑
1
(
Lµ(j)−  Lµ(j − 1))
β(j)p−1
)1/(1−θ))1−θ ( n∑
1
β(j)2
)θ
≤ Cn1−θHµ(n)θ = Cn(3−p)/2Hµ(n)(p−1)/2.
This shows that (2.8) follows from (2.7).
2.4 Comparison of Λp,φ with Λp,u
By definition, we let Λp,G be the ≃-equivalence class of Λp,φ when φ is a fixed
symmetric measure with finite generating support on G. Note that Λp,G does
not depend on the choice of φ. We refer to this case as the classical case.
This subsection is devoted to a simple yet very useful result that provides
upper bounds for Λp,φ, p ≥ 1 in terms of Λp,G and basic information on the
probability measure φ. We can represent Λp,G by Λp,u where u is the uniform
measure on the fixed generating finite symmetric set S∗.
For any increasing continuous function ρ : [0,∞)→ [1,∞), set
Mp,ρ(t) = t
p
(∫ t
0
sp−1
ρ(s)
ds
)−1
. (2.11)
Note that we always have
Mp,ρ(t) ≤ p ρ(t).
Further, when ρ is regularly varying of index α ∈ [0,∞), we have Mp,ρ ≃ ρ if
α ∈ [0, p) and Mp,ρ(t) ≃ tp if α > p. In the case α = p, explicit computations
are necessary. For instance, when ρ(t) = (1 + t)p, Mp,ρ(t) ≃ 1 + log(1 + t).
The following theorem will be used to obtain good lower bounds on Φ˜G,ρ, in
particular, when ρ is a slowly growing function.
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Theorem 2.13. Let φ be a symmetric probability measure satisfying the weak
moment condition
W (ρ, φ) = sup
s>0
{sφ({x : ρ(|x|) > s})} ≤ K.
Then for any v > 0 and p ∈ [1,∞), we have
Λp,φ(v) ≤ C(p, ρ)K inf
s>0
{
1
ρ(s)
+
|S∗|sp
Mp,ρ(s)
Λp,u(v)
}
.
In particular
Λp,φ(v) ≤ C(p, ρ, |S
∗|,K)
Mp,ρ(Λp,u(v)−1/p)
.
Proof. Recall that
Λp,φ(v) = inf
{
1
2
∑
x,y
|f(xy)− f(x)|pφ(y) : |support(f)| ≤ v, ‖f‖p = 1
}
For any function f , write∑
x,y
|f(xy)− f(x)|pφ(y) =
∑
x
∑
|y|≤s
|f(xy)− f(x)|pφ(y)
+
∑
x
∑
|y|>s
|f(xy)− f(x)|pφ(y) (2.12)
Making use of the well-known (pseudo-Poincare´) inequality ([7])
∀ y ∈ G,
∑
x
|f(xy)− f(x)|p ≤ |S∗||y|p
∑
x,z
|f(xz)− f(x)|pu(z)
the first right-hand term is bounded by
|S∗|
∑
|y|≤s
|y|pφ(y)
∑
x,y
|f(xy)− f(x)|pu(y).
Further, ∑
|y|≤s
|y|pφ(y) = p
∑
0≤k≤s
(k + 1)p−1φ({x : |x| > k})
≤ pK
∑
0≤k≤s
(1 + k)p
ρ(k)
≤ C(p, ρ)Ksp/Mp,ρ(s).
To bound the second term on the right-hand side of (2.12), we let
φ′s(y) = (φ({x : |x| > s}))−1φ(y)1{|·|>s}(y)
and write∑
x
∑
|y|>s
|f(xy)− f(x)|pφ(y) ≤ φ({x : |x| > s})Eφ′s(f, f) ≤
2K
ρ(s)
‖f‖22.
The desired inequality follows (with an adjusted constant C(p, ρ)).
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2.5 Subordination
This section introduces notation and results regarding the notion of subordina-
tion. We will use this notion in several important ways. For more background
and further references to the literature, see [2, 3].
Recall that a Bernstein function is a function f : (0,∞)→ R such that
f(s) = a+ bs+
∫
(0,∞)
(1− e−st)ν(dt) (2.13)
where a, b ≥ 0 and ν is a measure satisfying ∫
(0,2)
dν(dt) +
∫
(1,∞)
ν(dt) < ∞.
The measure ν is called the Le´vy measure of f . See [27] for details. For our
purpose, it suffices to consider the case a = b = 0. The most classic example of
Bernstein function is s 7→ sα, α ∈ (0, 1), which has ν(dt) = αΓ(α−1)−1t−1−αdt.
A complete Bernstein function is a function f of the form
f(s) = s2
∫ ∞
0
e−tsg(t)dt
where g is a Bernstein function. These are Bernstein functions and they are
also called operator monotone functions. See [27, Chapter 6].
Given a Bernstein function f , and a reversible Markov generator A, we can
always form the operator f(A) which is also the generator of a reversible Markov
semigroup e−tF (A), t ≥ 0. In the case of interest to us here, A is the operator
of right-convolution by δe − φ on a group G where φ is a symmetric probability
measure which is (minus) the generator of the continuous time semigroup e−tA =
Hφt = · ∗ hφt with hφt defined at (2.1). Similarly, assuming f(0) = a = 0 and
f(1) = 1, we have
f(A) = · ∗ (δe − φf )
with
φf =
∞∑
1
c(f, n)φ(n)
where the coefficients c(f, n) are given by the Taylor series 1 − f(1 − x) =∑∞
1 c(f, n)x
n at x ∼ 0. Equivalently and more explicitly (see [2]),
c(f, 1) = b+
∫ ∞
0
te−tν(dt), c(f, n) =
∫ ∞
0
tne−tν(dt), n > 1. (2.14)
Obviously, the continuous time semigroup e−tf(A) is also the semigroup of right-
convolution by h
φf
t . Further, because of the representation of f using the mea-
sure ν (see the definition of Bernstein function), assuming that a = 0, we have
f(A) = bA+
∫
(0,∞)
(I − e−tA)ν(dt).
The following elegant result gives a sharp inequality for the Nash profile of f(A),
that is, in our setting, the Nash profile of φf .
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Theorem 2.14 ([28, Theorem 1]). Let f be a Bernstein function with f(0) = 0,
f(1) = 1, and Le´vy measure ν. Referring to the above setting and notation, for
any symmetric probability measure φ on G, the Nash profile Nφf satisfies
∀ v > 0, Nφf (v) ≤
2
f(1/Nφ(2v)) .
Further, for any function u such that ‖u‖21/‖u‖22 ≤ v,
Eφf (u, u)
‖u‖22
≥ 1
2Nφ(2v)
∫ Nφ(2v)
0
ν(s,∞)ds. (2.15)
The second statement is obtained in the proof of the first inequality provided
in [28]. By Lemma 2.1, the Nash profile inequality stated above translates into
the L2-isoperimetric profile inequality
f(Λφ(8v)/2) ≤ 2Λφf (v). (2.16)
2.6 Extremal profile under a moment condition
In this subsection, we focus on the L2-profile Λ2,φ = Λφ and on symmetric
probability measures φ with a finite weak moment W (ρ, φ) relative to a natural
class of slowly varying functions ρ. We show that, in this context, the upper
bound of Theorem 2.13 is sharp for any (amenable) group G. To make this
important result precise we need the following notation.
Consider the set of all continuous increasing functions ρ : [0,∞) → [1,∞)
such that
ρ(t) ≃
(∫ ∞
t
ds
(1 + s)ℓ(s)
)−1
(2.17)
where ℓ is a continuous increasing regularly varying function ℓ : [0,∞)→ [1,∞)
of index α ≥ 0 and such that ∫∞
0
ds
(1+s)ℓ(s) < ∞. Under the condition α ∈
[0, 1), [2, Theorems 2.5-2.6] shows that ρ(t) ≍ 1/ψ(1/t) where ψ is a complete
Bernstein function satisfying ψ(0) = 0, ψ(1) = 1 and ψ(s) ∼ c ∫ s0 dssℓ(1/s) for
some c > 0. Further, 1− ψ(1 − x) =∑∞1 c(ψ, n)xn with 0 ≥ c(ψ, n) ∼ 1nℓ(n) .
Now, referring to (2.17), assume that α = 0 and that the slowly varying
function ℓ satisfies ℓ(ta) ≃ ℓ(t) for any a > 0. Proposition 4.2 and Remark 4.4
of [2] show that, on any group G, the symmetric probability measure
uψ =
∞∑
1
c(ψ, n)u(n)
obtained by ψ-subordination of u (recall that u is uniform on the fixed gener-
ating set S∗ of G) satisfies
W (ρ,uψ) ≃ sup
n≥1
{
ρ(n)
∞∑
n
1
kℓ(k)
}
< +∞.
That is, uψ has finite weak ρ-moment.
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Theorem 2.15. Let G be a finitely generated amenable group. Let ρ : [0,∞)→
[1,∞) be of the type (2.17) with ℓ slowly varying and satisfying ℓ(ta) ≃ ℓ(t)
for all a > 0. Let ψ be the associated complete Bernstein function described
above. There are constants c = c(G, |S∗|, ρ), C = C(G, |S∗|, ρ) ∈ (0,∞) such
that W (ρ,uψ) ≤ C < and
c
ρ(1/Λu(v))
≤ Λuψ(v) ≤
C
ρ(1/Λu(v))
.
Further, for any symmetric probability measure φ with W (ρ, φ) ≤ K
Λφ(v) ≤ CK
ρ(1/Λu(v))
.
In particular, the extremal profile Λ˜G,ρ satisfies
Λ˜G,ρ(v) ≃ 1
ρ(1/ΛG(v))
.
Proof. Since the upper bounds are given by Theorem lower on Λuψ . This follows
easily from (2.16), that is, from Lemma 2.1 and Theorem 2.14 (i.e., [28, Theorem
1]).
Remark 2.16. Theorem 2.15 can be interpreted as an “almost positive” answer
to Problem 1.5(1) in the case where ρ is of the type (2.17) with ℓ slowly varying
and satisfying ℓ(ta) ≃ ℓ(t) for all a > 0 (e.g., ρ(t) = [1 + log(1 + t)]α, α > 0).
Indeed, Theorem 2.15 says that ΛG determines Λ˜G,ρ for such ρ and this result
can be transferred to ΦG Φ˜G,ρ to the extend that Theorems 2.2-2.3 give tight
relations between the Λ’s and the Φ’s. See the next section for more explicit
statements.
Remark 2.17. On Z or Zd, if ψβ(s) = s
β , β ∈ (0, 1), ρα(s) = (1 + s)α, α > 0,
then W (ρα,uψα/2) < ∞ since, in fact, uψβ (x) ≍ (1 + |x|)−β−d. However, on a
general amenable group G, it is not true that W (ρα,uψα/2) < ∞. Indeed, the
optimal moment condition one should expect from uψβ is a weak ρβγ-moment
were γ ∈ [1/2, 1] is the displacement exponent of simple random walk on G. See
[2] for details. Because of this, it is an open question whether ΛG determines
Λ˜G,ρα for α ∈ (0, 2) and, in fact, the authors believe the answer to this open
question is likely to be negative.
3 Lower bounds on Φρ
Together, Lemma 2.5 and Theorem 2.13 provide an excellent way to obtain
lower bounds on convolution powers of measures with a given moment condition,
that is, on the group invariants ΦG,ρ, Φ˜G,ρ of Definitions 1.1-1.2. This method
is simpler than that of [3] and applies much more generally (the techniques
developed in [3] provides additional inside and complementary results when
they apply).
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Lemma 3.1 (See, e.g., [6, Prosition 2.3]). Referring to notation (1.3), there
are constants C, c ∈ (0,∞) such that for any symmetric probability measure µ
on G, any finite subset U ⊂ G, and any n = 1, 2, . . . , we have
µ(2n)(e) ≥ ce
−Cnλµ(U)
|U | . (3.1)
Proof. Inspection indicate that λµ(U) is the lowest eigenvalue of the continuous
time semigroup
HU,µt = e
−t
∞∑
0
tn
n!
KnU,µ
where KU,µ(x, y) = µ(x
−1y)1U (x)1U (y). Let h
U,µ
t (x, y) be the kernel of this
semigroup, that is,
hU,µt (x, y) = e
−t
∞∑
0
tn
n!
KnU,µ(x, y).
By elementary spectral theory,
e−tλφ(U) = sup{‖HUt f‖2 : support(f) ⊂ U, ‖f‖2 = 1}.
Note also that hU,µt (x, y) ≤ hµt (x, y) for all x, y ∈ U . Now, we have
µ(2n)(e) & hµn(e) and h
µ
t (e) = sup{‖Hµt/2f‖22 : ‖f‖1 = 1}.
It follows that (see [6, Proposition 2.3]), for any finite set U and f supported in
U ,
hµt (e) ≥
‖f‖22
‖f‖21
‖HU,µt/2 f‖22
‖f‖22
≥ 1|U |
‖HU,µt/2 f‖22
‖f‖22
.
Taking the supremum of all f 6= 0 with support in U , we obtain that there
are constants c, C ∈ (0,∞) such that for any finite set U ⊂ G and any n,
µ(2n)(e) ≥ ce−Cnλµ(U)|U| .
Theorem 3.2. Let G be a finitely generated group equipped with a finite sym-
metric generating set and the associated word-length. Let ρ : [0,∞)→ [1,∞) be
an non-decreasing continuous function and set M(t) = t2/
∫ t
0
sds
ρ(s) . Let µ be a
symmetric probability measure on G satisfying the weak moment condition
W (ρ, µ) = sup
s>0
{sµ({x : ρ(|x|) > s})} ≤ K.
• Assume that ΛG(v) ≃ v−2/D (equivalently, ΦG(n) ≃ n−D/2). Then
µ(2n)(e) &
1
(M−1(n))D
where M−1 is the inverse function of M .
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• Let π : [0,∞)→ [1,∞) be an non-decreasing function such that π(t) ≤ ct
for some c and assume that
ΦG(n) ≥ exp(−n/π(n)).
Then, there exist a,A ∈ (0,∞) such that for any integers k, n we have
µ(2n)(e) ≥ exp
(
−A
(
k
π(k)
+
n
M(aπ(k)1/2)
))
.
Proof. The first case follows straightforwardly from Lemma 3.1, Theorem 2.13
and elementary computations. It is useful to note here that the first stated
estimate is not sharp when ρ is a slowly varying function. In this particular
context (polynomial volume growth and ρ slowly varying), the second stated
result provides a sharp estimate. See the Corollary 3.3. Many of the results
provided by this first case are already covered in [3, 22, 25] by different methods
but the case when ρ is regularly varying of index 2 is new.
In the second case, referring to Lemma 2.5 applied to the measure u, i.e.,
the uniform measure of the generating set S, for any natural integer k, let U be
a set of volume ≃ to exp(Akπ(k)). By Lemma 2.5, we then have
Λu(exp(Ak/π(k)) ≤ A
2π(k)
.
By Theorem 2.13, this gives
Λµ(exp(Ak/π(k)) ≤ C(µ, ρ, |S
∗|)
M(aπ(k)1/2)
for some constant a > 0. Putting these estimates together yields
µ(2n)(e) & exp
(
−
(
A′
k
π(k)
+
n
M(aπ(k)1/2)
))
for some A′ ∈ (0,∞).
The following corollaries of Theorem 3.2 illustrate the wide applicability and
the sharpness of the results this Theorem provides. To state these results, let us
consider the set of all continuous increasing functions ρ : [0,∞) → [1,∞) sat-
isfying (2.17), that is, such that ρ(t) ≃
(∫∞
t
ds
(1+s)ℓ(s)
)−1
where ℓ is a regularly
varying function ℓ : [0,∞) → [1,∞) of index α ≥ 0 with ∫∞
0
ds
(1+s)ℓ(s) < ∞.
Under this hypothesis the function ρ is regularly varying (at infinity) of index
α ∈ [0,∞) and the probability measure
φℓ(g) = cℓ
∞∑
1
1
ℓ(4k)
u4k
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is well defined because
∑ 1
ℓ(4k)
≃ ∫∞
0
ds
sℓ(s) and satisfies
W (ρ, φℓ) = sup
s>0
{sφℓ({g : ρ(|g|) > s})}
≤ C sup
k
{
ρ(4k)
∫ ∞
4k
ds
sℓ(s)
}
< +∞.
This makes φℓ a potential witness for the behavior of Φ˜G,ρ.
Corollary 3.3. Let G be a finitely generated group with polynomial volume
growth of degree D. Let ρ be as in 2.17) and set M(t) = t2/
∫ t
0
sds
ρ(s) .
1. Assume that α > 0. In this case
Φ˜G,ρ(n) ≃ 1/(M−1(n))D.
2. Assume that ρ is slowly varying and satisfies
ρ ◦ exp(u) ≃ u1/γκ(u)
with γ ∈ (0,∞), κ slowly varying at infinity and κ(ta) ≃ κ(t) for any
a > 0. Then
Φ˜G,ρ(n) ≃ exp
(
−[n/κ(n)]γ/(1+γ)
)
.
3. Assume that the function κ = ρ ◦ exp is slowly varying and satisfies
sκ−1(s) ≃ κ−1(s) at infinity. Then
Φ˜G,ρ(n) ≃ exp (−n/κ(n)) .
Proof. For statement 1, the lower bound follows obviously from the first state-
ment in Theorem 3.2. The upper bound is provided by [22, theorem 1.5].
The proofs of the last two statements are similar and we give the details
only for statement (2). By the second statement in Theorem 3.2, we have
φG,ρ(n) ≥ exp (−A (log k + n/ρ(k)))
because the hypotheses on ρ implies in particular that ρ(k/ log k) ≃ ρ(k). Pick
k as a function of n so that log kρ(k) ≃ n. We then have φG,ρ(n) ≥ exp(−Ct)
with t = log k with tρ ◦ exp(t) ≃ n, that is, t(1+γ)/γκ(t) ≃ n. Because of the
assumed property of κ, this yields
t ≃ (n/κ(t))γ/(1+γ) ≃ (n/κ(n))γ/(1+γ).
The matching upper bound can be derived from [25, Theorem 2.4] of by using
the subordination results of [2].
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Example 3.1. To illustrate case 1, consider the case when ρ(s) = (1 + s)2.
Corollary 3.3 states implies that on a group with polynomial volume growth
of degree D, any symmetric measure µ with finite second weak-moment sat-
isfies µ(2n)(e) & [n logn]−D/2. This was not known and could not be proved
by the techniques of ([3]). In [22], the authors prove that the measure φ2(x) =
c
(1+|x|)2+D
(which has finite second weak-moment) satisfies φ
(n)
2 (e) ≃ [n logn]−D/2.
Hence, φ2 provides a witness to the behavior of Φ˜G,2.
The simplest illustration of case 2 is when ρ(s) = (1 + log(1 + s))α. In this
case, the result reads
Φ˜G,logα
[1]
(n) ≃ exp(−n1/(1+α).
This was derived by a different method in [25].
The last case, case 3, is illustrated by taking ρ to be the power of an iterated
logarithm, ρ(s) = [log[k](s)]
α, k ≥ 2, α > 0, in which case we obtain
Φ˜G,logα
[k]
(n) ≃ exp
(
−n/[log[k−1] n]α
)
.
This result was also derived by a different method in [25].
Corollary 3.4. Assume that G is a finitely generated group with exponential
volume growth and such that ΦG(n) ≃ exp(−n1/3). Let ρ be as in (2.17).
1. Assume that ρ is regularly varying of index 2. In this case
Φ˜G,ρ(n) & exp
(
−n1/3
∫ n1/3
0
sds
ρ(s)
)
.
2. Assume that ρ(s) = (1 + s)α, α ∈ (0, 2), Then
Φ˜G,ρ(n)) ≃ exp
(
−n1/(1+α)
)
.
3. Assume that ρ is slowly varying and satisfies ρ(sa) ≃ ρ(s) for any a > 0.
Then
Φ˜G,ρ(n) ≃ exp(−n/ρ(n)).
Proof. Each lower bound follows easily from Theorem 3.2. In cases 2 and 3,
the upper bound can be obtained by the simple method of [3, Section 4.2]. In
case 3, the upper bound can also be obtain by the subordination technique of
[2].
Remark 3.5. We note that [3] contains a complete proof of both the upper and
lower bound for case 2 but that it completely fails to cover the lower bound
in cases 1 and 3. These lower bounds (cases 1 and 3) are new. Proving a
matching upper bound in case 1 under the same hypotheses is an interesting
open question. It is proved below that the lower bound in case 1 is sharp in the
case of the lamplighter group Z2 ≀ Z. A matching upper bound for polycyclic
groups of exponential growth will be given elsewhere.
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Corollary 3.6. Assume that G is a finitely generated group and that there exist
0 < γ1 ≤ γ2 < 1 such that
exp(−nγ2) . ΦG(n) . exp(−nγ1).
Let ρ be as in 2.17) and assume that ρ is slowly varying function satisfying
ρ(ta) ≃ ρ(t) for any a > 0. Then
Φ˜G,ρ(n) ≃ exp(−n/ρ(n)).
Example 3.2. For any group in the large class described in Corollary 3.6, we
have
Φ˜G,logα
[k]
(n) ≃ exp(−n/[log[k] n]α)
for each k = 1, 2, . . . and α > 0.
Proof. The lower bounds follows from Theorem 3.2 by inspection. The upper
bound follows from the subordination technique in [2].
The same proof gives the following complementary result.
Corollary 3.7. Assume that G is a finitely generated group and that there
exist continuous positive increasing functions of slow variation π1 ≤ π2 such
that πi(t
a) ≃ πi(t) for all a > 0 and
exp(−n/π1(n)) . ΦG(n) . exp(−n/π2(n)).
Let ρ be as in 2.17) and assume that ρ is slowly varying function satisfying
ρ(ta) ≃ ρ(t) for any a > 0. Then
exp(−n/ρ(π1(n))) . Φ˜G,ρ(n) . exp(−n/ρ(π2(n))).
Example 3.3. Let Sd,r be the free solvable group of solvable length d on r
generators. The behavior of ΦSd,r is described in [23]. In particular, for d > 2,
ΦSd,r(n) ≃ exp
−n( log[d−1] n
log[d−2] n
)2/r .
For ρ as in (2.17), slowly varying and satisfying ρ(ta) ≃ ρ(t) for all a > 0, we
have
Φ˜Sd,r,ρ(n) ≃ exp
(
−n/ρ(log[d−2] n)
)
, d > 2, r ≥ 1.
Example 3.4. Consider the iterated wreath products (the factor Z is repeated
k times)
Wk(Z,Z
d) = Z ≀ (Z ≀ (. . .Z ≀ (Z ≀ Zd) . . . ))
and
W k(Z,Zd) = (. . . ((Z ≀ Z) ≀ . . . ) ≀ Z) ≀ Zd.
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From [9], we know that
ΦWk(Z,Zd)(n) ≃ exp
−n( log[k] n
log[k−1] n
)2/d
and
ΦWk(Z,Zd)(n) ≃ exp
(
−n(k+d)/(2+k+d) (logn)2/(2+k+d)
)
.
If ρ at (2.17) is slowly varying and satisfies ρ(ta) ≃ ρ(t) for all a > 0, Corollaries
3.6–3.7 give
ΦWk(Z,Zd),ρ(n) ≃ exp
(
−n/ρ(log[k−1] n)
)
and
ΦWk(Z,Zd),ρ(n) ≃ exp (−n/ρ(n)) .
4 Random walks on wreath products
This section is devoted to the computations of the behavior of a variety random
walks on wreath products.
First we briefly review the definition of wreath products. Our notation
follows [19] and [26]. Let H , K be two finitely generated groups. Denote the
identity element of K by eK and identity element of H by eH . Let KH denote
the direct sum:
KH =
∑
h∈H
Kh.
The elements of KH are functions f : H → K, h 7→ f(h) = kh, which have finite
support in the sense that {h ∈ H : f(h) = kh 6= eK} is finite. Multiplication
on KH is simply coordinate-wise multiplication. The identity element of KH is
the constant function eK : h 7→ eK which, abusing notation, we denote by eK .
The group H acts on KH by left translation:
τl(h)f(h
′) = f(h−1h′), h, h′ ∈ H.
The wreath product K ≀H is defined to be semidirect product
K ≀H = KH ⋊τ H,
(f, h)(f ′, h′) = (f · τl(h)f ′, hh′).
In the lamplighter interpretation of wreath products, H corresponds to the base
on which the lamplighter lives and K corresponds to the lamp. We embed K
and H naturally in K ≀H via the injective homomorphisms
k 7−→ k = (keH , eH), keH (eH) = k, keH (h) = eK if h 6= eH
h 7−→ h = (eK , h).
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Let µH and µK be probability measures on H and K respectively. Through
the embedding, µH and µK can be viewed as probability measures on K ≀ H.
Consider the measure
ν = µK ∗ µH ∗ µK
on K ≀H . This is called the switch-walk-switch measure on K ≀H with switch-
measure µK and walk-measure µH .
We can also consider the measure (again, on K ≀H)
µ =
1
2
(µK + µH).
We will mostly work with this type of measure which is better adapted to the
techniques developed below. We note that it is obvious that
Ep,ν ≤ C(µH , µK)Ep,µ.
Conversely, if µK , µH are symmetric and µK(eK) > 0, we also have
Ep,ν ≤ C′(µH , µK)Ep,µ.
So, for symmetric measures µH , µK with µK(e) > 0, we have Λp,µ ≃ Λp.ν on
K ≀H .
4.1 Upper bounds for Λ on wreath products
We describe a general upper bound on Λp,H2≀H1,µ in terms of Λp,Hi,µi , i =
1, 2 when µ = 12 (µ1 + µ2). Throughout this work, Λ
−1
p,H,µ denotes the right-
continuous inverse of the non-decreasing function v 7→ Λp,H,µ(v).
Theorem 4.1. Let µi be a symmetric probability measures on Hi, i = 1, 2. The
measure µ = 12 (µ1 + µ2) defined on H2 ≀H1 satisfies
Λp,H2≀H1,µ(v) ≤ s
for all s, v > 0 such that
v ≥
(
Λ−1p,H2,µ2(s)
)Λ−1p,H1,µ1 (s)
Λ−1p,H1,µ1(s)
where
Λ−1p,Hi,µi(s) = inf{v : Λp,Hi,µi(v) ≤ s}.
Proof. For each s and i = 1, 2, let vi be the smallest v such that Λp,Hi,µi(v) ≤ s.
Let φi be a test function on Hi such that |support(φi)| ≤ vi and
Ep,µi(φi)
‖φi‖pp = Λp,Hi,µi(vi).
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Let U1 be the support of φ1. Let W be the set of functions η : H1 → H2 whose
support is contained in U1 (i.e., η(y) is equal to the identity element in H2 when
y 6∈ U1). On H2 ≀H1, consider the function
H2 ≀H1 ∋ (η, x) 7→ φ(η, x) =
∏
y∈U1
φ2(η(y))
φ1(x)1W (η).
This function is supported on a set of size
|W ||U1| ≤ vv12 v1
and its ℓp-norm on H2 ≀H1 is given by
‖φ‖ℓp(H2≀H1) = ‖φ1‖pℓp(H1)‖φ2‖
p|U1|
ℓp(H2)
.
Next we have
φ((η, x)(e, z)) − φ((η, x)) = φ((η, xz)) − φ((η, x))
=
∏
y∈U1
φ2(η(y))
 (φ1(xz)− φ1(x))1W (η)
and
φ((η, x)(1e1t , e1))− φ((η, x)) = φ((η1xt , x)) − φ((η, x))
=
 ∏
y∈U1\{x}
φ2(η(y))
 (φ2(η(x)t) − φ2(η(x))φ1(x)1W (η).
This gives
Ep,µ(φ) = 1
2
(
Ep,µ1(φ1)
‖φ1‖pℓp(H1)
+
Ep,µ2(φ2)
‖φ2‖pℓp(H2)
)
‖φ2‖p|U1|ℓp(H2)‖φ1‖
p
ℓp(H1)
≤ s‖φ‖pℓp(H1≀H2).
This is the desired result.
4.2 Lower bounds on Λ on wreath products
In [11, 9], Erschler developed a method to bound the Følner functions of the
wreath product H2 ≀H1 from below in terms of the Følner functions of H1 and
H2. This can be expressed as lower bounds on Λ1,H2≀H1 and yields good lower
bounds on Λ2,H2≀H1 via the Cheeger inequality (2.2). We generalize this in
order to study spread-out measures on wreath product. Erschler [9, Theorem
1], which we recall below in a less general form, provides good lower bound for
Λ1,H2≀H1,µ but, for spread-out measures, the Cheeger inequality might fail to
27
provide good lower bound on Λ2,H2≀H1,µ. We combine comparison arguments
with the results of Erschler to provide a widely applicable method to obtain
satisfactory lower bounds on Λ2,H2≀H1,µ.
Define the Følner function FølG,µ by
Føl(t) = inf{v : Λ1,G,µ(v) ≤ 1/t}.
Note that FølG,µ = Λ
−1
1,G,µ in the notation of Theorem 4.1. In the context of
random walks on groups, [9, Theorem 1] can be stated as follows.
Theorem 4.2 ([9, Theorem 1]). There exists a constant K ≥ 1 such that for
any countable groups Hi and symmetric probability measures µi, i = 1, 2, the
measure µ = 12 (µ1 + µ2) defined on H2 ≀H1 satisfies
Λ1,H2≀H1,µ(v) ≥ s/K
for all s, v > 0 such that
v ≤
(
Λ−11,H2,µ2(s)
)Λ−11,H1,µ1 (s)/K
.
Consider the following problem. On a finitely generated group G, given a
volume v, find a symmetric probability measure ζG,v such that Λ1,G,ζG,v(v) ≃ 1.
For instance, on any group G, if we let r(v) be the smallest radius of a ball of
volume greater than v, the uniform probability measure ur(2v) on the ball of
radius r(2v) satisfies
Λ1,G,ur(2v)(v) ≥ 1/2.
For our purpose we will need to consider the following question. Fix a
symmetric probability measure µ and fix t > 0. Given a solution ζG,v to the
previous problem, what is the largest volume v(t) such that
tEG,µ ≥ EG,ζG,v(t)?
Solution to this problem can be obtained by using pseudo-Poincare´ inequalities
involving EG,µ. For example, if µ = u is the uniform measure on our generating
set S∗, we have the pseudo-Poincare´ inequality∑
x
|f(xy)− f(x)|2 ≤ |S∗||y|2EG,u(f, f).
It follows that for a given t we can choose v(t) ≃ VG(
√
t) to achieve
tEG,u ≥ EG,ur(2v(t)) .
The following proposition is based on this circle of ideas and is stated in a form
that is suitable to treat iterated wreath products. See Theorems 4.5 and 5.1
below.
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Proposition 4.3. Let µi be a symmetric probability measures on Hi, i = 1, 2.
Fix δ > 0. Assume that for each t > 0 we can find vδi (t) > 0 and symmetric
probability measures ζi,vi on Hi, i = 1, 2, such that
tEHi,µi ≥ EHi,ζi,vδ
i
(t)
and Λ1,Hi,ζi,vδ
i
(t)
(vδi (t)) ≥ δ. (4.1)
Then, for the measure µ = 12 (µ1 + µ2) on G = H2 ≀H1 and any t > 0, we have
tEG,µ ≥ EG,ζv(t) and Λ1,G,ζv(t)(v(t)) ≥ δ/K
where t 7→ v(t) and the probability measure ζv(t) on G are given by
v(t) = [vδ2(t)]
vδ1(t)/K and ζv(t) =
1
2
(ζ1,vδ1(t) + ζ2,vδ2(t)).
In particular,
ΛG,µ(v(t)) ≥ c
t
(
δ
K
)2
.
Proof. The hypotheses on EHi,µi immediately imply that tEG,µ ≥ EG,ζv(t) . The
lower bound on Λ1,G,ζv(t) for the given volume v(t) follows from Erschler ’s result
stated in Theorem 4.2.
This proposition will allow us to treat a great variety of examples. To illus-
trate how this proposition work we treat two simple examples.
Example 4.1. On Z, consider the measure µα given by
µα(z) = cα(1 + |z|)−α−1.
What is the behavior of µ(n)(e) if µ = 12 (µα1 + µα2) on Z ≀ Z where µα1 is
supported on the base and µα2 on the lamp above the identity of the base?
As noted in the Appendix section, on Z and for any r > 0 we have
Eur ≤ CαrαEµα and Λ1,Z,ur(r) ≥ 1/2.
In other words, for any t > 0 and vi(t) ≃ t1/αi , we have
Euvi(t) ≤ tEµαi and Λ1,Z,uvi(t)(vi(t)) ≥ 1/2.
By Proposition 4.3, on G = Z ≀ Z,
tEG,µ ≥ EG,ζv(t) and Λ1,G,ζv(t)(v(t)) ≥
1
2K
where
v(t) ≃ exp(t1/α log t) and ζG,v(t) = 1
2
(uv1(t) + uv2(t)).
It follows that
Λ2,Z≀Z,µ(exp(at
1/α1 log t)) ≥ 1/t,
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equivalently
Λ2,Z≀Z,µ(v) &
(
log log t
log t
)α1
.
By Theorem 2.2, this gives
µ(n)(e) ≤ exp(−n 11+α1 (logn)
α1
1+α1 ).
Theorem 4.1 provides a matching lower bound (see also [26]).
It is instructive to see what happens in this example if one applies directly
Erschler Følner function results and Cheeger’s inequality to obtain lower bound
on Λ2 and an upper bound on µ
(n)(e). By Theorem A.7, we know that at least
for α 6= 1
Λ1,Z,µα(v) ≃
{
v−1 if α ∈ (1, 2)
v−α if α ∈ (0, 1).
By 4.2, if 0 < α1 6= 1, this implies (the value of α2 ∈ (0, 2) does not matter)
Λ1,Z≀Z,µ(v) &
{ log log v
log v if α1 ∈ (1, 2)(
log log v
log v
)α1
if α1 ∈ (0, 1).
In fact, these lower bounds admit matching upper bounds. Now, a lower bound
on Λ2,Z≀Z,µ can be derived since Λ2,Z≀Z,µ & Λ
2
1,Z≀Z,µ. However this produces a
lower bound that is significantly weaker than the one obtained above using
Proposition 4.3.
Example 4.2. Consider the wreath product G = H ≀Z where H is a polycyclic
group of exponential volume growth. On this group, we consider the measure
µ = 12 (φ + u) where φ is the measure on Z given by φ(z) = c(1 + |z|)−3 and
u is the uniform measure on a finite symmetric generating set in H contain-
ing the identity. Recall that ΦH(n) ≃ exp(−n1/3), Λ2,H(v) ≃ (log(e + v))−2
and Λ1,H(v) ≃ (log(e + v))−1. Further, Λ1,H,ur(2v)(v) ≥ 1/2 and r(v) ≃ log v
since the volume function on H has exponential growth. Also, by the univer-
sal pseudo-Poincare´ inequality for finitely supported symmetric measure and
associated word-length, we have
Cr(2v)2EH,uH ≥ EH,ur(2v) .
Next, note that the measure φ on Z sits in between the domains of attraction
of symmetric stable law with parameter α ∈ (0, 2) and the classical Gaussian
domain of attraction. It is well-known (and it follows from Theorems 2.2-A.7)
that φ(n)(0) ≃ (n logn)−1/2, Λ2,Z,φ(v) ≃ (1 + v)−2 log(e + v) and Λ1,Z,φ(v) ≃
(1 + v)−1. We also have Λ1,Z,ur(2v)(v) ≥ 1/2. Further, we have the pseudo-
Poincare´ inequality∑
x∈Z
|f(xy)− f(x)|2φ(y) ≤ C|y|2(log(e+ |y|))−1EZ,φ(f, f).
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Applying Proposition 4.3 with H1 = Z, µ1 = φ, H2 = H , µ2 = u, the above
data leads to
v1(t) ≃ (t log t)−1/2, v2(t) ≃ exp(t1/2)
and
v(t) ≃ exp(t(log t)1/2).
This gives
Λ2,G,µ(v) &
(log log v)1/2
log v
.
For comparison, we note that Theorem 4.2, gives
Λ1,G,µ(v) &
1
(log v)1/2
.
These two lower bounds can be complemented by matching upper bounds using
Theorem 4.1.
It is worth noting that Proposition 4.3 admits a version that leads to good
lower bound for the p-isoperimetric profile Λp on wreath products. The proof
is the same.
Proposition 4.4. Let µi be a symmetric probability measures on Hi, i = 1, 2.
Fix δ > 0 and p ∈ [1,∞). Assume that for each t > 0 we can find vδi (t) > 0 and
symmetric probability measures ζi,vi on Hi, i = 1, 2, such that
tEp,Hi,µi ≥ Ep,Hi,ζi,vδ
i
(t)
and Λ1,Hi,ζi,vδ
i
(t)
(vδi (t)) ≥ δ. (4.2)
Then, for the measure µ = 12 (µ1 + µ2) on G = H2 ≀H1 and any t > 0, we have
tEp,G,µ ≥ Ep,G,ζv(t) and Λ1,G,ζv(t)(v(t)) ≥ δ/K
where t 7→ v(t) and the probability measure ζv(t) on G are given by
v(t) = [vδ2(t)]
vδ1(t)/K and ζv(t) =
1
2
(ζ1,vδ1(t) + ζ2,vδ2(t)).
We now state a theorem that uses the iterative nature of Proposition 4.3.
Consider a sequence (Hi)
m
1 of finitely generated groups. Since taking wreath
product is neither commutative nor associative, this sequence gives rise to many
different iterated wreath product including Hm ≀ (Hm−1 ≀ (· · · (H2 ≀H1) · · · )) and
(· · · (Hm ≀ Hm−1) ≀ · · ·H2) ≀ H1. Let B be a symbol of length m describing a
possible bracketing andWB(Hm, . . . , H1) be the corresponding wreath product.
This can be define inductively with (·) representing the bracketing of one single
group, (≀), representing the bracketing of groups (i.e. givesH2 ≀H1). Inductively,
if B1,B2 are such symbols, then B = (B2 ≀B1) is also such a symbol and
WB(Hm, . . . H1) =WB2(Hm, . . . , Hm1+1) ≀WB1(Hm1 , . . . , H1).
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Note that the length of B is defined inductively as the sum of the length of
B1,B2 and length of (·) equal 1. We can now introduce a similar operation on
sequences of numbers (v1, . . . , vm) by setting
W(·)(v) = v, W(·≀·)(v2, v1) = v
v1/K
2
and, if B = (B2 ≀B1) as above,
WB(vm, . . . , v1) =WB2(vm, . . . , vm1+1)
WB1 (vm1 ,...,v1)/K .
Here K is the constant provided by Erschler’s theorem, i.e., Theorem 4.2.
Similarly, given probability measures µi onHi, 1 ≤ i ≤ m, andB = (B2 ≀B1)
define µB to be the probability measure on WB(Hm, . . . , H1) define inductively
by
µB =
1
2
(µB2 + µB1)
where µB2 is understood as a probability measure on WB(Hm, . . . , H1) sup-
ported on the copy of WB2(Hm, . . . , Hm1+1) above the identity element of
WB1(Hm1 , . . . , H1) and µB2 is a probability measure on WB(Hm, . . . , H1) sup-
ported on WB1(Hm1 , . . . , H1). For instance, given µi, Hi, 1 ≤ i ≤ 3 and
B = ((· ≀ ·) ≀ (·)), µB is a measure on (H3 ≀H2) ≀H1 and is equal to
µB =
1
2
(
1
2
(µ3 + µ2) + µ1
)
where 12 (µ3 + µ2) is the measure on H3 ≀ H2 considered in Theorem ?? and
Proposition 4.3. In some instance, it is useful to write
µB = νB,µm,...,µ1 (4.3)
to specify the measures used in the construction.
Theorem 4.5. Let µi be a symmetric probability measures on Hi, 1 ≤ i ≤ m.
Fix δ > 0 and p ≥ 1. assume that for each t > 0 we can find vδi (t) > 0 and
symmetric probability measures ζi,vi on Hi, 1 ≤ i ≤ m, such that
tEp,Hi,µi ≥ Ep,Hi,ζi,vδ
i
(t)
and Λ1,Hi,ζi,vδ
i
(t)
(vδi (t)) ≥ δ. (4.4)
Fix a symbol B of length m as above. Then, for any t > 0, the measure µ = µB
on G =WB(Hm, . . . , H1) satisfies
tEp,G,µ ≥ Ep,G,ζv(t) and Λ1,G,ζv(t)(v(t)) ≥ δ/Km
where t 7→ v(t) and the probability measure ζv(t) on G are given by
v(t) =WB(v
δ
m(t), . . . , v
δ
1(t)) and ζv(t) = νB,ζm,vδm(t),...,ζ1,vδ1(t)
.
In particular,
Λp,G,µ(v(t)) ≥ c(1, p)
t
(
δ
Km
)p
.
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Example 4.3. Let p = 2. Assume that Hi is a group of polynomial volume
growth of degree di, 1 ≤ i ≤ 4. On Hi, consider the measure µi(h) ≍ (1 +
|h|)−αi−di , αi ∈ (0, 2), 1 ≤ i ≤ 4. The symbols B of length four are B1 =
(((· ≀ ·) ≀ ·) ≀ ·), B2 = ((· ≀ (· ≀ ·)) ≀ ·), B3 = ((· ≀ ·) ≀ (· ≀ ·)), B4 = (· ≀ ((· ≀ ·) ≀ ·)) and
B5 = (· ≀ (· ≀ (· ≀ ·))). Set vB =WB(v4, . . . , v1). By inspection, we have
vB1(t) ≃ exp
(
t
d1
α1
+
d2
α2
+
d3
α3 log t
)
, vB2(t) ≃ exp[2]
(
t
d2
α2 log t
)
,
vB3(t) ≃ exp[2]
(
t
d1
α1 log t
)
, vB4(t) ≃ exp[2]
(
t
d1
α1
+
d2
α2 log t
)
,
and
vB5(t) ≃ exp[3]
(
t
d1
α1 log t
)
.
This gives
ΛWB1 ,µB1 (v) ≃
(
log log v
log v
)1/( d2α2+ d3α3 )
,
ΛWB2 ,µB2 (v) ≃
(
log log log v
log log v
)α2/d2
, ΛWB3 ,µB3 (v) ≃
(
log log log v
log log v
)α1/d1
,
ΛWB4 ,µB4 (v) ≃
(
log log log v
log log v
)1/( d1α1 + d2α2 )
,
and
ΛWB5 ,µB5 (v) ≃
(
log log log log v
log log log v
)α1/d1
.
4.3 Comparison measures and applications
The main theorems stated in the previous sections require that, for any sym-
metric probability measure µ, we exhibit a collection ζv, v > 0, of spread-out
symmetric probability measures with the property that
Λ1,ζv (v) ≥ δ (4.5)
for some fixed δ ∈ (0, 1) and such that we can control Eζv in terms of v and Eφ.
The following two theorems show that we can always produce such a collection
of measures.
The first of these two theorems apply to subordinated measures φf . Namely,
given a Bernstein function with Le´vy measure ν and t > 0, set
νt(ds) = [ν((t,∞))]−11(t,∞)ν(ds).
That is, the measures νt, t > 0, are the normalized tail measures of ν. Let
c(t, f, n) = c(ft, n) (4.6)
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be the coefficients associated by (2.14) with the Bernstein function
ft(s) =
(∫
(0,∞)
e−τνt(dτ)
)
s+
∫
(0,∞)
(1− e−sτ )νt(dτ).
Note that ft(0) = 0, ft(1) = 1.
Theorem 4.6 (spread-out measures for subordinated measures). Let φ be a
symmetric probability measure on a countable group G with Nash profile Nφ.
Let f be a Bernstein function with Le´vy measure ν and such that f(0) = 0,
f(1) = 1. Then the measures ζfv = φft , t = Nφ(2v), v > 0, satisfy
Λ1,ζfv (v) ≥ Λ2,ζfv (v) ≥
1
2
and Eφf ≥ ν ((Nφ(2v),∞)) Eζfv . (4.7)
Example 4.4. Assume that f(s) = bs +
∫
(),∞)
(1 − e−ts)ν(ds) is a complete
Bernstein with ν(ds) = g(s)ds, f(1) = 1 and f ′(s) − b ∼ sαsℓ(1/s) at 0+ where
ℓ is slowly varying at infinity and α ∈ [0, 1]. By [2, (2.13)], we have g(s) ∼
1/
[
Γ(1− α)s1+αℓ(s)] at infinity which implies ν((s,∞)) ∼ cαf(1/s). This and
Lemma 2.1 means that (4.7) is equivalent to the more explicit statement
Λ1,ζfv (v) ≥ Λ2,ζfv (v) ≥
1
2
and Eφf ≥ cαf(Λφ(8v)/2))Eζfv .
Proof. Write f(s) = s+
∫
(0,∞)(1− e−st)ν(dt). First applies (2.15) to ft. Since,
by definition, ζfv = φft and νt(I) = 0 if the interval I is contained in (0,Nφ(2v)),
for any function u with finite support, we have
Eζfv (u, ) ≥
1
2
‖u‖22.
That is Λζfv (v) ≥ 12 .
Next, write A = · ∗ (δe − φ) (right-convolution by δe − φ) and
Eζfv (u, u) =
∫ ∞
0
τe−τνt(dτ)Eφ(u, u) +
∫
(0,∞)
〈(I − e−τA)u, u〉νt(dτ)
Since ∫ ∞
0
τe−τνt(dτ) ≤ 1
ν((Nφ(2v),∞))
∫ ∞
0
τe−τν(dτ),
and∫
(0,∞)
〈(I − e−τA)u, u〉νt(dτ) ≤ 1
ν((Nφ(2v),∞))
∫
(0,∞)
〈(I − e−τA)u, u〉ν(dτ)
it follows that
Eζfv (u, u) ≤
1
ν((Nφ(2v),∞))Eφf (u, u).
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Example 4.5. Consider the Bernstein function fα(s) = s
α, α ∈ (0, 1]. In this
case να(dt) =
α
Γ(1−α) t
−α−1. The construction above yields spread-out measures
{ζfαv } such that
Λ2,ζfαv (v) ≥
1
2
and (using Lemma 2.1 for the last inequality)
Eφfα ≥
Nφ(2v)−α
Γ(1− α) Eζv ≥ cαΛ2,φ(8v)
αEζv .
The next result apply to any symmetric probability measure φ. For any
fixed α ∈ (0, 1) and t > 0, consider the Le´vy measure
ναt (ds) = κ(α, t)1(t,2t)(s)s
−α−1ds, κ(α, t) = α(1− 2−α)−1tα
and bαt = κ(α, t)
∫ 2t
t e
−uu−α−1du. Denote by fαt the Bernstein function
fαt (s) = b
α
t s+
∫
(0,∞)
(1− e−su)ναt (du)
and note that, by construction, fαt (0) = 0, f
α
t (1) = 1. The Bernstein function
fαt is a localized version of the classical Bernstein function s 7→ sα, α ∈ (0, 1).
For the applications we have in mind, using any arbitrary fixed value of α ∈ 0, 1)
in the following theorem will be adequate.
Theorem 4.7 (spread-out measures for φ). Let φ be a symmetric probability
measure on a countable group G with L2-isoperimetric profile Λφ. Fix α ∈ (0, 1).
Then the measures ζαv = φfαt , t = Nφ(2v), v > 0, satisfy
Λ1,ζαv (v) ≥ Λ2,ζαv (v) ≥
1
2
and Eφ ≥ cαΛφ(8v)Eζαv . (4.8)
Proof. The proof of the first inequality in (4.8) is the same as in the case of
(4.7). For the Dirichlet form comparison, write again A = · ∗ (δe−φ) and recall
that t−1〈(I − e−tA)u, u〉 is an increasing function of t with limit Eφ(u, u). It
follows that
Eζαv (u, u) = bαt Eφ(u, u) +
∫
(0,∞)
〈(I − e−τA)u, u〉ναt (dτ)
≤
(
bαt +
∫
(0,∞)
τναt (dτ)
)
Eφ(u, u).
Since bαt ≤ e−t and
∫∞
0 τν
α
t (dτ) =
α(21−α)
(1−α)(1−2−α) t and t ≥ 1, this gives
Eζαv ≤ cαtEφ.
The desired result (with a different cα) follows since, by Lemma 2.1,
t = Nφ(2v) ≤ 2/Λφ(8v).
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Theorem 4.7 turns the statements of Section 4.2 into very effective results by
providing the needed hypotheses. In particular, Theorem 1.9 stated in the intro-
duction follows immediately from Proposition 4.3 and Theorem 4.7. Similarly,
the case p = 2 of Theorem 4.5 and Theorem 4.7 yields the following statement.
Theorem 4.8. Let µi be a symmetric probability measures on Hi, 1 ≤ i ≤ m.
Fix a symbol B of length m as in Theorem 4.5. Then, for any v, s > 0, the
measure µ = µB on G =WB(Hm, . . . , H1) satisfies
Λ2,G,µ(v) ≥ s/Km for any v ≤WB(Λ−12,H1,µ1(s), . . . ,Λ−12,Hm,µm(s)).
5 Spread-out random walks on wreath products
This section provides a host of explicit examples where the behavior of random
walks associated with spread-out measures on wreath products can be com-
puted. In particular, we obtain a variety of sharp estimates for ΦG,ρ when G is
a wreath product (or an iterated wreath product) and ρ is a moment function.
5.1 Groups where ΛG is controlled by volume growth
We say that ΛG is controlled by volume growth if ΛG ≃ W−2G where WG(v) =
inf{r : VG(r) > v}. It is always true that ΛG(v) & W−2G (this follows from the
L2-version of the argument in [7], see the appendix for variations). Groups quasi-
isometric to polycyclic groups satisfy ΛG ≃ W−2G and Tessera [30, Theorem 4]
describes a large class of groups of exponential volume growth (Geometrically
Elementary Solvable or GES groups) which satisfy ΛG ≃ W−2G . In all these
cases the volume growth function is of type VG(r) ≃ rd or VG(r) ≃ exp(r)
and ΛG(r) ≃ v−2/d (equivalently ΦG(n) ≃ n−d/2) or ΛG(v) ≃ (log(1 + v))−2
(equivalently ΦG(n) ≃ exp(−n1/3)), respectively.
Theorem 5.1. Let (Hi), 1 ≤ i ≤ m be groups for which ΛHi ≃ W−2Hi . For
each i, 1 ≤ i ≤ m, let µi(h) = ci
∑∞
1 4
αikuHi(4
k) with αi ∈ (0, 2). Referring
to the notation of Theorem 4.5, fix a wreath product symbol B of length m and
consider the measure µB = νB,µm,...,µ1 defined at (4.3) on the wreath product
WB(Hm, . . . , H1). Then the ≃-class of ΛµB can be computed and is described
by Theorem 4.8. In particular, when m = 2 and µ = µ(·≀·) on H2 ≀H1,
• If VH1 is exponential and H2 non-trivial, µ(2n)(e) ≃ exp(−n/[logn]α1)
• If VH1 (r) ≃ rd1 and VH2(r) ≃ rd2 ,
µ(2n)(e) ≃ exp
(
−nd1/(α1+d1)[logn]α1/(α1+d1)
)
.
• If VH1 (r) ≃ rd1 and VH2(r) ≃ exp(r),
µ(2n)(e) ≃ exp
(
−n(α1+α2d1)/(α1+α2d1+α1α2)
)
.
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Let K be a finitely generated group which will be either finite, of polyno-
mial volume growth or of exponential volume growth and such that ΦK(n) ≃
exp(−n1/3). For instance, K could be any polycyclic group. Let H be a group
of polynomial volume growth. In any of these cases, ΦK≀H is known (thanks to
the results of [18, 9]). In the first case (K finite) ΦK≀H(n) ≃ exp(−nd/(2+d)). In
the second case, ΦK,≀H(n) ≃ exp(−nd/(2+d)(logn)2/(2+d)) and in the third case,
ΦK,≀H(n) ≃ exp(−n(1+d)/(3+d)). In particular, Corollary 3.6 applies to these
groups and gives that for any slowly varying function ρ as in (2.17) such that
ρ(ta) ≃ ρ(t) for each a > 0, we have
ΦK≀H,ρ(n) ≃ exp(−n/ρ(n)).
The following two theorems provide the behavior of Φ˜K≀H,ρ for ρ(s) =
ρα(s) = (1 + s)
α, α ∈ (0, 2) and for ρ(s) regularly varying of index 2.
Theorem 5.2. Let H be a group of polynomial volume growth of degree d.
1. If K 6= {eK} is finite, we have
Φ˜K≀H,ρα(n) ≃ exp
(
−nd/(α+d)
)
.
2. If K is not finite and has polynomial volume growth, we have
Φ˜K≀H,ρα(n) ≃ exp
(
−nd/(α+d)(logn)α/(α+d)
)
.
3. If K has exponential growth and satisfies ΦK(n) ≃ exp(−n1/3), we have
Φ˜K≀H,ρα(n) ≃ exp
(
−n(d+1)/(α+d+1)
)
.
Proof. The lower bounds are already derived in [3]. They also follow from
Theorem 3.2. The upper bounds follow from Theorem 1.9 and known results on
K,H . Consider for instance the case when K has exponential volume growth.
To obtain an upper bound on ΦK≀H,ρα , consider the measures
µH,α(h) ≍ (1 + |h|)−α−d on H and µK,α(k) ≍
∞∑
1
4−αku4k on K.
They satisfy W (ρα, µH,α) < ∞ and W (ρα, µK,α) < ∞ and this immediately
impliesW (ρα, µ) <∞ where µ = 12 (µH,α+µK,α) is understood as a probability
measure on K ≀ H . By Theorems A.2-A.7, Λ2,K,µK,α(v) ≃ (log(e + v))−α and
Λ2,H,µH,α(v) ≃ v−α/d. Theorem 1.9 Lemma 2.1 and Theorem 2.2 give the
desired result.
Theorem 5.3. Let H be a group of polynomial volume growth of degree d. Let
ρ be a regularly varying function of index 2 and set M(t) = s2/
∫ t
0
sds
ρ(s) . Assume
that θ(t) =
∫ t
0
sds
ρ(s) satisfies θ(t
a) ≃ θ(t) for each a > 0.
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1. If K 6= {eK} is finite, we have
Φ˜K≀H,ρ(n) ≃ exp
(
−
(
n
∫ n
0
sds
ρ(s)
)d/(2+d))
.
2. If K is not finite and has polynomial volume growth, we have
Φ˜K≀H,ρ(n) ≃ exp
(
−
(
n(logn)2/d
∫ n
0
sds
ρ(s)
)d/(2+d))
.
3. If K satisfies ΦK(n) & exp(−n1/3), we have
Φ˜K≀H,ρ(n) & exp
(
−
(
n(logn)2/(d+1)
∫ n
0
sds
ρ(s)
)(d+1)/(d+3))
.
Proof. The lower bounds follow from Theorem 3.2. The upper bounds follow
from Proposition 4.3. Note that the upper bound is missing in the last case.
We outline the upper-bound argument in case 2. Consider the measures
µG,ρ(g) ≍ 1
(1 + |g|)2+dℓ(1 + |g|)
for G = H and G = K. By Proposition A.4, we have
EG,ur ≤ C
r2
θ(r)
EµG,ρ
for G = H,K. This allows us to verify the hypotheses of Proposition 4.3 with
H1 = H , H2 = K, ζi,vi(t) = ur(2vi(t)), r(vi) ≃ v1/di and vi(t) ≃ (tθ(t))di/2),
where d1 = d and d2 is the degree of polynomial volume growth of K. In the
notation of Proposition 4.3, this gives v(t) ≃ exp([tθ(t)]d/2 log t) which translates
into
ΛK≀H,µ(v) &
(log log v)2/dθ(log v)
(log v)2/d
where the measure µ on K ≀ H is given by µ = 12 (µH,ρ + µK,ρ). With this
estimate in hand, Theorem 2.2 gives µ(2n)(e) . ψ(n) where ψ is given implicitly
as a function of t by
t =
∫ 1/ψ
1
(log v)2/d
[log(e+ log v)]2/dθ(log v)
.
A somewhat tedious computation shows that this equality gives
t ≃ [log(1/ψ)]
(2+d)/d
[log log(1/ψ)]2/dθ(log(1/ψ))
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or, equivalently,
log(1/ψ) ≃
(
t(log t)2/dθ(t)
)d/(2+d)
.
Note that the assumed property that θ(ta) ≃ θ(t) for a > 0 has been used re-
peatedly in these computations. This gives the desired upper bound on µ(2n)(e)
and thus on ΦK≀H,ρ as well.
Remark 5.4. In the third statement of Theorem 5.3, even if we assume in addi-
tion thatK has exponential volume growth (in which case ΦK(n) ≃ exp(−n1/3)),
we would still not be able to state a matching upper bound. The reason is that
we do not have at our disposal the appropriate pseudo-Poincare´ inequality on
K (in the case when K has polynomial volume growth, we used Proposition
A.4). However, consider the special case when K = F ≀ Z with F 6= {e} finite.
This group has exponential volume growth and satisfies ΦK(n) ≃ exp(−n1/3).
Further, Proposition 4.3 applied with H1 = K, H2 = F provides us with a mea-
sure µK,ρ on K (and accompanying measures ζv) which is a good witness for
Φ˜K,ρ and can be used to apply Proposition 4.3 with H1 = H , H2 = K = F ≀ Z
µ1 = µH,ρ as above and µ2 = µK,ρ (the measure just obtained on K = F ≀ Z).
After elementary but tedious computations, Proposition 4.3 implies that the
measure µ = 12 (µ1 + µ2) on K ≀H = (F ≀ Z) ≀H satisfies
µ(2n)(e) ≤ exp
(
−
(
n(logn)2/(d+1)
∫ n
0
sds
ρ(s)
)(d+1)/(d+3))
.
This shows that
Φ(F ≀Z)≀H,ρ(n) ≃ exp
(
−
(
n(logn)2/(d+1)
∫ n
0
sds
ρ(s)
)(d+1)/(d+3))
.
In particular, the lower bound stated in Theorem 5.3 is sharp in this case. We
conjecture that it is also sharp when K is polycyclic of exponential volume
growth.
5.2 Anisotropic measures on nilpotent groups
This section is concerned with special cases of the following problem raised and
studied in [24]. Given a group G generated by a k-tuple S = (s1, . . . , sk), study
the behavior of the random walks driven by the measures
µS,a(g) =
1
k
k∑
1
∑
m∈Z
ci
(1 + |m|)1+αi 1smi (g)
where a = (α1, . . . , αk) ∈ (0,∞)k and ci = (
∑
Z
(1 + |m|)−1−αi)−1 In words, to
take a step according to µS,a, pick one of the k generators, say si, uniformly
at random. Independently, pick an integer m ∈ Z according to the power law
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giving probability ci(1 + |m|)−1−αi to m. Then multiply the present position
(on the right) by smi .
It is of interest to investigate the behavior of µ
(n)
S,a(e) and to understand
how, given the generating k-tuple S, this behavior depends on the choice of
a = (α1, . . . , αk). Here we use the results of [24] and the technique of the
present paper to prove the following result.
We consider two groups H = H1 and K = H2. The group H is assumed
to be nilpotent generated by the S = (s1, . . . , sp). On this nilpotent group, we
considered the measures µH,S,a with a = (α1, . . . , αp) ∈ (0, 2)p. The group K
will be either finite or nilpotent. If it is finite, we let µK be the uniform measure
on K. If K is nilpotent, generated by a given tuple T = (t1, . . . , tq), we consider
the measures µK,T,b with b = (β1, . . . , βq) ∈ (0, 2)q.
Next we consider the wreath product G = K ≀ H . When K is nilpotent,
the generating sets S and T (for H and K, respectively) together produce a
generating set Σ = (σ1, . . . , σk), k = p+q, of K ≀H where σ1, . . . , σp corresponds
to s1 . . . , sp and generates H inside K ≀ H and the generators σp+1, . . . σp+q
correspond to t1 . . . , tq and generate the copy of K in K ≀ H which seats at
eH . Similarly, set c = (γ1, . . . , γk) with γi = αi, 1 ≤ i ≤ p and γi = βi−p,
i = p+ 1, . . . , p+ q = k. By elementary Dirichlet form comparison arguments,
we know that the measures
µ =
1
2
(µH,S,a + µK,T,b) and µK≀H,Σ,c on G = K ≀H
satisfy µ(2n)(e) ≃ µ(2n)Σ,c (e).
Theorem 5.5. Let H,S, p and a ∈ (0, 2)p be as above. Let d(a) be the real
given by [24, Theorem 1.8] and such that µ
(n)
S,a(e) ≃ n−d(a).
1. Assume that K 6= {e} is finite. Then the measure µ = 12 (µS,a + µK) on
K ≀H satisfies
µ(n)(e) ≃ exp
(
−nd(a)/(1+d(a))
)
.
2. Assume that K is nilpotent (infinite) and T , q and b ∈ (0, 2)q are as
described above. Then, on G = K ≀H equipped with the generating set Σ
define above, the measure µΣ,c satisfies
µ
(n)
Σ,c(e) ≃ exp
(
−nd(a)/(1+d(a))(logn)1/(1+d(a))
)
.
Proof. This follows from Theorem 1.9 because [24, Theorem 1.8] shows that the
measures µ1 = µH,S,a and µ2 = µK,T,b satisfy µ
(n)
i (e) ≃ n−di where d1 = d(a),
d2 = d(b) are the real described in [24, Theorem 1.8] (recall that these estimates
are equivalent to Λ2,µi(v) ≃ v−2/di).
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5.3 Local time functionals
LetH be a group equipped with a symmetric measure µ. Let ℓ(x, n) be the num-
ber of visits to x up to time n. More precisely, let (Xn) denotes the trajectory
of a random walk driven by µ on H and set
l(n, x) = #{0 < k ≤ n : Xk = x}.
It is well-known that the behavior of the probability of return of the switch-walk-
switch random walk on the lamplighter group (Z/2Z) ≀ H is related to certain
functionals of the local times (ℓ(x, n))x∈H . More precisely and more generally,
let K be a finitely generated group (possibly finite). Let µK be a symmetric
measure on K satisfying µK(eK) > 0. Let q = µK ∗ µ ∗ µK be the switch-
walk-switch measure on K ≀H (see, e.g., [26] for details. With this notation, we
have
q(n)((eK , h)) ≍ Eµ
(∏
x∈H
ν(2l(n,x))(eK)1{Xn=h}
)
where Eµ and (Xn) refers to the random walk on H driven by µ.
Set
FK(n) := − log ν(2n)(eK)
so that, for any h ∈ H ,
q(n)((eK , h)) ≃ E
(
e−
∑
x∈H FK(l(n,x))1{Xn=h}
)
. (5.1)
Assume next that, for each R > 0 there is a set UR ⊂ ofH and κ ≥ 1 such
that
|UR| ≤ Rκ and µ(n)(H \ UR) ≤ Cnκ(1 +R/n)−1/κ. (5.2)
We note that the second condition follows easily from the tail condition
µ(H \ UR) ≤ C(1 +R)−1/κ (5.3)
when UR = {h : N(h) > R} where N : H → [0,∞) satisfies N(h1h2) ≤
N(h1) +N(h2). Indeed, under such circumstances, we have
µ(n)(H \ UR) ≤ nµ(H \ UR/n) ≤ Cn(1 +R/n)−1/κ.
Writing
Eµ
(
e−
∑
x∈H FK(l(n,x))
)
=
Eµ
( ∑
h∈UR
e−
∑
x∈H FK(l(n,x))1{Xn=h}
)
+Eµ
 ∑
h∈H\UR
e−
∑
x∈H FK(l(n,x))1{Xn=h}

≤ |UR|q(2[n/2])(eK≀H) + µ(n)(H \ UR)
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shows that, under assumption (5.2) and assuming that q(n)(eK≀H) ≃ exp(−ω(n))
with ω(n) regularly varying of index in (0, 1], we can conclude that
Eµ
(
e−
∑
x∈H FK(l(n,x))
)
≃ exp(−ω(n)) (5.4)
as well.
This technique and remarks, together with Theorems 5.2-5.3, suffice to prove
the following results.
Corollary 5.6. Let H be a group of polynomial volume growth of degree d. Let
µα(h) ≍ (1 + |h|)−α−d, α > 0. Let Rn be the number of visited point up to time
n. For any fixed κ > 0,
• If α > 2 then Eµα
(
e−κRn
) ≃ exp(−nd/(2+d)).
• If α = 2 then Eµ2
(
e−κRn
) ≃ exp(−(n logn)d/(2+d)).
• If α ∈ (0, 2) then Eµα
(
e−κRn
) ≃ exp(−nd/(α+d)).
Remark 5.7. Note that the second case, α = 2, may be new even in the case
when H = Z. It gives the behavior of E(e−κRn) for the walk on Z driven by the
measure µ2(z) = c(1 + |z|)−2 for which there is no classical local limit theorem
and to which the classical Donsker-Varadhan theorem does not apply.
Corollary 5.8. Let H be a group of polynomial volume growth of degree d. Let
Let Rn be the number of visited point up to time n. Consider the random walk
driven by µS,a with a = (α1, . . . , αk) ∈ (0, 2)k. Let d(a) be the real given by [24,
Theorem 1.8] and such that µ
(n)
S,a(e) ≃ n−d(a). For any fixed κ > 0, we have
EµS,a(e
−κRn) ≃ exp
(
−nd(a)/(1+d(a))
)
.
Given a measure µ such as µα or µS,a on H , and fixed κ > 0 and γ ∈ (0, 1),
we can determine the behavior of
n 7→ E(e−κ
∑
H ℓ(n,h)
γ
).
Indeed, it suffices consider the wreath product Z ≀H with a measure φ on Z such
that ν(2n)(0) ≃ exp(−nγ). The choice φ(x) ≍ (1 + |x|)−1[1 + log(1 + |x|)]−1/γ
fulfills these requirements (see [25]).
Corollary 5.9. Let H be a group of polynomial volume growth of degree d. Fix
κ > 0 and γ ∈ (0, 1) Let ℓ(n, x) be the number of visits to x ∈ H up to time
n. Let µα(h) ≍ (1 + |h|)−α−d, α ∈ (0, 2), or µ = µS,a with a = (α1, . . . , αk) ∈
(0, 2)k. In the second case, let d(a) be the real given by [24, Theorem 1.8] and
such that µ
(n)
S,a(e) ≃ n−d(a) and set dα = d(a). We have
Eµ(e
−κ
∑
H ℓ(n,h)
γ
) ≃ exp
(
−n(αγ+d(1−γ))/(α+d(1−γ))
)
.
Remark 5.10. If µ(h) ≍ (1 + |h|)−2−d or µ = µS,a with a = (2, . . . , 2), one gets
Eµ(e
−κ
∑
H ℓ(n,h)
γ
) ≃ exp
(
−n(2γ+d(1−γ))/(2+d(1−γ))[logn]d(1−γ)/(2+d(1−γ))
)
.
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A Appendix: Radial power laws on groups
In this appendix, we compute the Lp-profiles Λp,φ for radial “power law” prob-
ability measures on certain groups.
A.1 Norm-radial power laws
Let G be a countable group. Let N : G → [0,∞) be such that N(e) = 0,
N(x−1) = N(x) and N(xy) ≤ CN (N(x) +N(y)). Set
VN (r) = |{x ∈ G : N(x) ≤ r}|, BN (m) = {x ∈ G : N(x) ≤ m}
and νm = VN (m)
−11B(m). For α > 0, set
φα = cα
∞∑
1
4−αkν4k , cα = (4
α − 1)/(4α − 2).
It is obvious that
∀ r = 4k,
∑
x,y
|f(xy)− f(x)|pνr(y) ≤ cαrα
∑
x,y
|f(x)− f(xy)|pφα(y). (A.1)
Let WN be the inverse function of the modified volume function defined by
VN (r) = VN (4
k) if 4k ≤ r < 4k+1, i.e., WN (t) = inf{s : VN (s) > t}. Note that
VN ≃ VN .
Proposition A.1. Referring to the setup introduced above, for any α > 0 and
p ∈ [1,∞), we have
Λp,φα(v) ≥
1
cα8pWN(2pv)α
.
Proof. The argument is well-known and is given here for convenience of the
reader. See also [7, 20]. Consider a function f ≥ 0 with |support(f)| ≤ v. For
any λ > 0, write
|{f ≥ λ}| ≤ |{|f − f ∗ νr| ≥ λ/2}|+ |{|f ∗ νr| ≥ λ/2}|
and note that ‖f ∗ νr‖∞ ≤ VN (r)−1/p‖f‖p.
Recall the notation fk = (f − 2k)+ ∧ 2k and observe that ‖fk‖p ≤ 2kv1/p.
It follows that ‖fk ∗ νr‖∞ ≤ 2kVN (r)−1/pv1/p. Pick r so that VN (r) > 2pv and
pick λ = 2k. We have
|{fk ≥ 2k}| ≤ |{|f − f ∗ νr| ≥ λ/2}| ≤ 2−p(k−1)rαEp,φα(fk).
Recall that |{f ≥ 2k+1}| = |{f ≥ 2k}| and write
‖f‖pp ≤ 8p
∑
k
2p(k−1)|{f ≥ 2k+1}|
≤ cα8prα
∑
k
Ep,φα(fk) ≤ cα8prαEp,φα(f)
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where, for the last step, we have used (2.5). Given the choice of r as a function
of v, this gives
Λp,φα(v) ≥ c−1α 8−pWN (2pv)−α
which is the desired inequality.
In the case when N = | · |N is the word-length associated with a finite
symmetric generating set S, write W for the inverse function of the volume
growth V = VS . Proposition A.1 gives
Λp,φα &W−α, p ≥ 1, α > 0..
However, these inequalities compete with those deduced in a similar way from
∀ r > 0, ‖f − fr‖pp ≤ C(p, S, α) rp
∑
x,y
|f(x)− f(xy)|pφα(y). (A.2)
This inequality is an immediate consequence of the well-known pseudo-Poincae´
inequality
∀ r > 0, ‖f − fr‖pp ≤ C(p, S) rp
∑
x,y
|f(x)− f(xy)|pu(y)
which follows from the definition of the word length and a simple telescoping
sum argument. See, e.g., [7, 20].
It follows that we have
Λp,φα &
{ W−α if α ∈ (0, p]
W−p if α > p.
In fact, because of the Dirichlet form comparison Eφα ≃ Eu which holds for
α > 2 (see, e.g., [21]), we must have Λφα ≃ ΛG for α > 2. Similarly, for α > p,
we have
∀f,
∑
x,y
|f(xy)− f(x)|pφα(y) ≍
∑
x,y
|f(xy)− f(x)|pu(y)
and thus Λp,φα ≃ Λp,G. In the case p = 1, this implies that Jφα ≃ JG for all
α > 1. This discussion is captured in the following result.
Theorem A.2. Let G be a finitely generated group equipped with a finite sym-
metric generating set and associated word-length. Set φα =
∑∞
1 4
−kαu4k where
ur is the uniform measure on the ball of radius r in G. Let W be the inverse
function of the volume growth function of G.
• For 1 ≤ p < α <∞, Λp,φα ≃ Λp,G.
• For α ∈ (0, p), we always have W−α . Λp,φα . Λα/pp,G .
• If for a given p ∈ [1,∞) we have Λp,G ≃ W−p then
∀α ∈ (0, p), Λp,φα ≃ W−α.
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Note that the case α = p is excluded from this statement. Note also that
the wreath product construction provides many examples of groups for which
Λp,G 6≃ W−p.
Proof. The case when α > p is explained above as well as the lower bounds
when α ∈ (0, p]. The upper bound for α ∈ (0, p) follows from Theorem 2.13.
Example A.1. Polycyclic groups satisfy Λp,G ≃ W−p for each p ∈ [1,∞). The
lower bound follows from the argument of [7] as explained above. The upper
bound is best derived from the existence of adapted Følner couples, a technique
developed and explained in [4]. Other groups for which Λp,G ≃ W−p include the
Baumslag solitar groups BS(1,m) = 〈a, b : aba−1 = bm〉 and the lamplighter
groups F ≀Z with F finite. Romain Tessera [30, Theorem 4] describes a large class
of groups of exponential volume growth (Geometrically Elementary Solvable or
GES groups) which satisfy Λp,G ≃ W−p. Note that what Tessera denotes by
jp,G is 1/Λ
1/p
p,G.
Remark A.3. Recall the two sided Cheeger inequality (2.4), i.e.,
c(p, q)Λ
q/p
p,φ ≤ Λq,φ ≤ C(p, q)Λp,φ, 1 ≤ p ≤ q <∞.
Let G be a group such that Λp,G ≃ W−p, p ≥ 1 and fix α ∈ (0,∞). By Theorem
A.2, if p ∈ [1, α), Λp,φα ≃ W−p but if p > α, Λp,φα ≃ W−α. In particular, if
p, q > α, then Λp,φα ≃ Λq,φα but, if p, q ∈ [1, α) then Λq/pp,G ≃ Λp,G. In the
case 1 ≤ p < α < q < ∞, neither of the two sides of the Cheeger inequality is
optimal.
A.2 Word-length power laws on group with polynomial
volume growth
We now focus on the case when N(x) = |x|S is the word-length of x with respect
to a finite symmetric generating set S on a group of polynomial volume growth.
Dropping the reference to the set S, we set V (r) = |{x : |x| ≤ r}| and assume
that V (r) ≃ rD, i.e., we assume that the groupG has polynomial volume growth
of degree D. In this case, we can use a more refined version of the measure φα
by setting
φα = cα
∞∑
1
k−α−1uk, c
−1
α =
∞∑
1
k−1−α.
It is easy to use an Abel summation argument to check that
∀x ∈ G, φα(x) ≍ (1 + |x|)−α−D.
(the same holds true for the measure c′α
∑∞
1 4
−αku4k).
Proposition A.4. Let G be a group with polynomial volume growth. Then, for
each p ≥ 1 and r > s ≥ 1, we have∑
x,y
|f(xy)− f(x)|pur(y) ≤ C(G, p)(r/s)p
∑
x,y
|f(xy)− f(x)|pus(y).
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Proof. For any 1 ≤ s ≤ s0, this follows from the usual Dirichlet argument using
paths. So, we can assume s > 3 and let s′ be the largest integer smaller than
s/3. For any y ∈ G, write y = y0y1 . . . yk with y0 = e, |yi| ≤ s′, 1 ≤ i ≤ k, and
k ≤ 9|y|/s. For any finite supported functionf , ξ1, . . . , ξk−1 ∈ G and |y| ≤ r,
we have
|f(xy)− f(x)|p ≤ 9(r/s)p−1
k∑
1
|f(z0 . . . zi)− f(xz0 · · · zi−1)|p
where zi = ξ
−1
i−1yiξi with ξ0 = ξk = e. Summing over x ∈ G gives∑
x
|f(xy)− f(x)|p ≤ 9(r/s)p−1
k∑
1
∑
x
|f(xξ−1i−1yiξi)− f(x)|p.
We now average this inequality over
(ξ0, ξ1, . . . , ξk−1, ξk) ∈ {e} ×B(s′)× · · · ×B(s′)× {e}
This gives
∑
x
|f(xy)− f(x)|p ≤ 9(r/s)p−1
V (s′)−1∑
x
∑
|ξ|≤s′
|f(xy1ξ)− f(x)|p
+V (s′)−2
k−1∑
i=2
∑
x
∑
ξ,ζ∈B(s′)
|f(xξ−1yiζ)− f(x)|p
+V (s′)−1
∑
x
∑
|ξ|≤s′
|f(xξ−1yk)− f(x)|p
 .
Obviously, we have∑
x
∑
|ξ|≤s′
|f(xy1ξ)− f(x)|p ≤ V (s)
∑
x,z
|f(xz)− f(x)|pµs(z)
and ∑
x
∑
|ξ|≤s′
|f(xξ−1yk)− f(x)|p ≤ V (s)
∑
x,z
|f(xz)− f(x)|pµs(z).
Similarly, we have∑
x
∑
ξ,ζ∈B(s′)
|f(xξ−1yiζ)− f(x)|p ≤ V (s)
∑
ξ∈B(s′)
∑
x,z
|f(xz)− f(x)|pus(z)
≤ V (s)V (s′)
∑
x,z
|f(xz)− f(x)|pus(z).
Since k ≤ 9(r/s), putting these inequalities together yields∑
x
|f(xy)− f(x)|p ≤ 9[V (s)/V (s′)](r/s)p
∑
x
|f(xz)− f(x)|pus(z).
Averaging over y ∈ B(r) gives the desired inequality.
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Corollary A.5. On group with polynomial volume growth, for p ≥ 1 and α > 0
there exists a constant C(G, p, α) such that
‖f − f ∗ ur‖pp ≤ C(G, p, α)Qp,α(r)
∑
x,z
|f(xy)− f(x)|pφα(z)
where
Qp,α(r) =

rp if α > p,
rp/ log(e+ r) if α = p
rα if α < p.
Proof. Only the case α = p needs a proof. This case follows immediately from
the previous proposition and the definition of φα.
Remark A.6. Fix a continuous increasing function ℓ such that ℓ(2t) ≤ Cℓ(t)
and
∫∞ ds
sℓ(s) < ∞. Let φ be a symmetric probability measure on the group G
(which we assume to have polynomial volume growth of degree d) and such that
φ ≍
∞∑
1
1
kℓ(k)
uk.
Proposition A.4 immediately gives,
Eur ≤ C(G, p, ℓ)rp
(∫ ∞
r
sp−1
ℓ(s)
ds
)−1
Eφ.
This covers the different cases of Corollary A.5. When ℓ is slowly varying, this
estimate is often not sharp and a sharp version is provided in [25].
Theorem A.7. On a group with polynomial volume growth of degree D and for
any 1 ≤ p <∞, we have
Λp,φα(v) ≃

v−p/D if α > p,
v−p/D log(e+ v) if α = p,
v−α/D if 0 < α < p,
Proof. The lower bounds on Λp,φα follow easily from the previous corollary and
the argument in [7] as explained in the previous section. The upper bounds on
Λp,φα follows from Theorem 2.13. For instance, in the case α = 1, Theorem2.13
gives
Λ1,φ1(v) . (log(e + s))Λ1,G(v) +
1
s
.
This is optimized by the choice s = 1/Λ1,G(v) and we know that Λ1,G(v) ≃
(v)−1/D. Hence Λ1,φ1(v) . v
−1/D log(e + v).
47
References
[1] D. Bakry, T. Coulhon, M. Ledoux, and L. Saloff-Coste, Sobolev inequali-
ties in disguise, Indiana Univ. Math. J. 44 (1995), no. 4, 1033–1074. MR
1386760 (97c:46039)
[2] A. Bendikov and L. Saloff-Coste, Random walks on groups and discrete
subordination, Mathematische Nachrichten 285, issue 5-6 (2012), 580–
605.
[3] Alexander Bendikov and Laurent Saloff-Coste, Random walks driven by low
moment measures, Ann. Probab. 40 (2012), no. 6, 2539–2588. MR 3050511
[4] T. Coulhon, A. Grigor’yan, and C. Pittet, A geometric approach to on-
diagonal heat kernel lower bounds on groups, Ann. Inst. Fourier (Grenoble)
51 (2001), no. 6, 1763–1827. MR MR1871289 (2002m:20067)
[5] Thierry Coulhon, Ultracontractivity and Nash type inequalities, J. Funct.
Anal. 141 (1996), no. 2, 510–539. MR 1418518 (97j:47055)
[6] Thierry Coulhon and Alexander Grigor’yan, On-diagonal lower bounds for
heat kernels and Markov chains, Duke Math. J. 89 (1997), no. 1, 133–199.
MR MR1458975 (98e:58159)
[7] Thierry Coulhon and Laurent Saloff-Coste, Isope´rime´trie pour les groupes
et les varie´te´s, Rev. Mat. Iberoamericana 9 (1993), no. 2, 293–314. MR
MR1232845 (94g:58263)
[8] A. G. Dyubina, An example of the rate of departure to infinity for a random
walk on a group, Uspekhi Mat. Nauk 54 (1999), no. 5(329), 159–160. MR
1741670 (2001g:60013)
[9] A. Erschler, Isoperimetry for wreath products of markov chains and multi-
plicity of selfintersections of random walks., Probab. Theory Related Fields
136, no.4 (2006), 560586.
[10] Anna Erschler, On drift and entropy growth for random walks on groups,
Ann. Probab. 31 (2003), no. 3, 1193–1204. MR MR1988468 (2004c:60018)
[11] , On isoperimetric profiles of finitely generated groups, Geom. Ded-
icata 100 (2003), 157–171. MR MR2011120 (2004j:20087)
[12] Anna Erschler and Anders Karlsson, Homomorphisms to R constructed
from random walks, Ann. Inst. Fourier (Grenoble) 60 (2010), no. 6, 2095–
2113. MR 2791651 (2012c:60018)
[13] A. Gournay, The Liouville property via Hilbertian compression, ArXiv e-
prints (2014).
48
[14] W. Hebisch and L. Saloff-Coste, Gaussian estimates for Markov chains
and random walks on groups, Ann. Probab. 21 (1993), no. 2, 673–709. MR
MR1217561 (94m:60144)
[15] V. A. Ka˘ımanovich and A. M. Vershik, Random walks on discrete groups:
boundary and entropy, Ann. Probab. 11 (1983), no. 3, 457–490. MR
MR704539 (85d:60024)
[16] M. Kotowski and Balint Vira´g, Non-Liouville groups with return probability
exponent at most 1/2, ArXiv e-prints (2014).
[17] Assaf Naor and Yuval Peres, Embeddings of discrete groups and the speed
of random walks, Int. Math. Res. Not. IMRN (2008), Art. ID rnn 076, 34.
MR 2439557 (2009m:20067)
[18] C. Pittet and L. Saloff-Coste, On random walks on wreath products, Ann.
Probab. 30 (2002), no. 2, 948–977. MR MR1905862 (2003d:60013)
[19] , On random walks on wreath products., Ann. Probab. 30, no.2
(2002), 948–977.
[20] Ch. Pittet and Saloff-Coste L., A survey on the relationships between vol-
ume growth, isoperimetry, and the behavior of simple random walk on cayley
graphs, with examples, Available on second second author web page, 2000.
[21] Ch. Pittet and L. Saloff-Coste, On the stability of the behavior of random
walks on groups, J. Geom. Anal. 10 (2000), no. 4, 713–737. MR MR1817783
(2002m:60012)
[22] L. Saloff-Coste and T. Zheng, On some random walks driven by spread-out
measures, Available on Arxiv, submitted, 2012.
[23] , Random walks on free solvable groups, Available on Arxiv, sub-
mitted, 2013.
[24] , Random walks on nilpotent groups driven by measures supported
on powers of generators, To appear in Groups, Geometry, and Dynamics,
2013.
[25] , Random walks under slowly varying moment conditions on groups
of polynomial volume growth, Available on Arxiv, submitted, 2014.
[26] Laurent Saloff-Coste and Tianyi Zheng, Large deviations for stable like
random walks on Zd with applications to random walks on wreath products,
Electron. J. Probab. 18 (2013), no. 93, 35. MR 3126576
[27] Rene´ L. Schilling, Renming Song, and Zoran Vondracˇek, Bernstein func-
tions, second ed., de Gruyter Studies in Mathematics, vol. 37, Walter de
Gruyter & Co., Berlin, 2012, Theory and applications. MR 2978140
49
[28] Rene´ L. Schilling and JianWang, Functional inequalities and subordination:
stability of Nash and Poincare´ inequalities, Math. Z. 272 (2012), no. 3-4,
921–936. MR 2995146
[29] Romain Tessera, Asymptotic isoperimetry on groups and uniform embed-
dings into Banach spaces, Comment. Math. Helv. 86 (2011), no. 3, 499–535.
MR 2803851 (2012m:43011)
[30] , Isoperimetric profile and random walks on locally compact solvable
groups, Rev. Mat. Iberoam. 29 (2013), no. 2, 715–737. MR 3047434
50
