Abstract-In this paper, has been presented a stable method for predicting the ECG signals through the RBF neural networks, by the PSO algorithm. In spite of quasi-periodic ECG signal from a healthy person, there are distortions in electrocardiographic data for a patient. Therefore, there is no precise mathematical model for prediction. Here, we have exploited neural networks that are capable of complicated nonlinear mapping. Although the architecture and spread of RBF networks are usually selected through trial and error, the PSO algorithm has been used for choosing the best neural network. In this way, 2 second of a recorded ECG signal is employed to predict duration of 20 second in advance. Our simulations show that PSO algorithm can find the RBF neural network with minimum MSE and the accuracy of the predicted ECG signal is 97%.
I. INTRODUCTION
Electrocardiogram is an important tool for providing information about heart activity [1] . The first electrocardiographic (ECG) signal was obtained in 1895 by Willem Einthoven. Though the basic principles of those systems are still applied, many advances have been made over the years. The schematic of a single heartbeat in ECG signal is indicated in Figure 1 [2] . Since the normal kind of signal belonged to a healthy person is according to a known structure, changing and disturbing in any important parameters represent a heart disease. As a result, physicians try to diagnose different heart disorders by analyzing ECG signals. For example, Gilberto Sierra in 1997 performed a frequency analysis for the purpose of cardiac death forecasting [3] and M. Arvaneh in 2009 predicted paroxysmal atrial fibrillation by dynamic modeling of the PR interval [4] . On the other hand, neural networks are strongly capable in learning and prediction which makes them an efficient tool to deal with nonlinear problems. For example Lean Yu used multistage RBF neural networks for exchange rates forecasting and H. Tonekabonpour in 2011 predicted ischemia via MLP predictor [5] .
Also, The Particle Swarm Optimization (PSO) algorithm is a new optimization algorithm inspired by social behavior in birds and fish. The PSO algorithm has fewer than evolutionary computation schemes for a variety of benchmark optimization problems.
In this study, we apply Radial Basis Function (RBF) for ECG signal prediction. The database consists of 50 signals taken from 50 persons in the intensive care unit (ICU) that 10% of them were healthy and 90% of them were patient. The rest of this paper is organized as follows. The next section briefly describes the architecture of the applied network and algorithm. In section 3, the performed process for ECG signal prediction is presented. Finally in section 4 and 5, we have results and conclusion.
II. METHOD

A. Radial Basis Function (RBF) Network
A special type of neural network with different characteristic topology is radial basis function (RBF) network. The RBF network consists of three layers: input layer, hidden layer and output layer.
RBF network computes the output value by the following formula:
;
Where is the connection weight from hidden to the output layer, denotes the bias in k-th output node and φ(•) is a radial activation function. If the activation function is set to be of Gaussian type, then: (2) σ is the radius of each hidden node and is the distance between the input vector X and the center of radial function. For calculation of distance parameter, the Euclidean norm is commonly used which is given by: (3) in the above equation is the center for i-th node in hidden layer [6] . A general structure of the three layers network has been illustrated in figure 2. 
B. Particle Swarm Optimization (PSO) Algorithm
The Particle Swarm Optimization is an evolutionary computation developed by James Kennedy and Russell Eberhart [7] in 1995. The basic PSO model consists of a swarm of m particles moving about in a D-dimensional real value search space [8] .
PSO is initialized with a population of random solutions (particles). Each particle has two states, the current position p and the current velocity v. the velocity and position of each particle is updated using following formulas [9], (4)
Where, is the best position of ith particle experienced, , is the best position swarm experienced, w is called the inertial weight, c1 and c2 are the acceleration constants, r1 and r2 are the random numbers uniformly generated from [0, 1]. A limit velocity called is imposed on particles. If calculated velocity of a particle exceeds this value, it will be reset to the maximum velocity.
III. 2 B PREDICTION OF ECG SIGNALS
In this work artificial neural network has been exploited to estimate [(n+1)th, (n+2)th,…, (n+m)th] samples from n previous ones. Then the estimated samples are returned back to the input layer for prediction of m next samples started from n+m+1.
In the applied networks, input layer consists of 50 neurons which are equal to the number of samples in 2 second of the original signals. The number of hidden nodes is 48 and the number of output nodes is set to be 50 which are corresponding to the number of predicted samples. A schematic of the applied networks in this paper has been shown in figure 3 . Fig. 3 The Common Rbf Network Here, we have employed a database consists of 50 signals taken from 50 persons in the intensive care unit (ICU) that 10% of them were healthy and 90% of them were patient. First, All signals have been noise canceled using wavelet transformation. Then, all data were normalized to lie between 0 and 1. After that they have been divided into three datasets named as: training (60% of all data), test (20% of all data) and validation (20% of all data). Figure 4 shows some instances of denoised signals from the mentioned database. To verify the performance of the ECG prediction systems, the difference between the output and target values is calculated using Mean Square Error (MSE). The MSE parameter is expressed as: (5) Where is the ith network output, is the ith desired output and n is equal to the number of predicted samples.
In neural networks we aim to achieve the minimum mean square errors. Usually, neural networks are optimized by trial and error procedure. Therefore, in this paper the best neural network is selected through PSO algorithm. Figure 5 shows the choice of best neural network flowchart. His research interests and activity are in digital signal and image processing, industrial and medical ultrasound, laser-generated ultrasound and non-destructive evaluation.
