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RésuméLe soudage est un moyen d'assemblage très utilisé dans l'industrie. Disposer d'un logiciel desimulation permettrait d'évaluer les contraintes résiduelles et d'obtenir des informations sur la mi-crostructure du joint de soudure, nécessaires à l'analyse de sa tenue mécanique; mais aussi d'évaluerla faisabilité du procédé pour la réalisation de pièces complexes et d'optimiser les séquences desoudage pour minimiser les défauts.Cette thèse porte sur le développement d'un outil de simulation numérique du soudage à l'arcdes aciers. Après avoir décrit le contexte tant industriel que bibliographique de ce travail, nousprécisons les diﬀérents modèles implémentés dans le code de calcul TransWeld (le logiciel développéau CEMEF dans le cadre de ce travail). La description des équations macroscopiques employées estsuivie de leur mise en ÷uvre numérique. Nous abordons ensuite la théorie du remaillage adaptatifet nous décrivons les éléments essentiels de la stratégie de remaillage développée dans le cadre decette thèse. Ensuite, nous présentons les méthodes développées pour la modélisation de l'apportde métal et de la formation du cordon de soudage.Des simulations numériques conformes aux essais sont réalisées. L'analyse comparative entrerésultats expérimentaux et numériques permet de juger de l'aptitude du code de calcul à prédirel'état thermomécanique et métallurgique de la structure soudée. Les limitations de notre modéli-sation et les phénomènes qu'elle a permis de mettre en évidence sont enﬁn discutés et permettentde déﬁnir quelques orientations intéressantes pour les développement futur de cette modélisation.Mots clés: soudage, éléments ﬁnis, thermique, mécanique, transformation de phases, remaillageadaptatif, apport de matière, zone fondueAbstractWelding is a highly used assembly technique. A welding simulation software would give accessto residual stresses and information about the weld's microstructure, in order to evaluate themechanical resistance of a weld. It would also permit to evaluate the process feasibility whencomplex geometrical components are to be made, and to optimize the welding sequences in orderto minimize defects.This work deals with the numerical modelling of arc welding process of steels. After describ-ing the industrial context and the state of art, the models implemented in TransWeld (softwaredeveloped at CEMEF) are presented. The set of macroscopic equations is followed by a discussionon their numerical implementation. Then, the theory of remeshing and our adaptive anisotropicremeshing strategy are explained. Two welding metal addition techniques are investigated and arecompared in terms of the joint size and transient temperature and stresses.The accuracy of the ﬁnite element model is evaluated based on experimental results and theresults of the analytical solution. Comparative analysis between experimental and numerical re-sults allows the assessment of the ability of the numerical code to predict the thermomechanicaland metallurgical response of the welded structure. The models limitations and the phenomenaidentiﬁed during this study are ﬁnally discussed and permit to deﬁne interesting orientations forfuture developments.Keywords: Welding, ﬁnite element, heat transfer, mechanics, phase transformation, mesh adap-tation, metal addition, fusion zone
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Notations
Notations liées à la thermique :THcpLfglfl
: Température (K): Enthalpie massique (J:kg 1): Masse volumique (kg:m 3): Chaleur massique à pression constante (J:kg 1:K 1): Conductivité thermique (W:m 1:K 1): Chaleur latente de fusion(J:kg 1): Fraction volumique du liquide: Fraction massique de la phase liquide
Notations liées à la métallurgieAe1Ae3Ac1Ac3nbgk
: Température de début de transformation en équilibre (oC): Température de ﬁn de transformation en équilibre (oC): Température de début de transformation hors équilibre (oC): Température de ﬁn de transformation hors équilibre (oC): Premier coeﬃcient d'Avrami: Deuxième coeﬃcient d'Avrami: Fraction volumique de la phase k
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Notations liées à la mécaniqueﬀsﬀﬀsH(T )n(T )K(T )m(T )_"_"el_"th_"vp_"tr_"pt_""E; 
: tenseur des contraintes de Cauchy: déviateur du tenseur des contraintes de Cauchy: contrainte équivalente de von Mises: seuil de plasticité: module d'écrouissage: coeﬃcient d'écrouissage: consistance visqueuse: sensibilité à la vitesse de déformation: tenseur vitesse de déformation totale: tenseur vitesse de déformation élastique: tenseur vitesse de déformation thermique: tenseur vitesse de déformation visco-plastique: tenseur vitesse de déformation de changement de phase: tenseur vitesse de déformation de plasticité de transformation: vitesse de déformation plastique équivalente: déformation plastique équivalente: coeﬃcient de dilatation thermique linéaire: module d'Young: coeﬃcient de Poisson: coeﬃcients de Lamé: coeﬃcient de compressibilité
Géométried
 nThK@KhKh
hNbeltNbnoe
: Dimension de l'espace: Ouvert borné de Rd, domaine physique: Frontière de l'espace de résolution: Normale extérieure unitaire: Maillage de 
 (Triangulation): Élément du maillage (triangle en 2D, tétraèdre en 3D): Frontière de l'élément K: Diamètre de K : distance maximum entre deux points de K: Pas du maillage : maximum des diamètres hK: Domaine polygonal approchant 
: Nombre d'éléments du maillage: Nombre de noeuds du maillage
Espaces fonctionnels, normes et semi-normes
L2(
)Hm(
)D()
: Espace de Lebesgue des fonctions de carré sommable: Espace de Sobolev: Ensemble des fonctions inﬁniment dérivables à support compact
kvkHm(
)jvjHm(
)
= 0@ Xjjm k@vk2L2(
)
1A1=2 norme équivalente sur Hm(
)
= 0@ Xjj=m k@vk2L2(
)
1A1=2 semi-norme sur Hm(
)
vhphVh(
)Ph(
)Pk(K)Ni(x)
: Approximation discrète de la vitesse: Approximation discrète de la pression: Espace discret contenant l'interpolant en vitesse: Espace discret contenant l'interpolant en pression: Polynômes de degré k déﬁnis sur un élément: Fonction d'interpolation d'un espace discret
AbréviationsMIG/MAG (GMAW)TIG (GTAW)ZATZFTMMHFFVP/EVPALE
: Metal inert/active gas (Gaz metal arc welding): Tungsten inert gas (Gaz tungsten arc welding): Zone aﬀectée thermiquement: Zone de fusion: Thermo-mécanique-métallurgique: Heat ﬂuid ﬂow: Viscoplastique/élasto-viscoplastique: Arbitrairement Lagrangienne Eulerienne
Contexte de l'étude
Cadre des travaux
En dépit d'une utilisation bientôt séculaire, la méthode du soudage est toujours large-ment employée quand il s'agit de bâtir des structures métalliques complexes. Par ailleurs,les techniques se sont désormais multipliées et la compréhension ﬁne des mécanismes phy-siques associés au procédé est devenue un enjeu industriel de premier plan pour des secteursentiers d'activité. Par soudage, on entend toutes les techniques permettant d'assurer lacontinuité de la matière à assembler. Dans le cas des métaux, cette continuité est réalisée àl'échelle de l'édiﬁce atomique. Il est donc nécessaire de faire intervenir une énergie d'activa-tion pour réaliser rapidement la continuité recherchée. Cet apport d'énergie peut entraînernaturellement une déformation de la pièce autour du joint de soudage si celle ci reste librependant l'assemblage ou/et peut conduire à l'apparition de contraintes résiduelles dansla pièce, qu'il faut être capable d'évaluer pour prédire le comportement en charge de lastructure globale. Par ailleurs, la modélisation du procédé de soudage doit nous donneraccès à des valeurs de résistance de l'assemblage au niveau des joints et à nous renseignersur d'éventuels défauts présents, qu'il est capital de connaître pour prédire les ruptures parfatigue au sein de l'ensemble en service.L'étude des procédés de soudage apparaît actuellement comme un domaine de rechercheà la fois ouvert et complexe, car il demande de mettre en commun des connaissances is-sues de domaines distincts de la physique et de la mécanique. Ainsi, la description d'undes procédés les plus couramment utilisés, le soudage à l'arc, met en jeu des phénomènesphysiques aussi variés que l'étude des plasmas, des interactions magnétiques et hydrody-namiques, la description et la quantiﬁcation des transferts de chaleur, les modiﬁcationsmicrostructurales des matériaux soudés, l'apparition de contraintes résiduelles, ...Face à cette pluralité de connaissances requises, un point de vue clairement déﬁni doitêtre envisagé pour entamer l'étude d'un procédé de soudage. Pour cela, il est nécessaired'eﬀectuer certaines hypothèses simpliﬁcatrices et/ou de concentrer l'étude sur des aspectsprécis. Ces simpliﬁcations sont d'autant plus nécessaires que la tendance actuelle consisteen la mise en ÷uvre de modèles numériques de ces procédés dans le but de reproduirequantitativement l'opération de soudage.
1
0.0 - Notations
Le projet de recherche entrepris au CEMEF et à Transvalor, et dans lequel s'inscrit cetravail de thèse, concerne une technique largement employée dans l'industrie : le soudageMAG (Metal Active Gas) ou GMAW (Gas Metal Arc Welding). Ce procédé est le plus utiliséà l'heure actuelle car il se prête bien à l'automatisation totale au travers d'installationsrobotisées. A plus long terme, l'objectif est de s'intéresser à toutes les techniques de soudagepar fusion (laser, faisceaux d'électrons, ...).Ce projet est issu du besoin de deux groupes industriels, d'acquérir plus de connais-sances sur leur procédé de soudage. Ainsi, Aubert et Duval (groupe Eramet) et Industeel(groupe ArcelorMittal) ont apporté leur concours, en plus de Transvalor, pour ﬁnancer cestravaux (Fig. 1). C'est dans ce cadre que s'inscrit ma thèse au Centre de Mise en Forme desMatériaux (CEMEF) et dont j'expose le travail dans ce manuscrit. L'objectif de la thèseconsiste, en l'établissement et la mise en ÷uvre d'une modélisation prédictive du procédéde soudage par fusion aﬁn d'obtenir une estimation des grandeurs physiques caractérisantle procédé : température, évolutions métallurgiques, contraintes et distorsions résiduelles.
Objectifs de ce travail
Ces travaux de thèse sont les premiers réalisés au CEMEF pour concourir avec Transvalorau développement du logiciel TransWeld destiné à simuler le soudage par fusion (to weld= souder en anglais). Ce logiciel doit répondre aux besoins des industriels, c'est-à-dire êtrecapable de prédire les déformations, les contraintes au cours du procédé et résiduelles ainsique les changements de phase métallurgiques autour des joints de soudage aﬁn de préciserles conditions de soudage et le comportement en service des assemblages. Pour s'adapterà la variété des productions des industriels, l'objectif à terme est de pouvoir simuler ungrand nombre de géométries, ainsi que le soudage multi-passe. Les contraintes liées à lacommercialisation du code et à son utilisation dans l'industrie nécessitent le développe-ment par Transvalor des pré- et post-processeurs, et de fait la robustesse du code est unélément important. En parallèle aux présents travaux le logiciel a été développé égalementpar Christel Pequet et Patrice Lasne chez Transvalor.
Structure de l'exposé
L'objectif général de notre travail nécessite d'être déﬁni plus clairement par la connais-sance des phénomènes physiques prépondérants intervenant lors d'une opération de sou-dage. Ce travail est présenté dans le premier chapitre sous forme d'une étude bibliogra-phique composée de plusieurs parties. Dans un premier temps, nous donnons quelquesinformations générales sur le procédé de soudage MIG/MAG. Puis, nous établissons unétat de l'art de la modélisation du procédé à partir de la bibliographie existante. Cet
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Figure 1  Environnement du projet
état de l'art permet de présenter les diﬀérentes techniques de simulation utilisées pour lamodélisation du procédé.Le deuxième chapitre est consacré à la construction de notre modèle de simulation duprocédé. Il s'appuie sur les conclusions de la revue bibliographique qui nous ont servi àidentiﬁer les points-clés d'une bonne modélisation. Le modèle présenté prend en compte lesphénomènes thermiques, métallurgiques et les aspects mécaniques ainsi que les couplagesentre ces diﬀérents phénomènes. Ce chapitre est décomposé en quatre parties. Dans chacunede ces parties, les modèles sont présentés avec une revue bibliographique plus détaillée avecdes cas d'application ou de validation simples pour apprécier la pertinence de ces modèles.Précisons que, tout au long de ce travail, nous ne considérons que le soudage des aciers.Le troisième chapitre de la thèse a été consacré à l'adaptation de maillages anisotropesbasée sur une carte de métrique. L'adaptation de maillage repose sur une majoration del'erreur d'interpolation permettant de relier l'erreur à la longueur des éléments dans desdirections privilégiées. Il fournit donc à la fois des contraintes en termes de tailles et dedirections de manière à répartir l'erreur sur les éléments.Dans le quatrième chapitre, nous parlerons de la modélisation de l'apport de matière etnous exposons diﬀérentes méthodes numériques. Des essais numériques sont aussi mis enplace aﬁn de pouvoir non seulement mettre en évidence l'apport des méthodes, mais aussi,d'en montrer leurs limites.Le cinquième chapitre est consacré à l'étude et la modélisation de l'écoulement dans la
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zone fondue. Nous présentons le modèle numérique et donnons quelques cas d'application.L'enjeu du dernier chapitre est de valider l'approche proposée dans cette thèse sur desexemples réels. Nous présentons l'étude expérimentale eﬀectuée au CEMEF et la mise en÷uvre des calculs numériques et les comparaisons calcul/mesures.
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1.2 - Introduction
1.1 Introduction
L'étude bibliographique réalisée tout au long de ce travail est exposée en détail danschaque chapitre. Dans cette première partie du manuscrit, on expose les points principauxdans la perspective de répondre aux interrogations inhérentes à tout travail de thèse :introduction du sujet d'étude, déﬁnition du cadre de l'étude, présentation des travauxexistants.Ainsi, dans la première partie, des généralités sur les procédés de soudage seront pré-sentées en orientant rapidement le sujet sur les procédés de soudage par fusion des aciers.Au cours de la seconde section, sont présentés les diﬀérents phénomènes et leurs couplages.Enﬁn, la troisième section est consacrée à une étude bibiliographique de la modélisationdu procédé, tant sur le plan thermique que métallurgique et mécanique.
1.2 Description d'une opération de soudage à l'arc
1.2.1 Présentation - DéﬁnitionLe soudage est une opération d'assemblage où la continuité métallique entre les piècesà assembler est assurée par la fusion globale ou de proche en proche de leurs bords. Onobtient ainsi, après solidiﬁcation, un joint homogène aux caractéristiques plus au moinsproches de celle du métal de base, ou un joint hétérogène dans le cas de métaux diﬀérents.Cette opération peut être assimilée à une opération locale d'élaboration métallurgique et àune opération locale de traitement thermique donnant une structure cristalline dépendantà la fois de la composition chimique élaborée et du traitement thermique. Ainsi réalisée, lasoudure se décompose en plusieurs zones :
Figure 1.1  Cordon de soudure
La zone fondue : (nommée ZF) zone où l'état liquide à été atteint et dans laquelleà été élaborée la composition chimique. La structure métallurgique obtenue aprèssolidiﬁcation, dépend du cycle de refroidissement. On peut distinguer, au sein de cettezone, des gradients de concentration (ségrégation). Il est donc possible d'examiner lacomposition d'une soudure ainsi que les variations de dureté.
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La zone aﬀectée thermiquement : (nommée ZAT) zone se trouvant en bordure dela zone fondue, de largeur variable, ayant été soumise à l'élévation de températuresans être portée à la fusion. Le chauﬀage, la composition chimique et la vitesse derefroidissement de cette zone génèrent des modiﬁcations plus ou moins importantesde la structure métallurgique.
La zone de liaison : cette zone, située à la frontière entre la zone fondue et la zoneaﬀectée thermiquement, correspond à la surface sur laquelle la solidiﬁcation du métalfondu a commencé.
Le métal de base : au delà de la zone aﬀectée thermiquement, l'élévation de températureest insuﬃsante pour engendrer une quelconque transformation structurale. Cette zoneest aussi dite non aﬀectée.Le soudage revêt également un aspect thermique particulier. On peut noter : Les rapides changements de température (élévation de température et refroidisse-ment). Le faible temps de maintien de la température maximale. La localisation du point chaud entraînant un gradient de température importantentre les parties chaudes et les parties froides.
Le cycle thermique résultant est responsable de la structure métallurgique des diﬀérenteszones de la soudure. Selon l'analyse chimique du matériau, un cycle rapide peut conduireà une structure fragile ou au contraire douce et ductile. Le soudage est donc une opérationde métallurgie très complexe au cours de laquelle il faut prendre en compte : Le métal de base choisi en fonction de la pièce à réaliser pour ses particularitésmécaniques, chimiques,... Le triplet métal d'apport, métal de base et gaz de soudage, qui contribue à la com-position chimique de la zone fondue. Le métal d'apport est choisi en fonction de laqualité et des caractéristiques que la soudure devra présenter. L'énergie de soudage qui régit le cycle thermique induisant la structure de la zonefondue et de la zone thermiquement aﬀectée.
1.2.2 Les procédés de soudage à l'arcLe soudage à l'arc est un terme générique au cours duquel un arc électrique est crééentre une électrode et les pièces à assembler aﬁn de conduire à une fusion superﬁcielle età la formation d'un bain de métal fondu qui se solidiﬁe sans action extérieure. Il regroupequatre procédés : Le soudage à l'électrode enrobée : Aﬁn de limiter l'oxydation et la nitrurationdu métal, l'âme métallique de l'électrode est enrobée par un oxydant, un acide, un
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basique ou un cellulosique selon les besoins. Il a pour but de faciliter l'amorçage,de protéger le métal et le cordon contre un refroidissement trop rapide, ainsi que deguider l'arc grâce à un retard à la fusion. Suivant les propriétés recherchées pour lecordon ou le laitier, diﬀérents modèles d'électrode enrobée existent. Le soudage avec ﬁls pleins (GMAW) : L'électrode est composée d'un ﬁl fusiblecontinu, servant de métal d'apport et se dévidant automatiquement sous protectiongazeuse (Ar ou CO2). Le soudage avec une électrode réfractaire : L'électrode non consommable estconstituée d'une pointe de tungstène portée par une torche dotée d'une arrivée an-nulaire d'un gaz protecteur. On nomme aussi cette technique Tungstène Inert Gaz(TIG). Le soudage à arc submergé sous ﬂux solide : Un ﬂux en poudre est versé entalus autour du ﬁl de l'électrode. L'arc jaillissant à l'intérieur du ﬂux est ainsi protégéde l'oxydation et d'un refroidissement trop rapide.
(a) MIG/MAG (b) TIGFigure 1.2  Représentation schématique des procédés MIG/MAG et TIG [1][2]
1.2.2.1 Le soudage MIG/MAGDécouvert au cours de la deuxième guerre mondiale, le développement de ce procédé(nommé aussi Gaz Metal Arc Welding) visait à réduire le coût de soudage des matériauxépais. Il s'est vite imposé dans l'industrie en raison de son eﬃcacité au regard des souduresimportantes au point de devenir, selon le Bureau Canadien de Soudage, le procédé le plusutilisé dans le monde. Les soudeurs ont également mis en évidence son eﬃcacité pour souderl'aluminium grâce à son action nettoyante permettant de produire des soudures de qualité.Enﬁn, comparativement au procédé TIG, déjà employé à l'époque, le procédé GMAW s'estaussi révélé plus rapide, notamment sur les matériaux plus épais. Aujourd'hui, ce procédéde soudage est indispensable dans l'industrie de la fabrication en général.
- 8 -
1.2 - Description d'une opération de soudage à l'arc
Figure 1.3  Représentation schématique du procédé MIG/MAG
La fusion est obtenue grâce à un arc électrique s'établissant entre le ﬁl-électrode, continuet fusible, et le métal de base. Un gaz ou un mélange de gaz provenant d'une source externeassure la protection du bain de fusion contre la contamination atmosphérique durant lesoudage. La chaleur que dégage l'arc provoque la fusion de l'extrémité du ﬁl-électrode et dumétal de base. Diﬀérentes formes de gouttelettes de métal fondu, projetées du ﬁl-électrodevers le bain de fusion où elles se solidiﬁent, produisent la soudure désirée. Le ﬁl-électrode,généralement de petit diamètre, est continuellement amené à l'arc de soudage, par unmécanisme de dévidage, où il fond sous l'eﬀet de la chaleur qui y est générée.Selon la nature du gaz de protection employé, le procédé GMAW se divise en deuxcatégories et est désigné par un acronyme spéciﬁque. Ainsi, on distingue : Le procédé MAG (Metal Active Gas) qui utilise un gaz actif. Il peut s'agir de gazcarbonique (CO2), d'un mélange d'argon et de gaz carbonique (Ar   CO2) ou d'unmélange d'argon et d'oxygène (Ar  O2). Le procédé MIG (Metal inert gas) qui emploie un gaz inerte, à savoir de l'argon (Ar),de l'hélium (He) ou un mélange d'argon et d'hélium (Ar  He).
1.2.2.2 L'arc électriqueLes procédés de soudage à l'arc utilisent comme moyen de chauﬀage l'énergie d'un arcélectrique que l'on crée entre une électrode et les pièces à assembler.
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CompositionDans un milieu gazeux, entre deux électrodes (une anode reliée au pôle positif d'unesource de courant et une cathode connectée au pôle négatif) portées à un potentiel conve-nable, il est possible d'amorcer et de maintenir un arc électrique. En frottant les électrodesentre elles et sous l'eﬀet de la diﬀérence de potentiel, des électrons jaillissent de la cathodeet sont attirés vers l'anode. Ces électrons s'accélèrent sous l'action du champ, et ionisentles atomes du gaz environnant, le rendant ainsi conducteur. En écartant l'électrode dequelques millimètres, le processus s'entretient en créant une réaction en chaîne et crée unarc continu. L'arc se compose de trois zones : La tache cathodique qui reçoit les ions positifs et qui est émettrice d'électrons. Il enrésulte une brusque variation de potentiel à proximité de la cathode. La tache anodique qui est soumise au bombardement électronique. La variation depotentiel est là aussi très brusque. La colonne d'arc, dite aussi colonne de plasma, qui relie les deux taches en formantun conducteur gazeux. Dans cette partie de l'arc, la chute de tension est faible etlinéaire.
Transfert du métalLe soudage à l'arc de type MIG/MAG étant toujours alimenté en courant continu avecpolarité inverse, l'électrode fusible est reliée au pôle positif. Le ﬁl est alors soumis au ﬂuxd'électrons, ce qui favorise la fusion. Le choix de la polarité inverse s'explique par une plusgrande stabilité de l'arc. En eﬀet, dans le cas d'une polarisation directe, les gouttes demétal sont plus grosses et se détachent moins facilement, ce qui conduit à l'obtention d'uncordon bombé. A partir de ce type d'alimentation, le transfert de métal dans l'arc peuts'eﬀectuer de plusieurs façons dépendant de la nature du gaz de protection, de la tensionet de l'intensité de l'arc. On dénombre trois modes de transfert de base (Fig.1.4) :Le transfert par court circuit : Obtenu pour de faibles énergies d'arc (< 200 A et 14 à20 V ), il se caractérise par la formation d'une goutte en bout de ﬁl venant en contactavec le bain liquide. Le courant augmente alors rapidement, faisant apparaître unpincement facilitant le détachement de la goutte. Ce phénomène se répète à desfréquences de 50 à 200 Hz. Cette technique permet de souder de faibles épaisseursgrâce à une grande maîtrise du bain de fusion mais conduit à un arc court et instableet à des projections de métal sur les pièces soudées.Le transfert par pulvérisation axiale : Dans le cas des grandes énergies (> à 30 V età 250 A), l'extrémité du ﬁl présente un cône allongé. Le transfert se produit sousforme de ﬁnes gouttelettes dont le diamètre est inférieur à celui du ﬁl et qui sontprojetées à grande vitesse sur la pièce. Ce mode autorise une grande profondeur de
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pénétration et des volumes de métal déposé importants.Le transfert globulaire : Compris entre les deux modes précédents, il se caractérise parune croissance lente des gouttes. L'intensité n'étant pas suﬃsante pour expulser lagoutte, celle ci va grossir jusqu'à tomber sous son propre poids. La goutte suit alorsune trajectoire aléatoire qui n'est pas toujours dans l'axe de l'arc. Ce mode, instable,conduit à de faibles profondeurs de pénétration et à de nombreuses projections.
(a) Court circuit (b) Globulaire (c) PulvérisationFigure 1.4  Modes de transfert du métal [2]
1.3 Les phénomènes physiques impliqués
Le soudage des aciers fait intervenir de nombreux phénomènes physiques, de l'ordre dela thermique (chauﬀage et refroidissement du matériau), de la métallurgie (solidiﬁcation ettransformations de phases du matériau), de la mécanique des ﬂuides (fusion du matériau)et de la mécanique des solides (apparition de contraintes et déformations résiduelles) [3, 4].Ces diﬀérents phénomènes interagissent les uns avec les autres au travers de couplages fortset faibles, tels qu'indiqués à la ﬁgure 1.5, et que l'on explicite ci-dessous.Couplages thermomécaniques : Dilatation thermique : les ﬂux de chaleur, à l'intérieur de la pièce soudée, induisentdes variations locales de température, lesquelles peuvent avoir un eﬀet sur le com-portement mécanique des matériaux et provoquent des dilatations thermiques diﬀé-rentielles engendrant des contraintes internes (Fig. 1.7) et des distorsions résiduelles(Fig. 1.6).
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Figure 1.5  Phénomènes physiques impliqués et leurs couplages [3] : ! couplage fort et
99K couplage faible
(a) retrait transversal (b) eﬀet de pliage
(c) eﬀet de pliage (d) eﬀet de cintrageFigure 1.6  Diﬀérents modes élémentaires de distorsions
 Dissipation mécanique : la déformation plastique est source de dissipation d'éner-gie sous forme de chaleur, pouvant être prise en compte dans le calcul thermique.
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(a) Plaques soudées
(b) Distribution de température
(c) Proﬁls de contrainteFigure 1.7  Répartitions des températures et contraintes lors d'un soudage bout à bout
Toutefois, Karlsson [5] a montré que l'échauﬀement dû aux déformations plastiquesdans les procédés de soudage avec fusion est négligeable, car les vitesses de défor-mations restent faibles.
Couplages thermométallurgiques :Histoire thermique. La microstructure d'un matériau dépend de son histoire thermique :l'évolution de la température induit des transformations de phase et donc la natureet la quantité des diﬀérentes phases présentes à la ﬁn du procédé.
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 Chaleurs latentes et propriétés thermophysiques des phases : les réactions métal-lurgiques s'accompagnent de libération ou absorption de chaleurs latentes qui mo-diﬁent les distributions de température (réactions endothermiques au chauﬀage etexothermique au refroidissement). D'autre part, les diﬀérentes phases formées pos-sèdent des propriétés thermophysiques qui leurs sont propres, et qu'il faut prendreen compte pour déterminer la thermique du matériau à l'échelle macroscopique.
Couplages Mécanique/Métallurgie : Eﬀet des contraintes sur les transformations : l'état de contrainte aﬀecte la ciné-tique des changements de phases. Les contraintes peuvent ralentir ou accélérer lestransformations en venant faciliter ou s'opposer aux modiﬁcations d'arrangementscristallins. Plasticité de transformation et propriétés mécaniques des phases : lors d'un change-ment de phase, les diﬀérentes phases formées ont des caractéristiques mécaniquesqui leurs sont propres. Plus précisément, les caractéristiques élastiques (moduled'Young et coeﬃcient de Poisson) sont peu aﬀectées alors que les caractéristiques deplasticité (limite d'élasticité et module d'écrouissage) le sont fortement. Cette inter-action mécanique/métallurgie modiﬁe considérablement l'évolution des contrainteslors du soudage. De plus, les changements des arrangements cristallographiques,consécutifs aux changements de phases, induisent des changements de volume etdonc des contraintes internes. Localement, le niveau de ces contraintes internespeut dépasser la limite d'élasticité et conduire à une plastiﬁcation engendrant desdéformations résiduelles, même en l'absence de sollicitation mécanique extérieure.Ces microdéformations résiduelles provoquent une déformation à l'échelle macro-scopique appelée plasticité de transformation.
Couplages thermohydrauliques : Modiﬁcations de l'écoulement dans le bain fondu par la thermique. Le procédéde soudage induit un gradient thermique important : le bain de métal fondu estle siège d'une variation de température qui s'échelonne entre la température defusion (sur les bords du bain) et la température de vaporisation (au centre du pointd'impact de l'arc électrique) du matériau. Ce fort gradient thermique provoque desmodiﬁcations de tension superﬁcielle du bain fondu, ce qui crée des courants deMarangoni et donc modiﬁe l'écoulement à l'intérieur du bain fondu. On peut noteraussi que la tension superﬁcielle dépend de la concentration en solutés ; un gradientde concentration au sein du liquide peut donc également contribuer à la formationde courants de Marangoni. L'écoulement est aussi inﬂuencé par les courants deconvection naturelle qui se forment sous le fait des gradients thermiques. Il fautremarquer ici que la thermique n'est pas seule à modiﬁer l'écoulement dans le
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Figure 1.8  Les diﬀérents courants du bain de fusion [6]
bain fondu. Le bain fondu est soumis à plusieurs forces, volumiques ou surfaciques,présentées à la ﬁgure 1.8, et énumérées ci-dessous [7] [8] : La gravité : elle intervient lors de soudures en position verticale ou lors deréalisations à pénétration débouchante. Les risques d'eﬀondrement de bain sontfonction du volume de métal fondu et des forces de tension interfaciales en surfacedu métal fondu. La pression d'arc : elle favorise la pénétration en diminuant l'épaisseur du ﬁlmliquide. Le cisaillement aérodynamique : il provient du passage du gaz de protectionà la surface du bain. Il crée des courants centrifuges qui tendent à élargir le bainet à le rendre plus mouillant. Néanmoins ces eﬀets sont négligeables. Les forces de Lorentz : le champ magnétique induit par l'arc électrique estsource de forces de Lorentz [7]. Les courants résultants peuvent être importants,modiﬁant fortement la zone fondue obtenue. Leur vitesse dépend de l'intensitédu champ magnétique et donc de l'intensité de l'arc électrique, laquelle dépendde la hauteur d'arc et de la géométrie des électrodes.
 Convection : La convection naturelle, dans le bain de fusion, crée des ﬂux dechaleur qui modiﬁent le champ de température.
Couplages Mécanique des solides/Mécanique des ﬂuides : Modiﬁcation de l'écoulement par la déformation de la structure : la déformationde la structure conduit à un changement de géométrie du bain et modiﬁe doncl'écoulement dans le bain. Cette interaction ﬂuide-structure est négligeable dans la
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pratique. Déformation de la structure sous la pression du ﬂuide : de manière rigoureuse, lapression du ﬂuide modiﬁe localement le champ de contrainte dans la structure.Dans la pratique, cet eﬀet est négligeable et peut être ignoré.
Couplages Mécanique des ﬂuides/Métallurgie : Mélange des composants du matériau : l'écoulement dans le bain de fusion favorisele mélange des composants du matériau. Macroségrégation : l'écoulement dans le bain de fusion est fortement aﬀecté par latension de surface elle-même dépendante de la composition chimique locale [7].
1.4 Modélisation numérique du soudage
La modélisation des procédés de soudage nécessite l'étude de phénomènes physiquesintervenant à diﬀérentes échelles : Échelle macroscopique ou échelle de la pièce : étude de l'histoire thermomécaniqueet détermination des contraintes et distortions résiduelles. Échelle mésoscopique ou échelle du bain liquide : étude des interactions intervenantdirectement sous l'arc (plasma, forme du bain liquide) Échelle microscopique ou échelle du grain : étude de la structure microscopique ducordon. Cette étude sous-entend la compréhension des phénomènes liés à la solidiﬁca-tion rapide d'un matériau tels la germination et la croissance de grains dendritiquesou eutectiques ainsi que certains changements de phase à l'état solide.
La majorité de ces phénomènes, observés à diﬀérentes échelles, ont été étudiés séparé-ment. Du point de vue macroscopique, citons les articles [9][10][11][12][3][4], qui présententune revue bibliographique sur la modélisation du soudage pour la prévision des contrainteset distortions résiduelles. Les modèles les plus récents tiennent compte des phénomènes mé-caniques complexes de plasticité de transformation. La ﬁabilité des résultats reste malgrétout limitée par la connaissance des lois de comportement du matériau. L'évaluation de laforme du bain liquide lors du soudage a fait l'objet de nombreuse études [7] [13] [14] [15][8] [16] [17]. Étant donnés les forts mouvements de convection dans le bain liquide (dûs auxforces thermocapillaires), il est nécessaire de résoudre, outre un problème de changement dephase dans la pièce, un problème d'hydrodynamique dans le liquide ainsi qu'un problèmede surface libre instationnaire.Remarquons, pour clore ce bref aperçu et avant de détailler ces diﬀérentes approches,qu'il n'existe pas pour l'instant de modèle unique permettant de prendre en compte tousces phénomènes simultanément. En outre, la puissance de calcul actuelle ne permet pas de
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coupler tous les phénomènes et de simuler toutes les échelles. Taylor et al [18] expliquent quela simulation numérique du soudage peut avoir lieu en deux étapes. Ainsi en premier lieu,on modélise le bain fondu en prenant en compte les diﬀérents phénomènes thermohydrau-liques aﬁn de déterminer la forme du bain et de la ZAT. En second lieu, une approche detype mécanique des solides est adoptée en modélisant le comportement thermomécaniqueglobal de la structure soudée, en prêtant une attention particulière à la source de chaleur.Diﬀérents modèles d'apport de chaleur sont proposés dans la littérature (cf. 1.4.3, [19]). Laprécision de chaque modèle nécessite souvent un recalage sur des données théoriques ouexpérimentales.
1.4.1 Simulation thermo-métallo-hydrauliqueLa simulation du comportement du bain de fusion de soudage (de type HFF, pour heatand fuid ﬂow) a fait l'objet de nombreux travaux de recherche [13][14][8][16][18][15][20]. Ladescription physique du bain fondu fait appel aux disciplines que sont la mécanique desﬂuides, les transferts thermiques et l'éléctromagnétisme.L'interaction de la convection naturelle, de la tension de surface (Marangoni) et desforces électromagnétiques (de Lorentz) peut produire des écoulements complexes qui peuventêtre turbulents (Reynolds=10-10000). L'importance relative des forces ci-dessus inﬂuencela forme de la zone de fusion (ZF) et de la ZAT. En particulier, ces écoulements peuventêtre aﬀectés par les propriétés dépendantes de la température, particulièrement le coeﬃ-cient de variation avec la température de la tension superﬁcielle qui déﬁnit l'intensité et ladirection des forces de Marangoni (cf. ﬁgure 1.9). Ces eﬀets ont été étudiés par plusieursauteurs pour diﬀérents procédés et matériaux [7][13]. Dans plusieurs cas, l'écoulement dansla zone fondue peut être turbulent. Pour prendre en compte ces eﬀets lors de la modéli-sation, les auteurs augmentent la viscosité et la conductivité thermique [21]. Ou bien plusrécemment, DebRoy et ses collègues ont employé le modèle k    aﬁn de modéliser l'écou-lement turbulent dans le bain fondu [22]. La prise en compte de ces forces d'entraînementpermet d'estimer de manière plus précise les formes de la ZF et de la ZAT [22].
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Figure 1.9  Exemple de simulation HFF : distributions de la température et des vecteursvitesse dans le bain ﬂuide sous l'action des forces de Marangoni [8]
Les équations gouvernant le comportement thermo-mécanique du milieu continu encours de transformation solide-liquide sont les équations de conservation de la masse, de laquantité de mouvement, et de l'énergie :8>>>>>>>>>>><>>>>>>>>>>>:
cp@T@t + v  rT = r  (rT ) +Qv + Sv si x 2 
@v@t + (rv)v = r   pI+ rv + (rv)T+ Fv si x 2 
r  v = 0 si x 2 

Conditions aux limites8<: vitesses imposées si x 2  vTﬁ = @vn@ﬁ + @vﬁ@n  = @ﬀ@TrﬁT si x 2  l
(1.1)
avec Sv =  L@gl@t où L représente la chaleur latente de fusion, ﬀ la tension de surface et  laviscosité dynamique. L'équation usuelle de Navier-Stokes, fait apparaître le terme des forcesvolumiques Fv qui regroupe les forces de gravité (avec l'approximation de Boussinesq), lesforces électromagnétiques de Lorentz et les forces d'interaction entre le liquide et le solide.Ces équations sont résolues le plus souvent dans le cadre d'une formulation eulérienneà domaine ﬁxe. Certains auteurs [23] utilisent une formulation VOF (Volume of ﬂuid) pourmodéliser les mouvements de la surface libre.Dans le chapitre 5 nous présentons une application simple du logiciel TransWeld pourla modélisation du bain de fusion. Ce modèle ne prend pas en compte les forces électroma-gnétiques de Lorentz et suppose que la surface libre reste plane.
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1.4.2 Simulation thermo-métallo-mécaniqueDes articles récents [3][4], font le point sur la modélisation thermo-métallo-mécaniquedu soudage (TMM). Ils montrent l'intérêt de la simulation numérique pour la prédiction desla genèse des contraintes et distorsions, et des microstructures dans le cordon. Les articlesconcluent à l'intérêt de la simulation numérique dans le cadre d'une démarche exploratoirerelative à l'établissement de la soudabilité d'un assemblage.Le prévision des eﬀets d'une opération de soudage, sur l'assemblage, en terme de micro-structure, de déformations et contraintes résiduelles implique donc la modélisation de cesdiﬀérents phénomènes et de leurs couplages. Grâce au développement des outils informa-tiques, et en raison des fortes non linéarités, la majorité des modèles sont mis en oeuvre dansdes codes de calculs par éléments ﬁnis généralistes (calcul de structures comme Abaqus,Ansys, ..) ou spécialisés (Sysweld, WeldSim,..) (voir ﬁgure 1.10 ).
(a) Température (b) Distorsions résiduelles (c) Contraintes résiduellesFigure 1.10  Exemple de simulation de soudage de jante de moto avec Sysweld :http ://www.esi-group.com/products/welding/sysweld
Un des premiers modèles élément ﬁnis de simulation du soudage a été développé parFriedman [9]. Il permet de calculer les températures, les contraintes et les déformationspendant le soudage. Murthy et al [10] proposent une méthodologie détaillée pour l'analysedes contraintes résiduelles dues au soudage. Les auteurs mettent également en évidence cer-taines limitations de quelques codes EF commerciaux, en particulier des soucis thermiquesdûs aux transformations de phase et mécaniques liés à la plasticité de transformation.Le problème mécanique à résoudre est résumé par les équations suivantes :8>>>>>>><>>>>>>>:
@H@t = r  (rT ) +Qv si x 2 
r  ﬀ + Fv = 0 si x 2 
Conditions aux limites( vitesses imposées si x 2  vcontact si x 2  cLoi de comportement ﬀ = g(; _"; :::)
(1.2)
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où ﬀ représente le tenseur des contraintes de Cauchy, Fv les forces volumiques,  le tenseurde déformation et _" est le tenseur des taux de déformation.Dans @H@t , le terme convectif v  rH n'est pas pris en compte. Cette hypothèse estgénéralement admise dans la littérature [11], au égard aux très faibles vitesses dans lesolide et au fait que les écoulements en zone fondue sont ignorés (mais modélisés). Laconstruction et la pertinence du modèle thermique reposent principalement sur la naturede ses conditions aux limites (type de source de chaleur).
1.4.3 Modélisation de la source de chaleurPour modéliser l'apport de chaleur du procédé de soudage, deux méthodes sont envi-sageables [24] : Imposition de la température dans le bain de fusion. Cette approche est simple d'em-ploi (la connaissance de la forme de la zone fondue suﬃt) et permet d'obtenir unecorrélation raisonnable entre l'expérience et le modèle. Cependant, elle sous-estimela quantité d'énergie apportée par le procédé. L'utilisation de cette technique estgénéralement déconseillée [24][11]. Imposition d'un ﬂux de chaleur, qui peut être volumique ou surfacique. Ce ﬂux estdéterminé par la puissance de soudage apportée à l'assemblage, soit la puissancede soudage nominale multipliée par le rendement du procédé qu'il faut ajuster. Ladistribution de ce ﬂux est sensiblement liée au procédé de soudage utilisé.
Il convient tout abord de rappeler que l'apport de chaleur est fortement dépendantdu procédé de soudage considéré. Dans le cas du soudage à l'arc, (TIG, MIG/MAG, ..),l'énergie provenant de l'arc est déposée essentiellement en surface. L'apport de chaleurrésulte des interactions éléctromagno-thermo-ﬂuides couplées du plasma de couverture.Ce plasma de couverture peut être modélisé comme une source de chaleur surfacique.Toutefois, une source de chaleur volumique est plus adaptée lorsqu'on veut englober dansla formulation de l'apport de chaleur la contribution énergétique des phénomènes qui ontlieu dans le bain fondu. Dans les tableaux ci-dessous nous présentons quelques modélisationsclassiques adoptées pour la source de chaleur [19]. Nous écrivons les expressions dans lerepère lié à la source.
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(a) gaussienne (b) Goldak
Figure 1.11  Diﬀérentes formes de sources de chaleur
La modélisation de l'apport de chaleur en soudage s'appuie sur des modèles analytiques[19]. Une façon simple de représenter le ﬂux surfacique est de choisir une densité de ﬂuxconstante qimp(x; y) = cste sur un disque de rayon R0. Dans ce cas, on a qimp(x; y) =Qm = cste = UIR20 , où U est la tension, I l'intensité et  le rendement.Des auteurs ont proposé des distributions de type gaussienne de rayon inﬁni :
qimp(r) = UI2ﬀ2 exp  r22ﬀ2 (1.3)où ﬀ est l'écart type de la gaussienne (m) et r est la distance radiale (m).L'expression(1.3) concerne une répartition gaussienne inﬁnie. En pratique, on ﬁxe sou-vent un rayon limite R0 de la tache caloriﬁque, tel que ce rayon limite déﬁnisse un cercleﬁni d'existence du ﬂux thermique. Ce rayon est conventionnellement ﬁxé de telle sorte quele ﬂux q(R0) soit égal à 5% du ﬂux maximal situé au centre de la source. On obtient ainsi,l'expression courante dans la littérature (Fig.1.11(a)) :
qimp(r) = 3UIR20 exp 3 r
2R20 (1.4)
Par la suite, Goldak [19] propose pour le soudage à l'arc avec apport de matière (MIG,MAG, TIG), une source volumique en forme de deux ellipsoïdes (Fig.1.11(b)). Celle-cipermet de tenir compte de la diﬀérence d'apport de chaleur devant et derrière l'électrode.Cette source est décrite par les relations suivantes :8>>>>><>>>>>:
Qv(xs; ys; zs) = 6p3Qfiabcip exp
  xsci
2 + ysa 2 + zsb 2
!
ff + fr = 2Q = UI
(1.5)
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où i = f si xs  0 ou i = r xs  0 et xs; ys; zs sont les coordonnées du point considérédans le repère mobile lié à la source de chaleur.La détermination des paramètres intervenant dans les modèles de source décrits ci-dessus n'est pas aisée et nécessite toujours un recalage sur des données expérimentales(mesures de température ou relevé de la zone fondue). Lorsque des relevés de la zonefondue (macrographies) sont disponibles, la profondeur de pénétration et la largeur debain peuvent être utilisées pour ﬁxer les coeﬃcients des modèles de source. Cependant, ilfaut garder à l'esprit la diﬃculté d'une mesure correcte de la température en raison desforts gradients thermiques engendrés et de la faible étendue de la zone aﬀectée.Par ailleurs, il est bien connu que les écoulements du ﬂuide peuvent de manière signiﬁ-cative aﬀecter le champ thermique et la forme du bain ﬂuide. Pour prendre en compte cesphénomènes dans une modélisation thermomécanique à l'état solide, une solution usuelleconsiste à attribuer une conductivité ad hoc () (anisotrope ou augmentée par un facteurf = =l, où l la conductivité du métal liquide) dans la zone où la température est plusélevée que la température du liquidus [24].
1.4.3.1 Source de chaleur volumiqueDans le cas du soudage MIG/MAG, les gouttelettes transférées de l'électrode vers le bainde fusion sont fortement surchauﬀées. Une proportion signiﬁcative de la chaleur transféréependant le procédé est assurée par les gouttelettes de métal. La déﬁnition d'une sourcede chaleur volumique, notée Qv, avec une distribution cylindrique uniforme, (Fig. 1.12),représentant l'apport d'énergie de la goutte est généralement considérée [25].La puissance apportée par les gouttes au bain de fusion est donnée par [25] :
Qd = wr2wvwcp;l(Td   Tl)
où rw est le rayon du ﬁl d'apport, vw la vitesse de dévidage. w densité du métal d'apport,cp;l est la capacité caloriﬁque du métal liquide, Td la température des gouttes, supposéeégale à 2673 K (température de vaporisation qui limite la température maximale) et Tl latempérature du liquidus. En supposant que la puissance Qd est distribuée dans un cylindrede rayon Rv = fdrd et de hauteur d, le ﬂux volumique Qv, est calculé comme suit :
Qv = Qdf2d r2ddPour calculer le ﬂux de chaleur volumique Qv, il est nécessaire de connaître la hauteurd et le rayon des gouttes rd. La hauteur d de la source est donnée par la relation suivante :
d = hv   xv + fdrd
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où hv est la hauteur de la cavité due à l'impact de la goutte (position à laquelle la gouttelettelibère sa quantité de chaleur), xv est la distance parcourue par la base de la cavité entreles arrivées successives de deux gouttelettes (hauteur due au remplissage) et fd un facteurgénéralement pris égal à 2 [26]. Les valeurs des variables hv et xv sont déterminées commesuit [25] :
hv =
0@  2ﬀRvg +
s 2ﬀRvg
2 + Rvv2d6g
1A
xv = hv + 2ﬀRvg
1  cosr ghv 1f

où ﬀ est la tension de surface, g la gravité, vd vitesse des gouttes et f la fréquence detransfert des gouttes.Rhee [27] et Jones [28] ont constaté que la fréquence de transfert des gouttes f estfortement aﬀectée par la valeur du courant. Par interpolation et lissage de données expé-rimentales ils proposent l'expression suivante de la fréquence :
f =  243:441 + expI   291:0866:06437 + 323:506  0:874I + 0:0025I2où I est l'intensité de soudage. Connaissant la fréquence de transfert de goutte, et ensupposant que les gouttes sont sphériques, le rayon des gouttes est donné par :
rd = 3s3r2wvw4f
Figure 1.12  Schéma illustrant la source de chaleur volumique [25]
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En conclusion, on voit que ce modèle permet de déﬁnir complètement la source volu-mique associée à la chute des gouttes à partir des paramètres de soudage et de quelqueshypothèses. Nous utilisons ce modèle dans les chapitres 4 et 6.
1.4.3.2 RendementLa puissance délivrée par le générateur de soudage alimente le plasma d'arc ainsi quel'électrode de soudage. Une partie de cette énergie est perdue dans l'atmosphère ambianteet le reste est transféré à l'assemblage. Ainsi le rendement est déﬁni dans la littératurecomme le rapport de la puissance transférée dans la pièce _Wp à la puissance de soudagedélivrée par le générateur.  = _WpUIDupont et al [29] estiment que le rendement du procédé ne varie pas de façon signiﬁca-tive en fonction du courant de soudage pour chaque procédé. Pour le soudage TIG, il estde 0:67 0:05 et pour le soudage MAG, il est de 0:84 0:04. On observe que la longueurd'arc intervient de façon signiﬁcative dans le rendement du procédé. Le tableau 1.1 indiquedes valeurs usuellement admises. Christensen Rykalin TsaiSoudage MIG/MAG 0.66-0.70 0.65-0.85 0.80-0.90Soudage TIG 0.22-0.48 0.20-0.75 Soudage à l'arc sub-mergé SMAW 0.66-0.85 0.65-0.85 0.55-0.90
Tableau 1.1  Rendement thermique de diﬀérents procédés de soudage d'après [30]
1.5 Mise en ÷uvre numérique
Nous avons vu dans la première partie de notre travail, que pour simuler le procédé desoudage et en étudier les conséquences au niveau d'une structure, il nous faut quantiﬁerles états thermique, métallurgique et mécanique de cette structure, tout en prenant encompte les interactions qui les lient. La méthode la plus directe est de réaliser une analysethermo-métallurgique-mécanique fortement couplée où toutes les équations du modèle sontrésolues simultanément. Cette méthode, bien que directe, reste toutefois peu employée etil est plus courant d'eﬀectuer successivement trois analyses, thermique, métallurgique puismécanique, qui s'avèrent être plus souples à mettre en ÷uvre et moins gourmandes enressources informatiques. Pour notre étude, nous reprenons la même démarche.Dans le cas d'une analyse transitoire tridimensionnelle, les gradients thermiques etde microstructure dans le cas de transformations de phases, très intenses au voisinage
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immédiat de la source de chaleur doivent être représentés ﬁnement. Cette source de chaleurétant mobile, cela conduit à des maillages tridimensionnels extrêmement denses. L'une desdiﬃcultés rencontrée est alors de concilier un maillage qui soit suﬃsamment ﬁn autour dela source de chaleur, avec des temps de calcul qui restent du domaine du raisonnable dansun contexte industriel.Plusieurs méthodes sont utilisées pour réduire les temps de calcul, comme : L'adaptation de maillage La simulation quasi-stationnaire La simulation bidimensionnelle La simulation avec l'approche locale-globale
Adaptation de maillage :Une méthode parfois utilisée pour palier les temps de calcul prohibitifs est la techniquedu maillage adaptatif [31], qui consiste à raﬃner le maillage autour de la source aufur et à mesure de l'avancée de celle-ci, et à déraﬃner le maillage après son passage(Fig. 1.13). Alors se pose un problème au niveau mécanique, lorsque le maillage estdéplacé, de la projection de l'état de contrainte résiduel sur le maillage grossier, cequi entraîne une certaine perte d'information. Runnemalm et al [32] améliorèrent laméthode en créant un maillage adaptatif automatique avec un estimateur d'erreurde type Z2 (Zienkiewicz et Zhu [33]) basé sur le calcul des gradients thermiques maisaussi des gradients de contraintes (Fig. 1.14).En l'absence d'une telle technique, les principaux inconvénients du calcul transitoirecomplet, bien qu'il s'agisse de la simulation la plus réaliste, sont les temps de calculet les capacités mémoire trop importants, essentiellement si on considère le calculmécanique.Résolution en quasi-stationnaire :La résolution en quasi-stationnaire présente l'avantage d'être rapide, tout en conser-vant un maillage tridimensionnel avec une forte densité autour de la source. Aucunediscrétisation temporelle n'est eﬀectuée, le problème étant indépendant du temps. Cetype de modélisation est souvent utilisé aﬁn d'ajuster la modélisation de la sourcede chaleur de façon rapide. Il est en eﬀet fréquent d'eﬀectuer plusieurs calculs enajustant la source de chaleur de façon à caler les résultats numériques sur des résul-tats expérimentaux (mesures de températures ou macrographie de la zone fondue),en vue d'une analyse mécanique avale transitoire. Par conséquent, le calcul quasi-stationnaire permet de caler un modèle de source, qui est ensuite réinjecté dans unesimulation transitoire tridimensionnelle. Il est également possible de compléter unesimulation quasi-stationnaire par une analyse transitoire aﬁn d'étudier les eﬀets debord [4].
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Figure 1.13  Simulation du soudage d'une plaque en L avec raﬃnement et déraﬃnementde maillage [34]
Figure 1.14  Simulation du soudage d'une plaque avec maillage adaptatif, (a) adaptationthermique, (b) adaptation sur la thermique et les contraintes. [32]
Résolution bi-dimensionnelle :Les simulations numériques transitoires tridimensionnelles étant coûteuses en res-sources informatiques, des simulations bi-dimensionnelles sont parfois adoptées. Cefût notamment beaucoup le cas lors de l'émergence de la simulation du soudage dansles années 1970 et 1980 [9][10].Dans la majorité des cas, les simulations 2D considèrent une section transverse, per-pendiculaire à l'avancée de la torche de soudage. Le problème 2D est ainsi traité enconsidérant une longueur unité dans la direction de soudage [11]. L'apport de chaleurest appliqué sur le maillage 2D en fonction du temps, de façon à reproduire l'approche
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et l'éloignement de la source. Ce type de modélisation ne permet pas de représenterle ﬂux de chaleur dans la direction longitudinale, et il est en général très diﬃcile dereproduire une évolution réaliste des températures dans ces conditions. D'un pointde vue mécanique, les simulations 2D adoptent l'hypothèse de déformations planes,voire de déformations planes généralisées [4]. Ces simulations bidimensionnelles per-mettent parfois de bien retrouver les contraintes transverses dans le plan modélisé,mais surestiment en général la contrainte dans le sens de soudage. En outre, les simu-lations 2D ne permettent pas de représenter correctement les déformations du jointsoudé.Les simulations bidimensionnelles, malgré leurs défauts, on permis de dégager un cer-tain nombre de conclusions, et demeurent fréquentes, notamment pour les simulationsde soudage multipasse.Approche locale-globale :Une autre façon de contourner le problème des trop grands temps de calcul pourla simulation 3D transitoire mécanique, est de traiter le problème à deux échelles,en tenant compte des dimensions respectives de la ZAT et de celle de la structuresoudée dans son ensemble : c'est le principe des méthodes locales-globales [35] (Fig.1.15). Dans ce type de méthode on suppose que les déformations plastiques (et éven-
Figure 1.15  Approche locale globale. Déﬁnition d'un macroélément ][35] [4]
tuellement la microstructure métallurgique) localement induites par une opérationde soudage ne dépendent que des conditions thermiques et mécaniques locales. Il estalors possible de les évaluer en utilisant un modèle 3D (ou 2D) local. Les déformations
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plastiques calculées sont alors injectées, comme des déformations initiales, dans unmodèle global de la structure, beaucoup moins ﬁn dans la zone soudée que le modèlelocal, aﬁn de déterminer les distorsions résiduelles par une simple analyse élastique.Cette approche locale-globale peut être utilisée pour étudier les conditions de stabilitéde l'assemblage réalisé. En outre, dans une optique de conception, cette approchepeut être utilisée pour déterminer des séquences de soudage et des conditions debridage optimales. Cependant, cette méthode pose des diﬃcultés pour la déﬁnitiondes conditions aux limites du modèle local.
1.6 Conclusions
Ce premier chapitre du manuscrit correspond à une introduction générale relative authème de la modélisation et de la simulation du procédé de soudage par fusion. Le procédéainsi que les phénomènes physiques mis en jeu ont été décrits ; mais, pour plus d'informa-tions, il est conseillé de consulter les articles suivants : [11][12][36][3][4]. Un état de l'artdes diﬀérentes modélisations du soudage a été réalisé en mettant en évidence un certainnombre de diﬃcultés à résoudre pour bâtir une modélisation correcte. En l'occurrence, lesprincipaux point-clés sont les suivants :1. Description de la source de chaleur et zone fondue : La zone fondue est lesiège de courants convectifs rapides, qu'il est nécessaire de prendre en compte ou demodéliser au moyen d'une source de chaleur. Ainsi une description convenable de lasource de chaleur est indispensable pour une modélisation pertinente et prédictivedu procédé.2. Aspects thermiques : La construction du modèle thermique doit prendre en comptela dépendance des propriétés thermiques en fonction de la température, les chaleurslatentes de fusion/solidiﬁcation et les enthalpies de transformations métallurgiques.En outre, le soudage engendre des gradients thermiques extrêmement élevés à proxi-mité de la source de chaleur, ce qui exige un maillage éléments ﬁnis très dense.3. Aspects métallurgiques : La construction du modèle métallurgique doit prendreen compte les transformations de phases au chauﬀage et au refroidissement.4. Aspects mécaniques : La construction d'un modèle mécanique doit prendre encompte la dépendance des propriétés en fonction de la température pour chaquephase et les couplages prépondérants (comme les variations de volume et la plasticitéde transformation).5. Lois de comportement : pendant le soudage le matériau balaie un large domainede température, de la température ambiante à une température au delà de point defusion, induisant un changement signiﬁcatif de ses propriétés physiques. La détermi-
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nation de celles-ci, généralement inconnues à haute température, est donc un enjeuimportant.6. Couplage entre les aspects thermiques, métallurgiques et mécaniques : Laconstruction d'un modèle doit prendre en compte les couplages prépondérants.
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2.1 Introduction
Le but de ce chapitre est la construction d'un modèle prédictif du procédé de soudagepar fusion dont l'objectif ﬁnal est de fournir l'état mécanique résiduel de l'assemblagesoudé à partir de la connaissance d'un certain nombre de données (géométrie d'assemblage,paramètres du soudage, propriétés thermomécaniques et métallurgiques de l'acier soudé,..). Ce modèle s'appuie sur les conclusions de l'état de l'art de la littérature qui nous ontservi à identiﬁer les points-clés d'une bonne modélisation. Le modèle doit être capable dedécrire correctement : les apports et les transferts de chaleur lors du soudage ; les évolutions métallurgiques induites par les fortes variations de température ; le comportement du matériau aussi bien dans la zone fondue où le métal est li-quide que dans les zones les plus éloignées où le comportement est solide (élasto-viscoplastique) les principaux couplages entre l'ensemble de ces phénomènes.
La première partie de ce chapitre est consacrée à la description du modèle thermique.Ainsi, dans un premier temps, les équations à résoudre ainsi que les conditions aux limitessont écrites et dans un second temps, l'implémentation numérique de ce modèle est présen-tée. Dans la seconde partie de ce chapitre, la modélisation des évolutions métallurgiquesest présentée, avec une revue bibliographique des modélisations existantes. La troisièmepartie est consacrée à la description de la loi de comportement et la résolution numériquede l'équilibre mécanique. Enﬁn, la quatrième partie est consacrée à la description et lamodélisation des diﬀérents couplages. Pour chaque partie, nous donnerons des cas simplesd'application et/ou des tests de validation.
2.2 La modélisation thermique
2.2.1 IntroductionLes transferts de chaleur au cours d'un procédé de soudage sont très rapides au chauf-fage comme au refroidissement. Les températures atteignent des valeurs bien supérieures àla température de fusion du matériau pour des procédés de type TIG, MIG/MAG ou laser.Dans ce cas, les eﬀets de chaleur latente apparaissent lors de la transformation liquide-solide. D'autre part, les cinétiques thermiques vécues par le matériau au voisinage de lasource de chaleur peuvent entraîner des modiﬁcations microstructurales s'accompagnantd'eﬀets de chaleur latente plus ou moins importants. De façon générale, il existe un nombreimportant de méthodes éléments ﬁnis pour simuler les transferts de chaleur avec change-ment de phase. L'objet de cette partie est de les présenter et de voir leur application à la
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modélisation du soudage.
2.2.2 Transfert de chaleur avec changement de phaseLes premières publications sur le changement de phase remontent à Stefan (1891).C'est pourquoi la dénomination "Problème de Stefan" pour un problème de changement dephase est toujours utilisée même pour des formulations plus complètes et complexes que leproblème initial. Dans le problème de Stefan, le changement de phase est considéré commeune transformation isotherme instantanée. Depuis une vingtaine d'années, de multiplesméthodes numériques ont été proposées dans la littérature pour résoudre le problème deStefan [1, 2]. En général, ces méthodes cherchent à approcher la position du front desolidiﬁcation/fusion au cours du temps, et se divisent alors en deux catégories principales : les méthodes à grille mobile ou déformable : aussi appelées méthodes de suivi de front(front tracking) . les méthodes à grille spatiale ﬁxe : qui regroupent par exemple la méthode de lachaleur spéciﬁque équivalente, la méthode de la source de chaleur ﬁctive et la méthodeenthalpique.
2.2.2.1 Méthodes à grille mobile : Méthode de suivi de front
Les méthodes à maillage déformable se fondent sur la formulation classique de Stefandéﬁnie de la manière suivante : dans le domaine occupé par la phase liquide l
lcpl @T@t  r  (lrT ) = 0 (2.1) dans le domaine occupé par la phase solide s
scps@T@t  r  (srT ) = 0 (2.2) à l'interface liquide-solide  (x; t)
Lfvn = s@T@n   l @T@n (2.3)
Dans les équations ci-dessus, n représente la normale à l'interface  (x; t) et vn la com-posante normale de la vitesse de déplacement de l'interface liquide/solide. La formulationpar éléments ﬁnis d'un tel problème fait alors appel à des techniques de maillage évolutif.Le maillage est régénéré à chaque instant aﬁn qu'une de ses lignes (ou surfaces) se super-
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pose à ce front. Parmi ces méthodes, on citera celles qui utilisent des transformations decoordonnées pour résoudre le problème dans un espace de coordonnées à maillage régulier[3][4]. Dans le cadre de la résolution des problèmes de fusion/solidiﬁcation, ces méthodesne s'appliquent qu'aux cas de changement de phase isotherme (corps purs). Dans le cascontraire (aciers, alliages...), l'interface solide-liquide n'est plus une surface de discontinuitéfranche, mais s'apparente alors, à l'échelle macroscopique, à une zone pâteuse où coexistentles phases liquide et solide. Dans ce cas, les méthodes à maillage ﬁxe sont préférables.
2.2.2.2 Méthodes à grille spatiale ﬁxe
Les méthodes à grille (maillage) ﬁxe sont fondées sur une formulation enthalpique del'équation de conservation de l'énergie, et utilisent la fraction liquide locale pour suivrele déplacement du front de solidiﬁcation à travers le maillage statique. En ce qui nousconcerne, pour la suite de notre étude, nous avons préféré opter pour la méthode enthal-pique à maillage ﬁxe. En eﬀet, il nous a semblé que pour un résultat ﬁnal relativementéquivalent, cette dernière méthode présentait l'avantage d'être plus robuste et plus simpleà mettre en place que les méthodes de suivi de front.
2.2.3 Méthodes enthalpiquesLa méthode enthalpique à maillage ﬁxe est devenue un standard des modélisations deschangements de phase solide-liquide. Elle a été décrite en détails, entre autres, par Volleret al. [5] sous ses diﬀérentes formes. Voller a, en outre, écrit cette méthode dans sa formela plus utilisée jusqu'à aujourd'hui [6].Jusqu'a présent le problème de changement de phase a été formulé seulement en fonctionde la température. L'équation d'énergie est écrite à la fois dans la phase liquide et la phasesolide et les températures sont couplées à l'interface  . Le modèle de conduction prenden compte la chaleur latente et cette dernière est utilisée pour déterminer la progressionde  . Cette formulation requiert comme nous l'avons vu un algorithme de suivi du frontparticulièrement ﬁn. De plus lorsque le problème de conduction implique un changement dephase et qu'il est résolu numériquement, la plus grande diﬃculté réside dans le traitementnumérique de la discontinuité de la capacité caloriﬁque cp(T ) à l'interface. A l'approche dela température de solidiﬁcation la fonction cp(T ) se comporte comme une fonction Dirac. L'intégration numérique des termes incluant la dite fonction n'est alors pas aisée. Lafonction enthalpie massique H(T ) est introduite (Fig.2.1). Elle inclut la chaleur latentepar unité de masse Lf et est déﬁnie comme suit :
H(T ) = Z TTref cp(T )dT + flLf (2.4)
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Figure 2.1  Évolution de l'enthalpie en fonction de la température
La conservation de l'énergie s'exprime alors ([3]) :
@(H)@t +r  (Hv) = r  (rT ) +Q (2.5)qu'on peut réécrire, en utilisant la conservation de la masse, sous la forme :
@H@t + v  rH = r  (rT ) +Q (2.6)soit encore, en terme de température [3] :
cp@T@t + cpv  rT = r  (rT ) +Q+ Lf dfsdt (2.7)Nous notons ici que, pour le problème considéré, il semble raisonnable de négliger lacontribution des termes associées au travail mécanique [7], en raison des faibles déforma-tions.
2.2.3.0.1 Méthode de la chaleur spéciﬁque équivalente
La formulation en capacité caloriﬁque équivalente consiste à prendre en compte lachaleur latente directement dans la capacité caloriﬁque cp [3]. Ainsi, si le chemin de soli-diﬁcation n'est fonction que de la température, on peut formellement déﬁnir une chaleurspéciﬁque équivalente :
@(H)@t = cp@T@t   Lf dfsdT @T@t = ceqp @T@t
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La chaleur spéciﬁque équivalente ceqp est ainsi déﬁnie :
ceqp = cp   Lf dfsdTCette méthode permet d'exprimer le problème thermique en température, en résolvant :
ceqp dTdt = r  (rT ) +Q (2.8)Le changement de phase est alors traité comme une non linéarité de propriétés phy-siques. Cependant, cette méthode peut poser certaines diﬃcultés numériques liées aux bru-tales variations de ceqp aux températures Ts et Tl. Et d'autre part, la conservation d'énergien'est pas toujours réalisée car aucune condition n'est imposée à l'intégrale de ceqp et celanécessite une intégration précise de ceqp (T ) et, par conséquent, impose le choix de très pe-tits pas de temps et d'espace. Toutefois, il existe plusieurs techniques permettant de paliercette diﬃculté. Elles consistent à lisser l'évolution brutale de la chaleur spéciﬁque pendantla transformation en construisant explicitement une approximation nodale de l'enthalpiede même nature que celle de la température. Ainsi la chaleur spéciﬁque équivalente estapprochée par les formules suivantes [8, 9] :
ceqp  krHkkrTkou bien ceqp  Ht+dt  HtT t+dt   T t2.2.3.0.2 Méthode du terme source
Dans ce cas, il est possible d'intégrer un terme source en chaque noeud du maillage élé-ment ﬁni pour des transformations anisothermes mais également isothermes. Toutefois, laprécision des résultats dépend fortement du maillage [10]. Dans cette formulation, l'équa-tion de conservation s'écrit :
cpdTdt = r  (rT ) +Q+ Lf dfs(T )dt (2.9)2.2.4 Formulation forte du problème thermiqueLa formulation forte du problème thermique dans le domaine 
 de frontière   s'écritsous la forme :
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Trouver H(x; t) en tout point x 2 
 tel que pour tout instant t : @H@t + v  rH = r  (rT ) +Q; dans 
 ;T = f(H(T )); dans 
 (2.10)
Il convient, en outre, d'adjoindre au système (2.10) une condition initiale et des conditionslimites : Conditions de type Dirichlet sur la portion  T de   :
T = Timp (2.11)
 Conditions de type Neumann sur la portion  q de   :
rT  n = qimp (2.12)
 Conditions type convection et rayonnement sur la portion  cr de   : :
rT  n = h(T )(T   Text) (2.13)
avec ( h(T ) = hc + hrhr = ﬀ(T + Text)(T 2 + T 2ext)
2.2.5 Formulation faible du problème thermiqueLa résolution par la méthode des éléments ﬁnis nécessite l'obtention d'une formulationvariationnelle. Pour cela, on multiplie l'équation de conservation d'énergie par une fonctiontest w 2 V, où V est un espace fonctionnel tel que :
V = w 2 H1(
);w = 0 dans  	
oùH1 est l'espace de Sobolev des fonctions qui sont, ainsi que leurs dérivées premières, dansL2(
). Après intégration par parties du terme de diﬀusion, la forme faible du problèmethermique (2.10) s'écrit : Trouver H 2 V tel que :
Z

 @H@t wd
+
Z

 (v  rH)wd
+ Z
 rT  rwd
 = Z  (rT  n)wd + Z
Qwd
 (2.14)8w 2 V vériﬁant la condition de Dirichlet associé à (2.10).
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2.2.6 DiscrétisationCette partie est consacrée à la discrétisation de l'équation de conservation d'énergie parune méthode éléments ﬁnis dans le cadre de l'approximation de Galerkin.Nous noterons Th la triangulation du domaine 
 et K les éléments ﬁnis de Th. Nousassocierons à Th l'espace d'approximation Vh  H1(
) déﬁni comme l'espace engendré parles fonctions continues et polynomiales d'ordre k = 1 par morceaux sur Th :
Vh = Hh 2 C0(
); 8K 2 Th; HhjK 2 P1	
où Pk désigne l'élément ﬁni de Lagrange d'ordre k. Nous utiliserons dans ce travail uneapproximation P1 pour l'enthalpie et nous noterons Hh l'approximation de l'enthalpie.Enﬁn, signalons que nous ne rentrerons pas dans les détails de l'établissement dessystèmes algébriques et des intégrations numériques, cela serait inutile dans le sens oùnous utilisons des approximations classiques et cela alourdirait inutilement la lecture decette partie. Ainsi, la méthode des éléments ﬁnis consiste alors à écrire une approximationde H sous la forme suivante : Hh(x) = neX1 N ei (x)Hh;i La procédure de discrétisation etd'assemblage conduit à l'équation matricielle suivante :
[C] _H + [K]T = F (2.15)
ou H est le vecteur des enthalpies massiques et T celui des températures aux noeuds. Et :8>>>>>>>>><>>>>>>>>>:
Cij = Z
 NiNjd

Kij =
Kijdifz }| {Z

 rNi  rNjd
+
Kijadvz }| {Z

 Niv  rNjd
+
Kijcrz }| {Z
 cr hNiNjd crFj = Z
QNid
 
Z
 q qimpNid q +
Z
 cr hTextNid cr
(2.16)
La discrétisation en temps est eﬀectuée selon un schéma de type Euler implicite, qui pré-sente l'avantage d'être inconditionnellement stable et permet, par conséquent, l'utilisationd'un pas de temps t bien plus important qu'un schéma explicite :
[C]H  H0t + [K]T = F (2.17)Où H = H(T ) est l'enthalpie à t+t et H0 = H(T0) celle à l'instant t ; La résolution duproblème thermique revient alors à chercher le zéro du résidu R(H) suivant :
R(H) = [C]H  H0t + [K]T = F (2.18)
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La solution de ce problème non-linéaire à chaque pas de temps est obtenue par laméthode de Newton-Raphson en calculant une correction H des enthalpies nodales àchaque itération k à partir de la résolution du système linéaire suivant :
R(H)(k+1) = R(H)(k) + dR(H)dH (k)H(k) (2.19)De l'équation (2.18) on déduit :
dR(H)dH = 1t [C] + [K] dTdH  (2.20)
Où  dTdH  est la matrice diagonale contenant les dérivées de la fonction T (H) estimées auxnoeuds. Dans le cas de la solidiﬁcation, une relation (courbe), H(T ), reliant l'enthalpie àla température, peut être calculée sur la base des propriétés physiques, du diagramme dephases et d'un modèle de microségrégation. Cette relation permet alors de déduire à chaqueitération la valeur de Ti à partir de Hi ainsi que d'estimer la dérivée dTdH pour chaque noeud.Dans le cadre de notre étude, nous avons fait l'hypothèse que le chemin de solidiﬁcationest fonction de la température T seulement. A partir de cette relation, et de la déﬁnitionde l'enthalpie (2.4), il est possible de reconstruire l'enthalpie pour chaque température.
Traitement des termes d'advection
Le terme de transport conduit, dans le cadre de l'approximation de Galerkin, à unschéma centré inconditionnellement instable dans les zones où la solution n'est pas suﬃ-samment régulière. Plusieurs techniques ont été proposées pour réaliser une stabilisationde l'opérateur de transport. On peut citer les méthodes mixtes éléments/volumes ﬁnisavec schémas décentrés comme Galerkin discontinu et les méthodes éléments ﬁnis stabili-sées comme GLS (Galerkin-Least-Squares) et SUPG (Streamline-Upwind/Petrov-Galerkin)[11][12].Pour stabiliser la partie transport de (2.14), on se place dans le cadre de la formula-tion SUPG. Par rapport à la méthode de Galerkin classique, la méthode stabilisée SUPGconsiste dans son principe à choisir des espaces d'approximation des fonctions tests et desfonctions d'interpolation diﬀérents : les fonctions d'essai sont les fonctions d'interpolationde l'approximation de Galerkin tandis que les fonctions tests notées ~w peuvent être vuescomme les fonctions tests perturbées de l'approximation de Galerkin classique, c'est-à-dire :
~w = w + ﬁv  rw
ﬁ est le paramètre de stabilisation déﬁni localement sur un élément K de la triangulation
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Th par :
ﬁK = hKp15kVKk
coth(Pe)  1Pe (2.21)
où Pe est le nombre de Péclet local Pe = kVKkhK2a et a = =cp la diﬀusivité thermique.Les grandeurs indicées par K font référence à des grandeurs moyennes sur l'élément K ethK est une longueur caractéristique de l'élément généralement assimilée au diamètre ducercle équivalent pour des éléments triangulaires. Dans le cadre de la formulation SUPG,les contributions (2.16) deviennent :8>>>>>><>>>>>>:
Cij = Z
  ~NiNjd
Kij = Z
 rNi  rNjd
+
Z

  ~Niv  rNjd
+ Z cr hNiNjd crFj = Z
QNid
  Z q qimpNid q + Z cr hTextNid cr
(2.22)
2.2.7 Tests numériques2.2.7.1 Solution analytique
L'existence de solutions analytiques pour des problèmes avec changement de phase selimite à quelques problèmes simples. Kondrashov [13] propose une solution analytique pourun problème de transformation de phases non-isotherme ayant une condition au bord detype Neumann. Cette solution va servir à valider des résultats numériques obtenus avecla méthode mise en ÷uvre dans le cadre de cette étude. Cette solution est basée sur leshypothèses suivantes : Le transfert de chaleur est principalement conductif, le mouvement de chaque phaseest négligé. Sa diﬀusion se fait de manière isotrope. La tension de surface à cette interface est négligeable. Les propriétés thermophysiques du matériau sont constantes au sein du solide et duliquide. Dans le pâteux chaque propriété (T ) est obtenue par une loi de mélangelinéaire : (T ) = (1  gl(T ))s + gl(T )loù k désigne la propriété de la phase k ; La densité  est inchangée entre les deux phases (les fractions massiques et volumiquessont donc confondues)
La formulation mathématique pour ce problème thermique avec changement de phasesnon-isotherme est la suivante :
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@H@t = @@x(H)@H@x  (2.23)H(t = 0) = H(Ti); (2.24)Hjx=0 = H(T0); (2.25)Hjx=1 = H(Ti): (2.26)Pour obtenir une solution analytique du problème (2.23), on le linéarise en supposant quela diﬀusivité dans le solide, le liquide et le pâteux est constante :
(T ) =
8><>:
s = const; pour T < Ts ;sl = const; pour Ts  T  Tl ;l = const; pour T > Tl ; (2.27)Où la diﬀusivité thermique est déﬁnie comme suit :
(T ) = (T )=dH(T )dT Pour résoudre le problème (2.23) on subdivise le demi-espace [0;1[ en trois sous-intervalles[0; Xs], [Xs; Xl] et [Xl;1[ (Xs et Xl sont les positions du solidus et du liquidus). Lespositions des fronts solidus et liquidus sont donnés par :
Xs(t) = kspt; Xl(t) = klpt; (2.28)Le développement de la solution du problème (2.23) est détaillé dans [13]. Les proﬁlsd'enthalpie sont donnés par :
H(x; t) = H0 + (Hs  H0) erf
 x2psterf ks2ps
 x 2 [0; Xs]
H(x; t) = (Hl  Hs)erf
 x2pslt
+Hserf ks2psl
 Hlerf kl2psl

erf kl2psl
  erf ks2psl
 x 2 [Xs; Xl]
H(x; t) = Hi   (H0  Hl)erfc
 x2plt

erfc kl2pl
 x 2 [Xl;1]
(2.29)
Les paramètres ks et kl apparaissant dans les trois dernières équations sont les racines deséquations transcendantes suivantes :
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pas(Hs  H0)exp  k2s4s

erf ks2ps
   psl(Hl  Hs)exp
  k2s4sl

erf kl2psl
  erf ks2psl
 = 0: (2.30)
psl(Hl  Hs)exp  k2l4sl

erf kl2psl
  erf ks2psl
   pl(Hi  Hl)exp
  k2l4l

erfc kl2pl
 = 0: (2.31)
La solution analytique fait référence à un problème sur une demi-droite de longueurinﬁnie, la solution numérique est quant à elle calculée sur un domaine ﬁni. On a choisi undomaine de calcul suﬃsamment grand pour éviter que la température sur la frontière droitene subisse de changements trop prononcés lors de la résolution. Pour ce test, le matériaua initialement une température uniforme Ti = 1650 oC. La température de la frontièregauche est subitement abaissée à T0 = 800 oC et la solidiﬁcation débute à x = 0. Lespropriétés utilisées sont présentées dans le tableau 2.1.
Tableau 2.1  Propriétés physiquesParamètre Valeurcps 600 J/(kg K)cpl 1200 J/(kg K)s 10 W/(m K)l 35 W/(m K) 4500 kg/m3L 3:55 105 J/kgTs 1550 oCTl 1620 oC
Nous considérons une barre 2D de 1  50 mm2. La ﬁgure 2.2 illustre une partie dumaillage utilisé, avec une taille caractéristique de l'ordre de 0:5 mm. Le pas de tempsutilisé est dt = 0:1 s. La ﬁgure 2.2 montre la distribution de température et de fractionsolide à l'instant t = 20 s.
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Figure 2.2  Distribution de fraction solide et de température [oC] au temps t = 20s(représentation partielle du domaine étudié)
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Figure 2.3  Proﬁl de température aux temps t=20 s et t=100 s
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Figure 2.4  Évolution de la température et de l'erreur relative au point x=5 mm
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Figure 2.5  Historique du déplacement des fronts solidus et liquidus
Les ﬁgures 2.3, 2.4 et 2.5 présentent les résultats numériques obtenus avec la méthodeenthalpique ainsi que la solution analytique correspondante. On peut constater que lesrésultats numériques concordent très bien avec la solution analytique.La ﬁgure 2.4(a) présente les évolutions de température de la solution numérique et dela solution analytique au point x = 5 mm en fonction du temps. Comme le montre laﬁgure 2.4(b), l'erreur relative maximale en température ne dépasse pas 1%. De plus, onpeut observer (Fig. 2.5) que tout au long des calculs, l'erreur sur la position de l'interface
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demeure très petite et qu'elle ne s'accentue pas.
2.2.7.2 Cas test du soudage TIG
Aﬁn de valider la modélisation thermique développée dans ce chapitre dans le contextesoudage, une simulation d'une ligne de fusion est réalisée sur une plaque d'épaisseur 10 mm(Fig. 2.6). La source de chaleur est appliquée sur la face supérieure de la tôle et se déplaceà 60 mm=min selon l'axe x. Elle est modélisée par une répartition surfacique de chaleuruniforme sur un disque de rayon R0 = 5 mm avec un ﬂux de 13 MW=m2. Ceci représenteun soudage avec une intensité I = 150 A, une tension de soudage U = 10 V et un rendement = 0:68. Le soudage débute et s'arrête à 10 mm des bords de la plaque, soit un temps desoudage ts = 230 s. La température initiale de la plaque est de 20 oC.Les résultats obtenus traduisent principalement la faisabilité de la simulation d'une ligneTIG. Les caractéristiques physiques sont prises constantes, la fraction solide est supposéeévoluer linéairement entre Ts et Tl (Tableau 2.2) et aucun échange avec l'environnementn'est considéré, cela permettra de faire un bilan d'énergie et d'apprécier la conservationd'énergie. Le calcul est eﬀectué avec un pas de temps constant t = 1 s. Le maillage estcaractérisé par une taille de maille minimale de 1 mm près de la ligne de fusion et unetaille maximale de 10 mm par ailleurs.
Figure 2.6  Géométrie de la plaque (Dimensions en mm)
Paramètre Valeurcp 450 J/(kg K) 35 W/(m K) 8000 kg/m3L 2:42 105 J/kgTs 1450 oCTl 1500 oCTableau 2.2  Propriétés phy-siques
Conservation de l'énergieÉtant données les hypothèses émises, on peut alors estimer la température de saturation(asymptotique) Tsat pour un temps inﬁni (après l'équilibre thermique). Elle est donc telleque : Z

 cp(Tsat   T0)d
 = UItssoit : Tsat = T0 + UItscpV
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où : V est le volume de plaque et ts est le temps de soudage. Ainsi on trouve une températurede saturation Tsat = 182:9167 oC. Comparée à la température obtenue par notre modèleT hsat = 182:771 oC, l'erreur est de moins de 0:1%. Ainsi, si on déﬁnit comme suit l'erreursur l'énergie :
E = cp
T hsat   TsatVUIstsCelle-ci vaut 0:09%.Les ﬁgures 2.7(a) et 2.7(b) ci-dessous présentent l'évolution des températures calculéesen face inférieure et supérieure, pour diﬀérentes distance à l'axe de soudage. On peut voirqu'à partir de 700 secondes la température est homogène dans la plaque.
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Figure 2.7  Évolutions de température à la section X = 95mm
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2.3 La modélisation métallurgique
2.3.1 IntroductionCertains matériaux subissent des transformations structurales lorsqu'ils sont soumis àdes évolutions thermiques particulières. C'est par exemple le cas des aciers faiblement alliésau cours d'opérations de type soudage et traitement thermique. Ces transformations ontune inﬂuence plus ou moins forte sur les évolutions thermique et mécanique. Les transfor-mations structurales s'accompagnent d'une modiﬁcation des caractéristiques thermiques(capacité caloriﬁque, conductivité thermique) du matériau qui les subit, ainsi que d'uneproduction ou d'une absorption d'énergie (chaleurs latentes de transformation) [14]. Elless'accompagnent aussi d'une modiﬁcation du comportement mécanique du matériau.L'objet de cette partie est de présenter une revue des diﬀérents modèles proposés dansla littérature pour traiter les cinétiques de transformation et discuter des limites et desdiﬃcultés associées. Nous décrivons alors les modèles que nous avons choisi de mettre en÷uvre dans TransWeld, ainsi que quelques cas simples de validation de leur implémentation.
2.3.2 Transformation de phase au refroidissementSans rentrer en détail dans les mécanismes de transformation au refroidissement, onpeut remarquer que la décomposition de l'austénite donne en conditions anisothermes selonla vitesse de refroidissement diﬀérentes structures : un mélange plus ou moins grossier deferrite et de cémentite, et de martensite pour les refroidissements les plus rapides. Plus lerefroidissement est rapide, plus les carbures sont petits et plus le taux de carbone resté ensolution augmente : les caractéristiques mécaniques de ces structures sont très diﬀérentes.Par commodité, ces structures sont généralement considérées comme des phases diﬀérentes.Les transformations au refroidissement dépendent de l'histoire thermique mais ausside la composition en éléments d'alliage : elles sont généralement diﬀérentes d'un acier àl'autre. Très tôt des diagrammes expérimentaux ont été tracés pour connaître l'inﬂuence destraitements thermiques sur tel ou tel acier. Sur un graphe temps-température les points dedébut et de ﬁn de transformation sont reportés, accompagnés généralement des points à mi-transformation. Ces diagrammes sont de deux types. Les diagrammes TTT (TransformationTemps Température) sont obtenus par refroidissement très rapide de l'austénite puis main-tien à une température constante (Fig. 2.8(a)). Les transformations se font alors de fa-çon isotherme. Les diagrammes TRC (Transformation en Refroidissement Continu) repré-sentent les transformations obtenues par un refroidissement à vitesse constante ou à vitessecontrôlée (Figure 2.8(b)).
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(a) Diagramme TTT de l'acier C90 [15] (b) Diagramme TRC de l'acier C70 [15]
Figure 2.8  Diagrammes Temps-température (TTT et TRC)
2.3.2.1 Cinétique isotherme
La mesure de la fraction volumique de phase transformée gk en fonction du temps lorsd'une transformation isotherme montre en général une courbe d'allure sigmoïdale. Cetteforme résulte des mécanismes de germination, de croissance et de rencontre des nodulesde la nouvelle phase. Johnson et Mehl [16] ont établi une relation permettant de décrire lacinétique isotherme d'une telle transformation. Les hypothèses utilisées sont les suivantes :germination aléatoire dans le volume, croissance sphérique, taux de germination I et vitessede croissance v constants au cours de la transformation. Ils ont obtenu l'expression :
g = 1  exp 3 Iv3t4 (2.32)où g est la fraction volumique de la phase formée au temps t.Avrami [17] a obtenu la même relation en introduisant la notion de volumes étendus.En 1956, Cahn [18] a repris le développement d'Avrami pour l'appliquer au cas de la germi-nation aux joints de grains. En supposant que les sites de germination sont immédiatement
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saturés, il a obtenu les relations suivantes :
g = 1  exp( Svt) germination sur les faces des joints de grainsg = 1  exp( Lv2t2) germination sur les arêtes des joints de grainsg = 1  exp( 43 Cv3t4) germination sur les sommets des joints de grains (2.33)où S, L et C sont respectivement la surface des joints de grains, la longueur d'arête etle nombre de sommets par unité de volume. La dernière relation est d'un intérêt généralcar elle décrit la cinétique d'une transformation de phase par germination et croissancepour le cas où les sites de germination sont répartis aléatoirement dans le volume et activéssimultanément. De manière générale, la cinétique isotherme des transformations de phasepeut être décrite par une relation du type :
g = gmax(1  exp( btn)) (2.34)
où b est un coeﬃcient dépendant de la température et n un paramètre représentatif desmécanismes de germination. Umemoto (1981) a introduit dans la relation 2.34 l'inﬂuencede la taille de grain sur la cinétique de transformation des aciers :
g = gmax1  exp b tndm (2.35)où d est la taille du grain austénitique et m un coeﬃcient dépendant de l'acier et de laphase (perlite ou bainite).
2.3.2.2 Cinétique anisotherme
En pratique, les procédés de soudage font subir au matériau des évolutions thermiquesrapides au chauﬀage et au refroidissement, conduisant à des transformations métallurgiquesen conditions fortement anisothermes.La cinétique de décomposition de l'austénite en conditions anisothermes a été abordéepar diverses approches. Certaines sont basées sur un grand nombre de mesures et tententde reproduire la cinétique à l'aide de fonctions ajustées (modèles empiriques). D'autress'appuient sur une règle d'additivité permettant d'utiliser les données isothermes (dia-gramme TTT) pour calculer les cinétiques en refroidissement anisotherme. Plus prochesde la physique, on trouvera des modèles phénoménologiques décrivant les mécanismes degermination et croissance et ﬁnalement des modèles diﬀusifs résolvant les équations fonda-mentales à l'échelle d'un grain ou d'un ensemble de grains austénitiques.
- 52 -
2.3 - La modélisation métallurgique
Modèles empiriques
Maynier et al [19] a construit un modèle utilisant une base de données comprenantplusieurs diagrammes TRC pour diﬀérentes nuances d'aciers. Le modèle fournit une sériede vitesses de refroidissement délimitant l'apparition de diﬀérentes microstructures. Cesvitesses critiques sont obtenues au moyen d'une formule empirique faisant intervenir unparamètre d'austénisation et la composition de l'acier.Lee et Bhadeshia [20] ont présenté un modèle empirique permettant de calculer lediagramme TTT d'aciers faiblement alliés. Le modèle fondé sur des données expérimentalespermet de représenter les diagrammes TTT d'une large variété d'aciers à l'aide de relationsmathématiques simples.
Modèles basés sur une règle d'additivité
De nombreux modèles décrivant les transformations de phase lors d'un refroidissementcontinu sont basés sur des cinétiques isothermes et utilisent une règle d'additivité. Cetterègle consiste à considérer la transformation anisotherme comme une succession de transfor-mations isothermes sur des intervalles de temps très courts. La vitesse des transformationsisothermes est alors supposée indépendante de l'histoire thermique et n'être fonction quede la température actuelle et de la fraction de phase déjà atteinte.Scheil [21] a présenté une règle d'additivité permettant de calculer la température dedébut de transformation lors d'un refroidissement continu. Il considère que le temps passéà une température donnée, divisé par le temps nécessaire pour faire débuter la transforma-tion à cette température, représente une fraction d'incubation. La transformation démarrelorsque la somme des fractions d'incubation atteint l'unité, comme l'expriment les relationssuivantes, Z t0 dtﬁ(T (t)) = 1 ou NXi=1 tiﬁ(Ti) = 1 (2.36)dans lesquelles ﬁ(T ) est le temps d'incubation en transformation isotherme à la températureT . Le modéle de cinétique de transformation anisotherme est basé sur une approche initia-lement développée par Gergely puis complétée par Hidenwall et Ericsson [22]. Le principeconsiste à décomposer la courbe de refroidissement en petits paliers isothermes (2.9(a)).La cinétique sur les paliers est calculée avec l'équation 2.34 en utilisant les coeﬃcients b(T )et n(T ) déduits du diagramme TTT. Aﬁn d'assurer la continuité de l'avancement de latransformation entre les diﬀérents paliers, la notion de temps ﬁctif doit être introduite. Letemps ﬁctif, ti , au palier i est déduit de l'équation 2.34 en utilisant la fraction de phase
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obtenue au palier précédent, gi 1 :
ti =   1b(Ti) ln
1  gi 1gi 1;max
 1n(Ti) (2.37)
La nouvelle fraction de phase est déterminée en ajoutant le pas de temps (durée du palier)au temps ﬁctif ti . La fraction transformée à la ﬁn du palier est alors simplement donnéepar :
gi = gmax1  exp b(Ti)(ti +t)n(Ti) (2.38)
Le principe est illustré schématiquement sur la ﬁgure 2.9 où les courbes sigmoïdales g(t)sont représentées pour deux paliers successifs. Cette méthode a ensuite été reprise dans
(a) Décomposition de la courbe de refroidisse-
ment
(b) Sigmoïdales g(t)
Figure 2.9  Représentation schématique du principe d'additivité utilisant le temps ﬁctif
le cadre de modélisations numériques des transformations de phase à l'état solide dansles aciers par Agarwal et Brimacombe pour décrire la transformation perlitique, puis parFernandes et al [23] pour décrire la décompostion de l'austénite dans des aciers hypoeutec-toïdes et eutectoïdes et par Farias et al [24] pour décrire les transformations de phase auchauﬀage et au refroidissement dans des éprouvettes soumises à des cycles thermiques ra-pides. Les comparaisons avec les cinétiques expérimentales montrent en général un accordsatisfaisant.
Modèles phénoménologiques
Après avoir mis en évidence certaines limites du principe d'additivité, Leblond [25] aproposé un nouveau modèle pour décrire la cinétique d'une transformation de phase dans lecas d'une thermique quelconque de chauﬀage ou de refroidissement. Son modèle est fondé
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sur la relation suivante :
_g = gmax(T )  gﬁ(T ) (2.39)où gmax(T ) est la fraction d'équilibre de la phase à former (1 si la transformation peutêtre complète à la température T ) et ﬁ(T ) un temps caractéristique de transformation à latempérature T . Même si l'équation 2.39 ne possède pas de véritable fondement physique,elle semble décrire les cinétiques de façon satisfaisante et permet d'incorporer aisément,par le biais du paramètre ﬁ , l'inﬂuence de la taille du grain austénitique [25].L'avantage de l'équation 2.39 est sa simplicité, c'est en fait la dérivée de l'équation deJohnson-Mehl-Avrami pour n = 1 et T constant. Leblond propose une autre expressionpour la relation 2.39 qui permet de retomber sur l'équation de Johnson-Mehl-Avrami encondition isotherme et qui n'est que sa dérivée à T= cst :
_g = nb1=n(gmax   g)ln gmaxgmax   g
n 1n (2.40)
Waeckel [26] propose un modèle phénoménologique qui s'appuie directement sur lesdiagrammes TRC qui décrivent les cinétiques de transformations anisothermes. Il proposeque les transformations avec diﬀusion satisfont une loi d'évolution de type :
_g = fg; T; _T ; d;Ms (2.41)
où d est la taille de grain austénitique.La fonction f n'est pas explicitée mais interpolée linéairement, à partir des solutionsparticulières de l'équation 2.41 issues des diagrammes TRC. La principale diﬀérence avecle modèle de Leblond est que la vitesse de refroidissement intervient comme variable àpart entière. Leblond en tient explicitement compte, mais il ne le fait qu'au niveau ducalcul des coeﬃcients, et elle n'intervient pas dans le modèle à proprement parler. Cemodèle présente l'avantage d'être facilement identiﬁable mais n'est pas précis lorsque lesconditions de refroidissement s'écartent de celles des diagrammes TRC.
Transformation martensitique
Au dessous d'une température repéréeMs, la transformation de l'austénite ne provoqueque de faibles déplacements des atomes de fer (inférieurs à une distance interatomique) ;de ce fait, on admet qu'elle se fait sans diﬀusion (ce qui explique l'absence d'inﬂuence dutemps). Elle progresse seulement en fonction de l'abaissement de la température. Cettetransformation martensitique se produit à la faveur d'un mouvement coopératif d'atomesde fer qui, par groupes (ce qui conduit à qualiﬁer cette transformation de "militaire"),
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passent par un mécanisme de cisaillement, parallèlement à un plan ﬁxe et en quantitéproportionnelle à leur distance à ce plan. La transformation est aussi qualiﬁée de displacive,par opposition aux transformations de type diﬀusif.La croissance des ilôts de martensite se fait très rapidement (à une vitesse voisine decelle du son dans le métal, soit de l'ordre de 1000 m=s). Elle s'eﬀectue suivant une directionpréférentielle et se développe plus par création de nouveaux ilôts que par épaississementdes ilôts déjà formés. Le nouveau constituant formé, qui est donc une solution sursaturée decarbone dans le fer déformé et qui a la composition de l'austénite qui lui a donné naissance,est appelé martensite. Son réseau est quadratique centré, les atomes de carbone s'insérantpréférentiellement sur les arêtes du cube.La transformation martensitique engendre une augmentation de volume qui, selon lateneur en carbone, peut atteindre plusieurs pourcents, ce qui crée de fortes déformationset de nombreux défauts de structure. Pour la très grande majorité des aciers de traitementthermique, la cinétique de transformation martensitique (qui ne dépend que de l'abaisse-ment de température) est bien décrite par la relation de Koistinen et Marburger [27] :
gm = ga [1  exp (  hMs   T i)] (2.42)
où ga est la proportion d'austénite résiduelle, Ms est la température de début de transfor-mation et  un paramètre 1. Il est à noter que la température Ms peut être dépendante dela contrainte [28].Après avoir présenté la modélisation des changements de phase au refroidissement nouspassons à la modélisation des transformations au chauﬀage.
2.3.3 Transformation de phase au chauﬀage2.3.3.1 Phénoménologie
Lorsque l'on chauﬀe un acier faiblement allié à des températures supérieures à 700 oCenviron, les phases stables ou métastables à basse température disparaissent au proﬁt de laphase austénitique. Les mécanismes et les cinétiques de formation de l'austénite dépendentnon seulement des phases présentes mais aussi de leur morphologie, de leur composition etde l'échelle de la microstructure.Lorsque l'austénitisation se déroule à une vitesse suﬃsamment lente, proche de l'équi-libre thermodynamique, les températures de début et de ﬁn de transformation sont respec-tivement notées Ae1 et Ae3 2. La ﬁgure 2.10 indique les phénomènes qui apparaissent lorsdu chauﬀage rapide d'un acier pro ou hypo-eutectoïde. On s'aperçoit que l'austénitisation
1Cette constante est proche de 0:011 K 1 pour la majorité des aciers [23][28]
2e pour équilibre
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se fait en trois étapes : Formation d'austénite à partir de A1 Homogénéisation de l'austénite par diﬀusion du carbone au dessus de A3 Augmentation de la taille des grains auténitiques
La ﬁgure 2.10 indique les temps nécessaires pour obtenir une austénite homogène enfonction de la température de maintien isotherme. On peut voir que si 100 s environsuﬃsent pour réaliser la transformation à 740 oC, il faut prolonger le traitement à 10000 senviron pour terminer la dissolution des derniers carbures et à un temps encore beaucoupplus long pour homogénéiser l'austénite.Quand la vitesse de montée en température est plus rapide (ce qui est le cas en soudage),les températures de début et de ﬁn de transformation (Ac1 et Ac3) sont décalées vers desvaleurs plus hautes et la plage de transformation s'étend. Donc en plus de la nature et dela teneur des éléments alliés, la vitesse de montée en température inﬂue sur la cinétique detransformation et sur les points de début et de ﬁn de transformation.
Figure 2.10  Diagramme d'austénitisation (TTA) d'un acier pro-eutectoïde [15]
2.3.3.2 Modélisation
Peu de travaux concernent la modélisation de l'austénitisation en chauﬀage aniso-therme. Nous pouvons citer le travail de Leblond et Devaux [25] qui ont proposé un modèlecinétique pour les aciers, valable aussi bien pour les transformations au chauﬀage qu'aurefroidissement (voir 2.3.2). Une autre approche basée sur la notion d'additivité pour cal-
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culer l'évolution structurale anisotherme au chauﬀage à partir des cinétiques isothermes aété développée à l'INPL par Denis et al. [24, 29].L'approche diﬀusive a souvent été utilisée pour décrire le processus d'austénitisation.Cette démarche est justiﬁée par le fait que la cinétique de croissance de la transformationest principalement dictée par la diﬀusion du carbone dans l'austénite. Hillert et al [29],ont présenté un modèle pour la vitesse de croissance de l'austénite. Le modèle repose surla résolution de l'équation de diﬀusion pour une géométrie simpliﬁée constituée d'un ar-rangement régulier de sphéroïdes de cémentite noyés dans une matrice ferritique. Karlsson[29] a construit un modèle géométrique simple (aﬁn que le problème soit traitable ana-lytiquement) constitué d'un arrangement régulier d'îlots perlitiques (sphères ou bandes)noyés dans une matrice ferritique. Ces modèles donnent une description satisfaisante de lacinétique d'austénitisation par rapport aux résultats expérimentaux.
2.3.4 Les modèles mis en ÷uvre dans notre étudeAu regard des sections précédentes, plusieurs modèles sont proposés pour modéliser lestransformations au refroidissement. Se pose alors le problème du modèle d'évolution ouplus indirectement l'origine des données à utiliser. Le modèle de Leblond avec des donnéesissues de diagrammes TRC, peut permettre une description précise pour une gamme derefroidissement proche de celle ayant servi à la construction de ces diagrammes. L'approchede l'INPL utilise des données issues de diagrammes TTT, et qui ne dépendent pas d'un che-min thermique particulier. Ceci permet de simuler une large gamme d'histoires thermiques.D'autre part, le modèle de Fernandes et al. [23] a été étendu pour prendre en compte leseﬀets des contraintes internes et de la taille de grain austénitique. C'est pourquoi on achoisi d'utiliser ce modèle dans notre étude pour les transformations au refroidissement.Ce modèle a été déjà décrit dans la section précédente.Pour modéliser l'austénitisation, nous avons choisi d'utiliser le modèle de Leblond etDevaux [25] (éq. 2.39). Dans ce modèle ﬁ(T ) est déduit à partir de courbes dilatométriquesobtenues à partir de vitesses de chauﬀage variables, de sorte à retrouver les températureseﬀectives de début et de ﬁn de transformation Ac1 et Ac3. Dans notre étude, l'identiﬁcationde ﬁ(T ) est simpliﬁée et calculée en identiﬁant le déplacement des températures de débutet de ﬁn de transformation. D'après [30], la température d'austénitisation eﬀective dépendessentiellement de la microstructure initiale et de la vitesse de chauﬀage par la relation :
Ac3 = Ae3 + a _T 1=3 (2.43)
où a est un paramètre qui dépend de l'état microstructural initial et qui varie entre 3 et15, par exemple, pour un acier à 0:5%C (a = 3 pour un acier trempé, a = 5 pour un aciertrempé revenu, a = 10 pour un acier normalisé, a = 15 pour un acier recuit) [30]. Si on
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dispose d'un diagramme d'austénitisation en chauﬀage continu, on pourra identiﬁer a aﬁnde reproduire les valeurs expérimentales de Ac3 (Fig.2.10).Le paramètre ﬁ(T ) est construit de façon qu'à la température Ac3, l'austénitisationsoit complète. On suppose la forme suivante pour le temps caractéristique ﬁgurant dans lemodèle de Leblond : 1ﬁ(T ) = hT  Ae3i (2.44)Étant donné que ﬁ(T ), est fonction de la température T il entraînera les eﬀets de la vitessede chauﬀage sur la transformation (retarder la transformation pour les grandes vitesses dechauﬀage).En remplaçant l'expression de ﬁ(T ) dans l'équation 2.39, on obtient :
_g = (1  g) hT  Ae3i (2.45)
en considérant _T constant entre Ae3 et Ac3, et en prenant t = 0 au début de la transfor-mation (T = Ae3) : T = Ae3 + _Ttsoit : _g = (1  g) _Tt (2.46)En intégrant dans le temps, on obtient :
g = 1  e  _T+1 t+1 (2.47)
On note ga;max la fraction d'austénite que l'on choisit pour la transformation totale (parexemple 0.99) et ta le temps nécessaire pour eﬀectuer cette transformation :
ta = a_T +1avec : a =  ( + 1) ln(1  ga;max)  1+1Si on se place dans le cas  = 2, on a :
_g = (1  g) hT  Ae3i2Ac3 = Ae3 + a _T 1=3 =  3 ln(1  ga;max)a3
(2.48)
On retrouve ici la relation 2.43, ce qui justiﬁe à posteriori la forme choisie pour ﬁ(T ).
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Par conséquent, l'évolution des fractions des autres phases métallurgiques est alorsdonnée par : gk(t+t) = gk(t)1  ga(t+t)  ga(t)1  ga(t)  (2.49)Autrement dit, chacune des phases présentes est transformée en austénite à concurrencede sa proportion en début de pas de temps.La ﬁgure 2.11 montre les évolutions de la fraction d'austénite produite en fonction dediﬀérentes vitesses de chauﬀage et du paramètre a du modèle. On voit bien que pour lesvitesses plus rapides, un eﬀet de retard apparaît.
Figure 2.11  Évolution de la fraction d'austénite prédite par le modèle en fonction de lavitesse de chauﬀage (C) et du paramètre d'austénisation (a)
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2.3.5 Le couplage thermo-métallurgique pour les aciersD'un point de vue thermique, les transformations structurales s'accompagnent d'unemodiﬁcation des caractéristiques thermiques (capacité caloriﬁque volumique, conductivitéthermique) du matériau qui les subit, ainsi que d'une production ou d'une absorptiond'énergie (chaleurs latentes de transformation) [14]. Toutefois, les chaleurs latentes detransformation à l'état solide sont relativement faibles comparées aux chaleurs latentesde changement d'état liquide-solide et on peut donc, en première approximation, consi-dérer les évolutions thermiques et structurales par un couplage faible incrémental. C'estactuellement le cas des options de calculs thermiques et métallurgiques implantées dansTransWeld.Les transferts de chaleur avec changement de phase mettent en jeu plusieurs échellesd'observation. On distingue les deux principales échelles suivantes : L'échelle microscopique, dont la longueur caractéristique est généralement assimiléeau diamètre moyen des grains ou des particules. L'échelle macroscopique, représentée par la longueur L, associée à la longueur ca-ractéristique des phénomènes observés, correspondant ici à l'échelle des structures àassembler.
Dans ce contexte, l'objectif du changement d'échelle est d'obtenir une description ma-croscopique du milieu, c'est-à-dire une description basée sur une résolution du problèmeà l'échelle macroscopique. Nous utilisons la méthode de prise de moyenne volumique [3].Cette méthode consiste à intégrer, sur un volume élémentaire représentatif, les équationsde conservation classiques à l'échelle d'une phase pour obtenir les équations de transportmacroscopiques à la grande échelle L.Dans ce travail, nos développements s'inscrivent dans le cadre d'une théorie quasi-statique. Ainsi, lorsque la densité et la viscosité ne varient pas signiﬁcativement avec latempérature à l'échelle locale, il apparaît raisonnable de pouvoir découpler le problème dutransfert de chaleur du problème de l'écoulement.A l'échelle locale, l'équation de conservation de l'énergie décrivant les transferts dechaleur dans la phase k, en négligeant les termes d'advection, est donnée par :
@(H)@t =  r  q (2.50)L'application de la méthode de prise de moyenne spatiale ([3]) sur un volume élémentairereprésentatif du milieu multiphasé (VER), dans lequel on fait l'hypothèse de températureuniforme, conduit à l'équation suivante pour la conservation de l'énergie :
@(gkkHk)@t  r  (gkkrT ) = 0 (2.51)
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où k, k et Hk désignent respectivement la masse volumique, la conductivité thermiqueet l'enthalpie massique de la phase k. Étant donné qu'on a :
@(kHk)@t = @(kHk)@T @T@t = (cp)k @T@t (2.52)
en notant la conductivité moyenne hi = NXk gkk , et en explicitant le taux de variationde la fraction volumique de la phase k de la manière suivante,
@gk@t =Xi6=k _gi;k  
X
j 6=k _gk;j (2.53)avec _gi;k > 0 si la phase i est partiellement transformé en phase k et _gi;k = 0 par ailleurs.En distinguant la phase liquide (k = 1) des autres phases métallurgiques solides, l'équation(2.51) prend la nouvelle forme :0@Xi 6=1 _gi;1  X16=j _g1;j
1A1H1 + Xk=2;N
0@Xi6=k _gi;k  
X
k 6=j _gk;j
1AkHk+
hcpi @T@t  r  (hirT ) = 0 (2.54)Étant donné que les fractions volumiques des phases k  2 ont été préalablement calculéespar la résolution des cinétiques de transformation à l'état solide, on obtient :hcpi @T@t + Xk=2;N ( _gk;l   _gl;k)(lHl   kHk) r  (hirT ) =
  Xk=2;N
0BB@Xi>1i6=k _gi;k  
Xj>1j 6=k _gj;k
1CCAkHk (2.55)
Le second terme est égal à Lv@gl=@t , avec Lv la chaleur latente volumique de solidiﬁca-tion. En déﬁnissant alors l'enthalpie moyenne volumique par h(T ) = Z T0 hcpidﬁ + glLv,on obtient ﬁnalement :
@h@t  r  (hirT ) =   Xk=2;N
0BB@Xi>1i 6=k _gi;k  
Xj>1j 6=k _gj;k
1CCAkHk (2.56)
Cette équation est proche de la forme enthalpique de l'équation de l'énergie utiliséeclassiquement en solidiﬁcation, mais complétée par un second membre composé des termesde source associés aux transformations à l'état solide.
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2.3.6 Validation du couplage thermo-métallurgique2.3.6.1 Simulation d'un disque chauﬀé par laser (essai "INZAT")2.3.6.1.1 Description de l'essaiCet essai représentatif d'un essai de soudage a été mis au point à l'INSA de Lyon pourvalider diﬀérents modèles de calcul dans le cadre d'un programme de recherche associantplusieurs laboratoires de la région Rhône-Alpes ainsi que Framatome ANP, EDF, et leCEA. L'essai est documenté dans la thèse de Nathalie Cavallo [31].Il s'agit d'un disque en acier de type 16MND5 d'épaisseur 5 mm, chauﬀé en son centrepar un laser CO2 de façon à obtenir un chargement axisymétrique et pouvoir ainsi eﬀectuerdes simulations assez simples. Aﬁn de ne pas avoir à considérer dans les simulations desphénomènes peu maîtrisés comme la convection dans le bain fondu, l'apport de chaleurest soigneusement contrôlé de façon à ce que la partie centrale du disque atteigne un étatausténitique pendant la phase de chauﬀage mais ne fonde pas. Le spot laser est modélisé
Figure 2.12  Géometrie du disque de l'essai "Inzat" [31]
par un ﬂux de chaleur dont on suppose connue la répartition sur la face supérieure :
q(r) = 3Q0r20 exp
 3r2r20

avec r0 = 38 mm et Q0 la puissance du laser (Q0 = 1000 W ).Ce ﬂux de chaleur est imposé pendant 75 s. Les faces supérieure, inférieure et latéralesont soumises à la convection naturelle et au rayonnement. Le coeﬃcient d'échange pourla convection naturelle est : h = 5 W=(m2K) (la température extérieure Text = 20 oC) etpour le rayonnement, l'émissivité  = 0:7. De plus, on suppose qu'au début de l'expériencele disque est à la température de 20 oC. La structure initiale du disque est considéréetotalement bainitique. Les caractéristiques du 16MND5 sont données dans [31].
2.3.6.1.2 Résultats thermiques et métallurgiquesLa Figure 2.13 présente les courbes de température expérimentales et calculées parnotre modèle en fonction du temps et du rayon. Un écart de température est relevé, dû àla légère diﬀérence entre le cycle thermique imposé expérimentalement, et celui simulé. En
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eﬀet, la montée en puissance du laser en 0.5 seconde n'est pas simulée lors du chauﬀagenumérique elle est remplacée par une montée instantanée.Ces courbes mettent en évidence l'inﬂuence de la métallurgie sur la thermique parle dégagement ou l'absorption de chaleur, la transformation austénitique étant endother-mique alors que les transformations bainito-martensitique sont exothermiques. Au centre
(a) Expérience (Cavallo[31])
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(b) Numérique (TransWeld)Figure 2.13  Comparaison des proﬁls de température en face inférieure du disque, pourdiﬀérents rayons r
du disque, zone où se produisent les transformations de phases, l'évolution temporelle desvitesses de refroidissement est donc perturbée au chauﬀage par la transformation austéni-tique (vers 50 s). Ainsi les courbes de la Figure 2.13, donnent des indications sur les plagesde temps où interviennent les transformations. La comparaison des tailles de ZAT calculées
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(b)Figure 2.14  a) Proportion d'austénite à t=75 s (zone austénitisée au chauﬀage). b)Évolution des phases en fonction du temps (au centre du disque r = 0)
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pour les faces supérieure et inférieure est illustrée sur la tableau 2.3. Par rapport à l'ex-périence, le calcul, prévoyant une température plus élevée, cela a pour eﬀet de surestimerlégèrement la taille de la ZAT. Le tableau suivant fournit les rayons des diﬀérentes zoneset une comparaison calcul/mesure.Zones Face supérieure Face inférieureMesure [31] TransWeld Mesure [31] TransWeldZone totalement austénitisée 12 mm 12.5 mm 9 mm 9.5 mmZone partiellement austénitisée 14 mm 14.5 mm 12 mm 12 mm
Tableau 2.3  Comparaison des ZAT
Après refroidissement et retour à la température ambiante, le calcul fournit les pro-portions de phase suivantes : bainite 29%, martensite 71% (ﬁg. 2.14). Il est à noter que lavitesse de refroidissement du disque est de l'ordre de 6 oC=s et celle-ci correspond à undomaine d'incertitude sur les proportions de phases formées ("nez bainitique"). En eﬀet,des essais réalisés par [31] pour une vitesse de 7 oC=s, ont montré que les proportions dephase de bainite et de martensite varient de 100% de martensite à 33% de bainite et 67%de martensite.En conclusion, ce cas test permet de valider notre implémentation, avec un modèled'austénitisation simpliﬁé (austénitisation à partir de Ae3, un seul paramètre a), du cou-plage thermique-métallurgique dans un contexte de transformations métallurgiques au ci-nétiques anisothermes rapides, assez similaires à celles rencontrées en soudage.
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2.4 La modélisation mécanique
Dans ce paragraphe nous présentons les équations du problème mécanique et leur ré-solution numérique par éléments ﬁnis telle qu'elle est implémentée dans TransWeld.Nous commençons pas une présentation du modèle mécanique sans couplage avec lamétallurgie, ce modèle est conforme à celui développé dans Thercast pour l'analyse desprocédés de solidiﬁcation [32] [33][34]. Ce modèle a été implanté dans la librairie C++CimLib développée au CEMEF et sur laquelle est basé le logiciel TransWeld.
2.4.1 IntroductionA l'échelle macroscopique, on assimile les métaux soudés, occupant un domaine ﬁni 
,à un milieu continu et homogène. Le modèle mathématique du problème est donc basésur les équations fondamentales de la mécanique des milieux continus, à savoir l'équationde conservation de la masse et l'équation de l'équilibre dynamique. Pour que le problèmesoit correctement posé, des équations relatives aux conditions aux limites sont introduites.Finalement, aﬁn de modéliser les mécanismes régissant la déformation et la transformationdu matériau, des équations de loi de comportement sont également rajoutées. Celles-cipermettent par exemple de lier les contraintes aux vitesses de déformation au cours del'écoulement de la matière.
2.4.2 Equation de l'équilibre dynamiqueRappelons la forme générale des équations de conservation de la quantité de mouvementet de la masse :
dvdt = r  ﬀ + g (2.57)
@@t +r  (v) = 0 (2.58)Où v désigne le vecteur vitesse, ﬀ le tenseur des contraintes de Cauchy,  la masse volumiqueet g l'accélération gravitationnelle.
Conditions aux limitesPour que le problème mécanique soit correctement posé, on lui ajoute certaines condi-tions aux limites sur sa frontière  . Cette frontière se décompose en une réunion de quatreparties disjointes   =  l[ f [ v [ c sur lesquelles on impose des conditions aux limites : Sur la surface libre  l, le vecteur contrainte est nul : T = ﬀn = 0
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 Sur la frontière à chargement imposé  f , le vecteur contrainte est égal au vecteurcontrainte imposé Timp tel que : T = ﬀn = Timp La vitesse est imposée sur la frontière  v : v = vimp avec vimp la vitesse imposée. Enﬁn le matériau est en contact avec les outils (appuis, système de bridage) au niveaude la surface  c. On distingue deux types de conditions : Une condition de frottement qui exprime l'eﬀort tangentiel de cission du frotte-ment : ﬁ = ﬀn  (ﬀn  n)nCette condition est tangentielle et est associée à une loi tribologique. Une condition de contact qui exprime la non pénétration des n÷uds dans l'outil(appuis ou système de bridage) appelée condition de Signorini :8><>: (v   voutil)  n  0ﬀn  0[(v   voutil)  n]ﬀn = 0 (2.59)où voutil est la vitesse de l'outil et ﬀn = (ﬀn)n est la contrainte normale de contact,n étant le vecteur normal sortant de 
.Pour plus de détails sur cette partie ainsi que les diﬀérentes techniques de gestiondu contact le lecteur est invité à consulter [35].
2.4.3 Lois de comportementUne des principales caractéristiques des procédés de soudage est l'ampleur des varia-tions thermiques subies par le matériau. Les lois de comportement doivent donc être validessur un très large domaine de température. On est notamment dans des domaines de tempé-rature où les phénomènes de viscosité peuvent ne plus être négligeables. Il peut donc êtrenécessaire d'utiliser un modèle de comportement élasto-viscoplastique surtout lorsqu'onreste dans ces domaines pendant une durée importante ; par exemple lors des traitementsde détensionnement associés au soudage.On choisit donc un modèle élasto-viscoplastique dont les caractéristiques sont tellesqu'il permette de décrire avec un même formalisme, donc sans changer de modèle : un comportement élasto-plastique classique ; pour modéliser les cas à basse tempé-rature lorsque les eﬀets visqueux sont encore négligeables, un comportement viscoplastique à haute température, pour modéliser les eﬀets deﬂuage et de relaxation associés, un comportement de type ﬂuide visqueux pour les températures supérieures à latempérature de fusion, aﬁn d'avoir une description raisonnable de la zone fondue.
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Nous adoptons l'approche adoptée dans la thèse de Jaouen [32], basée sur une modéli-sation à deux lois de comportement : une loi de comportement de type visco-plastique lorsque le matériau est liquide oupâteux et une loi de comportement de type élasto-viscoplastique pour l'état solide.
Le passage d'une loi de comportement vers l'autre s'eﬀectue à une température Tc (ap-pelée température critique), prise usuellement égale au solidus Ts de l'alliage. Le compor-tement du matériau est alors considéré newtonien à l'état liquide (T > Tl), visco-plastiquesi (Tl > T > Tc) et enﬁn élasto-viscoplastique à l'état solide (T < Tc).Comme les déformations sont faibles, on peut donc admettre une partition de la vitessede déformation sous la forme : _" = _"th + _" (2.60)avec8><>: _"
th le tenseur sphérique des déformations de dilatation thermique_" = _"vp pour une loi de type visco-plastique_" = _"el + _"vp pour une loi de type élasto-visco-plastique (2.61)
où _"th, _"el et _"vp sont respectivement les parties thermique, élastique et viscoplastiquede _".Les tenseurs _"th et _"vp étant respectivement purement sphériques et purement dévia-toires, en notant _e les parties déviatoriques de _", on peut décomposer (2.60) en partiessphérique et déviatoire : ( _e = _eel + _evptr ( _") = tr ( _"el) + tr ( _"th) (2.62)
La partie thermiqueÀ partir de l'équation de conservation de la masse (2.58), on a pour une transformationne faisant pas intervenir d'autre source de changement de volume.
tr ( _") = tr ( _"th) = r  v =  1 ddt (2.63)Comme _"th est sphérique ceci donne :
_"th =   13 ddt I (2.64)
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La partie élastiqueLa partie élastique de _" est reliée à la contrainte par la loi de Hooke qui ne fait in-tervenir que 2 paramètres, le module de Young E et le coeﬃcient de Poisson  tous deuxthermodépendants :
ﬀ = E(T ) : "el (2.65)
où E est le tenseur d'élasticité d'ordre 4On obtient par dérivation temporelle de Eq. 2.65 :
_"el = E 1 _ﬀ + _T @E 1@T ﬀ (2.66)soit
_"el = 1 + E _ﬀ   E tr ( _ﬀ)I+ _T @@T 1 + E ﬀ   _T @@T  E tr (ﬀ)I (2.67)où _ﬀ désigne la dérivée particulaire temporelle du tenseur des contraintes de Cauchy ﬀ(Dans le contexte du soudage, l'hypothèse de petites déformations et petites rotations nouspermet de justiﬁer l'utilisation cette dérivée particulaire, bien que non objective)En utilisant l'équation précédente et en décomposant le tenseur de contrainte ﬀ en unepartie déviatoire s et une partie sphérique  pI : ﬀ = s   pI, on a les relations en partiesdéviatoire et sphérique : 8><>: _eel =
_s2   _T 122 @@T str ( _"el) =   _p + _T 12 @@T p (2.68)avec  le coeﬃcient de Lamé et  le module de compression hydrostatique, donnés parles relations suivantes :  = E2(1 + ) et  = E3(1  2) .La partie viscoplastiquePerzyna déﬁnit une relation entre la partie viscoplastique du tenseur des vitesses dedéformation et le tenseur déviateur des contraintes de Cauchy s, sous la forme :
_"vp = p32ﬀ ﬁﬀ   ﬀsKp3
ﬂ1=ms (2.69)
où K représente la consistance du matériau et m la sensibilité de la contrainte d'écou-lement à la vitesse de déformation. On note qu'il n'y a écoulement viscoplastique que si lacontrainte équivalente de von Mises (ﬀ =q32s : s) dépasse un certain seuil ﬀs, appelé seuil
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d'écoulement.La relation tensorielle (2.69) est équivalente, lorsqu'il y a écoulement viscoplastique, àla relation :
ﬀ = ﬀs +Kp3m+1 _"m (2.70)
où _" =q23 _"vp : _"vpPar ailleurs en reportant l'expression (2.70) dans (2.69), on obtient la relation fonda-mentale de von Mises :
_"vp = 32 _"ﬀs = _s (2.71)En réécrivant la relation (2.62) et en remplaçant chaque contribution par son expressionon obtient un système d'équations non linéaires dont les inconnues sont la pression p et ledéviateur des contraintes s :8><>: _s = 2
 _e  _s+ _T 1 @@T s_p =   tr ( _") + 1 ddt+ _T 1 @@T p (2.72)
2.4.4 Le système d'équations à résoudreEn tenant compte des hypothèses énoncées précédemment, le problème mécanique s'ex-prime par le système suivant :8<: dvdt = r  s rp+ g sur 
r  v   Tr( _") = 0 sur 
 (2.73)La forme de la seconde équation varie en fonction de l'état de l'alliage métallique, c'est-à-dire en fonction de la température. Dans le cas d'une équation de comportement de typesolide, on a : r  v   Tr( _") = r  v + 3(1  2)E _p+ 1 ddt (2.74)tandis que dans le cas d'un comportement de type viscoplastique, la contribution élastiquedisparaît, ce qui conduit à :
r  v   Tr( _") = r  v + 1 ddt (2.75)De la même manière, l'expression du déviateur des contraintes s dans la premièreéquation du système 2.73 provient soit d'une loi élasto-viscoplastique, soit d'une loi visco-plastique.
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2.4.5 Discrétisation du problème mécaniqueLa résolution par la méthode des éléments ﬁnis en formulation vitesse-pression nécessitel'obtention d'une formulation variationnelle du problème. On multiplie les équations (2.57et 2.58) respectivement par des fonctions test v 2 V et p 2 P où V et P sont desespaces fonctionnels appropriés. Avec V l'espace des vitesses cinématiquement admissibles,V0 l'espace des vitesses cinématiquement admissibles à zéro et P l'espace des pressions ptels que : 8>><>>:
V = nv; v 2 H1(
)dj v = vimp sur  voV0 = nv; v 2 H1(
)dj v = 0 sur  voP = p; p 2 L2(
) 	 (2.76)
d étant la dimension de l'espace.On intègre ensuite par parties les équations d'équilibre et de conservation de masse surle domaine 
 de frontière   et on obtient ainsi :Trouver (v; p) 2 (V;P) tel que 8(v; p) 2 (V;P) :
Z

 s(v) : _(v)d
 
Z

 pr  vd
 
Z
  T  vd  
Z

 g  vd
+Z
 
@v@t + (rv)v  vd
 = 0Z

 (r  v   Tr( _"))pd
 = 0
(2.77)
2.4.5.1 La discrétisation par éléments ﬁnisLa formulation variationnelle étant établie, nous sommes capables de calculer la solutionmixte (v; p) de ce problème en introduisant une approximation spatiale par la méthodedes éléments ﬁnis. Comme ce problème est instationnaire avec des inconnues dépendantà la fois des variables spatiale (x) et temporelle (t), nous commençons par introduire ladiscrétisation temporelle avant de nous intéresser à l'approximation spatiale.
Discrétisation temporelleNous fractionnons l'intervalle de temps tsim (correspondant à la durée de l'ensemble dela simulation) en N incréments, déﬁnis par des pas de temps ti tels que :
tsim = [Ni=1[ti; ti +ti]
La conﬁguration 
t étant connue à l'instant t, la solution (vt; pt) satisfaisant l'équilibreà cet instant peut être déterminée. Le formalisme modélisant l'évolution de la matière au
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cours du temps est de type lagrangien réactualisé. La nouvelle conﬁguration à l'instantsuivant (t+t) est donc calculée à partir de la conﬁguration précédente au temps t.Un des schémas d'intégration temporelle utilisé pour résoudre l'équation (2.77) est unschéma aux diﬀérences ﬁnies de type Euler implicite :
@v@t = vt+t   vttCe schéma est inconditionnellement stable, il converge sans qu'aucune condition ne soitnécessaire sur t.Entre deux incréments de temps consécutifs t et t + t, l'écoulement du matériaus'écrit : x(t+t) = x(t) + tv(t; x(t)) () x(t+t) = xt +tvtPour traiter le terme d'advection, on le linéarise, en écrivant au temps t :
@v@t + (rv)v = vt+t   vtt +  rvt+tvtPar conséquent, la formulation utilisée est semi-implicite.Lorsqu'on traite un problème d'advection par une méthode de type Galerkin standard,des oscillations apparaissent, et se propagent dans tout l'écoulement. Ces instabilités sontdues au traitement du terme hyperbolique non symétrique vrv3. On choisit d'utiliserune méthode de type RFB pour traiter les termes d'advection. Cette méthode est baséesur l'utilisation d'espaces d'approximation diﬀérents pour approcher les vitesses vh et lesfonctions test wh. On pourra se référer à Basset [36] pour plus de détails.
Discrétisation spatialeLa discrétisation par éléments ﬁnis consiste à déterminer la solution de la formulationvariationnelle (2.77) non plus dans les espaces continus V et P, mais dans des sous-espacesd'approximation de dimension ﬁnie Vh et Ph, contenant la solution mixte (vh; ph) du pro-blème discret, h étant la taille de maille.On introduit une triangulation Th de l'espace 
h qui est une approximation discrètedu domaine de calcul continu 
. 
h = [e2Th
eA cause du couplage entre les champs de vitesse et de pression, les espaces d'approxi-
3Une autre interprétation est de dire que les oscillations observées sont dues à la présence de ﬁnes
couches d'écoulement non résolues, où la solution et ses dérivées ont des variations brutales non captées
par le maillage. Ces échelles sont irrésolvables numériquement. Même si l'on n'est pas intéressé par leur
résolution, les petites échelles ont un eﬀet sur les échelles visibles, ou résolvables, et cet eﬀet doit être pris
en compte
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mations ne peuvent être pris indépendamment ; ce qui entraîne un choix non trivial deséléments ﬁnis. En eﬀet, l'existence et l'unicité de la solution (vh; ph) ne seront assurées que sices espaces d'approximation vériﬁent la condition de compatibilité de Brezzi-Babûska [37] :cette condition de compatibilité est en fait une condition de stabilité spatiale à laquelle estcombinée une condition de consistance, assurant ainsi la convergence de la solution mixte(vh; ph) vers celle du problème fort (v; p) lorsque h tend vers zéro.Un choix possible pour vériﬁer la condition de Brezzi-Babûska est d'opter pour l'élémentﬁni tétraédrique mixte P1 + =P1 encore appelé le "mini-élément" (cf ﬁgure 2.15). Cetélément utilisé initialement au Cemef par Coupez [38] dans le cadre des écoulements visco-plastiques tridimensionnel ; a été repris par Gay [39] dans le cas d'un comportement élasto-plastique et par Jaouen [32] pour un comportement visco-plastique compressible et élasto-viscoplastique, respectivement.
Figure 2.15  Tétraèdre P1+/P1 de référence
En rappelant que P1 est l'interpolation linéaire et que 
ei (i = 1; ::; D) sont les D sous-éléments (ou sous-tétraèdres) de l'élément tétraédrique 
e, les espaces d'approximation seformulent comme suit :8>>>>><>>>>>:
Ph = ph 2 C0(
h) tq 8e 2 Th; phj
e 2 P1(
e)	Vh = LhLBhLh = nvh 2  C0(
h)d tq 8e 2 Th; vhj
e 2 (P1(
e))d et vh = vimp sur  v oBh = nbh 2  C0(
h)d tq 8e 2 Th; bhj
ei 2 (P1(
ei ))d et bh = 0 sur @
ei o
(2.78)
En notant respectivement N l et N b les fonctions de bases linéaires et bulle, les champs de
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vitesse et de pression discrets sont approximés par :
vh(x) = NbnoeXi=1 N li (x)Vi +
NbeltX
j=1 N bj (x)Bjph(x) = NbnoeXi=1 N li (x)Pi
(2.79)
Compte tenu des supports des fonctions d'interpolation, les champs de vitesse et pressions'écrivent au niveau local :
vh(x) = DXi=1 N li (x)Vi +N b(x)Bph(x) = DXi=1 N li (x)Pi
(2.80)
D = 4 pour les éléments tétraèdres. Par ailleurs N b est une fonction linéaire sur chacundes quatre sous tétraèdres de l'élément.Enﬁn, rappelons deux propriétés fondamentales de la fonction bulle bh : bh s'annule sur la frontière des éléments de la discrétisation Le champ bulle possède la propriété que son gradient est orthogonal à tout tenseurconstant sur un élément de maillage, ce qui donne : ZK (rvh : rbh) d
 = 0Les déﬁnitions ci-dessus des espaces utilisés pour la discrétisation du problème méca-nique nous permettent d'écrire (2.77) sous la forme :Trouver (wh = vh + bh; ph) 2 (Vh;Ph) tel que 8(wh; qh) 2 (Vh;Ph) :8>>>>>>>>>>>>><>>>>>>>>>>>>>:
Z

 s(vh + bh) : _(wh)d
 
Z

 phr  whd
 
Z
  T  whd  
Z

 g  whd
+Z

 
(vh + bh)  vtt + (rvh)vtwhd
 = 0Z

 s(vh + bh) : _(bh)d
 
Z

 phr  bhd
 
Z

 gbhd
+Z

 
(vh + bh)  vtt + (rvh)vt bhd
 = 0Z

 ( r  (vh + bh))qhd
+
Z

 (Tr( _"))qhd
 = 0
(2.81)
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Résolution numériqueLe système non linéaire précédemment obtenu peut se réécrire sous la forme d'un sys-tème non linéaire discret noté de manière suivante :8><>: R
v(vh; bh; ph) = Rvv +Rvb +Rvp   F v = 0Rb(vh; bh; ph) = Rbv +Rbb +Rbp   F b = 0Rp(vh; bh; ph) = Rpv +Rpb +Rpp   F p = 0 (2.82)En utilisant une propriété du champ bulle Rvb = Rbv = 0, le terme R ne dépend pas de B[32]. Le système s'écrit donc :8><>: R
v(vh; bh; ph) = Rvv + 0 +Rvp   F v = 0Rb(vh; bh; ph) = 0 +Rbb +Rbp   F b = 0Rp(vh; bh; ph) = Rpv +Rpb +Rpp   F p = 0 (2.83)Pour résoudre le système 2.83, on utilise la méthode de Newton-Raphson. Pour cela onintroduit les matrices de raideur locales Kxy déﬁnies par :
Kxy = @Rx@yoù x et y évoluent dans fv; b; pg. Ceci conduit au système algébrique suivant :
0B@ Kvv 0 Kvp0 Kbb KbpKpv Kpb Kpp
1CA
0B@ vbp
1CA =  
0B@ RvRbRp
1CA (2.84)
La contribution locale sur un élément 
e de la triangulation étant identique à la contribu-tion globale, on utilise une technique de condensation locale de la bulle aﬁn de supprimerdes équations de (2.84) le degré de liberté supplémentaire lié à la bulle (voir [32]) :
b =  Kbb 1 Rb +Kbpp (2.85)
On obtient alors une formulation mixte en vitesse/pression avec pour seules inconnuesnodales les trois composantes du champs de vitesse et celles de la pression :
 Kvv KvpKpv Kpp  Kbpt  Kbb 1Kbp
! vp
! =   RvRp  Kbpt  Kbb 1Rb
! (2.86)
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Pour résoudre le problème mécanique (2.86) il est alors nécessaire de connaître la dérivéedu déviateur des contraintes par rapport au taux de déformation en chaque point d'inté-gration. Cette dérivée est un tenseur d'ordre 4 qu'on appelle module tangent déviatoriquelocal : C = @s@ _"Ces relations nous sont données par la loi de comportement. Le calcul du module tangentet l'intégration de comportement font l'objet de la section qui suit.
2.4.6 Résolution localePour résoudre l'équation d'équilibre (2.57) à partir de sa formulation faible, le problèmeest formulé sous forme incrémentale ; qui consiste à utiliser la loi de comportement inté-grée. On s'intéresse à l'évolution des contraintes en un point matériel donné, pendant unincrément de temps [t; t + dt]. L'état du point matériel est connu à l'instant t. L'objectifest de calculer l'état de contrainte en ﬁn d'incrément en intégrant le système d'équationsdiﬀérentielles (2.72) par une  - méthode. Ainsi, en désignant avec l'indice n les variablesau pas de temps précédent, la discrétisation temporelle de _s s'écrit :
_s = sn+1   snt = (1  ) _sn +  _sn+1d'où, la discrétisation de la première équation de (2.72) entraîne :
sn+1   snt = 2n+1  _en+1   _n+1sn+1+ (1  ) _en   _nsn+ n+1   nnt sn (2.87)à laquelle se rajoute la condition de fermeture sn+1 : sn+1   23ﬀ2("n+1; _"n+1) = 0. Noussommes restés dans le cadre de la thèse de O. Jaouen [32], et avons choisi de prendre  = 1,i.e., un schéma d'Euler implicite (dit du retour radial). Ceci conduit à :8><>: sn+1 =
2n+1t _en+1 +Gn+1sn1 + 2n+1t _n+1sn+1 : sn+1   23ﬀ2("n+1; _"n+1) = 0 (2.88)où Gn+1 = n+1nLes inconnues de ce système sont sn+1 et _n+1 (ou de manière équivalente _"), le tenseur_en+1 se déduisant directement de l'expression courante du champ de vitesse (à l'itérationde Newton en cours). En injectant la première équation de (2.88) dans la seconde, noustrouvons une équation d'ordre 2 en _ :
ﬀ2("n+1; _"n+1)(1 + 2n+1t _n+1)2 = 32(Gn+1sn + 2n+1t _en+1) : (Gn+1sn + 2n+1t _en+1)
- 76 -
2.4 - La modélisation mécanique
En prenant la racine, nous avons l'équation non linéaire (couplée avec l'écrouissage) sui-vante :
2n+1ﬀ("n+1; _"n+1)t _n+1 + ﬀ("n+1; _"n+1)  r32(Gn+1sn + 2n+1t _en+1) : (Gn+1sn + 2n+1t _en+1) = 0 (2.89)Le terme Gn+1sn + 2n+1t _en+1 représente le prédicteur élastique noté selPn+1. On pose :B0 =r32selPn+1 : selPn+1.L'équation (2.89) admet une solution positive unique, quelque soit l'écrouissage, siﬀ("n+1; _"n+1) < B0. Pour la résolution de cette équation ainsi que la démonstration del'unicité et de l'existence de la solution, on peut se reporter aux manuscrits de thèse deBrioist [40] et Jaouen [32].En pratique, comme _" = 23 _ﬀ("), l'équation (2.89) devient
3n+1t _"n+1 + ﬀ("n; _"n+1) B0 = 0 (2.90)
Cette équation est non linéaire (via ﬀ(_")). Elle est résolue en _"n+1 par une méthode deNewton. Ensuite, _ est obtenu par :
_n+1 = 3_"n+12ﬀ("n+1; _"n+1) (2.91)Le déviateur des contraintes est ensuite calculé par (2.88) :
sn+1 = Gn+1sn + 2n+1t _en+11 + 2n+1t _n+1 (2.92)Le module tangentRappelons que pour la résolution de l'équation de Newton-Raphson (2.86), il est néces-saire de connaître le module tangent.En diﬀérenciant la relation (2.92) et en se servant de _n+1 = B0   ﬀ2n+1tﬀ , nous trouvonsﬁnalement que :
C = @sn+1@ _"n+1 =
"2 ﬀB0 (I4   I 
 I 1d)  2s
 s 123ﬀ2
 ﬀB0   1 + 11 + @ﬀ@" 13
!# (2.93)
où (I4)ij;kl = ikjl et (I 
 I)ij;kl = ijkl.De plus, une matrice tangente bulle Lb est calculée, qui correspond à la partie linéairede (2.93) :
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Cb = @sbn+1@ _"bn+1 =
2 ﬀB0 (I4   I 
 I 1d)
 (2.94)
2.4.7 Algorithme de résolutionEn récapitulant les étapes précédemment décrites, on obtient l'algorithme de résolutionsuivant :Algorithme 1 : Résolution locale
1: _"n,sn et "n connus.
2: Calcul de _en+1 (en fonction du nouvel itéré du champ de vitesse vn+1
3: Calculer selPn+1 = Gn+1sn + 2n+1t _e du prédicteur élastique
4: Calculer B0 = ﬀelPn+1 =r32selPn+1 : selPn+1
5: Calcul du seuil plastique (écrouissage) ﬀs("n; _" = 0) = ﬀ00 +H"n
6: si (B0 < ﬀs("n; _" = 0) : alors
7: Comportement purement élastique, actualiser parsn+1 = selPn+1 et "n+1 = "n
8: sinon si (Si B0 > ﬀs("n; _" = 0) :) alors
9: Comportement élasto-viscoplastique :
10: Calcul de _"n+1 en résolvant (2.90), en utilisant la méthode de Newton-Raphson.
11: Actualisation de "n+1 = "n +t _"n+1
12: Calcul de ﬀ
13: Calcul de _ = 3_"2ﬀ
14: Calcul de sn+1, C et Cb via les équations (2.92), (2.93) et (2.94).
15: ﬁnsi
Cet algorithme donne les contraintes déviatoires sn+1 et la nouvelle déformation plas-tique généralisée "n+1 en fonction de l'état mécanique à l'instant tn et du champ de vitesseentre les instants tn et tn+1. Enﬁn, connaissant sn+1, C et Cb, il est possible de calcu-ler p et v en chaque noeud du maillage en résolvant (2.81) au moyen des itérations deNewton-Raphson (2.86).
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2.5 Couplage thermo-mécanique-métallurgique
Notre travail portant sur les aciers, nous nous focalisons sur des études menées sur cetype de matériau.Certains matériaux voient leur structure métallurgique modiﬁée sous chargement ther-mique. En l'occurrence, certains alliages ferreux, passent d'une structure ferritique à tem-pérature ambiante, à une structure austénitique au cours du chauﬀage et réciproquementau cours du refroidissement. La phase ferritique produite au refroidissement peut êtreconstituée d'une seule structure ferritique comme de plusieurs suivant la vitesse de re-froidissement suivie. Parmi les structures ferritiques susceptibles d'exister, nous avons laferrite, la perlite, la bainite et la martensite. Ce sont donc ces transformations structuralesqui sont la source des conséquences d'ordre métallurgique, thermique, et mécanique. Nousnous concentrons au cours de cette partie essentiellement sur les principales conséquencesd'ordre mécanique, au cours des transformations structurales au refroidissement.D'un point de vue mécanique, les conséquences des transformations structurales (àl'état solide) sont de quatre types [41][42] : les caractéristiques mécaniques du matériau qui les subit sont modiﬁées. Plus précisé-ment, les caractéristiques élastiques (module d'Young et coeﬃcient de Poisson) sontpeu aﬀectées alors que les caractéristiques plastiques (limite d'élasticité notamment)et le coeﬃcient de dilatation thermique le sont fortement, l'expansion ou la contraction volumique qui accompagne les transformations structu-rales se traduit par une déformation (sphérique) (de transformation) qui se superposeà la déformation d'origine purement thermique. Cet eﬀet est mis en évidence sur unessai de dilatométrie, une transformation se déroulant sous contraintes peut donner naissance à une défor-mation irréversible et ce, même pour des niveaux de contraintes très inférieurs à lalimite d'élasticité du matériau (à la température et dans l'état structural considérés).On appelle plasticité de transformation ce phénomène, on peut avoir lors de la transformation métallurgique un phénomène de restaurationd'écrouissage. L'écrouissage de la phase mère n'est pas transmis aux phases nou-vellement créées. Celles-ci peuvent alors naître avec un état d'écrouissage vierge oun'hériter que d'une partie, éventuellement de la totalité, de l'écrouissage de la phasemère.
Par ailleurs, l'état mécanique inﬂuence également le comportement métallurgique. L'étatde contraintes peut notamment accélérer ou ralentir la cinétique des transformations etmodiﬁer les températures auxquelles elles se produisent. Cependant, la caractérisation ex-périmentale de cette inﬂuence, notamment dans le cas de situations complexes (tridimen-sionnelles, sous température et état de contraintes variables) demeure très délicate et il
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est très fréquent de considérer l'évolution structurale comme indépendante de l'état méca-nique. C'est le cas du modèle de transformations structurales implanté dans TransWeld.Si l'on néglige les diﬀérents couplages d'origine mécanique, la détermination de l'évolu-tion mécanique associée à un processus mettant en jeu des transformations structuralesnécessite donc deux calculs successifs et découplés : un calcul thermo-métallurgique (découplé) permettant la détermination des évolu-tions thermiques puis structurales, un calcul mécanique (élasto-viscoplastique) tenant compte des eﬀets dus aux évolu-tions thermiques et structurales.
2.5.1 Plasticité de transformationAu cours d'une transformation de phase, certaines parties du matériau, voient leursmasse volumique changer du fait des changements structuraux. Un état de contrainte in-terne résulte de la cohabitation entre les régions transformées et les régions voisines. Cetétat de contrainte interne diﬀère d'un point à un autre de la structure, autrement dit d'ungrain à un autre, voire même à l'intérieur d'un grain. Dans la plupart des cas, cette diﬀé-rence d'un point à l'autre conduit au moins à la plastiﬁcation du matériau voisin des régionstransformées, parfois même à la plastiﬁcation des régions transformées elles mêmes. De cefait, nous concevons facilement que si une contrainte extérieure est appliquée, le champde contrainte interne peut être orienté. La superposition de ces deux mécanismes peut ini-tier une plastiﬁcation, et une déformation plastique macroscopique du spécimen est alorsobservée. C'est cet eﬀet mécanique associé aux transformations de phases qui est appelé"plasticité de transformation". Nous allons expliciter les deux mécanismes qui sont jugésresponsables de ce phénomène, ou vu de la littérature.Le mécanisme de Magee [43] est relatif à la transformation martensitique. La trans-formation austénite ! martensite se fait par formation de plaquettes de martensite dansla phase austénitique. Les caractéristiques thermomécaniques des deux constituants étantdiﬀérentes, des sollicitations de cisaillement sont engendrées. En absence de contrainte ap-pliquée, Fig.2.16(a), les plaquettes de martensite s'orientent aléatoirement et ont un eﬀetglobal isotrope. Par contre, si une contrainte extérieure est appliquée, Fig.2.16(a), cettedernière oriente les plaquettes suivant une même direction, et une déformation irréversiblemacroscopique dans la direction de la contrainte eﬀective appliquée est alors observée.Le mécanisme de Greenwood et Johnson [44] est quant à lui relatif aux diﬀérences entreles caractéristiques des diﬀérentes phases.En eﬀet, la phase austénitique est une structure cubique à faces centrées, alors que lesstructures ferritiques sont des structures cubiques centrées. La diﬀérence de compacité entreces deux structures induit un changement de volume lors de la transformation. En absence
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(a) Mécanisme de Magee (b) Mécanisme de Greenwood &
Johnson
Figure 2.16  Schématisation des mécanismes de plasticité de transformation
de contrainte appliquée, Fig.2.16(b), le tenseur microscopique des contraintes internes estsphérique et seul le changement de volume global est observé. Par contre, l'applicationd'une contrainte externe, Fig.2.16(b), fait que le tenseur microscopique des contraintesinternes n'est plus totalement sphérique, ce qui induit une déformation irréversible dans ladirection de la contrainte eﬀective appliquée.L'importance relative de l'un ou de l'autre des phènomènes dépend de la transformationconsidérée et de l'acier étudié. Il est généralement admis [45] que le mécanisme de Mageeest présent pour les transformations martensitiques (transformations sans diﬀusion), tandisque le mécanisme de Greenwood et Johnson est dominant pour les transformations avecdiﬀusion.En résumé, nous dirons que l'existence de contrainte externe au cours d'une transfor-mation métallurgique à l'état solide, peut conduire à l'apparition d'une déformation plas-tique macroscopique même pour des niveaux de contrainte nettement inférieurs à la limited'élasticité de la phase la plus molle. Ce phénomène est habituellement appelé plasticitéde transformation. Comme nous le verrons, cette plasticité de transformation est dépen-dante de la contrainte appliquée et de l'avancement de la transformation. Dans ce qui suit,nous allons rappeler quelques modèles existants importants pour la prise en compte de cesphénomènes.
2.5.1.1 Principaux modèles de plasticité de transformationLes principaux modèles de plasticité de transformation prenant en compte le mécanismede Greenwood et Johnson [44] peuvent se mettre sous la forme du produit de trois fonctions :
_"pt = f1VV ; ﬀay f2(g; _g) f3(s; ﬀy) (2.95)
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Avec VV Variation volumique associé à la transformation g : Proportion de la phase ﬁlle créée s : Tenseur déviateur des contraintes appliquées ﬀay : Seuil de plasticité de la phase mère (austénite)La fonction f1 dépend des caractéristiques relatives des phases mère et ﬁlle. La fonctionf2 exprime la dépendance vis à vis du taux d'avancement de la transformation. Et lafonction f3 dépend des caractéristiques de la contrainte appliquée et du seuil de plasticitédu mélange.En l'absence de contrainte interne et si la charge appliquée au cours de la transformationest constante et faible devant le seuil de plasticité de la phase mère, la relation précédente(2.95) peut alors de mettre sous la forme suivante :
pt = g1VV ; ﬀay g2(g) g3(s) (2.96)Greenwood et Johnson [44], furent les premiers à publier un modèle unidimensionnel,avec :
g1 = 56ﬀay VV , g2 = 1 et g3 = ﬀCe modèle uniaxial ne peut que prévoir la valeur ﬁnale de la déformation de plasticitéde transformation pour une charge appliquée constante (faible) durant le changement dephase.De son côté, Abrassart [46], développe un modèle unidimensionnel dans lequel la plas-ticité de transformation est donnée en fonction de la proportion de phase nouvellementformée :
g1 = 34ﬀay VV , g2 = 3g   2g3=2 et g3 = ﬀDesalos [47], propose une nouvelle expression établie à partir d'une étude expérimen-tale :
g1 = K, g2 = g(2  g) et g3 = ﬀCette relation utilise un coeﬃcient K constant (coeﬃcient de plasticité de transformation)déterminé expérimentalement (K = 10 4MPa 1).Une généralisation tridimensionnelle du modèle expérimental précèdent a été proposéepar Leblond [48] sous la forme : _"pt = 32Kg02(g) _gs (2.97)avec g2 = g(2  g).
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Par ailleurs, la plupart des auteurs parmi lesquels Sjöström, Denis, Inoue et Gautier[28, 49] partent d'une expression identique à l'équation 2.97, la diﬀérence est propre à ladétermination de K et la fonction g2(g).Les expressions données ci-dessous pour la plasticité de transformation sont relative-ment empiriques, et n'ont été identiﬁées que pour de faibles niveaux de contraintes. Leblonda fait un important travail aﬁn de fournir une base théorique à la plasticité de transfor-mation. Il a montré que la décomposition de _" donnait dans le cas général un terme en_g [48], ce qui justiﬁe l'expression de type (2.97). Sous les hypothèses que les contraintesappliquées soient faibles, que la ferrite croîsse sous forme de sphères, que le comportementde l'austénite soit plastique parfait (sans écrouissage) et qu'elle seule plastiﬁe, il obtientl'expression [50] : _"pt =  3thafﬀay ln(g) _g s (2.98)où : tha f diﬀérence de déformation d'origine thermique entre les deux phases et ﬀay seuilde plasticité de l'austéniteIl fait par ailleurs des calculs par éléments ﬁnis 3D, pour étendre, de façon empirique,l'équation (2.98) au cas des fortes contraintes. Il propose ﬁnalement :
_"pt =  3tha fﬀay h
 ﬀﬀay
ln(g) _gs (2.99)
avec
h ﬀﬀay
 =
8><>:
1 si ﬀﬀay  0:51 + 3:5 ﬀﬀay   12
 si ﬀﬀay > 0:5 (2.100)La fonction h traduit la non linéarité du taux de déformation avec le niveau de contrainteappliquée. Pour contourner la singularité quand g ! 0, Leblond considère _"pt comme nultant que 3% de phase ﬁlle n'est pas formé. Taleb et Sidoroﬀ [51] ont proposé une versionaméliorée.Fischer part du principe que la plasticité de transformation résulte non seulement dumécanisme de Greenwood et Johnson, mais aussi de celui de Magee, [52]. Une approcheanalytique micromécanique est utilisée par Fischer pour modéliser la plasticité de trans-formation au sein des aciers. Il emploie cette approche aussi bien pour la transformationbainitique que martensitique. Un traitement mathématique rigoureux mené avec une dis-tribution aléatoire des variantes de martensite conduit à l'expression suivante :
_"pt = 5ﬀ?y
"VV 2 + 342
#1=2 s (2.101)
Avec
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 ﬀ?y = ﬀfy0@ 1  ﬀay=ﬀfylnﬀfy =ﬀay
1A Limite d'élasticité moyenne d'un mélange austénito-ferritique
  Constante de cisaillement induite par la déformation de transformation
2.5.2 Restauration d'écrouissageA ce jour peu de travaux ont été réalisés en vu de déﬁnir et quantiﬁer les phénomènes derestauration d'écrouissage. Il est néanmoins admis [50] que lorsque la transformation s'ef-fectue par germination reconstructive ce qui entraîne la diﬀusion des atomes sur des grandesdistances, la densité des dislocations diminue et leur énergie d'interaction est minimisée.Ces phénomènes de réarrangements thermiquement activés au niveau de la microstructurecontribuent à eﬀacer partiellement, voire totalement, l'écrouissage accumulé par déforma-tion de la phase mère, on parle alors de restauration d'écrouissage. En revanche pour latransformation martensitique qui n'autorise pas de déplacements d'atomes sur de grandesdistances et qui présente des relations d'orientation privilégiées avec la phase mère, il estadmis que l'écrouissage de la phase mère est totalement transmis à la phase ﬁlle.Leblond ne développe pas un modèle de restauration d'écrouissage au sens propre maisplutot un type de modélisation :
_"a = _"_"k = _"  _gkgk "k +  _gkgk "a (2.102)Sjöström [53] obtient les mêmes équations en utilisant un raisonnement phénoménolo-gique. Le phénomène de restauration d'écrouissage est pris en compte par l'intermédiaired'un coeﬃcient de mémoire  tel que la mémoire est inexistante si  = 0 et complète si = 1.
2.5.3 Comportement multiphaséLors d'un processus de soudage, les cycles thermo-mécaniques imposés peuvent gé-nérer plusieurs constituants métallurgiques. Chaque constituant a des propriétés thermo-mécaniques propres. Les caractéristiques élastiques (module de Young et coeﬃcient dePoisson) sont sensiblement identiques quelle que soit la phase considérée, il n'en est plus demême des caractéristiques (visco)plastiques (limite d'élasticité, écrouissage..). Il existe doncun niveau d'hétérogénéité structurale. Déterminer le comportement global d'un mélangemultiphasé revient par un passage de ce niveau intermédiaire au niveau macroscopiqueà remplacer le matériau réel par un matériau ﬁctif macro-homogène équivalent. C'est leprincipe de l'homogénéisation.Les modèles les plus récents traitant de ces problèmes sont issus d'approches variation-
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nelles estimatives ou encore auto-cohérentes [54]. Si ces approches sont facilement utili-sables lorsque le comportement est élastique, leur utilisation en inélasticité est nettementplus délicate. Ainsi nous ne rentrerons pas dans les détails de leur formulation. L'approche variationnelle consiste à établir un champ de grandeurs solutions du pro-blème traité qui minimise ou maximise une certaine fonctionnelle, attachée à toutela structure. Après avoir déterminé des solutions d'approche dépendant d'un cer-tain nombre de paramètres, on recherche les valeurs de ces paramètres optimisant lafonctionnelle en question. Les modèles auto-cohérents consistent à établir la loi de localisation4 en considérantque chaque phase est, tour à tour, rassemblée dans un domaine ellipsoidal et enassimilant le milieu hétérogène qui l'entoure au milieu homogène équivalent cherché.Le comportement de ce milieu est identiﬁé en faisant jouer successivement à chaquephase le rôle de l'inclusion, le comportement de la matrice restant le même.
Ces approches locales sont prometteuses, mais la modélisation n'est pas assez aboutieà l'heure actuelle pour les appliquer à un problème évolutif et eﬀectuer des simulationséléments ﬁnis. Ainsi, plus généralement, pour déterminer le comportement eﬀectif d'unmélange de phases, les approches macroscopiques (plus réalistes en terme de faisabilité)utilisant des lois de mélange linéaires ou non linéaires pondérées par la fraction volumiquedes phases sont largement employées dans le domaine des simulations de soudage ou detraitement thermique. Ces modèles usuels ne manipulent que des variables globales. Ceslois de mélange portent directement sur la limite d'élasticité des phases et sur les variablesinternes d'écrouissage.Leblond aﬃne la déﬁnition de la contrainte limite d'un mélange biphasé contenant del'austénite à l'aide d'essais de traction numériques. Il détermine alors une nouvelle fonctionnumérique f(g) qui se substitue à la proportion de la phase ﬁlle g dans la loi de mélangeausténito-ferritique [48] : ﬀy = (1  f(g))ﬀay + f(g)ﬀfyLa fonction f(g) est déterminée d'après des essais de traction numériques conduitspour diﬀérentes proportions de phase. L'étude numérique consiste à simuler un élément devolume en cours de transformation, par un cube de 125 éléments (555). Ces simulationsnumériques nous permettent de connaître la contrainte macroscopique ultime du mélangepour un taux de phase formée précis.Geijselaers [55] propose une autre loi de mélange non linéaire, avec laquelle il reproduitles résultats obtenus par la relation de Leblond :
ﬀy = gfﬀfy + gpﬀpy + gaﬀay + f(gm)ﬀmy
4Loi qui relie les grandeurs mécaniques locales et macroscopiques
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Avec : f(gm) = gm C + 2(1  C)gm   (1  C)(gm)2 où C = 1:383 ﬀayﬀmy2.5.4 Modèles mécaniques avec transformation de phasesDans les paragraphes précédents la plasticité de transformation a été calculée de façonindépendante. La plupart des modèles mécaniques considèrent que les transformations dephases génèrent des déformations "libres", qu'il s'agit ensuite d'intégrer au calcul méca-nique de la même façon que les déformations thermiques. Ainsi le taux de déformationtotale s'écrit : _" = _"e + _"vp + _"th + _"tr + _"pt (2.103)Avec : _"e et _"vp sont les tenseurs de vitesse de déformations élastique et (visco)plastique, _"thcorrespond à la dilatation thermique classique. Les déformations d'origines métallurgique seséparent d'une part en partie sphérique (le changement de volume dû à la transformation) :
_"tr =Xi!j 13 i   jj _gi!jI (2.104)Avec _gi!j taux de transformation de la phase i en jet en d'autre part une partie déviatoire correspondant au tenseur _"pt décrit précédem-ment.
Modèle d'InoueInoue propose un modèle global viscoplastique qui prend en compte les changementsde phases solide-solide et solide-liquide rencontrés dans les processus de soudage [56][57].La déformation inélastique n'est cette fois plus partitionnée en un terme viscoplastiqueclassique et un terme de plasticité de transformation. Cette dernière intervient directementdans la déﬁnition du multiplicateur plastique. Le modèle mathématique se présente sousla forme suivante :
_" = _"el + _"th + _"tr + _"p+pt
_"el =  Xk gk 1 + kEk
!ﬀ   Xk gk kEk
! tr (ﬀ)I
_"th =  Xk gkk(T   Tref )
!I
_"tr =  Xk gkTrefk
!I
_"p+pt = 12ﬁ1  K(T; p; g)J2(ﬀ  X)
ﬂ(s X)
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Ce modèle dégénère en un modèle purement visqueux de type Maxwell lorsque le paramètreK tend vers zéro. Il dégénère aussi en un modèle de type plastique quand  tend vers zéroet K(T;p;g)J2(ﬀ X) vers 1. Ce qui revient à poser : 121  K(T; p; g)J2(ﬀ  X) =  = cst. Le paramètre est alors déterminé par la condition de consistance en prenant en compte les phénomènesliés aux transformations de phases tel que :
 = 94H 0K2
 tr ((s X) _ﬀ)  23K@K@T _T   23Xk K@K@gk _gk
!
Avec : k : indice de la phase (k=1,5) Trefk : variation de volume causée par la transformation de la keme phase X : variable d'écrouissage cinématique H 0 : coeﬃcient d'écrouissage
Une loi de mélange linéaire sur les propriétés mécaniques pondérées par les fractionsvolumiques de chacune des phases permet de modéliser l'aspect multiphasé du matériau.
Modèle de VideauLes auteurs admettent dans [58] l'additivité des deux types de déformations, la défor-mation inélastique s'écrit donc : _"ine = _"vp + _"ptConsidérant le mécanisme de plasticité de transformation de même nature que le mécanismeclassique, les auteurs proposent d'introduire pour chaque type de déformation une fonctionde charge f : l'une relative à la déformation viscoplastique fvp et l'autre relative à ladéformation de plasticité de transformation fpt, avec :
fpt = J2(s Xpt)
La loi d'écoulement s'écrit : _"pt = _pt s XptJ2(s Xpt) avec _pt = Kpt(s Xpt). Où :Kpt = K(1 g) _g pour une transformation martensitique et Kpt = K _g pour les autres transformations,et K coeﬃcient de plasticité de transformationSi l'on néglige la partie cinématique de l'écrouissage sur la plasticité de transformation,on obtient l'expression classique de la plasticité de transformation présentée dans (2.5.1)_"pt = KptsLes auteurs partent du principe que les dislocations créées par déformation viscoplas-tique contribuent à modiﬁer la contrainte vue par les dislocations créées par les trans-formations de phases et réciproquement. Ils introduisent donc pour prendre en compte le
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couplage plasticité classique et plasticité de transformation, une matrice d'écrouissage : XvpXpt
! =  Cvp CC Cpt
! vppt
!
Dans l'évolution des variables vp et pt, il est tenu compte des phénomènes de restaurationd'écrouissage. Enﬁn pour ﬁnir, tous les coeﬃcients matériaux intervenant dans les loisd'état et d'évolution sont obtenus par une loi de mélange linéaire pondérée par la fractionvolumique des phases.Ce modèle semble mathématiquement assez complet dans la mesure ou il traite desinteractions entre la viscoplasticité classique et la plasticité de transformation au traversdes termes croisés. Toutefois, les paramètres du modèle sont diﬃcilement identiﬁables.D'ailleurs les auteurs ne présentent pas d'applications concrètes et quant ils le font, lamatrice de couplage est dégénérée en un scalaire Cvp = Cpt = C
Modèle de LeblondLeblond a mené une étude théorique assez poussée sur le comportement mécanique avectransformation de phases [48, 50]. Il a d'abord travaillé sur un modèle plastique parfaitavant de l'étendre à des matériaux écrouissables, il ne considère que deux phases, la phasemère et la phase ﬁlle. Le tenseur de déformation se décompose de la façon suivante :
_" = _"el + _"thm + _"p
où thm est la déformation thermo-métallurgique due à la dilatation thermique et au gon-ﬂement métallurgique. Les phases mère et ﬁlle sont supposées avoir les mêmes modulesélastiques, la déformation thermique est obtenue par une loi de mélange linéaire sur lesphases. Leblond montre que le taux de déformation plastique se sépare en trois termes :
_"p = (:::) _ﬀ + (:::) _T + (:::) _g = _"pﬀ + _"pT + _"ptLe terme de plasticité de transformation _"pt est donné par les équations (2.98,2.99,2.100).
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Le modèle de Leblond incluant l'écrouissage isotrope est décrit ci-dessous :
Si ﬀ < ﬀu _"pﬀ = 3(1  ga)ﬀsa( _"effa ) g(ga)gaE s _ﬀ_"pT = 3(a   f )ﬀsa( _"effa ) galn(ga)s _T_"effa =  3tha f1  ga ln(ga) _gah
 ﬀﬀu+ gaE _ﬀ + 2(a   f )1  ga galn(ga) _gagaT_"efff =   _gaga _"efff +  _gaga _"effaet ﬀu = (1  f(ga))ﬀsa( _"effa ) + f(ga)ﬀyf ( _"efff )Si ﬀ = ﬀu _"p = 32 _"ﬀs_"effa = _"_"efff = _"  _gaga _"efff +  _gaga _"effa
(2.105)
Ce modèle rend compte de l'inﬂuence de l'écrouissage sur la plasticité de transformation,car la limite élastique est modiﬁée (équations 2.98,2.99,2.100). Ce modèle peut égalementrendre compte d'un eﬀet de mémoire d'écrouissage entre phases mère et ﬁlle.
Modèle de CoretCoret et al [59] ne développent pas un modèle au sens propre, mais introduisent plutôtun type de modélisation. Cette modélisation est développée sur la base de quatre hypo-thèses : Ils partitionnent le taux de déformation total en une part qu'ils nomment taux dedéformation macroscopique total des phases et une part usuelle de plasticité de trans-formation. Ils découplent la plasticité classique de la plasticité de transformation. Cela revientà négliger les interactions entre ces deux quantités. Les grandeurs mécaniques locales et macroscopiques sont reliées via l'hypothèse deTaylor. En d'autres termes le taux de déformation macroscopique homogénéisée sous-trait au taux de déformation de plasticité de transformation est égal au taux de dé-formation microscopique de chacune des phases. Cette hypothèse n'est plus recevablesi la contrainte appliquée est inférieure au seuil de plasticité du mélange polyphasé(cas des contraintes faibles). La contrainte macroscopique homogénéisée est obtenue par une loi de mélange linéairepondérée par la fraction volumique des phases.
L'avantage de ce type de modélisation est sa souplesse qu'elle procure pour le calcul. En
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eﬀet le comportement "microscopique" de chacune des phases peut être élastique, plastiqueou viscoplastique, suivant le type de problème rencontré, et le choix de l'utilisateur. Lesauteurs insistent également sur le fait, que si aujourd'hui les hypothèses avancées peuventêtre dans certains cas restrictives, il est possible d'améliorer ce type de modélisation touten gardant le même schéma, en formulant d'autres hypothèses de localisation et d'homo-généisation. Les auteurs pensent notamment à l'approche auto-cohérente.
Modèle INPLL'INPL a proposé de nombreux modèles. Ces modèles couvrent un large domaine puis-qu'ils supposent des comportements plastiques [53][28] ou viscoplastiques [60][61]. Le com-portement du matériau est décrit par des variables globales et les paramètres de la loide comportement sont calculés par mélanges linéaires des caractéristiques des phases. Unautre modèle a été développé où l'on considère une loi d'évolution de l'écoulement plas-tique particulière pour chaque phase. On suppose, dans ces modèles, que la déformationplastique est la même pour toutes les phases. On présente ici les équations principales dumodèle viscoplastique :La partition des déformations peut s'écrire :
_" = _"e + _"p + _"th + _"tr + _"pt
où la dilatation métallurgique est donné par :
_"tr =Xi!j 13 i   jj _gi!jILa plasticité de transformation par :
_"pt = Kpts
et les déformations viscoplastiques par : _"vp = ﬁJ2(ﬀ  X)  kK ﬂn s XJ2(ﬀ  X)2.5.5 Modèle mécanique utilisé dans TransWeldAprès avoir discuté des diﬀérents modèles mécaniques avec transformation de phasesutilisés dans la littérature, nous constatons que ce domaine reste encore largement ouvert.La plupart des modèles nécessitent de nombreux essais de caractérisation (identiﬁcation).Dans le contexte de notre étude, nous avons choisi le modèle de l'INPL, qui est un modèlesouple et facilement constructible depuis le modèle mécanique élasto-viscoplastique pré-senté dans la section 2.4.3, et autorise la déﬁnition de lois d'écrouissage propres à chacunedes phases. La modélisation développée se base ainsi sur ces hypothèses :
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 La plasticité classique est découplée de la plasticité de transformation. La contrainte macroscopique homogénéisée est obtenue par une loi de mélange linéairepondérée par la fraction volumique des phases. Cela revient à négliger la non linéarité(en fonction de la proportion de phase mère et ﬁlle) du comportement mécanique d'unmélange de phases contenant de l'austénite. On se place dans le cadre d'une hypothèse de Taylor. Le taux de déformation ma-croscopique homogénéisé est égal au taux de déformation microscopique de chacunedes phases : h _"i = _"k.8>>>>>>><>>>>>>>:

 _" = _"khﬀi =Xk gkﬀk avec ﬀk = ﬀy;k +Kk _"mk"nkkou ﬀk = ﬀy;k +Hk"nkk +Kk _"mk_"k = 
 _" =r23 h _"vpi h _"vpi
Nous écrivons la partition de la déformation totale :
_" = _"e + _"vp + _"th + _"tr + _"pt
Tout d'abord, les caractéristiques élastiques (module de Young et le coeﬃcient de Poisson)sont sensiblement identiques quelle que soit la phase considérée, donc une loi de mélangelinéaire est admissible : hEi =Pk gkEk,...Nous déﬁnissons la dilatation thermique comme suit :
_"th =Xk
gk _"thk  =  13Xk
gk 1k dkdt
I =  13Xk
gk 1k dkdT
 _T I (2.106)
La dilatation métallurgique est donnée par (2.104) et s'écrit :
_"tr =Xi!j 13 i   jj _gi!jI (2.107)La plasticité de transformation est prise en compte par l'intermédiaire du modèle (2.97),qu'on réécrit sous cette forme :
_"pt =Xi!j 32Ki!jfi!j(gj) _gi!js = hKi s (2.108)avec f(g) = g pour la perlite et la ferrite et f(g) = (2 g)g pour la martensite et la bainite.
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L'expression de la contrainte d'écoulement de chaque phase consiste en une loi élasto-visco-plastique de type multiplicatif ou additif :( ﬀk = ﬀy;k +Kk"nkk _"mk (ﬀs;k = ﬀy;k)ﬀk = ﬀy;k +Hk"nkk +Kk _"mk  ﬀs;k = ﬀy;k +Hk"nkk  (2.109)avec ﬀy;k limite d'élasticité (seuil de plasticité initial) de la phase k ﬀs;k seuil de plasticité de la phase k Hk et nk paramètres d'écrouissage de la phase k Kk et mk consistance et sensibilité viscoplastique de la phase kOn constate que le modèle de base, par nature viscoplastique, peut "dégénérer" facile-ment en un modèle élasto-plastique en considérant K = 0 dans le modèle additif. On peutaussi noter que notre modèle permet d'associer des lois de comportement diﬀérentes pourles diﬀérentes phases (evp de type multiplicatif, evp de type additif ou ep).L'intégration du couplage mécanique-métallurgique (plasticité de transformation) mo-diﬁe de système 2.72, qui s'écrit maintenant comme suit :8>><>>: _s = 2 hi
 _e   _+ 
Kpts+ _T 1hi @ hi@T s_p =  hi tr ( _")  tr ( _"tr)  tr ( _"th)+ _T 1hi @ hi@T p (2.110)
avec hi = hEi3(1  2 hi) et hi = hEi2(1 + hi)la discrétisation de la première équation du système (2.110) nous donne :8>><>>:
sn+1 = 2 hin+1t _en+1 + hGin+1 sn1 + 2 hin+1t _n+1 + hKisn+1 : sn+1   23 hﬀi2 ("k;n+1; _"n+1) = 0
(2.111)
où hGin+1 = hin+1hin et hﬀi =Xk  gkﬀk("k;n+1; _"n+1)En pratique, ce système est modiﬁé et réécrit sous la forme du système (2.88) :8>><>>: sn+1 =
20n+1t _en+1 +G0n+1sn1 + 20n+1t _n+1sn+1 : sn+1   23 hﬀi2 ("k;n+1; _"n+1) = 0
(2.112)
avec : 0n+1 = hn+1i1 + 2 hn+1it hKpti et G0n+1 = hn+1ihni  1 + 2 hn+1it 
Kpt
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De la même façon que dans le cas monophasé, l'équation 2.90 est résolue par uneméthode de Newton pour obtenir _". Ensuite, _, sn+1, C et Cb via les équations 2.91,(2.92), (2.93) et (2.94).
2.5.5.0.1 Algorithme de résolution En récapitulant les étapes précédemment dé-crites, on obtient l'algorithme de résolution suivant :Algorithme 2 : Résolution locale
1: _"n, sn, "n, gk;n et _gk;n connus.
2: Calcul de _e
3: Former selPn+1 = G0n+1sn + 20n+1t _e du prédicteur élastique
4: Calculer B0 = ﬀelPn+1 =q32selPn+1 : selPn+1
5: Calcul du seuil plastique (écrouissage) ﬀy("n;k; _" = 0) =Xk gk ﬀ00;k +Hk"nn;k
6: si (B0 < ﬀy("n;k; _" = 0) :) alors
7: Comportement purement élastique, actualiser par sn+1 = selPn+1
8: Actualisation des "n+1;k avec la relation 2.102
9: sinon si (B0 > ﬀy("n;k; _" = 0) :) alors
10: Comportement élasto-viscoplastique :
11: Calcul de _"n+1 en résolvant (2.90), en utilisant la méthode de Newton-Raphson.
12: Actualisation des "n+1;k avec la relation 2.102
13: Calcul de _ = 3_"2hﬀi
14: Calcul de sn+1, C et Cb via les équations (2.92), (2.93) et (2.94).
15: ﬁnsi
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2.5.6 Applications et validationsPour valider le modèle mécanique, une première étape consiste à le tester sur deuxexemples simples : traction uniaxiale pour valider l'intégration de la loi de comportementet un test pour valider le terme de dilatation thermique. Ensuite, nous reprenons le cas"Inzat" présenté dans la section 2.3.6 et mènerons la confrontation entre des résultatscalculés avec notre modèle et ceux obtenus par Cavallo [31].
2.5.6.1 Essais de tractionL'analyse d'un essai de traction uniaxial à vitesse constante est utilisée aﬁn de validerl'intégration de la loi de comportement élasto-viscoplastique dans le cas de la loi à écrouis-sage multiplicatif. On considère un cylindre de longueur initiale l0 = 50 mm et de rayonr0 = 5 mm. L'ensemble des valeurs numériques ﬁgure dans le Tableau (2.4). Les condi-tions aux limites sont, d'une part, un contact bilatéral glissant sur la face inférieure del'éprouvette (Fig. 2.17(a) et d'autre part, une vitesse verticale imposée V0 (5:10 6, 5:10 7et 5:10 8 m=s) sur la face supérieure.
K(MPa:sm) m n ﬀs(MPa)  E(GPa)252 0.2 0.25 20 0.3 25
Tableau 2.4  Paramètres mécaniques
La contrainte uniaxiale s'écrit dans ce cas :
ﬀ = ﬀs +K _"m"n (2.113)
Pour tenir en compte de la légère variation de la vitesse de déformation au cours de l'essai,cette relation a été intégrée numériquement, ce qui permet le calcul de la contrainte ﬀen fonction de la déformation totale de l'éprouvette () (Fig. 2.18). Les solutions semi-analytiques sont confrontées aux solutions numériques (Fig 2.18). On peut voir que laréponse du modèle numérique est en excellent accord avec la solution semi-analytique.
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(a) Géométrie de l'éprou-
vette
(b) Vitesse axiale (c) Vitesse radiale
Figure 2.17  Géométrie de l'éprouvette de traction et distribution de vitesses axiale etradiale (m/s)
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Figure 2.18  Évolution de la contrainte uniaxiale (ﬀ = ﬀzz) en fonction de la déformationtotale de l'éprouvette
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2.5.6.2 Cylindre sous chargement thermiqueLe but de ce test est de valider le terme de dilatation thermique. Ce terme est à l'originedes contraintes et distorsions résiduelles dans le cadre du soudage.On traite la détermination de l'évolution mécanique d'un barreau cylindrique de hau-teur 0:1 m et de rayon 0:1 m soumis à une évolution thermique T (t) connue et uniforme( _T =  5 oC=s). Le cylindre est placé entre deux plateaux rigides lubriﬁés (contact glissantbilatéral). Le matériau est élastique avec un module de Young E = 1000 MPa, un coeﬃ-cient de Poisson  = 0:3. Le coeﬃcient de dilatation thermique est  = 1:06810 5 oC 1.L'expression analytique de la contrainte en fonction du temps est :
ﬀzz =  E _Tt
Et l'expression de la vitesse radiale est :
vr = (1 + )r _T
La ﬁgure 2.19(a) montre la distribution du champ de vitesse radiale. La valeur de lavitesse minimale calculée est atteinte à r = 0:1 m et a pour valeur vr =  6:94210 6 m=sbien proche de la valeur analytique vr =  6:941 10 6 m=s. La ﬁgure 2.19(b) montre unecomparaison entre l'évolution analytique et numérique de la contrainte axiale en fonctionde temps. La solution numérique coïncide très bien avec la solution analytique tout au longdu calcul.
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(b) Contrainte axialeFigure 2.19  a) Distribution de la vitesse radiale dans l'éprouvette au temps t=8 s. b)Évolution de la contrainte en fonction du temps
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2.5.6.3 Simulation d'un disque chauﬀé par laser (essai "Inzat")Cet essai a été déjà décrit à la section 2.3.6. Nous reprenons les mêmes conditions ducalcul thermo-métallurgique. Ce dernier est maintenant couplé avec un calcul mécanique,donc à chaque incrément de temps nous réalisons un calcul thermique, métallurgique etmécanique.Dans le travail de thèse de Cavallo [31], le déplacement du centre du disque en faceinférieure a été mesuré par un capteur LVDT, et les contraintes résiduelles par diﬀractionde rayons X, après essai.La simulation que nous avons mise en ÷uvre avec TransWeld utilise un modèle élas-toplastique à écrouissage isotrope, prenant en compte la plasticité de transformation, legonﬂement métallurgique. Les données thermomécaniques sont celle du 16MND5 [31] etﬁgurent en annexe (B). Les seuils de plasticité sont déﬁnis pour chaque phase. Le moduled'Young est pris fonction de la température et non en fonction des phases formées. Lescoeﬃcients de dilatation sont diﬀérents pour les phases ferritiques et l'austénite. Ils sontpris constants et égaux respectivement à 15 10 6 et 23:5 10 6 oC 1. Le comportement desphases ferritiques est considéré comme parfaitement plastique. L'écrouissage de la marten-site est linéaire isotrope. La diﬀérence de compacité des phases a;f = 4:83 10 3. Le fac-teur de plasticité de transformation K de l'équation (2.108) est pris égal à 7:1 10 5MPa 1pour la martensite et 10 4MPa 1 pour la bainite.Expérimentalement, le support du disque est assuré par trois appuis, situés à r =72 mm du centre du disque et positionnés à 120 degrés les uns des autres. Cependant,numériquement, nous avons analysé le disque en conﬁguration purement axisymétrique.Nous avons donc simplement bloqué le déplacement vertical d'un n÷ud, à r = 72 mmpour être conforme à l'expérience.La ﬁgure 2.20 représente l'évolution des déplacements en face inférieure du disque àdiﬀérents rayons. Globalement, les résultats numériques et expérimentaux sont similaires.L'évolution du déplacement vertical mesuré en fonction du temps d'un point situé à 10 mmdu centre sur la face inférieure est présentée sur la ﬁgure 2.20(a). La ﬂèche maximalemesurée au point r = 10 mm est de 0:52 mm, soit un écart de 0:018mm par rapport audéplacement calculé 0:538 mm. A l'état résiduel, la ﬂèche calculée 0:08 mm est en bonaccord avec l'expérience 0:11 mm.
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(a) Expérimentale (r=10mm)
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(b) Numérique (TransWeld)Figure 2.20  Déplacement vertical en face inférieure
La ﬁgure 2.21 fournit le proﬁl des contraintes résiduelles circonférentielles suivant lerayon sur la face inférieure. D'un point de vue global, le proﬁl des contraintes résiduellescalculées à une allure semblable à celle des contraintes mesurées par Cavallo.On présente sur la ﬁgure 2.22 les isovaleurs des contraintes équivalentes von Mises, lapression et le déplacement vertical. Les contraintes résiduelles les plus élevées sont obtenuesdans la zone aﬀectée thermiquement et partiellement transformée.
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(b) Numérique (TransWeld)Figure 2.21  Contrainte résiduelle circonférentielle ﬀ sur la face inférieure
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(a) Contrainte équivalente VM (Pa)
(b) Déplacement vertical(m)
(c) Pression(Pa)Figure 2.22  Isovaleurs de la contrainte résiduelle équivalente de von Mises, pression etdu déplacement vertical résiduel
En conclusion, la simulation de l'essai INZAT nous a permis de valider d'une ma-nière semi-quantitative la formulation thermo-métallo-mécanique couplée implantée dansTransWeld.
2.5.6.4 Benchmark numériqueLe benchmark consiste en un exercice de comparaison de deux codes : TransWeld (TW) : logiciel développé dans le cadre de cette thèse WeldSim (WS) : logiciel de simulation numérique de soudage développé par IFE(Université d'Oslo) [62] et le Sintef [63] [64][65] [66]
Cette comparaison a été eﬀectuée au cours du séjour au Cemef de Harald Aarbogh, doc-torant du Sintef, pendant 4 mois, de juin à septembre 2007.
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Le problème de référence qui a été choisi pour cette comparaison est la simulation d'uneligne de fusion réalisée par le procédé TIG, sans métal d'apport, sur une plaque en acier316LN. Cette plaque, de dimensions 250 160 10 mm3, est bridée sur les faces latéralesparallèles à la direction de soudage. Cette conﬁguration a été choisie car elle est simple àmettre en ÷uvre numériquement et permet de tester les deux codes dans une conﬁgurationtrès contrainte. La ﬁgure 2.23 présente la géométrie de la plaque soudée.
Figure 2.23  Géométrie de l'éprouvette (mm) et disposition des capteurs de déplacementnumérique (en face inférieure)
Les paramètres de soudage sont : Tension de soudage : 10 V Intensité de soudage : 150 A Vitesse de soudage : 1 mm/s Rendement thermique : 68%
L'énergie de soudage est modélisée par une source cylindrique à base circulaire de rayonR0 = 5 mm avec une distribution uniforme. Compte tenu du rendement la valeur du ﬂuxuniforme est Q = UIR20 = 13 MW=m2.Le calcul complet transitoire tridimensionnel est eﬀectué sur une moitié de l'éprouvette,avec le maillage présenté sur la ﬁgure 2.24 caractérisé par une taille minimale de 1 mmprès de la ligne de fusion et une taille maximale de 10 mm par ailleurs (aucun remaillagen'est opéré dans ce test). La source de chaleur se déplace le long de l'axe x, en s'allumantet en s'éteignant à 10 mm des bords de la pièce. La durée de soudage est donc 230 s. Pourla phase de refroidissement, les échanges thermiques ne se font que par conduction dans laplaque. Aucun échange avec le milieu extérieur n'est considéré. Les eﬀets de chaleur latentene sont pas pris en compte.
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(a) Maillage en tétraèdres pour TransWeld (b) Maillage en héxaèdres pour WeldSimFigure 2.24  Maillages utilisés pour les calculs
La ﬁgure 2.25 donne, pour les deux codes, les évolutions de température calculées enface supérieure dans une section transversale à l'avancée de la torche de soudage (x=95mm), en diﬀérents points (diﬀérentes coordonnées y représentant la distance à la lignede fusion). La comparaison des proﬁls de température montre un excellent accord entreTransWeld et Weldsim.
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Figure 2.25  Comparaison des évolutions de température calculées par WeldSim (WS)et TransWeld (TW), en face supérieure, en diﬀérents points (y= 0,8, 10 et 50 mm) d'unesection transverse (x=95 mm)
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Les déplacements transitoires calculés par les deux codes sont comparés sur les ﬁgures2.26, 2.27 et 2.28. La confrontation des calculs mécaniques entre les deux codes est menéesur l'évolution du déplacement en diﬀérents points. L'adéquation des résultats des deuxcodes est bonne pendant le soudage. Cependant, une diﬀérence sur les valeurs ﬁnales desdéplacements est constatée sur les diﬀérents points.
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Figure 2.26  Déplacements verticaux en face inférieure : Capteurs C1, C3 et C5, situéssous la ligne de fusion
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Figure 2.27  Déplacements verticaux en face inférieure : Capteurs C2 et C4 situés à 12mm de la ligne de fusion
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Figure 2.28  Déplacements en face inférieure : Capteurs C6, C7 et C8 situés à 50 mm dela ligne de fusion
Le benchmark, sans être très poussé, a permis de valider le calcul thermomécaniquedans des conditions nominales. La même tendance et les mêmes ordres de grandeur entre
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les deux codes sont observés. Cependant, il reste des écarts entre les résultats des deuxcodes. Ces écarts sont diﬃciles à expliquer car de nombreux paramètres interviennent. Unediﬀérence réside dans le fait que le modèle mécanique utilisé dans Transweld considère lematériau comme viscoplastique au delà d'une température critique Tc et newtonien audelà de la température du liquidus. Alors que dans WeldSim le matériau est considérécomme élasto-viscoplastique sur toute la gamme de température. Peut-être cela inﬂue-t-ilsur les résultats. On peut penser a priori que l'inﬂuence de cette diﬀérence concernant letraitement rhéologique à haute température devrait avoir un impact négligeable, mais nousn'avons pas eu le temps de mener une comparaison plus précise pendant le séjour d'HaraldAarbogh au laboratoire.Dans la suite logique de la phase de validation, il serait également nécessaire d'eﬀectuerune analyse de sensiblité par rapport à la taille de maille. Pour ce qui concerne TransWeld,l'eﬀet de la discrétisation spatiale fait l'objet du chapitre suivant.
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3.1 - Introduction
3.1 Introduction
Les techniques d'adaptation de maillage ont largement fait leurs preuves autant pouraméliorer la qualité (par exemple en terme de précision) d'une solution que pour réduireles temps de calcul, et de nombreux travaux préconisent cette approche. Pourtant, il existeencore très peu de logiciels de simulation intégrant cette capacité. L'adaptation de maillagepermet de construire (ou reconstruire) un maillage dont les éléments répondent à certainscritères de tailles et de directions, ceci aﬁn de contrôler l'erreur d'approximation et d'obtenirla précision souhaitée pour le calcul. Ainsi l'adaptation de maillage réunit deux probléma-tiques bien diﬀérentes : l'étude de l'erreur d'approximation d'une part, et les méthodes degénération de maillage ou de remaillage d'autre part.La première étape consiste donc à faire une analyse d'erreur et à en déduire des in-formations pertinentes en fonction de la précision voulue pour le calcul et la seconde àmodiﬁer le maillage pour qu'il soit conforme aux prescriptions de l'estimateur d'erreur. Ondistingue trois types de méthodes principales d'adaptation : p-méthode : qui agit en changeant le degré p de l'approximation tout en conservantla taille de maille. r-méthode : Cette procédure préserve la connectivité du maillage et agit sur lessommets. Elle a pour but de trouver une position "optimale" des sommets. h-méthode : La méthode agit sur le choix du maillage, notamment sa ﬁnesse localeet éventuellement son étirement
Dans le cadre de la simulation du soudage, pour réduire la taille des maillages nécessairesaux simulations tridimensionnelles, Lindgren et al. [1] proposent d'utiliser une approcheadaptative mais sans estimation d'erreur. Cette approche consiste à raﬃner de manièreempirique le maillage au voisinage de la source de chaleur en suivant son déplacement lelong du joint et à le déraﬃner une fois la source passée. Récemment, Runnemalm et Hyun[2] ont proposé une procédure de remaillage adaptatif fondée sur l'estimateur d'erreur aposteriori de type Zienkiewicz-Zhu, ce qui constitue un progrès notable, même si, danscette approche, la directionnalité de l'erreur est ignorée, ayant pour résultat un maillageisotrope.Dans ce chapitre, on s'intéresse aux h-méthode et r-méthode et plus précisément àcelles basées sur la construction d'un maillage optimal vis-à-vis de l'estimateur en termede tailles et de directions, ces méthodes permettant de prendre en compte de manière eﬃ-cace l'anisotropie nécessaire à la bonne approximation de la solution, ceci à condition biensûr que l'estimateur lui-même ait un aspect directionnel. De manière générale l'erreur d'ap-proximation est diﬃcile à quantiﬁer. Considérant le lemme de Céa qui nous dit que l'erreurd'approximation est majorée par l'erreur d'interpolation, on utilise une approche indirectequi utilise l'erreur d'interpolation comme estimateur d'erreur [3][4][5][6]. Cet estimateur a
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en outre l'avantage d'être très général car il ne dépend pas du type de problème considéré.Dans ce chapitre, nous commençons par faire un bref rappel sur la notion de métriqueet de produit scalaire associé à une métrique avant d'introduire la notion de maillage unité.Nous présentons ensuite l'estimateur d'erreur que nous avons testé. Enﬁn nous ﬁnirons parla présentation de quelques applications numériques.
3.2 Notions sur les métriques et maillage unité
L'idée principale de l'adaptation de maillage reposant sur le principe de métrique estde modiﬁer le produit scalaire utilisé dans le générateur de maillage pour l'évaluation desdistances et des volumes. Ainsi en utilisant une méthode de génération automatique demaillage, le but est de construire des éléments triangulaires (2D) ou tétraédriques (3D)avec une métrique adéquate.
3.2.1 Notions sur les métriquesDans cette section nous rappelons d'abord la notion de métrique, qui est sousjacente àtoute notre étude, ainsi que celle du produit scalaire associé.
Métrique : On appelle tenseur de métrique en un point P une matriceM(P ) symétriquedéﬁnie positive. Si d désigne la dimension de l'espace (dans notre cas 2 ou 3), alors M estde dimension de d d.
Produit scalaire : On déﬁnit le produit scalaire de deux vecteurs dans l'espace euclidienusuel pour une métrique M par :
hu; viM = uTMv (3.1)La norme euclidienne dans la métrique M se déﬁnit alors de la manière suivante :
kukM =qhu; uiM (3.2)
Notion de longueur : Soient P et Q deux points de l'espace, alors on déﬁnit la distanceeuclidienne de A à B pour la métrique M par :
dM(A;B) = kABk =qhAB;ABiM (3.3)
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Le tenseurM(P ) est diagonalisable car il est symétrique. Il peut alors se décomposer sousla forme :
M = RR 1 (3.4)
où R est une matrice de rotation formée des vecteurs propres de M(P ) et  une matricediagonale formée des valeurs propres i (i = 1; d) de M(P ). La matrice M(P ) étantdéﬁnie positive on peut écrire la matrice  sous la forme (dans le cas d=3) :
0B@ 1 0 00 2 00 0 3
1CA =
0BBBBB@
1h21 0 00 1h22 00 0 1h23
1CCCCCA
On peut donc interpréter une métrique M comme étant la donnée de d = 3 directionset d'une taille de maille hi dans chaque direction i.
3.2.2 Notion de maillage unitéLa clé est maintenant de déﬁnir un moyen de calculer les longueurs dans la métriquespéciﬁée. Pour cela, on va modiﬁer la notion de produit scalaire et par conséquent la notionde longueur utilisée par le mailleur à l'aide d'une métrique anisotrope [6].
Longueur unité : On dit qu'un vecteur v est de longueur unité dans la métrique M siest seulement si kvkM = 1
L'idée est ensuite de créer des arêtes de longueur unité dans la métrique spéciﬁée. Enparticulier, si P est un point du maillage auquel est associé une métrique M et si Q estun point que l'on veut insérer dans le maillage de telle sorte que l'arête kPQkM soit delongueur unité dans la métrique M, alors PQ doit vériﬁer kPQkM = 1 ce qui signiﬁe queQ appartient à la boule unité dans la métrique M de centre P .Lorsqu'une métrique diﬀérente est prescrite en chaque sommet du maillage, on introduitla notion de longueur moyenne lM(PQ) d'une arête PQ pour tenir compte à la fois de lamétrique en P et de la métrique en Q. Elle est déﬁnie par [7] :
lM(PQ) = Z 10 pPQM(P + tPQ)PQdt (3.5)Maillage unité : Une fois les tailles et directions calculées à l'aide d'un estimateurd'erreur, on en déduit un tenseur de métrique et on construit un maillage dont toutes les
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arêtes sont de longueur unité dans la métrique. Un tel maillage sera appel maillage unité.Les algorithmes de maillage utilisent une formule de longueur moyenne pour calculer lalongueur des arêtes dans la métrique. En pratique toute arête e du maillage unité est delongueur proche de un et satisfait la relation suivante [7] :
1p2 < lM(e) < p2Représentation géométrique : Une métrique M peut être représentée géométrique-ment par sa boule unité. Soit P un sommet du maillage Th d'un domaine 
 on déﬁnit laboule unité dans la métrique M de centre P comme étant le lieu géométrique des pointsM satisfaisant la relation : kPMkM = 1Cet ensemble de points décrit une ellipse en dimension 2 et un ellipsoïde en dimension 3.
Figure 3.1  Représentation d'une boule unité associée à une métrique en dimension trois.
Les axes principaux sont donnés par les vecteurs propres deM et les rayons de chaque axepar la racine carrée de l'inverse des valeurs propres de M associées.
3.2.3 Opération sur les métriquesÉtant données deux métriques M1 et M2 spéciﬁées au même point P , on va chercherune métrique au point P qui combine les caractéristiques de ces deux métriques. Plusprécisément, supposons que les deux métriques déﬁnissent des tailles h1 et h2, l'idée va êtrede construire une métrique à partir de h = min(h1; h2) car si la taille de maille diminue, lasolution calculée est meilleure. En se basant sur la représentation géométrique de ces deuxmétriques, le problème revient à chercher une métrique associée à l'intersection des deux
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ellipses déﬁnies par M1 et M2. Comme en général le résultat n'est pas une ellipse, unesolution est de prendre une des ellipses contenues dans la région intersection. En fonctiondu choix de l'ellipse, on obtient plusieurs solutions. Deux cas de ﬁgure peuvent se présenterselon que l'on cherche la plus grande ellipse contenue dans la région intersection ou bienque l'on souhaite préserver certaines propriétés de l'une des deux métriques initiales [6].
Intersection par réduction simultanéeL'idée de base est de se servir de la réduction simultanée des deux formes quadratiquescorrespondant aux deux métriquesM1 etM2 pour déterminer la plus grande ellipse conte-nue dans la région intersection [8][6]. La métrique intersection est alors déﬁnie par :
M1\M2 = P t
0B@ max(1; 1; 1) 0 00 max(2; 2; 2) 00 0 max(3; 3; 3)
1CAP 1
où P est la matrice envoyant la base canonique dans celle associée à la réduction simultanéedes deux métriques et où les réels i, i et i sont les termes des matrices diagonalesassociées aux métriques M1 et M2. Avec ce type d'opération, le rapport d'élancement
Figure 3.2  Intersection de metriques
des métriques initial est très vite perdu, on obtient quasiment une métrique isotrope. Enpratique, cette opération se révèle très utile lorsque l'on veut faire apparaître une zonepresque isotrope là où plusieurs métriques contradictoires se rencontrent.
Intersection préservant des directions particulièresLa méthode précédente ne permet pas de conserver l'une ou l'autre des directionsde l'ellipse puisque l'on détermine l'ellipse maximale contenue dans la région intersectiondes ellipses initiales. Or, conserver des directions peut se révéler crucial lorsque l'une desdeux métriques permet, par exemple, de déﬁnir les directions d'une surface. Dans ce cas
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en particulier, les directions des éléments sont très importantes pour garantir une bonneapproximation de la surface. Pour préserver les informations directionnelles associées àl'une ou l'autre métrique, par exemple M1, on peut déﬁnir l'intersection comme étant :
M1\M2 = M1
avec  = max11 ; 22 ; 1où dans ce cas les réels i et i désignent les valeurs propres des matrices.
Moyenne arithmétiqueLa métrique moyenne M = M1 +M22 est une métrique facile à calculer (pas de dia-gonalisation, pas d'inversion). Malheureusement, la moyenne de deux métriques perd toutle rapport d'élancement des deux métriques initiales.En pratique, et dans un souci de simplicité, le mailleur topologique MTC [9][10] utiliseexclusivement cette opération, malgré toutes les réserves que l'on peut formuler à ce sujet.Retenons que cette méthode tend à générer plus facilement des métriques isotropes en casd'écart entre les deux métriques.
3.3 Adaptation de maillage
3.3.1 Formulation du problème et état de l'artConsidérons u la solution d'un problème aux dérivées partielles sur un domaine 
 deRd (avec d = 2 ou 3) et uh la solution approchée obtenue à l'aide d'une méthode numériquebasée sur une discrétisation spatiale Th de 
. Le problème consiste dans un premier tempsà calculer l'écart eT = ku  uhk puis à en déduire un autre maillage Th0 tel que l'écartestimé entre u et la solution u0h obtenue sur le maillage T 0h soit borné par un seuil donné.Plusieurs points sont à préciser : Comment quantiﬁer l'écart eT ? Comment utiliser cette dernière information pour construire un nouveau maillage surlequel l'écart eT est borné par un seuil donné ?Remarquons d'abord que la solution uh obtenue par éléments ﬁnis n'est pas interpolante(la solution uh ne coïncide pas avec la solution exacte u aux noeuds du maillage). Il paraîtdonc diﬃcile de quantiﬁer explicitement l'écart eT . Cependant, l'étude directe de cet écarta fait l'objet de plusieurs travaux dont ceux de Verfurth [11]. Mais, dans le cas général,sa quantiﬁcation reste un problème ouvert. Par suite, d'autres approches indirectes basées
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sur l'erreur d'interpolation ont été proposées pour quantiﬁer ou plutôt majorer cet écart.Pour pouvoir quantiﬁer l'écart eT , on utilise le lemme de Céa, qui nous dit que pour leséquations elliptiques, l'erreur d'approximation eT est majorée par l'erreur d'interpolation[12] :
kehk  ck~eT k (3.6)
où c est une constante indépendante du maillage, ~eT = u   hu représente l'erreur d'in-terpolation et hu désigne l'interpolé linéaire de u.Des études expérimentales ont montré qu'on pouvait généraliser ceci à d'autres typesd'équations [13]. On considère donc que l'erreur d'interpolation majore l'erreur d'approxi-mation et on cherche à majorer l'erreur d'interpolation.La majoration de l'erreur d'interpolation a fait l'objet de nombreuses études, voir parexemple [3][14][15][16][4][17][18], et dans la plupart, l'examen d'une mesure de l'erreur d'in-terpolation permet d'obtenir des contraintes en termes de tailles d'éléments. Pour quantiﬁerl'erreur d'interpolation, deux types de mesure peuvent être considérés : continue ou dis-crète. Une mesure continue classique de cette erreur est la norme L2 :
k~eT k2L2 = ZT ~eT 2dT = XK2T k~eKk2L2 avec k~eKk2L2 =
Z
K ~eK2dKoù ~eK est l'erreur d'interpolation sur l'élément K du maillage TBerzins [19] donne une expression analytique de la mesure d'erreur d'interpolation entrois dimensions, en considérant des éléments linéaires et en supposant que le hessien Hu(la matrice des dérivées secondes en espace) de u est constant dans l'élément :
Z
K ~eK2dK = V420
0@ Xi di
!2 +Xi d2i   d1d4   d2d5   d3d6
1A (3.7)
où V est le volume de K et les quantités di = 12atiHuai sont les dérivées secondes direction-nelles le long des arêtes, où ai est le vecteur joignant les sommets i et i+ 1 de K. Berzinsen déduit une qualité d'éléments et caractérise ainsi le maillage. Cependant, il n'est pasclair de traduire cette information en termes de taille d'éléments. Une variante de cettemesure continue, bien adaptée à la résolution des problèmes par éléments ﬁnis, consiste àconsidérer des normes de Sobolev, comme la norme H1. Babuska et Aziz [20], en considé-rant des éléments linéaires en deux dimensions, proposent une majoration de k~eKk2H1 parla semi-norme juj2 de l'espace H2. En eﬀet, ils montrent que :
k~eKk2H1   ()juj2 (3.8)
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où  () est une fonction dépendant du diamètre de K. De même, il paraît diﬃcile d'établirune contrainte en termes de taille d'éléments pour cette norme.Parmi les mesures discrètes, on peut mentionner la norme L1 de l'erreur d'interpolationdéﬁnie par :
k~eKkL1 = maxx2K j~eK(x)j (3.9)
où x parcourt les points de K. De même, en supposant le hessien Hu constant par élément,Manzi et al [21] proposent une approximation de la mesure k~eKkL1 à partir d'une expres-sion de l'erreur eK donnée par D'Azevedo et Simpson [14] pour des éléments linéaires endeux dimensions. Celle-ci s'écrit ainsi :
k~eKkL1  idi8det(Hu)A2où A est l'aire de K. En utilisant cette approximation, ils montrent que si la taille h deK suivant toutes les directions vériﬁe hTHuh  3 alors k~eKkL1  . Cette contrainte detaille s'avère bien adaptée aux h-methodes et les résultats obtenus montrent la simplicité etl'eﬃcacité de cette méthode. Dans le contexte des éléments linéaires en deux dimensions,Anglada et al [5] proposent, dans le cas général ou le hessien de u est arbitraire, unemajoration de k~eKkL1 donnée par :
k~eKkL1  29supx2Kk !aa0tHu(x) !aa0k (3.10)où x parcours K, a est le sommet de K par rapport auquel la coordonnée barycentriquede x dans K est maximale (i.e x est plus près de a que des autres sommets de K), et a0 lepoint intersection du segment joignant a à x avec l'arête de K opposée à a. Ils déduisentque l'erreur d'interpolation est bornée par un seuil si l'élément K appartient à des régionsdéﬁnies et centrées au sommet deK. Ces régions peuvent donc être déﬁnies en tout point dudomaine et constituent alors des contraintes en taille d'éléments. La théorie d'interpolation(le lemme de Céa) nous indique que pour des problèmes elliptiques, la norme naturelle danslaquelle il est conseillé de mesurer l'erreur d'approximation est la norme de l'énergie. Derécents travaux [22][23][24][25] ont permis de déﬁnir des métriques pour contrôler l'erreurd'interpolation en normes plus régulières (Lp, H1). Pour cela, les auteurs supposent que lamétrique est continue et ils résolvent un problème d'optimisation pour trouver une métriqueoptimale qui minimise l'erreur d'interpolation en norme Lp :
MLp = DLpR 1u Ru (3.11)
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avec
DLp = N 23
0@Z

 3Yi=1 @
2u@i2

p2p+31A 23 et i =  @2u@i2 
 3Yi=1 @
2u@i2

 12p+3
où N représente le nombre de noeuds, Ru la matrice des vecteurs propres du hessienHu. Onpeut noter que lorsqu'on passe à la limite, on retrouve la majoration exhibée par Anglada[5]. D'après l'étude bibliographique (non exhaustive), on peut penser que la mesure discrèteest plus appropriée dans le cadre d'estimations d'erreur pour l'adaptation de maillage.Dans la suite de ce chapitre, nous reprenons l'étude eﬀectuée par Anglada et reprise parAlauzet, brièvement et nous donnons une majoration de nature anisotrope de l'erreurd'interpolation, puis nous expliquons comment se servir de cette majoration pour construireun maillage adapté.
3.3.2 Estimateur d'erreur géométriqueLa principale justiﬁcation pour considérer l'erreur d'interpolation est liée au lemme deCéa [12] qui dit que pour des problèmes elliptiques l'erreur d'approximation est majoréepar l'erreur d'interpolation. Des études numériques ont en outre montré qu'on pouvaitgénéraliser ceci à d'autres types d'équations [13]. Cet estimateur est qualiﬁé de géométriquecar il ne dépend pas de l'équation résolue et, si l'on considère la solution numérique et lasolution exacte comme des surfaces, le problème revient à borner l'écart entre ces deuxsurfaces. En deux dimensions, on considère les solutions comme des surfaces paramétréesde R3 tandis qu'en trois dimensions la solution peut être vue comme une hypersurface dedimension trois dans R4. De plus, ne dépendant pas du problème résolu, cet estimateur peutdonc s'appliquer tant pour diﬀérents types d'équations (chaleur, Navier-Stokes, advection-diﬀusion,... ) que pour diﬀérentes variables du problème considéré.
Majoration anisotrope de l'erreur d'interpolation :Dans cette partie nous reprenons l'exposé de Frey et Alauzet [26] pour construire lamajoration de l'erreur d'interpolation. On se place dans le cas d'un maillage composé detétraèdres linéaires. Dans cette section : on considère u, une fonction de R3 dans R, fonction inconnue supposée assez regulière, on regarde K = [a; b; c; d] un élément du maillage. on suppose que u et hu sont identiques au sommets de K.On suppose que le sommet a de K est le site de x (i.e., x est plus près de a que desautres sommets de K) le point où l'écart maximum est atteint. On suppose de plus que xest dans K. On note alors a0 le point intersection de la droite support de ax avec la faceopposée à a. Le développement de Taylor avec reste intégral de (u hu) en a à partir de
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x donne :
e(a) = (u hu)(a) = (u hu)(x) + ~xa  r(u hu)(x)) +Z 10 (1  t) ( ~ax  [Hu(x+ t ~xa)] ~ax)dtComme le point x est un extremum de la fonction e = (u hu) on a :
r(u hu)(x) = 0, autrement dit ( ~xa  r(u hu)(x)) = 0De plus, comme (e(a) = (u  hu)(a) = 0), le développement de Taylor ci-dessus peut seréécrire :
(u hu)(x) =  Z 10 (1  t) ( ~ax  [Hu(x+ t ~xa)] ~ax)dt (3.12)d'où
j(u hu)(x)j =  Z 10 (1  t) ( ~ax  [Hu(x+ t ~xa)] ~ax)dt
 (3.13)
Comme a est le site de x, on a : ~ax =  ~aaAvec  un scalaire dont on peut montrer qu'il est plus petit que dd+1 [26] :
j(u hu)(x)j = Z 10 (1  t)2  ~aa  [Hu(x+ t ~xa)] ~aadt
 (3.14)
On peut maintenant écrire l'inégalité suivante
j(u hu)(x)j   dd+ 12 Z 10 (1  t) ~aa  [Hu(x+ t ~xa)] ~aadt
 (3.15)ou encore :
j(u hu)(x)j   dd+ 12maxt2[0;1]  ~aa  [Hu(x+ t ~xa)] ~aa Z 10 (1  t)dt (3.16)soit :
j(u hu)(x)j  12 dd+ 12maxy2aa  ~aa  [Hu(y)] ~aa (3.17)
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La majoration de l'erreur d'interpolation en norme L1 est donc la suivante :
ku huk1;K  12 dd+ 12maxy2K  ~aa  [Hu(y)] ~aa (3.18)En pratique, l'estimation donnée par la relation précédente (3.18) n'est pas exploitablecar elle fait intervenir deux maxima qui ne peuvent pas être évalués numériquement.Cependant, comme tout vecteur de K peut s'exprimer à l'aide des arêtes de K, alors,en notant EK l'ensemble des arêtes de K, on peut écrire que :
ku huk1;K  c maxx2Kmax~e2EK (~e  jHu(x)j~e) (3.19)
où c = 12 dd+ 12. En pratique, ce terme demeure délicat à calculer car le maximum surle champ de métrique jHuj n'est pas connu.Supposons cependant que l'on connaisse un tenseur M qui vériﬁe pour tout e 2 Ek :
maxx2K(~e  jHu(x)j~e)  (~e  M~e) (3.20)
On obtient alors la majoration suivante :
keKk1  c max~e2EK (~e  M~e) (3.21)En conséquence, on estime l'erreur d'interpolation "K sur un élément par la formule sui-vante :
"K = c max (~e  M~e) (3.22)
Cette estimation faisant intervenir la longueur des arêtes, on voit qu'un contrôle sur lesarêtes du maillage permet de contrôler l'erreur d'interpolation sur le maillage.Remarque : il convient de rappeler ici un résultat important de la théorie de l'in-terpolation, Ciarlet [12] a démontré, dans le cadre des équations elliptiques, que pour toutchamp u 2 Hk+1, il existe une constante positive C 0 tel que :
ku hukHm  C 0hk+1m j u jHk+1où k entier (ordre d'interpolation de l'élément ﬁni), m entier tel que 0  m  k + 1 et = Inffdiametre(S)g; où S sont les sphères contenues dans l'élément KPar exemple, si on considère une interpolation linéaire (k = 1), on a alors le résultatsuivant : ku hukH0  C 00h2 j u jH2
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On retrouve dans cette relation la proportionnalité de l'erreur d'interpolation avec les dé-rivées secondes du champ u
3.3.3 Détermination de la métrique associée à l'estimation géométriqued'erreurLe but est ici de construire une métrique qui permette de répartir de manière homogènel'erreur d'interpolation en fonction d'un seuil ﬁxé  à ne pas dépasser sur le maillage courant.Cela revient à imposer que :
8K 2 Th; 8e 2 EK  = c (~e  M(K)~e) (3.23)
si on pose ~M(K) = cM la relation précédente peut se réécrire sous la forme :
8K 2 Th; 8e 2 EK ~e  ~M(K)~e = 1 (3.24)
Cette relation signiﬁe que l'erreur d'interpolation sur un élément K est de l'ordre de  sila longueur des arêtes est de longueur un dans la métrique ~M(K) (i.e., Th est un maillageunité dans la métrique ~M).Pour éviter des métriques irréalistes, par exemple des longueurs inﬁnies dans les zonesou la solution uh est constante, on introduit des longueurs maximales et minimales hminet hmax et on déﬁnit la métrique ~M de la manière suivante :
~M = RR 1
avec
k = minmaxc jkj; 1h2max
 ; 1h2min
 (3.25)
La matrice R et les k sont respectivement la matrice des vecteurs propres et les valeurspropres de la matrice hessienne Hu de u.Par ailleurs, pour palier le problème de la dimension des variables, on utilise une esti-mation de l'erreur relative pour chaque variable :u hujuj0 1;K  c:maxx2Kmax~e2Ek~e  jHu(x)jjuj0 ~e (3.26)où juj0 = max (kuk1;
) = (usup   uinf ) avec usup (resp. uinf ) la valeur maximale (resp.minimale) de u dans le domaine 
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Génération de maillageLa génération d'un maillage est une opération complexe que nous n'aborderons pas dansce manuscrit. Nous utilisons dans cette étude le mailleur MTC, initialement développé auCemef par Coupez [27] dans le cas de l'adaptation isotrope et puis étendu par Bigot [9]pour l'adaptation anisotrope. Une description complète est disponible dans [28] [9] et [10].Il s'agit d'un mailleur topologique qui fonctionne par amélioration itérative de la topologiedu maillage.Le mailleur MTC est divisé en deux parties : Un mailleur surfacique : Son but est d'améliorer le maillage initial issu de la CAOen modiﬁant la topologie de la triangulation, mais en préservant la géométrie de lapièce. Comme mesure de la précision géométrique, l'auteur propose la courbure localedéﬁnie par :
C(n) = 360  XK2Tn (n;K) (3.27)où Tn est l'ensemble des triangles attenant au n÷ud n et (n; T ) la mesure de l'angleau n÷ud n du triangle K.Ainsi, toutes les opérations topologiques du mailleur surfacique (l'inversion des diago-nales, la création ou la suppression de n÷uds) doivent conserver la courbure locale,car toute opération topologique conserve la géométrie si elle préserve la courburelocale. Un mailleur volumique : Il fournit le maillage volumique de la pièce à partir dela triangulation de la surface. Il peut se diviser en trois étapes : l'initialisation du maillage se fait en utilisant l'opérateur "étoile" qui relie un n÷udde la surface à toutes les faces de la surface ne le contenant pas. On construit ainsiun maillage à partir de la seule information fournie par la frontière. Le recouvrement exact du domaine par des inversions de diagonales et en utilisantle principe du "volume minimal" qui conduit à l'égalité entre les volumes de latriangulation et celui de la pièce lorsqu'un maillage est atteint. L'amélioration topologique volumique selon un critère de qualité de tétraèdre déﬁnipar le rapport du volume au carré par la surface au cube.
L'adaptation de maillage avec le mailleur MTC nécessite un champ métrique déﬁni enchaque n÷ud du maillage. Nous rappelons ici les diﬀérentes étapes pour déterminer cettemétrique à fournir au mailleur MTC : Pour chaque champ ui, on construit le hessien Hu;i(K) constant sur l'élément K àpartir des valeurs du champ ui aux n÷uds (cf. sous-section 3.3.4) .
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 On calcule les valeurs propres et vecteurs propres de Hu;i(K). On calcule une métrique Mi(K) constante sur l'élément K. On reconstruit une métrique par n÷ud On calcule l'intersection des métriques Mi(K) pour construire une métrique uniqueM(K) à fournir au mailleur MTC.
3.3.4 Construction de la matrice hessienneUn point clef dans la construction de la métrique est l'évaluation de la matrice hes-sienne, en eﬀet elle intervient dans sa construction d'après sa déﬁnition. On a donc besoinde construire une approximation de la matrice hessienne de la solution à l'aide de la solu-tion discrète uh. Pour obtenir une approximation de la matrice hessienne d'une fonctionélément ﬁni uh de type P1 Lagrange (interpolation utlisée sur les éléments tétraèdres dansTransWeld), plusieurs méthodes existent. On peut citer, de manière non exhaustive, lesméthodes de diﬀérences ﬁnies généralisées (utilisant une variante de la formule de Green[29]), les méthodes par moindres carrés, la procédure de Zienkiewicz-Zhu [30] ou encorela double projection L2 [29]. Cette dernière consiste dans un premier temps à estimer legradient de uh aux n÷uds, par la formule :
h(ruh)(P ) = 1XK2SjKj
 X
K2S jKj (ruh)jK
! (3.28)
où S est le "patch", l'ensemble des éléments K ayant sommet le n÷ud P . uh étant P1,ruh est constant (P0) sur chacun de éléments du patch S.Cette procédure n'est rien d'autre que la reconstruction par moyenne pondérée par levolume.On peut alors appliquer à nouveau la même procédure à chaque composante du gradientreconstruit donné par la relation (3.28) aﬁn de reconstruire le hessien. L'opérateur dereconstruction du hessien est donné par :
(Hu)ij(P ) = 1XK2S jKj
 X
K2S jKj
 @@xj
h@uh@xi
! (3.29)
Des études numériques ont été réalisées [29] et ont montré que les méthodes de doubleprojection L2 ne convergent pas toujours, mais que celles-ci donnent de bons résultats.L'approche proposée est en fait équivalente à la méthode de double projection L2 (glo-bale) sur l'espace des fonctions éléments ﬁnis P1 avec traitement de la matrice de massepar "mass lumping".
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3.3.5 Interpolation de la solutionAprès avoir généré un maillage adapté, on veut retrouver les champs solution sur cemaillage aﬁn de pouvoir continuer le calcul entrepris. Comme le champ solution n'est connuque de manière discrète sur le maillage initial, il faut recourir à des schémas d'interpolationpour transférer les variables d'histoire de l'ancien au nouveau maillage suivant le type desvariables : variables nodales P1 : elles sont calculées aux n÷uds du maillage comme la vitesse,la pression et la température. variables P0 : elles sont calculées au centre des éléments du maillage, comme lescontraintes et la déformation équivalente.
Variables P1 : La solution étant connue uniquement aux sommets du maillage initial,nous utilisons un schéma d'interpolation linéaire. Pour interpoler la solution en un point Pdu nouveau maillage, il s'agit donc de trouver l'élément K du maillage initial qui contientce point puis de faire une moyenne pondérée par les coordonnées barycentriques de Pdans K des valeurs de la solution aux sommets du tétraèdre K (Fig.(3.3(a))). Si on noteSi avec i = 1::D les sommets du tétraèdre K, la solution au point P est déterminée par laformule suivante : uh(P ) = DXi=1 Ni(P )uh(Si)où Ni sont les valeurs en P des fonctions d'interpolation associées aux sommets i de K.La validité d'une telle interpolation dans le cas de maillage anisotrope est raisonnable siles éléments sont étirés dans les directions où le hessien de la solution est petit [15]. Cettecondition est eﬀectivement vériﬁée par la méthode d'adaptation utilisée.
(a) Transfert des champs nodaux (b) Transfert des champs aux points d'intégration.Figure 3.3  Illustration de la technique de transport utilisée dans TransWeld
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Variables P0 : Dans le transport P0, il existe deux façons d'aborder le problème : Transport par lissage : Dans ce cas, le transport ce décompose en 3 étapes : le lissage proprement dit qui permet d'obtenir un champ nodal sur les noeuds del'ancien maillage. le transport P1 du champ continue de l'ancien au nouveau maillage. le transfert de l'information aux nouveaux points de Gauss.
 Transport direct : On ne cherche plus à lisser les champs discontinus déﬁnis auxpoints de Gauss, mais à les transférer directement aux points de Gauss du nouveaumaillage (Fig.(3.3(b))).
La littérature fait état de diverses méthodes plus ou moins précises. Mais il semble quepersonne ne dispose d'une solution pleinement satisfaisante. Prenons le cas du transportdes valeurs aux points de Gauss. Si on eﬀectue un lissage, on diﬀuse l'information. Si onfait un transport direct, cela risque d'être abusif pour des maillages grossiers. Le transportdépend de la taille des éléments, du type de problème. De plus, dans le cadre des lois decomportement intégrées dans le temps, il est d'autant plus important puisqu'il conditionnela résolution de l'équilibre [31].Pour les variables s et ", le transport direct est complètement cohérent avec l'élémentutilisé. En eﬀet, nous avons vu au chapitre 2.4 que les équations élasto-visco-plastiques sontrésolues au centre de chaque élément. Il apparaît donc logique d'aﬀecter au point de Gaussles valeurs de l'élément dans lequel il se trouve. De plus, rappelons que le mini-élémentest un élément du premier ordre, le transport direct est également du premier ordre. Laprécision de ce transport est donc cohérente avec celle de l'élément [31]. Remarquons enﬁnque le mailleur MTC opère par améliorations régulières du maillage, ce transport a de plusl'avantage de ne pas aﬀecter les éventuelles régions inchangées. Pour toutes ces raisons nousavons retenu le transport direct.Citons enﬁn, les travaux récents au Cemef de Bousseta [32] et Guerdoux [33], qui ontétudié les diﬀérentes techniques de recouvrement utilisées dans le calcul d'estimation d'er-reur a posteriori de type Zienkiewicz-Zhu, comme la technique SPR (Superconvergent PatchRecovery), la technique de diﬀérences ﬁnies locales (ou technique de Liszka-Orkisz) et latechnique REP (Recovery by Equilibrium in Patches). Les auteurs ont essayé de révélerles principales qualités et faiblesses de chaque technique ainsi que les possibilités d'amé-liorations suggérées dans la littérature. Ils ont également proposé quelques améliorationssusceptibles d'augmenter leur eﬃcacité et de les adapter à des problèmes de mise en forme.
3.3.6 Algorithme d'adaptationL'algorithme d'adaptation est le suivant :
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Algorithme 3 : Schéma de h-adaptation
1: Calcul des solutions ui; i=1..N sur le maillage initial T nh
2: pour i = 0 to N faire
3: Calcul du hessien de la solution calculée Hu;i (constant par élément)
4: Calcul d'un champ de métrique discret déﬁni en chacun des éléments du maillageMi
5: Calcul d'un champ de métrique discret déﬁni en chacun des n÷uds du maillage.
6: ﬁn pour
7: Calcul du champ de métrique d'intersection M = TiN Mi
8: Génération du nouveau maillage T n+1h
9: Transfert des champs solutions
Remarque : N est le nombre de champs sur lesquels la solution va être adaptée.
3.4 R-adaptation : ALE
3.4.1 IntroductionLes méthodes de régularisation de maillage sont souvent employées en complément desalgorithmes de génération pour améliorer la qualité globale du maillage. La plupart deces méthodes de régularisation reposent sur un algorithme itératif qui repositionne chaquenoeud individuellement (en conservant la topologie de maillage) pour améliorer la qualitélocale des éléments. Il existe une grande variété de techniques utilisant ce principe. Onpeut généralement les regrouper en trois classes distinctes [6], [34], [35] : les méthodes de barycentrage : La méthode la plus basique et la plus répandueest l'algorithme de Laplace [35][36]. Elle consiste a placer chaque noeud interne aumaillage au barycentre des noeuds auxquels il est connecté par une arête. Cette tech-nique s'applique naturellement pour toute dimension de l'espace et peut, avec peude modiﬁcations, traiter toute forme d'élément. Ce barycentrage est répété itérati-vement sur tout le maillage jusqu'à ce que chaque noeud se déplace d'une distanceinférieure à une tolérance donnée.De nombreuses variantes de cet algorithme ont été développées, le plus souvent enmodiﬁant le barycentrage en un barycentrage pondéré : la contribution de chaquenoeud voisin est pondérée par une fonction dépendant de la taille de l'arète ou autrecritère similaire [33]. Les autres variantes de l'algorithme de Laplace visent à corrigerou prévenir les défauts qui peuvent être créés. Le principal défaut induit par cetteméthode est la distorsion ou le retournement d'éléments dans les zones concaves dudomaine. les méthodes d'optimisation : Pour palier aux maillages de mauvaise qualité(création d'angles plats,. . .). Des auteurs formulent le problème de régularisation
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comme un problème d'optimisation. Les fonctions objectifs choisies sont : la distorsiondes éléments dans une certaine métrique, le rapport de forme des éléments ou encorel'angle minimum du maillage [37] [38].Néanmoins, les coûts de calculs de ces méthodes d'optimisation sont bien plus impor-tants que pour l'algorithme de Laplace. Aussi, nombreux sont les auteurs parmis ceux-ci qui ont développé des méthodes mixtes utilisant un algorithme de Laplace poursa rapidité puis un algorithme d'optimisation pour améliorer la qualité du maillageplutôt qu'un algorithme de Laplace contraint [37] [6]. les méthodes basées sur un modèle physique : Dernière grande famille deméthodes de régularisation de maillage, les méthodes développées selon une approchephysique ou mécanique. Batina [39] décrit le maillage comme un réseau de ressorts(chaque arête est assimilée à un ressort) dont le module élastique est donné par lerapport entre la taille courante et la taille souhaitée pour l'élément. Ces méthodes nesont parfois qu'une interprétation physique des méthodes d'optimisation, mais ellessont le plus souvent locales ce qui leur donne un avantage certain en terme de tempsde calcul sur les méthodes d'optimisation dont la fonction objectif est globale.
Nous avons choisi une méthode simple, qui appartient à cette dernière classe (la classedes méthodes basées sur un modèle physique). Nous rappellerons donc tout d'abord les prin-cipes de la méthode choisie. Puis, après avoir présenté notre démarche, nous présenteronsquelques applications de notre méthode d'adaptation à des exemples simples. Rappelonsque dans la plupart des applications de ce manuscrit, c'est le remaillage statique qui a étéutilisé dans TransWeld. Mais néanmoins on s'est intéressé à la problématique ALE.
3.4.2 Méthode des ressortsUne méthode simple consiste à adapter le maillage T n+1h à la solution courante un.Pour ce faire, nous adoptons le point de vue de J.T. Batina , connu dans la littératuresous le nom de "Spring analogy" [40] [41] [42][39]. Plus précisément, nous introduisons unedistribution de forces, attractives ou répulsives, entre les noeuds du maillage. Notre choixest en partie justiﬁé par le fait que cette analogie élastique trouve des extensions naturellesen plusieurs dimensions et qu'elle s'avère de nature anisotrope par construction.
PrincipesNous supposons que chaque sommet xi est connecté à ses sommets voisins xj (j 2 N(i)ou N(i) est l'ensemble des sommets voisins du n÷ud xi) par un vecteur force, noté  !F ij ,qui s'écrit :  !F ij = Kij( !x j   !x i) (3.30)
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où Kij représente la raideur du ressort porté par l'arête [xi; xj ] (voir ﬁgure 3.4). Les incon-nues sont les coordonnées des n÷uds xi.
(a) Repositionnement d'un
noeud
(b) Forces exercées par un
noeud sur ses voisins
(c) Localisations possibles avec
3.32Figure 3.4  Principes de la méthode [39]
Nous postulons que le nouveau maillage recherché résulte de l'obtention d'un étatd'équilibre virtuel pour chaque sommet du maillage, à savoir :
8i; Xj2N(i) !F ij =  !0 (3.31)Pour atteindre cet objectif, on isole l'équation d'équilibre précédente sur chaque patch Si,et on la résout en supposant les sommets voisins de si statiques. On écrit alors :
 !x newi =  !x oldi + wPj2N(i)Kij( !x j   !x i)Pj2N(i)Kij (3.32)soit :
 !x newi =  !x oldi + w !dxi (3.33)
avec :
 !dxi = Pj2N(i)Kij( !x j   !x i)Pj2N(i)Kij (3.34)où w représente un coeﬃcient de relaxation. Les nouvelles positions des noeuds sontcalculées avec une méthode itérative de type Gauss-Seidel.La principale diﬃculté de cette procédure est de bouger les points sans créer d'élémentsd'aire négative (i.e. lorsque le nouveau point tombe en dehors de la boule du point que l'onconsidère). Mettre un point à sa position "optimale" peut donc conduire à un maillage nonvalide, annulant ainsi l'opération. Sur la ﬁgure (3.4(c)), est dessiné le cercle xi de rayon
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maxj2N(i)k !x newi   !x oldi k le lieu des nouvelles positions nouvelles de xi. D'ores et déjà,supposant les sommets voisins de xi immobiles, on remarque que le mouvement de xi peutprovoquer le retournement de certain éléments.Pour s'assurer que le déplacement ne va pas détruire une triangulation valide, il nousfaut introduire une contrainte sur la déformation de l'élément. Chaque élément doit satis-faire un critère de forme du type [9][33] :
C(K) = Vhd  Cminoù V est le volume de l'élément, h la taille moyenne.Ainsi pendant le processus de repositionnement des noeuds, nous nous contentons decorriger a posteriori la position des noeuds qui violeraient la contrainte. Cette correctionse fait en utilisant un algorithme de dichotomie et en utilisant le fait que le maillageinitial respecte la contrainte. Ainsi, pour chaque noeud qui viole la contrainte, on cherchepar dichotomie la position qui respecte la contrainte sur le volume de l'élément entre saposition initiale et la position calculée par l'algorithme d'adaptation. Bien évidemmentcette méthode n'est théoriquement pas optimale, mais en pratique peu de noeuds doiventvoir leur position corrigée. Le coût de la correction est donc marginal dans le coût del'adaptation.Il reste à présent à déﬁnir les raideurs Kij . Par exemple, aﬁn d'augmenter la densiténodale dans les régions de forts gradients, un choix usuel consiste à prendre :
Kij =r1 + j@u@s j2 (3.35)où @u@s représente le gradient de la solution dans la direction de l'arête et  est un réelpositif permettant de moduler l'importance accordée à @u@s .D'autres grandeurs mathématiques que le gradient peuvent être privilégiées. Palmerio[43] cherche à équirépartir le saut de la solution juj   uij sur toutes les arêtes du maillage,et pose alors :
Kij = juj   uij+ C (3.36)
où C est une constante, dont le but est de freiner le déplacement des sommets. D'autreschoix sont évidemment possibles. On peut poser :
Kij = 1=kxj   xikp
où p est le degré de non-linéarité du ressort. Avec p = 1 on retrouve la procédure classiqueproposée par Batina [39].
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Dans cette présente étude nous suivrons la démarche initiée par Habashi [40], danslaquelle la rigidité de chaque ressort (arête) est déﬁnie par :
Kij = kxj   xikMkxj   xikoù kxj   xikM représente la longueur de l'arête [xi; xj ] dans la métrique riemannienneM.
Remarque : Les expérimentations numériques eﬀectuées montrent que la méthode "SpringMethod" ne converge pas toujours [40]. Cette diﬃculté peut être expliquée par le fait quel'equidistribution de l'erreur ne coïncide pas avec la minimisation de l'énergie du réseaudes ressorts.L'algorithme de r-adaptation, présenté ci-dessous, se distingue par la simplicité de samise en oeuvre et sa nature fortement anisotrope. Le principal inconvénient est que lemaillage ait au cours de la simulation un temps de retard par rapport à la solution. Leterme "adaptation" peut, du fait de son caractère non-optimal, sembler inapproprié. Par"adaptation", nous entendons ici modestement que le mouvement du maillage soit cohérentavec l'évolution de la solution.Algorithme 4 : Algorithme de r-adaptation
1: Calcul de la métrique M sur le maillage initial T nh
2: pour iter = 1 to MaxIter faire
3: pour i = 1 to Nbnoe faire
4: pour j = 1 to NbV oisin faire
5: Calcul de Mi;j par interpolation
6: Calcul de la raideur Kij
7: ﬁn pour
8: Calcul de la nouvelle position  !x newi du noeud i
9: Vériﬁcation de la qualité des éléments reliés à i
10: tantque Qualité < QualiteMin faire
11:  !x newi =  !x oldi + 12 !x newi   !x oldi 
12: ﬁn tantque
13: si Noeud Frontière alors
14: Application de la condition  !dxin =  !v idtn
15: Projection de la nouvelle position sur la frontière
16: ﬁnsi
17: Actualisation de la position du noeud i
18: ﬁn pour
19: si (MaxDx < Tol) alors
20: Sortir de la boucle iter
21: ﬁnsi
22: ﬁn pour
23: Actualisation du maillage T n+1h
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3.5 Résultats numériques
Les paragraphes suivants vont se concentrer sur la vériﬁcation de la stratégie d'adap-tation proposée dans le cadre de cette thèse.
3.5.1 Test analytiquePour la première étude indépendante de l'approximation des EDP, nous allons rempla-cer la solution des EDP par une simple interpolation P1 d'une fonction analytique u(x; y) :
u(x; y) = tanh(60x)  tanh(60(x  y)  30) dans 
 = [0; 1]2 (3.37)
h-adaptationNous avons eﬀectué une série de calcul avec des stratégies de raﬃnement uniforme,d'adaptation isotrope, c'est-à-dire que la matrice utilisée possède des valeurs propres iden-tiques égales à la valeur maximale donnée par la relation (3.25), et d'adaptation anisotrope.L'erreur déﬁnie comme eL1 = ku  uhkL1 est calculée comme étant la norme de la diﬀé-rence entre la valeur barycentrique de la solution dans K et la valeur exacte de la fonctioncalculée au barycentre de l'élément.Nous donnons une déﬁnition générale de l'ordre de l'erreur  en fonction de la dimensiond du domaine étudié. L'erreur est fonction de la taille locale du maillage h et peut êtreécrite comme suit :  = O(h)où  est l'ordre de convergence. Cette équation peut être écrite non plus en fonction de hmais en fonction du nombre d'éléments du maillage Nbe :
 = O(( 1Nbe)d )Ainsi par exemple, pour un domaine à deux dimensions d = 2 et un ordre de convergencede deux ( = 2), on obtient la relation suivante entre l'erreur et le nombre d'éléments :
 = O( 1Nbe) (3.38)Les Figures 3.6(a) et 3.7(a) donnent des exemples des maillages isotropes et anisotropesobtenus après convergence d'une boucle adaptative. Pour le cas de la ﬁgure (3.6(a)), lenombre d'éléments atteint après convergence est 30751 et on se rend compte (à gauche)que le maillage est isotrope dans la zone de fort gradient. En revanche, dans le cas dela ﬁgure (3.7(a)), qui correspond à l'adaptation anisotrope, le nombre d'éléments atteintaprès convergence est seulement de 1919 et l'anisotopie est obtenue. On peut voir aussi
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sur la ﬁgure (3.8(a)) les évolutions du nombre d'éléments et de l'erreur totale durant lesitérations des deux stratégies d'adaptation de maillage (isotrope et anisotrope). On peutremarquer qu'après 7 itérations les courbes n'évoluent plus ce qui montre la convergencede la boucle adaptative.
Figure 3.5  Maillage initial (de fond) (à gauche) et évolution de la fonction analytique (à droite)
(a) Maillage isotrope adapté (b) Zoom sur la zone d'intérêtFigure 3.6  Adaptation de maillage isotrope sur la fonction analytique
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(a) Maillage anisotrope adapté (b) Zomm sur la zone d'intérêtFigure 3.7  Adaptation de maillage anisotrope sur la fonction analytique
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Pour faire varier le nombre d'éléments à générer, nous faisons varier l'erreur prescrite (le niveau d'erreur d'interpolation). Nous avons ensuite reporté les courbes de convergencede la norme de l'erreur en fonction du nombre de noeuds pour les trois stratégies sur laﬁgure (3.8(b)) .Pour vériﬁer la précision globale de l'estimateur, nous utilisons un indice d'eﬃcacitédéﬁni par le rapport entre la norme de l'erreur d'interpolation estimée et l'erreur réelle(exacte). La ﬁgure (3.9(b)) montre son évolution en fonction du nombre d'éléments dumaillage. On constate que l'indice d'eﬃcacité converge bien vers 1 qui est la valeur optimalede l'indice d'eﬃcacité. Outre l'indice d'eﬃcacité global, il est indispensable de s'intéresser àl'ordre de convergence. On remarque que toutes les stratégies d'adaptation dans le cadre decette fonction ne permettent pas d'atteindre l'ordre de convergence théorique donné par larelation (3.38) (Fig.3.8(b)). La stratégie anisotrope atteint bien l'ordre deux de convergencealors que le remaillage isotrope ne permet pas d'atteindre cet ordre. Par contre, dans le casdu remaillage uniforme, l'ordre de convergence apparaît lorsque le maillage contient plusde 5000 éléments. Enﬁn nous pouvons également observer sur la Figure (3.8(b)) que l'ordrede convergence semble prendre une asymptote nettement meilleure que deux lorsque l'ondépasse 10000 éléments.Les tests de ce paragraphe permettent de montrer que pour une fonction analytiquel'estimateur d'erreur a posteriori développé est eﬃcace. Cette conclusion étant obtenue surune fonction simple, il convient d'évaluer le comportement de cette stratégie dans le cadred'un calcul éléments ﬁnis, ce qui sera fait sur des exemples plus réalistes dans le contextedu soudage, au paragraphe suivant.
r-adaptationNous testons dans cette section l'algorithme de r-adaptation sur le même exemple.Le maillage initial (Fig. 3.10(c)) est un maillage uniforme. On eﬀectue au maximum 50itérations de r-adaptation de maillage.Nous pouvons voir sur la ﬁgure (3.10), que la stratégie d'adaptation de maillage déve-loppée incite les sommets à migrer vers les zones à forts gradients. Aussi, on voit que laméthode est naturellement anisotrope et que les éléments obtenus après reallocation desnoeuds et convergence, sont bien alignés avec la solution.
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(a) Itération 0 (b) Itération 10 (c) Itération 20Figure 3.10  Application de la r-adaptation sur la fonction u
(a) Itération 50 (b) Fonction u sur le maillage
adapté
(c) Fonction u
Figure 3.11  Application de la r-adaptation sur la fonction u pour  = 5%
(a) Itération 0 (b) Itération 50 (c) Erreur L1Figure 3.12  Application de la r-adaptation sur la fonction u pour  = 1%
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Figure 3.13  Évolutions de l'erreur totale et du nombre d'éléments durant les itérationsr-adaptation
Les ﬁgures (3.11) et (3.12) montre les évolutions de la fonction u, de l'erreur et dumaillage pour deux valeurs d'erreur prescrite  (0:5 et 0:1 %). On peut voir sur la ﬁgure(3.12) les évolutions de l'erreur totale et du nombre d'éléments durant les itérations r-adaptation. On constate que cette stratégie permet de réduire l'erreur, mais ne permet pasd'atteindre les seuils d'erreur prescrits. Cela s'explique évidement par le fait qu'on est à unnombre d'éléments donné et à connectivité ﬁxe.
3.5.2 Applications en contexte soudageConditions de soudage TIG et propriétés du matériauOn s'intéresse à la simulation d'une ligne de fusion sur une plaque d'acier de type16MND5 (ou A508) (Tab. 3.1) par soudage TIG sans métal d'apport. La structure initialeest composée de 40% de ferrite et 60% de perlite. Les propriétés thermophysiques sontdonnées dans l'annexe (B). Les dimensions de la plaque sont données à la Fig. 3.14(a)C Si Mn Ni Cr Mo Al S P N0.196 0.22 1.51 0.63 0.19 0.51 0.021 <0.002 <0.002 <0.0040.212 0.23 1.58 0.65 0.20 0.53 0.024 <0.002 <0.002 <0.004Tableau 3.1  Fourchettes de composition moyennes de l'acier 16MND5 selon [44]
Les paramètres de soudage utilisés dans cette analyse sont : tension de soudage U =10 V , intensité de soudage I = 150 A et une vitesse de soudage de Vs = 1 mm:s 1 et lerendement est  = 0:65. La source de chaleur de puissance nette U  I   est modélisée
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(a) Géométrie de la plaque (dimensions en mm) et "A" le point de com-
paraison
(b) Maillage isotrope de ré-
férence d'une demi plaque
(hmin = 1 mm et hmax =
10 mm)Figure 3.14  Géométrie de la plaque
par une simple source cylindrique à base circulaire de rayon 5 mm, dans laquelle le ﬂuxthermique est uniforme.Étant donnée la symétrie du problème, seule une moitié de la plaque est modélisée.Les conditions aux limites thermiques sont appliquées comme suit : outre la condition desymétrie ; sur les faces extérieures, les échanges thermiques avec le milieu extérieur sontde type convection-rayonnement, en adoptant un coeﬃcient d'échange h = 12 Wm 2K 1,une émissivité  = 0:75 et une température extérieure Text = 25 oC.Pour évaluer l'eﬃcacité de la procédure d'adaptation proposée, un calcul sur un maillagetrès dense est eﬀectué (Fig. 3.14(b)). La taille de maille le long du cordon est ﬁxée aprèsune étude préliminaire à 1 mm : elle est choisie après constatation de la convergence dela solution avec la taille de maille. Les résultats obtenus sont utilisés comme résultats deréférence. Trois types de simulation avec adaptation de maillage ont alors été eﬀectuées(seuls les maillages diﬀèrent, toutes les autres conditions étant identiques) : Simulation thermique : nous cherchons à capturer au mieux les forts gradients ther-miques générés par l'apport de chaleur. Ainsi, l'estimateur d'erreur est basé sur lechamp de température ; Simulation thermo-métallurgique : dans ce cas nous cherchons à capturer au mieux lesgradients thermiques mais aussi les gradients de fractions de phase, ainsi l'estimationd'erreur est basée sur deux champs ; la température et la fraction de bainite ; Simulation thermo-mécanique : dans le cadre de ce calcul, le but est de calculerles contraintes induites par le soudage (le matériau est considéré comme élasto-viscoplastique). Ainsi l'estimation d'erreur est basée sur trois champs : la tempé-
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rature, la contrainte transversale (ﬀyy) et la contrainte longitudinale (ﬀxx).
Calcul thermiqueLe maillage du calcul de référence comporte 14329 noeuds et 68891 éléments (Figure3.14(b)). Comme indiqué ci-dessus, la taille minimale est de 1 mm le long du cordonet la taille maximale est de 10 mm. Le maillage initial utilisé dans les simulations avecadaptation de maillage est relativement grossier : 6842 éléments, 1683 noeuds.Nbeinitial Nbeﬁnal himpmin(mm) himpmax(mm) hmin(mm) hmax(mm) TempsCPUMaillage ﬁn de référence 68891 68891 1 10 1 10 6h 25minMaillage grossier de ré-férence 11439 11439 2 10 2 10 58 minMaillage adaptatif ani-sotrope,  = 0:01 6842 5866 1 10 0.95 11.5 1h 1minMaillage adaptatif iso-trope,  = 0:01 6842 10685 1 10 0.95 11.5 1h 57minMaillage adaptatif ani-sotrope,  = 0:005 6842 11012 1 10 0.9 10.6 1h 52minMaillage adaptatif iso-trope,  = 0:005 6842 46906 1 10 0.9 10.6 4h 19min
Tableau 3.2  Paramètres d'adaptation (Nbe : nombre d'éléments, himpmax : taille maximaleautorisée, himpmin : taille minimale autorisée, hmax : taille maximale constatée, hmin : tailleminimale constatée). Calculs eﬀectués sur un PC Pentium 4, 2GHz et 2Gb RAM
Dans cet exemple, un remaillage global est eﬀectué à chaque pas de temps (dt = 1s).Comme prévu, l'adaptation de maillage produit des éléments très ﬁns au voisinage de lasource de chaleur et des éléments grossiers loin de celle-ci. On peut voir également sur laﬁgure 3.15 que des éléments anisotropes alignés avec les isovaleurs de température sontcréés autour de la zone de fusion. Il est à noter que l'étirement des éléments varie de 1à 10 au voisinage de la source (l'étirement maximum permis pour cette simulation esthmax=hmin = 10).Le Tableau 3.2 reporte les statistiques relatives aux diﬀérentes stratégies de calcul. Lecalcul de référence (sans remaillage) conduit à un temps de calcul de 6h 25min. Deux calculsavec adaptation anisotrope de maillage sont eﬀectués, un avec un seuil d'erreur prescrit = 0:01 et un autre avec  = 0:005. On peut remarquer que la simulation avec  = 0:005conduit à un maillage de 11012 éléments alors qu'avec  = 0:01 le maillage ﬁnal est de 5866éléments. Une telle diﬀérence de taille induit évidemment des temps de calcul diﬀérentspour la simulation complète (1h 52min vs. 1h 1min).
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Figure 3.15  Adaptation thermique ( = 0:01), a) Maillage anisotrope, b) Zoom sur lazone ﬁne avec remaillage anisotrope, c) Distribution de temperature à t=95 s [K], d) Zoomsur la zone ﬁne avec remaillage isotrope
La Figure 3.16(a) montre l'évolution de la température au point A sur les maillagesde référence et les maillages adaptés. On voit clairement que la solution adaptée est bienrégulière en temps et en espace (Fig. 3.16(b)) et converge vers la solution de référence(maillage ﬁn) lorsqu'on diminue la valeur de l'erreur prescrite . Ceci illustre que la solutionne se dégrade pas au ﬁl des adaptations. La ﬁgure 3.17 montre l'évolution de l'écart detempérature obtenue par rapport à la température calculée sur le maillage de référence. Onvoit bien que l'écart est maximum au passage de l'électrode au point A. Cet écart diminuelorsqu'on diminue l'erreur prescrite .L'adaptation de maillage conduit à des maillages ﬁns au voisinage de la source et donc àune distribution de température plus précise que pour un maillage grossier (voir Fig. 3.16).On constate sur la Figure 3.16(a) et dans le Tableau 3.2 que pour une précision comparablesur la solution, la procédure d'adaptation de maillage réduit les temps de calcul par unfacteur d'environ six. Cela montre l'eﬃcacité de l'approche proposée.
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Figure 3.16  Adaptation thermique, a) évolution de la température [K] au point A pourdiﬀérentes valeur de , b) distribution de température [K] à t=95 s ( = 0:01)
Figure 3.17  Évolution de l'écart de température T = jT   Tref j, au point A, où Treftempérature obtenue sur le maillage de référence
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Figure 3.18  Adaptation thermique ( = 0:01), a) Distribution de bainite au temps 95 ,b) Évolution en fonction du temps des proportions de phases au point A
Calcul thermique-métallurgiqueLes Figures 3.15 et 3.19 montrent qu'on obtient deux maillages nettement diﬀérentsquand l'adaptation est basée simplement sur la température 3.15(a) ou sur la températureet la fraction de bainite. On constate que le remaillage basé sur la température produit unezone ellipsoïdale autour de la zone fondue. Un comportement diﬀérent est observé lorsqu'onguide le remaillage par rapport à la température et la fraction de bainite. Dans ce cas, lemaillage reste ﬁn dans le sillage de la source aﬁn de mieux représenter les gradients debainite. On peut voir que l'adaptation thermo-métallurgique produit un maillage compor-tant plus d'éléments que dans le cas de l'adaptation thermique (voir Tab. 3.3, Figs. 3.15 et3.19). Ceci est dû au fait que des gradients résiduels de fractions de phases demeurent aprèsle passage de la source de chaleur sur la plaque. Alors que, dans la première adaptation,les gradients thermiques s'eﬀacent après le passage de l'électrode et le refroidissement dela plaque : le maillage redevient progressivement isotrope et plus grossier dans le sillage.
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Figure 3.19  Adaptation thermo-métallurgique ( = 0:01), a) Maillage EF b) Zoom surla région à maillage ﬁn
Figure 3.20  Adaptation thermo-métallurgique ( = 0:01), Évolution de température [K]en fonction du temps au point A, b) Distribution de température [K] au temps 95 s
Nbeinitial Nbeﬁnal himpmin(mm) himpmax(mm) hmin(mm) hmax(mm) TempsCPUMaillage ﬁn de référence 68891 68891 1 10 1 10 6h 25minMaillage adapté.  =0:01 6842 15816 1 50 1 50 2h 22min
Tableau 3.3  Paramètres et résultats de l'adaptation thermo-métallurgique. Calculs ef-fectués sur un Pentium 4 PC, 2GHz et 2Gb RAM.
On constate en comparant la ﬁgure 3.18(b) et la ﬁgure 3.21(a) que l'évolution en fonc-tion du temps des fractions de phases au point A n'est pas aﬀectée par le remaillage,comme pour la température (ﬁg. 3.16(a) et 3.20(a) ). Par contre, comme prévu, l'impact
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Figure 3.21  Adaptation thermo-métallurgique ( = 0:01), a) Évolution en fonction dutemps des proportions de phases au point A, b) Distribution de bainite au temps 95 s
Figure 3.22  Proﬁls de fraction de bainite en face supérieure dans la section X = 95 mmau temps 250 s
sur la distribution spatiale des phases est beaucoup plus signiﬁcatif. La Figure 3.22(b)montre le proﬁl de fraction de bainite en face supérieure dans une section transversale dela plaque pour diﬀérents maillages. On s'aperçoit que la courbe obtenue avec une adap-tation thermo-métallurgique est très proche des résultats de référence et que le résultatobtenu avec une simple adaptation thermique est de très mauvaise qualité. Du point devue du couplage thermique-microstructure, nous pouvons donc conclure que l'applicationdu remaillage conduit à une amélioration notable de la précision de la solution.
Calcul thermo-mécaniqueDans cette section, nous considérons la création d'une ligne de fusion au centre d'uneplaque en acier austénitique (316L) au moyen du procédé TIG, sans métal d'apport. Les
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propriétés thermo-mécaniques sont données dans l'annexe (A). La géométrie de la plaqueest identique au cas précédent (Fig. 3.14). Les conditions du calcul thermique utilisés sontinchangées. En revanche, la symétrie n'est plus considérée, toute la plaque est modélisée. Lesconditions aux limites mécaniques consistent en deux bridages des faces latérales, parallèlesà la direction de soudage (pour lesquelles on considère que les déplacements sont nuls danstoutes les directions). L'adaptation de maillage est basée sur trois champs : température,contrainte longitudinale et contrainte transversale.Nbeinitial Nbeﬁnal himpmin(mm) himpmax(mm) hmin(mm) hmax(mm) TempsCPUMaillage M2 194263 194263 1 10 1 10 81h07minMaillage adapté  =0:005 7152 27447 1 20 1 20 26h10min
Tableau 3.4  Paramètres et résultats de l'adaptation thermo-mécanique. Calculs eﬀectuéssur un Pentium 4 PC, 2GHz et 512Mo de RAM.
La Figure (3.23) montre une comparaison des contraintes transversales (ﬀyy) et longitu-dinales (ﬀxx) en face supérieure de la plaque obtenues sur diﬀérents maillages : un maillagede référence "M1" (qui est celui utilisé dans l'analyse thermique précédente), un maillageadapté à la thermomécanique "M2" et un maillage généré par l'estimation d'erreur. Surles deux derniers maillages les résultats obtenus sont tout à fait similaires (voir Figs. 3.24et 3.25 ), alors que les valeurs de contraintes obtenues avec le maillage "M1" sont assezéloignées. Ceci montre que le maillageM1, pourtant adapté pour le problème thermique serévèle très mal adapté au problème thermo-mécanique. Comparé à l'analyse sur le maillagede référence "M2", le calcul avec adaptation de maillage conduit à une précision compa-rable sur les valeurs de contraintes et à une réduction des temps de calcul d'un facteur trois(Tab.3.4).On constate sur la Figure (3.23) que la répartition des contraintes longitudinales estpratiquement constante le long de la majeure partie de l'axe de soudage : le centre de laplaque est en traction alors que les bords sont en compression.Les Figures (3.24) et (3.25) présentent les évolutions des contraintes transversale etlongitudinale au point (0:095; 0; 0:005), c'est-à-dire à mi-épaisseur de la plaque sous lepoint A, sur les maillages de référence et les maillages adaptés. On voit clairement que lasolution adaptée converge vers la solution de référence (maillage "M2") lorsqu'on diminuel'erreur prescrite. En revanche, le maillage "M1" produit des proﬁls de contraintes erronés.Les calculs avec adaptation ( = 0:005 et  = 0:002) se superposent. Ces deux calculsdonnent des valeurs de contraintes supérieures à celles obtenues sur le maillage de référence"M2", mais l'allure des courbes est bien reproduite. On peut conclure que les maillagesobtenus par estimation d'erreur sont mieux adaptés que le maillage "M2" au passage de la
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(a) Maillage référence pour la
thermique : M1
(b) Maillage référence pour la
thermo-mécanique : M2
(c) Maillage adapté par estima-
tion d'erreur ( = 0:5%)
(d) Contraintes transversales (e) Contraintes transversales (f) Contraintes transversales
(g) Contraintes longitudinales (h) Contraintes longitudinales (i) Contraintes longitudinalesFigure 3.23  Comparaison des distributions des contraintes transversales et longitudinales[Pa] en face supérieure de la plaque calculées respectivement sur le maillage M1 (gauche),sur le maillage M2 (centre) et sur un maillage adapté par estimation d'erreur, erreur=0.5%(droite)
source.
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Figure 3.24  Proﬁls des contraintes transversales [Pa] au point (0:095; 0; 0:005) situé àmi-épaisseur pour diﬀérents maillages
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Figure 3.25  Proﬁls des contraintes longitudinales [Pa] au point (0:095; 0; 0:005) situé àmi-épaisseur pour diﬀérents maillages
3.5.3 ConclusionsDans ce chapitre on a présenté une stratégie adaptative anisotrope basée sur une esti-mation d'erreur d'interpolation. Cette approche permet en outre de considérer de manièresimple diﬀérentes cartes de taille via l'utilisation de la notion de métrique ainsi elle permetune adaptation basée sur plusieurs champs solutions de nature diﬀérente.L'interpolation d'une fonction analytique montre la supériorité de l'adaptation de maillageanisotrope et sa capacité d'atteindre l'ordre de convergence optimal. Nous nous sommesconcentrés ensuite sur des cas d'application pour la simulation thermo-métallurgique etthermo-mécanique du procédé de soudage, qui est le cadre qui nous intéresse. Les résultatsconﬁrment la validité et l'eﬃcacité de cette approche, en termes de précision de la solutionet de réduction de la complexité (gain de temps de calcul).
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4.1 - Introduction
4.1 Introduction
L'apport de matière en soudage MIG/MAG se fait par des gouttes de métal fondu issude la fusion de l'électrode. Plusieurs régimes de transfert sont possibles en fonction destensions et intensités de courant utilisées (Fig. 4.1). Chacun de ceux-ci permet d'atteindredes pénétrations et des formes de cordon très diﬀérentes, rendant ainsi ce procédé trèsﬂexible (Fig. 4.2).Pour simuler les transferts de masse et de chaleur apparaissant au cours d'une opéra-tion de soudage il est nécessaire de modéliser le couplage entre l'arc (plasma thermique),l'électrode en fusion, les gouttes et le bain de soudage. Ainsi, la formation de la goutte, sondétachement, son volume, sa pénétration dans le bain et le transfert d'énergie associé fontl'objet de modélisations numériques [1][2][3] [4].
Figure 4.1  Modes de transfert : pulvérisation, globulaire et court-circuit
Figure 4.2  Représentation schématique du soudage GMAW
Ces modèles restent néanmoins très lourds dans le cadre d'une simulation thermo-mécaniqueà l'échelle de la structure, car ils font intervenir une échelle mésoscopique (échelle desgouttes). Aujourd'hui ces modèles sont limités à l'étude des interactions intervenant direc-tement sous l'arc (plasma, forme de la surface du bain liquide).Dans ce chapitre, nous adoptons une perspective diﬀérente : nous nous intéressons àl'apport de métal sans modélisation du plasma et de la chute des gouttes car l'objectifde ce travail n'est pas d'aboutir à un modèle prédictif permettant de traiter l'apport dematière en soudage à l'arc, mais plus dans un premier temps à une technique pour simuler
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le dépôt de la matière et la formation du cordon. Les résultats de la validation, eﬀectuéesur des exemples typiques, sont détaillés. Les premières validations sur un test de soudagesont ensuite présentées. Nous dégageons enﬁn les améliorations futures que la méthode està même d'apporter à la simulation numérique en soudage.
4.2 Apport de matière
4.2.1 IntroductionOn distingue deux approches classiques pour traiter l'apport de matière dans le cadre dela modélisation thermo-mécanique du soudage : l'approche "Quiet element" et l'approche"Inactive element" ou "Element birth"[5][6] (Fig. 4.3) : Quiet element : dans laquelle tous les éléments correspondants au cordon de souduresont initialement présents dans le modèle numérique. Avant d'être atteints par lasource, ces éléments demeurent ﬁctifs du fait de leurs caractéristiques mécaniques etthermiques telles qu'ils n'aﬀectent pas la structure environnante (faible conductivitéthermique,...). Lorsque ces éléments atteignent la température de fusion, on leurimpose des caractéristiques mécaniques réelles. Cette méthode nécessite un choixjudicieux des caractéristiques mécaniques des éléments ﬁctifs qui n'est pas évident etpeut engendrer un mauvais conditionnement du système à résoudre. Inactive element : ou "element birth", dans laquelle les éléments correspondantsau cordon de soudure sont initialement absents du modèle numérique (présents dansle maillage, mais ne sont pas assemblés). L'apport de matière est modélisé alors parl'activation progressive de ces éléments au fur à mesure de l'avancée de la source dechaleur.
Figure 4.3  Prémaillage du cordon (3 passes) [7]Les deux approches supposent la connaissance de la géométrie du cordon avant d'eﬀectuer lecalcul et nécessitent une phase de mise en données qui peut s'avérer très pénible, notamment
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en soudage multipasse [8]. Nous présentons ici une autre approche qui permet de modéliserl'apport de métal de façon plus physique et moins contraignante pour l'utilisateur.La quantité de métal déposée, suite à la fusion du ﬁl d'apport, forme un cordon régulier(avec un choix de paramètres opératoires adéquats). En négligeant les projections horsdu bain liquide et la quantité de métal évaporée dans le plasma d'arc, la quantité demétal apportée peut être facilement évaluée. Dans le cas du soudage MIG/MAG, le débitvolumique du métal d'apport est donné par le produit de la section du ﬁl par la vitessede déﬁlement (dévidage). L'apport peut donc être modélisé par un terme de source dansl'équation de conservation de la masse. Ce terme va être ajouté à un ensemble d'élémentsC(K) donné par : C(K) = fK 2 
 j T (K) > Tl goù T (K) est la température au centre de l'élémentK et Tl la température du liquidus. Ainsi,l'ensemble C(K) est l'ensemble des éléments liquides. Ceci correspond à une hypothèse derépartition instantanée des gouttes de métal dans le bain fondu. Si nécessaire, cet ensembled'éléments peut être réduit, par exemple, à des éléments contenus dans un cône relié à latorche comme indiqué à la ﬁgure 4.4.La contribution d'un élément K 2 C(K) à la formulation faible de l'équation de conser-vation de la masse dans la zone fondue (comportement newtonien) s'écrit alors comme suit :Z

K p
r  v + 1 ddt   _d
K (4.1)Avec
_ = Q= XK2C(K)V
K (4.2)
Où _ est un taux de dilatation moyen sur les diﬀérents éléments de C(K) (terme sourcereprésentant le taux de production du matière dû à l'apport de métal, (s 1)), Q le débitde métal d'apport (m3=s) et V
K le volume de l'élément K.
Figure 4.4  Modélisation de l'apport de matière
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D'un point de vue thermique, une partie de l'énergie apportée à la plaque est dueau gonﬂement des éléments du bain de fusion. En eﬀet, ceux-ci changent de volume à latempérature locale du bain fondu. Le gain de puissance dû au gonﬂement est :
P 0 = _ XK2C(K) (cp(T (K)  Tref ) + Lf )V
K (4.3)Ainsi la puissance de chauﬀage appliquée à la plaque aux travers les sources de chaleurvolumique et/ou surfacique pendant la phase d'apport de métal est :
P = UI   P 0 (4.4)
On constate que s'il n'y a pas d'apport de métal ( _ = 0), on a P 0 = 0 et on retrouve larelation classique de puissance de soudage avec P = UI. Dans les applications qui suivent,on suppose qu'en soudage MIG/MAG, la puissance P est distribuée en 40% avec unedistribution volumique (représentant l'apport d'énergie par les gouttes) et le reste (60%)avec une source de chaleur surfacique (représentant l'apport d'énergie par le plasma).Signalons qu'il existe une condition permettant de contrôler le déclenchement de l'ap-port de métal, qui est traduite par le fait que le rapport entre le volume de métal apportésur un incrément de temps par rapport au volume des éléments qui seront gonﬂés doit êtresupérieur à un c÷ﬃcient () qui est spéciﬁé par l'utilisateur, soit :X
K2C(K)V
K  Qt (4.5)En utilisant la relation 4.2 on obtient :
_t  1 (4.6)où 1 = max est donc une mesure de la dilatation incrémentale maximum que l'on admetpour les éléments C(K). Dans nos applications  est généralement pris égal 4.Le gonﬂement des éléments sélectionnés C(K) induit une déformation de la surface dubain de fusion. Il est donc nécessaire de modéliser l'évolution de cette surface aﬁn de suivrela formation du cordon au cours de l'apport et du refroidissement.Les calculs d'interfaces et de surfaces libres sont cruciaux dans le traitement de pro-blèmes d'écoulements multi ﬂuides. Ils permettent l'observation de l'évolution des surfaceslibres ou interfaces, les unes par rapport aux autres, tout au long d'une simulation. Laprédiction numérique du mouvement d'une interface dans un milieu continu pose de nom-breux problèmes, auxquels des solutions très diverses ont été apportées, aussi bien dans uncontexte lagrangien [9][10] qu'eulérien [11][12] : la méthode dite lagrangienne, dans laquelle
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la surface du bain est représentée par la frontière du domaine de calcul, et celle dite eulé-rienne dans laquelle on repère la position de l'interface métal/gaz sur un maillage de fond,ﬁxe. Nous décrirons ci-après brièvement les mécanismes de chacune des méthodes aﬁn depouvoir mieux comparer les diﬀérents résultats et leurs avantages et désavantages en ce quiconcerne la simulation du soudage.
4.2.2 Approche lagrangienneLa première approche appelée approche lagrangienne consiste à faire évoluer direc-tement le maillage à chaque pas de temps en fonction du déplacement de l'interface.L'interface métal-air est alors constituée de la frontière du maillage. Ce type d'approche aété utilisé au CEMEF en 2D par Muttin et al [9] et en dimension 3 par Bahloul [10] pourla simulation numérique du remplissage des moules de fonderie.Une fois le champ de vitesse v calculé en résolvant le problème mécanique présenté àla section (2.4) associé avec l'équation de conservation de masse modiﬁée (4.1), la positionde chaque n÷ud du maillage évolue selon l'expression
xn+1 = xn + vt (4.7)
Dans le cadre de cette méthode on associe une condition aux limites liée à la tension desurface (composante normale, cf. section 4.3).Un des avantages de cette stratégie est l'imposition directe des conditions à l'interface,telle la tension superﬁcielle et le rayonnement. Un autre avantage est que cette méthoden'entraîne aucune incertitude dans l'évaluation des propriétés physiques près de l'interface.Aucune diﬀusion numérique n'est induite par cette stratégie. Néanmoins, le traitementd'une surface libre venant en contact avec elle-même ou avec une autre surface libre, estdélicat et représente à l'heure actuelle une limitation importante pour cette méthode. Laﬁgure 4.5(a) illustre cette situation de contact matière-matière. En eﬀet, considérons, nonpas une, mais deux interfaces à l'image de la Figure 4.5(a). On suppose qu'à l'incrémentde temps suivant, ces deux interfaces ont fusionné, donnant naissance à une seule interface.Comme on le voit sur la Figure 4.5(b) à l'intérieur de la zone en pointillés, après leurtransport lagrangien, on a interpénétration des éléments du maillage ; par conséquent ceux-ci doivent être supprimés. La "chirurgie" qui consiste à enlever les points superﬂus et àrecoller les interfaces en cas de fusion peut rapidement devenir très compliquée. Le déﬁ estd'autant plus criant en trois dimensions.Une solution pour palier ce problème consiste à modéliser le contact matière-matière.Cette technique a été utilisée dans le cadre de la gestion de repli en forgeage [13]. Cettegestion de contact engendre une complexité additionnelle au problème, mais elle est po-tentiellement intéressante.
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Dans le cadre de nos travaux et pour palier les problèmes liés à l'approche lagrangienneon s'est intéressé à des approches eulériennes que nous décrivons dans la section suivante.
(a) (b) (c)Figure 4.5  Examen formel de la gestion des changements topologiques avec une méthodelagrangienne
4.2.3 Approches eulériennesLes techniques dites eulériennes consistent à travailler sur un maillage ﬁxe. L'interfacen'est alors pas suivie explicitement. Il est donc nécessaire d'introduire une méthode pourreconstituer l'emplacement de chaque domaine (ici le métal et l'air). Parmi les diﬀérentesméthodes qui existent aujourd'hui, on trouve les méthodes de suivi d'interface (interfacetracking) [14] comme Marker and Cell, ou d'autres de capture d'interface (interface captu-ring) comme Volume Of Fluid (VOF) [15] ou Level Set [16]. Dans le cadre du soudage, lesméthodes eulériennes permettent de s'aﬀranchir des défauts des méthodes lagrangiennes(remaillage) pour gérer les changements topologiques de l'interface que l'on peut rencontrer.Parmi ces méthodes et dans le contexte de soudage avec apport de métal nous proposonsde résoudre les problèmes thermique et mécanique sur un maillage étendu incluant lematériau de base et un domaine spatial dans lequel va se former le cordon (Fig. 4.6).Cette extension du domaine de calcul doit donc être ni trop large (pour limiter le nombred'éléments mis en jeu), ni trop restreinte (car elle doit contenir tout le cordon se formantau cours du procédé). La discontinuité qu'est la surface libre est alors remplacée par unerégion de transition entre le métal et l'air. Le repérage métal/air s'eﬀectue au moyen de lafonction de présence du métal.Dans cette section, on se focalise sur les approches eulériennes, avec, notamment, laméthode VOF [15] et la méthode Level Set [16], qui sont déjà mises en ÷uvre dans lalibrairie Cimlib du Cemef [12][17][18] . Il n'est pas dans l'objectif de ce travail de faireune revue exhaustive de ces deux méthodes. Le lecteur intéressé pourra se reporter à cesdernières références pour leur présentation.
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4.2.3.1 Formulation du problème éléments ﬁnisNous avons décrit dans le chapitre (2) les équations régissant le comportement thermo-mécanique d'une structure soudée. Cette description fournit les hypothèses de comporte-ment, les conditions aux limites ainsi que la discrétisation et la résolution de ces équationsdans le contexte d'une formulation lagrangienne réactualisée. Dans les paragraphes quisuivent nous allons construire la forme adaptée des équations de conservation au problèmeair-métal. Pour les aspects de discrétisation par éléments ﬁnis utilisés pour résoudre ceproblème, la démarche a été présentée au chapitre (2) et ne sera pas rappelée dans cettesection.Considérons une conﬁguration de soudage simple, pour laquelle la géométrie du pro-blème est constituée initialement de deux sous domaines fermés et bornés : 
m le domaineoccupé par le métal et 
a le domaine occupé par l'air. On note 
 = 
m[
a l'ensemble dudomaine étudié de surface  . La Figure 4.6 schématise la situation. Les deux sous domaines
m et 
a évoluent au cours du soudage. En eﬀet, 
m représente le domaine occupé par lemétal de base et le métal d'apport.
Figure 4.6  description simpliﬁée des diﬀérents domaines : métal, air et interface métal/airDans la formulation eulérienne du problème d'apport de matière, la totalité du domaineà étudier est connue dès le début de la simulation. Dans ce contexte, on distingue les sous-domaines cités ci-dessus en déﬁnissant une fonction de présence, encore appelée fonctioncaractéristique. Cette fonction caractéristique du domaine 
m (fonction de présence dumétal), notée , est déﬁnie en tout point de l'espace x, à tout temps t par l'expression :
(x; t) = ( 1; si x 2 
m0; si x =2 
m (4.8)Nous donnons dans les deux sous-sections suivantes les formulations des problèmes ther-mique et mécanique. Par ailleurs, nous supposons par la suite qu'aucune contrainte n'estappliquée à l'interface entre le métal et l'air. La tension de surface, en particulier, n'est pas
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prise en compte.
4.2.3.1.1 Problème thermiqueEn appliquant la même procédure de prise de moyenne volumique déjà présentée dansla section 2.3.5, nous obtenons, la formulation forte du problème thermique posée surl'ensemble du domaine air-métal 
 :Trouver H(x; t) en tout point x 2 
 = 
m [ 
a telle que pour tout instant t : @H@t + v  rH = r  (rT ) +Qv; dans 
 ;T = f(H(T )); dans 
 (4.9)
où la masse volumique  et la conductivité  qui apparaissent dans l'équation 4.9 sontobtenues par une loi de mélange linéaire par la fonction de présence  :
 = hi = m + (1  )a = hi = m + (1  )a (4.10)L'enthalpie massique H du système métal-air est aussi déﬁnie par une loi de mélangelinéaire :
H = hHi = Hm + (1  )Ha (4.11)
avec :
Hm = Z TTref cp;m(T )dT + flLf et Ha = cp;a(T   Tref ) (4.12)où fl est la fraction massique de liquide et Lf la chaleur latente massique de fusion/solidiﬁcation.Les caractéristiques thermophysiques (a, cp;a et a) de l'air sont considérées commeconstantes. On signale que les conditions d'échange thermique avec l'environnement (rayon-nement et convection), ne sont pas directement appliquées sur l'interface air-métal, maissur la frontière   du domaine 
. Pour prendre en compte au moins une partie des échangesavec l'environnement, nous augmentons artiﬁciellement la conductivité de l'air par une va-leur  = h, h le coeﬃcient d'échange et  une longueur caractéristique représentant parexemple la largeur de la boite d'extension du domaine de calcul qui doit contenir le cordon.Nous renvoyons à la section (2.2) pour la procédure de discrétisation du problèmethermique.
4.2.3.1.2 Problème mécaniqueComme annoncé dans le chapitre 2.4, le métal est considéré comme un matériau visco-plastique ou élasto-viscoplastique. Dans le cadre de notre étude, l'air est considéré comme
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un ﬂuide newtonien compressible, pour lequel on fait l'hypothèse que les eﬀets d'inertie etde gravité sont négligeables. Sa loi de comportement peut donc s'exprimer comme suit : sa = 2a _" où a est la viscosité de l'air_pa =  ar  v et a module de compressibilité de l'air (4.13)Le problème mécanique dans le domaine 
 (métal-air) est réécrit comme suit :Trouver (v; p) en tout point x 2 
 tel que pour tout instant t : hi
dvdt = r  (sm + (1  )sa) rp+ hi g sur 
r  v + _mm   _+ (1  )(ar  v + _p) = 0 sur 
 (4.14)On rappelle ci-dessous la formulation faible du problème mécanique :Trouver (v; p) en tout point x 2 
 tel que 8w 2 V et 8p 2 Q :8>><>>:
Z

 s(v) : _(w)d
 
Z

 pr  wd
 
Z
  ﬁ  wd  
Z

 hi g  wd
+
Z

 hi dvdt  wd
 = 0Z


r  v + _mm   _
+ (1  )(ar  v + _p)pd
 = 0 (4.15)
Le déviateur de contrainte s apparaissant dans l'équation 4.15 est obtenu par une loi demélange linéaire pondérée par la fonction de présence  :
s = hsi = sm + (1  )sa (4.16)
Nous renvoyons à la section (2.4) pour la procédure de discrétisation du problèmemécanique. A l'issue de la résolution du problème mécanique, on calcule la nouvelle positionde l'interface métal/air en résolvant une équation de transport de type :
dFdt = 0 , @gF@t + c  rF = 0 (4.17)où @g@ désigne la dérivation temporelle par rapport au maillage, c = v  vmsh la vitesse deconvection et vmsh la vitesse du maillage (cf. chapitre 3). Nous considérons la fonction Fprincipalement de deux manières : La fonction de présence, F = (x; t) , dans le cadre de la méthode "VOF" (volumeof ﬂuid)[15] ; La fonction distance signée, F = ﬃ(x; t) , pour la méthode "level set" (Osher [16]).
Dans les équations présentées précédemment on pondère avec une fonction de présence dans la loi de mélange. Cette fonction  est la fonction transportée ( = F ) dans lecadre de la méthode VOF et elle est déﬁnie à partir de la fonction distance ﬃ(x; t) dans le
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cadre de la méthode level set.
4.2.3.2 VOFDans cette technique, une fonction scalaire  est déﬁnie sur tout le domaine de tellefaçon que sa valeur indique localement la présence ou l'absence de ﬂuide. Cette fonc-tion s'appelle fraction de volume ﬂuide ou pseudo concentration ou taux de présence. Parexemple, on peut attribuer la valeur 1 en tout point occupé par le ﬂuide (dans notre cas,le métal) et la valeur 0 dans le cas contraire (dans l'air). Ainsi, la valeur moyenne de cettefonction dans l'élément K représente la fraction de volume de l'élément occupée par lemétal.
 = jV
K \ 
mjjV
K j (4.18)avec jV
K j volume de l'élément K.Les éléments ayant une valeur de cette fonction comprise entre 0 et 1 contiennent lasurface libre (l'interface). Les méthodes ainsi déﬁnies sont appelées méthodes VOF (volumeof ﬂuid). L'évolution temporelle de la fonction taux de présence est déterminée par uneéquation de transport établissant que la fonction se déplace avec le ﬂuide. Introduite parHirt et al [15], cette technique a depuis lors été utilisée par plusieurs auteurs, et c'estégalement une approche semblable que Coupez et Bruchon [12] ont utilisée pour le codeRem3D1 développé au CEMEF.La méthode VOF étant utilisée pour décrire l'évolution de la surface libre, il est néces-saire de résoudre une équation de transport. Le problème de transport dans le domaine 
de frontière   s'écrit sous la forme :Trouver (x; t) en tout point x 2 
 tel que pour tout instant t : ddt = @@t + v  r = 0 dans 
 ;(x; 0) = 0(x); dans 
 (4.19)L'équation (4.19) représente le transport d'une quantité  avec une vitesse de convectionsupposée connue égale au champ de vitesse matérielle.La résolution de l'équation de transport (4.19) est opérée par une méthode de typeTaylor-Galerkin discontinu espace-temps avec une approximation P0 en espace, mais P1(ou Pn) en temps [11]. Cette technique est bien appropriée à ce type de problème et semontre très robuste : elle converge inconditionnellement (c'est-à-dire indépendamment dupas de temps). Le lecteur intéressé peut consulter [12] pour plus de détails.
1REM3D : un code élément ﬁnis de simulation dédié à la simulation de l'injection plastique, développé
au CEMEF
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Le plus gros inconvénient de cette méthode est que le transport de cette fonction carac-téristique discontinue  implique une diﬀusion numérique très importante due à l'augmen-tation de la "zone d'interface" (éléments ni pleins ni vides) au cours de sa convection. Ilest donc nécessaire aﬁn d'améliorer la représentation de l'interface d'utiliser des méthodesd'adaptation de maillage ou de remaillage [19].
4.2.3.3 Level SetLes méthodes Level Set ont été introduites par Osher & Sethian [16] en 1988, et utiliséesdans de nombreux domaines, comme l'imagerie numérique et la reconnaissance de forme[20], ou encore l'étude de la croissance des cristaux métalliques [21]. Elles permettent enoutre de simuler des écoulements diphasiques [17], et de prendre en compte le changementde phase [22]. Le problème triphasique de la ligne triple a été abordé avec ce type d'approchedans [23].Comme toute méthode qui transporte une fonction continue pour décrire l'interface,la méthode Level Set se heurte à certains problèmes lorsque les écoulements ne sont plusuniformes. Même si l'interface a par déﬁnition une épaisseur nulle, la pente de la fonctionaugmente ou diminue suivant les cas. Il faut alors la modiﬁer périodiquement au coursdu calcul pour ramener son gradient à l'unité. Cette opération comporte une étape sup-plémentaire dite de "réinitialisation" qui a tendance à modiﬁer la position de l'interface(zéro de la fonction Level Set), et nuire ainsi à la conservation de la masse globale [24] quireste un problème ouvert. Des auteurs [25][18] ont développé des méthodes/algorithmesqui permettent de réduire considérablement le nombre de réinitialisations et d'améliorer laconservation de la masse.Le principe de cette méthode est de déﬁnir une fonction distance à l'interface qui estadvectée par l'écoulement. Cette fonction est continue et "suﬃsamment" régulière :
ﬃ(x; t) =
8><>:
d(x; a=m); si x 2 
m0; si x 2  a=m d(x; a=m); si x =2 
m (4.20)avec 
m le sous-domaine de 
 occupé par le métal, et  a=m l'interface air/métal.Le problème de transport dans le domaine 
 de frontière   s'écrit sous la forme :Trouver ﬃ(x; t) en tout point x 2 
 tel que pour tout instant t : @ﬃ@t + v  rﬃ = 0 dans 
 ;ﬃ(x; 0) = ﬃ0(x); dans 
 (4.21)Une présentation de l'implantation numérique de cette méthode est présentée par Coupez[18]. Basset [17] montre une utilisation 2D et 3D de cette méthode sur des simulations de
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chute de bille dans un ﬂuide. La résolution du problème 4.21 est basée sur une méthodede type SUPG (Streamline Upwind Petrov-Galerkin) ou RFB (Residual Free Bubbles)[26][27].Une approximation P1 de la fonction caractéristique s'obtient alors simplement enévaluant le signe de (x) aux noeuds du maillage :
(x; t) = ( 1; si ﬃ(x; t) > 00; si ﬃ(x; t) < 0 (4.22)On peut aussi introduire des représentations P1 plus régulières, par exemple :
(x; t) = 21 + e ﬃ(x;t)   1 (4.23)où  est un paramètre qui permet de régler l'épaisseur de l'interface.Finalement, une approximation P0 de la fonction caractéristique à partir de la fonctiondistance  peut être approximée par :
jK = PDi=1 hi+PDi=1 jj (4.24)où hi+ partie positive et D dimension topologique des éléments. Cette fonction caracté-ristique intervient dans les relations de mélange des propriétés thermophysiques et desdeviateur de contrainte, comme décrit dans les sections précédentes.
4.2.4 ALELa méthode ALE est intermédiaire entre la méthode eulérienne et la méthode lagran-gienne. Elle se caractérise par une dissociation entre la vitesse de maillage et la vitessematérielle. La vitesse du maillage est déterminée de manière plus ou moins arbitraire defaçon à minimiser les déformations du maillage, et donc à ralentir la dégénérescence deséléments au cours de la simulation. Ainsi, le principe de la méthode eulérienne-lagrangiennemise en oeuvre est de procéder dans un premier temps à une actualisation lagrangiennedu maillage dans les zones solides, de façon à représenter et à capturer les déplacementsde la structure. Le reste du maillage est ensuite régularisé de façon à répartir sur tous leséléments l'augmentation du volume de métal pendant l'incrément de temps. Cette opéra-tion se fait à nombre de noeuds, nombre d'éléments et connectivité constants. Le schémad'actualisation est alors :
xn+1 = xn + vmsht (4.25)
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La vitesse de maillage vmsh est calculée par un algorithme de barycentrage pondéré pré-sentée dans le chapitre 3.Dans le cadre de notre étude nous nous sommes inspirés de l'approche adoptée parJaouen [28]. Dans un premier temps les éléments sont classés suivant leur comportement(Fig. 4.7 ) : VP (viscoplastique pur) si la température au centre de cet élément est supérieure àla température critique Tc EVP (élastoviscoplastique) si la température au centre de cet élément est inférieureà Tc Air (newtonien compressible) si l'élément est complètement vide de métal
Figure 4.7  Tri des éléments et des n÷uds
Ainsi suivant la partition des éléments on déduit la nature du traitement de chaquen÷ud, qui sera déclaré (Fig. 4.7 ) : lagrangien : si au moins un élément EVP est connecté à ce n÷ud. Dans ce cas w = v. ALE : dans les autres conﬁgurations. Dans ce cas w 6= v.
La technique de maillage mobile concerne les seuls n÷uds ALE, donc les régions liquidesrépondant à une loi viscoplastique pure et les régions d'air. Par conséquent, Les régionssolides de comportement EVP seront traitées en lagrangien réactualisé.
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4.3 Tension de surface
4.3.1 IntroductionLa notion de tension de surface intervient principalement lorsqu'il y a mise en contact dedeux ﬂuides incompressibles, ainsi qu'à l'interface entre un ﬂuide et un gaz. Si on isole uneparticule en surface d'un ﬂuide, elle est soumise à des forces électrostatiques (de la formek=rn) de la part des autres molécules du liquide et des molécules du gaz atmosphérique.Or, comme les distances intermoléculaires sont plus grandes dans le gaz que dans le liquide,les forces exercées par les molécules de gaz sont d'intensité plus faible que celles exercéespar les molécules du liquide. La résultante globale des forces exercées sur la particule estalors dirigée vers l'intérieur du liquide. Cette force caractérise la tension superﬁcielle duliquide (ﬀ en N/m).On déﬁnit aussi l'énergie libre de surface comme l'énergie requise pour augmenter lasurface d'une unité (travail nécessaire pour amener en surface des particules initialementau repos au sein du ﬂuide). Or, tout système tend à évoluer spontanément de façon à avoirune énergie libre minimum. Par conséquence, le liquide évolue spontanément de façon àminimiser sa surface libre. On démontre que ﬀ est cette même énergie de surface.La notion de tension de surface intervient principalement lorsqu'il y a mise en contact dedeux ﬂuides incompressibles, ainsi qu'à l'interface entre un ﬂuide et un gaz. Ce phénomèneentre en jeu lorsque les forces de gravitation appliquées à un système sont du même ordrede grandeur que les forces de tension superﬁcielle.
4.3.2 Modèle numériqueLe phénomène de tension superﬁcielle est important en soudage. En eﬀet, il est suscep-tible d'inﬂuencer fortement la forme de la surface libre du bain fondu ainsi que la formeﬁnale du cordon. On présente ci-dessous, une méthode originale pour prendre en comptece terme dans le cadre de la méthode lagrangienne pour l'apport de matière.La tension de surface est une contrainte normale à la surface du liquide et est inverse-ment proportionnelle au rayon de courbure moyen :
Tj  =  Pan  ﬀn (4.26)
avec ﬀ la tension de surface (N/m),  la courbure moyenne et n la normale unitaire. Pourinclure la condition aux limites w  ns = 0 sur  s dans la formulation faible, on introduitalors l'espace fonctionnel des vitesses cinématiquement admissibles Vca :
Vca = nw; w 2 H1(
)dj w  ns = 0 sur  so (4.27)
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Figure 4.8  Déformation d'une goutte sur une paroi plane
pour lequel la composante normale de la fonction w s'annule sur la frontière  s.La contribution due à la tension de surface dans la formulation faible de la conservationde la quantité de mouvement s'écrit donc
  Z T wd  =
Z
  Pan wd  +
Z
  ﬀn wd  (4.28)On introduit alors l'opérateur gradient tangentiel, déﬁni pour un champ scalaire f par :
rf(x) = rf(x)  (n  rf(x))n (4.29)
Le calcul de la courbure moyenne  sur la surface discrétisée est généralement inspirédes travaux de Brackbill [29] qui a montré que la courbure peut s'exprimer au moyen del'opérateur divergence de surface :
 = r  n (4.30)
Une première formulation du problème consiste à injecter dans la contribution 4.28 l'expres-sion précédente (Bellet [30]). Cela conduit à une approche classique généralement adoptéedans les problèmes mécaniques avec tension de surface en contexte lagrangien. Cette formu-lation a l'inconvénient d'être explicite, car les normales n servant à exprimer  au moyende (4.30) doivent être calculées sur la conﬁguration de début d'incrément temporel. Eneﬀet, leur calcul implicite sur la conﬁguration de ﬁn d'incrément permettrait de les dé-river par rapport au champ de vitesse inconnu, mais les n étant moyennées aux noeuds,ceci entraînerait des matrices de raideur très compliquées à calculer, à très large largeur
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de bande. Cet aspect explicite limite la stabilité de cette formulation. Le calcul précis dechaque composante entrant dans l'évaluation du terme de force capillaire, soit les normales(normales moyennes ou normales consistantes [30][31]) et la courbure, est de la plus grandeimportance. Donc, si des précautions ne sont pas prises, ces oscillations parasites se tradui-ront par un champ de force capillaire qui contiendra des vecteurs parasites induisant desoscillations et des irrégularités dans la surface libre. On trouve dans la littérature [32] uneformulation alternative présentant un caractère moins explicite.En introduisant l'opérateur de Laplace-Beltrami, déﬁni par :
f(x) = r  (rf(x)) (4.31)
il est possible d'avoir accès au vecteur courbure sur la frontière [32][33] :
x = r  (rx) = n (4.32)
En injectant l'expression précédente de n dans (4.28) et en intégrant par parties le dernierterme, on obtient :Z
  ﬀn wd  =
Z
  ﬀ x wd  =  
Z
  ﬀrx : rwd  +
Z
 ﬀ(wrx)  nd (4.33)avec  = @  qui désigne la ligne de contact et n la normale extérieure à   sur , déﬁniecomme : n = n ^ ﬁ . Où ﬁ est le vecteur tangent de  (Fig. 4.8).Nous négligeons l'intégrale de contour, cette hypothèse est équivalente à imposer unangle de contact  = 90o, en eﬀet :Z
@  ﬀ(wrx)  nd =
Z
 ﬀ(nrx) wd (4.34)avec nrx = n , et si on décompose w dans le second terme comme : w = (w  ns)ns +(w  ﬁs)ﬁs et on utilise la condition w  ns = 0 sur  s, on obtient :Z
 ﬀ(rx  w)  nd =
Z
 ﬀ(n  ﬁs)(w  ﬁs)d (4.35)soit : Z
@  ﬀ(rx  w)  nd =
Z
 ﬀcos()(w  ﬁs)d (4.36)Ainsi pour un angle de contact  = 90o le terme de contour est bien nul. Dans la suite denotre étude et dans nos applications cet angle de contact est imposé implicitement.Dans le terme elliptique, on peut prendre les positions des n÷uds en début d'incrément,
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ou bien construire une formulation semi-implicite en considérant la conﬁguration de ﬁnd'incrément, faisant intervenir le champ de vitesse inconnu à calculer sur l'incrément detemps. On obtient alors :Z
  ﬀn wd  =  
Z
  ﬀrxn : rwd  (4.37)
xn+1 = xn +tv (4.38)
on obtient la forme semi-implicite :Z
  ﬀn wd  =  
Z
  ﬀrxn : rwd  t
Z
  ﬀrvn+1 : rwd  (4.39)D'un point de vue numérique, le second terme elliptique apparaissant dans cette dernièrerelation, conduit à une formulation plus stable [32]. Notons aussi que les contributions (4.37,4.39), ne font intervenir que les positions des n÷uds et l'opérateur de gradient tangentiel, etne nécessitent plus la reconstruction des normales aux n÷uds, qui représente une opérationassez délicate (cf. [30], [31]).
RemarqueAu même titre que les termes convectifs, les termes visqueux ou les termes sources quisont traités de manière explicite, la tension de surface induit une condition de stabilitéliant le pas de temps t et le pas d'espace x. Le représentant le plus connu de ce typede relation est la condition de Courant-Friedrichs-Lewy (CFL). En ce qui concerne latension de surface, la contrainte sur le pas de temps permet d'éviter l'ampliﬁcation desondes capillaires sur l'interface, qui pourraient alors déstabiliser le calcul. La plupart desméthodes de suivi d'interface qui adoptent un traitement explicite de la tension de surface,utilisent la condition de stabilité proposée dans l'article fondateur de Brackbill [29] :
t r(x)3ﬀ (4.40)Il convient de remarquer que la relation de stabilité Brackbill (4.40) vient formellementd'un équilibre entre le terme instationnaire et la tension de surface dans le modèle deNavier-Stokes. Cette estimation de la vitesse capillaire n'a donc pas lieu d'être lorsquel'on s'intéresse à des déplacements d'interface dont la forme est quasi stationnaire. Dans[34], Vigneaux propose une dérivation heuristique qui conduit à une autre condition, enfaisant l'hypothèse que l'écoulement présente un nombre de Reynolds faible à modéré, où
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des interfaces peuvent atteindre une forme stationnaire durant leur déplacement :
t  ﬀx (4.41)Comme le mentionnent Brackbill et al., un traitement implicite de la tension de sur-face permettrait de supprimer cette contrainte. Cependant, du fait du couplage fortementnon linéaire entre le terme de tension de surface et la conﬁguration du domaine en ﬁnd'incrément (
n+1), rendre complètement implicite ce terme source n'est pas une tâchetriviale.
4.4 Applications numériques
4.4.1 Tension de surfaceUn certain nombre d'essais ont été eﬀectués pour valider le modèle de tension de surfaceet en évaluer la robustesse et la précision. Dans cette section, des résultats numériques sontcomparés avec des solutions analytiques ou de référence dans le cas de gouttes sphériquesou de cylindres hors équilibre. On utilisera aussi l'équation de Young-Laplace pour vali-der notre formulation. On rappelle que la loi de Laplace stipule que le saut de pressionnécessaire, pour maintenir la forme d'une interface, est proportionnel à la courbure :
p = ﬀ = ﬀ 1R2 + 1R1
 = 2ﬀRm (4.42)avec R1 et R2 sont les rayons de courbure principaux de l'interface et Rm le rayon decourbure moyen.Dans le cas d'un cylindre, on a un rayon de courbure qui est égal au rayon du cylindreet l'autre est inﬁni, donc Rm = 2R, au lieu de Rm = R pour une sphère.
Cylindre hors équilibre (2D)Aﬁn de valider l'implantation de la contribution de la tension de surface dans notremodèle, on modélise l'évolution d'un cylindre inﬁni de ﬂuide, initialement de section carrée.Ce cas test a été déjà étudié dans [35]. Nous nous appuyons sur les résultats présentés danscet article pour la comparaison. Le ﬂuide a une viscosité  = 1 Pa:s et une masse volumique = 1000 kg=m3. Le c÷ﬃcient de tension surfacique est ﬀ = 0:0734 N=m. Le carré initialest choisi de façon à atteindre un cercle de rayon de 20 mm. Le maillage initial est composéde 685 n÷uds et de 1272 éléments avec une taille de maille moyenne de 1:5 mm. Le pas detemps est de 10 3 s. L'analyse est menée en deux dimensions plan.En absence d'eﬀort de gravité ou de forces extérieures, la section du cylindre tend versune position d'équilibre avec une forme circulaire.
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Référence[35] LB explicite LB semi-implicite
Figure 4.9  Évolution de la géométrie du domaine liquide initialement de section carrée,aux temps ; t=0.014 s (ﬁgure supérieure) et t=0.299 s (ﬁgure inférieure). En colonne 1, lesrésultats issus de [35], avec une formulation explicite. En colonne 2 et 3, nos résultats avecune approche explicite et semi-implicite.
La Figure (4.9) montre la section du cylindre aux temps t = 0:014 s et t = 0:299 s.On peut voir que la formulation développée donne une forme très proche des résultatsde Navti et al. [35] avec l'approche classique et que les formulations explicite ou semi-implicite donnent des résultats similaires. L'erreur relative de pression calculée par rapportà la pression analytique donnée par la relation de Laplace (3:67 Pa) est de l'ordre de 0.05%,et diminue avec la taille de maille.Les oscillations observées par Navti [35], qui sont dues à l'évaluation de la courbure, nesont pas observées dans l'approche proposée et un état stationnaire est rapidement atteint.
Équilibre d'une goutte sur une paroi plane (3D)La deuxième application concerne la modélisation de l'évolution d'une goutte de ﬂuideinitialement de forme cubique, en contact avec une paroi plane. Le ﬂuide a une viscosité = 50 Pa:s et une masse volumique  = 1000 kg=m3. Le c÷ﬃcient de tension surfaciqueest ﬀ = 2 N=m. Comme indiqué plus haut, le calcul est eﬀectué en supposant un angle decontact  = 90 degrés. Le cube initial a 5 mm de côté. Le contact à la paroi est supposéparfaitement glissant. Le maillage initial est composé de 1463 n÷uds et de 6850 éléments.Le pas de temps est de 10 2 s. L'évolution du cube est donnée par la Figure (4.10). Laconﬁguration initiale évolue vers une forme stable sphérique au bout de 0:5 s environ.L'angle d'équilibre de 90oest parfaitement respecté.Pour valider le modèle, nous comparons les rayon et pression théorique et numérique.Ainsi, la conservation de masse (donc de volume à masse volumique constante) entre l'état
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initial de la goutte et son état d'équilibre, impose que :
a3 = 23R3ex soit : Rex = a=231=3
Figure 4.10  Géométrie de cube liquide aux temps ; t=0. s, t=0.1 s, t=0.3 s et t=0.5 s
Dans ce cas, la pression analytique obtenue par la relation de Young-Laplace est p =1023:55 Pa. Les simulations numériques sont eﬀectués sur trois maillages, avec une taillede maille moyenne de 2.5 mm, 1.25 mm et 0.625 mm. Le tableau (4.11) présente unecomparaison des rayons et pressions analytiques et numériques obtenus avec le présentmodèle, pour les diﬀérents maillages avec une formulation explicite. On peut voir que lesrésultats numériques convergent bien vers les solutions analytiques. L'erreur relative en%, déﬁnie comme ep = jpex   pnumpex j est reportée dans le tableau (4.11). Cette erreur enpression est de l'ordre de 1.33% sur le maillage grossier et elle décroît à 0.37% avec la taillede maille. On constate le même comportement de l'erreur relative sur le rayon ﬁnal calculéde la sphère.Taille de maille (mm) Rnum(mm) eR(%) pnum(Pa) ep(%)2.5 4.136 5.85 1037.24 1.331.25 3.955 1.19 1029.05 0.540.625 3.915 0.18 1027.35 0.37
Figure 4.11  Comparaison du rayon et de la pression analytiques et numériques, formu-lation explicite
Le Tableau 4.12 montre une comparaison des rayons et pressions numériques et analy-tiques obtenus sur diﬀérents maillages avec cette fois-ci l'approche semi-implicite. On peutremarquer qu'on a les mêmes ordres d'erreur sur le rayon et la pression que ceux obtenusavec l'approche explicite (Tab. 4.11). La Figure (4.13) montre l'évolution de la pressioncalculée en fonction du nombre d'éléments. On peut constater que la pression convergevers la solution exacte avec le nombre de n÷uds.
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Taille de maille (mm) Rnum(mm) eR(%) Pnum(Pa) ep(%)2.5 4.140 5.93 1036.43 1.261.25 3.955 1.20 1028.95 0.530.625 3.916 0.20 1027.23 0.36
Figure 4.12  Comparaison du rayon et pression analytiques et numériques, formulationsemi-implicite
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Figure 4.13  Évolution de la pression en fonction du nombre de n÷udsLa ﬁgure (4.14 (b)) la conservation de la masse (équivalente à celle du volume) au coursdu temps (calculé pour plusieurs pas de temps). On peut noter que les variations de volumeobservées sont très faibles et diminuent avec le pas de temps.
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Figure 4.14  Évolution du volume en fonction du temps et de l'erreur relative en volume(au temps 1s) en fonction du pas de temps
Comparaison des diﬀérentes formulationsL'objet de ce paragraphe est de reprendre la simulation numérique 3D du problème deLaplace avec diﬀérentes formulations : Approche classique avec reconstruction de courbure (notée classique) [30][31] Approche Laplace-Beltrami explicite (notée LBEXP). Approche Laplace-Beltrami semi-implicite (notée LBSIMP).
Aﬁn de choisir un modèle qui se prête bien au contexte de la simulation du soudage, compa-rons le comportement des trois formulations pour la modélisation du problème de Laplace(ca 4.4.1). La Figure 4.15 illustre les résultats des trois formulations ce qui orientera notrechoix. On observe que la forme ﬁnale calculée par la méthode classique n'est pas parfaite etprésente des aspérités spatiales et des variations temporelles qui ont du mal à disparaître.Cela vient du fait, que certaines quantités nécessaires à cette approche sont toujours trèsdélicates à évaluer numériquement, telle les normales aux n÷uds et la courbure. Alors quedans les approches de type Laplace-Beltrami, la forme est beaucoup plus régulière.
- 176 -
4.4 - Applications numériques
Pas de temps Classique LBEXP LBSIMP
0.01 s
0.02 s
0.03 sFigure 4.15  Formes ﬁnales de la goutte pour les diﬀérentes approches et pas de tempsutilisés
D'un point de vue stabilité et toujours dans le cadre du même cas test, le pas de tempscritique donné par la relation (4.41) est tc = 0:0125 s. Dans un premier temps on peutconstater que cette condition de stabilité est quasiment respectée par le pas de temps choisidans nos simulations qui est de 0:01 s, car cette relation ne donne qu'un ordre de grandeurdu pas de temps critique. Pour ce cas test le pas de temps critique numérique observé estde l'ordre de 0:02 s, pour lequel la formulation Laplace-Beltrami explicite ne converge plus.On note aussi que la formulation semi-implicite n'apporte pas de gain notable sur le pas detemps critique par rapport à la formulation explicite, et qu'elle diverge si le pas de tempsexcède 0:03 s.
Coalescence de deux cylindresNous illustrons ici la capacité du modèle numérique à prendre en compte des chan-gements géométriques importants et rapides. Il est important de rappeler ici que cetteapplication se veut avant tout illustrative et que notre objectif ici n'est pas d'étudier ﬁne-ment la dynamique de la coalescence mais plutôt d'illustrer les potentialités de la méthode.Le problème considéré traite la coalescence de deux cylindres en absence de gravité. Lesdeux cylindres ont une densité  = 1000 kg=m3 et une viscosité  = 50 Pa:s. Le c÷ﬃcientde tension surfacique est de ﬀ = 2 N=m. Initialement, les deux cylindres ont un rayon
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R = 1 m et présentent une zone de contact. Au cours du calcul un remaillage périodiqueest eﬀectué pour éviter que les éléments dégénèrent.La Figure (4.16) présente plusieurs instantanés de la coalescence : initialement les cy-lindres sont très proches, puis coalescent rapidement. Cette coalescence est accompagnéed'une déformation importante de l'interface qui diminue au cours du temps et tend versl'état d'équilibre d'une bulle parfaitement cylindrique (problème 2D).
Figure 4.16  Coalescence de deux cylindres, aux temps ; t=0 s, t=30 s et t=100 s
4.4.2 Apport de matière4.4.2.1 Approche lagrangienneDéﬁnition du problèmeAﬁn de valider la modélisation de l'apport de matière (approche lagrangienne) dévelop-pée dans ce chapitre, une simulation de dépôt de cordon de soudure sur une plaque 316LNest réalisée. Les paramètres opératoires sont donnés ci-après : Plaque de 60 125 10 mm3 Tension : U = 32 V Intensité : I = 360 A Vitesse : Vs = 10 mm=s Débit d'apport de matière Q = 2:15 10 7 m3=s
La source de chaleur se déplace le long de l'axe z, en s'allumant et en s'éteignant à 10mm des bords de la pièce. Les caractéristiques physiques rappelées dans le tableau ci-dessous, sont prises constantes et aucun échange avec l'environnement n'est considéré :cela permettra de faire un bilan d'énergie et d'apprécier la conservation de masse. Lesdonnées thermomécaniques sont celles du 316LN et sont récapitulées en annexe A, avecune dilatation thermique prise égale à zéro ici. Le rendement énergétique global du procédéest pris à  = 85%. La puissance de soudage est répartie comme suit : 40% de la puissanceest transmise dans un cylindre volumique de rayon 2 mm et de hauteur 4 mm et les 60%restant sont transmis par une source surfacique uniforme de rayon 8 mm [36].Le calcul est réalisé avec du remaillage adaptatif basé sur une estimation d'erreur surla température avec une taille de maille minimale de 1 mm et maximale de 10 mm. Le
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maillage obtenu en ﬁn de calcul est constitué de 142446 éléments et 28294 noeuds.
Figure 4.17  Propriétés physiquesParamètre Valeurcp 450 J/(kg K) 35 W/(m K) 8000 kg/m3L 2:71 105 J/kgTs 1410. oCTl 1437. oC
Étude de la conservation de la masse et de l'énergieIntéressons-nous à présent à l'évolution de la masse de la structure. On compare l'évo-lution de la masse totale calculée et la masse exacte donnée par la relation (4.43), et onquantiﬁe les pertes ou gains de matière cumulées au cours du temps. A chaque incrémentde calcul, on rajoute théoriquement une quantité de matière dm = Qdt, avec Q le débitvolumique constant et dt le pas de temps. La masse totale théorique au cours du soudages'écrit en fonction du temps comme suit :
m(t) = m0 + Q(t  t0) (4.43)
pour tout instant t entre t0 le temps de déclenchement de l'apport de métal et ts temps de ﬁnde soudage. m0 est la masse initiale de la structure. La ﬁgure (4.18) permet de comparer la
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(b) Évolution de l'erreur relativeFigure 4.18  A gauche, évolutions en fonction du temps de la masse exacte, de la massecalculée. A droite, évolution de l'erreur relative sur la masse ajoutée
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masse calculée Z
 d
 à la masse théorique. Les deux courbes sont très proches. Mais au furet à mesure du calcul, on accumule cependant une erreur par rapport à la masse théoriquece qui conduit à une certaine erreur sur la masse ﬁnale. Cette dernière est essentiellementengendrée par le remaillage et par l'erreur due à l'interpolation des champs de l'ancienmaillage au nouveau maillage, mais reste limitée. Ainsi on obtient une perte relative surl'apport de masse (e = m mnumXt0ttsdm ) en ﬁn de calcul de moins de 1%, ce qui nous sembletout à fait correct. On remarque sur la ﬁgure (4.18) que la masse n'évolue qu'à partir det0 = 0:35 s, ceci s'explique par le fait que l'apport de matière n'était pas encore déclenché.En eﬀet, comme nous l'avons indiqué, la condition (4.5) permet de contrôler numériquementce déclenchement.Une analyse de conservation de l'énergie est aussi eﬀectuée. On peut voir qu'on retrouvedans le système, à quelque écart près, l'énergie injectée par le biais de l'apport de chaleuret de l'apport de matière (cf Fig. 4.19). Les courbes tracées sur la Figure 4.19 représententl'énergie interne théorique et calculée qui s'écrivent de la manière suivante :
Eth = E0 + X0tts dE (4.44)avec dE = UIt où  est le rendement énergétique global. L'énergie interne calculée àchaque incrément de calcul est quant à elle :
Ecalc = Z
(t) H(T )d
 (4.45)avec E0 = R
(0) H(T0)d
 l'énergie interne initiale de la structure. La ﬁgure 4.19 montreque l'erreur relative sur l'énergie n'excède pas 2%. Cette erreur n'évolue plus en ﬁn desoudage et pendant la phase de refroidissement (homogénéisation de la température), mêmesi l'erreur relative sur la masse change (ﬁg. 4.18).
4.4.2.2 Approches eulériennesL'objet des paragraphes qui suivent est de reprendre la simulation numérique précédenteavec un apport de métal modélisé par des méthodes eulériennes et de comparer les résultatsobtenus avec ceux de la méthode lagrangienne. Nous présentons une validation du modèlemécanique air-métal sur le cas de traction uniaxiale présenté dans la section 2.5.6. Eneﬀet, les méthodes eulériennes introduisent une interface ﬂoue (des éléments partiellementremplis), cela implique des lois de mélange. Ainsi on vériﬁe dans un premier temps que cemélange entre lois de comportement très diﬀérentes se comportent qualitativement bien,
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Figure 4.19  Évolution de l'énergie et de l'erreur relative associée, au cours du soudage
numériquement, et d'autre part que les contraintes internes à l'intérieur du cordon sontcorrectement évaluées.
Déﬁnition du problèmeNous avons repris la conﬁguration de soudage MAG présentée dans la section précé-dente (apport lagrangien). La seule diﬀérence est la nature du maillage étendu incluant lematériau de base et un domaine spatial dans lequel va se former le cordon. Ce maillageest de section(14 5 mm2. Les ﬁgures (4.20(a), 4.20(b)) présentent le maillage utilisé danscette étude. Celui est constitué de 29847 n÷uds et 153914 éléments. La taille moyennedans la zone où va se former le cordon est de 1 mm et 10 mm ailleurs. Étant donné quela surface libre de la plaque (interface métal-air) est ﬂoue, la source de chaleur surfaciquereprésentant l'action thermique de l'arc sur le métal de base est transformée en une sourcede chaleur volumique, modélisée par un cylindre de rayon 8 mm et une hauteur de l'ordrede la taille de maille soit 1 mm.Pour la simulation, on augmente artiﬁciellement la viscosité dynamique de l'air, en laprenant égale à 1 Pa:s. Sa conductivité thermique est également augmentée, prise égale à10 W=(mK). La masse volumique de l'air est prise égale à 1:298 kg=m3. Le pas de temps estde 0:02 s. Rappelons aussi, que le maillage n'est pas adapté sur la frontière de l'interface.
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(a) Géométrie de la plaque considérée (b) Maillage EFFigure 4.20  Géométrie du spécimen étudié
Étude de la conservation de la masseDans un premier temps nous confrontons les résultats obtenus en terme de conservationde masse. Les résultats sont également satisfaisants avec les méthodes eulériennes (Figure4.21). De même que pour la méthode lagrangienne, on a une bonne correspondance entremasse calculée et masse théorique à chaque instant. On peut remarquer qu'il se produittout de même une légère perte de matière au cours de l'apport (légère diﬀérence entre lespentes). Dans le cas présent, la simulation induit une perte de masse de l'ordre de moins2% pour la méthode VOF quelque soit le pas de temps t utilisé. Pour la méthode LS, laperte est de l'ordre 5% pour t = 0:05 s et elle augmente à 9% pour t = 0:02 s. Il n'estpas surprenant outre mesure que les méthodes eulériennes soient moins conservatives quela méthode lagrangienne, car elles nécessitent la résolution d'une équation de transportinduisant des erreurs.D'un point de vue numérique, nous avons annoncé que le schéma numérique choisipour la résolution de l'équation de transport dans le cadre de la méthode VOF convergeinconditionnellement (c'est-à-dire indépendamment du pas de temps), ce qui est conﬁrmédans cette étude. Par contre, nous rencontrons dans cet exemple, le problème clé desméthodes Level Set à savoir la non conservation de masse, qui reste comme déjà annoncéun problème ouvert.
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Figure 4.22  Évolution de l'erreur relative sur la masse déposée pour les deux méthodeseulériennes VOF et Level Set
Essais de tractionAﬁn de tester la validité du modèle mécanique proposé, nous proposons dans ce para-graphe de reprendre l'essai de traction uniaxial à vitesse constante présenté au paragraphe2.5.6.1. On vériﬁe dans un premier temps que le mélange entre lois de comportement
- 183 -
4.4 - Applications numériques
très diﬀérente se comportent qualitativement bien, numériquement, et d'autre part que lescontraintes internes sont correctement évaluées.La confrontation consiste à comparer la contrainte équivalente obtenue avec le modèlestandard (métal), à une solution d'un modèle mécanique air-métal et à une solution semi-analytique. Ainsi, dans le cas air-métal on considère un cylindre de longueur initiale l0 =50 mm et de rayon r0 = 10 mm.Le métal est décrit par une loi de comportement élastoviscoplastique de type multipli-catif. L'ensemble des paramètres rhéologiques ﬁgure dans le Tableau (4.1). La contrainteuniaxiale s'écrit dans ce cas :
ﬀ = ﬀs +K _"m"n (4.46)
L'air est considéré comme un ﬂuide newtonien faiblement compressible (quasi incompres-sible) avec a = 1012 Pa et de viscosité a = 1 Pa:s.Les conditions aux limites sont, d'une part, un contact bilatéral glissant sur la faceinférieure de l'éprouvette (Fig. 2.17(a) et d'autre part, une vitesse verticale imposée V0 =5:10 6 m=s sur la face supérieure. Ces conditions sont valables pour l'air et pour le métal.Les calculs sont eﬀectués sur un maillage isotrope M1, qui est constitué de 7161 élémentsde taille moyenne de 2:5 mm et sur un maillage isotrope M2, formé de 20500 élémentsde taille moyenne de 2 mm. Les Figures (4.23(a) , 4.23(b)), montrent la géométrie du
K(MPa:sm) m n ﬀs(MPa)  E(GPa)252 0.2 0.25 20 0.3 25
Tableau 4.1  Paramètres mécaniques
cylindre, sa triangulation éléments ﬁnis (maillage M2) et aussi la fonction de présence àl'instant initial. On montre sur la Figure 4.24 une comparaison des courbes de tractionobtenues par un calcul standard (métal seul), par un calcul air-métal et par une solutionsemi-analytique (4.46) que nous avons établie. On peut voir que les solutions éléments ﬁnis(solution standard et les solutions air-métal sur M1 et sur M2) sont très proches l'une del'autre en excellent accord avec la solution semi-analytique. La comparaison des solutionsstandard et air-métal indique que la solution numérique sur la structure air-métal n'est pasperturbée par l'introduction de l'air. L'écart entre la contrainte équivalente en air-métalsur M1 et la contrainte équivalente analytique n'excède pas 1.6% durant la simulation (Fig.4.25(a)). Aussi, on peut voir sur la Figure 4.25(b) une comparaison des proﬁls de contrainteéquivalente sur une section du cylindre pour une déformation globale de 0.5% obtenus enformulation standard et air-métal. Les résultats sont équivalents.
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(a) Maillage EF (b) Fonction de présence
du métalFigure 4.23  A gauche, maillage élément ﬁnis M2 utilisé dans l'approche air-métal. Adroite, la distribution de la fonction de présence du métal dans une coupe longitudinale
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Figure 4.25  (a) : Évolution de l'erreur relative sur la contrainte équivalente au centre ducylindre, (b) Comparaison des proﬁls de contrainte équivalente obtenus avec la formulationmonophasé classique et la formulation air-métal sur une section du cylindre
La cartographie du champ de déformation plastique cumulée (") est représentée parla Figure (4.26(b)) pour une déformation globale de 0.5%. Nous observons aussi sur lesFigures 4.26(a),4.25(b) un état de contraintes homogène dans la zone utile de l'éprouvette.
(a) (b)Figure 4.26  (a) : Répartition des contraintes de von Mises ﬀ dans l'éprouvette, (b)Champ de déformation plastique cumulée " dans l'éprouvette
Le comportement global de la structure air-métal est très proche de la structure mo-nophasé. Ce modèle simple donne donc des résultats satisfaisants pour représenter le com-portement d'une structure air-métal. Cette conclusion étant obtenue sur une conﬁgurationsimple, il convient d'évaluer le comportement de ce modèle mécanique air-métal dans le
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contexte du soudage, au paragraphe suivant.
Comparaison thermomécanique des trois approchesA présent, comparons sur la même conﬁguration de soudage que précédemment, lesapproches lagrangienne et eulériennes, présentées aux paragraphes précédents. Cette fois-citoutes les données thermophysiques du matériau 316LN sont dépendantes de la température(Annexe A).Pour le problème de transfert thermique, le milieu extérieur est à une température de27 oC, le coeﬃcient d'échange par convection est de 5 W=(m2:K) et l'émissivité est de0:75. Ces conditions d'échange avec l'environnement ne sont pas directement appliquées àl'interface  a=m (air-métal), mais sur les faces extérieures du maillage. Ce qui explique lechoix d'une conductivité importante pour l'air (10 W=mK).Pour la mécanique, le bridage de la plaque est modélisé par l'imposition d'une vitessenulle sur les deux faces latérales parallèles à la direction de soudage.Dans un premier temps, comparons les formes de cordon obtenues avec les trois ap-proches. Les Figures 4.27 et 4.28 montrent des coupes transversales du cordon à la section(S1) z = 50 mm et à l'instant t = 9:2 s. A cet instant, la torche est à l'abscisse z = 102 mmet le cordon est complètement solidiﬁé dans cette section (S1).Sont montrées sur ces ﬁgures, les distributions de la fonction de présence  pour laméthode VOF et de la fonction présence nodale pour la méthode Level Set. On peut voirque les formes du cordon obtenues en formulation lagrangienne et VOF sont assez proches,une légère diﬀérence de forme est à constater sur le résultat de la méthode Level Set. Nousrappelons aussi que dans le cadre des méthodes eulériennes (VOF et Level Set) la tensionde surface n'est pas prise en compte ce qui n'est pas le cas de la méthode lagrangienne, cequi peut expliquer en partie les diﬀérences constatées. La même chose est constatée sur lescoupes longitudinales de la Figure (4.29).
(a) Lagrangienne (b) VOF (c) Level SetFigure 4.27  Comparaison des formes de cordon pour les diﬀérentes méthodes d'apport,pour une section transversale (z = 50 mm) à l'instant t = 9:2 s
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Figure 4.28  Comparaison des formes de cordon sur la section z = 50 mm pour les diﬀé-rentes méthodes d'apport à l'instant t = 9:2 s : surface libre pour la méthode lagrangienne,l'isovaleur  = 0:5 pour le VOF et l'isovaleur ﬃ = 0 pour le LS
La ﬁgure 4.30 montre, l'isovaleur 0.5 de la fonction  supposée représenter l'interfaceen VOF, l'isovaleur 0 de la fonction ﬃ qui représente l'interface par déﬁnition en Level Set.Les formes des cordons sont assez proches.
(a) Lagrangienne (b) VOF (c) Level SetFigure 4.29  Comparaison des formes de cordon pour les diﬀérentes méthodes d'apport.Sections longitudinales à l'instant t = 9:2 s. Pour VOF, fonction de présence . Pour LS,fonction distance ﬃ
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(a) lagrangienne (b) VOF (c) Level SetFigure 4.30  Comparaison des formes de cordons : a) lagrangien, b) Isovaleur 0.5 de  etc) Isovaleur 0 de ﬃ, à l'instant t = 9:2 s
Le paragraphe suivant met en évidence la réduction de la diﬀusion numérique liée à larésolution de l'équation de transport par l'introduction de l'adaptation de maillage.Sur la ﬁgure 4.31(a), le calcul a été réalisé sans adaptation ; sur la ﬁgure 4.31(b) avec etdans le cadre de la méthode VOF. La stratégie d'adaptation de maillage avec l'estimateurd'erreur est basée sur la température et la fonction de présence. L'adaptation sur la fonctionde présence permet de capturer l'interface air-métal et suivre son évolution au cours dudépôt de métal. On prescrit une erreur relative de  = 0:1%, une taille de maille maximalehmax = 10 mm et une taille minimale hmin = 0:5 mm.Sur le calcul non adapté, la diﬀusion de la fonction caractéristique s'étale sur environquatre couches d'éléments (cette épaisseur de diﬀusion reste constante au cours du sou-dage). Dans le cas adapté, le nombre de couches d'éléments reste sensiblement le mêmemais ces éléments sont conﬁnés au front de matière permettant de mieux distinguer laposition et la forme du cordon (cf. ﬁg. 4.32 et 4.33).
(a) Maillage ﬁxe (b) Maillage adaptéFigure 4.31  Comparaison des formes de cordon obtenues avec/sans remaillage (distribu-tion de la fonction de présence section longitudinale)
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(a) Maillage ﬁxe (b) Maillage AdaptéFigure 4.32  Comparaison des formes de cordon obtenues avec/sans remaillage ( distri-bution de la fonction de présence section transversale)
(a) Maillage adapté (b) Zoom sur le cordonFigure 4.33  Maillage obtenu avec adaptation de maillage
D'un point de vue thermique, on donne sur la ﬁgure 4.34 les proﬁls de températuredans une section transversale à la direction de soudage en z = 102 mm et y =  1 mm(c'est-à-dire à 1 mm de de profondeur par rapport à la surface) et les proﬁls de températurele long de la ligne de soudure en x = 0 mm et y =  1 mm, pour les trois approches.Les méthodes eulériennes donnent des proﬁls très semblables, la confrontation du résul-tat de l'approche lagrangienne et des résultats avec les approches eulériennes (VOF et LevelSet) fait apparaître un léger écart qui est sans doute lié à l'application des conditions auxlimites d'échange avec l'environnement. En eﬀet, rappelons que les conditions d'échangeavec l'environnement ne sont appliquées que sur la surface extérieure et non sur l'interfaceair-métal et pour prendre en compte ces eﬀets nous avons augmenté artiﬁciellement laconductivité thermique de l'air.On voit que l'écart de température aﬀecte principalement la zone fondue et que l'écart
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maximum est de l'ordre 100 oC. Nous considérons qu'un tel écart est parfaitement ad-missible compte tenu des hypothèses faites par ailleurs sur la modélisation de cette zonefondue. Et ce d'autant plus que l'on constate que l'étendue de cette zone fondue n'estpas aﬀectée. Enﬁn, dans le métal solide, les écarts sont faibles, ce qui laisse à penser quel'impact sur les contraintes devrait être faible.La Figure 4.35 montre les distributions de température à l'instant t = 9:2 s. On peutconstater que ces distributions globales sont très proches, ce qui montre que d'un point devue thermique les approches eulériennes sont en bon accord avec l'approche lagrangienne.
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(a) lagrangienne (b) VOF (c) Level SetFigure 4.35  Distribution de température pour les diﬀérentes méthodes d'apport, à l'ins-tant t = 9:2 s (NB : pour les méthodes VOF et Level Set, la distribution ne peut êtrevisualisée sur l'interface air/métal)
D'un point de vue mécanique, nous pouvons voir sur les Figures 4.40, 4.38 et 4.39 queles distributions respectivement de la pression, contrainte longitudinale et contrainte trans-versale à l'instant 9:2s obtenues par les trois méthodes sont très proches. Cela est conﬁrmépar la comparaison des proﬁls de contrainte équivalente, longitudinale et transversale (Figs.4.36, 4.37(a) et 4.37(b)).
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(a) lagrangienne (b) VOF (c) Level SetFigure 4.38  Distribution des contraintes longitudinales ﬀzz pour les diﬀérentes méthodesd'apport, à l'instant t = 9:2 s (Pa) (NB : pour les méthodes VOF et Level Set, la distribu-tion ne peut être visualisée sur l'interface air/métal)
(a) lagrangienne (b) VOF (c) Level SetFigure 4.39  Distribution des contraintes transversales ﬀxx pour les diﬀérentes méthodesd'apport, à l'instant t = 9:2 s (Pa)
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(a) lagrangienne (b) VOF (c) Level SetFigure 4.40  Distribution de la pression pour les diﬀérentes méthodes d'apport, à l'instantt = 9:2 s (Pa)
D'un point de vue numérique, nous avons reporté les temps CPU dans le Tableau 4.2.Il apparaît clairement que les méthodes eulériennes sont plus gourmandes en terme detemps de calcul que l'approche lagrangienne. En eﬀet, les méthodes eulériennes utilisentun maillage étendu incluant le matériau de base et un domaine spatial dans lequel va seformer le cordon. Et de plus, elles nécessitent la résolution d'une équation additionnellede transport. Le nombre d'inconnues lié à la discrétisation du problème de transport variesuivant le type de discrétisation choisi, P0 pour la méthode VOF ou P1 pour la méthodeLevel Set. Par conséquent le temps de calcul se voit modiﬁé (Tab.4.2), plus élevé pour laméthode VOF. EulerienneVOF EulerienneLS LagrangienneNombre de n÷uds 29847 29847 28294Nombre d'éléments 153914 153914 142446Temps CPU 86h 01min 64h 29min 13h 42min
Tableau 4.2  Temps CPU . Calculs eﬀectués sur un Pentium 4 PC, 2GHz et 1Go deRAM.
4.4.2.3 ConclusionsAu terme de ce chapitre consacré à la simulation numérique de l'apport de métal, nousavons présenté deux types de méthodes ; eulérienne et lagrangienne.Comme nous l'avons signalé, les méthodes eulériennes, VOF et Level Set, présententl'avantage de pouvoir suivre implicitement les interfaces sur une grille ﬁxe et gérer facile-ment les changements topologiques de ces interfaces. Il est relativement facile de concevoirune méthode lagrangienne conservant la quantité de matière transportée. Il en est de même
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pour les méthodes de fractions de volume (VOF). Ce n'est malheureusement pas le cas pourles méthodes eulériennes basée sur la méthode Level Set. On a montré à travers le cas testprécédent que la conservation de masse est parfaitement satisfaite dans l'approche lagran-gienne. La méthode VOF permet aussi d'avoir une erreur assez réduite indépendante du pasde temps choisi, ce qui n'est malheureusement pas le cas de la méthode Level set. D'autrepart, les pertes de masse dues à la méthode Level Set restent un problème ouvert. Ledeuxième inconvénient associé aux méthodes eulériennes est la diﬃculté liée à l'applicationdes conditions aux limites thermiques (convection et rayonnement).
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Modélisation de l'écoulement de
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5.1 - Introduction
5.1 Introduction
La description du soudage à l'arc a fait l'objet du chapitre d'introduction. Cette par-tie est consacrée à l'étude détaillée des mouvements de liquide dans la zone fondue. Cesmouvements sont initiées par des forces d'origines physiques diﬀérentes qui conditionnent,selon leur orientation, l'allure mouillante ou pénétrante du joint soudé.En eﬀet, Heiple et Roper sont les premiers à suggérer l'inﬂuence prédominante descourants de Marangoni issus des gradients spatiaux de la tension de surface [1] en 1983. Pardopage des nuances étudiées, ils mettent en évidence des courants de convection qui peuventêtre centrifuges ou centripètes et qui vont conduire, s'ils sont suﬃsamment intenses, à desmorphologies de bain radicalement diﬀérentes. Aﬁn de cerner l'inﬂuence de tels courants,et d'entreprendre leur simulation numérique, rappelons tout d'abord leurs origines.C'est à la ﬁn du XIXe siecle que G.C.M. Marangoni (1840-1925) a constaté et misen évidence ce phénomène. Il avait remarqué les déplacements de gouttes de vin sur unesurface d'eau et il relia ces mouvements à l'existence d'un gradient de tension de surfacesur le liquide. Les valeurs de tension surfacique sont dépendantes de la température, maisaussi de la concentration en soluté. Il peut en résulter des migrations de particules desrégions à faibles tension superﬁcielle vers une région à forte tension superﬁcielle. Les deuxmoteurs des courants de Marangoni sont donc : la présence d'un gradient de température en surface, l'existence d'un gradient de concentration issu d'une hétérogénéité dans la distribu-tion des impuretés au sein du liquide.
(a) @ﬀ@T > 0 (b) @ﬀ@T < 0Figure 5.1  Directions d'écoulement suivant le signe de @ﬀ@T dans le cas d'une zone fondueen soudage pour laquelle la température de surface du bain est supposée décroissante ducentre vers la périphérie
Dans le cas du soudage, il existe un incontournable gradient thermique. En eﬀet, lebain de métal fondu est le siège d'une variation de température qui s'échelonne entre latempérature de fusion du métal sur les bords du bain et la température de vaporisationdu métal au centre du bain. Cette variation de température, de l'ordre de 1300 à 1500 oC,s'étale sur une demi largeur de bain de dimension typique égale à quelques millimètres.Suivant le signe du gradient thermique de tension de surface ( @ﬀ@T en N/(m K)), positif ou
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négatif, les courants induits aﬀectant la géométrie du volume fondu seront respectivementcentripètes ou centrifuges. On associe alors volontiers une relation linéaire entre la valeurde la tension de surface et la température du liquide par :
ﬀ(T ) = ﬀTref + @ﬀ@T (T   Tref ) (5.1)Le coeﬃcient de variation de la tension de surface avec la température @ﬀ@T est négatif pourle fer pur. Cependant ce coeﬃcient est sensible à l'addition d'éléments tensio-actifs et peutmême changer de signe [2]. C'est le cas pour le système fer-soufre. Le gradient de tensionsuperﬁcielle est tout d'abord négatif pour les très faibles teneurs en soufre puis devientpositif (pour une teneur de 0.019%).Le procédé de soudage implique, de toute évidence, de nombreux couplages multiphy-siques qui feraient sans aucun doute l'objet d'un travail de thèse à part entière. Toutefois,dans l'objectif de montrer la possibilité d'eﬀectuer les deux stratégies de modélisation desoudage, habituellement rencontrées dans la littérature, dans une même plate-forme numé-rique à savoir ici TransWeld, et de dégager les eﬀets physiques principaux, nous proposonsd'aborder la modélisation du bain fondu. Dans une première partie nous rappelons les mo-dèles numériques utilisés. Dans une deuxième partie, nous modélisons un spot TIG ﬁxe,pour lequel et nous nous sommes intéressés à l'inﬂuence de l'eﬀet de Marangoni sur l'écou-lement du métal liquide et sur les transferts thermiques. Puis dans une deuxième étude,nous avons réalisé une simulation numérique dans laquelle la torche se déplace à vitesseconstante. Ainsi en plus des forces thermocapillaires, l'eﬀet d'entraînement dû à la vitessede soudage s'ajoute comme moteur d'écoulement.
5.2 Modèle numérique
5.2.1 Équations de conservationConservation de la chaleurDans l'hypothèse d'équilibre thermique local du mélange (Tsolide = Tliquide = T ) et enprésence d'un changement de phase solide$ liquide, le bilan d'énergie peut se mettre sousla forme de l'équation de la chaleur usuelle [3] :
ceqp dTdt = r  (rT ) +Q (5.2)Cette équation est associée à des conditions d'échange avec l'environnement et des condi-tions de ﬂux de chaleur.
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Conservation de la quantité de mouvementL'acier liquide dans le bain de fusion est considéré comme un ﬂuide visqueux newtonien[4]. Le régime d'écoulement est supposé laminaire dans la majorité des travaux. Les faiblesdimensions du bain conduisent à un nombre de Reynolds faible, caractéristique d'un écou-lement laminaire. Toutefois, certains auteurs considèrent parfois l'écoulement turbulent [5].Le métal liquide contenu dans le bain de fusion est supposé incompressible dans la plupartdes études.Dans notre étude, nous considérons que l'acier liquide est incompressible, qu'il a uncomportement newtonien et que le régime d'écoulement est laminiare. Dans ce cadre, lebilan de quantité de mouvement peut se mettre sous la forme du système d'équations [3] :
@v@t + v  rv   2r D(v) +rp  Fv = 0 (5.3)r  v = 0 (5.4)
où D(v) = 12 rv +t rv désigne le tenseur des taux de déformations et Fv représente ladensité de force de ﬂottabilité. En eﬀet, du fait du fort gradient thermique qui règne dansle bain de fusion, les modiﬁcations de masse volumique avec la température entraînent desmouvements de convection. La force motrice de ces mouvements est déﬁnie à partir del'approximation de Boussinesq :
Fv = (T )g = 0(1  (T   Tref ))g (5.5)
où  désigne le coeﬃcient de dilatation volumique.
Tension de surfaceL'évolution de la tension de surface induite par le fort gradient de température sur lasurface libre du bain de fusion provoque une contrainte de cisaillement en surface. Cettecontrainte Tﬁ est une condition supplémentaire qui est imposée sur la surface supérieurede la pièce et qui se superpose au cisaillement dynamique [4][6] :
Tﬁ = @vn@ﬁ + @vﬁ@n  = rﬀ = @ﬀ@TrT (5.6)où (n; ﬁ) est un repère attaché à la surface (vecteur unitaire normal et tangentiel àla surface), vn et vﬁ sont les composantes vitesse dans ce repère et r est l'opérateur degradient tangentiel. Dans cette étude, la variation de tension de surface en fonction de latempérature @ﬀ@T (supposée constante) est spéciﬁée comme paramètre du modèle.
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5.3 Étude de l'eﬀet de Marangoni
Nous nous intéressons dans cette première partie à l'étude de l'inﬂuence des forcesthermocapillaires (eﬀet Marangoni) sur les mouvements du métal liquide dans le bain defusion. Nous considérons dans un premier temps une source de chaleur ﬁxe. Les seulsmoteurs du mouvement du métal liquide sont d'une part les eﬀets de convection naturelleet d'autre part les eﬀets de Marangoni. Ce cas test est détaillé dans [7].Les valeurs des propriétés physiques choisies pour le matériau de l'étude, c'est-à-direl'acier inoxydable 304L sont prises constantes et sont récapitulées dans le tableau ci-dessous5.2 : Paramètre Valeurcp;s 602 J/(kg K)s 24 W/(m K)s 7500 kg/m3cp;l 695 J/(kg K)l 20 W/(m K)l 6350 kg/m3L 0 J/kgTs 1696 KTl 1740 K 2:5 10 3 Pa:s (ou kg=(ms))
Figure 5.2  Propriétés physiques
Dans le solide, nous imposons une viscosité dynamique à une très forte valeur : 104Pa.s. Le coeﬃcient de dilatation volumique (eq. 5.5) est  = 10 4 K 1 (Notons quele matériau est considéré comme strictement incompressible, les eﬀets de la dilatationthermique n'apparaissant que dans le terme de gravité).
- 204 -
5.3 - Étude de l'eﬀet de Marangoni
(a)Figure 5.3  Géométrie et conditions aux limites
MécaniqueLe calcul est résolu dans un formalisme eulérien pour lequel les frontières sont ﬁxes pardéﬁnition. Cette hypothèse est proche du comportement réel de la surface libre puisqueRokhlin et al. [8] estiment qu'une dépression du bain de fusion TIG n'apparaît que pourune intensité de courant I supérieur à 200 A.Dans la résolution de l'équation de quantité de mouvement, deux types de conditionssont imposés aux limites du domaine : des conditions de glissement pour la frontière supérieure et les frontières symétriques(v  n = 0) ; des conditions de vitesses nulles ailleurs (v = 0).
ThermiqueL'apport d'énergie de l'arc électrique est modélisé par une source thermique de distri-bution gaussienne. Le ﬂux de chaleur q transmis à la pièce par la frontière supérieure estexprimé comme suit : q(r) = 3Q0R20 e 3r2R20avec le rayon caractéristique R0 = 3 mm et la puissance Q0 = 900 W .Seule la face supérieure (la surface sous la source est comprise) est soumise à desconditions d'échange avec l'environnement, avec un coeﬃcient d'échange convectif h =15 W=(m2K), une emissivité  = 0:5 et une température extérieure T0 = 300 K. Les
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faces latérales sont considérées comme adiabatiques. En face inférieure, la température estimposée, décroissant linéairement entre l'axe et l'extrémité de la pièce de 800 à 400 K (soitT (r) = 800  (40=3)r avec r est en mm, T en Kelvin).Un pas de temps ﬁxe de 0:001 s est considéré. La discrétisation spatiale n'est pas ﬁxedurant le calcul. En eﬀet, une stratégie d'adaptation de maillage avec l'estimateur d'erreurprésenté dans le chapitre (3.1) et basé sur la température, la fraction liquide et la norme devitesse est utilisée. L'adaptation sur la fraction solide permet de capturer l'interface solide-liquide et suivre son évolution au fur et à mesure de l'établissement du bain de fusion. Onprescrit une erreur relative de  = 0:1%, une taille de maille maximale hmax = 5 mm, unetaille minimale hmin = 0:01 mm et une période de remaillage de 10 (remaillage imposétous les 10 incréments de calcul).
RésultatsNous présentons dans cette section les résultats de la simulation et avec une comparai-son avec les résultats obtenus avec R2Sol 1 logiciel qui avait été utilisé dans le précédentbenchmark [7]. La comparaison est eﬀectuée sur les observables suivants : la température de la face supérieure T (z = 0) la température sur l'axe de la pièce T (r = 0) la vitesse axiale sur l'axe V z(r = 0) la vitesse radiale sur l'axe V r(z = 0)
Les ﬁgures 5.4(a) et 5.4(b) présentent les distributions de température, de la fractionsolide et les vecteurs vitesse dans le cas @ﬀ@T < 0. On remarque comme attendu que lescourants de Marangoni conduisent à un écoulement dirigé vers l'extérieur. L'écoulement àla surface du bain transporte l'énergie délivrée par le plasma vers l'extérieur, formant ainsiun bain de fusion peu profond et étalé.La confrontation des proﬁls de température obtenus avec les deux simulations est mon-trée sur la ﬁgure 5.5. On remarque un très bon accord entre les proﬁls de températureobtenus avec R2Sol et TransWeld. On remarque que la fusion apparaît au bout d'uneseconde de chauﬀage. Les deux courbes montrent l'augmentation de la température etl'extension (en profondeur et en largeur) de la zone fondue avec le temps.
1code élément ﬁnis 2D dédié à la simulation des procédés de solidiﬁcation, développé au CEMEF
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(a) Température (b) Fraction solideFigure 5.4  Distribution de la température, de la fraction de solide et des vecteurs devitesse au temps t = 4 s dans le cas @ﬀ@T < 0
(a) Température radiale en surface (b) Température axiale
Figure 5.5  Cas @ﬀ@T < 0, a) Proﬁls de température T (r) pour z = 0 à trois instants t=1,2 et 3 s , b) Proﬁls de température axiale T (z) au centre du disque r = 0 (z=10 mmcorrespond à la surface du bain)
La ﬁgure 5.6(a) montre les proﬁls de vitesse axiale aux temps t = 2 s et t = 3 s, surl'axe de la zone fondue. Les proﬁls de vitesse obtenus par les deux codes sont assez proches.En revanche, on constate une diﬀérence notable sur les vitesses maximales. On peut voirsur la ﬁgure 5.6(b), que l'eﬀet de Marangoni engendre des vitesses radiales en surface dubain fondu importantes. On constate un léger décalage des proﬁls de vitesse. On peut voirsur la ﬁgure 5.6(a) que l'utilisation d'un maillage plus ﬁn permet de se rapprocher de lasolution obtenue avec R2Sol. Une analyse plus poussée visant à identiﬁer la cause de ce
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léger décalage n'a pas pu être menée, faute de temps.
(a) Vitesse radiale (b) Vitesse axiale
Figure 5.6  Cas @ﬀ@T < 0 a) Proﬁls de vitesse radiale v(r) pour z = 0 à deux instants t=2et 3 s , b) Proﬁls de vitesse axiale v(z) au centre du disque r = 0
Nous avons réalisé une autre simulation avec @ﬀ@T positif ( @ﬀ@T = +10 4 N=(mK)). Onobserve comme attendu une inversion du sens de l'écoulement (ﬁg. 5.3). Le signe positifdu gradient conduit à un écoulement centripète. Un tel écoulement dissipe la chaleur enprofondeur et conduit à une forte pénétration du bain de fusion. Les maxima de vitessescalculés correspondent à 0:30 m=s pour un @ﬀ@T < 0, et 0:45 m=s pour @ﬀ@T > 0.
(a) @ﬀ@T < 0 (b) @ﬀ@T > 0Figure 5.7  Distribution de la fraction solide et des vecteurs vitesse au temps t= 4 s
5.3.1 Étude de la nature des transferts de chaleurDans le modèle thermique adopté (cf. équation 5.2), deux modes de transfert de chaleuront été considérés :
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 transfert de chaleur par conduction qui correspond à une diﬀusion de l'énergieau sein de la matière ; transfert de chaleur par convection qui correspond à un transport de l'énergieprovoqué par le mouvement de la matière ;
Pour mesurer l'importance relative de ces deux modes de transfert de chaleur, on in-troduit généralement le nombre de Péclet :
Pe = lCp;lvLloù v représente la vitesse du ﬂuide et L une longueur caractéristique prise égale à la demi-largeur du bain ﬂuide.Ainsi, sur le cas test étudié ; pour ( @ﬀ@T =  104 N=(mK)) on obtient une vitesse moyennedans le bain fondu de l'ordre de 0:1 m=s et L = 0:003 m, on obtient un nombre de Pécletde l'ordre de 65. Ce qui correspond à une valeur importante. Cela signiﬁe que le termeconvectif, v  rT , de l'équation de chaleur (5.2) est prédominant. La prise en compte dece terme n'est pas encore envisageable dans le cadre des calculs thermomécaniques pourl'analyse de contrainte et distorsion pour des raisons de temps de calcul. En eﬀet, le calculde l'écoulement dans la zone fondue nécessite une taille de maille très petite mais nécessiteaussi un pas de temps petit.Une façon de prendre en compte les eﬀets de convection dans la zone fondue sans mo-déliser le terme convectif, consiste à d'augmenter artiﬁciellement la conductivité thermiquedu liquide aﬁn d'homogénéiser la température dans le bain fondu. Pour étudier la validitéde cette démarche nous proposons de comparer les proﬁls de température obtenus avec un : modèle de conduction pure modèle de conduction pure avec une conductivité du liquide augmentée modèle de conduction-convection
La ﬁgure 5.3.1 représente les proﬁls de température en surface du bain de fusion à l'ins-tant t = 3 s, calculés à partir des modèles de conduction pure avec ou sans augmentationde la conductivité et conduction-convection de la chaleur. La convection et l'augmentationde la conductivité font chuter le maximum de température près de l'arc de 200 oC parrapport à la prédiction du modèle de conduction pure.
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Figure 5.8  Proﬁls radiaux de température en surface du bain à t = 3s en fonction dumodèle
La ﬁgure 5.9 montre les zones fondues obtenues par les trois simulations (conductionpure, conduction pure avec augmentation de la conductivité et conduction-convection).L'écoulement de surface convecte la chaleur de l'arc vers la périphérie du bain de fusion, cequi conduit à un bain plus étalé qu'avec les modèles de conduction pure. L'augmentationde la conductivité, certes fait augmenter les dimensions du bain mais ne permet pas demodéliser l'eﬀet de la convection. Ceci conﬁrme l'importance de la prise en compte des mou-vements de convection dans la modélisation thermique du soudage. On peut penser qu'uneconductivité anisotrope permettera de mieux rendre compte des mouvements convectifs. Ilsera nécessaire aussi d'adapter les dimensions de la source de chaleur.
(a) Conductivité non modiﬁée (b) Conductivité doublée (c) ConvectionFigure 5.9  Forme de la zone fondue en fonction du modèle
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5.4 Exemple numérique : Marangoni transitoire
Nous nous intéressons dans cette deuxième partie à l'étude thermo-hydraulique d'uneligne de fusion avec la prise en compte des forces thermocapillaires (eﬀet Marangoni). Nousreprenons le cas de la simulation d'une ligne de fusion TIG, présenté dans le chapitre 3. Lesparamètres de soudage utilisés sont : tension de soudage U = 10 V , intensité I = 150 A,vitesse Vs = 1 mm:s 1, rendement  = 0:65. La source de chaleur de puissance netteU  I est modélisée par une simple source cylindrique à base circulaire de rayon 5 mm,dans laquelle le ﬂux thermique est uniforme.La seule diﬀérence par rapport au cas traité au chapitre 3 réside dans la prise encompte des eﬀets de convection. Donc un calcul mécanique est nécessaire pour simulerl'écoulement dans le bain fondu. Le calcul est résolu dans un formalisme eulérien. Nousconsidérons le cas d'un gradient de tension de surface positif @ﬀ@T = 10 4N=(mK). En ce quiconcerne les conditions aux limites, nous considérons les mêmes conditions thermiques quedans le chapitre 3. Pour la mécanique, deux types de conditions sont imposées aux limitesdu domaine ; des conditions de glissement pour la frontière supérieure et les frontièressymétriques (v  n = 0) et des conditions de vitesses nulles ailleurs (v = 0).
RésultatsComme dans le calcul précédent, nous comparons dans un premier temps les formes deszones de fusion obtenues avec un modèle thermique de conduction pure avec une conducti-vité augmentée (doublée dans ce cas) et un modèle thermique intégrant la convection. Laﬁgure 5.10 montre des coupes longitudinales du bain de fusion pour les deux modèles. Onpeut voir que la convection modiﬁe très signiﬁcativement la forme du bain.La ﬁgure 5.11 représente l'évolution de la température au cours du temps à la surface dubain de fusion aux points P1(0:095; 0; 0) et P2(0:095; 0:01; 0), calculée à partir des modèlesde conduction pure, de conduction pure avec conductivité augmentée et de conduction-convection. On peut constater que pour le point restant toujours solide P2 distant de 10mm de la ligne de fusion, les trois modèles donnent des proﬁls de température semblables.Une légère diﬀérence est constatée sur la température du point P1.
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(a) Avec convection (b) Conduction pure avec une conductivité augmen-
téeFigure 5.10  Comparaison de la forme de la zone fondue en fonction du modèle. Coupelongitudinale au temps t= 85 s, les deux couleurs sont séparées par l'isovaleur T=Ts=1410oC
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Figure 5.11  Évolution de la température en fonction de temps, aux points (0.095,0,0) et(0.095,0.01,0), en fonction du type de modèle
On présente sur les ﬁgures 5.12 et 5.13 deux coupes transversale et longitudinale dubain fondu avec la distribution de température et de vitesse. L'écoulement est centripèteet convecte donc la chaleur en profondeur, conduisant à une forte pénétration du bain defusion (Fig. 5.16).Nous avons adopté la même stratégie de remaillage que dans le calcul statique précé-
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dent. Nous adaptons le maillage sur la fraction solide, sur la norme de la vitesse et sur latempérature. L'erreur relative prescrite est  = 0:1%, on impose une taille de maille maxi-male hmax = 10 mm, une taille minimale hmin = 0:01 mm et une période de remaillagede 10 (remaillage imposé tous les 10 incréments de calcul). Nous pouvons voir sur la ﬁgure5.14 le maillage obtenu au cours du calcul et sur la ﬁgure 5.15 un zoom sur la zone defusion, qui est bien captée par le remaillage.
Figure 5.12  Distribution de la température et des vecteurs de vitesse sur la sectionlongitudinale au temps t = 85 s [oC]
Figure 5.13  Distribution de la température et des vecteurs de vitesse sur la sectiontransversale x = 95 mm au temps t = 85 s [oC]
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Figure 5.14  Distribution de la température et maillage au temps t = 85 s [oC]
(a)Figure 5.15  Zoom sur la zone ﬁne du maillage
(a) Vx (b) VzFigure 5.16  Distribution de la vitesse (m/s) au temps t= 85 s
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La prise en compte des termes de convection nous oblige à prendre une faible taille demaille dans la zone fondue dx = 0:01 mm, et un pas de temps petit t = 0:02 s, ce quiengendre un facteur de 50 sur le nombre d'incréments nécessaires par rapport au modèle deconduction pure. A cela, nous ajoutons une résolution d'une équation de Navier-Stokes àchaque incrément, ce qui conduit à des temps de calcul prohibitifs soit approximativement140 heures comparer au temps de calcul du modèle de conduction pure de moins 2 heures.Les temps de calcul importants expliquent et justiﬁent pleinement l'utilisation courante dumodèle de conduction pure pour la simulation themomécanique transitoire du soudage.
5.5 Conclusion
Ce travail a porté sur le développement d'un modèle éléments ﬁnis destiné à l'étude del'écoulement et des transferts thermiques dans le bain de fusion obtenu lors d'une opérationde soudage TIG.Le modèle intègre deux forces indépendantes qui sont les forces de tension de surface etles forces de convection naturelle. Ce modèle constitue un premier pas vers une simulationglobale en intégrant les forces électromagnétiques et en considérant une surface libre défor-mable. Les calculs eﬀectués indiquent clairement l'eﬀet prédominant des forces de tensionde surface dans la convection dans le bain de fusion.Il apparaît aussi qu'il y a une diﬀérence signiﬁcative entre les formes du bain de fusionprédites par une modélisation en conduction thermique pure et celle prédite par un modèleintégrant la convection. Le transport de chaleur par l'écoulement augmente les dimensionsdu bain dans la direction où l'écoulement est prédominant. L'augmentation de conducti-vité ne fait qu'augmenter toutes les dimensions du bain, d'où la nécessité de prendre uneconductivité anisotrope [9].Les phénomènes de tension de surface superﬁcielle peuvent avoir des eﬀets contradic-toires selon le signe de @ﬀ@T qui dépend lui-même de la concentration locale en élémentstensio-actifs. Les calculs montrent que dans le cas d'un @ﬀ@T négatif (cas du fer pur), le bras-sage induit par l'eﬀet de Marangoni consiste en un vortex dirigé de l'arc vers l'extérieurinduisant un bain peu profond et plus étalé.La forte inﬂuence du gradient de tension de surface sur l'écoulement explique les diﬀé-rences de géométrie du cordon observées expérimentalement pour des énergies de soudageidentiques. Ces diﬀérences peuvent être imputées à la variation de la composition chimiquede l'acier en éléments tensio-actifs, comme le soufre.Dans ce chapitre on a montré la possibilité d'eﬀectuer des modélisations thermohy-drauliques (HFF) sur TransWeld à l'échelle des zones fondues. Néanmoins, les temps decalcul importants ne permettent pas d'étendre ce type de modélisation à l'échelle de lastructure. Un couplage fort entre les deux approches TMM et HFF n'est pas envisageable
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pour l'instant. Il serait pourtant très utile pour l'étude des problèmes de soudabilité, type"solidiﬁcation cracking" (ﬁssuration à chaud), c'est-à-dire lorsque l'endommagement parﬁssuration se produit en zone pâteuse ou en phase solide à très haute température à proxi-mité de la zone fondue. Mais une approche applicable industriellement en deux étapesest envisageable ; qui consiste à utiliser l'approche HFF pour mieux estimer la forme dubain et les transferts thermiques dans la zone fondue et ensuite d'extraire à partir de cesinformations les paramètres du chargement thermique utilisé dans l'approche TMM pourl'étude des distorsions et des contraintes résiduelles.
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6.2 - Introduction
6.1 Introduction
Dans l'objectif de validation de la simulation numérique du soudage, nous considéronsdans cette partie l'étape naturelle suivante qui est la comparaison calcul-expérience sur destests de soudage de plaques en 316LN et en acier Maraging (Marval18) au moyen du procédéMIG/MAG. Le but de ces essais est de mesurer des températures et des déplacements lorsdu soudage à diﬀérents endroits de la plaque et d'observer les zones aﬀectées thermiquementet les zones fondues.Dans ce chapitre nous présentons tout d'abord la géométrie des spécimens, et les moyensexpérimentaux mis en place. Les essais réalisés ainsi que les résultats expérimentaux sontensuite présentés et commentés. Ces analyses permettent d'apporter une conclusion globalesur la pertinence des résultats numériques obtenus.
6.2 Description des essais
6.2.1 Dispositif expérimentalNotre dispositif d'essai de soudage permet à l'aide d'un poste Fronius Transpuls Synergic40001 de réaliser des joints sur des plaques de dimensions variables d'un test à l'autreen fonction des objectifs visés2. Un banc de soudage adapté à nos exigences de mesures(températures et déplacements) a été conçu par l'équipe MEAS (Mesures Études AtelierSimulation) du CEMEF. Le dispositif expérimental est illustré à la ﬁgure 6.1. L'acquisitiondes données est eﬀectuée avec un module Scxi 1540 National Instrument avec une fréquencede 25Hz. La tension et l'intensité sont mesurées en continu au cours de l'essai avec l'enre-gistreur Fronius Synergic 4000. Le déplacement de la torche est également enregistré. Aucours de chaque essai nous imposons : la tension de soudage U la vitesse de dévidage du ﬁl d'apport vw le débit du gaz la vitesse de déplacement de la torche vsL'intensité de soudage I est régulée par le poste de soudage.Les essais réalisés consistent à déposer un cordon de soudure en une seule passe sur desplaques : en acier inoxydable austénitique (316LN), de dimensions 250  136  10:5 mm3,fournies par Industeel
1Une source de soudage intégralement numérique, permettant de réaliser des soudures de haute précision
2Dimensions maximales de l'éprouvette de soudage : Longueur : 1000 mm, largeur : 500 mm, hauteur :
250 mm
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Figure 6.1  Vue d'ensemble du banc de soudage
 en acier Maraging (Marval18), de dimensions 200  180  7:5 mm3, fournies parAubert et Duval
La géométrie des éprouvettes est spéciﬁée sur la ﬁgure 6.2. Les dimensions ont été choisiesde façon à satisfaire les critères suivants : Dimensions réduites pour permettre des modélisations 3D sans conduire à des tempsde calcul trop importants Dimension longitudinale selon la direction de soudage suﬃsamment importante pourl'établissement d'un régime thermique quasi-stationnaire Observations de distorsions "macroscopiques"
Au cours du soudage, la plaque repose sur trois appuis ponctuels en face inférieure (Ils'agit de tiges à bouts hémisphériques au contact de la plaque. On peut considérer queseul le déplacement vertical est empêché). Aucun autre bridage n'est imposé. Ainsi, seull'autobridage des parties latérales de la plaque, qui restent relativement froides, génèredéplacement et contraintes en cours de soudage et de refroidissement. La ligne de soudureest créée sur la ligne médiane (selon x) de la face supérieure. Le soudage débute et s'arrêteà 10 mm des bords de la plaque.
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(a) Éprouvettes en acier inoxydable austénitique
(316LN)
(b) Éprouvettes en acier maraging (Marval18)
Figure 6.2  Géométrie des éprouvettes (dimensions en mm)
6.2.1.1 Mesures de températureLa température varie considérablement près de la ligne de soudure et cette variationse produit très rapidement, notamment au chauﬀage. Les thermocouples doivent doncposséder un très bon temps de réponse. Celui-ci dépend de la dimension des conducteurset du type de jonction.Dans un premier temps nous avons utilisé des thermocouples de type K (Chromel-Alumel) de diamètre de 125 m soudés par décharge capacitive sur la tôle, qui peuventmesurer des températures variant entre -200 et 1250 oC. Malheureusement, dans ces expé-riences initiales, les proﬁls de température mesurés se sont avérés inexploitables. Des per-turbations dont nous n'avons pu détecter l'origine ont faussé complètement nos mesures.Ainsi par la suite nous nous sommes orientés vers des thermocouples gainés, à soudurechaude isolée, de type K (Fig. 6.3). Il existe trois sortes de jonction dans ce type de ther-
Figure 6.3  Thermocouples à soudure chaude
mocouple : la jonction libre, la jonction isolée et la jonction non-isolée. Les jonctions sontillustrées à la ﬁgure 6.3. Seule la jonction isolée nous a permis d'avoir des courbes de tem-pérature exploitables. Nous avons donc utilisé ce type de jonction même si le thermocoupleest recouvert d'un matériau isolant constitué de MgO et d'une gaine en acier, et que letemps de réponse est plus élevé, car le chemin thermique à parcourir fait intervenir troismatériaux, soit l'acier, le MgO et les ﬁls de chromel et d'alumel.
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Les thermocouples sont placés à l'intérieur de la plaque, insérés dans des trous dediamètre 1 mm, de diﬀérentes profondeurs et usinés à diﬀérentes distances de la ligne desoudure et dans deux sections transversales par rapport à la direction de soudage (Fig.6.4). Les positions des thermocouples (TC) sont réparties selon un angle de 45o, aﬁn deminimiser les perturbations provoquées par les thermocouples voisins. La position de chaquethermocouple a été repérée grâce à une réglette. Ainsi, l'incertitude sur la localisation dela prise de mesure est d'environ 0:5 mm. Pour chaque test, douze thermocouples ont étépositionnés sur chaque plaque.
Figure 6.4  Macrographie d'une zone fondue et d'une zone aﬀectée thermiquement, avecune vue sur les trous accueillant les thermocouples
Figure 6.5  Implantation des thermocouples et des capteursde déplacement pour l'acier 316LN (se référer à la ﬁgure 6.18pour l'acier Maraging)
TC z (mm)(1, 2, 4, 5) 7(7, 8, 10, 11) 7(3, 6, 9, 12) 5Tableau 6.1  Positionsz des thermocouples((z=0)= face envers)
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6.2.1.2 Mesures de déplacementsLes déplacements de la plaque soudée sont mesurés par six capteurs inductifs de typeLVDT 3 Sensorex SX8 MM05 à mouvement axial de course de 2 mm. Les capteurs ontune précision de quelques micromètres. La disposition des capteurs est présentée sur laﬁgure 6.5. Les capteurs sont placés au contact de la face inférieure de la plaque, pourmesurer les déplacements (verticaux) selon l'axe z (ﬁg. 6.6).
Figure 6.6  Vue du banc de soudage : zoom sur les appuis et les capteurs LVDT
6.2.1.3 Observations des microstructuresIl s'agit de macrographies classiques de la zone fondue et de la ZAT (zone aﬀectéethermiquement). Des coupes, orthogonales à la direction de soudage, sont eﬀectuées endeux sections (S1 et S2, Fig. 6.5) de façon à vériﬁer la pénétration et de l'étalement de lazone fondue et de la ZAT en cours de soudage. Préparation de l'éprouvette : la coupe de l'échantillon est réalisée avec une meulesous eau pour éviter les échauﬀements. Polissage de l'éprouvette : selon les conseils de la société "STRUERS" sur son siteinternet. Attaque chimique de l'éprouvette : la liste des réactifs d'attaque dépendent du maté-riaux à attaquer. Les aciers inoxydables étant extrêmement résistants à la corrosion,des acides puissants sont nécessaires pour révéler leur structure.
3LVDT : Linear Variable Diﬀerential Transformer
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6.2.2 Essais sur acier austénitique (316LN)L'acier AISI 316LN ou (Z2CND17-13 en norme Afnor) est un acier inoxydable austé-nitique très utilisé dans les industries chimique, pétrolière et nucléaire pour sa résistanceà la corrosion et sa bonne tenue mécanique. La composition de l'acier utilisé dans notreétude est présentée dans le tableau 6.2.C Mn S Ni Cr Mo N Cu0.02 1.2 < 0.001 13.5 17.7 2.6 0.17 0.1Tableau 6.2  Composition chimique de l'acier 316LN
Le premier objectif des essais réalisés est de vériﬁer que les champs de températureet les déplacements mesurés sont reproductibles. Pour cela, trois tests sont réalisés sur 3éprouvettes de géométrie identique. Pour ces trois tests tous les paramètres de soudageimposés sont identiques (voir section suivante). L'instrumentation est la même pour cestrois tests, comme décrit précédemment.
6.2.2.1 Conditions de soudagePour nos essais, nous avons choisi un mode de fonctionnement avec transfert de métalpar pulvérisation axiale, dans lequel la tension et le courant sont quasiment constants etstables (l'arc est dit calme et ne présente pas d'éjection)(voir [1]). Cette situation est celledes fortes intensités (300 à 400 A) et des applications sur de fortes épaisseurs (de l'ordrede plusieurs millimètres). Ainsi, nous avons choisi les paramètres de soudage suivants : Gaz de protection (Gaz actif : MAG) : M12 ou (Arcal 12) Ar + 1% à 5% CO2 Métal d'apport : ﬁl 1:2 mm en acier inoxydable : 316LSI-1.2 Tension : U = 29 V Vitesse de dévidage : vw = 12 m=min Vitesse de soudage : vs = 10 mm=sCompte tenu de la longueur de soudage (230 mm), la durée nominale de soudage estts = 23 s. L'intensité de soudage est régulée par le poste de soudage. La valeur moyennede cette intensité est de 360 A avec une variation de moins de 3%. Ainsi l'énergie nominalede soudage est UIvs = 10:4 kJ=cm.La ﬁgure 6.7 donne les conditions opératoires de soudage (intensité, tension) pour letest 2. On peut voir sur cette ﬁgure, que en dehors des phases transitoires (début et ﬁn desoudage), les paramètres de soudage sont assez constants pendant l'opération.
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Figure 6.7  Paramètres de soudage mesurés
(a) Avant l'essai (b) Après l'essai
Figure 6.8  Vue d'une plaque instrumentée d'acier 316LN sur le banc de soudage, avantet après essai
6.2.2.2 Mesures de température
Les évolutions de température mesurées, lors des trois essais, pour chaque thermo-couple sont données sur les ﬁgures 6.9, 6.10 et 6.11. Tous les thermocouples subissent lecycle caractéristique de soudage avec un chauﬀage rapide (jusqu'à 380 oC=s) suivi d'unrefroidissement plus modéré (avec un temps de refroidissement T 700300 = 60s).On constate une grande dispersion sur les mesures de température entre les trois essais,avec une variation pouvant atteindre T = 120 oC entre des thermocouples supposés àmême distance de la ligne de fusion ou pour un même thermocouple entre deux essais. LeTableau 6.3 montre les positions réelles des trous usinés pour les thermocouples (mesurées aposteriori). Des erreurs importantes sont à constater par rapport aux positions théoriques,
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notamment un écart de 1:5 mm est constaté sur le Tc2 du test n2. Les écarts remarqués surles températures sont donc imputables aux erreurs de positionnement des thermocouplesmais aussi aux conditions de contact entre les thermocouples et la plaque. En eﬀet, lecontact n'est assuré que par une précharge lors de la ﬁxation des thermocouples dans lestrous usinés.
Figure 6.9  Acier 316LN : Évolution des températures mesurées par les thermocouples(2,4,8,10), lors des trois tests
Figure 6.10  Acier 316LN : Évolution des températures mesurées par les thermocouples(1,5,7,11), lors des trois tests
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Figure 6.11  Acier 316LN : Évolution des températures mesurées par les thermocouples(3,6,9,12), lors des trois testsTc y (mm) z (mm)
Test n1 Tc1 9.6 7.2Tc2 4.6 7.1Tc3 0.4 4.9
Test n2 Tc1 8.7 6.6Tc2 3.8 6.6Tc3 1.0 4.7
Test n3 Tc1 9.6 7.0Tc2 4.6 6.9Tc3 0.4 4.8Tableau 6.3  Positions réelles des thermo-couples 1, 2 et 3
Tc y (mm) z (mm)
Positions Tc1 10 7Tc2 5 7Tc3 0 5Tableau 6.4  Positions théoriques : y : ladistance latérale par rapport à la ligne desoudage nominale, z : distance par rapportà la face supérieure
6.2.2.3 Mesure de déplacementsOn se propose d'analyser maintenant les mesures de déplacement eﬀectuées lors desdiﬀérents essais. Les mesures du test n1 sont éliminées suite à un problème technique,engendrant un bridage relatif de la plaque.Les résultats sont présentés sur les ﬁgures 6.12 et 6.13. La reproductibilité est excellente.La ﬁgure 6.12 (capteur C1 par exemple) montre que : Au début du chauﬀage, la plaque se déplace localement légèrement vers le haut étantdonné que la dilatation en partie supérieure est plus forte qu'en partie inférieure (4premières secondes). Puis les zones environnantes d'autobridage perdent en rigidité. La plaque subit unaﬀaissement et se creuse en V par rapport à la ligne médiane, mais l'aﬀaissement se
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fait également dans la direction longitudinale. Cet aﬀaissement est continu pendanttoute l'opération de soudage, pour atteindre des valeurs maximales vers la ﬁn desoudage (23 à 30 s). Le déplacement atteint 1:7 mm après environ 30 secondes et puis diminue en valeurabsolue et se stabilise vers 400 secondes
On note donc une évolution importante du déplacement surtout après l'arrêt du soudage.
(a) Capteurs 1 et 3 (b) Capteurs 2 et 4
Figure 6.12  Acier 316LN : Évolution des déplacements mesurés par les capteurs (C1,C3)et (C2,C4), lors des tests n2 et n3
(a) Capteurs 5 et 6
Figure 6.13  Acier 316LN : Évolution des déplacements mesurés par les capteurs (C5,C6),lors des tests n2 et n3
Notons que le déplacement du capteur C2 (resp. C5) reste globalement identique audéplacement du capteur C4 (resp. C6). Donc la symétrie du problème est conﬁrmée parces mesures de déplacement. La ﬁgure 6.14 montre une représentation schématique desdéformées en ﬁn de soudage (23 s) et en ﬁn de refroidissement (500 s). A la ﬁn du refroi-dissement, la courbure dans le sens transverse s'est accentuée. Elle a diminué dans le senslongitudinal.
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(a) Déformée en ﬁn de soudage (23 s) (b) Déformée en ﬁn de refroidissement (500 s)Figure 6.14  Acier 316LN : représentation schématique des déformées en ﬁn de soudage(23 s) et en ﬁn de refroidissement (500 s)
Une tentative de mesure des déplacements et déformations plein champ sur la faceinférieure est eﬀectuée par corrélation d'image numérique, en utilisant le logiciel ARAMIS.Pour cela, un motif de nitrure de bore sur graphite est déposé pour créer un motif aléatoiresur la face inférieure. Une image initiale de la face inférieure de la plaque est prise avant essaipar deux caméras. Après essai, on reprend une autre image. Un champ de déplacement estainsi calculé par le logiciel ARAMIS en comparant l'image initiale et l'image ﬁnale (aprèsessai) et les tenseurs de déformation sont déduits du champ de déplacement.La ﬁgure 6.15 montre une visualisation des champs de déplacement vertical et de dé-formation résiduelle en ﬁn de soudage. L'ordre de grandeur observé est de 1 à 2% dedéformation avec une incertitude de 0.3%. L'utilisation d'un maillage plus ﬁn pour lacorrélation d'image n'améliore pas la précision. On peut tout de même voir ici que lesdéformations se situent principalement sous le cordon de soudure, rendant bien compte ducambrage transversal de la plaque. Utilisé d'abord pour des mesures de grandes déforma-tions, Aramis permet seulement ici de rendre compte de la localisation des déformations,et ne donne pas accès à leur distribution précise, en partie à cause de modules de lissagetrop limités. Cependant, on peut noter le bon ordre de grandeur des déplacements ﬁnaux(valeur maximale de 1.8 mm comparable à la mesure des capteurs LVDT 1.7 mm).
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(a) Déplacement vertical (mm) (b) Déformation équivalente de von Mises
Figure 6.15  Visualisation des déplacements et déformations résiduelles relevés sur la faceinférieure. Ici, uz > 0 indique en fait un aﬀaissement de la plaque vers le bas, sur le bancde soudage
6.2.2.4 Zone fondueLes macrographies de zone fondue sont présentées sur les ﬁgures 6.16 et 6.17 pour deuxsections transversales S1 et S2. La ﬁgure 6.17 montre une macrographie plus détaillée dela zone fondue observée pour le test n2. On constate, que la forme du bain de fusion estrelativement stable et ﬂuctue peu, pour les diﬀérents essais et sur les deux sections. Laforme du bain de fusion obtenue est bien caractéristique du soudage MIG/MAG en modepulvérisation axiale, qui engendre des bains plus profonds. Les zones fondues obtenuesprésentent en moyenne une largeur de 13.0 mm, une hauteur de 2.4 mm et une profondeurde 4.8 mm.
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(a) Test n1, section S1 (b) Test n2, section S1 (c) Test n3, section S1
(d) Test n1, section S2 (e) Test n2, section S2 (f) Test n3, section S2
Figure 6.16  Acier 316LN : Comparaison des zones fondues des trois essais sur les deuxsections transversales S1 et S2
Figure 6.17  Acier 316LN : Macrographies plus détaillées de la zone fondue du test n2sur les sections S1 et S2
6.2.2.5 Conclusions sur les essais sur acier 316LNAu regard des résultats obtenus dans nos essais en terme de déplacement et de ma-crographies des zones fondues, nous pouvons admettre que ces trois essais sont similaires.Même si du point de vue thermique, les mesures de températures présentent des disper-sions importantes qui peuvent être imputées à la nature des thermocouples utilisés et àl'incertitude sur la position des thermocouples.
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6.2.3 Essais sur acier Maraging (Marval18)Les aciers Maraging ont été développés dès les années 1960. Leurs propriétés excep-tionnelles de résistance et de ténacité leur ont permis très rapidement de nombreuses ap-plications qui n'ont été limitées que par leur prix d'achat élevé. Les propriétés mécaniquesd'un acier Maraging peuvent être modiﬁées dans une large gamme par des traitementsthermiques de vieillissement.D'une façon générale la dénomination acier Maraging (=martensite aging steel) s'ap-plique à un alliage Fe-Ni avec 6 à 30%Ni auquel s'ajoutent environ 15% d'éléments telsque Co, Mo, Ti, Va, Al. Dans notre cas, l'acier Maraging étudié est élaboré et nous a étéfourni par Aubert et Duval (appellation Marval18) avec la composition suivante :C Ni Co Mo Ti Al Mn Si<0.01 18.48 8.14 4.68 0.45 0.07 <0.02 <0.02Tableau 6.5  Composition chimique de l'acier Maraging (Marval18)
6.2.3.1 Conditions de soudageComme pour les essais sur l'acier inoxydable, le mode de fonctionnement par pulvéri-sation axiale est choisi avec les paramètres de soudage suivants : Gaz de protection (Gaz actif : MAG) : M12 ou (Arcal 12) Ar + 1% à 5% CO2 Métal d'apport : ﬁl de diamètre 1:2 mm en Marval18S Tension : U = 29 V Vitesse de dévidage : vw = 12 m=min Vitesse de soudage : vs = 10 mm=s Durée de soudage : ts = 18010 = 18 sTrois tests, sur trois éprouvettes de géométrie identique ont été eﬀectués. L'instrumentationest la même pour les deux tests, la disposition des thermocouples et des capteurs de dé-placement est présentée à la ﬁgure 6.18 et à la ﬁgure 6.19.L'intensité de soudage est régulée par le poste de soudage (Fig. 6.20). La valeur moyennede cette intensité au cours des trois tests est de 320 A.
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Figure 6.18  Acier Marval18 : Implantation des thermo-couples et des capteurs de déplacement
TC z (mm)(1, 2, 4, 5) 5(7, 8, 10, 11) 5(3, 6, 9, 12) 2Tableau 6.6  Positions zdes thermocouples
(a) Avant l'essai (b) Après l'essai
Figure 6.19  Vue d'une plaque instrumentée d'acier Marval18 sur le banc de soudage,avant et après essai
6.2.3.2 Mesures de température Marval18
Les courbes de température pour les douze thermocouples sont présentées dans lesﬁgures 6.21, 6.22 et 6.23. Au regard des résultats nous pouvons observer une certainedispersion sur les mesures de température entre les trois tests. Ces diﬀérences de mesuressont justiﬁables par l'incertitude sur le positionnnement des thermocouples (Cf. Tab. 6.8 et
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Figure 6.20  Acier Marval18 : Paramètres de soudage pour le test no3 : Intensité et tension
6.7), le contact thermocouple-plaque et par le type de thermocouple qui présente un tempsde réponse important.
Figure 6.21  Acier Marval18 : Évolution des températures mesurées par les thermocouples(2,4,8,10), lors des trois tests
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Figure 6.22  Acier Marval18 : Évolution des températures mesurées par les thermocouples(1,5,7,11), lors des trois tests
Figure 6.23  Acier Marval18 : Évolution des températures mesurées par les thermocouples(3,6,9,12), lors des trois tests
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Tc y (mm) z (mm)
Test n1 Tc1 10.9 4.8Tc2 5.0 4.8Tc3 0.9 1.85
Test n2 Tc1 1.2 4.9Tc2 5.3 4.6Tc3 1.3 1.8
Test n3 Tc1 10.8 4.9Tc2 5.0 4.9Tc3 0.8 1.85Tableau 6.7  Positions réelles des thermo-couples 1, 2 et 3
Tc y (mm) z (mm)
Positions Tc1 10 5Tc2 5 5Tc3 0 2Tableau 6.8  Positions théoriques : y : ladistance latérale par rapport à la ligne desoudage nominale, z : distance par rapportà la face supérieure
6.2.3.3 Mesures de déplacements
Les courbes de déplacement de la plaque en Marval18, issues des mesures par capteursLVDT, sont données sur les ﬁgures 6.24 et 6.25 pour les tests no 1 et 2. Nous pouvonsremarquer que les déplacements de la plaque, au cours des tests no 1 et 2 sont parfaitementreproductibles et symétriques. On constate que, bien que les évolutions des déplacementssoient spéciﬁques à chaque position de mesure, les temps caractéristiques qui marquent deschangements brusques de tendance sont identiques sur les deux essais.
(a) Capteurs 1 et 3 (b) Capteurs 2 et 4
Figure 6.24  Acier Marval18 : Évolution des déplacements mesurés par les capteurs(C1,C3) et (C2,C4), lors des tests n1 et n2
On remarque que l'allure générale des courbes de déplacements du Marval18 est proche,qualitativement, de celles enregistrées sur les essais 316LN. On constate que l'amplitude desdéplacements est moindre. D'autre part, on remarque une diﬀérence apparaissant lors durefroidissement de la plaque (entre 200 s et 300 s). La ﬁgure 6.26 montre une représentationschématique des déformées en ﬁn de soudage et en ﬁn de refroidissement. A la ﬁn du
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(a) Capteurs 5 et 6
Figure 6.25  Acier Marval18 : Évolution des déplacements mesurés par les capteurs(C5,C6), lors des tests n1 et n2
refroidissement, comme pour l'essai sur acier 316LN, la courbure de la déformée est plusimportante dans le sens transverse que dans le sens longitudinal.
(a) Déformée en ﬁn de soudage (18 s) (b) Déformée en ﬁn de refroidissement (500 s)Figure 6.26  Acier Marval18 : représentation schématique des déformées en ﬁn de soudage(18 s) et en ﬁn de refroidissement (500 s)
6.2.3.4 Zone fondueSont présentées sur la ﬁgure 6.27, des macrographies de zone fondue obtenues lors del'essai n1. On constate sur les coupes transversales, que comme pour l'essai sur l'acierinoxydable la forme du bain de fusion est bien stable (Fig. 6.27). Vu les conditions desoudage on retrouve la forme caractéristique de la zone fondue avec un doigt pénétrant. Laforme et les dimensions des zones fondues, avec en moyenne une largeur de 12.1 mm, unehauteur de 2.5 mm et une profondeur de 4.2 mm, sont proches de celles obtenues avec le316LN. Cela tend à indiquer l'importance du mode de soudage et donc des paramètres desoudage sur la forme du cordon.
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(a) Test n1, section S1 (b) Test n2, section S1 (c) Test n3, section S1
(d) Test n2, section S2 (e) Test n2, section S2 (f) Test n3, section S2
Figure 6.27  Acier Marval18 : Comparaison des zones fondues des trois essais sur deuxsections transversales
6.2.3.5 Conclusion sur les essais sur acier maraging
Comme pour les essais eﬀectués sur l'acier 316LN et au regard des résultats obtenusdans nos essais en terme de déplacement et de macrographies des zones fondues, nouspouvons admettre que ces trois essais sont similaires. Même si du point de vue thermique,les mesures de température du Marval18 présentent des dispersions plus importantes, duesà la plus faible épaisseur des plaques utilisées.
6.2.4 Bilans des essaisEn conclusion, les mesures des paramètres opératoires, intensité incluse, montrent qued'un point de vue opératoire, on peut considérer que les essais sont reproductibles. D'unpoint de vue mécanique, les mesures de déplacements montrent aussi que les essais sontbien reproductibles.Par contre au plan thermique, les évolutions de température mesurés présentent desdispersions importantes. Ces écarts viennent du type de thermocouple utilisé, de la liaison(contact) thermocouple-pièce qui n'est pas parfait et aussi de l'incertitude du positionne-ment des points de mesure.
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Néanmoins, les essais apparaissent similaires sur le plan du chargement thermique, carles zones fondues mesurées sont régulières et comparables et les déplacements obtenus sontbien reproductibles.Sur cette base expérimentale, nous allons procéder à la modélisation et à la simulationdes deux essais (316LN et Marval18) et comparer les prédictions du modèle numérique àl'expérience. Auparavant, nous consacrons un paragraphe à l'exposé de la méthode d'ana-lyse inverse que nous avons mise en place pour identiﬁer l'apport énergétique.
6.3 Mise en place d'une méthode d'analyse inverse pour l'iden-tiﬁcation de l'apport de chaleur
L'objectif du modèle thermique est de décrire l'apport de chaleur, la diﬀusion de lachaleur dans le matériau ainsi que les échanges aux frontières. Comme précisé dans lechapitre (2.2), les phénomènes thermohydrauliques dans le bain fondu ne sont pas icimodélisés directement, mais leurs eﬀets sont pris en compte au travers d'une source dechaleur équivalente et/ou modiﬁcation de la conductivité thermique du métal liquide.La résolution directe d'un problème de thermique consiste à calculer le champ de tem-pérature dans un domaine pour une situation initiale et des conditions aux limites données.Dans les méthodes inverses, on utilise le même modèle numérique, mais en considérant queles conditions aux limites et/ou les propriétés thermophysiques sont des inconnues du pro-blème. En contrepartie, la méthode inverse nécessite la connaissance de la température encertains points du domaine (mesurée par exemple avec des thermocouples).La technique consiste alors à trouver le jeu de données (conditions aux limites oupropriétés physiques) qui minimise l'écart entre les valeurs mesurées et les valeurs obtenuespar le calcul direct.
6.3.1 Aspects théoriques de la méthode inverse
Considérons que Nm thermocouples ont été placés en des positions connues xj (j =1; :::; Nm) à l'intérieur du domaine étudié. Les mesures ont fourni une série de valeurs detempérature Tmij en chaque point xj et à diﬀérents temps ti (i = 1; :::; Nt). On cherche alorsà déduire le jeu de paramètres inconnus  = 1; 2; :::; N	 qui minimise la fonction :
J() = NtXi=1
NmX
j=1
Tmij   T hij()2 (6.1)
où les T hij() sont les températures calculées au temps i et à la position xj .
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Il est possible d'introduire des contraintes d'optimisation en résolvant un problème pé-nalisé en introduisant des contraintes sur la taille de la zone fondue. Pour notre application,cette démarche est appliquée pour éviter d'obtenir des valeurs erronées de dimension de lazone fondue.Nous introduisons quelques points Ns (resp. Nl) situés dans le métal non fondu (res-pectivement dans la zone fondue) (ﬁg. 6.28).
Figure 6.28  Représentation schématique de la zone fondue. En bleu, les Ns points relevésdu côté solide (dans la ZAT). En rouge, les Nl points relevés dans la zone fondue
L'idée de la pénalisation est d'introduire dans la fonctionnelle globale (6.2), deux termescomplémentaires :1. Les Ns points dits solides n'ont pas été fondus. Donc leur température n'est jamaispassée au-dessus de Tl. En conséquence, on peut ajouter le terme suivant à J()
Js() = NsXk=1
DMaxi=1;NtT hik   TsE2
En eﬀet, ce terme n'engendre pas de contribution à la fonctionnelle globale si les Nspoints restent à l'état solide.2. Les Nl points dits liquides ont fondu. Donc leur température est passée au-dessus deTs. En conséquence, on peut mettre le terme
Jl() = NlXk=1
DTs  Maxi=1;NtT hikE2
En eﬀet, ce terme n'engendre pas de contribution à la fonctionnelle globale si les Nlpoints ont fondu.
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La minimisation porte maintenant sur la fonctionnelle déﬁnie par :
J() = NtNm
0@ NtXi=1
NmX
j=1
Tmij   T hij()2
1A+ (1  )Ns +Nl (Js() + Jl()) (6.2)
où  est un poids associé à chaque sous-fonctionnelle. Les deux fonctionnelles sont norma-lisées par le nombre de points considérés.Pour les deux termes complémentaires, il n'existe pas d'échantillonnage en temps et laT hk (resp. T hp ) représente la température maximale vue par le n÷ud k (resp. p).Pour traiter notre problème, on utilise le logiciel "IOSO Technology" (Indirect Optimizationon Self-Oganization), basé sur des méthodes d'optimisation inspirées de la théorie de l'auto-organisation dans les systèmes biologiques [2][3][4]. Les deux logiciels IOSO et TransWeldétant indépendants on doit écrire un programme interface. Tout d'abord, l'interface doitlire le ﬁchier de paramètres d'optimisation de IOSO ("Input.dat"), ensuite modiﬁer lesparamètres du modèle éléments ﬁnis Transweld, et lancer ce dernier. TransWeld est alorschargé de calculer la valeur de la fonction objectif J et de la transmettre à IOSO par l'in-termédiaire d'un ﬁchier de sortie ("Output.dat"). Il faut souligner que plusieurs itérations
Figure 6.29  Schéma d'algorithme d'optimisation. Chaque itération est constituée desétapes numérotées de 1 à 7
d'optimisation sont nécessaires à l'identiﬁcation pour parvenir à trouver un jeu de para-mètres satisfaisant. A chaque nouvelle itération, un nouveau jeu de paramètres est proposépar IOSO et utilisé pour résoudre les équations du modèle (un calcul transitoire completthermique et mécanique). Etant donné que le calcul mécanique à pour objectif de simulersimplement l'apport de matière, celui-ci est simpliﬁé dans cette analyse, en considérantque le comportement du matériau (à l'état solide et liquide) est newtonien. L'allure de lafonctionnelle est une nappe mathématique, comportant de multiples minima. Il est doncimportant que le jeu optimal ne soit pas un minimum local mais global.Rappelons que le modèle numérique de TransWeld comporte : Un modèle thermique de conduction de chaleur Un modèle mécanique d'écoulement (équation de Navier Stokes), nécessaire pour
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simuler l'apport de matière (cf. chapitre 4).
6.4 Simulations numériques et analyses comparatives calcul-expérience
6.4.1 Simulations numériques 316LN6.4.1.1 Modèle numérique et jeux de donnéesLa simulation de l'essai de soudage présenté à la section (6.2.2) a été réalisée, pour desraisons de symétrie, sur une demi-éprouvette de dimension 250 69 10:5 mm3 (Fig.6.2).Il s'agit d'une ligne de soudure correspondant au test no3, pour lequel le chargement ther-mique est identiﬁé. Dans la simulation, nous avons considéré les paramètres de soudagenominaux, qui sont : Tension de soudage : 29 V Intensité de soudage : 360 A Vitesse de soudage : 10 mm/s Diamètre de du ﬁl d'apport : 1.2 mm Vitesse de dévidage du ﬁl d'apport : 12 m/min
Le maillage utilisé est donné ﬁgure 6.30. Ce maillage est constitué de 151177 élémentset 30085 n÷uds. Initialement la température de la plaque est de 20oC. Les pertes dechaleur s'eﬀectuent sur toutes les surfaces par convection naturelle et rayonnement avecl'environnement. Le coeﬃcient d'échange par convection est imposé h = 5 W=(m2K) et latempérature du milieu extérieur est choisie : Text = 20 oC. L'émissivité  est obtenue par leprocessus d'identiﬁcation. Une condition adiabatique est imposée sur le plan de symétrie.Pour modéliser l'apport de chaleur, parmi les diﬀérents modèles existants, nous avonsretenu une distribution surfacique et uniforme dans un disque de rayon (R1). En eﬀet, uneforme de ﬂux plus complexe augmenterait le nombre de paramètres à optimiser ainsi quele nombre de solutions du problème d'optimisation.De plus, nous introduisons deux paramètres d'optimisation qui sont : le facteur f de modiﬁcation de la conductivité thermique (isotrope) du liquide, oùf = =l. le poids de distribution de la puissance w entre l'apport de chaleur surfacique etl'apport volumique
P = UI = Psurf + Pvol = wP + (1  w)P
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Au ﬁnal, le problème d'identiﬁcation est basé sur cinq paramètres : , , R1, f et w.Les caractéristiques thermophysiques pour l'acier 316LN correspondent à celles donnéesen annexe A.
Figure 6.30  Maillage EF. A gauche, vue de dessus. A droite, zoom sur la zone près ducordon. La taille de maille varie entre 1 mm et 5 mm
La ﬁgure 6.5 présente les diﬀérentes positions des appuis. Les vitesses selon y (directiontransversale) sont imposées nulles sur le plan de symétrie. Les appuis sont modélisés dansun premier temps par des conditions de contact unilatéral avec frottement linéaire. Poursimpliﬁer le problème on a choisi dans un deuxième temps de bloquer le noeud représentantl'appui du centre (sous la ligne de fusion) et d'imposer une vitesse verticale nulle (vz = 0)sur les deux autres appuis.
6.4.1.2 Recalage de l'apport de chaleurPour réaliser cette identiﬁcation, le test n3 de la campagne expérimentale présentéepréalablement a été utilisé. En eﬀet, cet essai présentait les résultats les plus favorables,en terme de température et déplacement.Une proportion signiﬁcative de l'énergie transférée pendant le soudage MAG est assuréepar les gouttelettes de métal. Cette énergie est distribuée dans un cylindre sous la surface dubain. La profondeur de ce cylindre est supposée être deux fois le diamètre des gouttelettes(cf. chapitre 1.4).A partir des relations présentées dans la section (1.4.3.1) et des paramètres de soudageon estime le diamètre du cylindre à 2 mm soit R2 = 1 mm et sa hauteur à 2 fois son rayon.La puissance de soudage est généralement répartie comme suit : 30 à 40% de la puissance esttransmise dans le cylindre et 60 à 70% est transmise par une source de surface représentantl'action thermique de l'arc [5], soit avec nos notations w = 0:65. Toutefois, pour valider ounon ce résultat, le paramètre w représentant la fraction de puissance distribuée en surfaceest laissé libre.Notons qu'une première étude numérique a montré que les températures maximales me-surées sont largement sous estimées. En eﬀet, cela vient sans doute du type de thermocoupleutilisé, qui présente un temps de réponse trop important et du contact thermocouple-pièce
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qui n'est pas parfait. Partant de ces constatations nous avons décidé de baser le processusd'identiﬁcation sur la phase de refroidissement des courbes mesurées (à partir de 400oCjusqu'à la température ambiante). Cela modiﬁe simplement les points considérés dans lapremière partie de la fonctionnelle globale (éq. 6.2 ).Le résultat de ce processus d'identiﬁcation est donné dans le tableau 6.9. A titre indica-Essai  R1 (mm)  w fTest n3 0.85 8.5 0.25 0.70 20
Tableau 6.9  Acier 316LN- Paramètres estimés par l'identiﬁcation automatique par analyseinversetif, cette identiﬁcation a été réalisée sur un PC Windows équipé d'un processeur Pentium4 à 2.8GHZ et possédant 1Go de RAM. Le temps de calcul CPU est d'environ 96h, re-présentant 40 itérations (calcul thermique et mécanique). Pour cette identiﬁcation nousretrouvons que le poids w est de 70%, ce qui est conforme aux constatations de la littéra-ture [5]. Signalons aussi la faible valeur de l'émissivité obtenue par le processus d'identi-ﬁcation. Même si l'état de surface des plaques utilisées dans nos essais est mauvais, cettevaleur nous semble faible. La valeur du facteur de modiﬁcation de la conductivité f, peutsembler élevée mais néanmoins conforme à la littérature [6].
6.4.1.3 Comparaison thermiqueLa ﬁgure 6.31 montre une comparaison des zones fondues expérimentale et prédite parle calcul. Cette dernière concorde bien avec l'expérience. Signalons que le post-processeurde TransWeld ne donne pas accès direct à la zone fondue, il nous a fallu choisir une sectionde coupe qui nous permet de voir la profondeur de la zone fondue et la hauteur de cordon(ﬁg. 6.31).Les résultats concernant la largeur, hauteur et profondeur du cordon sont donnés dansle tableau 6.10. On peut voir que les dimensions prédites sont proches des dimensionsmesurées. Cordon Largeur (mm) hauteur (mm) profondeur (mm)Modèle 12.8 2.5 5.1Expérience 13.0 2.4 4.8
Tableau 6.10  Acier 316LN- Comparaison des dimensions du cordon calculées et mesurées
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Figure 6.31  Acier 316LN- Forme du cordon : comparaison modèle-expérience
La comparaison entre les températures calculées avec le jeu de paramètres obtenu parle processus d'identiﬁcation et celles mesurées, est présentée sur les ﬁgures 6.32, 6.33 et6.34. Comme on pouvait s'y attendre, l'écart maximal pendant la phase de chauﬀage estimportant. Sur la phase de refroidissement sur laquelle s'est basée l'identiﬁcation (T <400 oC), l'écart moyen entre les températures calculées et mesurées est de 20 oC. Au total,le processus d'indentiﬁcation nous semble correct, validé par la cohérence des informationstempératures (phase de refroidissement) et forme de zone fondue.
Figure 6.32  Acier 316LN- Comparaison des températures simulées et expérimentales dutest no3 (Thermocouples (1,5,7,11))
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Figure 6.33  Acier 316LN- Comparaison des températures simulées et expérimentales dutest no3 (Thermocouples (2,4,8,10))
Figure 6.34  Acier 316LN- Comparaison des températures simulées et expérimentales dutest no3 (Thermocouples (3,6,9,12))
6.4.1.4 Comparaison mécaniqueSignalons que contrairement au processus d'identiﬁcation, la simulation thermoméca-nique est maintenant eﬀectuée avec une loi de comportement élasto-viscoplastique telle quedécrite à la section (2.4). Les données rhéologiques ﬁgurent en annexe (A).
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La confrontation de l'évolution des déplacements verticaux calculés et mesurés au coursdu soudage et du refroidissement présentés sur les ﬁgures 6.35 et 6.37 montrent que le calculprédit des déplacements dont les tendances et les allures générales sont voisines de cellesobservées expérimentalement. Cependant, un écart important d'amplitude par rapport àl'expérience apparaît progressivement et perdure jusqu'au refroidissement ﬁnal. Le calculsous-estime les déplacements par rapport à la mesure. La confrontation des déplacementsﬁnaux est présentée dans le tableau ci-dessous :Capteur C1 C2 C3 C5Modèle (mm) -0.8 0.66 0.43 1.2Expérience (mm) -1.2 0.85 0.78 1.7
Tableau 6.11  Acier 316LN- Comparaison des déplacements résiduels calculés et mesurés
Figure 6.35  Acier 316LN- Comparaison des déplacements calculés et expérimentaux descapteurs C1 et C3 aux tests no2 et no3
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Figure 6.36  Acier 316LN- Comparaison des déplacements calculés et expérimentaux descapteurs C2 et C4 aux tests no2 et no3
Figure 6.37  Acier 316LN- Comparaison des déplacements calculés et expérimentaux descapteurs C5 et C6 aux tests no2 et no3
La ﬁgure 6.38 donne les isovaleurs des contraintes résiduelles équivalentes de von Mises.On peut voir que les contraintes sont principalement situées dans le cordon et dans sonvoisinage. Concernant les contraintes longitudinales (Fig. 6.39), les valeurs maximales sesituent dans la zone fondue et la ZAT avec des valeurs comprises entre -200 et +600 MPa(Fig. 6.39(b)). La ﬁgure 6.39(a) montre la distribution des contraintes transversales. Onpeut voir sur la ﬁgure 6.40 le proﬁl de contrainte résiduelle longitudinale à mi-épaisseur(z =  5 mm), dans la section transversale x = 125 mm. On peut voir que l'équilibre globaldes contraintes axiales est respecté.Les déformations plastiques cumulées sont localisées, quant à elles, autour du cordon
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de soudage et plus particulièrement dans la ZAT avec des valeurs comprises entre 2 et 5% (Fig. 6.41). Les déformations plastiques maximales sont situées autour du cordon desoudage et sur la face inférieure de la plaque.
Figure 6.38  Acier 316LN- Isovaleurs de contraintes équivalentes de von Mises [Pa] autemps t=400 s (ﬁn de refroidissement). A gauche, une vue générale incluant le plan desymétrie longitudinale. A droite, la distribution dans la section x= 95 mm
(a) contrainte transversale (b) contrainte longitudinaleFigure 6.39  Acier 316LN- Isovaleurs de contraintes transversales et longitudinales [Pa]
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Figure 6.40  Acier 316LN- Proﬁl de contrainte résiduelle longitudinale à mi-épaisseur(z =  5 mm), dans la section transversale x = 125 mm. La coordonnée y=0 correspondau plan de symétrie
(a) déformation plastique cumulée (b) pressionFigure 6.41  Acier 316LN- Isovaleurs de déformations plastiques cumulées et de pression[Pa]
En ce qui concerne la déformée ﬁnale, celle-ci est partiellement représentée par lescourbes des ﬁgures 6.42(a) et 6.42(b). On distingue l'aﬀaissement axial longitudinal (Fig.6.42(b)) et la déﬂection transverse en forme de V (Fig. 6.42(a)).
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(b) uz le long de l'axe de soudageFigure 6.42  Acier 316LN- Proﬁls de la déformée ﬁnale (face inférieure de la plaque)
Comparaison avec le logiciel WeldSimNous rappelons que le logiciel WeldSim (WS) est un logiciel de simulation numérique desoudage développé par IFE (Université d'Oslo) [7] et le Sintef [8] [9][10]. Cette comparaisona été eﬀectuée au cours du séjour au Cemef de Harald Aarbogh, doctorant du Sintef.Les ﬁgures 6.43, 6.44, 6.45 et 6.46 montrent une comparaison entre les proﬁls de dé-placement calculés avec WeldSim et TransWeld et les proﬁls de déplacement mesurés. Lamême tendance et les mêmes ordres de grandeur entre les deux codes sont observés maisceux-ci sous estiment les déplacements par rapport aux déplacements mesurés. Cependant,il reste des écarts entre les résultats des deux codes. Ces écarts sont dûs au chargementthermique qui est diﬀérent sur les deux codes pour cet essai. En eﬀet, l'identiﬁcation del'apport de chaleur sur WeldSim est basée sur l'utilisation de deux sources volumiques detype ellipsoïdal (Goldak), alors que nous utilisons dans TransWeld, une source de chaleursurfacique et une source volumique.
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Figure 6.43  Acier 316LN- Comparaison des déplacements calculés par WeldSim etTransWeld et expérimentaux du capteur C1 aux tests no2 et no3
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Figure 6.44  Acier 316LN- Comparaison des déplacements calculés par WeldSim etTransWeld et expérimentaux du capteur C2 aux tests no2 et no3
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Figure 6.45  Acier 316LN- Comparaison des déplacements calculés par WeldSim etTransWeld et expérimentaux du capteur C3 aux tests no2 et no3
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Figure 6.46  Acier 316LN- Comparaison des déplacements calculés par WeldSim etTransWeld et expérimentaux du capteur C5 aux tests no2 et no3
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6.4.1.5 ConclusionPour expliquer les écarts que nous avons observés entre les résultats expérimentaux etnumériques, nous pouvons avancer plusieurs hypothèses : L'analyse thermique que nous avons menée a relevé des écarts calcul-expérience im-portants en phase de soudage. Toutefois, nous avons pu vériﬁer précédemment que lechamp de température était correctement simulé pendant la phase de refroidissementet que les formes des zones fondues concordaient bien. Aussi, il nous semble que lasimulation thermique ne peut être tenue pour responsable des écarts relevés. Dans le calcul, les plaques sont supposées homogènes et libres de contraintes. Or, lesplaques ont été usinées pour les amener aux dimensions nominales. Une telle actiona pu générer des contraintes résiduelles qui n'ont pas été relaxées et qui ont perturbél'expérience. Le dernier point sur lequel se base notre analyse concerne le comportement méca-nique du matériau : en particulier le choix d'une hypothèse d'écrouissage isotrope etles paramètres de la loi de comportement. Ces paramètres ont été tirés de la litté-rature [11] et d'une base de données de notre partenaire de projet Transvalor. Lesdonnées élastoplastiques des deux sources sont relativement proches sur ce matériau,mais peuvent avoir une inﬂuence certaine. En outre, les données visqueuses ne sontaccessibles que dans la deuxième source. Ainsi, une analyse rigoureuse nécessiterait-elle des essais de caractérisation qui permettent d'identiﬁer de façon suﬃsammentprécise les caractéristiques thermomécaniques nécessaires à la simulation de soudage.Cette tâche n'a pu prendre place dans notre planning de travail, et reste donc à faire.
6.4.2 Simulations numériques Marval6.4.2.1 Modèle numérique et jeux de donnéesLa simulation de l'essai de soudage présenté à la section (6.2.3) à été réalisée, pour desraisons de symétrie, sur une demi-éprouvette de dimension 200 90 7:5 mm3 (Fig.6.2 et6.48). Il s'agit d'une ligne de soudure avec apport correspondant au test no1, pour lequelle chargement thermique est identiﬁé. Le maillage utilisé est donné ﬁgure 6.48. Ce maillageest constitué de 118557 éléments et 24147 n÷uds.Les caractéristiques thermophysiques et rhéologiques pour l'acier Maraging Marval18sont fournies par Aubert et Duval [12]. Les données d'entrée pour le modèle thermique sontles propriétés thermophysiques (, , cp) fonction de la température (communes aux diﬀé-rentes phases). Le modèle mécanique utilise une loi de comportement élasto-viscoplastiquemultiplicative en-dessous de la température du solidus. Les données pour le modèle méca-nique sont : ﬀs, K, m, n, E et . L'identiﬁcation de cette loi a été eﬀectuée pour chacune
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des phases martensite et austénite chez Aubert et Duval sur un intervalle de températurede 1200o C à la température ambiante. Faute d'une caractérisation précise, les paramètresde plasticité de transformation sont pris égaux à ceux de l'acier 16MND5 [13].Le diagramme TTT nécessaire au modèle métallurgique est obtenu à partir de la com-position de l'acier et à l'aide d'un utilitaire basé sur les relations de Kirkaldy [14] [15].Kirkaldy a développé une approche fondée sur le principe d'additivité, qui consiste à cal-culer les diagrammes TTT des aciers à partir de la composition chimique et de la taille degrain.La ﬁgure 6.47 montre le diagramme d'équilibre stable Fe-Ni (diagramme aproxima-tif de l'acier maraging). Ce dernier ne présente que deux phases et une transformationMartensite ﬁ Austénite. Nous considérons qu'à l'état initial, le Marval18 présente unestructure totalement martensitique.
Figure 6.47  Diagramme d'équilibre stable Fe-Ni (diagramme aproximatif de l'acier ma-raging) [16]
6.4.2.2 Recalage de l'apport de chaleurPour réaliser cette identiﬁcation, le test no1 de la campagne expérimentale présentéepréalablement a été utilisé. En eﬀet, ce test présentait les résultats les plus favorables, enterme de température et déplacement. Nous choisissons le même vecteur de paramètresd'optimisation que précédemment.
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Figure 6.48  Acier Marval18- Maillage EF et zoom sur la zone près du cordon. La taillede maille varie entre 0.5 mm et 5 mm
De même que pour l'acier inoxydable 316LN, le cylindre représentant l'apport de chaleurdes gouttelettes, a pour rayon R2 = 1 mm et pour hauteur 2 fois son rayon.Partant de la constatation que les proﬁls de température mesurés sont erronés pendantla phase de soudage (chauﬀage), seule la phase de refroidissement des courbes expérimen-tales est utilisée dans le processus d'identiﬁcation, c'est-à-dire pour T < 400 oC. Les valeursidentiﬁées ﬁgurent dans le tableau 6.12. On remarque que ces valeurs sont proches de cellestrouvées pour l'acier 316LN, à l'exception de l'émissivité, plus élevée pour le Marval18.Essai  R1 mm  w =lTest 1 0.82 7.8 0.73 0.72 9
Tableau 6.12  Acier Marval18- Valeurs des paramètres de soudage résultant de l'identiﬁ-cation, pour les essais sur l'acier Marval18
6.4.2.3 Comparaison thermiqueLes résultats sur la forme de la zone fondue et du cordon sont présentés sur la ﬁgure6.49 et dans le tableau 6.13. Comme nous l'avons vu sur les micrographies, la forme de lazone fondue est relativement complexe. Superposer une source volumique (prédéﬁnie) etune source surfacique, ainsi qu'augmenter artiﬁciellement la conductivité thermique dansla zone fondue semble, dans ce cas, insuﬃsant pour prédire correctement la zone fondue etrendre compte de l'eﬀet des mouvements convectifs. Cependant, on constate que la largeur,la hauteur du cordon et la profondeur de la soudure sont correctement prédites (tab. 6.13).D'autre part, la forme de la ZAT déﬁnie par Ac1 = 650 oC est correctement prédite par lecalcul (Figs. 6.49 et 6.50).
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Cordon Largeur (mm) hauteur (mm) profondeur (mm)Modèle (mm) 11.6 2.6 4.3Expérience (mm) 12.1 2.5 4.2
Tableau 6.13  Acier Marval18- Comparaison des dimensions du cordon calculées et mesu-rées
Figure 6.49  Acier Marval18- Forme du cordon et de la ZAT : comparaison modèle-expérience
(a) Fraction volumique de martensite après refroidissement de la plaque
(t=500 s)
(b) Fraction volumique de
martensite au temps t=10 s
sur une section transversale x
= 75 mmFigure 6.50  Acier Marval18- Carte métallurgique
Les ﬁgures 6.51, 6.52 et 6.53 présentent les courbes de température calculées et expéri-mentales en fonction du temps pour les diﬀérents thermocouples. Un écart de températureimportant est relevé pendant la phase de soudage, qui est dû, à notre avis, au type dethermocouple utilisé. Toutefois, pendant la phase de refroidissement, la température estbien estimée par le calcul. La température moyenne ﬁnale sur les diﬀérents thermocouples
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(à 550 secondes) mesurée est de 123oC. La température calculée est de 114oC, plus faiblede 9oC.
Figure 6.51  Acier Marval18- Comparaison des températures simulées et expérimentalesdu test no1 (Thermocouples (1,5,7))
Figure 6.52  Acier Marval18- Comparaison des températures simulées et expérimentalesdu test no1 (Thermocouples (2,4,8,10))
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Figure 6.53  Acier Marval18- Comparaison des températures simulées et expérimentalesdu test no1 (Thermocouples (3,6,9,12))
La ﬁgure 6.54 donne les isovaleurs de température au sein de la pièce à l'instant t = 10 s.
Figure 6.54  Acier Marval18- Distribution de température à t=10 s (oC)
6.4.2.4 Comparaison mécaniqueLes ﬁgures 6.55, 6.56 et 6.57 montrent une comparaison des déplacements transitoiressimulés et mesurés pour les diﬀérents capteurs. Comme pour l'essai avec l'acier inoxydable,le modèle numérique sous-estime les déplacements. Par contre, les tendances générales sontreproduites.
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Figure 6.55  Acier Marval18- Comparaison des déplacements calculés et expérimentauxdes capteurs (1,3) aux tests no1 et no2
Figure 6.56  Acier Marval18- Comparaison des déplacements calculés et expérimentauxdes capteurs (2,4) aux tests no1 et no2
La ﬁgure 6.58 montre les isovaleurs des déplacements ﬁnaux verticaux uz et horizontauxuy.
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Figure 6.57  Acier Marval18- Comparaison des déplacements calculés et expérimentauxdes capteurs (5,6) aux tests no1 et no2
(a) Uz (b) UyFigure 6.58  Acier Marval18- Isovaleurs des déplacements ﬁnaux de la plaque, aprèsrefroidissement
La ﬁgure 6.59 donne les isovaleurs de contraintes longitudinales et transversales rési-duelles obtenues après refroidissement et retour à température ambiante. Seules ces com-posantes sont importantes, les autres composantes du tenseur de contrainte sont quasimentnulles.
6.4.2.5 ConclusionPour expliquer les écarts que nous avons observé entre les résultats l'expérimentaux etnumériques pour les essais sur l'acier maraging, nous pouvons avancer les mêmes conclu-sions que pour le 316LN, sauf : que le Marval18 présente des transformations de phase non caractérisées. Ainsi, les hy-pothèses et simpliﬁcations faites dans la modélisation peuvent constituer une source
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(a) Contrainte transversale (b) Contrainte longitudinaleFigure 6.59  Acier Marval18- Répartition des contraintes résiduelles à la surface de laplaque
(a) Pression (b) Déformation plastique cumuléeFigure 6.60  Répartition de la pression et de la déformation plastique cumulée dans laplaque après refroidissement
d'erreur importante. L'identiﬁcation de la cinétique de transformation de l'austéniteen martensite en fonction des conditions de refroidissement ainsi que les donnéespermettant de déterminer la plasticité de transformation sont indispensables pourgarantir un minimum de ﬁabilité à ce type de calcul. à cela il faut ajouter les incertitudes liées à l'extrapolation des paramètres de laloi de comportement pour les hautes températures. La caractérisation précise ducomportement des phases à ces températures reste par contre indispensable.
6.5 Conclusion
Nous avons au cours de ce chapitre testé le modèle de comportement mécanique dé-veloppé et implanté dans TransWeld. Ce programme de validation s'est appuyé sur lasimulation numérique et expérimentale. Deux types d'essais ont été réalisés, le premier
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sur un matériau sans transformation métallurgique, le second sur un matériau sujet à destransformations structurales à l'état solide.Globalement, nous avons pu vériﬁer que les simulations donnent qualitativement lesbonnes tendances, mais un écart important en valeur absolue est relevé. Des mesures plusﬁables à haute température permettront une identiﬁcation et une simulation plus correctedu champ de température. Au niveau mécanique, la connaissance précise des paramètresde la loi de comportement est une condition nécessaire. Une caractérisation ﬁne sur unlarge intervalle de température doit désormais être eﬀectuée, ce qui permettra de statuersur la performance du modèle mécanique pour la simulation du soudage.
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Conclusions
Le travail présenté dans ce manuscrit a porté sur la mise en place d'une modélisationdu procédé de soudage des aciers par fusion. Dès le début de l'étude, une recherche bi-bliographique s'est avérée nécessaire aﬁn de tracer les contours de l'étude et d'appréciersa faisabilité au regard des objectifs ﬁxés : détermination des contraintes et distorsionsrésiduelles.Comme pour tout procédé de soudage, la description de celui-ci s'appuie sur des consi-dérations multiphysiques rendant complexe sa compréhension et par conséquent sa modé-lisation. La recherche bibliographique a mis en lumière plusieurs caractéristiques dont uneprise en compte rigoureuse est indispensable à la réalisation correcte du procédé :
Description des transferts de chaleur : Ce point consiste à déﬁnir de la meilleuremanière possible les apports et les transferts de chaleur lors du soudage. Une tech-nique de modélisation numérique qui repose sur une formulation en enthalpie duproblème thermique a été développée pour sa capacité à prendre en compte les ef-fets de chaleur latente. Le modèle mis en place comprend deux types de sources dechaleur : une source de chaleur surfacique représentant l'action de l'arc et une sourcevolumique représentant les eﬀets des gouttes (pour le soudage avec apport de métal).
Description des évolutions métallurgiques : Le passage d'une source de chaleur surun alliage métallique provoque un certain nombre de modiﬁcations métallurgiques. Ilest nécessaire de pouvoir les quantiﬁer car leur rôle sur les évolutions mécaniques estgénéralement important. Nous avons donc intégré un modèle de calcul des cinétiquesde transformations de phases au cours du chauﬀage et du refroidissement, couplé avecle calcul thermique et mécanique.
Comportement de la matière : La description du comportement apparaît aussi commeun point crucial et complexe de la modélisation du procédé en raison de la largegamme de comportements intervenant lors du procédé. Le modèle construit se basesur une loi de comportement hybride. Premièrement, un comportement élastovisco-plastique est adopté pour l'écoulement de matière en dessous de la température du
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solidus. D'autre part, un comportement viscoplastique est adopté au delà du soli-dus qui dégénère en comportement purement newtonien au delà de la températuredu liquidus. L'avantage d'un tel comportement est de tenir compte des mécanismesde plasticité prépondérants aux faibles températures et des mécanismes de viscositéà températures élevées. Les paramètres de ce comportement sont dépendants de latempérature. Par ailleurs, nous nous sommes eﬀorcés de mettre au point un modèlemécanique dans lequel chaque phase peut avoir son propre comportement mécanique.Ce modèle implanté dans TransWeld apporte une souplesse d'utilisation sans pourcela alourdir les calculs.Outre ces trois grandes caractéristiques du procédé de soudage nous avons travaillé surde nouvelles méthodes numériques. Ainsi dans cette thèse, nous avons présenté un travailsur :
L'adaptation de maillage : Notre but était d'eﬀectuer des calculs précis dans des géo-métries complexes et de contrôler l'erreur d'approximation sur le maillage. L'approcheque nous avons choisie dans cette thèse est une h-méthode basée sur un estimateur del'erreur d'interpolation permettant la construction d'une carte de métrique. Il s'agit,dans un premier temps, de majorer l'erreur d'interpolation. Une mesure discrète del'erreur dans laquelle apparaissent des contraintes de tailles (et de directions) estproduite à partir de cette majoration. Cette mesure est liée aux arêtes du maillageet au hessien de la variable considérée. Ceci revient à construire un champ de mé-trique anisotrope à partir de l'estimateur d'erreur. Il faut ensuite ajuster la taille (etla direction) des éléments en fonction de ce champ de métrique, ce qui conduit àmodiﬁer la notion de longueur qui sous-tend le calcul des distances des générateursde maillages.Cette approche a l'avantage d'être automatique et d'application générale, car indé-pendante du type de problème à résoudre. La méthode permet une adaptation baséesur plusieurs champs solutions de nature diﬀérente (température, contrainte, vitesse,fraction de phase, ...). Les résultats présentés dans ce travail ont démontré que cetteapproche était pertinente pour résoudre avec précision les problèmes instationnairesdans des temps de calcul raisonnables.
La modélisation de l'apport de matière : Le chapitre 4 est consacré à la simulationnumérique de l'apport de métal, pour laquelle nous avons présenté deux types deméthodes ; eulérienne et lagrangienne. Comme nous l'avons signalé, les méthodeseulériennes, VOF et Level Set, présentent l'avantage de pouvoir suivre implicitementles interfaces sur une grille ﬁxe et gérer facilement les changements topologiques deces interfaces. Ce n'est malheureusement pas le cas pour la méthode lagrangienne quinécessite un traitement complémentaire (contact matière-matière). Nous avons aussieﬀectué des études sur la conservation de masse et d'énergie des diﬀérentes approches.
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On a montré à travers un cas test que la conservation de masse est parfaitementsatisfaite dans l'approche lagrangienne. La méthode VOF permet aussi d'avoir uneerreur assez réduite indépendante du pas de temps choisi, ce qui n'est pas le cas de laméthode Level Set. Les pertes de masse dues à la méthode Level Set restent donc unproblème ouvert. Les méthodes présentées permettent de traiter l'apport de matièreen soudage à l'arc de façon plus physique et moins contraignante pour l'utilisateur.Elles ne supposent pas la connaissance de la géométrie du cordon avant d'eﬀectuerle calcul et ne nécessitent pas de phase de mise en données qui peut s'avérer trèspénible dans les approches classiques, notamment en soudage multipasse.
Écoulement dans la zone fondue : Connaître l'écoulement du métal liquide dans lazone fondue est un problème en soi. Il s'agit du sujet d'étude d'un grand nombre detravaux. Leur objectif est d'étudier l'inﬂuence des paramètres de soudage.Dans le modèle mis en place, un comportement newtonien a été adopté pour établircet écoulement. Seuls les courants de Marangoni et de convection naturelle sont prisen compte. Le modèle a permis de voir la forte inﬂuence du gradient de tension desurface sur l'écoulement et explique les diﬀérences de géométrie du cordon observéesexpérimentalement pour des énergies de soudage identiques.
Expérimentation et identiﬁcation des sources de chaleur : L'identiﬁcation des pa-ramètres des sources de chaleur est un point critique de la simulation du soudage carelle conditionne la validité de la simulation métallurgique-mécanique. Pour réalisercette tâche, nous avons développé une méthode inverse permettant d'estimer les pa-ramètres du modèle thermique qui minimisent l'écart calcul/expérience. Le processusd'identiﬁcation se base sur une fonction objectif construite à partir des histoires ther-miques mesurées par thermocouples et sur la forme de la zone fondue issue des coupesmacrographiques.L'étape suivante a alors été la réalisation d'essais instrumentés. Nous avons ainsi étéamenés à concevoir et à réaliser un montage expérimental permettant d'eﬀectuer des lignesde soudure. Des essais expérimentaux de soudage par le procédé MIG/MAG, sur desplaques instrumentées en capteurs de température et de déplacement ont été mis au point.Pour chaque essai trois tests ont permis de vériﬁer la reproductibilité des résultats. Desécarts ont cependant été observés ; nous les avons imputé au type de thermocouple uti-lisé, aux incertitudes de disposition des thermocouples et à la mauvaise qualité du contactthermocouple-pièce. Une comparaison entre les évolutions temporelles des déplacements(verticaux) expérimentales et celles calculées à l'aide du modèle numérique a été faite.Les évolutions des déplacements sont apparus cohérents avec les mesures expérimentales.Toutefois, les niveaux de déplacements sont sous-estimés par le calcul. Pour expliquer cesécart, nous avons avancé plusieurs hypothèses dont la détermination ou/et l'identiﬁcationdes paramètres de la loi de comportement.
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Perspectives
Le logiciel TransWeld présenté dans ce document est, dans sa forme actuelle, perfectibleà plusieurs niveaux :
Validation : L'analyse des simulations de soudage a montré que plusieurs points néces-sitaient des études complémentaires pour valider nos conclusions. De plus il seraitintéressant d'appliquer le logiciel sur d'autre conﬁgurations pour voir si les tendancessont les mêmes. Cette étape de tests sur diﬀérentes conﬁgurations peut s'inscrire dansle cadre d'un plan d'étude de validation mais aussi dans un plan d'étude de sensibi-lité. Le premier plan a pour objectif de permettre une validation plus complète quecelle menée au cours de ce travail. Les résultats actuels pouvant être complétés par denombreuses autres comparaisons avec des résultats de la littérature et des solutions deréférence. Il serait aussi intéressant de continuer et d'étendre le benchmark purementnumérique dont nous avons vu les premiers résultats au chapitre 2. Les comparaisonsentre diﬀérents logiciels et modèles fourniraient des éléments nouveaux pour identiﬁerde possibles améliorations et les méthodes les plus performantes. Pour la poursuitede l'étude, il nous paraît important de mener une analyse plus approfondie de lasensibilité du calcul aux paramètres du comportement mécanique et métallurgiquedu matériau (inﬂuence du type d'écrouissage, l'inﬂuence de l'eﬀet de restauration del'écrouissage, ..). Le plan d'étude de la sensibilité permettra ensuite de déterminerles limitations du logiciel TransWeld.Le travail eﬀectué fournit des résultats satisfaisants au regard des données expéri-mentales et des valeurs de températures mesurées lors des essais par thermocouplesà soudure chaude isolée. Cependant, il serait intéressant d'améliorer la méthode demesure des températures et de valider l'ensemble des modèles de TransWeld par desrésultats expérimentaux correspondant à plusieurs conﬁgurations de soudage. Cesconfrontations porteraient sur les températures, les distorsions et les contraintes ré-siduelles dans l'assemblage soudé. Aﬁn d'améliorer la prédictibilité des calculs, il estaussi important de bien connaître le comportement thermomécanique du matériau,ce qui nécessite une identiﬁcation des paramètres des lois de comportement.
Modélisation : Pour ce qui est de la modélisation, certaines perspectives sont tout àfait envisageables. Tout simplement, on peut par exemple représenter le caractèrecinématique en développant un modèle élasto-visco-plastique à écrouissage mixteisotrope et cinématique.La caractérisation du couplage entre le procédé et la pièce constitue une étape cléqui s'appuie à la fois sur l'expérience et sur la modélisation. Le couplage procédé-pièce devrait permettre de progresser dans la mise au point de procédés nouveaux(optimiser les paramètres de soudage tels que l'énergie, la vitesse de soudage, etc..),
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l'amélioration de la soudabilité opératoire (contrôler la forme et la surface du bainfondu) et l'amélioration de la soudabilité métallurgique (minimiser les risques d'ap-parition de défauts). La modélisation de bain de soudage demande de représenter leseﬀets combinés de la gravité, des forces électromagnétiques, des eﬀorts de tensionsuperﬁcielles (Marangoni), les estimations de pertes énergétiques (rayonnement, ..)et la prise en compte des eﬀets de la surface libre. Ainsi, l'introduction des forcesélectromagnétiques et une surface libre déformable dans le modèle d'écoulement pré-senté au chapitre 5 est l'étape naturelle qui permettra de disposer d'un modèle plusréaliste pour la modélisation de l'écoulement de métal liquide dans la zone fondue.Dans la même continuité, on pourrait envisager d'implémenter (en post-processing)des modèles de ﬁssuration à chaud lorsque l'endommagement par ﬁssuration se pro-duit en zone pâteuse ou en phase solide à très haute température à proximité de lazone fondue.Enﬁn, il est également possible d'étendre le logiciel TransWeld à d'autres procédés(laser, faisceaux d'électrons, ...) en introduisant des modèles de sources de chaleurexistants dans la littérature spéciﬁques à ces procédés.
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Annexe A
Propriétés de l'acier 316LN
(a) Masse volumique kg/m3 (b) Chaleur Massique J/kg K
(c) Conductivité thermique W/mK
Figure A.1  Propriétés thermophysiques du 316LN
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(a) Module de Young Pa (b) Module Poisson
(c) Dilatation thermique K 1 (d) Seuil de plasticité ﬀs PaFigure A.2  Propriétés thermomécaniques du 316LN, pour une loi EVP-VP mutliplicative
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(a) Consistance (K) à l'état solide (Loi
EVP)(Pa:sm) (b) Sensibilité (m) à la vitesse de déformation (LoiEVP)
(c) Consistance (K) à l'état pâteux et liquide (Loi
VP) (Pa:sm) (d) Sensibilité (m) à la vitesse de déformation (LoiVP)
(e) Coeﬃcient d'écrouissage (n)Figure A.3  Propriétés thermomécaniques du 316LN, pour une loi EVP-VP mutliplicative
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Annexe B
Propriétés de l'acier 16MND5
 Les coeﬃcients de dilatation : Phase ferritique f = 15 10 6 oC 1 Phase austénitique a = 23:5 10 6 oC 1. La diﬀérence de compacité : a;f = 4:83 10 3. Le facteur de plasticité de transformation : K = 7:1 10 5MPa 1 pour la martensite K = 10 4MPa 1 pour la bainite
 Le coeﬃcient de Poisson est pris égal à 0.3
Figure B.1  Propriétés thermophysiques du 16MND5 ([Cp] = J=Km3 et [k] = W=mK)
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(a) Module de Young GPa (b) Seuil de plasticité MPa
(c) Module d'écrouissage MPaFigure B.2  Propriétés thermomécaniques du 16MND5, pour une loi EP à écrouissageisotrope
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