Relief is a measure of attribute quality which is often used for feature subset selection. Its use in induction of classification trees and rules, discretization, and other methods has however been hindered by its inability to suggest subsets of values of discrete attributes and thresholds for splitting continuous attributes into intervals. We present efficient algorithms for both tasks.
Another shortcoming of Relief is that it assesses the relevance of a continuous attribute and not of the optimal split based on it, which is what we are actually interested in. A similar problem occurs with multi-valued attributes. This paper presents efficient algorithms for computing the Relief score of all possible thresholds for continuous attributes and for grouping values of discrete attributes. Theoretical time complexity analysis and practical experience show that their execution times are comparable to that of the ordinary Relief.
Algorithms
The idea of Relief and its derivatives is to reward the attribute for having different values on a pair of similar examples from different classes, and punish it for having different values on examples from the same class. Our algorithms will be based on ReliefF (Kononenko 1994 ), but the formulation will be general enough for their use on all variations of Relief that we are aware of.
We will reformulate the definition of ReliefF to expose the role of pairs of examples. ReliefF randomly selects m reference examples E and for each finds its k closest neighbors from each of the c classes. Let F be one such neighbor. We will denote this set of mkc pairs (reference, neighbor) as P. Each pair can potentially contribute
( 1) to ReliefF, where C(E) and C(F ) are classes of E and F , and p(C(E)) and p(C(F )) are their prior probabilities. For an attribute A, the actual contribution of the pair depends on the attributes' values, E A and F A . In this paper we compute the ReliefF of discrete and binarized continuous attributes, which is defined as a sum of contributions of example pairs on which the attribute has different values,
Pairs of examples with the same value of A do not contribute to ReliefF. We will illustrate the algorithms on data from Table 1 with m = 3 reference examples and k = 1 neighbors from each class. Suppose that the algorithm randomly chose reference examples 1, 2, and 6, and that their closest neighbors from both classes are as given in the (6, 3) , (6, 7)}. According to (1), all punishments and rewards are −1/3 and 1/3, respectively; for sake of simplicity we will use −1 and 1 instead.
Threshold search
Let A be a continuous attribute, and let A τ be a binary attribute derived from A so that A τ = 0 when A ≤ τ and A τ = 1 when A > τ . We need to find the value of τ which yields A τ with the highest ReliefF. The mental scaffolding behind the algorithm is illustrated in Fig. 1 . The upper part shows example pairs from P represented by their indices (column id in Table 1 ) aligned with the corresponding values of A. Pairs from different classes (which contribute f (E, F ) = +1 if E Aτ = F Aτ ) are connected with solid lines and pairs from the same class (f (E, F ) = −1) with dashed lines.
1 If we take, for instance, τ = 4.5 (the dashed vertical line), the derived attribute A τ has value 0 on examples 1 through 3, and value 1 on examples 4 through 7 (column A τ in Table 1 ). Two pairs, (2, 3) and (6, 7), have the same value of A τ and do not contribute to R(A τ ), according to (2). Pairs (3, 6), (2, 5) and (1, 4) give positive contributions since they are from different classes, and (1, 5) gives a negative contribution since examples 1 and 5 are from the same class, so R(A τ ) = 3 − 1 = 2. The optimal threshold is the one which crosses as many solid lines and as few dashed lines as possible. In our case the optimum is at 4 ≤ τ < 5.
R(A τ ) in Fig. 1 shows how R(A τ ) changes as τ goes from the minimal to the maximal value of A. Changes only occur where lines begin and end. Let B τ and E τ be sets of example pairs whose corresponding lines in Fig. 1 begin and end at τ , respectively: 
and
The first sum in (5) corresponds to contributions of pairs which are split (i.e. have different values of A τ ) at this threshold but not at a smaller one. Similarly, the second sum corresponds to contributions of pairs which would be split by a smaller threshold but not by this one. In a special case where E A = F A , the pair occurs in both sums at the same τ and its contribution cancels out.
Algorithm 1 first computes the value of R(A τ ) at all values of A appearing in the chosen example pairs P, according to (5). A suitable structure for storing this data is an ordered dictionary implemented as a tree. Values of R(A τ ) are then computed as partial sums of R(A τ ). If we are interested only in the optimal split, we do not need to store the entire R(A τ ) but only record its maximum and the corresponding τ .
Searching for subsets of discrete values
Let B be a discrete attribute with domain V = {v 1 , v 2 , . . . , v n }. Let V = {V 1 , V 2 , . . . , V l } be a partitioning of V , and let B V be a derived attribute with domain V, so that E B V = V j when E B ∈ V j . We need to find the partitioning V which yields B V with the highest ReliefF. (10) we merged multiple edges between the same vertices and added their contributions. B is irrelevant since R(B) = −2 + 1 + 1 + 1 − 1 = 0. Now consider an attribute B V defined by V 1 = {a, c}, V 2 = {b, d} ( Fig. 2(c) and the right column of Table 1 Formally, let C v i ,v j be a subset of example pairs from P such that B equals v i on one example and v j on the other,
For example, C a,c = {(1, 5), (6, 7)}. Contributions of pairs of values (weights of edges in Fig. 2(b) ) to ReliefF are
Since P is the union of C v i ,v j over all v i and v j , we have, from (2) and (8) R
We have expressed ReliefF as the sum of contributions of value pairs. Their computation is straightforward (Algorithm 2). We shall continue by expressing R(B V ) with these same contributions. We have, by (8),
By comparing (9) and (10) we see that the ReliefF of B V equals that of B without the contributions of pairs of B's values which are merged into the same value of B V , A possible heuristic approach to finding the partition which gives the maximal R(B V ) is similar to Kramer's (1994) algorithm for binarization of attributes based on impurity measures. We start with V i = {v i }, so B V is equivalent to B and R(B V ) = R(B). Then we iteratively merge the pair with the most negative contribution C(V i , V j ), increase the ReliefF of B V by C(V i , V j ) and update the contributions for other pairs,
as follows from (10). We stop when all the remaining contributions are positive or when there is only a single value left, which effectively removes the attribute. In our case, the algorithm would first merge a and c, and then b and d, arriving at the optimal partitioning V = {{a, c}, {b, d}} (Fig. 3) . When the number of values of B is reasonably small (modern computers can easily handle 15-20 values), we can perform an exhaustive search across all possible partitions. The algorithm starts with one subset containing all values and the other subset empty. The ReliefF of the single-valued B V is 0. Then it moves one value at a time from one subset to the other and recomputes the ReliefF. As obvious from (11), moving v k from V i to V j changes ReliefF by Moving only a single value at a time and still making only 2 |V |−1 steps to explore all binary splits is possible by ordering the subsets by the Gray code. The computation for our example is shown in Fig. 4. 
Time complexity
Let there be N examples from c classes described by A attributes. Let m and k be the number of reference examples and neighbors from each class, respectively. Šikonja and Kononenko (2003) showed that constructing P can be done in O(mNA) time, assuming that O(mkc ln N) is less than O(mNA).
In addition to that, the threshold search (Algorithm 1) stores mkc values into a dictionary whose size is at most the number examples, N, which takes O(mkc ln N) time. Construction of value-pairs contributions (Algorithm 2) requires adding the contributions of mkc pairs of examples to the matrix, hence the complexity is O(mkc). Under the above assumption, the asymptotic time complexity of both algorithms is dominated by that of the basic ReliefF.
The time complexity of merging the attribute's values after constructing the matrix depends upon the chosen algorithm. The heuristic algorithm is essentially an agglomerative clustering with a specific linkage and stopping condition, so its time complexity is O(|V | 2 ln |V |) (Day and Edelsbrunner 1984) . Exhaustive search takes 2 |V |−1 steps with |V | additions (13), hence its complexity is O(|V |e |V | ). Discrete attributes rarely have more than 10 values and hence at most 512 binary partitions, which can be scored instantly by modern computers.
Practical implementations of ReliefF evaluate all attributes at once to avoid the costly construction of P for each attribute separately. The same technique can be applied here. In practice, there is no noticeable difference between the running time of pure ReliefF and additionally executing the algorithms described in this paper.
Conclusion
The described algorithms solve the basic problem prohibiting a wider use of Relief for tasks such as induction of classification trees and rules, discretization of continuous attributes and feature construction. Although we derived them for ReliefF, they are easily adaptable to other variations of Relief, for instance RRelief (Šikonja and Kononenko 2003) , for as long as the basic premises about pair contributions hold, such as that the example pair with the same value of the attribute does not contribute to Relief.
