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Abstract
We introduce a useful and rather simple classes of BKP tau functions which which we shall shall
call “easy tau functions”. We consider the “large BKP hiearchy” related to O(2∞ + 1) which was
introduced in [3] (which is closely related to the DKP O(2∞)hierarchy introduced in [9]). Actually
“easy tau functions” of the small BKP was already considered in [29], here we are more interested
in the large BKP and also the mixed small-large BKP tau functions [3]. Tau functions under
consideration are equal to sums over partitions and to multi-integrals. In this way they may be
appliciable in models of random partitions and models of random matrices. Here in the part II we
consider multi-intergals and series of N-ply integrals in N . Relations to matrix models is explained.
This part of our work may be viewed as a developement of the paper by J.van de Leur [4] related to
orthogonal and symplectic ensembles of random matrices.
Key words: integrable systems, Pfaffians, symmetric functions, Schur and projective Schur func-
tions, random partitions, random matrices, orthogonal ensembles, symplectic ensembles, interpolating
ensembles.
1 Introduction
This is the second part of the paper ”Pfaffian structures and certain solutions to BKP hierarchies”
devoted to the special family of tau functions which may be called “easy tau functions”; for the first part
see [2]. In the first part we consider sums over partitions originating from both small and large BKP
hierarchies introduced respectively in [9] and [3]. We shall refer the large BKP hierarchy just as the
BKP one, and tau functions of the large BKP as BKP tau function. Here we consider certain classes of
multiple integrals which depend on parameters and which may by treated as BKP tau functions where
the parameters play the role of higher times. Let us note that sums and integrals related to the small
BKP hierarchy was previousely considered in [29].
In both parts of our work we use the fermionic approach to tau functions suggested in [9] and used
in [3] to study large BKP, multicomponent BKP and mixed of large and small BKP tau functions.
Sums of the previous part of our paper [2] and the integrals considered below may be related in two
different ways. (A) The first way is the straightforward specification of the integration measure which
may be chosen as the sum of Dirac delta functions. (B) The second is the presentation of an integral
in form of the asymptotic series (in this case the integral may be viewed as the Borel summation of the
series). In this second way we equate multiple integrals to multiple series and this may be viewed as a
sort of Fourier transform. In the fermionic method which we use the second way follows directly from
the formula
ψ(x) =
∑
n∈Z
ψnx
n (1)
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which allows to re-write integrals over x which enter expectation values in terms of sums.
Some multiple integrals considered below originate from studies of ensembles of random matrices. The
link between matrix integrals and soliton theory was found in [18] for β = 2 ensembles, and in [5], [6] for
orthogonal β = 1 and symplectic β = 4 ensembles of random matrices. Here we complete the list of multi-
integrals and sums which may be recognized as (large) BKP tau functions. In particular we consider
partition functions for circular β = 1, 2, 4 ensembles as BKP tau functions. In case of applications to
matrix models BKP higher times play the role of the so-called coupling constants; then it is convenient
to write the perturbation series in coupling constants in form of a sum over partitions. The perturbation
series may be asymptotic one in this case the multi-integral if it is well-defined play a role of Borel
summation of the series.
2 Multiple integrals
We shall consider two types of multi-integrals. The first type is a N -integral where each of these
integrals is evaluated along the same contour, say γ, namely, this is a integral over γ×N . Examples
of such integrals applicable for the presentation of the orthogonal and symplectic ensembles are widely
known. The contour may be a circle S1 (for circular ensembles), or, it may be a real line R. The second
type are integrals over CN N = 2n where each integral over C is actually evaluated over a domain in the
complex plane, say, upper halfplane. To describe ensembles like the real Ginibre one we need the both
types of integrals.
To describe integrals below we need certain data denoted by A¯ := (A, a) (compare with [2]) where
A and a are respectively functions of two and one variables provided A(z, z′) = −A(z′, z) (instead of
functions distribution may be also considered).
The notation A¯(z) is analogous to (200), denoting the Pfaffian (see Appendix A.1 for the definition)
of an skew symmetric matrix A˜:
A¯(z) := Pf[A˜] (2)
whose entries are defined, depending on the parity of N , in terms of a skew symmetric kernel A(z, w)
(possibly, a distribution) and a function (or a distribution) a(z) as follows:
For N = 2n even
A˜ij = −A˜ji := A(zi, zj), 1 ≤ i < j ≤ 2n (3)
For N = 2n− 1 odd
A˜ij = −A˜ji :=
{
A(zi, zj) if 1 ≤ i < j ≤ 2n− 1
a(zi) if 1 ≤ i < j = 2n
(4)
In addition we define A¯0 = 1.
2.1 Integrals along contours
Integrals along γ×N . First we generalize some results of [4], where nice fermionic expressions were
found for the partition functions of orthogonal and symplectic ensembles in γ = R case.
Let dµ be a measure supported on a contour γ on the complex plane. We suppose that ς is a parameter
along the contour. Our main examples of γ are as follows :
(A) An interval on the real axes −∞ ≤ z <∞. Then ς(z) = z ∈ R
(B) A segment of the unit circle: given by z = eiϕ, 0 ≤ ϕ ≤ θ, 0 ≤ θ ≤ 2π. In this case ς(z) = arg(z)
We shall study N -fold integrals over the cone ΛN
z = (z1, . . . , zN) ∈ ΛN iff z1, . . . , zN ∈ γ and ς(z1) > · · · > ς(zN) (5)
defined as follows
I(1)(t∗, N, A¯) :=
∫
ΛN
∆N (z) A¯(z)
N∏
i=1
dµ(zi, t
∗) (6)
2
where the notation A¯(z) was defined earlier in (2) and where
∆N (z) =
N∏
i<j
(zi − zj) (7)
and
dµ(z, t∗) := e
∑∞
n=1 t
∗
nz
n+t∗0 log z−
∑∞
n=1 t
∗
−nz
−n
dµ(z) (8)
Here the set t∗ = {t∗n, n ∈ Z} are parameters (sometimes called coupling constants). We assume that
the measure dµ(z, t∗) is chosen in a way that the integral (87) is convergent.
Using various specifications of A¯ we in particular obtain 1
I
(1)
1 (t
∗, N) :=
∫
ΛN
∆N (z)
N∏
i=1
dµ1(zi, t
∗) (9)
I
(1)
2 (t
∗, N = 2n) :=
∫
Λn
∆n(z
2)2
n∏
i=1
dµ2(zi, t
∗) (10)
I
(1)
4 (t
∗, N = 2n) :=
∫
Λn
∆n(z)
4
n∏
i=1
dµ4(zi, t
∗) (11)
where
dµ1(z, t
∗) = dµ(z, t∗) = e
∑∞
n=1 t
∗
nz
n+t∗0 log z−
∑∞
n=1 t
∗
−nz
−n
dµ(z) (12)
dµ2(z, t
∗) = (−1)t∗0e2
∑∞
n=1 t
∗
2nz
2n+2t∗0 log z−2
∑∞
n=1 t
∗
−2nz
−2n
dµ(z) (13)
dµ4(z, t
∗) = e2
∑∞
n=1 t
∗
nz
n+2t∗0 log z−2
∑∞
n=1 t
∗
−nz
−n
dµ(z) (14)
These three integrals are related to the well-known random ensembles if γ = R or γ = S1, see [16]. In
case γ = R integrals I
(1)
1 ,I
(1)
2 and I
(1)
4 describe respectively the models of random symmetric, of real
symmetric and of symplectic matrices. In case γ = S1 integrals I
(1)
1 , I
(1)
2 and I
(1)
4 describe respectively
β = 1, 2, 4 circular ensembles.
Other examples:
I(1)m (t
∗, N) :=
∫
ΛN
∆
(m)
N (z)∆N (z)
N∏
i=1
dµm(zi, t
∗) , m = 5, 6, 7, 8, 9 (15)
where by ∆(m) we denote the following various Vandermond-like products:
∆
(5)
N (z) = ∆
(5)
N (z, f, c) :=
N∏
i<j
f(zi)− f(zj)
f(zi) + f(zj) + cf(zi)f(zj)
(16)
(c is a constant and f is a arbitrary function). The case c = 0, f(z) = z is related to the so-called Bures
ensembles [42] and for c = 0 let us use the notation
∆∗N (x) :=
N∏
i<j
zi − zj
zi + zj
(17)
used earlier in [29]. Then
∆
(6)
N (z) :=
N∏
i<j
f(zi)− f(zj)
1− f(zi)f(zj) (18)
∆
(7)
N (z) :=
N∏
i<j
f(zi)− f(zj)
f(zi) + f(zj)
Hf
(
1
f(zi) + f(zj)
)
(19)
1Via fermionic construction used both in [2] and in the present paper sums S
(1)
i may be related to I
(1)
i . In our notations
below we keep the numeration adopted in [2] which is rather conventional.
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where Hf denotes the Hafnian (see Appendix A.1, where one needs to pay attention to the case of N
odd where we add a variable zN+1 to the set of z1, . . . , zN and then put zN+1 = 0).
∆
(8)
N (z) := ∆N (f(z)) =
N∏
i<j
(f(zi)− f(zj)) (20)
∆
(9)
N (z) := Pf
1
f(zi)− f(zj) =
1
∆N (f(z))
Symm

 ∏
i,j∈J1
(f(zi)− f(zj))2
∏
i,j∈J2
(f(zi)− f(zj))2

 (21)
where the last equality is known due to the works on quantum Hall effect [90] where zi is related to the
particle i. The two subsets, J1 and J2 , each have N/2 particles for N even and (N −1)/2 and (N +1)/2
for odd N . Symm indicates the symmetrization over the distributions of the particles (variables zi,
i = 1, . . . , N) into these subsets.
At last ∆
(10)
n (z) is the Vandermond determinant
∆(10)n (z) := ∆2n(z1,
1
z1
, . . . , zn,
1
zn
) = ∆n(z)
2
∏
i,j=1,...,n
(1− zizj)
n∏
i=1
z1−2ni (22)
Let us note that up to a sign factor ∆
(10)
n (z) coincides with its absolute value in case all |zi| = 1.
Now let us present the specifications of data A¯ giving rise to the integrals (9)-(15). For (26)-(29)
we have used the series of papers by Ishikawa and co-authors (see [89], [87] and references therein) as a
source of Pfaffian relations. Eq-s. (21),(30) borrowed from [90].
A1(zi, zj) =
1
2
sgn (ς(zi)− ς(zj)) , a1(z) = 1 (23)
A2(zi, zj) = δ(zi + zj)sgn (ς(zi)− ς(zj)) (24)
A4(zi, zj) =
1
2
(∂ziδ(zi − zj)− (i↔ j)) (25)
A5(zi, zj) =
f(zi)− f(zj)
f(zi) + f(zj) + cf(zi)f(zj)
(26)
A6(zi, zj) =
f(zi)− f(zj)
1− f(zi)f(zj) (27)
A7(zi, zj) =
f(zi)− f(zj)
(f(zi) + f(zj))2
(28)
A8(zi, zj) =
(f(zi)
n − f(zj)n)2
(f(zi)− f(zj)) (29)
A9(zi, zj) =
1
f(zi)− f(zj) (30)
A10(zi, zj) =
1
2
(
δ
(
zi − 1
zj
)
− (i↔ j)
)
(31)
Proposition 1. For each choice of contour γ, data dµ and A¯ provided that the integral I(1)(t∗, N, A¯)
exists, this integral is a tau function of the large 2-BKP hierarchy with respect to the time variables t∗
and the discrete variable N .
4
Applications and remarks . Applications of the integrals I(1) we know are as follows
(0) The series (87) for a special choice of data A¯ may be identified with the partition function of the
Mehta-Pandey interpolating ensembles, see [16], Chapter 14. This link will be explained below.
(1) In case γ = R the integral I
(1)
1 (up to a factor equal to the volume of O(N) group) coincides with
the partition function of the orthogonal Wigner-Dyson ensemble (see [16], Chapter 7) with a generalized
(not necessarily Gaussian) probability weight parametrized by t∗. The link of this model with integrable
systems (Pfaff lattice) was discovered in [5]. The nice expression for I
(1)
1 as fermionic vacuum expectation
value was found in [4] and in this way it was shown that I
(1)
1 is a tau function of the large BKP hierarchy.
In case γ = S1 the integral I
(1)
4 is a partition function for the β = 1 circular ensemble, see [16], Section
10.1. In the present paper we consider an arbitrary γ and add the dependence on t∗n, n < 0.
(2) The integral I
(1)
2 (up to a factor) coincides with the partition function of the ensemble of anti-
symmetric Hermitian matrices, see [16], Chapter 13. The relation of this ensemble to integrable systems
follows from the fact that in the variables x = z2 it coincides with the known “one-matrix model” which
known to be Toda chain tau function [18].
(4) In case γ = R the integral I
(1)
4 (up to a factor) coincides with the partition function of the
symplectic Wigner-Dyson ensemble (see [16], Chapter 8) with a generalized (not necessarily Gaussian)
probability weight parametrized by t∗. The nice expression for I(1)4 as fermionic vacuum expectation
value was found in [4] and in this way it was shown that I
(1)
4 is a tau function of the large BKP hierarchy.
In case γ = S1 the integral I
(1)
4 is a partition function for the β = 4 circular ensemble, see [16], Section
10.2 In the present paper we consider an arbitrary γ and add the dependence on t∗n, n < 0.
(5) The integrals I
(1)
5 where f(z) = z and c = 0 describe the so-called Aˆ0 statistical model, see
formula (30) in [66]2, and also the so-called Bures ensembles which appears in quantum chaos problems
where random density matrix appear [42]. The integrals I
(1)
5 where f(z) = e
iz and c = 0 contains
∆N (z)∆
(5)
N (z, f, 0)
N∏
i=1
dzi =
N∏
k<j
(zk − zj)
N∏
k<j
tanhπ(zk − zj)
N∏
i=1
dzi
which up to a normalization constant coincides with the Plancheral measure for the group SL(N,R)
(and for the symmetric space SL(N,R)/SO(N)), see Section 17.2.8 in [40] where put λi =
1
2zi.
(6)-(7) Unknown
(8) Integral I
(1)
8 where f(z) = z may be considered as the ground state wave function for fractional
quantum Hall state with filling factor 5/2 (MooreRead state), see for instance [91], re-written in moment
representation (moments t were introduced in [92] to describe quantum Hall droplets in the quasiclassical
limit).
(9) Unkown
(10) Unitary ensemble (under the change ui = zi + z
−1
i ).
2.2 Integrals over complex plane
Here we shall consider more general case of multi-integrals over complex planes. First let us introduce
the ordering of a given number of points z1, . . . , zN on the complex plane. We impose
ℜzi ≥ ℜzi+1 (32)
and if ℜzi = ℜzi+1 then ℑzi ≥ ℑzi+1. Then we introduce
z = (z1, . . . , zN) ∈MN iff
{
ℜzi > ℜzi+1
ℑzi > ℑzi+1 if ℜzi = ℜzi+1.
(33)
By z¯ we shall denote complex conjugated to z (it should not be mixed it with the special notation
A¯ := (A, a)).
2In [66] the grand partition function for Aˆ0 model was considered and it was shown that it is a KdV tau function
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Now let us consider 2N-ply integrals similar to (87) where the integral over ΛN is replaced by the
integral over MN :
Ic(t, N) =
∫
MN
∆N (z)A¯(z)
N∏
i=1
eϕ(zi,t
∗)dµ(zi, z¯i) (34)
where dµ(z, z¯) = dµ(z¯, z) is an arbitrary (perhaps, complex) symmetric measure.
Ginibre and interpolating ensembles. The models. Details concerning the so-called Ginibre
ensembles may be found in [16], Ch. 15.
Consider the Ginibre ensembles (i = 1, 2, 4 belows is related respectively to real, complex and real
quaternionic Ginibre enesembles) with a deformed measure
JGini (t, N) =
∫
dµi(Z, t) , i = 1, 2, 4 (35)
where Z
dµi(Z, t) = e
∑∞
m=1 tmTrZ
m
diµ(Z) (36)
where the measure diµ(Z), i = 1, 2, 4 is defined respectively by (298), (295) and (297).
Ginibre and interpolating ensembles and large BKP tau functions
Proposition 2. Integrals (35) are large BKP tau functions where t are higher times.
Let us restrict ourselves to the case
A(z, z¯, w, w¯) =
1
2
(
µ(z, z¯)δ(2)(z − w¯)− µ(w, w¯)δ(2)(w − z¯)
)
(37)
that is
z2i−1 = z¯2i, i = 1, . . . , N = 2n (38)
In this way we obtain partition function for the celebrated Ginibre ensembles, see see [93] for a review.
Below we re-enumerate variables zi as follows: z2i → zi, z2i−1 → zi, i = 1, . . . , n which a natural in view
of (38). Quaternionic Ginibre ensemble with a deformed measure
IGinqu−r(t
∗, N = 2n) =
∫
Mn
∆2n(z1, z¯1, z2, z¯2, . . . , zn, z¯n)
n∏
i=1
|zi − z¯i|eϕ(zi,t∗)+ϕ(z¯i,t∗)−|zi|2d2zi (39)
where now in view of the re-numeration above we write thatMn consists of the sets of z whereℜzi > ℜzi+1
and ℑzi > 0, and
µ(z, z¯) = |z − z¯|e−|z|2eϕ(z,t∗)+ϕ(z¯,t∗) (40)
where
ϕ(z, t∗) =
∞∑
n=1
t∗nz
n + t∗0 log z −
∞∑
n=1
t∗−nz
−n (41)
In case D is the upper half-plane and t∗n = tδn,2 we obtain an interpolating ensemble where t is an
interpolating parameter, see [94].
In the similar way we obtain the complex part of the real Ginibre ensemble. This time we take
dµ(z, z¯) = erfc
( |z − z¯|√
2
)
e−
1
2 z
2− 12 z¯2eϕ(z,t
∗)+ϕ(z¯,t∗)d2z (42)
The whole partition function which takes into account both complex and real parts of the spectrum of
this ensemble is easily obtained.
IGinr (t
∗, N) =
[N2 ]∑
m=0
∫
M2m,N−2m
∆2n(z1, z¯1, . . . , zm, z¯m, xm+1, . . . , xN ) dΩ
C
2m dΩ
R
N−2m (43)
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where the integration domain M2m,N−2m is as follows ℜz1 > · · · > ℜzm, x2m+1 > · · · > xN , zi ∈ C+
(upper halfplane), xi ∈ R, and where
dΩC2m =
m∏
i=1
erfc
( |zi − z¯i|√
2
)
eϕ(zi,t
∗)+ϕ(z¯i,t∗)d2zi , dΩ
R
N−2m =
N∏
i=2m+1
eϕ(xi,t
∗)dxi
(to get real Ginibre ensemble itself we put t∗k = − 12δk,2.)
2.3 Integrals as fermionic vacuum expectation values
We have
I(1)(t∗, N, A¯) = 〈N + t∗0|Γ(t∗+) e
∫
Λ2
A(z1,z2)ψ(z1)ψ(z2)dz1dz2+
∫
γ
a(z)ψ(z)φ0dz Γ¯(t∗−) |t∗0〉 (44)
where for Λ2 see (5).
In particular
I
(1)
i (t
∗, N) = 〈N + t∗0|Γ(t∗+) e
∫
Λ2
Ai(z1,z2)ψ(z1)ψ(z2)dz1dz2+
∫
γ
ai(z)ψ(z)φ0dz Γ¯(t∗−) |t∗0〉 (45)
where (Ai, ai) are given by (23)-(30). For instance
I
(1)
1 (t
∗, N) = 〈N + t∗0|Γ(t∗+) e
1
2
∫
γ
∫
γ
sgn(ς(z1)−ς(z2))ψ(z1)ψ(z2)dz1dz2+
∫
γ
ψ(z)φ0dz Γ¯(t∗−) |t∗0〉 (46)
where, say, for the β = 1 circular ensemble we take γ = S1 and ς(z) = arg(z). Then
I
(1)
2 (t
∗, N = 2n) = 〈N + t∗0|Γ(t∗+) e
1
2
∮
sgn(ς(z)−ς(−z))ψ(z)ψ(−z)dz+∮ ψ(z)φ0dz Γ¯(t∗−) |t∗0〉 (47)
For circular β = 4 ensemble we take γ = S1 and A(z1, z2) = δ
′(arg(z1)− arg(z2))
I
(1)
4 (t
∗, N = 2n) = 〈N + t∗0|Γ(t∗+) e
1
2
∮ ∂ψ(z)
dz
ψ(z)dz+
∮
ψ(z)φ0dz Γ¯(t∗−) |t∗0〉 (48)
Now turn to the integrals over domains in complex plane. We have
Ic(t∗, N) = 〈N + t∗0|Γ(t∗+) e
∫
M2
A(z1,z¯1,z2,z¯2)ψ(z1)ψ(z2)dµ(z1,z¯1)dµ(z2,z¯2)+
∫
C
a(z)ψ(z)φ0dµ(z,z¯) Γ¯(t∗−) |t∗0〉 (49)
(see (33) for M2.)
Quaternionic Ginibre ensemble with the deformed measure
IGinqu−r(t
∗, N = 2n) = 〈N + t∗0|Γ(t∗+) e
1
2
∫
C
(z−z¯)ψ(z)ψ(z¯)e−|z|2d2z Γ¯(t∗−) |t∗0〉 (50)
Real Ginibre ensemble with the deformed measure
IGinr = (51)
〈N + t∗0|Γ(t∗+) e
∫
C+
erfc
( |z−z¯|√
2
)
ψ(z)ψ(z¯)d2z+ 12
∫
R
∫
R
sgn(x1−x2)ψ(x1)ψ(x2)dx1dx2+
∫
R
ψ(x)φ0dx
Γ¯(t∗−) |t∗0〉
where the real Ginibre ensemble itself is related to the case t∗m = − 12δm,2.
2.4 Integrals in Pfaffian form
I(1)(t∗, N, A¯) = bPf
[
M¯ (1)(t∗)
]
i,j=1,...,N
(52)
where M¯ is the moment N ×N matrix which is defined as follows:
For N = 2n even
M¯
(1)
ij = −M¯ (1)ji =M (1)ij (t∗) (53)
where
M
(1)
ij (t
∗) =
∫
Λ2
zi1z
j
2A(z1, z2)dµ(z1, t
∗)dµ(z2, t∗) (54)
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For N = 2n− 1 odd
M¯
(1)
ij = −M¯ (1)ji :=
{
M
(1)
i,j (t
∗) if 1 ≤ i < j ≤ 2n− 1
M
(1)
i (t
∗) if 1 ≤ i < j = 2n (55)
where
M (1)n (t
∗) =
∫
γ
zna(z)dµ(z, t∗) (56)
In (52)
b = b(t∗+, t
∗
−) = e
∑∞
m=1mt
∗
mt
∗
−m (57)
For the other cases we have similar formulae.
For general complex case we have
I(c)(t∗, N, A¯) = bPf
[
M¯ (c)(t∗)
]
i,j=1,...,N
(58)
where
M (c)nm(t
∗
−) =
∫
M2
zn1 z
m
2 A(z1, z¯1, z2, z¯2)dµ(z1, z¯1, t
∗)dµ(z2, z¯2, t∗) , M (c)n (t
∗
−) =
∫
C
zna(z, z¯)dµ(z, z¯, t∗)
(59)
For the Ginibre cases
IGinqu−r(t
∗, N, A¯) = bPf
[
M¯Ginqu−r(t
∗)
]
i,j=1,...,N
, IGinr (t
∗, N, A¯) = bPf
[
M¯Ginr (t
∗)
]
i,j=1,...,N
(60)
where for the Ginibre quaternionic case we have
(
MGinqu−r
)
nm
(t∗) =
∫
C+
znz¯m(z − z¯)eϕ(z,t∗)+ϕ(z¯,t∗)−|z|2d2z , (61)
while for Ginibre real case (
MGinr
)
nm
(t∗) = (62)∫
C+
erfc
( |z − z¯|√
2
)
znz¯meϕ(z,t
∗)+ϕ(z¯,t∗)d2z +
1
2
∫
R
∫
R
sgn(x1 − x2)xn1xm2 eϕ(x1,t
∗)+ϕ(x2,t∗)dx1dx2
(for M2 see (33)), and (
MGinr
)
n
(t∗) =
∫
R
xneϕ(x,t
∗)dx (63)
2.5 Perturbation series - series in the Schur functions
To read this section we shall need some notations used in [2], see Appendix B.
Having the fermionic expresions we can re-write our integrals as series of the Schur functions over
partitions, see [2] as follows
I(t∗+, t
∗
−, N, A¯
∗) =
∑
λ∈P
A¯∗λ(t
∗
−)sλ(t
∗
+) = S
(1)(t∗+, N, U = 0, A¯∗(t
∗
−)) (64)
where we use notations of [2], see formula (199) and formulae (200)-(202) in Appendix B, where for
A¯ = (A, a) we take A¯∗ = (A∗, a∗), defined as follows:
For integrals I(1)(t∗, N, A¯∗) from (45) we have
A∗nm(t
∗
−) =
∫
Λ2
zn1 z
m
2 A(z1, z2)e
ϕ(z1,t
∗
−)+ϕ(z2,t
∗
−)dz1dz2 , a
∗
n(t
∗
−) =
∫
γ
zneϕ(z,t
∗
−)a(z)dz (65)
where for Λ2 see (5).
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For integral (49)
A∗nm(t
∗
−) =
∫
M2
zn1 z
m
2 A(z1, z¯1, z2, z¯2)e
ϕ(z1,t
∗
−)+ϕ(z2,t
∗
−)d2z1d
2z2 , a
∗
n(t
∗
−) =
∫
C
zneϕ(z1,t
∗
−)a(z, z¯)d2z
(66)
(for M2 see (33)).
For quaternionic Ginibre ensemble (39) from (50) we get
A∗nm(t
∗
−) =
∫
C+
znz¯m(z − z¯)eϕ(z,t∗−)+ϕ(z¯,t∗−)−|z|2d2z (67)
(for M2 see (33))
For real Ginibre ensemble (43) from (51) we get
A∗nm(t
∗
−) = (68)∫
C+
erfc
( |z − z¯|√
2
)
znz¯meϕ(z,t
∗
−)+ϕ(z¯,t
∗
−)d2z +
1
2
∫
R
∫
R
sgn(x1 − x2)xn1xm2 eϕ(x1,t
∗
−)+ϕ(x2,t
∗
−)dx1dx2
(for M2 see (33)), and
a∗n(t
∗
−) =
∫
γ
xneϕ(x,t
∗
−)dx (69)
Let us consider further examples
Circular β = 4 ensemble. Fermionic representation was written down in (48). In this case
A∗nm(t
∗
−) =
n−m
2
∮
xn+m−1 dµ4(t∗−, x) (70)
and
a∗n(t
∗
−) =
∮
xndµ4(x, t
∗
−) (71)
where
dµ4(t
∗
−, x) := x
2t∗0e−2
∑∞
m=1 x
−mt∗−mdx (72)
and where for the symplectic ensemble we take γ = R while for the circular ensemble γ = S1. In the
last case
A∗nm(0, t
∗
−) =
n−m
2
sn+m−t∗0 (−2t∗−) (73)
where sn := s(n) is a one-row Schur funtion (or, the same, complete symmetric function).
Ginibre quaternionic ensemble. Take t∗− = 0. We obtain
Anm = −Amn = m!δn+1,m , n < m (74)
which yields a formal perturbation series over partitions as follows
IGinqu−r =
∑
λ
N∏
i=1
hi!s{h}(t∗+) (75)
If we put t∗k → t∗k − 12δk,2, then for n < m we obtain
Anm = −Amn = 2i
∫ +∞
−∞
∫ +∞
−∞
(x+iy)n(x−iy)me−2y2ydxdy = 2πi
∫ ∞
0
dρ
∫ 2π
0
ρn+mei(n−m)φ−2ρ
2 sin2 φdρ2dφ
(76)
which may be expressed in terms of hypergeometric functions.
Ginibre real ensemble in details will be considered elsewhere.
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2.6 Series in zonal functions
Series in zonal functions are difficult to analyze, nevertheless we write down some of them here. Let us
write it in terms of Jacks polynomials.
First consider circular β = 2α (β = 1, 4) ensemble with N -ply integral. This is the integral I
(1)
β of (9)
and (11) where ΛN =
(
S1
)×N
. Here we used
∮
· · ·
∮ N∏
i6=j
(1− xix−1j )
1
α J
(α)
λ (x)J
(α)
λ (x)
N∏
i=1
dxi =
∏
1≤i<j≤N
Γ(ξi − ξj + 1α )Γ(ξi − ξj − 1α + 1)
Γ(ξi − ξj)Γ(ξi − ξj + 1) =: c
(α)
λ
(77)
where ξi := λi +
1
α (N − 1), 1 ≤ i ≤ N , [17]. This formula together with
e
2
α
∑∞
m=1mtmt−m =
∑
λ
d
(α)
λ J
(α)
λ (t+)J
(α)
λ (t−) (78)
I
(1)
β (t
∗, N) =
∑
λ
c
(α)
λ d
(α)
λ J
( 12 )(t∗+)J
( 12 )(t∗−) (79)
Some formulas on Jack polynomials see [95]:
Let Gs be the multiplication operator which increases all the pseudo-moments by s, i.e., λ =
(λ1, . . . , λr) 7→ λ+ (sr) = (λ1 + s, . . . , λr + s):
Gs : J (1/β)λ (z1, . . . , zr) 7→ J (1/β)λ+(sr)(z1, . . . , zr) =
r∏
i=1
zsi · J (1/β)λ (z1, . . . , zr) .
The second operator NNM changes the number of particles from M to N :
NNM : J (1/β)λ (t1, . . . , tM ) 7→ J (1/β)λ (z1, . . . , zN ) =
=
∮ M∏
j=1
dtj
tj
∏
1≤i≤N
1≤j≤M
(
1− zi
tj
)−β ∏
1≤i,j≤M
i6=j
(
1− ti
tj
)β
J
(1/β)
λ (t1, . . . , tM ) ,
where the integral is over a small cycle around the origin.
Repeatedly applying these operators to the s1-particle vacuum we obtain all the Jack polynomials,
i.e., if
λ :=
n−1∑
a=1
(sraa ) =
sn−1
rn−1
sn−2
rn−2
sn−3
rn−3
. . . . . .
s1
r1
the corresponding Jack polynomial has the following integral representation:
J
(1/β)
λ (z1, . . . , zN) = Nrnrn−1Gsn−1Nrn−1rn−2 · · · Gs2Nr2r1Gs1 · 1 =
=
∮ n−1∏
a=1
[
ra∏
i=1
dt
(a)
i
t
(a)
i
∏
1≤i≤ra+1
1≤j≤ra
(
1− t
(a+1)
i
t
(a)
j
)−β ∏
1≤i,j≤ra
i6=j
(
1− t
(a)
i
t
(a)
j
)β ra∏
i=1
(
t
(a)
i
)sa]
,
where zj := t
(n)
j , N = rn. In particular, for a rectangular λ = (s
r) we have
J
(1/β)
(sr) (z1, . . . , zN) =
∮ r∏
i=1
dti
ti
N∏
i=1
r∏
j=1
(
1− zi
tj
)−β∏
i6=j
(
1− ti
tj
)β r∏
i=1
tsi .
If β = 2, the latter becomes a τ -function:
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Let θ := θ(x) :=
∑∞
k=1 x
ktk, θi := θ(xi) with tk :=
1
k
∑N
j=1 z
k
j . Since e
2θ = e2
∑∞
k=1
∑N
j=1 x
kzkj /k =∏N
j=1 e
2
∑∞
k=1 x
kzkj /k =
∏N
j=1(1− xzj)−2 we have
〈
2n
∣∣Γ(t) exp ∮ ψ(x)ψ′(x)xadx∣∣0〉 = 〈2n∣∣ exp∮ e2θψ(x)ψ′(x)xadx∣∣0〉
=
∮ 〈
2n
∣∣ n∏
i=1
ψ(xi)ψ
′(xi)xai e
2θi
∣∣0〉∏ dxi
=
∮
∆(x)4
n∏
i=1
(
xai e
2θi
)∏
dxi
=
∮
∆(x)4
n∏
i=1
xai
∏
i,j
(1− xizj)−2
∏
dxi .
2.7 Asymmetric two-matrix ensembles and Interpolating Mehta-Pandey En-
sembles
This section was written as a proof of the conjecture of E.Kanzieper and V.Osipov [20] that interpolating
ensembles [22] are related to integrable systems. Interpolating ensembles have wide applications in
description of quantum chaos. They were also studied in relation to non-colliding Brownian motion,
see [60], [58].
Asymmetric two matrix models. Let a N by N matrix X is one of
X = R real symmetric (80)
X = Ra real anti-symmetric (81)
X = Q real self-dual (82)
X = Qa real anti-self-dual (83)
We introduce the four types of two-matrix models
ZHXN (l, t, t
′) =
∫ ∫
dHdX e c Tr HX +Tr V (H,l,t) +Tr V (X,l,t
′) (84)
where H is a Hermitian N by N matrix while a N by N matrix X is to be specified according to
(80)-(83). In (84)
V (H, l, t) = l ln detH +
∞∑
n=1
(
tnH
n − t¯nH−n
)
(85)
V (X, l, t′) = l ln detX +
∞∑
n=1
(
t′nX
n − t¯′nX−n
)
(86)
where t = (t1, t2, . . . ), t
′ = (t′1, t
′
1, . . . ) and an integer l are parameters.
Remark 1. In case tn = δn,2t2, t′n = δn,2t
′
2 these models coincide with the interpolating enesembles introduced
by Mehta and Pandey, see Chapter 14 [16].
Repeating the calculation by Pandey and Mehta in Ch 14 [16] integrals (84) may be reduced to the
integral (87).
We obtain
Proposition 3.
ZHXN (l, t, t
′) = c
∫
ΛN
∆N (z) A¯(z)
N∏
i=1
dµ(zi, t
∗) (87)
where
11
For the real symmetric case
Aij = erf
[(
α2 − 1
8v2α2
)1/2
(xi − xj)
]
, ai,N−1 = (88)
For the antisymmetric case
Aij = exp
(
−α
2 − 1
8v2α2
(x2i + x
2
j)
)
erf
[(
α2 − 1
8v2α2
)1/2
(xi − xj)
]
, ai,N−1 = exp−α
2 − 1
8v2α2
x2i (89)
For self-dual case
Aij = (xi − xj) exp
(
−(xi − xj)2 1− α
2
8v2α2
)
, α2 < 1 (90)
For anti-self-dual case for t′n = δn,2
Aij = (xi − xj) exp(
(
−(xi − xj)2α
2 − 1
8v2α2
)
, α2 > 1 (91)
Proposition 4. Integrals (84) are large BKP tau functions with respect to parameters N, l, t.
In case
c = t2 = − 1
4v2
, t′2 = −
1
4v2
(
1 +
1
1− α2
)
, (92)
all other tn and t
′
n vanish, we obtain∫ ∫
dHdAe
− 1
4v2
TrHA− 1
4v2
TrH2 − 1
4v2
2−α2
1−α2 Tr A
2
(93)
≡
∫ ∫
d(ℜH)d(ℑH)e− 14v2 Tr (ℜH)2 − 14v2α2 Tr (ℑH)2 (94)
The last integral was an object of intensive study (see for instance [21]) because it describes the ensemble
which interpolates between Gauss unitary and Gauss orthogonal ones [22]. It is known (see Chapter 14
of [16]) that integral (94) may be written as
∫
R
· · ·
∫
R
∆N (x) Pf [A(xi, xj)]
N∏
i=1
dxi (95)
with some matrix A described below. This is exactly the expression (87), therefore, the interpolating
ensemble is an example of BKP tau function.
For the consideration of Harish-Chandra-Itzykson-Zuber (HCIZ) integral in case whereH is Hermitian
and A is symmetric was done in [16]. It is clear that exactly as in the case where both H,A are Hermitian
we have ∫
V ∈U(N)
e c Tr V XV
−1Y dV =
det [ecxiyj ]
∆N (x)∆N (y)
(96)
where H = UXU−1, A = OY O−1 and V = O−1U and X = diag(xi), U ∈ U(N), O ∈ O(N).
Then it follows that
ZHAN (t, t¯, t
′) =∫
RN
∫
RN
∆N (x) det [e
cxiyj ] sgn∆N (y)
N∏
i=1
dν(xi) dµ(yi) (97)
where
dµ(y) = e
∑∞
n=1(t
′
ny
n−t¯′ny−n)dy , dν(x) = xl e
∑∞
n=1(tnx
n−t¯nx−n)dx (98)
Now we apply the following Lemma by Mehta [16]
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Lemma 1. ∫
· · ·
∫ N∏
i=1
dµ(yi) det [θi(yj)] sgn∆(y) = N ! Pf [aij ]i,j=1,...,2m (99)
where 2m = N if N is even and 2m = N + 1 if N is odd, and
aij =
∫ ∫
x≤y
dµ(x)dµ(y) [θi(x)θj(y)− θj(x)θi(y)] , i, j = 1, . . . , N (100)
When N is odd we have in addition aN+1,N+1 = 0 and
ai,N+1 = −aN+1,i =
∫
θi(y)dµ(y), i = 1, . . . , N (101)
In our case dµ(y) is given by (98) and
θi(yj) := e
cxiyj (102)
As a result we obtain
aij = a(xi, xj , t
′) :=∫ ∫
x≤y
e
∑∞
n=1(t
′
n(x
n+yn)−t¯′n(x−n+y−n)) (ecxix+cxjy − ecxiy+cxjx) dxdy (103)
ai,N+1 = a(xi, t
′) :=
∫
e
∑∞
n=1(t
′
ny
n−t¯′ny−n)ecxiydy (104)
Here it is supposed that there exists a certain domain D of parameters t′ where a(t′, x1, x2) exist for
all x1,2 ∈ R. At last for we obtain
Proposition 5. The partition function for asymmetric matrix model (??) is the following 2-BKP tau
function with respect to the variables t = (t1, t2, . . . ), t¯ = (t¯1, t¯2, . . . ):
ZHAN (t, t¯, t
′) = 〈N + l|Γ(t) g(t′) Γ¯(t¯) |l〉 (105)
where
g(t′) = e
∫ ∫
a(x1,x2,t
′)ψ(x1)ψ(x2)dx1dx2e
√
2
∫
a(x,t′)ψ(x)dx φ0 (106)
where a(t′, x1, x2) is given by (104), t′ ∈ D. It may be also written in the following form
ZHAN (t, t¯, t
′) = 〈N + l|Γ(t) e
∑∞
n=1 (t
′
n−t′′n)Wn g(t′′) e
∑∞
n=1 (t
′′
n−t′n)Wn Γ¯(t¯) |l〉 (107)
where t′′ := (t′′1 , t
′′
2 , . . . ) ∈ D and
Wn =
1
2πicn
∮
ψ(z)
dnψ†(z)
dzn
dz
Representation (107) results from the re-writing of (104) as follows
a(xi, xj , t
′) =
∫ ∫
x≤y
e
∑∞
n=1 t
′
nc
−n(∂nxi+∂
n
xj
) (
ecxix+cxjy − ecxiy+cxjx) dxdy
and from formula e
∑∞
n=1 t
′
nWnψ(x)e−
∑∞
n=1 t
′
nWn = e
∑∞
n=1 t
′
nc
−n(−∂x)n · ψ(x).
Remark 2. More generally for the following series
τ
KP (IN ,HA) :=
∑
λ
ℓ(λ)≤N
e
U0−Uλsλ(IN)sλ(HA), Uλ :=
N∑
i=1
Uλi−i+N (108)
(which is KP tau function (??) where higher times are chosen as tm =
1
m
Tr (HA)m and t¯m =
1
m
Tr ImN , IN is N
by N unity matrix) we have [38], [23]∫
V ∈U(N)
τ
KP (IN , V XV
−1
Y )dV = cN
det[θi(yj)]i,j=1,...,N
∆N (x)∆N(y)
(109)
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where cN is some constant and where
θi(yj) =
∑
n=0
e
U1−N−Un+1−Nx
n
i y
n
j
3 (110)
Now, similarly to the case of two-matrix models considered in [23], [38] (where both H,A were Hermitian) we can
replace the Itzykson-Zuber interaction term e c Tr HA by τKP (IN ,HA). The partition function of the resulting
asymmetric two-matrix model is a DKP tau function (105) where instead of (102) one put (110). Namely
Z
HA
N (t, t
′
, U) :=
∫ ∫
dHdAτ
KP (IN ,HA) e
Tr
∑∞
n=1 tnH
n +Tr
∑∞
n=1 t
′
nA
n
= (111)
= cN
∫
RN
∫
RN
∆N(x) det [θi(yj)] sgn∆N(y)
N∏
i=1
dν(xi, t, t¯) dµ(yi, t
′) (112)
Thus ZHAN (t, t
′, U) is the DKP tau function defined by (105) (or, the same, by (107)) where a(t′, xi, xj) = aij is
given by (100) where θi(yj) now is given by (110).
Examples of series (108) were considered in [35]. One of the examples is the hypergeometric function of
matrix argument pFs, case C, see [41], (see also [40], Section 17.4). The matrix argument is HA. In this case
Z
HA
N (a;b; t, t
′) :=∫ ∫
dHdA pFs
(
a1 +N, . . . , ap +N
b1 +N, · · · , bs +N
∣∣∣∣HA
)
e
Tr
∑∞
n=1 tnH
n +Tr
∑∞
n=1 t
′
nA
n
= (113)
cN
∫
RN
∫
RN
∆N (x) det
[
pFs
(
a1 + 1, . . . , ap + 1
b1 + 1, · · · , bs + 1
∣∣∣∣xiyj
)]
sgn∆N (y)
N∏
i=1
dν(xi) dµ(yi) (114)
In the last formula pFs is the ordinary generalized hypergeometric tau function of one variable and cN is some
constant. Here
θi(yj) = pFs
(
a1 + 1, . . . , ap + 1
b1 + 1, · · · , bs + 1
∣∣∣∣xiyj
)
For instance 0F0(HA) = e
Tr HA yields Itzykson-Zuber interaction term as in (??) , while 1F0(a|HA) = det (IN −
HA)−a results in Cauchy-type interaction for asymmetric two-matrix model (the model with Cauchy-type inter-
action was introduced in [23] for the ”symmetric” case where both H and A are Hermitian).
The other example of series (108) is a hypergeometric function introduced by Milne [39], see [34]. In this case
θi(yj) coincides with a basic hypergeometric function of argument xiyj .
ZHAN (t, t
′) as DKP-nBKP tau function. Let c =
√−1 and let t′ be a set of non-vanishing times
with odd subscripts t′ = (t′1, 0, t
′
3, 0, t¯5, . . . ), then, we have the following∫ ∫
dHdAe c Tr HA+ Tr
∑∞
n=1 tnH
n +Tr
∑
n=1,3,5,... t¯nA
n
(115)
= 〈N |Γ(t)ΓB(t′)TB(U)e
∫
ψ(x)φ(x)dx|0〉 = (116)
∫
R
· · ·
∫
R
∏
i>j
(xi − xj)
N∏
i=1
e
∑∞
n=1 tnx
n
i
N∏
i=1

e∑∞n=1,3,5,... t′n∂nxi ∏
i>j
xi − xj
xi + xj

 dxi (117)
where U = (U1, U2, . . . ), Un := log Γ(n + 1). Thanks to the fermionic representation (116) we see that
the integral (117) is a DKP-nBKP tau function where t and t′ are respectively DKP and nBKP higher
times.
In particular in case t′ = 0 we obtain
∫ ∫
dHdAe c Tr HA+ Tr
∑∞
n=1 tnH
n
=
∫
R
· · ·
∫
R
∏
i>j
(xi − xj)2
xi + xj
N∏
i=1
e
∑∞
n=1 tnx
n
i dxi (118)
which is the continues analog (??) of (??) and may be compare with the so-called Bures ensemble.
3As one can see θ1(y1) up to a constant coincides with τKP (IN ,HA) where H = x1, A = y1
14
Formula (117) follows from the equality
a(xi, xj , 0) =
∫ ∫
x≤y
(
ecxix+cxjy − ecxiy+cxjx) dxdy
= − 1
xixj
xi − xj
xi + xj
= − 2
xixj
〈0|φ(xi)φ(xj) |0〉
and the fact that for the choice of U as above we have
ΓB(t
′)TB(U) · φ(x) · TB(U)−1ΓB(t′)−1 = e
∑
n=1,3,... t
′
n∂
n
x · φ(x)
The following Lemmas were used in the Chapter 14 of [16] devoted to the interpolating ensembles:
Lemma 2. ∫
· · ·
∫ n∏
i=1
dµ(yi) det [θi(yj), νi(yj)]i=1,...,2n; j=1,...,n = n! Pf [bij ]i,j=1,...,2n (119)
where
bij =
∫ ∫
x≤y
dµ(y) [θi(y)νj(y)− νi(y)θj(y)] , i, j = 1, . . . , N (120)
Lemma 3.∫
· · ·
∫ n∏
i=1
dµ(yi) det [θi(yj), νi(yj), χi(yn)]i=1,...,2n−1; j=1,...,n−1 = (n− 1)! Pf [cij ]i,j=1,...,2n (121)
where
cij =
∫ ∫
x≤y
dµ(y) [θi(y)νj(y)− νi(y)θj(y)] , i, j = 1, . . . , 2n− 1 (122)
and
ci,2n = −c2n,i =
∫
χi(y)dµ(y), i = 1, . . . , 2n− 1 (123)
Consider the following 2N fold integral
∫ ∫
· · ·
∫ ∫
e∆2N (x)
∏N
i=1 f(xiyi)
∆N (x)∆N (y)
e|∆N (y)|β
N∏
i=1
dµ(xi)dµ(yi)
First of all let us note that for every reasonable choice of a function f
Consider the following 2N -fold integral
∫ ∫
· · ·
∫ ∫
∆N (x)det[f(xi, yj)]i,j=1,...,N sgn∆N (y)
N∏
i=1
dµ(xi)dν(yi) (124)
Thanks to Lemma ... it is equal to N -ply integral
= N !
∫
· · ·
∫
∆N (x) Pf [A(xi, xj)]
N∏
i=1
dµ(xi)
where
A(xi, xj) =
∫ ∫
y≤y′
dν(y)dν(y′) [f(xi, y)f(xj , y′)− f(xj , y)f(xi, y′)]
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3 Grand partition function for 2N-fold integrals
.
Let dµ± be measures supported respectively on contours γ± on the complex plane. Our main examples
of γ± are the same contours (A) and (B) as in subsection D.1.
Let us adopt the following notation:
∆
(1)
N (x) :=
N∏
i>j
|xi − xj |, ∆(2)N (x) :=
N∏
i>j
(xi − xj)2, ∆(4)N (x) :=
N∏
i>j
(xi − xj)4 (125)
also
∆
(11)
N (x) :=
N∏
i>j
(xi − xj)2
xi + xj
(126)
and
∆
(12)
N=2n(x) :=
2n∏
i>j
xi − xj
(xi + xj)2
Hf
(
1
xi + xj
)
, ∆
(12)
N=2n−1(x) =
2n∏
i>j
xi − xj
(xi + xj)2
Hf
(
1
xi + xj
)
(127)
where in the right-hand side of the last equality we add a variable x2n to the set of x1, . . . , xN , N = 2n−1,
and then put x2n = 0.
Consider the following series over N in 2N -fold integrals:
Jβ−,β+ :=
∞∑
N=0
ν2N
N !
∫
γ−
∫
γ+
· · ·
∫
γ−
∫
γ+
∆(β−)(x)∆(β+)(y)
N∏
i=1
f(xi, yi)dµ
−(xi)dµ+(yi) (128)
where β− denotes any of the index among the set 1, 2, 4, 11, 12 which are used in (125)-(127). The same
convention is chosen for β+ which is independent of β− (thus formula (128) contains 15 cases.)
Series in integrals (128) may be obtained as particular cases of the series
J(ac−, a
c
+) :=
∞∑
N=0
ν2N
N !
∫
γ−
∫
γ+
· · ·
∫
γ−
∫
γ+
∆(x)∆(y) ac−(x) a
c
+(y)
N∏
i=1
f(xi, yi)dµ
−(xi)dµ+(yi) (129)
J1 :=
∞∑
N=0
ν2N
N !
∫
γ−
∫
γ+
· · ·
∫
γ−
∫
γ+
|∆(x)∆(y)|
N∏
i=1
f(xi, yi)dµ
−(xi)dµ+(yi) (130)
J11 :=
∞∑
N=0
ν2N
N !
∫
γ−
∫
γ+
· · ·
∫
γ−
∫
γ+
∆∗(x)∆(x)∆∗(y)∆(y)
N∏
i=1
f(xi, yi)dµ
−(xi)dµ+(yi) (131)
J2 :=
∞∑
N=0
ν2N
N !
∫
γ−
∫
γ+
· · ·
∫
γ−
∫
γ+
∆(x)2∆(y)2
N∏
i=1
f(xi, yi)dµ
−(xi)dµ+(yi) (132)
J3 :=
∞∑
N=0
ν2N
N !
∫
γ−
∫
γ+
· · ·
∫
γ−
∫
γ+
∆(x)∆(y) ac−(x) a
c
+(y)
N∏
i=1
f(xi, yi)dµ
−(xi)dµ+(yi) (133)
J4 :=
∞∑
N=0
ν2N
N !
∫
γ−
∫
γ+
· · ·
∫
γ−
∫
γ+
∆(x)4∆(y)4
N∏
i=1
f(xi, yi)dµ
−(xi)dµ+(yi) (134)
where, as before,
∆(x) = ∆N (x) =
N∏
i>j
(xi − xj), ∆∗(x) = ∆∗N (x) =
N∏
i>j
xi − xj
xi + xj
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The first (N = 0) term in the series is assumed to be 1. The notation ac±(x) is analogous to (200),
denoting the Pfaffian of an antisymmetric matrix a˜±:
ac±(x) := Pf[a˜±] (135)
whose entries are defined, depending on the parity of N , in terms of a skew symmetric kernel a(x,w)
(possibly, a distribution) and a function (or distribution) a(x) as follows:
For N = 2n even
a˜ij = −a˜ji := a(xi, xj), 1 ≤ i < j ≤ 2n (136)
For N = 2n− 1 odd
a˜ij = −a˜ji :=
{
a(xi, xj) if 1 ≤ i < j ≤ 2n− 1
a(xi) if 1 ≤ i < j = 2n
(137)
In addition we define ac0 = 1.
To relate these integrals to the 2-BKP hierarchy we introduce deformations Ii(N) → Ii(N ; t, t¯)
through the following deformation of the measure
dν(z)→ dν(z|t, t¯) = b(t, {z})b(−t¯, {z−1})dν(z) (138)
where
b(s, t) = exp
∑
n odd
n
2
sntn (139)
and
{z} = (2z, 2z
3
3
,
2z5
5
, · · · ) . (140)
Below, we show that the generating series obtained by Poissonization (the grand partition function)
Zi(µ ; t, t¯) = b(t, t¯)
∞∑
N=0
Ii(N ; t, t¯)
µN
N !
, i = 1, 2, 3, 4, (141)
are particular 2-BKP tau functions (??).
We also consider the following 2N -fold integrals:
I5(N ; t
(1), t(2), t¯(1), t¯(2)) :=
∫
∆∗N (z)∆
∗
N (y)
N∏
i=1
dν(zi, yi|t(1), t(2), t¯(1), t¯(2)), (142)
where
dν(z, y|t(1), t(2), t¯(1), t¯(2)) = (143)
b(t(1), {z})b(−t¯(1), {z−1})b(t(2), {y})b(−t¯(2), {y−1})dν(z, y)
(here dν(z, y) is an arbitrary bi-measure), and show that the generating series
Z5(µ ; t
(1), t(2), t¯(1), t¯(2)) = b(t(1), t¯(1))b(t(2), t¯(2))
∞∑
N=0
I5(N ; t
(1), t(2), t¯(1), t¯(2))
µN
N !
(144)
is a particular case of the two-component 2-BKP tau function (??).
Remark 3. Note that
Z2(µ ; t, t¯) = Z5(µ ; t
(1)
, t
(2)
, t¯
(1)
, t¯
(2)) (145)
if
dν(z, y) = δ(z − y)dν(z)dν(y), t = t(1) + t(2), t¯ = t¯(1) + t¯(2). (146)
The integrals Z1(µ ; t, t¯), Z2(µ ; t, t¯), Z4(µ ; t, t¯) and Z5(µ ; t
(1), t(2), t¯(1), t¯(2)) may be obtained as
continuous limits of S1(t∞, t∗), S2(t∞, t∞, t∗), S4(t∞, t∗) and S5(t∞, t∞, t∗), respectively of [2] (see
also Appendix B).
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(A) Consider DKP tau function
τA(t, t¯) :=
〈0|Γ(t) g−− g g++ Γ¯(t¯) |0〉 (147)
where
g−− = e
a
2
∮ ∮
ψ(x)ψ(y)sgn(arg(x)−arg(y))dµ−(x)dµ−(y)
g++ = e
a
2
∮ ∮
ψ†(x)ψ†(y)sgn(arg(x)−arg(y))dµ+(x)dµ+(y)
In case g = 1 tau function (147) resembles a grand partition function for two-(unitary)-matrix models
with Cauchy-kernel type interaction, see (A-41) in [23]:
= c2

1 + ∞∑
N=1
(
−a
2
πi
)N (
1
N !
)2 ∮
. . .
∮ |∆N (z)∆N (z′)|∏N
i,k=1(zi − z′k)
N∏
i=1
dν−(zi)dν+(z′i)
(ziz′i)
1
2 (N−1)

 (148)
where
dν∓ = dν∓(z, t, t¯) = z±le±
∑∞
n=1(z
ntn−z−n t¯n)dµ∓(z) (149)
and where c = exp
∑∞
n=1mtmt¯m.
(B) Tau function
τB(t, t¯) :=
〈0|Γ(t) e a2
∫
R
∫
R
ψ(x)ψ(y)sgn(x−y)dµ(x)dµ(y)ge
a
2
∫
R
∫
R
ψ†(x)ψ†(y)sgn(x)−y)dµ(x)dµ(y)Γ¯(t¯) |0〉 (150)
in case g = 1 resembles a grand partition function for two-(Hermitian)-matrix models with Cauchy-kernel
type interaction, see (A-41) in [23].
= c2 + c2
∞∑
N=1
(
−a
2
πi
)N (
1
N !
)2 ∫
R
. . .
∫
R
|∆N (z)∆N (z′)|∏N
i,k=1(zi − z′k)
N∏
i=1
dν(zi)dν(z
′
i) (151)
where c and the dependence of dν∓ in variables l, t, t¯ is the same formula (149) as in the case (A).
Remark 1. As we mentioned both expression (148) and (151) are similar to grand partition functions
for two matrix models - unitary matrices for the case (A) and Hermitian ones for the case (B). The
difference is that in expressions (148) and (151) we have absolute values of Vandermond determinants
instead of their own values. I do not know are there applications for integrals (148) and (151).
Remark 2. In certain cases both integrals (148) and (151) may be identified with the following DKP
tau function from [2]
τ(t, U(t∗)) = 1 +
∑
α,β
eU{−β−1}(t
∗)−U{α}(t∗)s(α|β)(t)
where (t, U(t∗)) are specified either by (??) (this leads to τ(t, U(t∗)) = τA(t∗)) or by (??) (this leads
to τ(t, U(t∗)) = τB(t∗)). These identifications are achieved respectively due to (??) and to (??).
Remark 3. In case in formulae (148) and (151) we put g = exp
∑
cijψiψ
†
j the interaction term
(which is the Cauchy kernel4 for g = 1) and the dependence of the measures dν∓ on the variables
will be different and expressed in terms of 2D Toda lattice Baker functions defined by the tau function
τTL := 〈l|Γ(t)gΓ¯(t¯)|l〉.
(C) One can observe that
g−−0 = e
∑
n>m ψnψm = e−
1
2
∮
ψ(z)ψ(z−1) 1+z1−z
dz
z (152)
where
1 + z
1− z := 1 + 2z + 2z
2 + · · · (153)
4The Cauchy type interaction for two matrix models was considered in [23], see also [57]
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Then
g−−0 |0〉 = e
∑
n>m≥0 ψnψm |0〉 = e
∑
n>m ψnψm |0〉 = e− 12
∮
ψ(z)ψ(z−1) 1+z1−z
dz
z |0〉 (154)
Also we have for (??)
g−,00 = e
√
2
∑
m ψmφ0 = e
1
πi
√
2
∮
ψ(z)φ0
dz
z−1
Then we obtain the following N -fold integral representation for (??):
∑
ℓ(λ)≤N
sλ(t) = 〈N |Γ(t) g−−0 g−,00 |0〉 = c
∮
· · ·
∮
∆˜N (z)
N∏
i=1
etn(z
n
i +z
−n
i )
zi + 1
zi − 1
dzi
zi
(155)
where ∆˜N (z) is the Vandermond determinant ∆2N (z1,
1
z1
, . . . , zN ,
1
zN
) factor ∆˜N (z) coincides with its
absolute value in case all |zi| = 1.
4 Symmetries and β = 2 circular ensemble. One-matrix model.
It is well known that one matrix model both for Hermitian and unitary matrices may be expressed as
KP tau functions [48]. Here we obtain partition functions of these models as DKP tau functions
β = 2 circular ensemble known also as the model of unitary matrices. Let us notice that there is a
set of o(2∞) elements {I±n , n odd integers}
I−n :=
∑
i∈Z
(−)iψiψ−n−i, I+n :=
∑
i∈Z
(−)iψ†n−iψ†i , (156)
commuting with currents Jn as follows
[J2m−1, I±n ] = 0, [J2m, I
±
n ] = ±2I±n+2m (157)
It results from [Ji, ψ(x)] = x
iψ(x), [Ji, ψ
†(x)] = −xiψ†(x) and from the following representation:
I−n =
1
2πi
∮
xnψ(x)ψ(−x)dx, I+n =
1
2πi
∮
xn+1ψ†(x)ψ†(−x)dx (158)
Now
[I+n , I
−
m] =??? (159)
Operators e
∑
n odd s
±
n I
±
n may be considered as symmetry operators which commute with odd DKP flows.
Parameters s±n play the role of group times. Let us consider a simple DKP tau function
τ2N (t, t¯, s
−) := 〈2N |Γ(t) e
∑
n odd s
−
n I
−
n Γ¯(t¯)|0〉 (160)
We introduce a (deformed) measure as
dµ(x, s−) :=
(∑
n∈Z
s−2i−1x
2i
)
dx
x
(161)
where s− are deformation parameters, then
∑
n odd
s−n I
−
n =
1
2πi
∮
ψ(−x)ψ(x) dµ(x, s−)
Introducing z = x2 and notations
cN = (−πi)−N 1
N !
exp
∞∑
n=1
ntnt¯n , ∆N (z) := det
(
zN−ki
) |i,k=1,...,N
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dν(z) :=
1
2
e2
∑∞
n=1(z
ntn−z−n t¯n) dµ
(
z
1
2
)
we find that our tau function is the following N -ply integral
τ2N (t, t¯, s
−) = cN
∮
. . .
∮
∆2N (z)
N∏
i=1
dν(zi) ,
which may be interpreted as the partition function for β = 2 circular ensemble.
Let us mention that
τ(t, t¯, s−) := 〈0|Γ(t) ea
∑
n odd s
−
n I
−
n ea
∑
n odd s
+
n I
+
n Γ¯(t¯) |0〉
= c20
(
1 +
∞∑
N=1
( a
πi
)2N ( 1
N !
)2 ∮
. . .
∮
∆2N (z)∆
2
N (z
′)∏N
i,k=1(zi − z′k)2
N∏
i=1
dν(zi) dν(z
′
i)
)
For a special choice of measure dµ it may be equated to a special KP tau function (??) evaluated at
special value of KP times t = t¯ given by (??), see (??)
τKP =
∑∑
eU{−β−1}−U{α}
(
s(α|β)(t)
)2
where variables Un are related to the even (coupled) DKP higher times t2m, t2m as follows
Un = Un(t
∗, t¯∗, c) =
∞∑
m=1
((n+ c)mt∗2m − (n+ c)−mt¯∗2m)
where c is an arbitrary non-vanishing non-integer parameter introduced to get rid of divergent terms in
the expression for U0.
One-Matrix Model. Apart from β = 2 circular ensemble one obtains partition functions of the
so-called matrix models as DKP tau functions.
Consider DKP tau function
〈2N |Γ(t) e
∫
γ
ψ(−x)ψ(x)dµ(x)Γ¯(t¯)|0〉 (162)
Repeating the previous calculation we obtain the N -ply integral
cN
∫
γ
. . .
∫
γ
∆2N (z)z
Ne
∑∞
n=1(z
nt2n−z−n t¯2n)dν(z) , dν(z) :=
1
2
dµ(z
1
2 )
5 Remarks
5.1 Replacing |0〉 by |Ω〉: From KP and TL to BKP
There is a simple way how a TL tau function τTL (where for simplicity we fix the discrete variable
t0 = 0) may be transformed to a BKP tau function. This is as follows. We present τ
TL as the vacuum
expectation value. Now, to get the BKP tau function we replace the vacuum |0〉 by the vector |Ω〉
|0〉 →
∑
λ∈P
|λ〉 =: |Ω〉 (163)
τTL(t, t¯) = 〈0|Γ(t) g Γ¯(t) |0〉 → τBKP (t|t¯) = 〈0|Γ(t) g Γ(t¯) |Ω〉 (164)
where t is the BKP higher time, while t¯ is a hidden parameter. This replacement may be also presented
as the action of a certain vertex-like operator on the TL tau function:
τBKP (t|t¯) = eΩˆ · τTL(t, t¯+ s) (165)
where
Ωˆ =
1
2
∑
m>0
1
m
∂2sm +
∑
m>0,odd
1
m
∂sm (166)
is a sort of Laplacian operator.
In this subsection we write down few examples.
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Example 1. A multiple integral. Here, starting from the partition function of the two matrix model
known to be a tau function of the 2KP (TL) hierarchy we shall obtain new ”integrable” multiple integral
(”integrable” means related to an integrable hierarchy, in this particular case, related to the BKP one).
Lemma 4. We have
〈n−m|Γ(t)ψ(x1) · · ·ψ(xn)ψ†(y1) · · ·ψ†(ym) Γ¯(t¯) |Ω〉 = (167)
τo(t)C(x
n,ym) 〈n−m|Γ(t)ψ(x1) · · ·ψ(xn)ψ†(y1) · · ·ψ†(ym) Γ¯(t¯) |0〉 (168)
where
C(xn,ym) :=
n∏
i=1
(1 + x−1i )
−1
m∏
i=1
(1− y−1i )−1
∏
i<j≤n
(1− x−1i x−1j )−1
∏
i<j≤m
(1 − y−1i y−1j )−1 (169)
τo(t) := e
∑
n>0( 12nt
2
n+t2n−1) (170)
For the proof first we send Γ¯ to the left vacuum, this gives the same factors for both (167) and (168).
Then we write down Schur-Littlewood formula (see (266) and (264) in Appendix, or (175) below), where
we consider τo(t− t(xn)+ t(ym)) where t(xn) = (t1(x), t2(x), . . . ) with tm(x) := 1m
∑n
i=1 x
−m
i . (Such τo
is basically the left hand side of (167), namely it is (167) where t¯ = 0 divided by the vacuum expectation
value in (168).) After application we get the factor C(xn,yn) times τo(t).
Let us apply Lemma 164 to the two-component TL tau function of [23] which yields the partition
function for two matrix models
τ2cTL(t(1), t(2), t¯(1), t¯(2)) = 〈N,−N |Γ(1)(t(1))Γ(2)(t(2))e
∫
ψ(1)(x)ψ†(2)(y)dµ(x,y)Γ¯(1)(t¯(1))Γ¯(2)(t¯(2))|0, 0〉 =
c
∫
· · ·
∫
∆N (x)∆N (y)
N∏
i=1
e
∑∞
m=1 (x
m
i t
(1)
m −x−mi t¯(1)m +ymi t(2)m −y−mi t¯(2)m )dµ(xi, yi)
(here c = c(t(1), t(2), t¯(1), t¯(2)) is an unimportant factor see [23]) replacing the vacuum |0, 0〉 by |Ω,Ω〉.
As a result we obtain:
Proposition 6. The following 2N -fold integral
c
∫
· · ·
∫
∆˜N (x)∆˜N (y)
N∏
i=1
e
∑∞
m=1 (x
m
i t
(1)
m −x−mi t¯(1)m +ymi t(2)m −y−mi t¯(2)m )dµ(xi, yi) (171)
where
∆˜N (x) :=
N∏
i=1
1− x−1i
1− y−1i
∏
i<j
xi − xj
1− xixj (172)
is a two-component BKP tau function (namely it is BKP tau functions in each set t(i), i = 1, 2) equal
to
〈N,−N |Γ(1)(t(1))Γ(2)(t(2))e
∫
ψ(1)(x)ψ†(2)(y)dµ(x,y)Γ¯(1)(t¯(1))Γ¯(2)(t¯(2))|Ω,Ω〉 (173)
Let us mark that the variables t¯(i), i = 1, 2, loose the meaning of the BKP higher times.
Example 2. Another example is obtained if in the right-hand side of (164) we additionally put t¯ = 0.
We obtain
Proposition 7. If ∑
λ,µ∈P
sλ(t)gλµsµ(t¯)
is a TL tau function (the Takasaki series [51]), then,∑
λ,µ∈P
sλ(t)gλµ
is the BKP tau function.
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Let us notice that the BKP tau function τBKP (t) may be obtained as a certain linear combination
of any TL tau function τTL(t, t¯) by integration with respect to variables t¯ = (t¯1, t¯2, . . . )
τBKP (t) =
∫
τTLN (t, t¯)e
−∑∞m=1mt¯m t¯∗mτo(t¯∗)
∞∏
m=1
dt¯mdt¯
∗
m
4π2mi
(174)
where each t¯∗m, m = 1, 2, . . . , is complex conjugated to t¯m, and where
τo(t) =
∑
λ∈P
sλ(t) = e
∑
m>0( 12mt
2
m+t2m−1) (175)
Let us notice that there is a scalar product where the Schur functions are ortho-normal: 〈sµ, sν〉 = δµ,ν
[17]. Then τBKP (t) = 〈τTL(t, t¯),∑µ sµ(t¯)〉. More generally one BKP tau function may be obtained
from the other by τBKP2 (t) = 〈τTL(t, t¯), τBKP1 (t¯)〉.
Example 3. Let us introduce the following KP tau function
τKPN (t, g, λ) := 〈N |Γ(t) g |λ,N〉 =
∑
µ∈P
sµ(t)gµλ(N), gµλ(N) := 〈µ,N | g |λ,N〉 (176)
Remark 4. If we choose g = exp
∑
n,m>N anmψnψ
†
−m−1 we obtain a tau function related to the Schubert cell of
the Sato Grassmannian [10] marked by a partition λ.
One may call it the generalized Schur function since the specialization g = 1 yields the ordinary
Schur function. Then in many formulae which express DKP and BKP tau functions as series in the
Schur functions one can replace the Schur functions sλ by the generalized Schur functions τ
KP
N (t, g, λ).
Instead of the Proposition ?? we obtain
Proposition 8.
τBKPN (l, t, g, U, A¯) : = 〈N + l|Γ(t) gT(U) g−−(A) g−,0(a) |l〉 (177)
= cN+l
∑
λ
ℓ(λ)≤N
e−Uλ(N+l) A¯{h+l} τKPN+l(t, g, λ) (178)
where hi = λi − i+N , Uλ(N + l) and A¯{h+l} are the same as in Proposition ??. In (177) g−−(A) and
g−,0(a) are given respectively by (??) and (??) and T(U) is as in (??). The constant cN+l is defined by
(??).
Tau function (177) vanishes if N < 0.
Remark 5. The series (178) may be also equated to a DKP tau function.
Examples (??)-(182) are replaced by
τBKP−nBKPN (l, t, t
′, g, U) :=
∑
λ
ℓ(λ)≤N
e−Uλ(N+l) Ql+λ−
(
1
2t
′)
τKPN+l(t, g, λ) (179)
τBKP−nBKPN (l, t, t
′, g, U = 0) :=
∑
λ
ℓ(λ)≤N
Ql+λ−
(
1
2t
′)
τKPN+l(t, g, λ) (180)
τN (l, t, t
′, g, U) :=
∑
λ
ℓ(λ)≤N
e−Uλ(N+l) τKPN+l(t, g, λ) (181)
τN (g, t) :=
∑
λ
ℓ(λ)≤N
τKPN+l(t, g, λ) (182)
Notations are the same as in (??)-(182).
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A Appendices
A.1 Pfaffnians and Hafnians
(A) Pfaffians. We need the notion of Pfaffian. If A an anti-symmetric matrix of an odd order its
determinant vanishes. For even order, say k, the following multilinear form in Aij , i < j ≤ k
Pf[A] :=
∑
σ
sgn(σ)Aσ(1),σ(2)Aσ(3),σ(4) · · ·Aσ(k−1),σ(k) (183)
where sum runs over all permutation restricted by
σ : σ(2i− 1) < σ(2i), σ(1) < σ(3) < · · · < σ(k − 1), (184)
coincides with the square root of detA and is called the Pfaffian of A, see, for instance [16]. As one can
see the Pfaffian contains 1 · 3 · 5 · · · · · (k − 1) =: (k − 1)!! terms.
The following equality is known as Schur identity
Pf
((
xi − xj
xi + xj
)
1≤i,j≤2n
)
= ∆∗2n(x) (185)
where
∆∗k(x) :=
∏
1≤i<j≤k
xi − xj
xi + xj
(186)
Let us mark that a special case of this relation is obtained if x2n vanishes. In this case we write
Pf(A) = ∆∗2n−1(x) (187)
where A is an antisymmetric 2n× 2n matrix defined by
Aij =
{
xi−xj
xi+xj
if 1 < i < j < 2n
1 if i < j = 2n,
(188)
Hafinans The Hafnian of a symmetric matrix A of even order N = 2n is defined as
Hf(A) :=
∑
σ
Aσ(1),σ(2)Aσ(3),σ(4) · · ·Aσ(2n−1),σ(2n) (189)
where sum runs over all permutation restricted by
σ : σ(2i− 1) < σ(2i), σ(1) < σ(3) < · · · < σ(2n− 1), (190)
As one can see the this sum contains 1 · 3 · 5 · · · · · (2N − 1) =: (2N − 1)!! terms.
Remark 6. Let us note that entries on the diagonal of the matrix A does not contribute the sum (189).
The following equality was found in [87]
Pf

( xi − xj
(xi + xj)
2
)
1≤i,j≤2n

 = ∏
1≤i<j≤2k
xi − xj
xi + xj
Hf
((
1
xi + xj
)
1≤i,j≤2n
)
(191)
Another proof of this relation was presented in [86]. Let us mark that a special case of this relation is
obtained if x2n vanishes. In this case we write
Pf(B) = ∆∗2n−1(x)Hf(C) =: ∆
∗∗
N (x) (192)
where B and C are respectively antisymmetric and symmetric 2n× 2n matrices whose relevant entries
(see Remark 6) are given by
Bij =
{
xi−xj
(xi+xj)2
if 1 ≤ i < j < 2n
1
xi
if i < j = 2n,
Cij =
{
1
xi+xj
if 1 ≤ i < j < 2n
1
xi
if i < j = 2n,
(193)
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B Sums of Schur functions [2]
In this Appendix we recall some relations from the first part of this work.
Subsets of partitions. In the following, we consider sums over partitions and strict partitions , which
will be denoted by Greek letters α, β. Recall [17] that a strict partition α is a set of integers (parts)
(α1, . . . , αk) with α1 > · · · > αk ≥ 0. The length of a partition α, denoted ℓ(α), is the number of
non-vanishing parts, thus it is either k or k − 1.
Let P be the set of all partitions. We shall need two special subsets of P.
The first one consists of all partitions λ = (λ1, . . . , λ2n), 0 ≤ n ∈ Z, λ2n ≥ 0, which satisfy
λi + λ2n+1−i is independent of i , i = 1, . . . , 2n ,
or equivalently
hi + h2n+1−i = 2c is independent of i (hence = h1 + h2n ≥ 2n− 1), i = 1, . . . , 2n , (194)
where hi = λi − i + 2n , and 2c is a natural number conditioned by 2c ≥ 2n. This subset consists of
all partitions λ of length l(λ) ≤ 2n whose Young diagram satisfies the property that its complement
in the rectangular Young diagram Y corresponding to (λ1 + λ2n)
2n coincides with itself rotated 180
degrees around the center of Y . This set of partitions will be denoted by SCP(c) or simply SCP, for
“self-complementary partitions”. If we introduce
yi := hi − c , c = h1 + h2n−1
2
, (195)
then relation (194) may be rewritten as
yi + y2n+1−i = 0 . (196)
The second subset we need consists of the partitions λ which satisfy, equivalently,
λ2i = λ2i−1 , i = 1, 2, . . . , (197)
or λ = µ ∪ µ := (µ1, µ1, µ2, µ2, . . . , µk, µk) (∃µ = (µ1, µ2, . . . , µk) ∈ P), or that the conjugate partitions
of λ are even, i.e., the ones whose parts are even numbers. This set of partitions will be denoted by FP,
for “fat partitions”.
Following [17] we will denote by DP the set of all strict partitions (partitions with distinct parts),
namely, partitions (α1, α2, . . . , αk), 1 ≤ k ∈ Z with the strict inequalities α1 > α2 > · · · > αk > 0.
Strict partitions α with the property
α2i = α2i−1 + 1 for 2i− 1 ≤ l(α) , (198)
where we set α2i = 0 if l(α) = 2i−1, will be called fat strict partitions. The set of all fat strict partitions
will be denoted by FDP.5
The set of all self-complementary strict partitions will be denoted by SCDP.
Let RNM denote the set of all partitions whose Young diagram may be placed into the rectangle
N ×M , namely, RNM is the set of all partitions λ restricted by the conditions λ1 ≤M and ℓ(λ) ≤ N .
Sums over partitions. Consider the following sums (for t := (t1, t3, . . . ), t
∗ := (t∗1, t
∗
3, . . . ), t¯ :=
(t¯1, t¯3, . . . ), t := (t1, t3, . . . ), t
∗ := (t∗1, t
∗
3, . . . ), t¯ := (t¯1, t¯3, . . . )), N).
S(1)(t, N ;U, A¯) :=
∑
λ∈P
ℓ(λ)≤N
A¯h(λ)e
−U{h} sλ(t) (199)
where h(λ) = λi − i+N . The factors A¯h on the right-hand side of (199) are determined in terms a pair
(A, a) =: A¯ where A is an infinite skew symmetric matrix and a an infinite vector. For a strict partition
5This subset was used in [29] where it was denoted by DP′.
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h = (h1, . . . , hN ), the numbers A¯h are defined as the Pfaffian of an antisymmetric 2n× 2n matrix A˜ as
follows:
A¯h := Pf[A˜] (200)
where for N = 2n even
A˜ij = −A˜ji := Ahi,hj , 1 ≤ i < j ≤ 2n (201)
and for N = 2n− 1 odd
A˜ij = −A˜ji :=
{
Ahi,hj if 1 ≤ i < j ≤ 2n− 1
ahi if 1 ≤ i < j = 2n.
(202)
In addition we set A¯0 = 1.
Then
U{h} :=
N∑
i=1
Uhi (203)
where Un, n = 0, 1, 2, . . . is a set of given complex numbers. This set is denoted by U .
As we see the factor e−U{h} can be included into the factor A¯h by redefinition of the data A¯ as follows:
Anm → Anme−Un−Um , an → ane−Un
However we prefer to keep U as a set of parameters.
Example 0 We choose the following matrix A is given by
Aik = (A0)ik :=
{
sgn(i − k) if 1 ≤ i, k ≤ L
0 otherwise
, ak =
{
1 if k ≤ L
0 otherwise
. (204)
Remark 7. The matrix A1 is infinite. However if in series (199) we put Un = +∞ for n > L, it will be the
same as if we deals with the finite L by L matrix A, given by (204).
Example 1
Aik = (A1)ik := 1 , i < k , ak = 1 (205)
Then
(A¯1){h} = 1 (206)
Example 2
The matrix A is a finite 2n by 2n matrix, and a = 0, thus the sum (199) ranges only partitions with
even number of non-vashing parts. We put
Aik = (A2)ik := −δi,2c−i , i < k (207)
Then
(A¯2){h} =
{
1 iff λ ∈ SCP(c)
0 otherwise
(208)
where h = (h1, . . . , hN) is related to λ = (λ1, . . . , λN ) as hi = λi − i+N , i = 1, . . . , N = 2n.
Example 3 Given set of additional variables t′ = (t′1, t
′
3, t
′
5, . . . ) where we take
Anm = (A3)nm :=
1
2
e−Um−Un Q(n,m)(12t
′), an = (a3)n := e−UnQ(n)(12t
′) (209)
Here, the projective Schur functions Qα are weighted polynomials in the variables t
′
m, deg t
′
m = m,
labeled by strict partitions (See [17] for their detailed definition.)
Remark 8. Let us introduce notation t′∞ = (1, 0, 0, . . . ). It is known that Qh(
1
2
t′∞) = ∆
∗(h)
∏N
i=1
1
hi!
where
∆∗(h) :=
∏
i<j
hi − hj
hi + hj
(210)
Thus for this choice of t′ we obtain
(A¯3){h} = ∆
∗(h)
N∏
i=1
1
hi!
(211)
One may compare it with Example 5 where f(n) = n.
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Example 4
Anm = (A4)nm := δn+1,m − δm+1,n. (212)
Then
(A¯4){h} =
{
1 iff λ = (λ1, . . . , λ2n) ∈ FP
0 otherwise
(213)
where h = (h1, . . . , hN) is related to λ = (λ1, . . . , λN ) as hi = λi − i+N , i = 1, . . . , N = 2n.
Remark 9. For some applications we may need further examples. In Examples 5-7 A¯ depends on a given function
on the lattice denoted by f . In particular one can choose f(n) = n. Below are examples of matrices A whose
Pfaffians are well-known (see [89] and references there).
Example 5
Anm = (A5)nm :=
f(n) − f(m)
f(n) + f(m)
(214)
Then for hi = λi − i+N , i = 1, . . . , N , we have
(A¯5){h} = ∆
(5)
N (f(h)) (215)
where
∆
(5)
N (f(h)) :=
∏
i<j≤N
f(hi)− f(hj)
f(hi) + f(hj)
(216)
Example 6
Anm = (A6)nm :=
f(n) − f(m)
1− f(n)f(m) (217)
Then for hi = λi − i+N , i = 1, . . . , N , we have
(A¯6){h} = ∆
(6)
N (f(h)) (218)
where
∆
(6)
N (f(h)) :=
∏
i<j≤N
f(hi)− f(hj)
1− f(hi)f(hj) (219)
Example 7
Anm = (A7)nm :=
f(n)− f(m)
(f(n) + f(m))2
. (220)
Then for hi = λi − i+N , i = 1, . . . , N , we have
(A¯7){h} = ∆
(7)
N (f(h)) (221)
where
∆
(7)
N (f(h)) :=
( ∏
i<j≤N
f(hi)− f(hj)
(f(hi) + f(hj))2
)
Hf
(
1
f(hi) + f(hj)
)
(222)
Having these examples we introduce the notation
S
(1)
i (t, N ;U) := S
(1)(t, N ;U, A¯i) =
∑
λ∈P
ℓ(λ)≤N
(A¯i)h(λ) e
−Uλ sλ(t) , i = 1, . . . , 6 (223)
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In particular we obtain
S
(1)
0 (t, N ;M,U) :=
∑
λ∈RN,M
e−Uλ sλ(t) (224)
S
(1)
1 (t, N ;U) :=
∑
λ∈P
ℓ(λ)≤N
e−Uλsλ(t) (225)
S
(1)
2 (t, N ;U, c) :=
∑
λ∈SCP(c)
ℓ(λ)≤N
e−Uλsλ(t) (226)
S
(1)
3 (t, N, t
′;U) :=
∑
λ∈P
ℓ(λ)≤N
e−UλQα(λ)(12t
′) sλ(t) (227)
S
(1)
4 (t, N = 2n, U) :=
∑
λ∈FP
ℓ(λ)≤N
e−Uλsλ(t) (228)
S
(1)
i (t, N ;U, f) :=
∑
λ∈P
ℓ(λ)≤N
∆
(i)
N (f(h)) e
−Uλsλ(t) , i = 5, 6, 7 (229)
The coefficients U{α} are defined as
U{α} :=
k∑
i=1
Uαi , (230)
The notation Uλ serves for
Uλ := U{h} , hi = λi − i+ ℓ(λ) (231)
Proposition 9. Sums (199),(224)-(229) are tau functions of the “large” BKP hierarchy introduced
in [3] with respect to the time variables t. Sums (227) are tau functions of the “small” BKP hierarchy
introduced in [9] with respect to the time variables t′.
Actually the sum (228) where we put U = 0 and t = (1, 0, 0, . . . ) was used in [75].
Sums over pairs of strict partitions. In the Frobenius notations [17] we write λ = (α|β) =
(α1, . . . , αk|β1, . . . , βk). where α = (α1, . . . , αk), α1 > · · · > αk ≥ 0 and β = (β1, . . . , βk) may be
viewed as strict partitions. It is clear that ℓ(α) = ℓ(β), ℓ(β) ± 1, and we imply this restriction in sums
over pairs of strict partitions below.
Now we consider
S(2)(t;U, A¯, B¯) := 1 +
∑
α,β∈DP
eU{−β−1}−U{α} A¯α s(α|β)(t) B¯β (232)
where given infinite skew matrices A and B and given vectors a and b, the factors A¯α and B¯α are defined
in the same way as before.
U{α} =
k∑
i=1
Uαi , U{−β−1} =
k∑
i=1
U−βi−1 (233)
We introduce the following notation
S
(2)
ij (t;U) := S
(2)(t;U, A¯i, A¯j) (234)
where i, j = 1, . . . , 7 and matrices Ai are taken from the Examples 1-7 above. In particular we obtain
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series
S
(2)
11 (t;U) :=
∑
λ∈P
e−Uλsλ(t) (235)
S
(2)
22 (t;U) := 1 +
∑
α,β∈SCDP
eU{β}−U{α}s(α|β)(t) (236)
S
(2)
24 (t;U) := 1 +
∑
α∈SCDP,β∈FDP
eU{β}−U{α} s(α|β)(t) (237)
S
(2)
31 (t, t
′;U) := 1 +
∑
α,β∈DP
eU{β}−U{α} Qα¯(α)(12t
′) s(α|β)(t) (238)
S
(2)
41 (t;U) := 1 +
∑
α∈FDP,β∈DP
eU{β}−U{α} s(α|β)(t) (239)
S
(2)
44 (t;U) := 1 +
∑
α,β∈FDP
eU{β}−U{α}s(α|β)(t) (240)
S
(2)
33 (t, t
′, t′′;U) := 1 +
∑
α,β∈DP
eU{β}−U{α} Qα¯(α)(12t
′) s(α|β)(t)Qβ¯(β)(
1
2t
′′) (241)
S
(2)
34 (t, t
′;U) := 1 +
∑
α∈DP,β∈FDP
eU{β}−U{α}Qα¯(α)(12t
′) s(α|β)(t) (242)
S
(2)
ij (t;U, f) := 1 +
∑
α∈DP,β∈DP
eU{β}−U{α}∆(i)(f(α)) s(α|β)(t)∆(j)(f(β)) , i, j = 5, 6, 7(243)
Each Qα(
1
2t
′) is known to be a “small” BKP [7], [9] tau function. (This was a nice observation
of [13], [14]). The fact that only odd subscripts appear in the BKP higher times t2m−1 is related to the
reduction from the KP hierarchy.
Proposition 10. Sums (232),(234) are tau functions of the “large” BKP hierarchy introduced in [3]
with respect to the time variables t. Sums (238) are tau functions of the BKP hierarchy introduced in [9]
with respect to the time variables t′. Sums (241) are tau functions of the two-component BKP hierarchy
introduced in [9] with respect to the time variables t′ and t′′.
Remark 10. Let us remind that for the small BKP hierarchy obtained from KP we have the following [29]
S =
∑
α∈DP
A¯αQα(t
′) (244)
By specification of the data A¯ we obtain∑
α∈DP
e
−U{α}Qα(
1
2
t
′) ,
∑
α∈DP
e
−U{α}Qα(
1
2
t
′)Qα(
1
2
t
′′) ,
∑
α∈DP′
e
−U{α}Qα(
1
2
t
′) (245)
The sums (245) are particular examples (see [29]) of BKP tau functions, as introduced in [7], defining solutions
to what was called the small BKP hierarchy in [3].
The coupled small BKP yields series
S5(t
′
, t
′′
, D) :=
∑
α,β∈DP
ℓ(α)=ℓ(β)
Qα(
1
2
t
′)Dα,βQβ(
1
2
t
′′) (246)
The coefficients Dα,β in (246) are defined as determinants:
Dα,β = det
(
Dαi,βj
)
(247)
where D is a given infinite matrix. Taking Dnm = e
Um−Uns(n|m)(t) we reproduce (241).
B.1 Pfaffian representations
For
t = t(x(M)) =: [x1] + · · ·+ [xM ] (248)
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we have for any N ≥M = 1
S(1)(t(xi);N,U, A¯) =
∞∑
n=0
ane
−Unxni (249)
and for any N ≥M = 2 we have
S(1)(t(xi, xj);N,U, A¯) =
1
xi − xj
∞∑
m>n≥0
Anme
−Un−Um (xmi xnj − xni xmj ) (250)
Proposition 11. For M = N we have
S(1)(t(x(M));N,U, A¯) =
1
∆N (x)
Pf[S˜] (251)
where for N = 2n even
S˜ij = −S˜ji := (xi − xj)S(1)(t(xi, xj), N, U, A¯), 1 ≤ i < j ≤ 2n (252)
and for N = 2n− 1 odd
S˜ij = −S˜ji :=
{
(xi − xj)S(1)(t(xi, xj), N, U, A¯) if 1 ≤ i < j ≤ 2n− 1
S(1)(t(xi), N, U, A¯) if 1 ≤ i < j = 2n
(253)
and where
∆N (x) :=
∏
0≤i<j≤N
(xi − xj) (254)
We shall omit more spacious formulae for the case M 6= N .
Remark 11. Let us write down the entries of S˜ to express S(1)i , i = 0, . . . , 6
S
(1)
1 (t(xi, xj), N, U) = (xi − xj)−1
∑
m>n≥0
e
−Un−Um(xmi x
n
j − xmj xni ) (255)
S
(1)
1 (t(xi), N, U) =
∞∑
n=0
e
−Unx
n
i (256)
S
(1)
2 (t(xi, xj), 2n, U) = (xi − xj)−1
∞∑
n=0
e
−Un−Uc−n(xc−ni x
n
j − xc−nj xi) (257)
S
(1)
3 (t(xi, xj), N, U) = (xi − xj)−1
∞∑
m>n≥0
e
−Un−UmQ(n,m)(t
′)(xni x
m
j − xnj xmi ) (258)
S
(1)
3 (t(xi), N, U) =
∞∑
n≥0
e
−UnQ(n)(t
′)xni (259)
S
(1)
4 (t(xi, xj), N ‘, U) = (xi − xj)−1
∞∑
n≥0
e
−Un−Un+1(xni x
n+1
j − xnj xn+1i ) (260)
S
(1)
4 (t(xi), N, U) =
∞∑
n≥0
e
−Unx
n
i (261)
In particular substituting (205),(212) we obtain
S
(1)
1 (t, N, U = 0) =
1
∆N (x)
Pf
xj − xi
(1 − xi)(1− xj)(1− xixj) (262)
S
(1)
4 (t, N, U = 0) =
1
∆N (x)
Pf
xj − xi
1− xixj (263)
Then it follows that ∑
λ∈P
sλ(t(x
N )) =
N∏
i=1
(1− xi)−1
∏
i<j≤N
(1− xixj)−1 (264)
34
which called Schur-Littlewood identity, and∑
λ∈P
sλ∪λ(t(xN )) =
∏
i<j≤N
(1− xixj)−1 (265)
Formulae (264) and (265) are known, see Ex-s 4-5 in I-5 of [17], (264) is called Schur-Littlewood identity.
It is convenient to re-write these formulae in a way independent of the choice of N :
Proposition 12. ∑
λ∈P
sλ(t) = e
1
2
∑∞
m=1 mt
2
m +
∑∞
m=1 t2m−1 (266)
and ∑
λ∈P
sλ∪λ(t) = e
1
2
∑∞
m=1 mt
2
m−
∑∞
m=1 t2m (267)
Relations (266) and (267) will be used later in Section to solve certain combinatorial problem. From
sλtr (t) = (−1)|λ|sλ(−t) (268)
we obtain ∑
λ∈P
(−1)|λ|sλ(t) = e 12
∑∞
m=1 mt
2
m−
∑∞
m=1 t2m−1 (269)
and ∑
λ∈Peven
sλ(t) = e
1
2
∑∞
m=1 mt
2
m +
∑∞
m=1 t2m (270)
By the simple re-scaling tm → zmtm in equations (266)-(270) and equating factors before same powers
of z we obtain
Proposition 13. ∑
λ∈P
|λ|=T
sλ(t) = s(T)(t˜)
[
t˜2m−1 = t2m , t˜2m =
m
2
t2m
]
(271)
∑
λ∈P
|λ|=T
(−1)|λ|sλ(t) = s(T)(t˜)
[
t˜2m−1 = −t2m , t˜2m = m
2
t2m
]
(272)
∑
λ∈P
|λ|=T
sλ∪λ(t) = s(T)(t˜)
[
t˜m =
m
2
t2m − t2m
]
(273)
∑
λ∈Peven
|λ|=T
sλ(t) = s(T)(t˜)
[
t˜m =
m
2
t2m + t2m
]
(274)
where auxilary sets of times t˜ = (t˜1, t˜2, . . . ) are specified in the brackets to the right of equalities.
For instance we get (271) from (266) using the equality
∑
λ∈P
z|λ|sλ(t) = e
∑∞
m=1
z2m
2 mt
2
m+
∑∞
m=1 z
2m−1t2m−1 =
∞∑
T=0
zT s(T)(t˜)
where t˜ =
(
t1,
1·t21
2 , t3,
2·t22
2 , t5,
3·t23
2 , . . .
)
.
Formula (271) in case t = (1, 0, 0, . . . ) has an interpretation in terms of total numbers of standard
tableaux of weight (1T) and numbers of involutive permutations of ST, see Ex 12 I.5 of [17], [?], [76].
We get from Proposition 11
Proposition 14.
S
(1)
1 (t(x
(2n)), 2n, U) =
1
∆2n(x)
Pf

 ∑
m>n≥0
e−Un−Um(xmj x
n
i − xmi xnj )


i,j=1,...,2n
(275)
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Choosing Um = 0, m ≤ L+ 2n− 1 and Um = +∞, m > L+ 2n− 1 we obtain
∑
λ∈P
λ1≤L
sλ(t(x
(2n))) =
1
∆2n(x)
Pf
[
xj − xi
(1− xi)(1 − xj)(1 − xixj)
(
1− (xixj)L+N +
xL+Nj − xL+Ni
xj − xi
)]
i,j=1,...,2n
(276)
Proposition 15.
S
(1)
4 (t(x
(2n)), 2n, U) =
1
∆2n(x)
Pf [(xj − xi)f(xixj , U)]i,j=1,...,2n (277)
where
f(z, U) =
∞∑
m=0
e−Um−Um+1zm = S(1)4 (t(xi, xj), U)
Choosing Um = 0, m ≤ L+ 2n− 1 and Um = +∞, m > L+ 2n− 1 we obtain
∑
λ∈P
λ1≤L
sλ∪λ(t(x(2n))) =
1
∆2n(x)
Pf
[
(xj − xi)1− (xixj)
L+2n−1
1− xixj
]
i,j=1,...,2n
(278)
Next, as a corollary of Proposition 11 we obtain
Proposition 16.
∑
λ∈SCP(c)
sλ(t(x
(2n))) =
1
∆2n(x)
Pf


(
x
[c+ 12 ]
j − x[c+
1
2 ]
i
)2
xj − xi


i,j=1,...,2n
(279)
∑
λ∈SCP(c)
(−1)
∑n
i=1(λi−i+2n)sλ(t(x(2n))) =
1
∆2n(x)
Pf

(x[c+ 12 ]j − x[c+ 12 ]i ) x
[c+ 12 ]
j − (−xi)[c+
1
2 ]
xj + xi


i,j=1,...,2n
(280)
where [a] is equal to the integer part of a. Notice that in case c = n we have only one term related to
λ = 0 and thus the both sides of identity (279) are equal to 1 (compare to Lemma 5.7 in [89]).
Integral representations for the sums .
Let us recall the fermionic expression for the sums of Schur functions (??)
S(1)(t, N ;U, A¯) = 〈N |Γ(t)T(U)g−−(A)|0〉, T(U) = exp
∑
i≥0
(
U−i−1ψ
†
−i−1ψ−i−1 − Uiψiψ†i
)
where for the Examples 0-6 above we have
g−−((A0)c) := e
∑
M≥m>n ψmψn+
∑
m≤M ψmφ0 (281)
g−−(A¯1) := e
∑
m>n ψmψn+
∑
m∈Z ψmφ0 = e
∮
ψ(x−1)(ψ(x)+φ0) 11−xdx (282)
g−−(A¯2) := e
∑
m<n (−1)mψ2c−m+1ψm = e
∮
x−2c−2ψ(x)ψ(−x)dx (283)
g−−(A¯3(t′)) := e
∑
m>n Q(α(n),α(m))(
1
2 t
′)ψmψn+
∑
m∈Z Q(α(m))(
1
2 t
′)ψmφ0 = (284)
g−−(A¯3(t′∞)) := e
∑
m>n
m−n
m+nψmψn+
∑
m∈Z ψmφ0 = (285)
g−−(A¯4) := e
∑
m∈Z ψmψm−1 = e
∮
ψ(x−1)ψ(x)dx (286)
g−−(A¯5) := e
∑
m>n
m−n
1−mnψmψn+
∑
m∈Z ψmφ0 = (287)
g−−(A¯6) := e
∑
m>n
m−n
(m+n)2
ψmψn+
∑
m∈Z ψmφ0 = (288)
The corollary of the right hand side expressions is the fact that sums (223) may be re-written as
certain multiply integrals (12N -ply integrals for S
(1)
2 , S
(1)
4 , and N -ply integrals in other cases).
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For a sum (199) it is true in case we can present Anm as moments, or, the same the following
inverse moment problem: given Anm = −Amn, m, n ≥ 0 to find such an integration domain D and an
antisymmetric measure dA(x, y) = −dA(y, x) such that
Anm =
∫
D
xnymdA(x, y), n,m ≥ 0 (289)
Also
an =
∫
γ
xnda(x) (290)
If we have (289) then in case N = 2n we can write N -ply integral [[to be fixed]]
S(1)(t, 2n, U,Ac) = e−
∑N−1
i=0 Ui
∫
Dn
(
2n∏
i=1
eξr(t,xi) ·∆2n(x)
)
Pf [dA(xi, xj)] (291)
where ξr(t, x) is the following ΨDO operator
ξr(t, x) =
∞∑
m=1
tm (xr(D))
m , D = x∂x (292)
and r is related to U as follows
r(n) = eUn−Un+1 (293)
The case U = 0 causes ξr(t, x) =
∑∞
m=1 tmx
m and we obtain more familier expression
S(1)(t, 2n, U = 0, Ac) =
∫
Dn
2n∏
i=1
e
∑∞
m=1 tmx
m
i ∆2n(x) Pf [dA(xi, xj)] (294)
In case N = 2n+ 1 we have more involved expressions.
In case the solution of the inverse problem is not unique we have a set of different integral represen-
tations for the sum (199).
C Matrix integrals. Integration measures
Three Ginibre ensembles The complex Ginibre ensemble of complex N ×N matrices Z is defined
by the following probability measure
dµ2(Z) = e
−TrZZ† ∏
i,j=1,...,N
|dZij |2
2π
(295)
If we write Z = U(Λ + ∆)U † where U ∈ U(N), Λ = diag(z1, . . . , zN) and ∆ is stricly upper-triangular,
then
dµ2(Z) = CNe
−Tr(ΛΛ†−∆∆†)
N∏
i<j
|zi − zj |2|d∆|2|dΛ|2|d∗U |2 (296)
The real quaternionic
dµ4(X) = e
−TrXX† ∏
i,j=1,...,N
|dXij |2
2π
(297)
The real Ginibre ensemble of N ×N real matrices X is defined be the following measure
dµ1(X) :=
∏
i,j=1,...,N
e−
1
2TrX
2
ij
dXij√
2π
(298)
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Integrals over orthogonal and symplectic groups. Now
For O(2n) the Haar measure is
dµ(O) =
2(n−1)
2
πnn!
∫
θ1≤···≤θn≤2π
n∏
i<j
(cos θi − cos θj)2
n∏
i=1
dθi (299)
where eθ1 , e−θ1 , . . . , eθn , e−θn are eigenvalues of O.
For O(2n+ 1) the Haar measure is
dµ(O) =
2n
2
πnn!
∫
θ1≤···≤θn≤2π
n∏
i<j
(cos θi − cos θj)2
n∏
i=1
sin2
θi
2
dθi (300)
where eθ1 , e−θ1 , . . . , eθn , e−θn , 1 are eigenvalues of O.
For Sp(2n) the Haar measure is
dµ(O) =
2n
2
πnn!
∫
θ1≤···≤θn≤2π
n∏
i<j
(cos θi − cos θj)2 sin2 θi
n∏
i=1
dθi (301)
where eθ1 , e−θ1 , . . . , eθn , e−θn are eigenvalues of S.
D More details
D.1
Integrals I
(1)
1 ,I
(1)
2 and I
(1)
4 may be considered as β = 1, 2, 4 ensembles [16] related to a contour γ. They
may be obtained as particular cases of I(1) as follows:
Integral I
(1)
1 (N) is a particular case of I
(1)(N) where in the (A) case
A(xi, xj) = sgn(xi − xj), a(x) = 1 (302)
while in case (B)
A(xk, xj) = e
−πi2 sgn(ϕk − ϕj), a(x) = e−
πi
4 , (303)
with ϕi = argxi. To prove this we use:
Lemma 5.
Pf [sgn(xk − xj)] = sgn∆(x), xk ∈ R, (304)
Pf [sgn(ϕk − ϕj)] = sgn
(
e−
πi
4 (N
2−N)∆(x)
)
, xk = e
iϕk (305)
where k, j = 1, . . . , N .
Integral I
(1)
3 (N) is obtained from I
(1)(N) by setting
A(xi, xj) =
xi − xj
xi + xj
, a(x) = 1. (306)
We use the fact that
∆∗(x) = Pf
[
xi − xj
xi + xj
]
(307)
Integral I
(1)
4 (N) is obtained from I
(1)(N) as follows. In case (A) we set
A(xi, xj) =
1
2
(
xj
∂
∂xj
δ(xi − xj)− (xi ↔ xj)
)
(308)
and in case (B) we set
A(xi, xj) =
∂
∂ϕj
δ(ϕi − ϕj). (309)
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To relate these integrals to the 2-BKP hierarchy we introduce deformations I(1)(N) → I(1)(N ; t, t¯)
through the following deformation of the measure
dµ(x)→ dµ(x|t, t¯) = b(t, {x})b(−t¯, {x−1})dµ(x) (310)
where
b(s, t) = exp
∑
n odd
n
2
sntn (311)
and
{z} = (2z, 2z
3
3
,
2z5
5
, · · · ) . (312)
Below, we show that the generating series obtained by Poissonization (the grand partition function)
Zi(µ ; t, t¯) = b(t, t¯)
∞∑
N=0
Ii(N ; t, t¯)
µN
N !
, i = 1, 2, 3, 4, (313)
are particular 2-BKP tau functions (??).
We also consider the following 2N -fold integrals:
I5(N ; t
(1), t(2), t¯(1), t¯(2)) :=
∫
∆∗N (z)∆
∗
N (y)
N∏
i=1
dν(zi, yi|t(1), t(2), t¯(1), t¯(2)), (314)
where
dν(z, y|t(1), t(2), t¯(1), t¯(2)) = (315)
b(t(1), {z})b(−t¯(1), {z−1})b(t(2), {y})b(−t¯(2), {y−1})dν(z, y)
(here dν(z, y) is an arbitrary bi-measure), and show that the generating series
Z5(µ ; t
(1), t(2), t¯(1), t¯(2)) = b(t(1), t¯(1))b(t(2), t¯(2))
∞∑
N=0
I5(N ; t
(1), t(2), t¯(1), t¯(2))
µN
N !
(316)
is a particular case of the two-component 2-BKP tau function (??).
Remark 12. Note that
Z2(µ ; t, t¯) = Z5(µ ; t
(1)
, t
(2)
, t¯
(1)
, t¯
(2)) (317)
if
dν(z, y) = δ(z − y)dν(z)dν(y), t = t(1) + t(2), t¯ = t¯(1) + t¯(2). (318)
The integrals Z1(µ ; t, t¯), Z2(µ ; t, t¯), Z4(µ ; t, t¯) and Z5(µ ; t
(1), t(2), t¯(1), t¯(2)) may be obtained as
continuous limits of S1(t∞, t∗), S2(t∞, t∞, t∗), S4(t∞, t∗) and S5(t∞, t∞, t∗), respectively.
D.2 Partition functions of the β = 1 and β = 4 circular ensembles as tau
functions
As it well known [16] the integral over random orthogonal (β = 1) and symplectic (β = 4) N by N
matrices may be reduced to the N -ply integral over real lines
ZβN :=
∫
R1
· · ·
∫
R1
∏
n<m≤N
|xn − xm|β
N∏
i=1
e
∑∞
n=1 tnx
n
i dµ(xi) (319)
where dµ is an integration measure which yields the probability weight, while the exponential factor in
front of it is a deformation of this measure with a given set of deformation parameters t = (t1, t2, . . . ).
The wonderful result of [5]- [6] that ZN (t) is a tau function of a certain hierarchy of integrable
equations which were introduced and studied in a series of papers and named as Pfaff lattice and which
were found in [6] to be a tricky constraint of 2D Toda lattice hierarchy. Then it was proven by J. van de
Leur in [4] that ZβN , β = 1, 4 is a tau function of the charged BKP hierarchy introduced in [3] which may
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be viewed as a modification of the DKP hierarchy described in [9]. Here we remind and modify some of
results of [4].
We generalize (319) as follows. First we replace the integrals along the real ax R1 by the integrals along
any contour γ on C1. Second we add an additional set of deformation parameters: a set t¯ = (t¯1, t¯2, . . . )
and an integer l.
Thus we study
ZβN [γ] :=
∫
γ
· · ·
∫
γ
(ΥN (x))
β
N∏
i=1
dµ(xi ; t, t¯, l) (320)
Here
ΥN(x) :=
∏
n<m≤N
(xn − xm)sgn (ς(xn)− ς(xm)) (321)
where we introduce the parameter ς along the curve, and where the deformed measure dµ(x ; t, t¯, l) is
dµ(x ; t, t¯, l) = xle
∑∞
n=1(tnx
n−t¯nx−n) dµ(x) (322)
where dµ is any measure along γ and l, t, t¯ are deformation parameters.
Our main example will be circular beta-ensembles (β = 1, 4)
ZC,βN (l, t, t¯) :=
∮
· · ·
∮ ∏
n<m≤N
|xn − xm|β
N∏
i=1
xli e
∑∞
n=1(tnx
n
i −t¯nx−ni ) dµ(xi) (323)
which were not considered in [4]. We shall consider these ensembles in a way similar to [4]. Because of
notational reasons we prefer to consider DKP hierarchy introduced in [9] rather than the charged BKP
one introduced in [3] in spite of the fact that BKP hierarchy seems to be more natural for such problems.
Proposition 17. Let dµ(x) be any measure on the circle.
τN (l, t, t¯) := 〈N + l|Γ(t) e 12
∮ ∮
ψ(x)ψ(y)sgn(arg(x)−arg(y))dµ(x)dµ(y) g−,0 Γ¯(t¯) |l〉 (324)
= (−)N
2−N
2
c
N !
∮
· · ·
∮ ∏
n<m≤N
|xn − xm|
N∏
i=1
x
l+ 12 (N−1)
i e
∑∞
n=1 tnx
n
i +t¯nx
−n
i dµ(xi) (325)
where c = exp
∑∞
m=1mtmt¯m and
g−,0 := e
∮
ψ(x)dµ(x)φ0
√
2 (326)
Here τN (l, t, t¯) is a tau function of the 2-BKP hierarchy. In particular it means that if we fix
the variables t = (t1, t2, . . . ) then τN+l,l(t, t¯) is a 2-BKP tau function with respect to the variables
t¯ = (t¯1, t¯2, . . . ). The complete set of Hirota equations for the 2-BKP is written down in the Appendix.
The proof basically repeats the proof of [4] of the similar statement for ensembles (319) which we
write down in a little bit more unsophisticated way as follows.
Lemma 6. Let γ be a contour on a complex plane whose points x ∈ γ are parameterized by a parameter
ς: x = x(ς). Let dµ(x, y) = dµ(y, x) be a symmetric bi-measure on a γ×γ. Then, for any antisymmetric
function A(x, y) we have
e
z
2
∫
γ
∫
γ
ψ(x)ψ(y)A(x,y)dµ(x,y) =
∞∑
N=0
zNIN (327)
where IN is the following 2N -ply integral
IN =
∫
γ
· · ·
∫
γ
ψ(x1) · · ·ψ(xN ) Pf [A(x)] (328)
where ςi := ς(xi) and ς1 > · · · > ςN and where
Anm(x) = A(xn, xm)dµ(xn, xm), n,m = 1, . . . , N (329)
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The proof is straightforward. We have
1
2
∫
γ
∫
γ
ψ(x)ψ(y)A(x, y)dµ(x, y) =
∫ ∫
ς(x)>ς(y)
ψ(x)ψ(y)A(x, y)dµ(x, y)
Now
IN =
1
N !
(∫ ∫
ς(x)>ς(y)
ψ(x)ψ(y)A(x, y)dµ(x, y)
)N
=
∫
· · ·
∫
ψ(x1)ψ(x2) . . . ψ(xN )
∑
σ∈SN
sgnσ A(xσ(1), xσ(2))A(xσ(3), xσ(4)) · · ·A(xσ(N−1), xσ(N))
where the integration domain is restricted by the cone ς(x1) > ς(x2) > · · · > ς(xN ) and where the sum
runs over all possible permutations conditioned by σ(2i−1) > σ(2i), i = 1, . . . , 12N and by σ(1) > σ(3) >· · · > σ(N − 1) (the last restrictions gives rise to the additional factor N !).
Now we see that the following statement is valid
Lemma 7.
〈N + l| e z2
∫
γ
∫
γ
ψ(x)ψ(y)A(x,y)dµ(x,y) e
∫
γ
a(x)ψ(x)dµ(x)φ0
√
2 |l〉 (330)
=
(N − 1)!!
N !
∫
γ
· · ·
∫
γ
∆N (x)A(x1, x2)A(x3, x4) · · ·A(xN−1, xN ) (331)
Now we apply this Lemma. For circular ensembles we take arg x as the parameter ς used in the
Lemma.
To get standard circular ensembles we imply that
dµ(x, y) = dµ(x, t, t¯)dµ(y, t, t¯) (332)
and
A(x, y) = sgn(arg x− arg y) (333)
N even. It is enough to consider the case t = t¯ = 0. Writing the exponential in (337) as Taylor series
and keeping the N -th term we obtain the following 2N -ply integral
1
2N
∮
· · ·
∮
〈N + l|ψ(x1) · · ·ψ(x2N ) |l〉 Pf [sgn (arg(xi)− arg(xj)) dµ(xi, xj)] |i,j=1,...,N
=
1
2N
∮
· · ·
∮ N∏
i<j
(xi − xj)
N∏
i=1
xli dµ(xi, t, t¯) (334)
where the integration domain is restricted by arg x1 > arg x2 > · · · > argxN . Here we took into account
that
〈N + l|ψ(x1) · · ·ψ(x2N ) |l〉 =
N∏
i=1
xli
N∏
i<j
(xi − xj), (335)
and the last Lemma. Now using
∏
n<m≤N
|xn − xm|
xn − xm =
N∏
i=1
(−xi)
1−N
2
∏
n<m≤N
sgn
(
sin
argxn − arg xm
2
)
we can get rid of the restriction argx1 > argx2 > · · · > arg xN getting the factor (N !)−1. Thus we
re-write IN as
ZCβ=1N (t, t¯) = (−)
N2−N
2
1
N !
∮
· · ·
∮ ∏
n<m≤N
|xn − xm|
N∏
i=1
x
l+ 12 (N−1)
i dµ(xi, t, t¯) (336)
in accordance with (338). In the similar way we prove (??).
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β = 4 circular ensemble. Somehow circular ensembles were not considered in the paper [4]. The
circular β = 4 ensemble is also related to a DKP tau function which is rather similar to the the charged
BKP (cBKP) tau function (found in [4]) which gives rise to the integral over symplectic matrices:
Proposition 18. Let dµ(x) be any measure on the circle. We have
τ2N+l,l(t, t¯) := 〈2N + l|Γ(t) e
∮ dψ(x)
dx
ψ(x)dµ(x)Γ¯(t¯) |l〉 (337)
= c
∮
· · ·
∮ ∏
n<m≤N
|xn − xm|4
N∏
i=1
x
l+2(N−1)
i e
2
∑∞
n=1 tnx
n
i +t¯nx
−n
i dµ(xi) (338)
where c = c(N) exp
∑∞
m=1mtmt¯m
For the proof we use (335) where we consider the limit x2i−1 → x2i.
Expectation values similar to (147) and (150) yields sums of integrals similar to (148) and (151)
where the interaction |∆N(z)∆N (z
′)|∏
N
i,k=1(zi−z′k)
is replaced by |∆N(z)∆N (z
′)|4∏
N
i,k=1(zi−z′k)4
. Since I do not yet know links of such
series to anything else I shall not write down them explicitly.
D.3 Perturbation series in coupling constants for β = 1, 4 ensembles and
discrete matrix models
.
The fermionic language provides the simplest method to convert integrals into sums based on the
equalities ∫
γ
∫
γ
A(x, y)ψ(x)ψ(y) =
∑
n>m
Anmψnψm,
∫
γ
∫
γ
A(x, y)φ(x)φ(y) =
∑
n>m
Anmφnφm,
∫
γ
a(x)ψ(x)φ0 =
∑
n
anψnφ0
where
Anm =
∫
γ
∫
γ
A(x, y)xnym dxdy, an =
∫
γ
a(x)xn dx (339)
In this way each multiple integral considered in Section D.2 may be converted into a multiple sum
considered either in Section ?? or in Section ??.
In this subsection we shall consider perturbation series for β = 1, 4 ensembles and in particular for
β = 1, 4 circular ensembles. Perturbation series for each ensemble ((323),(319),. . . ) may be written as
Zβ=1N (t, t¯) = c
∑
λ∈P
ℓ(λ)≤N
A{h}(0, t¯)sλ(t) (340)
where the sum ranges over all partition whose length (that is the number of non-vanishing parts λi) does
not exceed N and where A{h} are defined via a matrix A˜ and numbers {an} as follows
Let N = 2K. Given ordered set h := (h1, . . . , hN) we define A{h} as the Pfaffian of 2K × 2K matrix
a = a(h)
A{h} = Pf [a], anm(h) := (A)hnhm |n,m=1,...,2K (341)
For N = 2K + 1 we define A{h} as the Pfaffian of the (2K + 2)× (2K + 2) matrix a˜ = a˜(h)
A{h} = Pf [a˜], a˜nm(h) := (A)hnhm |n,m=1,...,2K+1, (342)
a˜n,2K+2 = −a˜2K+2,n =
∮
xndµ(x, t, t¯), n = 1. . . . , 2K + 2 (343)
The matrix A˜ is defined in term of matrices of moments of each of ensembles separately:
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For β = 1 ensembles From
e
1
2
∫
γ
∫
γ
ψ(x)ψ(y)sgn(ς(x)−ς(y))dµ(x)dµ(y) = g−−(A)
we obtain
Anm = Anm(t, t¯) =
1
2
∫
γ
∫
γ
xnymsgn (arg(x)− arg(y)) dµ(x, t, t¯)dµ(y, t, t¯) (344)
Also
an(t, t¯) =
∫
γ
xndµ(x, t, t¯) (345)
In particular for circular ensemble we have
Anm = Anm(t, t¯) =
1
2
∮ ∮
xnymsgn (arg(x)− arg(y)) e
∑∞
i=1(x
i+yi)ti−(x−i+y−i)t¯idµ(x)dµ(y) (346)
Also
an(t, t¯) =
∮
xndµ(x, t, t¯) (347)
There are two ways to get such series.
(I) Given fermionic representation (337) we have the following straightforward way. Here we put l = 0
for the sake of simplicity. Because
e
1
2
∮ ∮
ψ(x)ψ(y)sgn(arg(x)−arg(y))dµ(x)dµ(y) = g−−(A)
where A is the matrix of moments
Anm = Anm(t, t¯) =
1
2
∮ ∮
xnymsgn (arg(x) − arg(y)) e
∑∞
i=1(x
i+yi)ti−(x−i+y−i)t¯idµ(x)dµ(y) (348)
we obtain representation (??)
ZCβ=1N (t, t¯) =
∑
λ∈P
ℓ(λ)≤N
A{h}(0, t¯)sλ(t) =
∑
λ∈P
ℓ(λ)≤N
A{h}(t, 0)sλ(t¯) (349)
where the sum ranges over all partition whose length (that is the number of non-vanishing parts λi) does
not exceed N and where A{h} is defined as follows as in (??):
(II) Formula (340) may be also obtained in a different way: via development of ZN in Taylor series in
deformation parameters which is written as series in the Schur functions, usage of the Cauchy-Littlewood
relation [17] in form
e
∑∞
n=1 tn
∑N
i=1 x
n
i =
∑
λ∈P
sλ(t)
det
(
xhki
)
i,k=1,...,N∏
n<m≤N (xn − xm)
, hi = λi − i+N (350)
and the following known (see [16], section 14.3)
Lemma 8. ∫
· · ·
∫ N∏
i=1
dµ(xi) det [θi(xj)] sgn∆(x) = N ! Pf [aij ]i,j=1,...,2m (351)
where 2m = N if N is even and 2m = N + 1 if N is odd, and
aij =
∫ ∫
x≤y
dµ(x)dµ(y) [θi(x)θj(y)− θj(x)θi(y)] , i, j = 1, . . . , N (352)
When N is odd we have in addition aN+1,N+1 = 0 and
ai,N+1 = −aN+1,i =
∫
θi(x)dµ(x), i = 1, . . . , N (353)
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The perturbation series for the orthogonal ensemble (319) is the same series (340) where, now,
the moment matrix is
Anm(t, t¯) =
∫
R
∫
R
xnymsgn(x− y)dµ(x, t, t¯)dµ(y, t, t¯) (354)
and
an(t, t¯) =
∫
R
xndµ(x, t, t¯) (355)
where
dµ(x, t, t¯) := e
∑∞
m=1 x
mtme−
∑∞
m=1 x
−m t¯mdµ(x) (356)
Let N = 2K. Given ordered set h := (h1, . . . , hN) we define A{h} as the Pfaffian of 2K × 2K matrix
a = a(h)
A{h} = Pf [a], anm(h) := (A)hnhm |n,m=1,...,2K (357)
For N = 2K + 1 we define A{h} as the Pfaffian of the (2K + 2)× (2K + 2) matrix a˜ = a˜(h)
A{h} = Pf [a˜], a˜nm(h) := (A)hnhm |n,m=1,...,2K+1, (358)
a˜n,2K+2 = −a˜2K+2,n =
∫
xndµ(x), n = 1. . . . , 2K + 2 (359)
Perturbation series for β = 4 ensemble.
First, we write ∫
γ
ψ(x)
dx
ψ(x) dµ(t, t¯, x) =
∑
n,m
Anm(t, t¯)ψnψm (360)
where
Anm(t, t¯) =
n−m
2
∫
γ
xn+m−1 dµ(t, t¯, x) (361)
and
an(t, t¯) =
∫
R
xndµ(x, t, t¯) (362)
where for the symplectic ensemble we take γ = R while for the circular ensemble γ = S1.
dµ(t, t¯, x) := e
∑∞
m=1 x
mtme−
∑∞
m=1 x
−m t¯mdµ(x) (363)
Then we obtain
〈N + l|Γ(t) e
∑
n,m Anmψnψm e
∑∞
n=0 anψnφ0 Γ¯(t¯) |l〉 =∑
λ∈P
A{h}(0, t¯)sλ(t)
D.4 On character formulae
Remark 13. There is a known relation (see [11]) between the Schur functions and the odd orthogonal character
soλ of rectangular shape as follows∑
λ1≤p
sλ(x1, . . . , xm) = (x1 . . . xm)
1
2
p
so(( p2 )
m)(x
±1
1 , . . . , xm, x
±1
m , 1) (364)
The odd orthogonal characters soλ(x
±1
1 , x
±1
2 , . . . , x
±1
m , 1), where x
±1
1 is a shorthand notation for x1, x
−1
1 , . . . , and
where λ is an m-tuple (λ1, λ2, . . . , λm) of integers, or of half-integers, is defined by
soλ(x
±1
1 , . . . , x
±1
m , 1) :=
det
(
x
λi−i+m+
1
2
j − x
−(λi−i+m+
1
2
)
j
)
det
(
x
−i+m+ 1
2
j − x
−(−i+m+ 1
2
)
j
) (365)
(see, say, (3.3) in [11]).
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The even orthogonal character may defined as
soλ(x
±1
1 , . . . , x
±1
m ) :=
det
(
x
λi−i+m
j + x
−(λi−i+m)
j
)
+ det
(
x
λi−i+m
j − x−(λi−i+m)j
)
det
(
x−i+mj + x
−(−i+m)
j
) (366)
(see, say, (2.12) in [12])
The even symplectic character is defined as
spλ(x
±1
1 , . . . , x
±1
m ) :=
det
(
x
λi−i+m+1
j − x−(λi−i+m+1)j
)
det
(
x−i+m+1j − x−(−i+m+1)j
) (367)
(see, say, (4.5) in [11])
In [15] there was also defined odd symplectic characters spλ(x
±1
1 , x
±1
2 , . . . , x
±1
n , 1), which are for example
defined by
spλ(x
±1
1 , x
±1
2 , . . . , x
±1
n , 1) =
1
2
det1≤i,j≤n
(
hλi−i+j(x
±1
1 , x
±1
2 , . . . , x
±1
n , 1) + hλi−i−j+2(x
±1
1 , x
±1
2 , . . . , x
±1
n , 1)
)
,
(368)
(see, say, (4.6) in [11]) where hk(z1, z2, . . . , zr) denotes the k-th complete homogeneous symmetric function
The fermionic approach. Odd orthogonal character. Formula (426) may be written in form
soλ(x
±1
1 , . . . , x
±1
m , 1) := 〈0|Ψ(x1) . . .Ψ(xm) |{λ}〉 (369)
=
(−√2x1) . . . (−√2xm) 〈0| (g−−)−1 ψ†(x1) . . . ψ†(xm) g−− |{λ,m}〉 (370)
where
g−− = e
1
2
∮
ψ(x)ψ(−x−1) dx ≡ e 12
∑
n∈Z (−)nψnψn+1 (371)
Ψ(x) :=
√
2xψ
(−x−1)−√2xψ†(x) (372)
and where for λ = (λ1, . . . , λr)
|{λ,m}〉 := φλ1−1+m . . . φλr−r+m |0〉 (373)
φn :=
1√
2
(
ψn + (−)nψ†−n
)
(374)
The fermionic approach. Even symplectic case.
spλ(x
±1
1 , . . . , x
±1
m ) := (−1)m〈0|
(
ψ†(x1) + ψ
(−x−11 )) . . . (ψ†(xm) + ψ (−x−1m )) |[λ,m]〉 (375)
Now take
|[λ,m]〉 := ψ˜λ1−1+m . . . ψ˜λr−r+m |0〉 (376)
ψ˜n :=
1√
2
(
ψn − (−)nψ†−1−n
)
, ψ˜†n :=
1√
2
(
ψ†n − (−)nψ−n−1
)
(377)
We have
[ψ˜†n, ψ˜
†
k]+ = 0 [ψ˜n, ψ˜k]+ = 0 [ψ˜
†
n, ψ˜k]+ = δnk (378)
ψn :=
1√
2
(
ψ˜n + (−)nψ˜†−1−n
)
, ψ†n :=
1√
2
(
ψ˜†n + (−)nψ˜−n−1
)
(379)
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Bogolyubov transform. Introduce fermionic operators ψ˜n and ψ˜
†
n as the following Bogolyubov trans-
form of the fermionic operators ψn and ψ
†
n
ψ˜n := e
−π4 J˜−0 ψne
π
4 J˜
−
0 =
1√
2
(
ψn − (−)nψ†−1−n
)
(380)
ψ˜†n := e
−π4 J˜−0 ψ†ne
π
4 J˜
−
0 =
1√
2
(
ψ†n − (−)nψ−n−1
)
(381)
where
J˜−0 :=
∑
n∈Z
(−1)n
(
ψ−n−1ψn + ψ
†
−n−1ψ
†
n
)
(382)
The inverse transformation is
ψn :=
1√
2
(
ψ˜n + (−)nψ˜†−1−n
)
, ψ†n :=
1√
2
(
ψ˜†n + (−)nψ˜−n−1
)
(383)
Introduce fermionic fields
ψ˜(x) :=
∑
ψ˜nx
n =
1√
2
(
ψ(x) − ψ†(−x)) , ψ˜†(x) := ∑ ψ˜†nx−n−1 = 1√
2
(
ψ†(x) + ψ(−x)) (384)
then
ψ(x) :=
1√
2
(
ψ˜(x) + ψ˜†(−x)
)
, ψ†(x) :=
1√
2
(
ψ˜†(x)− ψ˜(−x)
)
(385)
By (380)-(381) we obtain
ψ˜n|m〉 = ψ˜†−n−1|m〉 = ψn|m〉 = ψ†−n−1|m〉 = 0 , n < m (386)
We obviously have
[ψ˜†n, ψ˜
†
k]+ = 0 , [ψ˜n, ψ˜k]+ = 0 , [ψ˜
†
n, ψ˜k]+ = δnk (387)
and
[ψ˜(x), ψ˜†(y)]+ = 0 , [ψ˜(x), ψ˜(y)]+ = 0 , [ψ˜†(x), ψ˜(y)]+ = [ψ†(x), ψ(y)]+ = δ(x/y) (388)
As one can verify, for any N,n.m
〈N | ψ˜nψ˜†m |N〉 = 〈N |ψnψ†m |N〉 , 〈N | ψ˜nψ˜m |N〉 = 〈N | ψ˜†nψ˜†m |N〉 = 0 (389)
As one can see the normal ordering given by
: ψnψ
†
m : = ψnψ
†
m − 〈0|ψnψ†m |0〉 , : ψnψm : = ψnψm , : ψ†nψ†m : = ψ†nψ†m (390)
yields
: ψ˜nψ˜
†
m : = ψ˜nψ˜
†
m − 〈0|ψ˜nψ˜†m |0〉 , : ψ˜nψ˜m : = ψ˜nψ˜m , : ψ˜†nψ˜†m : = ψ˜†nψ˜†m (391)
Direct computation with the use of (384), (386) yields
〈N | ψ˜(x)ψ˜†(y) |N〉 =
∞∑
n=0
x−n−N−1yn+N = 〈N |ψ(x)ψ†(y) |N〉 (392)
Currents and flows.
: ψ(x)ψ†(x) :=
+∞∑
n=−∞
Jnx
n−1 , : ψ˜(x)ψ˜†(x) :=
+∞∑
n=−∞
J˜nx
n−1 (393)
By (391) and (390) both sets {Jn} and {J˜n} are the subjects of two Heisenberg algebras
[ Jn, Jm ] = [ J˜n, J˜m ] = nδn+m,0 (394)
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By (380)-(381) and taking into account that
∑
(−1)iψiψn−i =
∑
(−1)iψ†iψ†n−i = 0 for even n we
obtain
J2n−1 = J˜2n−1 (395)
J2n =
1
2
+∞∑
i=−∞
(−1)i
(
ψ˜iψ˜−i−1−2n + ψ˜
†
−i−1ψ˜
†
i+2n
)
(396)
One can compare the last expression with formulae (156).
Let us introduce
J−2n =
1
2
+∞∑
i=−∞
(−1)i
(
ψ˜iψ˜−i−1−2n − ψ˜†−i−1ψ˜†i+2n
)
(397)
and use the notation J+2n := J2n. Then
[ J˜2n+1, J2m−1 ] = (2n+ 1)δn+m,0 , [ J˜2n+1, J2m ] = 0 (398)
[J±2m , J˜2n] = J˜
∓
2n+2m (399)
Similarly
J˜+2n := J˜2n = −
1
2
+∞∑
i=−∞
(−1)i
(
ψiψ−i−1−2n + ψ
†
−i−1ψ
†
i+2n
)
(400)
J˜−2n := −
1
2
+∞∑
i=−∞
(−1)i
(
ψiψ−i−1−2n − ψ†−i−1ψ†i+2n
)
(401)
And we get
[J˜±2m , J2n] = J
∓
2n+2m (402)
Remark 14.
Lemma 9.
One can consider the transformation
ψ˜n := c
(
ψn + a(−1)nψ†−1−n
)
, ψ˜
†
n := c
(
ψ
†
n + a(−1)nψ−n−1
)
(403)
ψn := c
(
ψ˜n − a(−1)nψ˜†−1−n
)
, ψ
†
n := c
(
ψ˜
†
n − a(−1)nψ˜−n−1
)
(404)
where c = 1√
1+a2
. Instead of (384) we have
ψ˜(x) := c
(
ψ(x) + aψ†(−x)
)
, ψ˜
†(x) := c
(
ψ
†(x)− aψ(−x)
)
ψ(x) := c
(
ψ˜(x)− aψ˜†(−x)
)
, ψ
†(x) := c
(
ψ˜
†(x) + aψ˜(−x)
)
The previous case was related to the choice a = −1.
Then all properties (386)-(392) are still true. Then again the currents (393) satisfy the Heisenberg algebra
relations (394). However, the explicit relations for currents are as follows. The relation for odd components of
the currents (395) are still correct (therefore relations (398) are also correct), while for the even components we
obtain
J
+
2n =
1− a2
1 + a2
J˜2n − a
1 + a2
+∞∑
i=−∞
(−1)i
(
ψ˜
†
−i−1ψ˜
†
i+2n + ψ˜iψ˜−i−1−2n
)
, n ∈ Z (405)
J˜
+
2n(a) =
1− a2
1 + a2
J2n +
a
1 + a2
+∞∑
i=−∞
(−1)i
(
ψ
†
−i−1ψ
†
i+2n + ψiψ−i−1−2n
)
, n ∈ Z (406)
J
−
2n =
1
2
[J+2n, J˜
+
0 ] = −
a
1 + a2
+∞∑
i=−∞
(−1)i
(
ψ˜
†
−i−1ψ˜
†
i+2n − ψ˜iψ˜−i−1−2n
)
, n ∈ Z (407)
J˜
−
2n =
1
2
[J˜+2n, J
+
0 ] =
a
1 + a2
+∞∑
i=−∞
(−1)i
(
ψ
†
−i−1ψ
†
i+2n − ψiψ−i−1−2n
)
, n ∈ Z (408)
We notice that
ψ˜n = e
αJ˜
−
0 ψn e
−αJ˜0
−
, ψ˜
†
n = e
αJ˜0
−
ψ
†
n e
−αJ˜0
−
, tanα = a (409)
and therefore for n 6= 0
J˜
+
n = e
αJ˜0
−
J
+
n e
−αJ˜0
−
(410)
It is not true for n = 0 thanks to the fact that the definition of J0 includes the normal ordering.
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Symmetric polynomials. Let us notice that
〈N1|Γ(t) g |N2〉 = 〈N1| Γ˜(t) g˜ |N2〉 (411)
where
Γ˜(t) := e
∑∞
n=1 J˜ntn (412)
and g˜ is of form (??) where fermions ψ and ψ† are replaced by the fermions ψ˜ and ψ˜†. As we see
sλ(t) := 〈0| e
∑∞
n=1 J˜n(a)tn |{λ, a}〉
Consider
s˜λ(t, a) := 〈0| e
∑∞
n=1 Jntn earctan(a)J˜
−
0 |λ〉 = 〈0| e
∑∞
n=1 J˜n(−a)tn |λ〉 = 〈0| e
∑∞
n=1 Jntn |{λ, a}〉 (413)
This polynomial is an example of BKP tau function. s˜λ(t, a) is a homogeneous polynomial of the same
weight as sλ(t). We have s˜λ(t, 0) = sλ(t).
The polynomial s˜λ(t) may be expressed as a linear combination of the Schur functions as follows.
First, we need the Frobenius notation for λ. Let λ = (α|β). Given λ one can construct another partition
by a permutation of a certain number, say, n of variables αni , i = 1, . . . , k and βmi , i = 1, . . . , k. The
set of all partitions obtained in this way will be denoted by Pk(α, β)
s˜λ(t, a) =
∑
µ∈Pk(α,β)
(−1)a2ksµ(t) (414)
In case t2 = t4 = t6 = · · · = 0 all Schur functions in the sum are equal.
D.5 Double series in the Schur functions
D.6 Matrix integrals
Using
∫
O∈O(N)
sλ(O)d∗O =
{
1 λ is even
0 otherwise
,
∫
S∈Sp(N)
sλ(S)d∗S =
{
1 λtr is even
0 otherwise
(415)
we get
J1(t, N) :=
∫
O∈O(N)
e
∑∞
m=1 tmTrO
m
d∗O =
∑
λeven
ℓ(λ)≤N
sλ(t) (416)
J2(t, N) :=
∫
S∈Sp(2n)
e
∑∞
m=1 tmTrS
m
d∗S =
∑
λ∈FP
ℓ(λ)≤2n
sλ(t) (417)
The right hand sides were obtained in [2] (see eq. (38) and for N → ∞ see eqs.(83),(86) there) as
examples of the BKP tau function.
There are three different fermionic representations of these integrals.
(1) There are representations for S
(1)
4 see eq.(162) in [2]
(2) The fermionic representation for N = 2n is
Jα(t, 2n) = b(t)〈2n|Γ(t)e
∫
Λ2
A(z1,z2)wα(z1)wα(z2)dz1dz2Γ¯(−t)|0〉 (418)
where for w(α) see (425) below. and where
A(α)(z1, z2) =
(
(z1 + z
−1
1 )
n − (z2 + z−12 )n
)2
z1 + z
−1
1 − z2 − z−12
(419)
Here
b(t) := e
∑∞
m=1mt
2
m (420)
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To get the fermionic representation we use that for (419) Pf [A(zi, zj)] =
∏n
i<j
(
zi + z
−1
i − zj − z−1j
)2
,
see Lemma 5.7 in [89].
(3) The other way is to present the both matrix integrals as the following tau function of the two-
component 2-KP
〈2n,−2n|Γ(1)(t(1))Γ(2)(t(1))e
∮
w(1)α (z)w
†(1)
α (z)Γ¯(−t)Γ¯(−t)|0〉 (421)
for wα see (425) below, superscript shows the numerous of the component of two-component fermions.
Character expansion: KP tau function
χλ(z, n) :=
〈n+N, λ|w(z1) · · ·w(zN )|n〉
〈n+N |w(z1) · · ·w(zN )|n〉 =
det
[
〈n|ψ†n+hiw(zj)|n〉
]
det
[
〈n|ψ†n+N−iw(zj)|n〉
] , hi = λi − i+N (422)
where w(z) is a linear combination of the Fermi fields. Denote
χ
(α)
λ (z) :=
〈N, λ|wα(z1) · · ·wα(zN )|0〉
〈N |wα(z1) · · ·wα(zN )|0〉 (423)
where
wα(z) = z−
α
2 (Qα(z))
−1
ψ(z)Qα(z) , Qα = exp
∑
n∈Z
ψ−nψ
†
n+α = exp
1
2πi
∮
zαψ(z−1)ψ†(z)dz (424)
namely
w1(z) = ψ(z)z
− 12 − ψ(z−1)z 12 , w2(z) = ψ(z)z−1 − ψ(z−1)z (425)
Then the odd character of the orthogonal group is
soλ(z
±1
1 , . . . , z
±1
m , 1) =
det
(
z
λi−i+m+ 12
j − z−(λi−i+m+
1
2 )
j
)
det
(
z
−i+m+ 12
j − z−(−i+m+
1
2 )
j
) = χ(1)λ (z) (426)
(see, say, (3.3) in [11]).
The even symplectic character is defined as
spλ(z
±1
1 , . . . , z
±1
m ) :=
det
(
zλi−i+m+1j − z−(λi−i+m+1)j
)
det
(
z−i+m+1j − z−(−i+m+1)j
) = χ(2)λ (z) (427)
(see, say, (4.5) in [11])
Now, introduce the following KP tau function
τ (α)(t) = 〈n+N |Γ(t)wα(z1) · · ·wα(zN )|n〉 =
∑
λ
χ
(α)
λ (z)sλ(t) (428)
where the characters play the role of Plucker coordinates in the Sato formula for KP tau functions.
BKP tau functions related to O(N) and Sp(N) characters
〈2n|Γ(t)e
∫
Λ2
A(z1,z2)wα(z1)wα(z2)dz1dz2Γ¯(t¯)|0〉 = (429)
= b(t¯)
∑
λ
sλ(t+ t¯)
∫
ΛN
A(z¯)χ
(α)
λ (z)
N∏
i=1
e−
∑∞
m=1 t¯m(z
m
i +z
−m
i )dzi
In case t+ t¯ = 0 and A¯ chosen as in (419) we come to Jα(N, t).
Littlwood-Hall [97]
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E Appendic. Mehta-Pandey integration trick.
This is a short review of some facts from Chapters 2 and 14 of [16].
Consider a Hermitian matrix H = R+iS where R is real symmetric and S is real anti-symmetric. Let
the matrix H and an auxilary matrix X are N by N matrices. Below we shall consider four cases where
X is (1) symmetric, (2) anti-symmetric, (3) quaternionic self-dual and (4) quaternionic anti-self-dual.
The following simple relation will be of use below∫
ecYjkXkj+tX
2
kjdXkj =
π√
t
e−
c2
4t Y
2
jk (430)
where Yjk, Xkj c and t are real.
Interpolation between Gauss unitary (GUE) and Gauss orthogonal ensembles GOE. The
integration measure for the unitary ensemble of N by N matrices is given by
dH =
∏
j≤k
dRjk
∏
j<k
dSjk (431)
The so-called Mehta-Pandey GUE − GOE interpolating ensemble is defined by the following Gauss
probability measure
P (H) = const exp

−∑
j,k
(
(Rjk)
2
4v2
+
(Sjk)
2
4v2α2
) (432)
In case α2 = 1 (432) yields GUE. In the limit α2 → 0 Gauss fluctuations of the anti-symmetric part S
of the Hermtian matrix H = R + iS is suppressed and statistics coincides with the statistic of Gauss
symmetric matrices. Therefore, the interval 0 < α2 < 1 is related to the GOE-GUE interpolation
between Gauss ensembles of Hermitian matrices and of symmetric ones, alpha2 being the interpolation
parameter. Similarly, the interval 1 < α2 < +∞ may be related to the GOE-GUE interpolation between
Gauss ensembles of Hermitian and of anti-symmetric matrices.
(1) If X is a symmetric matrix. For a given i, j we have∫
ecRjkXkj+tX
2
kjdXkj =
π√
t
e−
c2
4tR
2
jk
and thanks to TrHX = TrRX we obtain
∫
ecTrHX+tTrX
2
dX =
(
π√
t
)N2+N
2
e−
c2
4tTrR
2
(433)
With the help of this relation the one can write the mean value of any function f of entries of H in
the Mehta-Pandey ensemble (MP1) as follows
〈f(H)〉MP1 :=
∫
f(H) exp

−∑
j,k
(
(Rjk)
2
4v2
+
(Sjk)
2
4v2α2
)
∏
j≤k
dRjk
∏
j<k
dSjk (434)
=
∫
f({Hjk})
∫
et2TrH
2+cTrHX+t′2TrX
2
dHdX (435)
where t2 = − 14v2α2 , t′2 = − 14v2(1−α2) , c = − 12v2α2 .
(2) If X is an anti-symmetric matrix then then TrHX = TrSX . Now we obtain in a similar way
∫
e−icTrHX+tTrX
2
dX =
(
π√
t
)N2−N
2
e−TrS
2
(436)
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Interpolation between Gauss unitary (GUE) and Gauss symplectic ensembles GSE. Here
we use the standard notions of quaternions ei, i = 0, 1, 2, 3 which may be viewed as two by two matrices,
e0 is a unity matrix and ei, i = 1, 2, 3 are anti-Hermitian Pauli matrices, e1 is diagonal imaginary, e2 is
real anti-symmetric, e3 is symmetric imaginary.
A 2n by 2n Hermitian matrix H may be written as n by n matrix with quaternionic entries as follows
Hjk = [Rjk + iSjk]
where 2n by 2n matrices
R = R0 · e0 +
3∑
µ=1
Rµ · eµ , S = S0 · e0 +
3∑
µ=1
Sµ · eµ
are written via n by n matrices Rµ and Sµ, µ = 0, 1, 2, 3, where R0 and Sµ are real symmetric while S0
and Rµ are real anti-symmetric.
The operation e0 → e0, ei → −ei, i = 1, 2, 3 is called conjugation. A matrix, sayR, with quaternionic
entries is called self-dual if Rjk is conjugated to Rkj . A matrix, say S, with quaternionic entries is called
anti-self-dual if Sjk is conjugated to −Skj .
In terms of matrices Rµ and Sµ the integration measure (431) of the Hermitian matrix H may be
written as
dH =
∏
j≤k≤n
(
dR0jk
3∏
µ=1
dSµjk
) ∏
j<k≤n
(
dS0jk
3∏
µ=1
dRµjk
)
The Mehta-Pandey enterpolating ensemble is defined by the following probability measure
P (H) = exp

−∑
j,k
3∑
µ=0


(
Rµjk
)2
4v2
+
(
Sµjk
)2
4v2α2



 (437)
In case α2 = 1 (432) yields GSE: the Gauss ensemble of self-dual matrices. In the limit α2 → 0
Gauss fluctuations of the anti-self-dual part S of the Hermtian matrix H = R + iS is suppressed and
statistics coincides with the statistic of Gauss self-dual matrices. Therefore, the interval 0 < α2 < 1 is
related to the GSE-GUE interpolation between Gauss ensembles of Hermitian matrices and of self-dual
ones, alpha2 being the interpolation parameter. Similarly, the interval 1 < α2 < +∞ may be related to
the GSE-GUE interpolation between Gauss ensembles of Hermitian and of anti-self-dual matrices.
(3) If N = 2n is even and X is real quaternionic self-dual n by n matrix‘
F Appendix. Some properties of vector |Ω〉
On ASEP and 1D Ising model
chto eto?
∏
i<j(cos θi
Introduce
n
(±)
λ := 〈λ| J±1 |Ω〉 (438)
One can interprets n
(+)
λ and n
(−)
λ as the numbers of respectively in- and out-incurvities of a Young
diagram λ. Then
n
(+)
λ = n
(−)
λ + 1 (439)
In terms of Fock vector interpretation of the state λ the number n
(+)
λ (n
(−)
λ ) counts the number of fermions
which can hop up (resp. down) to a free neighboring site. The appearance of 1 in the right-hand side of
(439) is related to the fact that the bottom of Dirac see is fully packed.
Now introduce
V =
1
2
∑
i∈Z
((2nˆi − 1)(2nˆi+1 − 1)− 1) , nˆi = ψiψ†i (440)
Then obviously
〈λ|V = nλ 〈λ| (441)
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where
nλ = n
(+)
λ + n
(−)
λ = 2n
(+)
λ − 1 = 2n(−)λ + 1 (442)
is the number of free neighboring sites for fermions in the state 〈λ|. 6
Introduce
|Ωa〉 :=
∑
λ∈P
|λ〉 e−a|λ| (444)
Then
〈λ| J±1 |Ωa〉 = e±an(±)λ (445)
or, the same,
J±1 |Ωa〉 =
∑
λ∈P
|λ〉 e−a|λ|e±an(±)λ (446)
(
rJ−1 + r−1J1 − pV
) |Ωa〉 = ∑
λ∈P
|λ〉 e−a|λ|
(
1
2
re−a(nλ − 1) + 1
2
r−1ea(nλ + 1)− pnλ
)
(447)
when p = 12re
−a + 12r
−1ea then
Hˆ |Ωa〉 = 0, Hˆ :=
(
rJ−1 + r−1J1 −
(
1
2
re−a +
1
2
r−1ea
)
V +
(
1
2
re−a − 1
2
r−1ea
))
(448)
At last we obtain
〈λ|eHˆt|Ωa〉 ≡ 1 (449)
Via Jordan-Wigner transform Hˆ may be identified with the Hamiltonian of a non-Hermitian spin
chain Hˆ → ∑ rS−i S+i+1 + r−1S+i S−i+1 + pSzi Szi+1, which is the Hamiltonian of the well-known XXX
model if r = 1, p = 14 . This representation was used in [83, 84] for a description of the asymmetric
simple exclusion model (ASEP). Then relation (449) describes the fact that the sum of the probabilities
to achieve each of admissible states is equal to one. Then
pλ→µ(t) = 〈λ|eHˆt|µ〉
is the probability to achieve the state µ starting from the state λ after the lapse of the time t.
Determinants of infinite matrices
〈Ω|e
∑
n,m≥0 ψnψ
†
−m−1Dnm |0〉 = det(1 +D) (450)
G Zonal functions
∮
. . .
∮
∆4(z)
N∏
i=1
e2
∑∞
m=1 z
m
i tme2
∑∞
m=1 z
−m
i t¯mdzi =
∑
λ∈P
e−F
( 1
2
)
λ J
( 12 )
λ (t)J
( 12 )
λ (t¯) (451)
==================
is the particular case of
Thanks to∮
· · ·
∮ N∏
i6=j
(1− xix−1j )
1
α J
(α)
λ (x)J
(α)
λ (x)
N∏
i=1
dxi =
∏
1≤i<j≤n
Γ(ξi − ξj + 1α )Γ(ξi − ξj − 1α + 1)
Γ(ξi − ξj)Γ(ξi − ξj + 1)
where ξi := λi +
1
α (N − 1), 1 ≤ i ≤ N , [17] we have∮
. . .
∮
∆βN (z)
N∏
i=1
e2
∑∞
m=1 z
m
i tme2
∑∞
m=1 z
−m
i t¯mdzi =
∑
λ∈P
e−F
(α)
λ J
(α)
λ (t)J
(α)
λ (t¯) (452)
6Notice that
ZI := 〈Ω0| e
V |Ω0〉 ≡
∑
λ
eβnλ (443)
may be interpreted as the partition function of the 1D Ising model, a parameter β being the inverse temperature.
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where
e−F
(α)
λ = ....
∏
1≤i<j≤n
Γ(ξi − ξj + 1α )Γ(ξi − ξj − 1α + 1)
Γ(ξi − ξj)Γ(ξi − ξj + 1)
G.1 Appendix. On complex beta-ensembles
Below everything is wrong (kak polnyj kozel: v pyatyj raz oshibayus’ v odnom i tom zhe meste)
In this section the bar means complex conjugation: t¯ = (t¯1, t¯2, . . . ) denote the complex conjugated
t = (t1, t2, . . . ); z¯i is the complex conjugated zi.
Consider the following complex beta-ensemble:
Z
(β)
N :=
∫
C
· · ·
∫
C
∏
n<m≤N
|zn − zm|β eW (z1,...,zN )e 12β
∑∞
n=1(tnz
n
i +t¯nz¯
n
i ) dzidz¯i (453)
where W (z1, . . . , zN ) is some potential, which is a symmetric function of variables zi. Such integrals
appear in the theory of quantum Hall droplets.
====
Introduce variables
tj =
1
j
√
2
β
N∑
n=1
zjn, β =
2
α
(454)
As we see
dt1 ∧ · · · ∧ dtN =
(
β
2
)N
2
∆N (z) dz1 ∧ · · · ∧ dzN
In the large N limit we want to replace integrals over zi, z¯i, i = 1, . . . , N by integrals over ti, t¯i i =
1, . . . , N .
====
Introduce variables
tj =
γ
j
N∑
n=1
zjn (455)
As we see
dt1 ∧ · · · ∧ dtN = γN ∆N (z) dz1 ∧ · · · ∧ dzN
Introduce
τ (α)(t, 0, t¯) := e
2
α
∑∞
n=1 ntn t¯n =
∑
λ
P
(α)
λ (t)Q
(α)
λ (t¯) (456)
and
τ (α)(t, t∗, t¯) := e−
∑∞
n=1 H
(α)
n (t)t
∗
n · e 2α
∑∞
n=1 ntn t¯n = e−
∑∞
n=1 H
(α)
n (t)t
∗
n ·
∑
λ
P
(α)
λ (t)Q
(α)
λ (t¯) (457)
=
∑
λ
e−
∑∞
n=1 ε
(α)
n (λ)t
∗
n P
(α)
λ (t)Q
(α)
λ (t¯) (458)
???????????? where ε
(α)
λ is the ”energy” of a configuration λ = (λ1, . . . , λℓ) defined as
ε
(α)
λ :=
ℓ(λ)∑
k=1
(
ε
(α)
λk− 12kβ
− ε(α)− 12kβ
)
(459)
??????????? where (???? n)
ε
(α)
λ Pλ = H
(α)
n Pλ (460)
As one can see for any N we have the equality
∫
· · ·
∫ N∏
n=1
e
2
α
nt′ntn e−
2
α
ntnt¯n e
2
α
nt¯nt
′′
n
αn dtndt¯n
2π
√−1 = e
2
α
∑N
n=1 nt
′
nt
′′
n (461)
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This follows from ∫
· · ·
∫
pλpµ
N∏
n=1
e−
2
α
ntn t¯n
αndtndt¯n
2π
√−1 = α
ℓ(λ)zλδλ,µ (462)
where for λ = (λ1, . . . , λk), µ = (µ1, . . . , µs) it is supposed that 0 6= λk ≤ N , 0 6= µs ≤ N , and
where pλ := pλ1 · · · pλk , zλ =
∏
i i
mimi! where mi = mi(λ) is the number of parts of λ equal to i and
pn := ntn, n = 1, 2, . . . , ℓ(λ) = k.
Remark 15. Changing variables via (455) we obtain
N !
αN
(2π
√−1)N
∫
· · ·
∫ N∏
i,j=1
(1− ziz¯j)−
2γ2
α |∆N (z)|2
N∏
m=1
e
2γ
α
∑N
n=1 (t
′
nz
n
m+t
′′
nz¯
n
m) dzmdz¯m (463)
= e
2
α
∑N
n=1 nt
′
nt
′′
n
Then, relation (462) results in
∫
· · ·
∫
PλQµ
N∏
n=1
e−
2
α
ntn t¯n
αndtndt¯n
2π
√−1 = δλ,µ (464)
which gives rise to (461) via the second equality in (456).
In the large N limit we can write
∫
τ (α)(t′, 0, t)τ (α)(t, 0, t¯)τ (α)(t¯, 0, t′′)
∞∏
n=1
αndtndt¯n
2π
√−1 = τ
(α)(t′, 0, t′′) (465)
and thanks to the Hermitian property of Calogero Hamiltonians inside the integral we obtain
∫
τ (α)(t′, t∗′, t)τ (α)(t, t∗, t¯)τ (α)(t¯, t∗′′, t′′)
∞∏
n=1
αndtndt¯n
2π
√−1 = τ
(α)(t′, t∗′ − t∗ + t∗′′, t′′) (466)
(For α = 1 it was marked in [46].)
wrong:
In the large N limit, Z
(β)
N of (453)
∏
n<m≤∞
|zn − zm|β eW (z1,...,zN )
∞∏
i=1
dzidz¯i := τ
(α)(t, t∗, t¯)
∞∏
i=1
dtidt¯i
and where variables ti, i = 1, 2, . . . , tN are related to variables zi, i = 1, 2, . . . , zN via (454) where we
send N to ∞.
Example. β = 2. Choose t∗ in a way that
τ (α)(t, t∗, t¯) =
∑
λ
1
(N)λ
sλ(t)sλ(t¯) =
det [eziz¯j ]
|∆(z)|2 (467)
***************************************
∮
· · ·
∮ N∏
i6=j
(1− xix−1j )
1
α J
(α)
λ (x)J
(α)
λ (x)
N∏
i=1
dxi =
∏
1≤i<j≤n
Γ(ξi − ξj + 1α )Γ(ξi − ξj − 1α + 1)
Γ(ξi − ξj)Γ(ξi − ξj + 1)
where ξi := λi +
1
α (N − 1), 1 ≤ i ≤ N , [17].
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