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Initial minors – a conjecture to solve the elliptic curve
discrete logarithm problem
Ansari Abdullah Ayan Mahalanobis∗ Vivek M. Mallick
Abstract
The purpose of this paper is to propose a paradigm shift in attacking the elliptic
curve discrete logarithm problem. We try to establish that initial minors are a viable
way to solve this problem. We have developed a code using C++ and NTL to
solve the elliptic curve discrete logarithm problem, which can be downloaded from
www.bitbucket.org. This paper presents necessary algorithms for the code. The
code is written to verify the conjecture of initial minors using Schur complements
along with solving the elliptic curve discrete logarithm problem. We were able to
solve the problem for groups of order 250.
1 Introduction
The discrete logarithm problem on rational points of an elliptic curve (ECDLP) is of
interest for the last four decades to cryptographers. This paper is a continuation of our
earlier work [5] where we developed a Las Vegas algorithm to solve ECDLP. We will
continue with the notations from that paper.
The Las Vegas algorithm tries to find a homogeneous curve C of degree n′ passing
through Pi, 1 ≤ i ≤ k such that Pi ∈ E(Fq) where k = 3n
′ and n′ ∈ N. Here E is the set
of rational points of an elliptic curve over a finite field Fq. If such a homogeneous curve
C exists, ECDLP is solved. This algorithm belongs to the class of non-generic algorithms
and has no restriction on the finite field on which the curve is defined.
The Las Vegas algorithm that we develop reduces ECDLP to a linear algebra problem.
In our earlier work, we referred to it as Problem L and will continue to do so in this paper.
We write this paper to establish a conjecture, we will call it initial minors.
We first show that one way to solve Problem L (and thus ECDLP) is to find a zero
minor in a non-singular matrix. Now the question comes, how to find a zero minor? For
this we conjecture initial minors. We argue that there is a set of minors, such that, if
all the minors in that set is non-zero then all minors of the matrix are non-zero. Then
the complexity of the algorithm to solve ECDLP reduces to the cardinality of the set of
initial minors. The idea of initial minors is not new, it is well studied for total positive
matrices [2].
Conjecture A (Initial Minors). Let A be a non-singular matrix. Initial minors is a
small set of minors of A, such that, if all minors in this set are non-zero, all minors of
A are non-zero. Clearly, the set of all minors of A form a set of initial minors. Our
intention is to find a much smaller set than the set of all minors.
∗The author was supported by SERB MATRICS grant.
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2 The Las Vegas algorithm
Let E define a elliptic curve over a finite field Fq. With a slight abuse of notation we will
denote by E the group of rational points of E over Fq as well. Furthermore, we assume
that the group E is of prime order p. Let P,Q ∈ E be non-zero elements, the elliptic
curve discrete logarithm problem is to find the integer m, where 1 ≤ m < p, such that
Q = mP . Note, since E is a group of prime-order, such m is guaranteed.
The central idea behind the attack is presented below as a theorem. The modus
operandi is to construct a matrixM and compute its left-kernel K. To constructM with
k rows, where k = 3n′, consider a plane homogeneous curve C =
∑
u+v+w=n′ au,v,wx
uyvzw
consisting of all possible monomials of degree n′ over a finite field Fq. Let P0 ∈ E ,
corresponding to P0 = (x0 : y0 : z0), there is a row in M where (x0 : y0 : z0) is
substituted for x, y and z in C. The ordering in the row is the same as the ordering in C.
We construct M by adding rows corresponding to Pi, as we did for P0. These Pi will be
random points on E constructed by taking random integer ni; 0 < ni < p and computing
niP .
The next theorem is vital for the algorithm we develop. There are two positive integers
k and l. We think of l as extra points and k = 3n′, where n′ is a positive integer. The
choice of n′ comes from Be´zout’s theorem, that a degree n′ plane homogeneous curve
intersects an elliptic curve at most at 3n′ points.
The inclusion of extra points let us test many different groups of points of size k
simultaneously. In particular, we can test for
(
k+l
l
)
possible curves C simultaneously.
This is a basic advantage of our algorithm. We have shown that k = l gives us the
optimal probability of success for our Las Vegas algorithm. The size of the elliptic curve
group E is taken large enough compared to k and l such that our theorems make sense.
For practical purposes, the size of E is a prime p and k, l is about the size of log p.
2.1 The main theorem
Theorem 1 (Main Theorem). Let k = 3n′ for some positive integer n′. Let l be another
positive integer. Choose positive integers s and t, such that, s 6= t but s + t = k + l.
Then construct the matrix M as described before with rows corresponding to niP for
i = 1, 2, . . . , s and −njQ for j = 1, 2, . . . , t.
Let K be the left-kernel of M. The following is true:
a The left-kernel K is of dimension l.
b If there is a vector v in K with l zeros then there is a curve C passing through 3n′
points corresponding to the non-zero points of v.
Proof. A detailed proof of this theorem is in our earlier work [5]. For the convenience of
the reader we will sketch a rough argument. The basic reason behind the argument is that∑k
i=1 Pi = O for k points on the elliptic curve if and only if there is a plane homogeneous
curve C of degree n′ passing through these points. For a proof look at [5, Theorem 1].
Then the proof of (a) above follows from simple counting argument [5, Theorem 3].
For a proof of (b) notice that if there is a vector in the left-kernel with l zeros then
there is a curve passing through the points on the curve that correspond to the non-zero
elements of the vector. There are precisely 3n′ points. A detailed proof is in our earlier
work [5, Corollary 1].
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Using the above theorem, the algorithm is broken down into two problems. One, is a
randomized algorithm that creates the left-kernel. The second problem is to determine
if the left-kernel contains a vector with l zeros. We called it the Problem L earlier. If
there is a vector with l zeros, we have to find that vector because the position of these
zeros matter. In this paper, we convert this problem into finding a zero minor. Note
that, the probability is optimum when k = l and k = O(log p) [5, Theorem 5]. So we will
assume that k = l for the rest of the paper. Moreover, to increase readability, we will use
k instead of 2k while referring to the size of a matrix later.
2.2 Using the above theorem
To use the above theorem, first we select an integer n′ = O(log p) and compute k = 3n′.
Then choose k random distinct positive integers of size less than p and form a set S of
size s + t. Using elements from S compute points P1 = n1P, P2 = n2P, . . . , Ps = nsP
and Q1 = −ns+1Q, Q2 = −ns+2Q, . . . , Qs+t = −ns+tQ. Now we check if there exists a
plane homogeneous curve C of degree n′ passing through these 3n′ points. If such a curve
exists, the discrete logarithm problem is solved. Else a new set S is generated and the
process is repeated.
In order to prove the existence of a homogeneous curve of degree n′ we construct a
matrix M, corresponding to Pi and Qj as described earlier as rows.
Each row in M represents a Pi or Qj . In other words, each row represents an integer
from S. We describe the process as an algorithm.
Algorithm 1: A Las Vegas algorithm to reduce ECDLP to Problem L
Data: Two points P,Q ∈ E such that mP = Q. Order of E is a prime p.
Result: m
Step 1 : n′ ← O (log2(p))
Step 2 : k ← 3n′
Step 3 : Generate (2k) random positive integers less than p
Step 4 : Use random numbers and C along with P and Q to generate the matrix
M using points from above
Step 5 : K ← left-kernel(M)
Step 6 : If K has a vector with k-zeros stop else goto Step 3
Note that we generate 2k points above because we take l = k. We will soon move
from K to A which is a k × k matrix consisting of the non-identity part of K.
2.3 Complexity of the Las Vegas algorithm
The Las Vegas algorithm can be divided into two parts. First part reduces the ECDLP
to a problem in linear algebra. The second part is to solve the Problem L. Reducing
ECDLP to Problem L is a Las Vegas algorithm with success probability 0.6 and it has
polynomial space and time complexities [5, Theorem 5].
3 Minors to solve ECDLP
Let A be a k × k non-singular matrix. Let α, β be non-empty subsets of {1, 2, . . . , k}
of same size. Then A[α|β] is a square sub-matrix of the size of α and β which contains
elements that are in the intersection of rows and columns of A indexed by α and β
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respectively. The determinant det (A[α|β]) is the minor A[α|β]. A principal minor is a
minor when α = β and is denoted by A[α]. In this paper, we are interested in finding α
and β such that det (A[α|β]) = 0.
3.1 Using minors to solve problem L
Let K be a k × 2k matrix. Now the rows of K is a basis for a subspace, the left-kernel of
M. One can do a row-reduction of K to reduce one part of it to the identity. Since we
are using NTL [7] and there K is produced as follows:
K =


a11 a12 a13 . . . a1k 0 0 . . . 0 1
a21 a22 a23 . . . a2k 0 0 . . . 1 0
...
...
...
. . .
...
...
...
. . .
...
...
ak1 ak2 ak3 . . . akk 1 0 . . . 0 0


We will abuse the notation significantly and call the block k×k matrix on the right as an
identity matrix. We could have made it an identity matrix with suitable row-reduction.
But, all we are going to do in this paper is to ignore that part!
Now each row of K contains k − 1 zeros. Our problem is to find a vector which is a
linear combination of the rows of K which has k-zeros. We would be more interested in
the non-identity part of K which we denote by A.
A =


a11 a12 a13 . . . a1k
a21 a22 a23 . . . a2k
...
...
...
. . .
...
ak1 ak2 ak3 . . . akk


Theorem 2. If det (A[α|β]) = 0 for some non-empty subset α, β ⊆ {1, 2, . . . , k}, there
exists a vector with k-zeros in the linear span of the rows of the left-kernel K. Furthermore,
the position of zeros in k are elements of α and {k + i : i /∈ α} positions.
Proof. Let us assume that there is α, β such that det (A[α|β]) = 0. There is a sequence of
row-operations on the sub-matrix A[α|β] such that one row becomes zero. Now apply the
same row-operations on A. We have zeros in positions corresponding to elements of α.
Now if we consider K and the same row-operations on K, then the positions k + i; i ∈ α
became non-zero. So we found a vector with k zeros and we know the position of those
zeros.
Conversely, assume that there is a vector w with k zeros in the span of the rows of
K. Then there is a linear combination of rows of A that makes some positions of w in
{1, 2, . . . , k} zero. Now the number of positions where w is zero in {1, 2, . . . , k} are same
as the number of positions where w is non-zero in {k+1, k+2, . . . , 2k}. These gives that
the number of rows of K required in the linear combination to make w in k places zero
is the same as the number of zeros in {1, 2, . . . , k} positions. These gives us the required
α and β.
The following example illustrates Theorem 2. Consider a 5 × 10 matrix A over F73
where each row has four zeros. We write
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A =


70 18 1 17 10 0 0 0 0 1
10 13 54 43 48 0 0 0 1 0
23 43 8 24 57 0 0 1 0 0
29 29 56 61 48 0 1 0 0 0
49 38 21 46 27 1 0 0 0 0

 .
Note that A has a zero 2-minor, for example, the minor
A[α|β] = det
∣∣∣∣70 1810 13
∣∣∣∣ = 0
where
α = {1, 2} and β = {1, 2}.
The first row of A can be reduced by the row-operation R1 − (7× R2) to yield
A1 =


0 0 61 8 39 0 0 0 66 1
10 13 54 43 48 0 0 0 1 0
23 43 8 24 57 0 0 1 0 0
29 29 56 61 48 0 1 0 0 0
49 38 21 46 27 1 0 0 0 0


The first row now has five zeros which solves ECDLP. Thus if there is a zero minor in A,
ECDLP is solved.
4 Schur complement
Schur complement has a long and distinguished history in the theory of matrices. We
will not go into the details of Schur complement in this paper but will use the work of
Ando [2] and Brualdi and Schneider [3] as the standard reference for this paper. We
develop a process of generating the Schur complement. However we should warn the
reader that ours is not the usual Schur complement [3, §1] and is bit different than the
traditional Schur complement. In the traditional setting of Schur complement, matrices
E and F remain fixed. This is not in our case.
Let A = (aij) be a k × k matrix. We can write A as
(
E F
G H
)
as block matrix where E is the leading principal sub-matrix of A of size k′ × k′. In this
section we assume that E is non-singular. Matrices G is of size (k − k′)× k′ and F is of
size k′ × (k − k′) and H is of size (k − k′)× (k − k′).
We look at Schur complement in an algorithmic way. We talk about row-operations
in E, but, in actuality, they are row operations in the whole of A. We do this for sake of
exposition. There are two different kind of row-operations that we talk about one is in
E and another is by E.
Look at the first column of A. If a11 = 0 we do a row permutation in E to get a
non-zero a11. We can do that because E is non-singular. Now using this a11 and row-
operations by E, we can make all ax1 = 0 for x = 2, 3, . . . , k. Then we look at a22. If it
is zero then we do a row-permutation in E to make it non-zero. Then use a22 and row
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operations by E to make ax2 = 0 for all x = 3, 4, . . . , k. We continue with k
′ columns of
E till we get a upper-triangular matrix E ′ in place of E. In practice, if we do not get a
upper triangular matrix, i.e., one of the diagonal element is zero, we have solved Problem
L. Now the resulting matrix is of the form
A′ =
(
E ′ F ′
0 H ′
)
.
The matrix H ′ is called the Schur complement and is denoted by A/E. Furthermore, if
det(E) 6= 0 then det(E ′) 6= 0. Moreover det(A) = det(A′) and det(A′) = det(E ′) det(H ′).
There are two properties of Schur complement that follows from the above discussion.
For sake of readability, we use I = {k′ + 1 ≤ i1 < i2, . . . , ir ≤ k} and J = {k
′ + 1 ≤ j1 <
j2, . . . , jr ≤ k} for some positive integer r. First is
det (H ′[I|J ]) = 0 implies that det (A[1, 2, . . . , k′, I|1, 2, . . . , k′, J ]) = 0. (1)
We will use the above equation to search for zero minors in our algorithm.
The second property is, Schur complement of a Schur complement is a Schur comple-
ment. This follows from the algorithmic way we defined Schur complement, in particular,
when we reduce E to a upper-triangular matrix systematically by reducing one column
after another.
4.1 An algorithm using the Schur complement
The output of our randomized algorithm is a k× 2k matrix. The rows of this matrix is a
basis for the left-kernel K. So one can do a row operation on one half of this and make
that half an identity matrix. We denote the other half, the non-identity half by A. For
sake of definiteness we agree that this non-identity half is the first half of the left-kernel
K.
The question now is the following: How do we determine if there is a zero minor in A?
There are too many minors. The number of principal minors is 2k − 1. It is not possible
to check all of them. The question that we raise in this paper is: do we need to check all
minors to determine if there is one minor of A that is zero? It is clear that the number
of minors we check to determine if A has a zero minor determines the complexity of our
algorithm.
The first thing that we do is: take k = 3 log(p) and then compute A as defined earlier
and then check all possible 2-minors. If we find a zero 2-minor we stop. If we find none,
we again compute a new K and then A. Repeat until a zero 2-minor is found. We count
the number of tries we had to make until we find the first zero 2-minor, see Table 1. The
average is over forty tries to solve ECDLP over the same curve and the same group.
Table 1: All 2-minors : Average number of iteration to solve ECDLP.
Fq Average Iterations log2p No. of rows of A
240 113.4 39 360
243 716.3 42 387
246 4406.26 45 414
Then we changed the algorithm. Now we went for Schur complements. We did a
column-reduce of one column after another, this constructed one Schur complement after
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another. Recall that A =
(
E F
G H
)
, where E is a principal diagonal matrix of size k′.
We start with k′ = 1 and go until k′ = ⌊k/2⌋. We reduce E to a upper-triangular matrix
by successively reducing G = 0 using row-operations. This process produces one Schur
complement after another. Recall that a Schur complement of a Schur complement is
a Schur complement. Then we looked for a zero 2-minor by going over all possible 2-
minors in successive Schur complements. Note, Equation 1 gives us the zero minor in the
original matrix corresponding to the zero 2-minor in the Schur complement. If we found
one we stopped. The data thus obtained is presented below as Table 2. The reader will
notice a remarkable speed up. The number of kernels that we had to compute went down
significantly as we started using Schur complements. Here the average is over ten tries.
Table 2: Schur Complement : Average number of iteration to solve ECDLP.
Fq Average Iterations log2 p No. of rows of A
240 2.8 39 360
241 3.1 40 369
242 6.6 41 378
243 11.3 42 387
244 17.1 42 396
245 53.8 44 405
246 40.2 45 414
247 126 46 423
248 186.5 47 432
249 367.8 48 441
250 887.5 49 450
This data baffled us for a while. There are two mysteries. The first one is: the
number of minors is exponential in the size of the matrix. If we assume that a zero minor
is uniformly distributed in the set of all minors, there is no way to justify the low number
of tries – both for all 2-minors and Schur complement. The other is: why do we see such
a significant speed-up when we move from all 2-minors to Schur complements?
5 Conjecture – initial minors
The idea of initial minor is not new in the theory of matrices. It is normally studied in
the context of total positive matrices defined over R. We can not discuss it further in
this paper. However, a interested reader can look at Ando [2], Gasca and Pena¯ [4] or
Pinkus [6]. The reason of our interest in that theory is that we can determine if a given
matrix is total positive by just looking at a few (quadratic in the size of the matrix)
minors.
We think that something similar is true for A that we defined earlier. One way to look
at the issues that we raised before is that there is a small set of minors of A, such that, if
all minors in that set is non-zero then all minors of A is non-zero. In other words, if there
is a zero minor of A then one of the minors in the set of initial minors will be zero. By
doing Schur complements, we probably found some neighbourhood of that set of initial
minors. But, we did not find the whole set. For this reason we would like to promote the
conjecture of initial minors to solve the elliptic curve discrete logarithm problem.
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6 Implementing the Las Vegas algorithm
Implementation of the Las Vegas algorithm using the Schur complement is discussed in
this section. We have made the code public in the bitbucket repository [1]. The source
code provides us both a serial and a parallel implementation. Solving ECDLP over prime
and binary fields is possible using our implementations. The code is written using C++
and uses NTL and openMPI libraries. The following classes EC GF2E and EC ZZp were
implemented for elliptic curve operations, see Appendix A. The program is developed in
such a way that it reads input from an input file and a SageMath [8] script generates the
required input files.
6.1 The Las Vegas algorithm with Schur complements
Start
Gnerate NP ⋆ 2k random numbers
For i = 0, 1 . . .NP − 1 construct M and the left-kernels K and store
For i = 0, 1, . . . , NP − 1 pick a kernel K and extract A
For j = 1, 2, . . . k reduce jth column of A, extract H ′ and distribute
· · ·P0 PNP−1
If a zero 2-minor is detected by any processor STOP
Repeat
Note that the index-origin for the list of kernels is 0, whereas the index-origin for rows
and columns of a matrix is considered 1.
We assume a total of NP number of available processors. We use the word processor
instead of core. The processor with MPI rank zero is assumed to be the MASTER processor.
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All other processors are SLAVE processors. All processors have access to the shared
memory.
First the Las Vegas algorithm generates a set of random numbers. These random
numbers are used to construct matrices M. Then K = left-kernel(M) is computed and
A is extracted. A vector with k zeros in K solves ECDLP.
1 In the first step the MASTER processor generates 2k random numbers for each NP
processors and stores them in NP files. All processors have access to these files.
Thus there are NP files in a directory named randomNumbers. At this point all
SLAVE processors are idle.
2 In the next step each NP processors reads their file containing random numbers and
construct the matrixM. Then each processor computes the left kernel K ofM. To
compute the left-kernel an inbuilt function from NTL is used. Note that at this step
NP number of kernels are generated. Each processor stores the computed kernel in
a separate files. These are stored in a directory named kernel. Later these files are
systematically processed.
3 In the third step the MASTER processor extracts A from a kernel from the files. Columns
of the kernel is then reduced iteratively using an inbuilt NTL function. After each
iteration H ′ is extracted. For the ith iteration H ′ is a (k− i)× (k− i) matrix as A is
a k× k matrix. The matrix H ′ along with the combination of rows to be processed
is distributed among the SLAVE processors. Now each processor looks for a zero
2-minor.
In order to detect a 2-minor we select two rows and two columns from the given matrix
H ′. The intersection of these two rows and columns give a 2×2 matrix. If the determinant
of this 2× 2 matrix is zero we have found our zero 2-minor. To detect a zero two minor
we take a different approach. We select two rows from the given matrix. Then ratios
of corresponding elements of these two rows is computed and stored in a vector. If two
entries in this vector are equal we have detected a two minor. Note that we are dealing
with characteristic 2 in this case.
To implement this method in a parallel environment, combinations of all rows have
to be processed. We divide the total number of combinations of rows by the number of
available processors. Each processor then processes a subset of the total combinations. If
a two minor is detected we stop and row and column indices of the two minor is returned.
Using Equation 1 we can now say that there is a zero minor in A along with the rows
and columns.
An attentive reader might have noticed, in step two of our algorithm all processors
are computing a kernel. This approach is taken as computing the kernel at the MASTER
processor leaves the SLAVE processors idle. Also kernel computation is time consuming.
These keeps the SLAVE processors waiting, increasing the overall execution time. Com-
puting kernels on all processors and saving them in files for later use reduces processor
wait time. The number of kernels generated using this method depends on the number
of available processors.
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A Appendix
class EC_ {GF2E}{
public :
ulong p;
GF2X irrd;
GF2E a1, a2 , a3 , a4, a6;
GF2E discriminant;
EC_GF2E (ulong );
EC_GF2E (ulong , GF2X , GF2X );
EC_GF2E (ulong , GF2X , GF2X , GF2X );
void generateRandomCurve ();
void printCurve ();
EC_GF2E_Point generateRandomPoint ();
bool isPointValid(const EC_GF2E_Point &);
GF2E getDiscriminant(const GF2E &, const GF2E &);
void pointAddition_Doubling (const EC_GF2E_Point&, const EC_GF2E_Point&, EC_GF2E_Point &);
EC_GF2E_Point pointDoubling(const EC_GF2E_Point &P);
void pointNegation(const EC_GF2E_Point&, EC_GF2E_Point&);
void scalarMultiplicationDA (const EC_GF2E_Point&, ZZ , EC_GF2E_Point &);
int generateMatrix(mat_GF2E &, EC_GF2E_Point , EC_GF2E_Point , ulong , ulong , ZZ *, ulong a[][3]);
ZZ lasVegasECDLP( EC_GF2E_Point &, EC_GF2E_Point &, ZZ ordP , int );
friend EC_GF2E_Point operator +( const EC_GF2E_Point &P, const EC_GF2E_Point & Q);
};
class EC_ZZp {
public :
ZZ p;
ZZ_p a4, a6;
ZZ_p discriminant;
EC_ZZp (ZZ);
EC_ZZp (ZZ , ZZ, ZZ);
EC_ZZp (ZZ , ZZ, ZZ , ZZ);
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void generateRandomCurve ();
EC_ZZp_Point generateRandomPoint ();
void printCurve ();
bool isPointValid(const EC_ZZp_Point &P);
void pointAddition_Doubling (const EC_ZZp_Point&, const EC_ZZp_Point&, EC_ZZp_Point &);
void scalarMultiplication_Basic (const EC_ZZp_Point&, ZZ , EC_ZZp_Point &);
void scalarMultiplicationDA (const EC_ZZp_Point&, ZZ, EC_ZZp_Point &);
void pointNegation(const EC_ZZp_Point &, EC_ZZp_Point &);
ZZ order (const EC_ZZp_Point&);
int generateMatrix(mat_ZZ_p &, EC_ZZp_Point P, EC_ZZp_Point Q, \
ulong k_randomNums , ulong t_randomNums , ZZ *PQ_randomNumbers , ulong weightedVector_arr [][3]);
ZZ lasVegasECDLP(const EC_ZZp_Point &P, const EC_ZZp_Point &Q, ZZ);
};
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