We propose a general algorithm for finding a zero of the sum of two maximally monotone operators in reflexive Banach spaces. One of the operators is single-valued, and the algorithm alternates an explicit step on this operator and an implicit step of the other one. Both steps involve the gradient of a convex function that is free to vary over the iterations. The convergence of the resulting forward-backward algorithm is analyzed under a novel assumption on the single-valued operator that captures and extends various existing properties. In the case of minimization problems rates are obtained. The results are also new in Euclidean spaces.
Introduction
Throughout, X is a reflexive real Banach space with topological dual X * . We are concerned with the following central monotone inclusion problem, which has extensive connections with various areas of mathematics and its applications; see for instance [1, 7, 9, 11, 14, 15, 16, 17, 21, 23, 28, 31] (see Section 2.1 for notation and definitions). Problem 1.1 Let A : X → 2 X * and B : X → 2 X * be maximally monotone, and let f ∈ Γ 0 (X ) be essentially smooth. Set C = (int dom f ) ∩ dom A and S = (int dom f ) ∩ zer(A + B). Suppose that C ⊂ int dom B, that S = ∅, and that B is single-valued on int dom B. The objective is to find x ∈ int dom f such that 0 ∈ Ax + Bx.
(1.1)
Thanks to the single-valuedness property of B, for every γ ∈ ]0, +∞[, the solutions to Problem 1.1 are characterized by the inclusion ∇f (x) − γBx ∈ ∇f (x) + γAx and hence, provided that (∇f + γA) −1 is single-valued, by the fixed point equation
Given a sequence (γ n ) n∈N in ]0, +∞[ and a suitable sequence of differentiable convex functions (f n ) n∈N , (1.2) suggests solving (1.1) via the iterative scheme (∀n ∈ N) x n+1 = ∇f n + γ n A −1 ∇f n (x n ) − γ n Bx n , (
which consists of first applying a forward (explicit) step involving B and then a backward (implicit) step involving A. It is the goal of the present paper to investigate the asymptotic behavior of (1.3) under mild conditions on A, B, and (f n ) n∈N . Our main motivation stems from the fact that this novel construct unifies and extends several iterative methods which have thus far not be brought together:
• The Bregman monotone proximal point algorithm (∀n ∈ N) x n+1 = ∇f + γ n A −1 ∇f (x n ) (1.4) of [5] for finding a zero of A in int dom f , where f is a Legendre function.
• The variable metric forward-backward splitting method (∀n ∈ N) x n+1 = U n + γ n A −1 U n x n − γ n Bx n (1.5)
of [14] for finding a zero of A + B in a Hilbert space, where (U n ) n∈N is a sequence of strongly positive Hermitian bounded linear operators.
• The splitting method (∀n ∈ N) x n+1 = ∇f n + γ n ∂ϕ −1 ∇f n (x n ) − γ n ∇ψ(x n ) (1.6) of [23] for finding a minimizer of the sum of the convex functions ϕ and ψ in int dom f .
• The Renaud-Cohen algorithm (∀n ∈ N) x n+1 = ∇f + γA −1 ∇f (x n ) − γBx n (1.7)
of [24] for finding a zero of A + B in a Hilbert space, where f is real-valued and strongly convex.
Historical background and special cases of these four frameworks can be found in the above-cited references. The only algorithm that they share in common seems to be Martinet's basic proximal point algorithm [20] to minimize a convex function ϕ in a Hilbert space. At the same time, the convergence proof techniques used in these frameworks do not easily extend to the analysis of (1.3). For instance, the tools of [23] rely heavily on functional inequalities involving ϕ and ψ. On the other hand, the analysis of [14] exploits the specific properties of quadratic kernels in Hilbert spaces, while [5] relies on Bregman monotonicity properties that will no longer hold in the presence of B. Finally, the proofs [24] depend on the strong convexity of f , the underlying Hilbertian structure, and the fact that the updating equation is governed by a fixed operator. Our analysis will not only capture these frameworks but also provide algorithms to solve problems far beyond their reach.
The main results on the convergence of (1.3) is established in Section 2 for the general case described in Problem 1.1. Section 3 is dedicated to special cases and applications. In the case of minimization problems, convergence rates on the worst behavior of the algorithm are obtained.
Main result

Notation and definitions
The norm of X is denoted by · and the canonical pairing between X and X * by · , · . If X is Hilbertian, its scalar product is denoted by · | · . The symbols ⇀ and → denote respectively weak and strong convergence. The set of weak sequential cluster points of a sequence (
is the range of M , and zer M = x ∈ X 0 ∈ M x is the set of zeros of M . Moreover, M is monotone if
and maximally monotone if, furthermore, there exists no monotone operator from X to 2 X * the graph of which properly contains gra M .
A function f : X → ]−∞, +∞] is coercive if lim x →+∞ f (x) = +∞ and supercoercive if lim x →+∞ f (x)/ x = +∞. Γ 0 (X ) is the class of all lower semicontinuous convex functions f :
, and the subdifferential of f is the maximally monotone operator
In addition, f is a Legendre function if it is essentially smooth in the sense that ∂f is both locally bounded and single-valued on its domain, and essentially strictly convex in the sense that ∂f * is locally bounded on its domain and f is strictly convex on every convex subset of dom ∂f [4] . Suppose that f ∈ Γ 0 (X ) is Gâteaux differentiable on int dom f = ∅. The Bregman distance associated with f is
Forward-backward splitting for monotone inclusions
The formal definition of the proposed forward-backward algorithm is as follows.
Algorithm 2.1 Consider the setting of Problem 1.
Suppose that the following hold:
[a] inf n∈N γ n > 0, sup n∈N (κγ n ) < α, and sup n∈N (δ 1 γ n+1 )/γ n < 1.
[b] There exists a summable sequence
[c] For every n ∈ N, ∇f n is strictly monotone on C and (∇f n − γ n B)(C) ⊂ ran(∇f n + γ n A).
[d] (∀x ∈ C)(∀y ∈ C)(∀z ∈ S )(∀y * ∈ Ay)(∀z * ∈ Az)
Conditions [a]-[c]
above describe the properties required for the parameters (γ n ) n∈N and (f n ) n∈N of the algorithm. A key novelty of our framework is condition [d] , which will be shown to capture in a single inequality the various properties imposed on B in the algorithms (1.4)-(1.7) in [5, 14, 23, 24] . The following proposition provides some illustrations of it. (i) δ 2 = 1 and (∀x ∈ C)(∀y ∈ C)(∀z ∈ S ) z − x, By − Bz κD f (x, y).
(ii) B = 0.
Proof. (i): Let x ∈ C, y ∈ C, and z ∈ S . Then y − x, By − Bz κD f (x, y) + y − z, δ 2 (By − Bz) . In view of the monotonicity of A, we obtain [d].
(ii): Clear.
(iii): [7, Corollary 17.42 (ii)] implies that ∇f is continuous. Thus, using the strong monotonicity of ∇f on dom A, we obtain
For every x and y in dom A, define φ : R → R : t → f (y + t(x − y)), and observe that, since dom A is convex [7, Corollary 21.14] , [x, y] ⊂ dom A and therefore (2.7) yields
In turn, using the Cauchy-Schwarz inequality, (2.5), and (2.8), we deduce that [23] ; see also [2, 19] for the Euclidean case.
Let us establish basic asymptotic properties of the orbits of Algorithm 2.1, starting with the fact that its viability domain is C.
Proposition 2.4
Let (x n ) n∈N be a sequence generated by Algorithm 2.1 and let z ∈ S . Then (x n ) n∈N is a well-defined sequence in C and the following hold:
(vi) Suppose that one of the following holds:
[a] C is bounded.
[b] f is supercoercive.
[c] f is uniformly convex.
[d] X is finite-dimensional and dom f * is open.
[e] f is essentially strictly convex and ρ = inf 
Moreover, it follows from [8, Proposition 4.2.2] and (2.4) that
Next, we observe that, since
is uniquely defined. In addition, (2.13) yields x 1 ∈ ran(∇f 0 + γ 0 A) −1 = C. The conclusion that (x n ) n∈N is a well-defined sequence in C follows by invoking these facts inductively.
Now take x * 0 ∈ Ax 0 and set
Let n ∈ N. In view of (2.15),
In turn, since (z, −Bz) ∈ gra A and A is monotone,
Invoking condition [a] in Algorithm 2.1 and the monotonicity of B, we obtain θ n 0. Next, since z ∈ int dom f = int dom f n by (2.4), we derive from (2.15) and [5, Proposition 2.
Thus, since (z, −Bz) ∈ gra A and f n ∈ C α (f ), we infer from (2.14), (2.17), (2.16), and condition [d] in Algorithm 2.1 that
Consequently, by condition [b] in Algorithm 2.1 and (2.17),
Hence, [7, Lemma 5.31] asserts that (∆ n ) n∈N converges and
In turn, we infer from (2.15) and condition [a] in Algorithm 2.1 that
[a]: Clear. 
Hence, in the light of (ii),
[d]: A consequence of [4, Lemma 7.3(ix)] and (ii).
[e]: It results from [4, Lemma 7.
As seen in Proposition 2.4, by construction, an orbit of Algorithm 2.1 lies in C and therefore in int dom f . Next, we proceed with identifying sufficient conditions that guarantee that their weak sequential cluster points are also in int dom f .
Proposition 2.5
Let (x n ) n∈N be a sequence generated by Algorithm 2.1 and suppose that one of the following holds:
[b] f is essentially strictly convex with dom f * open and ∇f * weakly sequentially continuous.
[c] f is strictly convex on int dom f and ρ = inf
Proof. Suppose that x ∈ W(x n ) n∈N , say x kn ⇀ x, and fix z ∈ S .
[a]: Since dom f is closed and convex, it is weakly closed [10, Corollary II.6.3.3(i)]. Hence, since Proposition 2.4 asserts that (x n ) n∈N lies in C ⊂ dom f , we infer that W(x n ) n∈N ⊂ dom f . Likewise, since dom A is a closed convex set [30, Theorem 3.11.12] and (x n ) n∈N lies in C ⊂ dom A, we obtain
[b]: The proof is similar to that found in [22 and then from the reflexivity of X * that W(∇f (x kn )) n∈N = ∅. Next, extract a subsequence (x l kn ) n∈N of (x kn ) n∈N and x * ∈ X * such that ∇f (x l kn ) ⇀ x * . The weak lower semicontinuity of f * and (2.24)
Moreover, [4, Theorem 5.10] asserts that ∇f * (x * ) ∈ int dom f and (∀n ∈ N) ∇f * ∇f (x n ) = x n . Hence, (2.26) and the weak sequential continuity of ∇f * imply that
On the other hand, we have x l kn ⇀ x. Altogether, x = ∇f * (x * ) ∈ int dom f .
[c]: Proposition 2.4(ii) and the weak lower semicontinuity of
On the other hand, it results from the lower semicontinuity of
. Combining this and (2.27) yields
. However, [4, Theorem 5.6] and the essential smoothness of f entail that z − y, ∇f (y n ) − z − y ∇f (y n ) → −∞. Therefore,
It results from (2.28) and (2.29) that 0 < ρ lim D f (y n , z)/D f (z, y n ) = 0, so that we reach a contradiction. Consequently, x ∈ dom f = int dom f .
[d]: Proposition 2.4(ii) ensures that (x kn ) n∈N is a sequence in int dom f such that (D f (z, x kn )) n∈N is bounded. Therefore, [3, Theorem 3.8(ii)] and the essential smoothness of f yield x ∈ int dom f . Definition 2.6 Algorithm 2.1 is focusing if, for every z ∈ S ,
(2.30) Our main result establishes the weak convergence of the orbits of Algorithm 2.1.
Theorem 2.7
Let (x n ) n∈N be a sequence generated by Algorithm 2.1 and suppose that the following hold:
[c] Algorithm 2.1 is focusing.
[d] One of the following is satisfied:
2/ There exists a function g in Γ 0 (X ) which is Gâteaux differentiable on int dom g ⊃ C, with ∇g strictly monotone on C, and such that, for every sequence (y n ) n∈N in C and every y ∈ W(y n ) n∈N ∩ C, y kn ⇀ y ⇒ ∇f kn (y kn ) ⇀ ∇g(y).
Then (x n ) n∈N converges weakly to a point in S .
Proof. It results from [a] and the reflexivity of X that (x n ) n∈N lies in a weakly sequentially compact set. 
. It therefore follows that y 1 − y 2 , ∇g(y 1 ) − ∇g(y 2 ) = 0 and hence from the strict monotonicity of ∇g on C that y 1 = y 2 .
Special cases and applications
We are now going to provide several noteworthy instantiations of Theorem 2.7 to illustrate its general scope.
Existing results
In this section, we recover from Theorem 2.7 results alluded in the Introduction. Sufficient conditions for conditions [a] and [b] in that theorem can be found in Propositions 2.4(vi) and 2.5, respectively. As to checking the focusing condition [c], the following fact will be useful.
Lemma 3.1 [12, Proposition 2.1(iii)] Let M 1 : X → 2 X * and M 2 : X → 2 X * be maximally monotone, let (a n , a * n ) n∈N be a sequence in gra M 1 , let (b n , b * n ) n∈N be a sequence in gra M 2 , let x ∈ X , and let y * ∈ X * . Suppose that a n ⇀ x, b * n ⇀ y * , a * n + b * n → 0, and a n − b n → 0. Then x ∈ zer(M 1 + M 2 ).
We first discuss the finite-dimensional case, a setting in which the assumptions can be greatly simplified.
Corollary 3.2
Let (x n ) n∈N be a sequence generated by Algorithm 2.1. In addition, suppose that the following hold:
[a] X is finite-dimensional.
[b] f is essentially strictly convex and dom f * is open.
[d] sup n∈N (κγ n ) < α.
[e] There exists a function g in Γ 0 (X ) which is differentiable on int dom g ⊃ int dom f , with ∇g strictly monotone on C, and such that, for every sequence (y n ) n∈N in C and every cluster point y ∈ int dom f of (y n ) n∈N , y kn → y ⇒ ∇f kn (y kn ) → ∇g(y).
Then (x n ) n∈N converges to a point in S .
Proof. It follows from Proposition 2.4(vi)[d] that (x n ) n∈N is bounded and from Proposition 2.5[d]
that W(x n ) n∈N ⊂ int dom f . In view of Theorem 2.7, it remains to show that Algorithm 2.1 is focusing. Towards this goal, suppose that z ∈ S satisfies (D fn (z, x n )) n∈N converges and n∈N (1 − κγ n /α)D fn (x n+1 , x n ) < +∞, and let x be a sequential cluster point of (x n ) n∈N , say x kn → x. Using [d] and the fact that (f n ) n∈N lies in C α (f ), we obtain
By [3, Theorem 3.8(ii)] and (3.1),
and [4, Theorem 5.10] thus yields ] that (∇f (x kn+1 )) n∈N is bounded. In turn, there exists a strictly increasing sequence (l kn ) n∈N in N and a point x * ∈ X * such that
By lower semicontinuity of D f * ( · , ∇f (z)) and (3.4), x * ∈ dom f * . On the other hand, appealing to [4, Lemma 7.3(vii)] and (3.1), we obtain 
In addition, since inf n∈N γ n > 0 and ∇f (x l kn ) − ∇f (x l kn +1 ) → 0, we deduce that x * l kn +1 + Bx l kn → 0. On the other hand, since (x n ) n∈N lies in dom A and x kn → x, it follows that x ∈ dom A and therefore, by (3.2) and [c] , that x ∈ int dom B. Hence, using [25, Corollary 1.1], we obtain Bx l kn → Bx. Altogether, Lemma 3.1 (applied to the sequence (x l kn +1 , x * l kn +1 ) n∈N in gra A and the sequence (x l kn , Bx l kn ) n∈N in gra B) asserts that x ∈ zer(A + B). In view of Theorem 2.7, we conclude that (x n ) n∈N converges to a point in S .
Next, we recover from Theorem 2.7 the convergence of a Bregman-based proximal point algorithm (1.4) studied in [5, Section 5.5] which extends the classical Hilbertian version of [27] .
Corollary 3.3
Let A : X → 2 X * be maximally monotone, let f ∈ Γ 0 (X ) be a supercoercive Legendre function such that ∅ = zer A ⊂ dom A ⊂ int dom f and ∇f is weakly sequentially continuous, and let (γ n ) n∈N be a sequence in ]0, +∞[ such that inf n∈N γ n > 0. Suppose that, for every bounded sequence
Take x 0 ∈ C and set (∀n ∈ N) x n+1 = (∇f + γ n A −1 (∇f (x n )). Then (x n ) n∈N converges weakly to a zero of A.
Proof. We apply Theorem 2.7 with B = 0, α = 1, κ = δ 1 = δ 2 = 0, and (∀n ∈ N) γ n = γ and Next, to show that the algorithm is focusing, suppose that n∈N D f (x n+1 , x n ) < +∞ and take x ∈ W(x n ) n∈N , say x kn ⇀ x. Since (x n ) n∈N is a bounded sequence in int dom f , we derive from (3.7) that ∇f (x n+1 ) − ∇f (x n ) → 0. In turn, since inf n∈N γ n > 0, it follows that γ −1 n (∇f (x n+1 ) − ∇f (x n )) → 0. However, by construction, (∀n ∈ N) γ −1 kn−1 (∇f (x kn−1 ) − ∇f (x kn )) ∈ Ax kn . Therefore, upon invoking Lemma 3.1 (with M 1 = M 2 = A), we obtain x ∈ zer A and the algorithm is therefore focusing. This also shows that 
Further, for every n ∈ N, let U n : X → X be a bounded linear operator which is α-strongly monotone and Hermitian. Suppose that zer(A + B) = ∅ and that there exists a summable sequence
Define a sequence (x n ) n∈N via the recursion
Then (x n ) n∈N converges weakly to a point in zer(A + B).
Proof. Set f = · 2 /2, C = dom A, and S = zer(A + B). In addition, for every n ∈ N, define f n : X → R : x → x | U n x /2. We shall use Theorem 2.7 with κ = 1/(2β − ε), δ 1 = 0, and
is a supercoercive Legendre function with dom f = X and, for every n ∈ N, since ∇f n = U n is α-strongly monotone, f n ∈ C α (f ). We also observe that condition [a] in Algorithm 2.1 is satisfied. Next, by (3.9),
and condition [b] in Algorithm 2.1 therefore holds. Now take n ∈ N. Since ∇f n = U n is maximally monotone with dom ∇f n = X and A is maximally monotone, [7, Corollary 25.5(i) ] entails that ∇f n + γ n A is maximally monotone. Thus, since ∇f n + γ n A is α-strongly monotone, [ , (x n ) n∈N is bounded, while W(x n ) n∈N ⊂ X = int dom f . Now set µ = sup n∈N U n . For every n ∈ N, since it results from (3.9) and [7, Fact 2.25(iii)] that
we derive from [7, Fact 2.25(iii)] that U n U 0 k∈N (1 + η k ). Hence µ < +∞ and therefore, appealing to [13, Lemma 2.3(i)], there exists an α-strongly monotone Hermitian bounded linear operator U : X → X such that (∀w ∈ X ) U n w → U w. Define g : X → X : x → x | U x /2. Then ∇g = U is strongly monotone (and thus strictly monotone). Furthermore, given (y n ) n∈N in C and y ∈ W(y n ) n∈N ∩ C, say y kn ⇀ y, we have
and thus ∇f kn (y kn ) ⇀ ∇g(y). Therefore, condition [d]2/ in Theorem 2.7 is satisfied. Let us now verify that (3.10) is focusing. Towards this goal, suppose that z ∈ S satisfies
and
Now take x ∈ W(x n ) n∈N , say x kn ⇀ x, and set (∀n ∈ N) x * n+1 = γ −1 n U n (x n − x n+1 ) − Bx n . It results from (3.10) that (x kn+1 , x * kn+1 ) n∈N lies in gra A and from (3.15) that x kn+1 ⇀ x. Moreover, (3.15) yields x * kn+1 + Bx kn → 0. Altogether, Lemma 3.1 (applied to the sequences (x kn+1 , x * kn+1 ) n∈N in gra A and (x kn , Bx kn ) n∈N in gra B) guarantees that x ∈ zer(A + B). Consequently, Theorem 2.7 asserts that (x n ) n∈N converges weakly to a point in S .
Example 3.5
The classical forward-backward method is obtained by setting U n ≡ Id in Corollary 3.4, which yields
Its weak convergence was established in [28, Proposition 1(c)]; the case when the proximal parameters (γ n ) n∈N are constant was first addressed in [21] .
We now turn to the Renaud-Cohen algorithm (1.7) and recover [24, Theorem 3.4] .
Corollary 3.6 Let X be a real Hilbert space, let A : X → 2 X and B : X → X be maximally monotone, and let f : X → R be convex and Fréchet differentiable. Suppose that zer(A + B) = ∅, that ∇f is 1-strongly monotone on dom A and Lipschitzian on bounded sets, and that there exists β ∈ ]0, +∞[ such that
Suppose, in addition, that ∇f is weakly sequentially continuous. Then (x n ) n∈N converges weakly to a point in zer(A + B).
Proof. Let ε ∈ ]0, 2β[ be such that γ < 2β − ε. We apply Theorem 2.7 with C = dom A, α = 1, 
Next, we observe that condition [b] in Theorem 2.7 is trivially satisfied and that condition [a] in Theorem 2.7 follows from (3.18) and Proposition 2.4(ii). Furthermore, since ∇f is weakly sequentially continuous and 1-strongly monotone on C, condition [d]2/ in Theorem 2.7 is satisfied with g = f . Now suppose that z ∈ zer(A + B)
Then, since κγ < 1 and δ 2 < 1, it follows that 19) and
Since (z, 0) ∈ gra(A+B) and since (x n+1 , γ −1 (∇f (x n )−∇f (x n+1 ))−Bx n +Bx n+1 ) n∈N lies in gra(A+B) by construction, it follows from (3.17) and (3.20) that n∈N Bx n − Bz 2 < +∞. On the other hand, since (x n ) n∈N lies in dom A by Proposition 2.4, we deduce from (3.18) and (3.19 ) that x n+1 − x n → 0. In turn, it results from the Lipschitz continuity of ∇f on the bounded set {x n } n∈N that ∇f (x n ) − ∇f (x n+1 ) → 0. Now take x ∈ W(x n ) n∈N , say x kn ⇀ x, and set (∀n ∈ N) x * n+1 = γ −1 (∇f (x n ) − ∇f (x n+1 )) − Bx n . Then (x kn+1 , x * kn+1 ) n∈N lies in gra A. Furthermore, x * kn+1 + Bx kn = γ −1 (∇f (x kn ) − ∇f (x kn+1 )) → 0 and, since x n − x n+1 → 0, x kn+1 ⇀ x. Thus, applying Lemma 3.1 with the sequences (x kn+1 , x * kn+1 ) n∈N and (x kn , Bx kn ) n∈N yields x ∈ zer(A + B), and we conclude that condition [c] in Theorem 2.7 is satisfied as well.
Forward-backward splitting for convex minimization
In this section we study the convergence of (1.6), and improve and complement the results of [23] .
Problem 3.7 Let ϕ ∈ Γ 0 (X ), let ψ ∈ Γ 0 (X ), and let f ∈ Γ 0 (X ) be essentially smooth. Set C = (int dom f ) ∩ dom ∂ϕ and S = (int dom f ) ∩ Argmin(ϕ + ψ). Suppose that ϕ + ψ is coercive, ∅ = C ⊂ int dom ψ, S = ∅, and ψ is Gâteaux differentiable on int dom ψ. The objective is to find a point in S .
In the context of Problem 3.7, we define, for every n ∈ N, prox fn γnϕ = (∇f n + γ n ∂ϕ) −1 .
Algorithm 3.8
Consider the setting of Problem 3.7. Let α and β be in ]0, +∞[, let (γ n ) n∈N be in ]0, +∞[, and let (f n ) n∈N be in C α (f ). Suppose that the following hold:
[a] There exists ε ∈ ]0, 1[ such that 0 < inf n∈N γ n sup n∈N γ n αβ(1 − ε).
[c] For every n ∈ N, int dom f n = dom ∂f n and ∇f n is strictly monotone on C.
Take x 0 ∈ C and set (∀n ∈ N) x n+1 = prox fn γnϕ (∇f n (x n ) − γ n ∇ψ(x n )).
Theorem 3.9
Let (x n ) n∈N be a sequence generated by Algorithm 3.8 and suppose that the following hold:
[b] There exists a function g in Γ 0 (X ) which is Gâteaux differentiable on int dom g ⊃ C, with ∇g strictly monotone on C, and such that, for every sequence (y n ) n∈N in C and every y ∈ W(y n ) n∈N ∩ C, y kn ⇀ y ⇒ ∇f kn (y kn ) ⇀ ∇g(y).
Then the following hold:
(i) (x n ) n∈N converges weakly to a point in S .
(ii) (x n ) n∈N is a monotone minimizing sequence:
Proof. 1, it suffices to show that, for every n ∈ N, (∇f n − γ n B)(C) ⊂ ran(∇f n + γ n A), i.e., since C ⊂ int dom B and B = ∇ψ on int dom B, that (∇f n − γ n ∇ψ)(C) ⊂ ran(∇f n + γ n A). To do so, fix temporarily n ∈ N, let x ∈ C, and set 
In turn,
However, by coercivity of θ, there exists ρ ∈ ]0, +∞[ such that
Now suppose that (y, y * ) ∈ gra A n ( · + x) satisfies y ρ. Then y + x ∈ dom ∇f n ∩ dom A = (int dom f n ) ∩ dom A = C and y * − ∇f n (y + x) + γ n ∇ψ(y + x) + ∇f n (x) − γ n ∇ψ(x) ∈ γ n (A + B)(y + x). Thus, it follows from (3.24) and (3.23) that
Therefore, in view of [26, Proposition 2] and the maximal monotonicity of A n ( · + x), there exists y ∈ X such that 0 ∈ A n (y + x). Hence (∇f n − γ n ∇ψ)(x) ∈ ∇f n (y + x) + γ n A(y + x) ⊂ ran(∇f n + γ n A),
On the other hand, using (3.22) and convexity of ψ,
Altogether, upon adding (3.26) and (3.27), we obtain
In particular 
Set µ = inf n∈N γ n and ℓ = lim D fn (z, x n ). It follows from (3.28) applied to z ∈ C that
and therefore from condition [b] in Algorithm 3.8 that
Hence, lim µ(θ(x n+1 ) − min θ(X )) + ℓ ℓ and therefore lim(θ(x n+1 ) − min θ(X )) = 0. Thus
Now take x ∈ W(x n ) n∈N , say x kn ⇀ x. By weak lower semicontinuity of θ, min θ(X ) θ(x) lim θ(x kn ) = min θ(X ) and it follows that x ∈ Argmin θ = zer(A + B). Consequently, Theorem 2.7 asserts that (x n ) n∈N converges weakly to a point in S .
(ii): Combine (3.30) and (3.35).
(iii)&(iv): Fix z ∈ S and set µ = inf n∈N γ n . In a fashion similar to the above argument, we obtain (∀n ∈ N) µ θ(x n+1 ) − min θ(X ) + D f n+1 (z, x n+1 ) + εD fn (x n+1 , x n ) (1 + η n )D fn (z, x n ) (3.36) and therefore [7, Lemma 5.31] guarantees that n∈N (θ(x n )− min θ(X )) < +∞. Hence, since (θ(x n )− min θ(X )) n∈N is decreasing, [6, Lemma 2.5] yields n(θ(x n ) − min θ(X )) → 0 and n∈N n(θ(x n ) − θ(x n+1 )) < +∞. However, by (3.28), (∀n ∈ N) γ −1 n D fn (x n , x n+1 ) + εγ −1 n D fn (x n+1 , x n ) θ(x n ) − θ(x n+1 ). Consequently, n∈N n(D fn (x n+1 , x n ) + D fn (x n , x n+1 )) < +∞.
Remark 3.10
The conclusion of Theorem 3.9(i) is obtained in [23, Theorem 1(2)] under more restrictive conditions. On the other hand, (ii)-(iv) in Theorem 3.9 are new even in Euclidean spaces (see [2, 18, 19] for partial results in this direction).
Further applications and remarks
Theorems 2.7 and 3.9 operate under broad assumptions which go beyond those of the existing forwardbackward methods of [5, 14, 23, 24] described in (1.4)-(1.7). Here are two examples which exploit this generality.
Example 3.11
Consider the setting of Problem 1.1. Suppose, in addition, that the following hold:
[a] A is uniformly monotone on bounded sets.
[b] There exist ψ ∈ Γ 0 (X ) and β ∈ ]0, +∞[ such that B = ∂ψ and (∀x ∈ C)(∀y ∈ C) D f (x, y) βD ψ (x, y).
[c] f is supercoercive.
[d] zer(A + B) ⊂ int dom f .
Let (γ n ) n∈N be a sequence in ]0, +∞[ such that 0 < inf n∈N γ n sup n∈N γ n < β, take x 0 ∈ C, and set (∀n ∈ N) x n+1 = (∇f + γ n A) −1 (∇f (x n ) − γ n ∇ψ(x n )). Then (x n ) n∈N converges strongly to the unique zero of A + ∇ψ.
The next example concerns variational inequalities.
Example 3.12 Let ϕ ∈ Γ 0 (X ), let B : X → 2 X * be maximally monotone, and let f ∈ Γ 0 (X ) be essentially smooth. Set C = (int dom f ) ∩ dom ∂ϕ, and suppose that C ⊂ int dom B and that B is single-valued on int dom B. Consider the problem of finding a point in S = x ∈ int dom f (∀y ∈ X ) x − y, Bx + ϕ(x) ϕ(y) , (3.37) which is assumed to be nonempty. This is a special case of Problem 1.1 with A = ∂ϕ and, given x 0 ∈ C, Algorithm 2.1 produces the iterations (∀n ∈ N) x n+1 = prox fn γnϕ (∇f n (x n ) − γ n Bx n ). The weak convergence of (x n ) n∈N to a point in S follows from Theorem 2.7. Even in Euclidean spaces, this scheme is new and of interest since, as shown in [2, 12, 23] , the Bregman proximity operator prox fn γnϕ may be easier to compute for a particular f n than for the standard quadratic function · 2 /2. In addition, it makes it possible to solve variational inequalities with non cocoercive operators and/or outside of Hilbert spaces.
Remark 3.13
In the Hilbertian setting, the forward-backward formalism for monotone operators is known to model a broad range of primal-dual schemes [14] . Likewise, replacing the quadratic kernels in [14, Corollary 6.2] by suitable gradient operators leads to further primal-dual splitting algorithms based on Theorem 2.7.
Remark 3.14 Let ϕ ∈ Γ 0 (X ), let ψ ∈ Γ 0 (X ) be Gâteaux differentiable on int dom ψ = ∅, and let f ∈ Γ 0 (X ) be essentially smooth. Under suitable conditions, the problem minimize x∈dom f ϕ(x) + ψ(x) (3.38)
can be solved using Algorithm 3.8. Furthermore, the minimizing property of the sequence produced by Algorithm 3.8 in the case when (3.38) has no solution can be derived via the techniques employed in Section 3.2 and [6] ; work in this direction in the case of Euclidean spaces can be found in [2] .
