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Abstract
An (n,M, d; q) code is called equidistant code if the Hamming distance between any two codewords is d. It was proved that for
any equidistant (n,M, d; q) code, dnM(q − 1)/(M − 1)q(= dopt, say). A necessary condition for the existence of an optimal
equidistant code is that dopt be an integer. If dopt is not an integer, i.e. the equidistant code is not optimal, then the code with
d = dopt is called good equidistant code, which is obviously the best possible one among equidistant codes with parameters n,M
and q. In this paper, some constructions of good equidistant codes from balanced arrays and nested BIB designs are described.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
It is well-known that combinatorial design theory and coding theory are closely related. Certain combinatorial
structures have been used to construct good codes. Such example structures include balanced incomplete block (BIB)
designs [22,12], symmetric BIB designs [18,12], resolvable BIB designs [11,7,13], nested BIB designs [14], group
divisible designs [8], difference matrix [3], generalized Hadamard matrices [9], balanced bipartite weighing designs
[16], etc. The relationship between orthogonal arrays and codes was summarized in [6]. For a good survey on the
interaction of designs and codes, the interested reader is referred to [20,21].
In this paper, a code C of length n over an alphabet Fq of size q (or a q-ary code) means a subset C ⊆ Fnq of the set
of all n-tuples with components from Fq . The elements in C are the codewords of the code C. The set Fnq becomes a
metric space when equipped with the Hamming distance
d(x, y) = |{i : xi = yi, 1 in}| for x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn), x, y ∈ Fnq .
An important parameter of a code C is its minimum distance d where d = minx,y∈C,x =y d(x, y). An (n,M, d; q) code
represents a q-ary code with length n, size M = |C|, and minimum Hamming distance d. An (n,M, d; q) code is
equidistant if the distance between any two codewords is d.
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Theorem 1.1 (Semakov andZinoviev [11], Tonchev [19]). For any equidistant (n,M, d; q) code, dnM(q−1)/(M−
1)q, where the equality is achieved if and only if M is a multiple of q and each of the symbols 0, 1, . . . , q − 1 occurs
exactly M/q times in each column of the M × n matrix formed by the codewords.
In an (n,M, d; q) code, let Aq(n, d) denote the maximum value of M when n, q, d are ﬁxed. A bound for Aq(n, d)
is presented in [2].
An equidistant code that achieves the equality in Theorem 1.1 is said to be optimal.
Theorem 1.2 (Semakov and Zinoviev [11]). An optimal equidistant (n,M, d; q) code exists if and only if there exists
a resolvable BIB design with parameters v = M, k = M/q,  = n − d, r = n.
A necessary condition for the existence of an optimal equidistant code is that dopt is an integer. If dopt is not an
integer, i.e. the equidistant code is not optimal, then the code with d = dopt is called good equidistant code, which is
obviously the best possible one among equidistant codes with parameters n,M and q. In this paper, we shall consider
the problem of constructing good equidistant codes from a combinatorial viewpoint. Since optimal equidistant codes
are equivalent to certain resolvable BIB designs, the reader interested in optimal equidistant codes should refer to [5],
say, for the results on resolvable BIB designs. We shall mainly concentrate on the construction of good equidistant
codes from a design-theoretic perspective. We shall make use of a trivial equivalence between an equidistant code and
a new combinatorial array called an equidistant array to construct equidistant codes. Then we describe constructions
for equidistant arrays from balanced array and the nested BIB designs deﬁned by Preece [10]. A construction for such
nested BIB designs from orthogonal Latin squares is also presented. This in turn gives us one inﬁnite series of good
equidistant codes.
2. Equidistant codes and equidistant arrays
In this section, we describe a trivial equivalence between an equidistant code and an equidistant array.
LetS={e0, e1, . . . , es−1} be a set of s elements, andX be the set of all t-dimensional columnvectors x=(x, x, . . . , x)T
with x ∈ S. An equidistant array of strength t, denoted by EA(m, n, s, t), over S is anm×nmatrix Ewith entries from
S such that in any t × n submatrix E′ of E, the values∑x∈X (x) is a constant independent of the chosen submatrix
E′, where (y) is the number of times the t-vector y = (y1, y2, . . . , yt )T, yi ∈ S, 1 i t , occurs as a column in E′.
The invariant c =∑x∈X (x), x = (x, x, . . . , x)T ∈ X, is called the coincidence number of the equidistant array.
An orthogonal array OA(t, q, n), with strength t, is an n × qt array of q symbols such that, in any t rows of the
array, every one of the possible qt tuples of q symbols occurs in exactly  columns. If  = 1, this array is denoted by
OA(t, q, n).
A balanced array BA(b,m, s, t){x1···xt } is an m× b matrix B with elements belonging to a set {0, 1, . . . , s − 1} of
s symbols, m constraints, b assemblies, and strength t, such that every t × b submatrix of B contains the ordered t × 1
column vector (x1, . . . , xt )T, x1···xt times, where x1···xt is invariant under any permutation of x1, . . . , xt .
It is easy to see that equidistant arrays are generalizations of orthogonal arrays and balanced arrays. In an orthogonal
array of strength t, (y) = (z) for any t-dimensional column vectors y = (y1, y2, . . . , yt )T, z = (z1, z2, . . . , zt )T,
yi, zi ∈ S, 1 i t . In a balanced array of strength t, (y) is a constant equal to ((y)) for any t-dimensional column
vector y = (y1, y2, . . . , yt )T, yi ∈ S, 1 i t , and for any permutation  of order t, independent of the chosen t-rowed
submatrix. Clearly in both cases, the sum
∑
x∈X (x) is a constant independent of the chosen t-rowed submatrix, where
x = (x, x, . . . , x)T ∈ X, x ∈ S.
Let E be an EA(m, n, s, 2) over S. By identifying them rows of E as codewords, we obtain an equidistant (n,m, d; s)
code with the Hamming distance d = n −∑x∈X (x). Conversely, if C is an equidistant (n,M, d; q) code over an
alphabet Fq , then the matrix formed by all the codewords of C is clearly an equidistant array EA(M, n, q, 2) over Fq
where the sum
∑
x∈X (x) = n − d . Summarizing the above, we obtain an equivalence between an equidistant code
and an equidistant array.
Theorem 2.1. An equidistant array EA(m, n, s, 2) over S is equivalent to an equidistant (n,m, d; s) code over S with
d = n −∑x∈X (x), where X = {(x, x)T : x ∈ S}.
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Therefore, in order to construct equidistant codes, we need only to construct their corresponding equidistant
arrays.
3. Balanced arrays and equidistant codes
In this section, we will give a construction of equidistant codes via balanced arrays. The following result is clear
from the deﬁnition of a balanced array.
Lemma 3.1. If there exists a BA(b,m, s, 2){x1x2} on an s symbol set S, then there exists an equidistant (b,m, d; s)
code, where d = b −∑x∈S xx .
In [15], a rectangular design is used to construct balanced arrays. A rectangular design is an arrangement of v=mn
treatments in b blocks such that (1) each block contains k distinct treatments, k < v, (2) each treatment occurs in exactly
r blocks, (3) the mn treatments are arranged in a rectangle of m rows and n columns such that any two treatments in
the same row(column) occur together in 1(2) blocks, respectively, and in 3 blocks otherwise.
The following result was stated in [15].
Lemma 3.2. The existence of a rectangular design with parameters
v = mn, b, r, k(<m), 1 = 0, 2, 3
implies the existence of a BA(b,m, n+ 1, 2){ii = 2, 0 in− 1; ij = 3, 0 i = jn− 1; in = ni = r − 2 −
(n − 1)3, 0 in − 1; nn = b − 2nr + n2 + n(n − 1)3}.
The following result was stated in [17].
Lemma 3.3. There exists a rectangular design with parameters v = ms, b = s(s − 1), r = s − 1, k = m, 1 = 2 =
0, 3 = 1,m, n = s, where 2mpw and s = pw, p being a prime.
Taking m = s in Lemma 3.3, and then from Lemmas 3.1 and 3.2, we obtain an equidistant (s(s − 1), s, d; s + 1)
code, where d =b−∑s−1x=0 xx −ss =b− s2 − (b−2sr + s2 + s(s −1)3)= s(s −1). So, we obtain the following
result.
Theorem 3.4. If s = pw is a prime power, then there exists an equidistant (s(s − 1), s, s(s − 1); s + 1) code.
For the above equidistant (s(s − 1), s, s(s − 1); s + 1) code,
dopt =
⌊
nM(q − 1)
(M − 1)q
⌋
=
⌊
s(s − 1)s(s + 1 − 1)
(s − 1)(s + 1)
⌋
=
⌊
s(s − 1)(s + 1) + s
(s + 1)
⌋
= s(s − 1).
The equidistant code is good. So, we have the following result.
Corollary 3.5. If s = pw is a prime power, then there exists a good equidistant (s(s − 1), s, s(s − 1); s + 1) code.
4. Nested BIB designs and equidistant codes
4.1. Nested BIB designs and equidistant arrays
In this section, we describe a construction for equidistant arrays from the nested BIB designs introduced to the
statistical literature by Preece [10].
Let v, k1, k2, 1, 2 be positive integers such that vk1 > 1 and k2 > 1 divides k1. A (v; k1, 1; k2, 2) nested BIB
design is a triple (V,B1,B2) where
(1) V is a v-set of elements called points;
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(2) B1 andB2 are collections of k1-subsets (called super-blocks) and k2-subsets (called sub-blocks) ofV, respectively,
where each super-block ofB1 is partitioned into k1/k2 sub-blocks having k2 elements each such that the resulting
collection B1 of sub-blocks coincides with the collection B2; and
(3) for every pair of distinct points x, y ∈ V, there are 1 super-blocks and 2 sub-blocks containing x and y,
respectively.
The following combinatorial properties of a (v; k1, 1; k2, 2) nested BIB design can be easily obtained.
Lemma 4.1. In a (v; k1, 1; k2, 2) nested BIB design, each point is contained, respectively, in exactly
r = 1(v − 1)
k1 − 1 =
2(v − 1)
k2 − 1
super-blocks and sub-blocks, and there are altogether
b1 = 1v(v − 1)
k1(k1 − 1)
super-blocks and
b2 = 2v(v − 1)
k2(k2 − 1)
sub-blocks, where
k2
k1
= b1
b2
.
Preece’s nested BIB designs can be used to construct equidistant arrays, as the following shows.
Theorem 4.2. If there exists a (v; k1, 1; k2, 2) nested BIB design, then there exists an equidistant arrayEA(v, b1, 1+
k1/k2, 2) with coincidence number c = b1 − 2r + 1 + 2.
Proof. Let (V,B1,B2) be a (v; k1, 1; k2, 2) nested BIB design. Then a v × b1 matrix E = (exw) is deﬁned as
exw =
{
i if a point x ofV occurs in the ith sub-block of the wth super-block of B1,
0 otherwise.
LetE′ be any two-rowed submatrix of E corresponding to two points, say, x and y. Let s = k1/k2, from the deﬁnition of
a (v; k1, 1; k2, 2) nested BIB design, it is immediately seen that∑1 i s ((i, i)T)=2 and∑1 i =j s ((i, j)T)=
1 − 2. Since every point ofV occurs in precisely r super-blocks inB1,∑1 i s ((0, i)T)=∑1 i s ((i, 0)T)=
r − 1. So the vector (0, 0)T occurs
b1 − 2(r − 1) − 2 − (10 − 2) = b1 − 2r + 1
times. Therefore, E is an EA(v, b1, 1 + k1/k2, 2) with coincidence number c = b1 − 2r + 1 + 2. 
4.2. Constructions of nested BIB designs from mutually orthogonal Latin squares
A Latin square of order nwith entries from an n-set X is an n×n array L in which every cell contains an element of X
such that every row of L is a permutation of X and every column of L is a permutation of X. Without loss of generality,
we may assume X = {1, 2, . . . , n}. An idempotent Latin square L = (lx,y) is one in which lx,x = x for all x ∈ X. A
symmetric Latin square L= (lx,y) is one in which lx,y = ly,x for all x, y ∈ X. Two Latin squares L1 and L2 of the same
order deﬁned over X and Y, respectively, are orthogonal if for every x ∈ X and for every y ∈ Y , there is a unique cell
(i, j) such thatL1(i, j)=x andL2(i, j)=y. A set of Latin squares of order n,L1, L2, . . . , Lm ismutually orthogonal,
or a set of m MOLS(n), if for every 1 i < jm, Li and Lj are orthogonal. If L1, L2, . . . , Lm are further idempotent
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Latin squares, then they are denoted by m idempotent MOLS(n). A self-orthogonal Latin square (SOLS) is a Latin
square that is orthogonal to its transpose. A k SOLSSOM(n) is a set {S1, S2, . . . , Sk} of self-orthogonal Latin squares,
together with a symmetric Latin square M, for which {Si, STi : 1 ik} ∪ {M} is a set of (2k + 1) MOLS(n).
MOLSs and SOLSSOMs have been extensively studied. For example, the following results can be found in [1,4],
respectively.
Lemma 4.3 (Abel et al. [1]). If n=pe11 pe22 · · ·pemm where eachpi is a prime, then I (n) min{peii −2 : i=1, 2, . . . , m},
where I (n) is the maximum number of idempotent Latin squares in a set of idempotent MOLS(n).
Lemma 4.4 (Finizio [4]). For any oddprimepower q and for any odd integer kq, there exist (k−3)/2SOLSSOM(q).
Now we describe two constructions for nested BIB designs from mutually orthogonal Latin squares.
Theorem 4.5. Let k1 and k2 > 1 be two integers such that k2 divides k1. If there exist (k1 − 2) idempotent MOLS(v),
then there exists a (v; k1, k1(k1 − 1); k2, k1(k2 − 1)) nested BIB design.
Proof. Let X = {1, 2, . . . , v}. Take (k1 − 2) idempotent MOLS(v) based on X, A1 = (a1ij ), . . . , Ak1−2 = (ak1−2ij ) for
1 i, jv, where 1alij v,1 lk1 − 2. Let B1 = {{i, j, a1ij , . . . , ak1−2ij } : 1 i, jv, i = j}. Then divide each
super-block of B1 into k1/k2 mutually spanning disjoint sub-blocks of size k2 to obtain B2. It can be easily veriﬁed
from the deﬁnition of (k1−2) idempotent MOLS(v) that (X,B1,B2) forms a (v; k1, k1(k1−1); k2, k1(k2 −1)) nested
BIB design. 
Theorem 4.6. Let k1 and k2 > 1 be two integers such that k2 divides k1. If there exist (k1 −3)/2 SOLSSOM(v), where
v is an odd integer, then there exists a (v; k1, k1(k1 − 1)/2; k2, k1(k2 − 1)/2) nested BIB design.
Proof. LetX={1, 2, . . . , v}. Since v is odd, we take (k1−3)/2 SOLSSOM(v) based onX,A1=(a1ij ), . . . , A(k1−3)/2=
(a
(k1−3)/2
ij ),B1=(b1ij )=(a1ji)=AT1 , . . . , B(k1−3)/2=(b(k1−3)/2ij )=(a(k1−3)/2ji )=AT(k1−3)/2, and the symmetric orthogonal
mate C=(cij ), 1 i, jv, 1alij , blij , cij v, 1 l(k1−3)/2, and without loss of generality, we may assume that
a1ii=· · ·=a(k1−3)/2ii =b1ii=· · ·=b(k1−3)/2ii =cii=i for all i, 1 iv. Let B={{i, j, a1ij , . . ., a(k1−3)/2ij , b1ij , . . ., b(k1−3)/2ij ,
cij }:1 i, jv, i =j}. Observe that for each cell (i, j), the k1-tuple {i, j, a1ij , . . . , a(k1−3)/2ij , b1ij , . . . , b(k1−3)/2ij , cij }
equals the k1-tuple {j, i, a1ji , . . . , a(k1−3)/2ji , b1ji , . . . , b(k1−3)/2ji , cji}, since a1ij = b1ji , . . . , a(k1−3)/2ij = b(k1−3)/2ji , b1ij =
a1ji , b
(k1−3)/2
ij =a(k1−3)/2ji , and cij = cji for all i, j , 1 i, jv, which corresponds to another cell (j, i). Then eliminate
one of these two k1-tuples from B to obtain B1, and divide each super-block of B1 into k1/k2 mutually spanning
disjoint sub-blocks of size k2 to obtain B2. It can be easily veriﬁed from the deﬁnition of (k1 − 3)/2 SOLSSOM(v)
that (X,B1,B2) forms a (v; k1, k1(k1 − 1)/2; k2, k1(k2 − 1)/2) nested BIB design. 
Applying Theorem 4.5 with Lemma 4.3, we obtain the following result:
Corollary 4.7. For any prime power q, for any integer k1q, and for any integer k2 > 1 such that k2 divides k1, there
exists a (q; k1, k1(k1 − 1); k2, k1(k2 − 1)) nested BIB design.
Applying Theorem 4.6 with Lemma 4.4, we obtain the following result:
Corollary 4.8. For any odd prime power q, for any odd integer k1q, and for any integer k2 > 1 such that k2 divides
k1, there exists a (q; k1, k1(k1 − 1)/2; k2, k1(k2 − 1)/2) nested BIB design.
4.3. Equidistant codes constructed from nested BIB designs
In this section, we give a further discussion on the equidistant codes constructed from nested BIB designs.
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By combining Theorems 2.1 and 4.2, we obtain the following result:
Theorem 4.9. Let k1 and k2 > 1 be two integers such that k2 divides k1. If there exists a (v; k1, 1; k2, 2) nested BIB
design, then there exists an equidistant (b1, v, 2r − 1 − 2; 1 + k1/k2) code.
We use Theorem 4.2 to construct an equidistant (21, 7, 16; 3) code. Before we do this, some notation is needed.
Let V be an abelian group, B = {x1, x2, . . . , xk} be a subset of V. Deﬁne devB = {B + v : v ∈ V}, where
B + v = {x1 + v, x2 + v, . . . , xk + v}.
LetV=Z7,B1 ={devBi : 1 i3}, whereB1 ={0, 1, 2, 4},B2 ={0, 1, 2, 5},B3 ={0, 2, 1, 4}. LetB2 ={devCj :
1j6}, where C1 = {0, 1}, C2 = {2, 4}, C3 = {0, 1}, C4 = {2, 5}, C5 = {0, 2}, C6 = {1, 4}. It is easy to check that
(V,B1,B2) is a (7; 4, 6; 2, 2) nested BIB design. The following seven codewords from this design form an equidistant
(21, 7, 16; 3) code C:
100202110200211002012, 110020211020022100201, 211002021102001210020,
021100202110200121002, 202110000211022012100, 020211020021100201210,
002021102002110020121.
Note that for C, dopt = nM(q − 1)/(M − 1)q = 21 × 7 × (3 − 1)/(7 − 1)3 = 16, which means that C
is a good equidistant (21, 7, 16; 3) code. We can show that there is no equidistant (21, 8, 16; 3) code. Otherwise,
dopt =nM(q −1)/(M −1)q =21×8× (3−1)/(8−1)3=16 is an integer, and hence the code is optimal. By Theorem
1.1, M = 8 should be a multiple of q = 3, a contradiction.
Now we compare d = 2r − 1 − 2 in Theorem 4.9 with dopt in Theorem 1.1. Here
dopt − d = b1vk1/k2
(v − 1)(1 + k1/k2) − 2r + 1 + 2
= 2v
2
(k2 − 1)(k1 + k2) − 2
2(v − 1)
k2 − 1 + 2 + 2
k1 − 1
k2 − 1
= 2(v − k1 − k2)
2
(k2 − 1)(k1 + k2) .
ByTheorem1.1, the code inTheorem4.9 is an optimal equidistant code if and only if v=k1+k2.When v = k1+k2, there
is no possibility to obtain any optimal equidistant codes. But if dopt−d < 1, then this codewill be a good equidistant code.
Here dopt −d < 1 means 2(v−k1 −k2)2 <(k2 −1)(k1 +k2), which implies |v− (k1 +k2)|<
√
(k2 − 1)(k1 + k2)/2.
Therefore, when |v − (k1 + k2)|<
√
(k2 − 1)(k1 + k2)/2, this code is a good equidistant (1 + k1/k2)-ary code.
In Corollary 4.7, 1<k2k1, 2 = k1(k2 − 1),
√
(k2 − 1)(k1 + k2)/2 = √(1 + k2/k1). Let q = k1 + k2 + 1, Since
1<
√
(1 + k2/k1)
√
2, then we obtain the following result.
Theorem 4.10. Let q be a prime power, k1q an integer, k2 > 1 an integer such that k2 divides k1. If q = k1 + k2 + 1,
then there exists a good equidistant (q(q − 1), q, 2k1q − k1(k1 + k2); 1 + k1/k2) code.
Let k > 1 be an integer, k2 = k, k1 = 3k, q = k1 + k2 + 1 = 4k + 1 be a prime power, then from Theorem 4.10, we
can obtain a series of good equidistant (4k(4k + 1), 4k + 1, 6k(2k + 1); 4) codes.
Similarly, from Corollary 4.8, we obtain the following result.
Theorem 4.11. Let q be an odd prime power, k1q an odd integer, k2 > 1 an integer such that k2 divides k1. If
q = k1 + k2 + 1, then there exists a good equidistant (q(q − 1)/2, q, k1q − k1(k1 + k2)/2; 1 + k1/k2) code.
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