Abstract-In this paper, we propose the scheme of Multiple Input Representation-Adaptive Ensemble Generation and Aggregation(MIR-AEGA) for the classification of time series data. MIR-AEGA employs a set of heterogeneous classifiers, each of which takes a different representation of time series data as the input. MIR-AEGA adopts an "overfitting and selection" strategy. In the training phase, different ensembles of classifiers are adaptively generated by fitting the validation data 1 globally in different degrees. The test data are then classified by each of the generated ensembles. The final decision is made by taking consideration into both the ability of each ensemble to fit the validation data locally and the possible overfitting effects. We claim that MIR-AEGA has two advantages (1) By using multiple representations, it exploits the temporal information of time series data as much as possible, thus could improve the overall performance (2) By tweaking the trade-off between the ability to fit the validation data and the overfitting effects, we expect the performance of this method is reliable in different situations. In this paper, the performance of MIR-AEGA is also assessed experimentally in comparison with other benchmark techniques. The experimental results demonstrate the good performance and the reliability of MIR-AEGA for the classification of time series data.
I. INTRODUCTION
Time series data comes from many sources including finance, medicine, biometrics, chemistry, speech etc. There is extensive work on the classification of time series data in the data mining community. Keogh et al. [15] did empirical studies on the time series data mining which shows that Nearest Neighbor(NN) classifier gives impressive for time series data. Other classification methods for time series data could be found in the literature [7] , [10] , [18] . The success of this task, we think, heavily depends on how well the temporal information is extracted and utilized for the classification purpose. Chen et al. [4] experimentally showed that different representations of time series data could provide complementary information. Therefore, the combination of the decisions, which are made by classifying on different representations of time series data, may achieve a better and more reliable performance. In this paper, our contribution is to propose a new design of Multiple Classifier Systems(MCSs) and its application specially to the classification of time series data. We don't focus on the superiority of certain representation or individual classifier Lei 1 the validation data set denotes the data which are used to train the aggregation rule for time series data. Instead, we assume that all these techniques could be used in our system and focus on how to aggregate their decisions appropriately. The proposed Multiple Input Representation-Adaptive Ensemble Generation and Aggregation(MIR-AEGA) takes multiple representations of time series data as input and adopts an "overfitting and selection" strategy. In the training phase, different ensembles of classifiers are adaptively generated by fitting the validation data globally in different degrees. The test data are classified by each of the generated ensembles. The final decision is selected by taking consideration into both the ability of each ensemble to fit the validation data locally and the possible overfitting effects.
The paper is organized as follows. In section 2, we review the related work. In section 3, we discuss the proposed MIR-AEGA approach. In section 4, several popular benchmark data sets are used to compare the performance of MIR-AEGA with the benchmark techniques. Section 5 concludes the work of this paper.
II. RELATED WORK
The motivations for using classifier combination have been well discussed in the literature. Dietterich [8] investigated the possible advantages of using combination of classifiers from statistical, computational and representational aspects of the learning algorithms. In the literatures, MCSs are discussed from different aspects including their architectures, topology, decision combination and types of diversity. Many combination methods have been proposed including: Majority Voting(MV), Decision Templates(DT), Naive Bayesian Fusion(NBF), Behavior Knowledge Space(BKS), Boosting and Bagging [11] , [13] , [14] . Also, the idea of combining the decisions of multiple representations for the classification of time series data is not new. Ghosh et al. [10] employed an ensemble of Artificial Neural Networks(ANNs) with the weighted average fusion technique to identify and classify the underwater acoustic signals. The feature space of the input data is composed of a 25-dimensional feature vectors extracted from the raw signals. In the feature vectors, there are 16 wavelet coefficient, 1 value denoting signal duration and 8 other temporal descriptors and spectral measurements. Dietrich et al. [7] extracted the global and local features from the bioacoustic time series and the sound patterns are identified through data fusion, temporal fusion and decision fusion.
III. PROPOSED APPROACH:MIR-AEGA

A. Basic Assumption and Design Idea of MIR-AEGA
MIR-AEGA is a new design of MCSs which is specialized in the classification of time series data. We briefly discuss the motivation to propose such a design as follows.
First, we observed that it is advantageous to take multiple representations of time series data as input. If only using raw data as the input, the temporal information of time series data is just neglected. Obviously, the classification performance could be further improved by utilizing those information. If using a certain transformation of time series data as the input (e.g. fourier transformation, wavelet transformation), it is difficult to decide which one is appropriate without any prior knowledge about the underlying model of time series data. Therefore, a straightforward solution is to represent time series data in multiple ways and let the classification system itself adaptively learn which representations or several of their combinations are appropriate.
Second, the goodness of fit on the validation data is adopted to determine which representations might be useful. If an ensemble of classifiers, each of which takes a certain representation of time series data, fits the validation data well, we think that the representation power of this ensemble is good and the learning of the data is sufficient. Therefore, in this paper, we propose a criteria to measure the goodness of fit to the validation data and the ensemble is generated by maximizing the goodness of fit.
Finally, it is very likely that the validation data may be over-fitted by the ensemble generated in the second step. Therefore, besides generating the ensemble just discussed, a collection of different ensembles are also generated, each of which fits the validation data in different degrees. For the test data x, it is classified by all the generated ensembles. The final decision is determined by two factors:(1) how well the ensemble fits the data in the local region where x locates. The local region is determined by the decision boundary of the base classifier in the ensemble (2) how likely the ensemble over-fits the data in the local region.
B. Architecture
The architecture of MIR-AEGA consists of three layers, in which the data is sequentially processed. In the input representation layer, the raw data is preprocessed by various representation methods including fourier transformation, smoothing, random projection etc. Then, the transformed data is fed into the ensemble generation layer. In this layer, a set of heterogeneous classifiers is applied on different representations and a greedy algorithm is proposed to adaptively generate a collection of possible ensembles of classifiers, each of which is trained on a certain input representation 2 . Finally, in the decision aggregation layer, an Adaptive Aggregation Approach(AAA) is employed to compare the decisions of all the generated ensembles and make the final decision based on a proposed criteria. In the following sections, we discuss the design details of each layer.
C. Input Representation Layer
In the input representation layer, time series data is processed with different representation methods. In this paper, the representation methods we used include Piecewise Linear Approximation(PLA) [17] , Piecewise Aggregate Approximation(PAA) [23] , different methods to correct the distortion in time series data [4] , [16] , Discrete Fourier Transformation(DFT) and Discrete Wavelet Transformation(DWT) [19] , [20] , Auto Regression Moving Average(ARMA) model [6] , Linear Predictive Coding(LPC) [21] , Karhunen-Loeve(K-L) transformation [9] and random projection [2] . However, from the discussion on the design idea of MIR-AEGA, the representation methods which could be used in the input representation layer of MIR-AEGA should not be limited to what we discussed.
D. Ensemble Generation Layer
1) A Criteria to Measure the Goodness of Fit by the Ensemble:
In Ensemble Generation Layer, a collection of different ensembles of classifiers are generated, each of which fits the validation data globally in different degrees. First, we define a criteria to measure the goodness of fit on the validation data by the ensemble. The decision boundary of the base classifiers in the ensemble represents a partition on the data space X into a collection of disjoint local regions {X i }. Each of local region is determined by the decision boundary of the base classifiers in the ensemble 3 . Fig.1 gives an example in which the data space is partitioned by 3 linear classifiers into 7 disjoint local regions. In Fig.1 , it is noted that the data in some local regions come from several categories and the labels of the data in those regions are impure. However, since each local region could be labeled with only one category in the end, some data in those impure local regions are unavoidably misclassified. Let L = {l 1 , l 2 ..., l r } be the category of the data. Given the ensemble φ (φ = {c 1 , c 2 , ..., c n }), θ φ (X i ) is used to measure the goodness of fit on the validation data in the local region
is the frequency of the validation data from the most representative category l mi in X i ). Letp j i represent the frequency of the validation data from category l j . The most representative category l mi is the category with the highest frequency of the validation data in the local region X i , which is defined as :
The goodness of fit on the whole validation data set by the ensemble φ is then measured by Θ φ which is the weighted average of θ φ (X i ) over all the local regions.
Where n i is the number of observation in the local region X i and N is the total number of the observations in the validation data set. The larger the value of Θ φ indicates that the validation data is less fitted by the ensemble φ. 
2) A Greedy Algorithm to Generate the Different Ensembles:
We first propose the following proposition:
If the ensemble consists of more base classifiers, the data space is partitioned finer. From the definition of Θ φ , it is not difficult to prove it with some simple algebra. This proposition indicates that larger ensemble tends to fit the validation data better. As we discussed in the previous section, MIR-AEGA generates a collection of different ensembles, each of which fits the validation data globally in different degrees. We want the collection F = {φ i } has such property: (Fig. 2) . Then, from Proposition 1, there is Θ φ1 ≥ Θ φ2 ... ≥ Θ φ h . In addition, we want φ h is large enough to minimize Θ φ h as much as possible. The purpose is to sufficiently select the classifiers which take useful representations of time series data.
The collection F is generated iteratively in the training phase by a greedy algorithm. In kth iteration, a new ensemble φ k is generated by adding a classifier c j (c j ∈ Ω, Ω is a pool of classifiers available) to the ensemble φ k−1 , which is generated in the k − 1th iteration. That is, The classifier c j is selected to minimize Θ φ k . There are two stopping criteria in the training phase: (1) Θ φ is reduced to zero (2) Θ φ could not be further decreased. In both of these two situations, Θ φ is minimized. Obviously,
We summarize the algorithm for the ensemble generation as follows.
all the classifiers available, each of which is trained on a certain input representation c i : the ith classifier φ i : the ith ensemble F : the collection of the ensemble Θ φ k : the value of Θ φ given the ensemble φ k Input:
E. Decision Aggregation Layer
In the Decision Aggregation Layer, the Adaptive Aggregation Approach(AAA) is proposed for the decision aggregation. We first explain the motivation of using AAA, then discuss its major steps.
1) Motivation for the Proposed AAA:
In ensemble generate layer, a collection of ensemble F is generated with different ability to fit the validation data. For the test data x, each ensemble defines a unique local region where x locates. Given the collection of generated ensembles F = {φ i }(i = 1...n), suppose H x = {X i }(i = 1...n) is the set of local regions which x locates in. For each local region X i , there is x∈ X i . Since the generated ensemble fits the data in different degree globally, it is expected that they should also fit the data in each local region in similar patterns in most situations. AAA labels the test data x by tweaking the trade-off between fitting the validation data in local region adequately and preventing possible overfitting effects. Let's further elaborate this idea with the example in Fig. 1 . Suppose that the generated collection of ensemble F = {φ 1 , φ 2 , φ 3 } where φ 1 = {c 1 }, φ 2 = {c 1 , c 2 } and φ 3 = {c 1 , c 2 , c 3 }. If the test data x locates inside the region X 5 , how should it be labelled? In this situation, H x = {X 1,2,3,5 , X 3,5 , X 5 } where X 3,5 = X 5 X 3 and X 1,2,3,5 = X 1 X 2 X 3,5 . One of the most direct ways is to first label x with the most frequent category of each local region and select the most appropriate one from them as the final decision. For example, when using φ 3 , the local region is X 5 . When using φ 2 , the local region is X 3, 5 From Fig. 1 , the purity of X 5 is higher than X 3,5 , which indicates that φ 3 also fits the validation data better than φ 2 locally. Normally, it seems to be advantageous to select φ 3 to label x since it fits the data better at the local level. However, it is likely that φ 3 may overfit the data in the local region X 5 , which makes the inference on the label of x unreliable. In contrast, if the ensemble φ 2 is selected, the insample fitting may not be adequate and the final outcome can be poor. Therefore, there should be a mechanism to adaptively tweak the trade-off between fitting the validation data adequately and prevent the overfitting of the data. The basic idea of AAA is discussed as follows:
• Given x, AAA compares the value ofp (2) is actually based on the real probability distribution of the data in the local region. Therefore, this decision should be optimal. It is noted that the validity of this strategy largely depends on the assumption of the large sample size.
• However, when the sample size in the local region X i is small,p . In short, on one hand, the intension is to find the ensemble with the maximum value ofp m i . In this situation, it is expected that the validation data in the local region X i is fitted well. On the other hand, our objective is actually to make a good inference on the test data instead of fitting the validation data. An effort is made to fit the validation data as much as possible since it is assumed that the performance of the test data is good when the validation data in the local region is fitted adequately. Or, more specifically, it is assumed that the estimation of p • Finally, for each local region X i , the estimator is computed by
The ensemble for labelling test data x is selected by finding the one such that S i is the highest value in the local region, where x locates. On one hand, the value of S i is controlled byp favors a local region with large number of observations. Therefore, the overfitting problem can be prevented.
2) Adaptive Aggregation Approach:
In this section, the development of AAA is traced. AAA is an extension of the Behavior Knowledge Space(BKS) [11] . In the training phase, the lookup table is built for each ensemble φ i in the collection F . Unlike the lookup table of the BKS, each cell(entry) of the lookup table in AAA records a score and the label of the most representative category in each local region. In the test phase, for the input vector x, the corresponding cell e in each lookup table is checked. The cell with the maximum score is the winner and x is labeled with the label of the winner cell. The decision aggregation with AAA given F = {φ 1 Fig. 3 It is clear that the decisions of the base classifiers in the cell e i determines a local region X i . For X i , suppose that l mi denotes the most representative category and n i denotes the total number of samples. Suppose that the probability of the data from l m in X i is p 
is estimated by the possibility that both the type I or II error of this test are below the threshold α and (e.g. α = 0.05, = 0.05), respectively. The basic idea for the estimation is as follows: the size of the test α, which is the lowest upper bound of the type I error, is first fixed. Then, the power function β(θ) 4 for the test is constructed. Finally, the probability that type II error is below the threshold could be estimated based on the power function of this hypothesis test. It is shown in [3] that the power function can be estimated as:
Type II error is evaluated by 1 − β(θ). It is noted that the value of β(θ) is a function of p 
In short, the algorithm for AAA is summarized as follows:
Build the lookup table for φ i and find the corresponding cell e i for input vector x Identify the best representative label, l mi , for e i Calculate S(e i ) for
IV. EXPERIMENTS
A. Data Set
In this section, we use several popular time series data sets to demonstrate the feasibility of the proposed approach. These data sets are used by previous researchers and available from the UCI repository or related references except the simu data. The underlying model for simu is as follows:
Class2 : y = 0.01sin(10t) + 2k + 1
Where t =1,2,3,...60; k = -100, -99,..., 0, ... 99,100. The purpose of the tests on simu data is to examine the reliability of the NN classifier. The characteristics of the data are summarized in table I.
B. Experimental Setup
In this paper, adaboost, bagging, Random Subspace(RS), DT, NBF, BKS as well as the individual classifiers are employed as the benchmark for comparison. Theoretically, MIR-AEGA could take any base classifiers. In this experiment, NN classifier and Probabilistic Neural Network(PNN) are used for the purpose of demonstration 5 . For the classification of time series data, PNN gives a relatively weak performance. Therefore, PNN is used as an example of weak classifiers. Keogh et al. [15] reported the relatively strong performance of NN. So, NN is used as an example of the strong classifier.
In all of the experiments, the data sets are randomly separated into 60% training and 40% testing. For the DT, NBF, BKS and MIR-AEGA approach, 66.7% of the training data are used to train the base classifiers and the remaining 33.3% used as a validation set to train the aggregation rule. The representation techniques which are used in the input representation layer include the raw data, Discrete Fourier Transformation(DFT), Discrete Wavelet Transformation(DWT), DES+DG, Random Feature Selection(RFS), ARMA, PLA, PAA, K-L Transformation(KLT), LPC, Random Projection(RP), Remove Linear Trend of data(RLT), Remove Offset Translation(ROT) [4] , [12] . PNN and NN takes each of the representations. We should emphasize that the representation techniques are not limited to the ones listed above. In this paper, we just use them as an example to test the idea of MIR-AEGA. In order to make a fair comparison with the benchmark classification system including adaboost and individual classifiers, we also process the data with various representation methods discussed above and feed the 5 We use the classification toolbox version 2.0 of Matlab [5] ). For the methods other than MIR-AEGA, we denote the methods name as well as the representation of data for that approach in the form : method(representation). For example, we use Ind(Raw, PNN) to denote the individual PNN classifier which takes the raw data and boost(DFT, PNN) to denote the adaboost which takes the DFT coefficient as the input and use PNN as the base classifier.
C. Experimental Results and Discussion
There are a few observations from the experimental results: (1) The individual classifier may not be very reliable for different types of time series data. Even for the relatively strong classifier in the classification of time series data like NN, it could completely fail in simu data, or the performance could be further significantly improved in Two Patterns, Gun Point and Trace data by combining different classifiers with multiple input representation. (2) Without the prior knowledge, it is difficult to know which representation method is appropriate for a certain type of time series data. From the results, we don't find any representation method is dominant all the time. (3) The ensemble approaches like RS, bagging and adaboost, can not use the temporal information in time series data very effectively. Although they can take any individual representations, they can not take all of them at the same time. Therefore, Boosting the NN and PNN could not overcome their difficulty in simu data. In addition, we do find the significant overfitting problem for adaboost when using NN as the base classifier for CBF, control chart, Waveform and Waveform+Data Noise data. (4) The traditional MCS like DT, NBF and BKS could use the temporal information in time series data efficiently, however, these methods didn't answer one of the most fundamental questions in the supervised learning: how to fit the data and how to prevent the overfitting? Therefore, we think those methods are some ad hoc. The experimental results do not show their superiority over the proposed MIR-AEGA. (5) The experimental results show the reliability of MIR-AEGA. It claims the best performance over CBF, control chart, Gun Point, Trace and simu data. In particular, its performance on Trace data outperforms other methods more than 10%, which is a very significant improvement. In addition, MIR-AEGA could provide us some insights into the data instead of classifying the data in a black-box style. For example, we had thought DFT or DWT is the best representation for simu data when using NN classifier. However, it turns out that MIR-AEGA actually selected the LPC representation which gives a much better performance with NN classifier. For Wavefrom, Waveform+Data Noise and Two Patterns data, although the performance of MIR-AEGA is not the best, the difference is small, only around 1%. Finally, its average accuracy over all the tested data sets is 98.3%, which is significantly higher than all the other benchmark methods.
V. CONCLUSION
In this paper, we proposed the MIR-AEGA approach for classification of time series data. We observed that the input representation is critical for the performance of the classification systems. In most situations, the information in time series data could not be fully represented in any individual representation. The use of ensemble and classifier combination methods seems to be a good choice to deal with multiple representations. However, some traditional multiple classifier systems like adaboost and bagging could not take advantage of multiple representation of time series data. MIR-AEGA aggregates the information from multiple representations. In addition, the selection of the classifier and representation methods is data-adaptive. We also provide the AAA decision aggregation strategy in MIR-AEGA to achieve a balance between fitting the data adequately and preventing the overfitting problem. Besides these theoretical discussion, we also tested MIR-AEGA on popular time series data sets. MIR-AEGA demonstrates its good performance and reliability over the benchmark methods like NN classifier as well as other aggregation methods.
