An implicit a posteriori finite element error estimation method is presented to inexpensively calculate lower and upper bounds for a linear functional output of the numerical solutions to the three dimensional Navier-Stokes (N-S) equations. The novelty of this research is to utilize an augmented Lagrangian based on a coarse mesh linearization of the N-S equations and the finite element tearing and interconnecting (FETI) procedure. The latter approach extends the a posteriori bound method to the three dimensional Crouzeix-Raviart space for N-S problems. The computational advantage of the bound procedure is that a single coupled nonsymmetric large problem can be decomposed into several uncoupled symmetric small problems. A simple model problem, which is selected here to illustrate the procedure, is to find the lower and upper bounds of the average velocity of a pressure driven, incompressible, steady Newtonian fluid flow moving at low Reynolds numbers through an endless square channel which has an array of rectangular obstacles. Numerical results show that the bounds for this output are rigorous, i.e., always in the asymptotic certainty regime, that they are sharp and that the required computational resources decrease significantly. Parallel implementation on a Beowulf cluster is also reported.
Introduction
The steady, incompressible Navier-Stokes (N-S) equations are the most commonly used mathematical model for describing the practical problems related to viscous, laminar flows. But numerical simulations of the N-S equations require large computational resources, especially for three dimensional engineering problems. In practice, a designer using computational fluid dynamics (CFD) has to produce the most accurate result with limited computer resources. He can make a trade-off between solution accuracy and computational cost based on his experience and judgment. A posteriori error estimation methods use the calculated numerical result to assess the accuracy of the solution. These methods are becoming essential because they can help the designer to assess the accuracy and to control the simulation quality.
In the last decade, most of the a posteriori error estimates were focused on global error bounds in the energy norm. These works were mainly concerned with one or two dimensional problems. Among these, some works related to the approach herein include: Ainsworth and Oden developed a method to obtain the numerical error in the energy norm to estimate the accuracy of solutions of elliptic partial differential equations [1] . Verfürth [21] , Bank and Welfert [2] also successfully proposed the error estimations based on the norms or seminorms associated with a solution of the Stokes equations.
Later, a posteriori error estimation techniques were extended to error metrics more closely relevant to engineering design. An engineering design often focuses on calculating the characteristic values of a system. These characteristic values are not the field solutions, such as temperature or velocities, but are design parameters, such as average temperatures, mean concentrations, drag forces or average velocities, which are termed 'outputs' herein. The error metrics of these values are much more important to a designer than the field solutions or their energy norms, because specific design objectives and optimization are generally addressed in the form of design outputs, and the design regulations are often described by lower or upper bounds to the outputs. Considering engineering design, Patera, Paraschivoiu and Peraire developed a similar procedure to that of Ainsworth and Oden for the prediction of the error in terms of bounds to design quantities, or outputs, which are the linear functionals of the field solutions. Both symmetric and nonsymmetric partial differential equations were considered [12, 16, 18] .
The proposed upper and lower bounds are obtained from the application of a constrained minimization problem formulated as an extremization of an augmented Lagrangian [16] . An output for the very large problem can be estimated quickly, inexpensively and quantitatively by calculating its rigorous bounds which are not dependent on any constraints. The bound procedure has also been extended to address the incompressible Navier-Stokes equations in two space dimensions by Machiels, Peraire, and Patera [11] .
The upper and lower bounds are calculated through a hierarchical procedure on two-level finite element meshes: several global calculations on a relatively coarse mesh and many independent local calculations on subdomains related to a fine finite element mesh. The last calculation step only solves intrinsically parallel, uncoupled, symmetric local problems with interpolated hybrid-fluxes recovered as Neumann boundary conditions. The bound method can achieve very high parallel efficiency when multi-computers are exploited for these calculations. Cheng and Paraschivoiu reported that local calculations can reach more than 90% parallel efficiency in solving a two dimensional multi-material heat transfer problem on a Beowulf multiple-computer system [4] .
In three space dimensions, the Ladeveze and Leguilon procedure [10] that is used to calculate the hybrid fluxes in two dimensions [1, 11, 12, 16, 18] is difficult to extend. To address this drawback, Paraschivoiu reformulated the finite element tearing and interconnecting (FETI) method, which was developed by Farhat and Roux [8] , for calculating bounds for the convectiondiffusion equation in three-dimensional space [17] .
In this paper, the approach described in [4, 11, 17] is extended to calculate bounds for steady, incompressible Navier-Stokes equations in three-dimensional space. The novelty of this research is to linearize the N-S problems with respect to a coarse mesh and to exploit the resulting equations in an augmented Lagrangian. The Crouzeix-Raviart finite element space is used so that the pressure space is discontinuous and the velocities are locally divergence-free. Thus, the hybrid flux vector is decoupled to three components which can be inexpensively calculated by the FETI method. This a posteriori finite element bound procedure calculates bounds to the linear-functional outputs of a benchmark problem, which is a pressure driven, incompressible, steady Newtonian fluid flow moving with a low Reynolds number through an endless square channel with an array of rectangular obstacles. Since the calculation of the fine 'truth' mesh output s h is very expensive, the associated lower bound s LB The asymptotic certainty refers to the limitation that the coarse mesh must roughly resolve the flow. As shown in [11] , rigorous bounds are obtained when the characteristic length of the course mesh (H) is less than a threshold mesh size. To be more precise, the difference between the upper bound and the fine mesh output can be expressed as a positive term and an indefinite term. Similarly for the lower bound, the difference can be expressed as a negative and an indefinite term. It is shown [13] that the positive term converges at best like H 4 and the indefinite term as H 5 which leads to the existence of this threshold mesh size. This threshold mesh size is unknown but our numerical experience suggests that the coarse mesh size is less than the threshold mesh size even for very coarse meshes. In practice, bounds are very large for coarse meshes that barely resolve the flow and become sharper as the coarse mesh is refined. The smooth convergence of the bounds as the coarse mesh is refined ensured that bounds are in the asymptotic certainty regime.
A multiple processor implementation is developed for the FETI and fine mesh calculations. The results will be analyzed to investigate the efficiency of the bound method for parallel processing. The approach developed herein provides an inexpensive confirmation of the accuracy of a particular finite element solution to three-dimensional partial differential equations for large engineering applications.
The remainder of this paper is structured as follows. In Section 2, we review some of the key finite element fundamentals for this paper. In Section 3, we introduce a new augmented Lagrangian based on the linearized Navier-Stokes equations on the coarse mesh for the underlying N-S problem. In Section 4, we calculate the lower and upper bounds derived from the stationarity conditions of the augmented Lagrangian. Numerical results from a single processor and a Beowulf cluster are presented in Sections 5 and 6. Finally, we conclude in Section 7.
Finite Element Background
The Navier-Stokes bound procedure is based on an augmented Lagrangian. The general finite element background is reviewed first for the steady, incompressible Navier-Stokes equations, as well as for the linear output, and the discretization method.
Problem statement and linear output
The model problem is steady, incompressible, low Reynolds number flow driven by a forcing term in an endless square channel with an array of rectangular obstacles in the center. The fluid is assumed to be Newtonian with dynamic viscosity, µ. The geometry is presented in Figure 1 where Ω is the domain and (x 1 , x 2 , x 3 ) denotes the coordinate system, with corresponding unit
O Ω Figure 1 : Geometry with homogeneous Dirichlet boundaries, except for Γ 1 and Γ 2 which have periodic boundary conditions.
The driving force is a pressure gradient
where L is the scaling length of the channel section, and ∆P is the pressure difference between the two reference points separated by a distance L in the x 3 direction. The fluid velocity and pressure perturbations are periodic in the x 3 direction.
The governing equations for this incompressible low Reynolds number Navier-Stokes problem can be expressed in indicial notation as
with boundary conditions We define the function spaces
(Ω) and Y = X × Q including essential boundary conditions, where L (Ω). The corresponding variational form for this Navier-Stokes problem is:
Introducing discrete function spaces parameterized by δ we write
where N v and N p are the number of nodes for each velocity component and for pressure, respectively. Discretized functions, such as each velocity component and pressure, are written:
We also introduce u iδ and p δ as the vectors of coefficients u ijδ and p jδ , respectively. Using this finite element discretization, equations (3) and (4) can be expressed in a general matrix form as:
where A δ is the stiffness matrix associated with the diffusion term dV . Note that the matrix C δ , is computed from the velocity field u iδ . Details concerning weak formulations of the Navier-Stokes system may be found in [19, 20] .
Engineering design is generally based on outputs which are functionals of the field solution. In this paper, only linear functionals are addressed, and bounds are calculated to the outputs, which are the average of the velocity in the x 3 direction, s = u 3 dV , and the corresponding matrix expression is s δ = 
Newton Iterations
The Navier-Stokes equations (1) and (2) contain a non-linear convective term u i u j ∂ω i ∂x j dV , and its associated matrix C δ in equation (7) should be calculated with the velocity field u i with i = 1, 2, 3. The Newton-Raphson nonlinear algorithm has a second-order convergence rate and is chosen to iteratively solve the underlying N-S equations. Gunzburger presents this method in details [9] . The algorithm is summarized below. 
2. At the n th step, find (v 1δ , v 2δ , v 3δ ) and q δ that satisfy the following linear equations:
where the matrice D 
Discretization meshes and function spaces
The bound method for the Navier-Stokes equations is a two level hierarchiary numerical approximation. Two discretization meshes, H for the coarse and h for the fine, are considered here. The computational domain Ω is divided into a set of k H tetrahedra for the coarse mesh T H , and is further divided into a set of k h tetrahedra for the fine mesh T h with uniform refinement R = H h . Figure 2 illustrates the two level meshes that are used, T H (left) and T h (right), before the domain decomposition.
The domain Ω is also decomposed into N k subdomains Ω (k)
for both T H and T h so that the bound method can be exploited. For example, Ω can be decomposed into N k = 24 subdomains, Ω (k) , each of which is a small cube of size (
), as shown in Figure 3 . This figure illustrates the resulting coarse and fine meshes after the domain decomposition. The thick lines represent subdomain borders.
On these two level meshes, Crouzeix-Raviart finite element spaces are used for the velocity and the pressure spaces. X H denotes the finite element space for the velocity on the coarse mesh and X h denotes the space for the velocity on the fine mesh before the domain decomposition. Also the finite element spaces for the pressure on the coarse mesh and on the fine mesh are denoted by Q H and Q h , respectively.X H andX h are defined as the 'broken' velocity spaces of each subdomain Ω (k) after the domain decomposition. The hybrid flux edge spaces, which are defined on the subdomain borders marked by the thick lines in Figure 3 , are denoted by H H for the coarse mesh and by H h for the fine mesh. The hybrid flux vector is used to enforce continuity on functions inX H andX h , in particular, as 'glue' to 'connect' the adjacent nodes, lines or faces so that the noncomforming velocities in different subdomains can be continuous over the whole domain. In this paper, the superscript
(
where matrices A H , C H , and B iH are obtained from the coarse mesh function space X H and matrices A h , C h , and B ih are obtained from the fine one X h . The average velocity becomes
for the coarse mesh, and and
for the fine mesh. Here, M H and M h denote the mass matrices on the coarse and fine mesh space, respectively.
Augmented Lagrangian Formulation
A novel approach in the current bound method is to exploit the coarse mesh linearized N-S equations to construct a fine mesh augmented Lagrangian, which also includes a quadratic 'energy' reformation of the desired output, and which contains the inter-subdmain continuity requirements as well. From the quadratic-linear duality theory of the Lagrangian, the bounding properties can be easily proved. This formulation is different from that used for the "general asymptotic finite element bound method" described in detail in [11] , since a Lagrangian formulation is used. For a more detailed description of previous a posteriori finite element method related to error estimation for the N-S equations, the reader is referred to [15, 22] .
The construction of the Lagrangian
To construct the proper energy equality for the augmented Lagrangian, let
Note that e h ∈ X h and ε h ∈ Q h are associated with the errors for the velocity and pressure respectively.
General residuals
The coarse mesh solution, with k = 1, · · · , N k , for the 'broken' space on both meshes:
where I δ (·) represents the vector of coefficients of a function interpolated onto a function space parameterized by δ.
iH } with i = 1, 2, 3 and p H = {p
and B (k) iδ are the local matrices associated with A δ , D δ and B iδ respectively, on each subdomain, Ω (k) . The energy equality on the 'broken' fine h-mesh can be written as follows:
If the mesh size h = H, the coarse mesh matrices and solutions will be the same as the fine, (e
1h , e
2h , e
h ) = 0, and the energy equality (19) will vanish.
Energy reformation of outputs
Thus, the following trivial minimization statement is introduced with the new energy equality and the linear output of interest of the Navier-Stokes equations:
where q h refers to the variables associated with the pressure error, v h = (v 1h , v 2h , v 3h ) associated with the velocity error, and κ is a non-negative parameter that will be used to optimize the computed bounds. Note again that the overbar ,·, represents the vector of coefficients that defines the respective function.
Linearized N-S equations and inter-subdomain constraints
Now the set of functions S ⊂X h × Q h is introduced for the construction of the linearized Navier-Stokes equations constrained by adjoints, (w
), from equations (11) and (12) . The high order convection term, which is very small, is omitted in this procedure so that no non-linear convection term will appear in the new augmented Lagrangian. H (k) δ is defined as the Boolean matrix which extracts the signed (±) restriction of a subdomain solution v
enforces velocity continuity and the homogeneous essential conditions. For non-homogeneous boundary conditions, a vector of coefficients representing the function on the boundary should be subtracted on the left-hand side of this equality.
Quadratic-linear Lagrangian
The constrained minimization problem suggests the formation of the quadratic-linear La-
where the first two lines represent the quadratic 'energy' reformation of the desired output, the third and fourth lines represent the linearized Navier-Stokes problem constrained by the Lagrange multiplies w h and r h , and the last term represents the velocity continuity requirements for the inter-subdomains. The Lagrangian (21) is quadratic in its argument v and linear in its arguments q h , w h , r h and µ h and its saddle point (ê h , ε
Proofing of the bounding properties
From the quadratic-linear duality theory, it follows that
with equality for (q
). Upper and lower bounds for the output s h , s U B , and s LB , respectively, are now readily constructed as
where the superscripts, ( ) 
Bound calculations
Starting from the Lagrangian, the algebraic formulation of the bound procedure for outputs of the Navier-Stokes problem will be exposed.
Equations (21), (24) and (25) The stationarity conditions are: find e
H ∈ Q H , and t ± H ∈ H H such that the vector coefficients of these functions satisfy:
Equation ( (29) and (30) lead to the primal problem which is relatively standard: find the global field solution (u H , p H ) that satisfies the original non-linear Navier-Stokes problem in matrix form, (7) and (8), on the coarse H-mesh:
The primal problem
where the matrix C H should be determined by the field solution u iH . Note that the convection term C H u iH is nonlinear. Newton's method, a quadratically converging process described in section 2.2, is suitable for the iterative calculation of these nonlinear Navier-Stokes equations. A Generalized Minimal Residual (GMRES) solver [19] with ILU(0) preconditioner is used for solving the linearized non-symmetric algebraic systems (11) and (12) within each Newton iteration step.
The dual problem
Forcing the subdomain solution u 
The dual problem is linear, so no Newton iteration is required for solving (33) and (34). GM-RES solver with ILU(0) preconditioner is used to solve the underlying nonsymmetric algebraic system. 
The hybrid flux problem
H ) into the stationarity conditions (26), (27) and (28) leads to the following two hybrid flux problems:
• The primal hybrid flux problem: find (t
• The dual hybrid flux problem:
The hybrid flux associated with the primal problem
The primal hybrid flux problem can be further expressed in the standard FETI interface formulations for each hybrid flux component t pr iH in the x i direction (i = 1, 2, 3) [3] . Because the Crouzeix-Raviart pressure space is discontinuous, mass conservation can always be satisfied in each tetrahedron and subdomain, if conservation is also satisfied in the global domain. That is, if 
where
(k) is an artificial term, which is equal to zero. Now all three components of the hybrid flux vector are decoupled, and the above hybrid flux equation can be solved inexpensively. Let the primal residual q pr iH
By defining K
equation (42) is equivalent to e pr iH
where α pr iH (k) denotes the set of amplitudes that specifies the shifting of the subdomain Ω (k) for the residual of the primal problem (31).
The substitution of (43) into (37) to eliminate e pr iH (k) leads to the following dual interface problem: find t pr iH such that
The dual interface problem (45) and (46) for t pr iH can be written in the standard FETI interface formulations:
The interface problem (47) 
where P H is an orthogonal projector onto Ker(G T H ) defined as
The FETI algorithm can be regarded as a two-step preconditioned conjugate gradient method to solve the interface problem and can be found abundantly in the literature [5, 6, 8, 17] . This algorithm can be summarized as in [6] :
H denotes a chosen preconditioner.
The FETI iterations residual obeys the stopping criterion,
≤ g , where ε g is the global FETI tolerance. In this study, g is set to 10
The hybrid flux associated with the dual problem
Similarly, the dual hybrid flux problem (38), (39) and (40) can be written in the standard FETI interface problem for dual residuals q du(k) iH , which are the residual of the dual problem (33) and (34) on each subdomain Ω
The PCPG algorithm is also used for solving the above FETI interface problem for the three decoupled dual hybrid flux components t du iH .
Fine mesh calculation
Before performing the fine mesh calculations for the field errors, the variables u iH , which satisfy local incompressibility on the coarse H-mesh, however, will not satisfy this condition on the fine h-mesh. Incompressible local projectors have to be introduced so that these variables can be modified and local continuity on the fine mesh can still be satisfied. Similar to the coarse mesh calculations, the fine mesh calculations involve the separated primal and dual parameters for the incompressible local projections and reconstructed errors.
'Incompressible local projections'
The incompressible local projectors (∆ pr h
Then, the field solution can be modified asũ
, and the incompressible conditions can be satisfied on the fine mesh.
Similarly, the incompressible local projectors, (∆ du ih
, which are introduced for the dual problem, are given by
Modifying the associated adjoints by the incompressible projection correctors leads toψ
'Reconstructed errors'
The hybrid flux vectors t
h from the coarse mesh T H onto the fine mesh T h , and the errors, (e
can be determined by the stationarity conditions. By setting the stationarity conditions (35) and (36) to be satisfied on the fine mesh, the reconstructed errors for the primal problem can be evaluated by the residuals of the associated problem with the primal hybrid flux recovered as Neumann boundary conditions:
and (38) and (39) lead to the errors for the dual problem on the fine mesh:
The above fine mesh calculations only involve linear, symmetric systems and can be solved inexpensively by the Conjugate Gradient method with the ILU preconditioner.
The bounds and half bound gaps
Equations (21) and (25) simplify to the upper and lower bounds expressed in matrix form
Note that the term
is very small compared with the bound gap,
(s U B − s LB ). Therefore, the modified linear output of interest,s H , is defined as
Finally, the lower and upper bounds have the simple expression as follows:
The half bound gap is:
The output predictor is therefore rewritten in matrix form as
Note that equation (74) is independent of the parameter κ.
Optimal bounds
Because the calculations of (e pr h
) are not associated with the parameter κ, the half bound gap (73) can be optimized by choosing optimum κ * so that the lower and upper bounds are as sharp as possible [11] :
Numerical Results on a Single Processor
In this section, numerical results on one processor are reported for bounds to the output of the steady, incompressible, low Reynolds number Navier-Stokes equations. The domain is decomposed into 3 × 3 × 3 − 3 = 24 uniform subdomains, each of which is a cube of size the coarsest structured mesh that can constructed for this geometry. It will be used to test our hypothesis that the bounds are in the asymptotic certainty regime. to These coarse subdivisions are further refined into the 'truth' mesh for the local Neumann calculations, namely, T 0.02778 , with R = 3, 4, 6, 9, 12, respectively. The reader is referred to Table 1 For the very low Reynolds number problems, Re 1, the convection term is very weak compared with the diffusion term, indicating that the Stokes bound procedure can be used to solve the underlying Navier-Stokes bound problem [3] . So in this paper, the investigation is focused on Re ∈ [1, 100] . Recall that the Reynolds number represents the applied pressure gradient. half bound gap is less than 39.376% for the coarsest mesh T 0.333333 and decreases to less than 4.211% for T 0.05556 . For Re = 100, the optimized half bound gap decreases from 82.783% to 8.481% with the reduction of the mesh size from T 0.333333 to T 0.05556 . ), respectively. The fact that these convergence curves are smooth ensure that the bounds are in the asymptotic certainty regime even for our coarsest mesh. The characteristic size of this mesh is one third of the computational size and can be considered very large, nevertheless, as it can be seen from the above results, this size is still less than the threshold mesh size required to obtain full certainty. Table 1 also shows the computational efficiency for the Navier-Stokes bound method. The optimized relative half bound gap, the memory and the simulation time which are associated with the different coarse mesh sizes are reported in this table. The bound method carried out on a coarse mesh size T 0.05556 uses 776k seconds CPU time and 1552M memory to predict the linear output of 4 million d.o.f. problem with an error less than 8.5% for Re = 100. This Reynolds number is equivalent to a Reynolds number based on the average velocity of approximately 20. If the Reynolds number is increased, separation occurs and the coarse meshes used in the present study become unacceptable, i.e., the bound gap is greater than 500% for Re = 300. Clearly, the coarse mesh must be refined to capture all features of this flow at higher Reynolds numbers.
Parallel Results from a Beowulf Cluster
In the previous section it was shown that the bound method offers a significant computational advantage over the standard finite element method. To be noted, for one processor numerical simulations on meshes coarser than T 0.08333 , the largest amount of computational time is spent on the fine mesh calculations, which require 73.4% to 99.94% of the total CPU because the coarse mesh problems have very few d.o.f. compared with the fine mesh ones. These decoupled fine mesh calculations are nevertheless much less expensive because they actually involve linear algebraic systems, just like those for the Stokes equations. Parallelization of the fine mesh calculations can further improve the computational efficiency of the bound method.
Indeed, the fine mesh calculations are intrinsically parallel because they are completely decoupled problems. Therefore, subdomain problems can be calculated simultaneously on different processors with little communication between them, translating into large parallel efficiency. Generally, the bound method achieves very high efficiencies (more than 90%) for the fine mesh local calculations even on a Beowulf cluster. The only parallel efficiency loss comes from the different CPU time used for iteratively solving the local subdomain problems on different processors. On some subdomains, the iterative solver may converge quickly, whereas on others it may take a longer time. The slight difference in the convergence time leads to fine mesh calculations that do not finish at the same time, and therefore less than perfect 100% parallel efficiency. This can be effectively improved by dynamically loading the jobs on different processors.
The coarse mesh FETI calculations are performed by an efficient parallel semi-iterative solver. The cost is associated with the calculation of the coarse interface problem. In each FETI outer loop iteration, the number of degrees-of-freedom is equal to the total number of subdomains, in this case, 24 subdomains. This leads to a very small global system. The inner loop iteration involves local systems and can be easily parallelized. Parallel efficiency of the FETI method is theoretically and numerically demonstrated in the literature [6, 7] . The above characteristics suggest the high potential of extending the bound method with the FETI procedure to parallel computations.
Parallel results reported here are obtained on a Beowulf cluster of Pentium III 933MHz/1024M memory computers, connected with a 10/100 Mbits/sec hub, running the SunOS 5.8 operating system. The communication uses the Message Passing Interface (MPI) available through the MPICH library. and the coarse mesh of T 0.08333 , as well as their corresponding parallel efficiencies: 81.8% for 2 processors and 69.5% for 3 processors. Note that the global coarse mesh calculations for the primal and dual problems are not parallelized so the CPU time spent on these two steps are always about 27.4k seconds no matter how many processors are used. This is the reason that the total parallel efficiency is lower than those of both FETI and fine mesh calculations. We can see that the efficiency for small number of processors is satisfactory, but it becomes poor for a large number of computers (more than 4 processors). The nonparallelization of the global coarse problems in the bound procedure reduces the total efficiency from 59.2% on 4 processors to 40% on 8 processors. However, on very coarse meshes, the total parallel efficiency is still as high as 90%, while yielding a satisfactory half bound gap. Table 3 reports the total parallel efficiencies on 8 processors for the N-S problem on different coarse meshes with Re = 1. The bound method can achieve a half bound gap with 8.752% error and a total of 75.9% parallel efficiency on the coarse mesh of T 0.11111 . On a coarse mesh of T 0.16667 , the bound method obtains the results with less than 14.0% error and more than 90% efficiency for Re = 1. Note that in all those cases, the output that is bounded is related to the fine mesh T 0.02778 . Table 3 : Parallel efficiency and speedup for the different coarse mesh Navier-Stokes problem with Re = 1 on 8 processors.
The numerical results demonstrate that the total parallel efficiency of the three dimensional bound procedure is close to that of the last step fine mesh Neumann calculations when the very coarse mesh T H is selected. It proves that the bound procedure with the FETI method is an ideal algorithm with low computational cost, high accuracy and high parallel efficiency. However, a more efficient parallel implementation is nevertheless required and should be developed for large-scale engineering application in the near future. In fact, for the Navier-Stokes equations, the coarse problem should also be calculated in parallel on multi-processors.
Conclusion
The a posteriori finite element bound method efficiently evaluates the 'truth' mesh output by calculating upper and lower bounds to this output, and thus provides error information related to this output. The augmented Lagrangian based on a coarse mesh linearization of the N-S equations and on a domain decomposition approach leads to a simplified bound procedure for the three dimensional Navier-Stokes equations. Numerical results for the problem of interest show that the resulting bounds are sharp, rigorous, and computational resources can be significantly saved. It is also shown herein that the uncertainty due to coarse mesh size is mainly a theoretical concern and that, in practice, rigorous bounds are obtained for very coarse meshes. The cost overhead of the bound method is small. It is obvious that by comparing the coarse mesh calculations to solve the field velocity and pressure (u H , p H ) with the total cost of calculating both the upper and lower bounds, e.g., 27.4k seconds vs. 130k seconds on T 0.08333 for Re = 1, the bound method provides certainty information for a low additional cost. The bound method has the potential to be an inexpensive and reliable approach to incorporate numerical simulation of large-scale engineering problems in engineering design.
