Abstract
Introduction
As an emerging field of study, Granular Computing (GrC) is consistent with human problem solving based on knowledge structures [1] . Granular computing covers theories, methodologies, and tools that explore data granules, information granules and knowledge granules in problem solving. Some authors [2] [3] [4] [5] examined granular computing in connection with the theory of rough sets. In recent years, rough set theory (RST) has been widely applied to extract from decision tables. Liang et al. [5] studied rough sets approximation based on dynamic granulation and its application for rule acquisition. The decision rules can be obtained by laying the reducts over the original decision table and mapping the associated values. Then, knowledge hidden in information systems may be unraveled and expressed in the form of decision rules.
Decision rules acquisition is an important technique in data mining and machine learning. It has been used widely in business, medicine, finance, etc. A multitude of promising algorithms of decision rules mining has been developed during the past few years [6] [7] [8] . The aim of decision rules mining is to find a good rule set, which has a minimum number of rules and each rule should be as short as possible. We all know that each row of a decision table specifies a decision rule that determines decisions in terms of conditions. For example, in [9] , to obtain the meaningful decision rules, traditional methods include two stages: first, the attribute reduction algorithm pre-processes rule induction; second, a rule induction algorithm of rough set generates decision rules. Tseng et al. [10] applied the RST to derive rules for the process variables that contributed to the surface roughness, and solved the quality assurance problem in predicting the acceptance of computer numerical control. Zeng et al. [11] proposed a knowledge acquisition algorithm that increased the obtained rule generalization power by integrating a measure of every condition attribute contribution to the state space. Yao [12] provided an analysis of three-way decision rules consisting of positive, boundary and negative rules in the classical rough set model and the decision-theoretic rough set model. However, a set of decision rules acquired from a decision table with large-scale data may be very large. Such that a set of rules are not easily understandable and really useful for users, and too many rules may lead to over fitting. Furthermore, in many applications, we note that it is difficult to discover valuable patterns at low or primitive levels (raw data) due to the sparsity of data. Decision rules acquired at high levels of abstraction may represent commonsense knowledge. Therefore, it is necessary to have a framework of effective and efficient decision rules acquisition to accommodate different user expectations or applications.
Decision tree is one of the most widely used and practical methods for inductive inference [13] [14] [15] . This method is widely used for classification in applications. Many variations of decision tree [13] have been developed, including its descendants and some other related research works. Wei [14] proposed an approach based on RST to inducing decision tree. RST and decision tree are often considered to have better knowledge representation structure in term of deriving meaningful decision rules. The acquired rules are easily interpretable allowing complex relationships represented in an intuitive and comprehensible manner. Moreover, the rules can be used for the classification of new objects. Thus, RST and decision tree eliminates superfluous or redundant attributes to determine significant attributes for classification.
However straight so far, the research on constructing decision tree from decision tables, especially in large-scale data sets, has few literatures reported on simplified decision rule acquisition in the view of RST. Unlike the traditional rule acquisition [9] , our research aims to find a method for decision rule acquisition without computing relative attribute reduction of a decision table in RST. To address this issue, the technology of decision tree is introduced to deal with the difficulty of knowledge discovery. Based on these studies above, the main objectives of this paper are to establish the information entropy and information quantity by virtue of the notions of the certainty factor and the coverage factor of rule in [16] , investigate some of its important properties and propositions, and apply them in decision tree for decision rule acquisition from decision tables. This paper focuses on creating such a solution.
Preliminaries
In this section, we will review several basic concepts such as decision table, partial relation and positive region. Detailed description and formal definitions of the theory can be found in [1, 2] .
A decision table (DT) is usually expressed as
where U is a nonempty, finite set of objects, indicating a given universe; C is a non-empty, finite set of attributes, called condition attribute set; D is a non-empty, finite set of attributes, called decision attribute set, and C∩D = Ø; G (V d IND({a}) . It can be shown that IND(P) is an equivalence relation on U. For P  C∪D, the relation IND(P) constitutes a partition of U, which is denoted by U/IND(P), or just U/P. That is,
 a∈P} is called an equivalence block of u i with reference to P, and every equivalence block is called an information granule. Information granulation denotes average measure of information granules under knowledge P. In particular, if U/P = {X : X = {u}, u∈U} = ω, it is called an identity relation, and if U/P = {X : X = {U}} = δ, it is called a universal relation. Now, in a decision table DT = (U, C, D), we define a partial order on all partition sets of U. Let U/P and U/Q be two partitions of a finite set U, then we define that the partition U/Q is coarser than the partition U/P (or the partition U/P is finer than the partition U/Q), denoted by P  Q, between partitions by P  Q   P i ∈U/P,  Q j ∈U/Q → P i  Q j . If P  Q and P  Q, then we say that P ≠ Q. If P  Q and P ≠ Q, then we say that Q is strictly coarser than P (or P is strictly finer than Q) and write P  Q. Then, it easily reaches to the conclusion that P  Q holds, if any Q  P  C∪D. Let DT = (U, C, D) be a decision table and P, Q  C∪D. Then P positive region of Q is defined as POS P (Q) = ∪{PY : Y∈U/Q}, where PY = ∪{X∈U/P : X  Y}. Thus, D depends on P in a degree.
That is, the formulation of approximation quality of P is defined as follows ( ) ( ) .
Let DT = (U, C, D) be a decision 
Information quantity and decision rule acquisition
In this section, to compensate the limitations of the current approaches to reduct, we introduce two uncertainty measurements, called information entropy and information quantity. Some of their important properties and propositions are discussed as well.
Limitations of current approaches to reduct
Firstly, in a DT, let P  C, and if the quality of approximation of P with respect to D is equal to the quality of approximation of C with respect to D, i.e. ( )
, and there doesn't exist
, then P is called the reduct of C with respect to D [17] . Thus, whether or not any condition attribute is redundant depends on whether or not the lower approximation quality corresponding to decision block is changed. Accordingly, if new inconsistent objects are added to the DT, it is not considered that whether the probability distribution generated by the primary inconsistent objects is changed in their corresponding decision block. However, if the generated deterministic decision rules are the same, then, they will support the same important standards for evaluating decision ability. Suppose that the deterministic decision rules generated are the same, that is, the prediction of these rules has not change. Therefore, these presented algorithms above only reflect whether or not the prediction of deterministic decision rules has change after reduct.
Secondly, in a DT, let P  C, and if H(D|P) = H(D|C)
and P is independent relative to D, then P is called the reduct of C with respect to D [18, 19] . Therefore, whether or not any condition attribute is redundant depends on whether or not the conditional information entropy value of decision table is changed. Furthermore, the value of conditional information entropy generated by POS C (D) is 0, thus U-POS C (D) may change the value of conditional information entropy of the DT. There exist some new added and primary inconsistent objects in their corresponding decision blocks. Hence, if their probability distribution is changed, then it will change the value of conditional information entropy of the DT. Thus, we have the conclusion that the main criterions of algorithms above in evaluating decision ability include two aspects as follows: the number of deterministic decision rules and the certainty factor of non-deterministic decision rules. Therefore, the researchers above only think about the change of certainty factor for all decision rules after reduct. However, in the practical decision applications, besides the certainty factor of rule, the object coverage factor of rule is also one of the most important standards of evaluating decision ability. Therefore, we have the conclusion that these current approaches of knowledge acquisition above cannot reflect the change of decision ability objectively. It is necessary to investigate a new uncertainty measurement and effective search method.
Interpretations of information entropy and information quantity
The definition of information entropy [20] in RST is introduced. In a decision table DT = (U, C, D), for any P  C∪D, U/P = {X 1 , X 2 , …, X n }, then the information entropy of P for RST is denoted by Proposition 1 states that the information entropy E increases monotonically as the granularity of information becomes smaller through finer partitions.
Proposition 2. Let DT = (U, C, D) be a decision table and
Proof. It is straightforward from Proposition 1. From Proposition 1 and 2, one can obtain immediately the following properties.
Property 1.
The maximum of the information entropy E for any finite set U is
. This value is achieved only by the discrete partition U/P = ω. Property 2. The minimum of the information entropy E for any finite set U is 0. This value is achieved only by the discrete partition U/P = δ.
Obviously,
is an identity relation on U, or a universal relation on U.
Proposition 3.
Let DT = (U, C, D) be a decision table and P, Q  C∪D. Then one has that
The proof is similar to that of Proposition 2 in [2] . Proposition 4. Let U/P and U/Q be two classifications with the respective indistinguishable relations P and Q on U. The intersection ∩ between two classifications U/P and U/Q is denoted as follows: U/P∩U/Q = U/(P∪Q) (also called classification U/P AND U/Q).
Proof. The proof can be found from that of Proposition 3 in [2] . Thus, from Proposition 4, it is easy to obtain the following property in a decision table.
Property 3. Let DT = (U, C, D) be a decision table and P  C, U/P = {X 1 , X 2 , …, X n }, for any
where H(D|P) is the conditional information entropy of D with reference to P; H(D∪P) and H(P) represent the information entropy of knowledge D∪P and P, respectively. Proof. The proof can be found from that of Theorem 3.1 in [18] . Thus, we give the definition of information quantity in a decision table as follows.
Definition 2. Let DT = (U, C, D) be a decision table and
That is, it follows that
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A decision rule r ij is deterministic if and only if Y j ∩X i = X i , and r ij is non-deterministic otherwise. The certainty factor and coverage factor of decision rule r ij are defined respectively as follows
It is notable that (3)- (5), we know that E(D|P) includes the degree of sufficiency of a proposition and the degree of its necessity.
Thus, from the formula (3), we easily obtain the following properties in a decision table. 
another partition generated through combining equivalence blocks X p and X q to X p ∪X q , where X p and X q are two equivalence blocks randomly selected from U/P, and a∈P. Then E(D|P) ≤ E(D|P-{a}).
Proof. From Definition 2, we can find that Proposition 6 states that X p and X q are randomly selected to construct equivalence block X p ∪X q combined from U/P, however, there must be still a good many equivalence blocks, which also need to be combined, after a is deleted from P. Therefore, the coalition of some equivalence blocks is regarded as an automatic, repeatable combination of two equivalence blocks. Thus, the new partition U/(P-{a}) of U, induced by the equivalent relation P-{a}, is coarser than U/P.
Therefore, according to Proposition 6, we know that the combination of blocks induced by condition attributes will increase the information quantity monotonously, and the information quantity will remain unchanged only if the membership between the combined blocks and all decision blocks is included or not included.
Proposition 7. Let DT = (U, C, D) be a decision table and for any
Proof. Let U be a given universe and U/P = {X 1 , X 2 , …,
Q  P, it follows that P  Q and n > k, and then there exists a partition {I 1 , I 2 , …, I k } of {1, 2, …, n} such that Z i = ∪{X j : j∈ I i , i = 1, 2, …, k}. Thus, from Proposition 6, we easily find that the information quantity generated by Z i = ∪{X j : j∈ I i , i = 1, 2, …, k} is larger than that generated by X j . Hence, obviously E(D|P) < E(D|Q) and the proposition holds. Proposition 7 states that in a decision table, information quantity of knowledge monotonically decreases as the granularity of knowledge, produced by the equivalence relation, becomes small through finer classification with the increase of attributes in knowledge.
Proposition 8. Let DT = (U, C, D) be a decision table and for any P  C. Then E(D|C) ≤ E(D|P).
Proof. The proof is similar to that of Proposition 7. Definition 3. Let DT = (U, C, D) be a decision table. An attribute a in P is said to be relatively dispensable (relatively reducible or relatively superfluous) for D in P  C, if E(D|P) = E(D|P−{a}), and relatively indispensable in P otherwise. For any P  C, if all attributes a in P are relatively indispensable in P, then P is called relatively orthogonal to D.
Thus, based on these representations above, the corresponding significance measure of attribute is listed as follows.
Definition 4.
Let DT = (U, C, D) be a decision table and P  C, for any a∈C-P, then the significance measure of a in P with reference to D is defined as follows
Sig(a, P, D) = E(D|P) -E(D|P∪{a}). (6) Notice that when
From Definition 4, it shows that the significance measure Sig(a, P, D) indicates the importance of attribute a added to P with reference to D in a decision table, offering the powerful reference to the decision. The bigger the significance measure of attribute is, the higher its position in the decision table is, and otherwise the lower its position is. Therefore, if each of the significance measure of attribute is calculated, then the attribute with the zero or lower significance measure is removed, the knowledge reduction can be finished.
Representation of improved significance measure
It is known that RST provides concepts to generate decision rules from a given decision table. Decision rules allow deriving a decision for a previously unseen (new) object from the values of its condition attributes. A decision rule has the form: (c 1 = v 1 AND c 2 = v 2 AND… ) → (d = d r ) . The left hand side of the rule is the conditional part comprising descriptors (attribute value pairs) of condition attributes linked by the logical conjunction (AND). The right hand side provides the decision of the rule. Generally, a rule can be simplified by removing descriptors from the conditional part, provided that the simplified rule is still true. A simplified rule is matched by more objects than the original rule, i.e. it is more general. Furthermore, one may associate probabilistic measures, such as accuracy, certainty, and coverage, to rules. The accuracy and certainty of a deterministic rule is 1, namely, totally certain, and that of an non-deterministic rule is between 0 and 1 exclusively, namely, uncertain [12] .
Among decision tree with univariant splits, ID3 and C4.5 [15] have the advantages in predictive accuracy and speed, however, they have the disadvantage in constructing a smaller tree, because ID3 and C4.5 have connatural limitations, such as the problem of empty branches and over fitting. To solve this problem, it is necessary to improve the classical significance measure Sig(a, P, D) , and then a new uncertainty measurement for significance measure, used as heuristic information, is introduced, and this measure improves on attribute selection and partition methods. Such that the improved approach can reflect not only the importance of the entire training sample set, but also that of the related training sample sets of branch nodes. It combines branches, which have high attribute significance in divideand-conquer process. According to the definition of attribute significance, the higher it is, the lower the purity of partition is. The significance measure of attribute considers the branches contributing nothing to classification as one branch, so it can reduce insignificant branches, avoid the problem of fragmentation, control the size of trees, and have high predictive accuracy. Therefore, the significance measure of attribute avoids automatically the tendency to select attributes with more values as test attributes. Thus, the new improved significance measure of attribute is proposed as follows.
Definition 5. Let DT = (U, C, D) be a decision table, where U is called the whole training sample sets. If P  C, for any testing attribute a∈C-P, U/{a} = {U 1 , U 2 , …, U t }, and U/({a}∪D) = {Z 1 , Z 2 , …, Z k }, then the significance measure of a on U i with reference to D is defined as follows
,
where U i ∈U/{a} is a related training sample set on a from the branch node of sub-tree. For example, if the testing attribute a is the root node, its related training sample set is U. k is the number of equivalence blocks from the partition {Z 1 , Z 2 , …, Z k }, and it shows the amount of decision rules created by the root or sub-root node a.
In the process of calculating Sig(a, P, U i , D), it can be easily seen that every time to calculate any testing attribute a with the maximum of Sig(a, P, U i , D) is in fact to calculate that with the minimum of ( | { }) E D P a k

. Because E(D|P) is a constant when we calculate Sig(a, P, U i , D). Furthermore, to compensate the limitations of ID3 and C4.5, if the branch nodes of sub-tree are generated by the testing attributes, none of their parent nodes and the corresponding attributes are involved with the nodes of their sub-trees. Therefore, the factors, which include their parent nodes, the corresponding attribute set P, and the related training sample sets, should not be considered. Thus, to calculate (
That is, we only need to calculate the corresponding equivalence blocks.
Decision tree-based decision rule acquisition algorithm
In the following, we introduce the idea of radix sorting in [17] to calculate equivalence blocks effectively, thus, all of the policies above will be helpful to reduce the quantity of computation and the time-space complexity of search. Furthermore, we focus on how to improve computational efficiency in the context of large-scale data sets. The decision rule acquisition algorithm using decision tree based on information quantity, called DRA-DT-IQ, is designed in a decision table, followed by the analysis of its time complexity.
Algorithm DRA-DT-IQ Input: DT = (U, C, D), where U is a training sample set. Output: T, a decision tree and its simplified decision rules. Begin rules, else return (2). End It is easily seen that this process above of computing equivalence blocks and traversal sequence largely affects computational time of Algorithm DRA-DT-IQ. In order to design an efficient decision rule acquisition algorithm, we firstly give a fast computing method for acquiring equivalence blocks, mainly based on the idea of radix sorting algorithm [17] , and then its complexity is cut down to O(|C||U|).
Thus, by using algorithm DRA-DT-IQ, the time complexity to acquire decision rules from a decision table is polynomial. At step (2), the time complexity is no more than O(|C 2 ||U|). In step (3), since |C| is the maximum value for the circle times, the time complexity for selecting the testing attribute
is O(|C||U|)+ O((|C|−1)|U|)+ O((|C|−2)|U|) + ...+ O(|U|) = O(|C|
2 |U|). At step (4), its time complexity is also O(|C| 2 |U|). Hence, the whole time complexity of Algorithm DRA-DT-IQ is O(|C| 2 |U|) in the worst case, which is less than that in [7, 8, 13, 14, 19] , and its worst space complexity is O(|C||U|). Thus, this means that the algorithm for finding the simplified decision rule set requires smaller computation and memory.
Application and experimental analyses
In this section, we give a real world examples used to explain the validity of the proposed algorithm, and apply our approach and other decision tree approaches to several data sets from the UCI Machine Learning Repository, so as to evaluate the proposed approach. Example 1. Consider descriptions of weather [19] . This is a CDT = (U, C, D), described in Table 1 , where U = {1, 2, …, 14}, C = {a, b, c, d}. Figure 1 , and five simplified decision rules can be acquired in Table 2 . Example 2. IDT = (U, C, D) is described in Table 3 , which is constructed from the consistent decision table presented in Table 1 by adding an inconsistent object No. 15 of No.14, Thus, U = {1, 2, …, 15}, C = {a, b, c, d}. Similarly, it follows that U/D = {{1, 2, 6, 8, 14}, {3, 4, 5, 7, 9, 10, 11, 12, 13, 15}} = {D 0 , D 1 }. Then, we construct a decision tree of inconsistent decision table, shown in Figure 2 , and six simplified decision rules can be acquired in Table 4 . In what follows, we have used ID3-based algorithm in [15] , algorithm in [13] to design Alg_a and Alg_b, respectively. For convenience, this section refers to Algorithm DRA-DT-IQ used as Alg_c. Three data sets from the UCI Machine Learning Repository (http://www.ics.uci.edu) are used in the following experiment, outlined in Table 5 . Thus, we run Alg_a, Alg_b, and Alg_c to check the validity of the proposed algorithm. Then the comparison results of three algorithms performance are outlined in Table 5 . The experimental hardware environment is: AMD Dual Core 2.8GHz CPU, 2GB RAM, Windows XP, and Programming language VC++6.0. 
Conclusions
In this paper, a new approach for inducing decision tree to acquire decision rules based on RST model is presented. Firstly, two new uncertainty measurements, i.e. information entropy and information quantity, and some of their important propositions and properties are introduced. To compensate the limitations of traditional rough set-based approaches to reduct, the standard of classical significance measure for selecting attribute is improved. So that it can avoid automatically the tendency to select attributes with more values as test attributes, and it is used to determine whether an attribute should be selected as a node of a decision tree at some stage. Then, a heuristic approach to decision rule acquisition from decision tree is proposed. The advantages of this reduction method are that it need not attribute reduction before acquiring decision rules, its computation is direct and efficient, and its time complexity is less than the others. Finally, two illustrative examples and three data sets from the UCI Machine Learning Repository have been employed to show the validity of this proposed algorithm. Moreover, the time complexity of algorithm is much smaller than that of the existing approaches to decision tree. These results will be helpful in efficiently acquiring decision rules from practical large-scale data sets. 
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