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Abstract
Let I be a zero-dimensional ideal in a polynomial ring F[s] := F[s1, . . . , sn] over an arbitrary field
F . We show how to compute an F-basis of the inverse system I⊥ of I . We describe the F[s]-module I⊥
by generators and relations and characterise the minimal length of a system of F[s]-generators of I⊥. If
the primary decomposition of I is known, such a system can be computed. Finally we generalise the well-
known notion of squarefree decomposition of a univariate polynomial to the case of zero-dimensional ideals
in F[s] and present an algorithm to compute this decomposition.
c© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
Let F be an arbitrary field, n a positive integer, F[s] := F[s1, . . . , sn] the polynomial algebra
in n indeterminates. Let I be an ideal in F[s] with radical R := √I . We assume that I is zero
dimensional or, equivalently, that the algebra F[s]/I is finite dimensional as F-vector space.
By I⊥ we denote the F-vector space of all linear functions ϕ ∈ HomF (F[s], F) whose kernel
contains I , i.e. ϕ|I = 0. Then I⊥ is the inverse system (Macaulay, 1916) of I .
A dual basis of I is an F-basis of the vector space I⊥.
In Marinari et al. (1993, 1996), Mo¨ller and Mora (1991), Mo¨ller and Tenberg (1999),
Mourrain (1997) and Tenberg (2000) algorithms to compute a dual basis of I have been presented
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under the assumption that the set of zeros of I is known and contained in Fn . In Section 2 we
show how to compute a dual basis of an arbitrary zero-dimensional ideal over an arbitrary field.
This method has its origin in Oberst (1990) (see also Oberst and Pauer, 2001).
The inverse system I⊥ is an F[s]-submodule of HomF (F[s], F). Section 3 contains an
algorithm to compute a system of F[s]-generators of I⊥ which has minimal length if I is primary
with rational radical. For 〈s1, . . . , sn〉-primary ideals a second algorithm is presented.
Section 4 contains a formula for the minimal length of a system of F[s]-generators of I⊥.
Moreover, this number is characterised in terms of the socle of the F[s]-module F[s]/I . If the
primary decomposition of I is known a system of F[s]-generators of minimal length can be
computed.
Section 5 contains the description of the F[s]-module I⊥ by generators and relations and,
moreover, an algorithm to compute the coefficients of an element of I⊥ with respect to a given
system of generators. We also construct all commutative Frobenius algebras with their Frobenius
homomorphism or residue.
We generalise the well-known notion of squarefree decomposition of a univariate polynomial
to the case of zero-dimensional ideals (Section 6).
In Section 7 we apply results of the previous sections to develop an algorithm to compute this
decomposition. As in the case of univariate polynomials this decomposition can be computed
without any assumptions on the field and without knowing the primary decomposition or the
zeros of I .
The main algorithms of this paper use Buchberger’s theory of Gro¨bner bases (see Buchberger,
1965, 1970; Buchberger and Winkler, 1998). We used Maple 8 and CoCoA 4 to compute the
examples.
The inverse system I⊥ is a special case of a multi-dimensional system or behaviour which
are studied in Oberst (1990, 1993, 1995) and Oberst and Pauer (2001) and many other papers in
system theory.
The notations introduced in Section 2 are valid throughout the whole paper.
Parts of the results of Sections 2–4 have been presented at the Rhine Workshop on Computer
Algebra in Mannheim (Heiß et al., 2002).
2. An F -basis of I⊥
Let ≤ be a term order on Nn and let deg(g) ∈ Nn be the degree of g ∈ F[s] with respect to ≤.
We denote by
Γ := Nn \ deg(I )
the complement in Nn of the set of all degrees of non-zero polynomials in I . Since I is zero
dimensional the set Γ is finite. Then
F[s] = I ⊕
⊕
γ∈Γ
Fsγ .
Hence we get elements of I⊥ by extending linear maps from
⊕
γ∈Γ Fsγ to F trivially to
I ⊕⊕γ∈Γ Fsγ . Thus the map
HomF
⎛
⎝⊕
γ∈Γ
Fsγ , F
⎞
⎠ −→ I⊥ ⊆ HomF
⎛
⎝I ⊕⊕
γ∈Γ
Fsγ , F
⎞
⎠
h −→ 0 ⊕ h
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is F-linear and bijective. In particular, the F-vector space I⊥ is finite dimensional and its
dimension is card(Γ ), the number of elements of Γ .
Since the familiy (sα)α∈Nn is an F-basis of F[s], any linear function
ϕ : F[s] → F is uniquely determined by the family (ϕ(sα))α∈Nn in F . If ϕ is an element of
I⊥, it is sufficient to know the finite familiy (ϕ(sγ ))γ∈Γ . The following theorem tells us how to
compute the value ϕ(sα) of ϕ ∈ I⊥ at sα for arbitrary α ∈ Nn .
Using a Gro¨bner basis of I , one can compute the normal form
nf(g) ∈
⊕
γ∈Γ
Fsγ
of g ∈ F[s] such that g − nf(g) ∈ I .
Theorem 1 (Oberst (1990, 5.42/43/44), Oberst and Pauer (2001, Th. 5)). Let α ∈ Nn, ϕ ∈ I⊥,
and nf(sα) =∑γ∈Γ cγ sγ .
Then
ϕ(sα) =
∑
γ∈Γ
cγ ϕ(s
γ ) ∈ F.
Thus we obtain the value ϕ(sα) for arbitrary α ∈ Nn by computing the normal form nf(sα) of sα .
Proof. Since sα − nf(sα) ∈ I we have ϕ(sα − nf(sα)) = 0, hence
ϕ(sα) = ϕ(nf(sα) + (sα − nf(sα))) = ϕ(nf(sα)) =
∑
γ∈Γ
cγ ϕ(s
γ ). 
Let γ ∈ Γ . By eγ we denote the uniquely determined F-linear map eγ ∈ I⊥ with eγ (sγ ) = 1
and eγ (sα) = 0, for all α ∈ Γ \ {γ }.
Since I is a zero-dimensional ideal, the family (eγ )γ∈Γ is an F-basis of I⊥. By Theorem 1
we have
nf(sα) =
∑
γ∈Γ
eγ (s
α)sγ .
In the following we always represent functions ϕ ∈ I⊥ by the finite family (ϕ(sγ ))γ∈Γ , i.e. by
the family of coordinates of ϕ with respect to the basis (eγ )γ∈Γ .
Example 2. Let I :=Q[s1,s2] 〈s42 ,−s32 + s1s22 , s2s21 , s31 − s22 + s2s1〉 and let ≤ be the graded
lexicographical term order with s1 > s2. Then
Γ = {(0, 0), (1, 0), (0, 1), (2, 0), (1, 1), (0, 2), (0, 3)},
and the family (eγ )γ∈Γ is a basis of I⊥. We compute the values of e(0,3) for all α ∈ Nn . By
definition e(0,3)(s32 ) = 1 and e(0,3)(sα) = 0, for all α ∈ Γ \ {(0, 3)}. Hence
e(0,3)(s1s
2
2 ) = e(0,3)(nf(s1s22 )) = e(0,3)(s32 ) = 1
e(0,3)(s
4
1 ) = e(0,3)(nf(s41 )) = e(0,3)(s32 ) = 1.
Since sα ∈ I for all α ∈ Nn \ (Γ ∪ {(1, 2), (4, 0)}) we get nf(sα) = 0, hence
e(0,3)(s
α) = 0, for α ∈ Nn \ (Γ ∪ {(1, 2), (4, 0)}).
264 W. Heiß et al. / Journal of Symbolic Computation 41 (2006) 261–284
The assertions in the following lemma are well-known and immediate consequences of the
definition of I⊥.
Lemma 3. Let I1, I2 be ideals in F[s]. Then
(I1 + I2)⊥ = I1⊥ ∩ I2⊥ and
(I1 ∩ I2)⊥ = I⊥1 + I⊥2 .
If I1 and I2 are comaximal (i.e. I1 + I2 = F[s]) then
(I1 ∩ I2)⊥ = I⊥1 ⊕ I⊥2 .
Definition 4. Let W be an F-subspace of HomF (F[s], F). By W⊥ we denote the F-vector
space of all polynomials g ∈ F[s] such that ϕ(g) = 0, for all ϕ ∈ W .
Lemma 5. Let W ⊆ I⊥ be an F-subspace of I⊥. Then
W⊥ = I ⊕
⎛
⎝W⊥ ∩⊕
γ∈Γ
Fsγ
⎞
⎠ ,
hence W⊥ is uniquely determined by the F-subspace W⊥ ∩⊕γ∈Γ Fsγ . In particular we obtain
(I⊥)⊥ = I and (W⊥)⊥ = W.
Proof. Since I ⊆ W⊥ and W ⊆ I⊥ the assertion follows immediately from
F[s] = I ⊕
⊕
γ∈Γ
Fsγ
and the modular law. 
Remark 6. If ϕ1, . . . , ϕ is an F-basis of W , then an F-basis of W⊥ ∩ ⊕γ∈Γ Fsγ can be
computed by solving the system∑
γ∈Γ
cγ ϕi (s
γ ) = 0, 1 ≤ i ≤ ,
of linear equations for cγ , γ ∈ Γ .
Example 7. Let I be the ideal
I =Q[s1,s2] 〈5s1s2 − 5s1 − 3s22 + 3s2, s32 − 6s22 + 5s2,
5s61 − 15s51 + 15s41 − 5s31 − 54s22 + 54s2〉.
With respect to the graded lexicographical term order with s1 > s2 we get
Γ = {(0, 0), (0, 1), (1, 0), (0, 2), (2, 0), (3, 0), (4, 0), (5, 0)}
and the basis
(e(0,0), e(0,1), e(1,0), e(0,2), e(2,0), e(3,0), e(4,0), e(5,0))
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of I⊥. Let W ⊆ I⊥ be the subspace generated by
ϕ1 = e(0,0) + e(0,1) + e(0,2) and
ϕ2 = e(1,0) + e(2,0) + e(3,0) + e(4,0) + e(5,0).
Then W⊥ ∩⊕γ∈Γ Qsγ is the set of all polynomials g =∑γ∈Γ cγ sγ such that
ϕ1(g) = c(0,0) + c(0,1) + c(0,2) = 0
ϕ2(g) = c(1,0) + c(2,0) + c(3,0) + c(4,0) + c(5,0) = 0.
Solving this linear equation we get
W⊥ ∩
⊕
γ∈Γ
Qsγ =Q 〈s2 − 1, s22 − 1, s21 − s1, s31 − s1, s41 − s1, s51 − s1〉
and hence
W⊥ = I ⊕Q 〈s2 − 1, s22 − 1, s21 − s1, s31 − s1, s41 − s1, s51 − s1〉.
Let
I =
⋂
i=1
Qi
be the minimal primary decomposition of the zero-dimensional ideal I with primary ideals Qi
and associated radical ideals Pi , 1 ≤ i ≤ . Since I is zero dimensional the ideals Pi are maximal
and, indeed, exactly the maximal ideals containing I . Moreover the primary decomposition of
R is
R =
⋂
i=1
Pi .
The ideals
Q j and
⋂
i,i = j
Qi resp.
Pj and
⋂
i,i = j
Pi
are comaximal, 1 ≤ j ≤ , hence
⋂
i=1
Qi =
∏
i=1
Qi and
⋂
i=1
Pi =
∏
i=1
Pi .
By Lemma 3 we thus have
I⊥ =
⊕
i=1
Q⊥i .
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If an F-basis ϕ1, . . . , ϕm of Q⊥i is known, Lemma 5 furnishes the primary component
Qi = (Q⊥i )⊥ = {g ∈ F[s] | ϕ j (g) = 0, 1 ≤ j ≤ m}
by solving a system of linear equations.
3. I⊥ as F [s]-module
There is a natural F[s]-module structure on HomF (F[s], F): for f, g ∈ F[s] and ϕ ∈
HomF (F[s], F) we define
( f ◦ ϕ)(g) := ϕ( f g).
Since I is an ideal, I⊥ is an F[s]-submodule of HomF (F[s], F). On the other hand, if W is an
F[s]-submodule of HomF (F[s], F), then W⊥ is an ideal in F[s]. Note that I annihilates I⊥, i.e.
I ◦ I⊥ = 0. Since (I⊥)⊥ = I we have I = (0 : I⊥), where (0 : I⊥) is the annihilator of I⊥, i.e.
the ideal {g ∈ F[s] | g ◦ I⊥ = 0}.
We quote the lemma of Krull–Nakayama (see Matsumura, 1986, Th. 2.2, Th. 2.3), which in
our special case has the form
Lemma 8. Let X be a finitely generated F[s]-module annihilated by I , i.e.
I ◦ X = 0. Let Y be a submodule and x1, . . . , xm elements of X.
(1) If X = Y + R ◦ X then Y = X.
(2) The elements xi , 1 ≤ i ≤ m, generate X if and only if their residue classes xi :=
xi + R ◦ X, 1 ≤ i ≤ m, generate X/(R ◦ X).
(3) The elements xi , 1 ≤ i ≤ m, are a minimal system of generators of X if and only if the
elements xi , 1 ≤ i ≤ m, are this for X/(R ◦ X).
(4) Assume in addition that the ideal I is primary or, in other words, that F[s]/R is a field.
Then any minimal system of generators of X is a system of generators of minimal length. The
elements xi , 1 ≤ i ≤ m, are a minimal system of generators of X if and only if the elements
xi , 1 ≤ i ≤ m, are an F[s]/R-basis of X/(R ◦ X).
Corollary 9. Let V be an F-subspace of I⊥ such that I⊥ = V ⊕ R ◦ I⊥. Then:
(1) Each basis of V is a system of generators of I⊥, but in general not a minimal one. In other
words I⊥ = F[s] ◦ V . Moreover, R ◦ I⊥ = R ◦ V and I⊥ = V ⊕ R ◦ V .
(2) If I is primary and R is rational, i.e. F[s]/R ∼= F, then any F-basis of V is a system of
F[s]-generators of I⊥ of minimal length.
Proof. (1) The decomposition X = V ⊕ R ◦ X induces the F-isomorphism V ∼= X/(R ◦ X).
Hence any basis of V is particularly a system of generators of X/(R ◦ X) and therefore of X
by Lemma 8.
(2) Follows directly from Lemma 8. 
Lemma 10. Let J ⊆ F[s] be an ideal, G a system of generators of J and B an F-basis of I⊥.
Then {g ◦ b | g ∈ G, b ∈ B} is a system of generators of the F-vector space J ◦ I⊥.
Proof.
F ◦ (G ◦ B) = G ◦ F ◦ B = G ◦ F[s] ◦ B
= F[s] ◦ G ◦ FB = J ◦ I⊥. 
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Theorem 11. The following algorithm computes a subset E of {eγ | γ ∈ Γ } such that
I⊥ =F 〈E〉⊕R ◦F 〈E〉.
• Compute a system G of generators of the radical R of I .
• For f = ∑α a f,αsα ∈ G and γ ∈ Γ compute the normal form of sα+β with respect to I
and thus eγ (sα+β) for all α ∈ supp( f ) and β ∈ Γ . Then
f ◦ eγ =
∑
β∈Γ
∑
α∈supp( f )
(a f,αeγ (sα+β))eβ.
• Choose an F-basis of F 〈 f ◦eγ | γ ∈ Γ , f ∈ G〉 and complete it by a subset E of {eγ | γ ∈ Γ }
to a basis of I⊥.
Proof. By Lemma 10 we have
R ◦ I⊥ =F 〈 f ◦ eγ | γ ∈ Γ , f ∈ G〉.
Let d f,γ ,β ∈ F such that f ◦ eγ =∑β∈Γ d f,γ ,βeβ . Then
d f,γ ,β = ( f ◦ eγ )(sβ) =
∑
α∈supp( f )
a f,α(sα ◦ eγ )(sβ)
=
∑
α∈supp( f )
a f,αeγ (sα+β).
Now the assertion follows from Corollary 9, (1). 
Remark 12. In order to compute the radical R of I , one usually first determines univariate
polynomials gi ∈ F[si ], 1 ≤ i ≤ n, such that R is generated by I and g1, . . . , gn . In the
preceding algorithm we can replace G by {g1, . . . , gn} since f ◦ eγ = 0 for f ∈ I .
Example 13. Let I :=Q[s] 〈s52 +4s42+4s32 , 2s1s32 +s42 +4s1s22 +2s32 , 4s21 s2+4s1s22 +s32 , 4s31 −s32 −
3s1s22 〉. The radical of I is generated by the set G := {s22 +2s2, 2s1 +s2} and the set {sγ | γ ∈ Γ }
(using the graded lexicographical term order with s1 > s2) is {1, s1, s2, s21 , s1s2, s22 , s1s22 , s32 , s42 }.
We compute
{ f ◦ eγ | f ∈ G, γ ∈ Γ }
= {0, 2e(0,0), 2e(1,0), e(0,0) + 2e(0,1), e(1,0),
e(0,1) + 1/2e(2,0) − e(1,1) + 2e(0,2) + 2e(1,2) − 4e(0,3) + 8e(0,4),
1/4e(2,0) − 1/2e(1,1) + e(0,2) + e(1,2) − 2e(0,3) + 4e(0,4),
2e(0,0), e(0,0), 2e(1,0), e(1,0) + 2e(0,1), e(0,1),
1/2e(2,0) − e(1,1) + 2e(0,2) + 2e(1,2) − 4e(0,3) + 8e(0,4),
1/4e(2,0) − 1/2e(1,1) + e(0,2) + e(1,2) − 2e(0,3) + 4e(0,4)}.
The set
{e(0,0), e(1,0), e(0,1), e(2,0) − 2e(1,1) + 4e(0,2) + 4e(1,2) − 8e(0,3) + 16e(0,4)}.
is a basis of Q〈 f ◦ eγ | γ ∈ Γ , f ∈ G〉 = R ◦ I⊥. Then
E = {e(1,1), e(0,2), e(1,2), e(0,3), e(2,0)}.
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Example 14. The ideal I :=Q[s] 〈s22 , s21 + 1〉 is 〈s2, s21 + 1〉-primary, its radical R is the maximal
ideal 〈s2, s21 + 1〉. Obviously R is not rational over Q. The set
{e(0,0), e(1,0), e(0,1), e(1,1)}
is a basis of I⊥ and
{e(0,0), e(1,0)}
is a basis of R ◦ I⊥. Then
E = {e(0,1), e(1,1)}.
But here
s1 ◦ e(0,1) = −e(1,1) and
s1 ◦ e(1,1) = e(0,1),
thus minimal systems of F[s]-generators of I⊥ are
{e(0,1)} or {e(1,1)}.
Hence we may not omit the condition “R is rational” in Corollary 9, (2).
We identify HomF (F[s], F) and the ring F[[z]] := F[[z1, . . . , zn]] of formal power series
by
ϕ =
∑
α∈Nn
ϕ(sα)zα,
for all ϕ ∈ HomF (F[s], F). Then
sα ◦ zβ =
{
zβ−α, if β − α ∈ Nn
0, if β − α ∈ Nn.
If I is 〈s1, . . . , sn〉- primary, then there is m ∈ N such that sα ∈ I for all α with α1+· · ·+αn ≥ m.
For ϕ =∑α∈Nn ϕ(sα)zα ∈ I⊥ we have ϕ(sα) = 0 for all α1 +· · ·+αn ≥ m. Hence only finitely
many coefficients of ϕ are not 0, thus I⊥ ⊆ F[z].
Example 15. Let I be the 〈s1, s2〉-primary ideal of Example 2. We identify the elements of the
F-basis {e(0,0), e(1,0), e(0,1), e(2,0), e(1,1), e(0,2), e(0,3)} of I⊥ with polynomials in F[z]:
e(0,0) = 1
e(1,0) = z1
e(0,1) = z2
e(2,0) = z21
e(1,1) = −z31 + z1z2
e(0,2) = z31 + z22
e(0,3) = z41 + z1z22 + z32.
In the case that I is 〈s1, . . . , sn〉-primary we present another approach to compute a minimal
system of F[s]-generators of I⊥. We consider the set deg(I⊥) := {deg(ϕ) | 0 = ϕ ∈ I⊥} of
degrees of these polynomials (with respect to a term order ≤ on Nn). Then
deg(sα ◦ ϕ) =
{
deg(ϕ) − α, if deg(ϕ) − α ∈ Nn
0, if deg(ϕ) − α ∈ Nn
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I⊥ being an F[s]-submodule we have
(deg(I⊥) − Nn) ∩ Nn ⊆ deg(I⊥).
Lemma 16. Let I be a 〈s1, . . . , sn〉-primary ideal and let ≤ be a term order on Nn. Let B be a
set of elements of I⊥ of pairwise different degree such that deg(B) = deg(I⊥) and let A be a
subset of I⊥ such that
deg(I⊥) = (∪ϕ∈A(deg(ϕ) − Nn)) ∩ Nn .
Then B is an F-basis of I⊥ and A is a system of generators of the F[s]-module I⊥.
Proof. The first assertion is well known. Since
deg
({
sα ◦ ϕ | α ∈ Nn, ϕ ∈ A}) = deg(I⊥)
the set {sα ◦ ϕ | α ∈ Nn, ϕ ∈ A} contains an F-basis of I⊥ and hence A generates I⊥ as F[s]-
module. 
Let I be 〈s1, . . . , sn〉-primary and N be a subset of I⊥ such that the elements deg(ϕ), ϕ ∈ N ,
are exactly the maximal elements of deg(I⊥) with respect to the componentwise order α ≤cw
β :⇔ β − α ∈ Nn .
For each degree β ∈ deg(I⊥) we can choose α ∈ Nn and ϕ ∈ N such that deg(sα ◦ ϕ) = β. By
Lemma 16 the set N is a system of generators of the F[s]-module I⊥. The following example
shows that N need not be minimal.
Example 17. Let I :=Q[s] 〈−s32 + s1s22 , s21 s2, s31 − s22 + s1s2, s42 〉. An F-basis of I⊥ is given by
{1, z1, z2, z21, z22 + z1z2, z31 + z22, z41 + z32 + z1z22}. The set of leading terms of I⊥ with respect to
the graded lexicographical term order with z2 > z1 is {1, z1, z2, z21, z22, z31, z41}. Hence we get
N := {z41 + z32 + z1z22, z22 + z1z2}.
But since
s2 ◦ (z41 + z32 + z1z22) = z22 + z1z2,
we can generate the Q[s]-module I⊥ by one single element:
I⊥ =Q[s] 〈z41 + z32 + z1z22〉.
Let ϕ =∑α∈Nn cαzα be a polynomial in F[z]. Then
supp(ϕ) := {α ∈ Nn | cα = 0}
is the support of ϕ.
Theorem 18. Let I be a 〈s1, . . . , sn〉-primary ideal and let ≤ be a term order. The following
algorithm computes a system M of F[s]-generators of I⊥ of minimal length:
Compute an F-basis (e∗γ )γ∈Γ of I⊥ such that
the degrees deg(e∗γ ), γ ∈ Γ , are pairwise different.
Set N := {e∗γ | γ ∈ Γ , deg(e∗γ ) maximal with respect to ≤cw} ⊆ F[z]
and M := {}.
While N = {} do:
Choose an element ϕ ∈ N such that deg(ϕ) is maximal
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(with respect to the term order ≤).
Replace M by M ∪ {ϕ} and N by
N \ {ψ ∈ N | there is β ∈ (deg(ψ) + Nn) ∩ supp(ϕ) such that
deg(ψ) = deg(sβ−deg(ψ) ◦ ϕ)}.
Proof. By Lemma 16 the set N is a system of F[s]-generators of I⊥.
In each step at least the element ϕ is removed from N , so the algorithm terminates.
By Lemma 8, (4) it is sufficient to show that M is a minimal system of generators.
If ψ ∈ N is such that there is a ϕ ∈ N and an α ∈ Nn with deg(ψ) = deg(sα ◦ ϕ) then by
Lemma 16 the set N \ {ψ} again is a system of F[s]-generators of I⊥.
Note that for given ϕ and ψ we only have to test for elements α such that
α + deg(ψ) ∈ (deg(ψ) + Nn) ∩ supp(ϕ).
In each pass of the while-loop the algorithm takes the element ϕ ∈ N of maximal degree (with
respect to the term order chosen) and adds it to the set M . Then ϕ and all elements ψ ∈ N , that
can be substituted by an sα ◦ϕ, are removed from N . At the end of the algorithm M is a minimal
system of generators of I⊥. 
Remark 19. The algorithm in Theorem 18 is a variant of an algorithm due to
F. Macaulay (Macaulay (1913), Section 22), which employs the total degree instead of the term
order degree. We owe this reference to one of the referees who also pointed out the related Refs.
Alonso et al. (2003) and Beck and Kreuzer (1996).
Example 20. Let I be the ideal
Q[s1,s2]〈s32 , s1s22 , s21 s2, s31 − s22 + s1s2〉.
We compute the set Γ with respect to the graded lexicographical term order with s1 > s2 and
obtain the F-basis
(e(0,0), e(0,1), e(1,0), e(0,2), e(1,1), e(2,0)) = (1, z2, z1, z31 + z22,−z31 + z1z2, z21)
of I⊥. We compute another basis with pairwise different degrees with respect to the graded
lexicographical term order with z1 > z2 and obtain
(1, z2, z1, z31 + z22, z22 + z1z2, z21).
The algorithm yields
M = {z31 + z22, z22 + z1z2} = {e(1,1), e(0,2) + e(1,1)}
as a system of generators of I⊥ of minimal length. Hence {e(1,1), e(0,2)} is such a system, too.
4. The minimal number of F [s]-generators of I⊥
Consider the minimal primary decomposition
I =
⋂
i=1
Qi
of the ideal I with associated radical ideals Pi , 1 ≤ i ≤ . The Chinese Remainder Theorem
implies the algebra isomorphisms
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Δ : F[s]/I ∼=
∏
i=1
F[s]/Qi , x −→ (x, . . . , x), (1)
and
F[s]/R ∼=
∏
i=1
F[s]/Pi . (2)
The elements
bi := Δ−1(0¯, . . . , 0¯,
i
1¯, 0¯, . . . , 0¯) (3)
form the unique complete orthogonal family of indecomposable idempotents of F[s]/I and,
likewise, of F[s]/R.
Let X be a finitely generated F[s]-module annihilated by I . The isomorphisms from Eqs. (1)
and (2) induce the primary decomposition of X , i.e. the F[s]-linear isomorphisms
X = ⊕i=1bi ◦ X ∼=
∏
i=1
X/(Qi ◦ X),
∑
i=1
bi ◦ xi ← (x1, . . . , x),
with bi ◦ X = (0 : Qi )X := {x ∈ X; Qi ◦ x = 0},
(4)
and likewise
X/(R ◦ X) ∼=
∏
i=1
X/(Pi ◦ X). (5)
The next theorem is a special case of the Forster–Swan theorem (see Matsumura, 1986, Th. 5.7),
but its proof here is simpler and more constructive.
Theorem 21. Let X be a finitely generated F[s]-module annihilated by I , e.g. X = I⊥. Let di
be the dimension of the F[s]/Pi -vector space X/(Pi ◦ X), 1 ≤ i ≤ .
(1) The number
d := max{di | i = 1, . . . , }
is the minimal length of a system of generators of X.
(2) For each i = 1, . . . ,  let xi j ∈ X, j = 1, . . . , di , be such that xi j , j = 1, . . . , di , is an
F[s]/Pi -basis of the vector space X/(Pi ◦ X).
Define xi j := 0 for j = di + 1, . . . , d, and x j := ∑i=1 bi ◦ xi j for j = 1, . . . , d. Then the
x j , j = 1, . . . , d, are a system of generators of X of minimal length.
Proof. If y j , j = 1, . . . , p, are any system of generators of X then their residue classes generate
X/(Pi ◦ X) for each i and therefore
d := max{di | i = 1, . . . , } ≤ p.
Conversely construct the x j , j = 1, . . . , d , as indicated. Since the bi are orthogonal idempotents
in F[s]/I we obtain bi ◦ x j = bi ◦ xi j for all i and j . The isomorphism from Eq. (5) shows that
the residue classes bi ◦ x j and therefore also the x j generate X/(R ◦ X). Lemma 8 implies that
x1, . . . , xd generate X . 
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A minimal system of F[s]-generators of I⊥ as in the preceding theorem can be computed
if the primary decomposition of I is known. In other words this signifies that the primary
decomposition of R and the indecomposable idempotents of F[s]/I are known.
The preceding theorem can be improved if F is a splitting field of F[s]/I . This signifies that all
maximal ideals Pi are rational, i.e. satisfy F[s]/Pi ∼= F , or that all zeros of I (in an algebraic
closure of F) lie already in Fn . Then
{P1, . . . , P} = {F [s]〈s1 − ζ1, . . . , sn − ζn〉 | ζ zero of I }.
Corollary 22. If F is a splitting field of F[s]/I then the assertion (2) of Theorem 21 is valid
with F- instead of F[s]/Pi -bases
xi j , 1 ≤ j ≤ di , of X/(Pi ◦ X).
The generating system x j , 1 ≤ j ≤ d, can be computed by means of Groebner bases (cf.
Theorem 11) if the set of zeros of I is known.
Theorem 23. (1) The primary decomposition of the F[s]-module I⊥ according to Eq. (4) is
I⊥ =
⊕
j=1
Q⊥j ,
i.e.
Q⊥j = (0 : Q j )I⊥ := {ϕ ∈ I⊥ | Q j ◦ ϕ = 0}, 1 ≤ j ≤ .
(2) If i = j then
Pi ◦ Q⊥j = Q⊥j ,
moreover
R ◦ I⊥ =
⊕
j=1
Pj ◦ Q⊥j .
(3) The minimal number of generators of the F[s]-modules Q⊥j is the dimension d j of Q⊥j /(Pj ◦
Q⊥j ) as F[s]/Pj -vector space, 1 ≤ j ≤ . The minimal number of generators of the F[s]-
module I⊥ is max{d j | 1 ≤ j ≤ }.
Proof. (1) I ⊆ Q j implies Q⊥j ⊆ I⊥, hence Q⊥j = {ϕ ∈ I⊥ | Q j ◦ ϕ = 0} and the assertion
follows.
(2) Obviously R ◦ I⊥ =⊕j=1 R ◦ Q⊥j . The module Q⊥j is annihilated by Q j . If i = j then Q j
is comaximal to Pi . We conclude
Pi ◦ Q⊥j = (Pi + Q j ) ◦ Q⊥j = F[s] ◦ Q⊥j = Q⊥j , hence
R ◦ Q⊥j =
(
∏
i=1
Pi
)
◦ Q⊥j = Pj ◦ Q⊥j and
R ◦ I⊥ =
⊕
j=1
R ◦ Q⊥j =
⊕
j=1
Pj ◦ Q⊥j .
(3) Follows from (2) and Theorem 21. 
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Lemma 24. Let J be any ideal in F[s] and let (I : J ) be the ideal quotient of I by J .
(1) (I : J )⊥ = J ◦ I⊥ (see Tenberg, 2000, Lemma 2.2.1)
(2) HomF ((I : J )/I, F) ∼= I⊥/(J ◦ I⊥).
Proof. (1) According to Lemma 5 we have (J ◦ I⊥)⊥⊥ = J ◦ I⊥. Hence it suffices to prove that
(I : J ) = (J ◦ I⊥)⊥. But
(I : J ) = { f ∈ F[s] | f g ∈ I, for all g ∈ J }
= { f ∈ F[s] | ϕ( f g) = 0, for all g ∈ J and all ϕ ∈ I⊥}
= { f ∈ F[s] | (g ◦ ϕ)( f ) = 0, for all g ∈ J and all ϕ ∈ I⊥}
= (J ◦ I⊥)⊥.
(2) By definition of I⊥ the F-linear and surjective restriction map
I⊥ −→ {ψ ∈ HomF ((I : J ), F) | ψ|I = 0}
ϕ −→ ϕ|(I :J )
induces the surjective linear map
I⊥ −→ HomF ((I : J )/I, F)
ϕ −→ [ f −→ ϕ( f )].
Its kernel is (I : J )⊥, hence (1) implies the assertion. 
Corollary 25. The minimal number of generators of the F[s]-module Q⊥j is the dimension of
the F[s]/Pj -vector space (Q j : Pj )/Q j , 1 ≤ j ≤ .
Proof. We apply Lemma 24 to Q j and Pj instead of I and J and obtain that the F-dimensions
of (Q j : Pj )/Q j and Q⊥j /(Pj ◦ Q⊥j ) are equal, thus also their F[s]/Pj -dimensions. Now
Theorem 23, (3), implies the assertion. 
Definition 26. Let X be an F[s]-module annihilated by I . Then
soPj (X) := (0 : Pj )X := {x ∈ X | Pj ◦ x = 0}
is the Pj -socle of X , 1 ≤ j ≤ .
Corollary 27. The minimal number of generators of the F[s]-module Q⊥j is the
F[s]/Pj -dimension of the Pj -socle of F[s]/I .
Proof. Obviously
soPj (F[s]/Q j ) = (Q j : Pj )/Q j .
On the other hand, if i = j then soPj (F[s]/Qi ) = 0 since Pj and Qi are comaximal and
soPj (F[s]/Qi ) is annihilated both by Pj and by Qi . Thus we get
soPj (F[s]/I ) ∼= soPj
(
∏
i=1
F[s]/Qi
)
∼= soPj (F[s]/Q j ) = (Q j : Pj )/Q j
and the assertion follows from Corollary 25. 
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Remark 28. A more general, but less constructive result than Theorem 23, (3) and Corollaries 25
and 27 was the main theorem 1.1.4 of Oberst (1993). This theorem required a difficult proof.
Remark 29. For zero-dimensional ideals I consider the maps
Φi : F[s]/I −→ F[s]/I 1 ≤ i ≤ n,
g −→ si g
and its adjoint maps
Ψi : I⊥ −→ I⊥ 1 ≤ i ≤ n,
ϕ −→ ϕ ◦ Φi = si ◦ ϕ.
Let ζ ∈ Fn and mζ :=F [s] 〈si − ζi , 1 ≤ i ≤ n〉. Since the eigenspace E(ζi ,Φi ) of Φi with
respect to the eigenvalue ζi is
{g ∈ F[s]/I | (si − ζi )g ∈ I } = (I : (si − ζi ))/I
we have
n⋂
i=1
E(ζi ,Φi ) = (I :F [s] 〈si − ζi , 1 ≤ i ≤ n〉)/I = (I : mζ )/I. (6)
Hence
⋂n
i=1 E(ζi ,Φi ) is the mζ -socle of F[s]/I . Suppose that I is mζ -primary, i.e.  = 1 and
I = Q1. Then by Corollary 27 the minimal number of F[s]-generators of I⊥ is the F-dimension
of
⋂n
i=1 E(ζi ,Φi ) (Theorem 6.1 in Mo¨ller and Tenberg (1999)).
The eigenspace E(ζi ,Ψi ) of Ψi with respect to eigenvalue ζi is
{ f ∈ I⊥ | (si − ζi ) ◦ f = 0} = (I +F [s] 〈si − ζi 〉)⊥.
Hence
n⋂
i=1
E(ζi ,Ψi ) = (I + mζ )⊥.
Let ζ ∈ Fn be a zero of I . Then mζ is one of the maximal ideals in the primary decomposition
of R. Then
(I + mζ )⊥ = mζ ⊥,
hence dimF (F[s]/mζ ) = 1 implies
dimF
(
n⋂
i=1
E(ζi ,Ψi )
)
= dimF (m⊥ζ ) = 1
(see Theorem 4.2 in Mo¨ller and Tenberg (1999)).
5. Representation of I⊥ by generators and relations
Let m be a positive integer and let F[s]m be the free F[s]-module of all m-columns with
entries in F[s]. By δ1, . . . , δm we denote the standard basis of F[s]m .
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Let L be a subset of {1, . . . , m}. By F[s]L we denote the F[s]-submodule ⊕i∈L F[s]δi of
F[s]m . The module of syzygies of a family (xi )i∈L of an F[s]-module is the submodule{∑
i∈L
uiδi
∣∣∣∣∣
∑
i∈L
ui ◦ xi = 0
}
≤ F[s]L .
Theorem 30. Let X be an F[s]-module which is m dimensional as F-vector space. Let
x1, . . . , xm be an F-basis of X and let Ai ( j, k) ∈ F be such that
si ◦ xk =
m∑
j=1
Ai ( j, k)x j , 1 ≤ i ≤ n, 1 ≤ k ≤ m.
(1) The submodule of syzygies U ≤ F[s]m of x1, . . . , xm is generated by
si ◦ δk −
m∑
j=1
Ai ( j, k)δ j , 1 ≤ i ≤ n, 1 ≤ k ≤ m.
(2) Let L be a subset of {1, . . . , m}. Then the module of syzygies of (xi)i∈L is generated by
U ∩ F[s]L .
Note that U is the column space of the m × mn-matrix
B := (s1Idm − A1 s2Idm − A2 . . . snIdm − An),
where Idm is the m × m identity matrix, and that Ai is the matrix of the F-linear map
si ◦ (−) : X −→ X, y −→ si ◦ y,
with respect to the basis x1, . . . , xm .
Proof. (1) Obviously the columns si◦δk−∑mj=1 Ai ( j, k)δ j , 1 ≤ i ≤ n, 1 ≤ k ≤ m, are elements
of U . Let U ′ be the F[s]-submodule generated by them. The elements δi , 1 ≤ i ≤ m, are
F[s]-generators of F[s]m/U ′. Since
si ◦ δk =
m∑
j=1
Ai ( j, k)δ j
they are F-generators, too. Hence the F-dimension of F[s]m/U ′ is at most m. On the other
hand, the F-dimension of F[s]m/U ∼= X is m and the canonical map
can : F[s]m/U ′ −→ F[s]m/U
is surjective. Thus the F-dimension of F[s]m/U ′ is m, the map can is bijective and U = U ′.
(2) Follows from (1). 
Let now (xi )i∈L be an F[s]-generating system of X . The inverse map of the ensuing F[s]-
isomorphism
Θ : F[s]L/(F[s]L ∩ U) ∼=−→ X
(gi)i∈L −→
∑
i∈L
gi ◦ xi
can be computed via Gro¨bner bases: The isomorphism implies
U + F[s]L = F[s]m .
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This signifies that the columns of the matrix
C := (B (δi )i∈L ) = (s1Idm − A1 s2Idm − A2 . . . snIdm − An (δi )i∈L)
generate F[s]m , thus the reduced Gro¨bner basis of the column space of C is (δ1, . . . , δm) = Idm .
Hence Buchberger’s algorithm yields a matrix
P :=
(
Z
Y
)
such that
Idm = C P = B Z + (δi )i∈L Y.
Corollary 31. Let y ∈ X and let u ∈ Fm be the column of its coordinates with respect to the
F-basis x1, . . . , xm. Then
Θ−1(y) = Y u ∈ F[s]L/(F[s]L ∩ U).
Proof. Since
y = (x1, . . . , xm)Idmu
= (x1, . . . , xm)B Zu + (x1, . . . , xm)(δi )i∈LY u
= 0 +
∑
i∈L
(Y u)i ◦ xi
we have
Θ(Y u) = y. 
Corollary 32. Let Λ ⊆ Γ be a subset such that (eλ)λ∈Λ is a system of F[s]-generators of I⊥
(see Theorem 11). With X := I⊥ and (x1, . . . , xm) := (eγ )γ∈Γ Theorem 30, (2), yields the
F[s]-isomorphism
Θ : F[s]Λ/(F[s]Λ ∩ U) ∼=−→ I⊥
(gλ)λ∈Λ −→
∑
λ∈Λ
gλ ◦ eλ,
i.e. I⊥ is generated by eλ, λ ∈ Λ, with the syzygy-module F[s]Λ ∩ U.
By Corollary 31 the inverse map can be computed. In particular, for ϕ ∈ I⊥ the annihilator
(0 : ϕ) = { f ∈ F[s] | f ◦ ϕ = 0}
can be computed via Gro¨bner bases as
(0 : ϕ) = { f ∈ F[s] | f v ∈ U}
where v ∈ F[s]Λ is such that v = Θ−1(ϕ).
(Alternatively, one could compute an F-basis of F[s] ◦ ϕ and solve the corresponding system of
linear equations to obtain (F[s] ◦ ϕ)⊥ = (0 : ϕ), see Remark 6.)
Example 33. Let I be the ideal
Q[s1,s2]〈s32 , s1s22 , s21 s2, s31 − s22 + s1s2〉.
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We compute the set Γ with respect to the graded lexicographical term order with s1 > s2 and
obtain the F-basis
(e(0,0), e(0,1), e(1,0), e(0,2), e(1,1), e(2,0))
of I⊥. By Theorem 30, (1) the syzygy-module U of this F-basis of I⊥ is the column-space of
the matrix
B =
⎛
⎜⎜⎜⎜⎜⎝
s1 0 −1 0 0 0 s2 −1 0 0 0 0
0 s1 0 0 −1 0 0 s2 0 −1 0 0
0 0 s1 0 0 −1 0 0 s2 0 −1 0
0 0 0 s1 0 0 0 0 0 s2 0 0
0 0 0 0 s1 0 0 0 0 0 s2 0
0 0 0 −1 1 s1 0 0 0 0 0 s2
⎞
⎟⎟⎟⎟⎟⎠ .
The elements e(0,2) and e(1,1) are a system of F[s]-generators of I⊥. By Theorem 30, (2) the
syzygy-module of (e(0,2), e(1,1)) is the column-space of(
0 −s32 s1 − s2 s22 0−s22 0 s1 −s1s2 s21 + s2
)
.
Remark 34. Notice that the annihilator (0 : ϕ) of ϕ ∈ I⊥ contains I . In the case n = 1 the ideal
(0 : ϕ) is generated by the minimal polynomial of ϕ and can be computed by the Berlekamp–
Massey algorithm. The preceding corollary contains an alternative to the Berlekamp–Massey–
Sakata algorithm (Sakata, 1988) for arbitrary dimensions.
Definition 35. The algebra F[s]/I is called a Frobenius algebra or a Gorenstein ring if and
only if the F[s]-module HomF (F[s]/I, F) is F[s]-isomorphic to F[s]/I . Each F[s]-generator
of HomF (F[s]/I, F) is called a Frobenius homomorphism or a residue (see Mourrain, 1997). It
is unique up to a unit in F[s]/I .
Theorem 36. (1) F[s]/I is a Frobenius algebra if and only if the F[s]-module I⊥ is generated
by one element.
(2) If F[s]/I is a Frobenius algebra and the primary decomposition of I is known then the
residue can be computed by means of Theorem 23.
(3) If F[s]/I is a Frobenius algebra then the residue τ ∈ HomF (F[s]/I, F) induces the non-
degenerate symmetric bilinear form
F[s]/I × F[s]/I −→ F
( f , g) → τ ( f g).
Proof. (1) The F[s]-linear map
I⊥ −→ HomF (F[s]/I, F)
ϕ −→ [ f → ϕ( f )].
is an isomorphism, hence HomF (F[s]/I, F) is cyclic if and only if I⊥ has this property.
Since the annihilator of I⊥ is I this signifies that I⊥ is F[s]-isomorphic to F[s]/I .
(2), (3) Obvious. 
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Remark 37. We emphasize that the preceding theorem holds for arbitrary F and arbitrary zero-
dimensional ideals I . The construction of the residue in Mourrain (1997, Section 5.1) requires
that I is 〈s1, . . . , sn〉-primary and char(F) = 0.
Theorem 38. Let ϕ ∈ HomF (F[s], F) be such that its annihilator
I := (0 : ϕ) = { f ∈ F[s] | f ◦ ϕ = 0} is zero dimensional or, equivalently, that F[s] ◦ ϕ is
F-finite dimensional.
(1) F[s]/I is a Frobenius algebra with residue ϕ. Each Frobenius algebra is obtained in this
fashion.
(2) The matrix (ϕ(sβ+γ ))β,γ∈Γ is invertible.
(3) For 1 ≤ i ≤ n let Ai be the matrix of the F-linear map
Ψi : I⊥ −→ I⊥, ψ −→ si ◦ ψ,
with respect to the F-basis (eγ )γ∈Γ . Then
Ai = (ϕ(si sβ+γ ))β,γ∈Γ · (ϕ(sβ+γ ))−1β,γ∈Γ ,
i.e. the F[s]-structure of I⊥ is completely determined by the values of ϕ in sβ+γ and si sβ+γ ,
for β, γ ∈ Γ and 1 ≤ i ≤ n.
Proof. (1) Since I = (0 : ϕ) = (F[s] ◦ ϕ)⊥ Lemma 3 implies I⊥ = F[s] ◦ ϕ.
(2), (3) Since (0 : I⊥) = I and F[s] = I ⊕⊕γ∈Γ Fsγ we have
I⊥ = F[s] ◦ ϕ =
⊕
γ∈Γ
Fsγ ◦ ϕ.
Hence (sγ ◦ ϕ)γ∈Γ is an F-basis of I⊥ and the F-linear map
T : I⊥ −→ I⊥, eγ −→ sγ ◦ ϕ,
is bijective. Its matrix with respect to the basis (eγ )γ∈Γ (on both sides) is
(ϕ(sβ+γ ))β,γ∈Γ , this implies (2).
The matrix of Ψi ◦ T is
(ϕ(si s
β+γ ))β,γ∈Γ
hence (3). 
Remark 39. Recall that by f = ( f (sα))α∈Nn we may identify HomF (F[s], F) and the F[s]-
module FNn of sequences with indices in Nn . In Oberst (1993) locally finite sequences have been
studied. These are sequences y ∈ FNn such that F[s]◦ y is F-finite dimensional or, equivalently,
that its annihilator (0 : y) is a zero-dimensional ideal. If this ideal is known, the preceding
theorem can be applied. D. Jungnickel calls the F-dimension of F[s] ◦ y the linear complexity
of the sequence y (Jungnickel, 1993, p. 234). The preceding theorem contains Jungnickel (1993,
Th. 6.6.1).
6. Squarefree decomposition of zero-dimensional ideals
Recall that a polynomial f ∈ F[s1] is squarefree if it has no proper quadratic divisors, i.e. for
any g ∈ F[s1] with g2 dividing f we have g ∈ F .
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Definition 40 (von zur Gathen and Gerhard, 1999, 14.6.). Let f ∈ F[s1] be a non-constant,
monic polynomial. The squarefree decomposition of f is the (unique) sequence of monic
squarefree pairwise coprime polynomials (g1, . . . , gm) such that gm = 1 and
f = g1g22 . . . gmm .
Example 41. Let f := s41 (s1 + 1)2(s1 − 1)2(s21 + 1)2(s21 + s1 + 1) ∈ Q[s1]. The squarefree
decomposition of f is (s21 + s1 + 1, s41 − 1, 1, s1).
Note that if f = ∏ f eii is the irreducible factorization of f then we obtain the squarefree
decomposition of f by collecting irreducible factors of the same exponent, i.e. the squarefree
decomposition of f is( ∏
i,ei =1
fi , . . . ,
∏
i,ei =m
fi
)
,
where m = max(ei ). The important point is that these products can be computed without
knowing the irreducible factors. This process is called the squarefree factorization of a
polynomial. For further information we refer to von zur Gathen and Gerhard (1999, 14.6.).
Let again I = ⋂i=1 Qi be the minimal primary decomposition of I , R the radical of I and
Pi the radical of Qi , 1 ≤ i ≤ .
Definition 42. For 1 ≤ i ≤  let εi be the smallest natural number k such that Pki ⊆ Qi . This
number is called the exponent of Qi . Let m := max{εi | 1 ≤ i ≤ }. Then m is the exponent of
I , i.e. the least natural number k such that Rk ⊆ I .
Definition 43. For 1 ≤ k ≤ m we set
Ik :=
⋂
i,εi =k
Qi and
Rk :=
⋂
i,εi =k
Pi .
The squarefree decomposition of the zero-dimensional ideal I is the (unique) sequence
(R1, . . . , Rm).
Note that if I has no primary component of exponent j then R j = F[s1, . . . , sn].
Theorem 44. (1) For 1 ≤ i ≤  we have Qi = I + Pεii .
(2) For 1 ≤ k ≤ m we have Ik = I + Rkk .
(3) I =⋂mk=1 Ik =⋂mk=1(I + Rkk ).
Proof. (1) See Becker and Weispfenning (1993), Ch. 8.
(2) For all j with ε j = k we have
I +
( ⋂
i,εi =k
Pi
)k
⊆ I + Pkj = Q j ,
hence I + (⋂i,εi =k Pi )k ⊆⋂i,εi =k Qi .
280 W. Heiß et al. / Journal of Symbolic Computation 41 (2006) 261–284
On the other hand, since⋂
i,εi =k
Qi =
∏
i,εi =k
Qi and
⋂
i,εi =k
Pi =
∏
i,εi =k
Pi
we have
⋂
i,εi =k
Qi =
∏
i,εi =k
Qi =
∏
i,εi =k
(I + Pki ) ⊆ I +
∏
i,εi =k
Pi k = I +
( ⋂
i,εi =k
Pi
)k
.
(3) Obvious. 
7. Computation of the squarefree decomposition
In this section we describe a method to compute the submodules R⊥k of I⊥. Then R⊥⊥k = Rk
(see Lemma 5) and we can compute Ik using Theorem 44, (2). The important point is that the
ideals Rk and Ik can be computed without knowing the primary decomposition of I .
Consider the descending chain of F[s]-submodules of I⊥
I⊥ ⊇ R ◦ I⊥ ⊇ R2 ◦ I⊥ ⊇ · · · ⊇ Rm−1 ◦ I⊥ ⊇ Rm ◦ I⊥.
Since m is the exponent of the radical R of I it is clear that Rm ⊆ I and Rm ◦ I⊥ = 0.
Lemma 45. For k ∈ N and for 1 ≤ i ≤  we have
Rk ◦ I⊥ =
⊕
j=1
Pkj ◦ Q⊥j ·
Proof. The assertion is a direct consequence of Theorem 23. 
Lemma 46. For 1 ≤ i ≤  we have
Pεi −1i ◦ Q⊥i = P⊥i .
Proof. By definition of the exponent εi we have Pεii ⊆ Qi and Pεi −1i ⊆ Qi . Hence
Pi ⊆ (Qi : Pεi −1i ) and (Qi : Pεi−1i ) = F[s]. Since Pi is maximal, this implies (Qi : Pεi −1i ) =
Pi . By Lemma 24, (1) this implies the assertion. 
Lemma 47. For 2 ≤ k ≤ m
Rk−1 ◦ I⊥ = R⊥k
⊕⊕
i,εi >k
Pk−1i ◦ Q⊥i .
Proof. By Lemma 45 we have
Rk−1 ◦ I⊥ =
⊕
j=1
Pk−1j ◦ Q⊥j .
If εi < k then by the definition of εi we have Pk−1i ⊆ Qi , hence Pk−1i ◦ Q⊥i = 0. Therefore
Rk−1 ◦ I⊥ =
⊕
i,εi =k
Pk−1i ◦ Q⊥i
⊕⊕
i,εi >k
Pk−1i ◦ Q⊥i .
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By Lemma 46 we have⊕
i,εi =k
Pk−1i ◦ Q⊥i =
⊕
i,εi =k
P⊥i = R⊥k . 
Theorem 48. (1) R⊥m = Rm−1 ◦ I⊥.
(2) For 1 ≤ k ≤ m − 1 we have
R⊥k =
(
m∏
j=k+1
R j−k+1j
)
◦ (Rk−1 ◦ I⊥).
In particular, we can compute R⊥k recursively, starting with k = m (and going down to
k = 1).
Proof. (1) Follows from Lemma 47 for k = m.
(2) By Lemma 47 we have(
m∏
j=k+1
R j−k+1j
)
◦ (Rk−1 ◦ I⊥) =
(
m∏
j=k+1
R j−k+1j
)
◦
⊕
i,εi ≥k
Pk−1i ◦ Q⊥i
=
⊕
i,εi ≥k
((
m∏
j=k+1
R j−k+1j
)
Pk−1i
)
◦ Q⊥i .
For every i with εi > k the ideal ((
∏m
j=k+1 R
j−k+1
j )P
k−1
i ) is contained in Qi , hence we have((
m∏
j=k+1
R j−k+1j
)
Pk−1i
)
◦ Q⊥i = 0.
Thus ⊕
i,εi ≥k
((
m∏
j=k+1
R j−k+1j
)
Pk−1i
)
◦ Q⊥i =
⊕
i,εi =k
((
m∏
j=k+1
R j−k+1j
)
Pk−1i
)
◦ Q⊥i .
For every i with εi = k the ideals Pk−1i and (
∏m
j=k+1 R
j−k+1
j ) are coprime, hence
(
∏m
j=k+1 R
j−k+1
j )  Pi and by Theorem 23 we have(
m∏
j=k+1
R j−k+1j
)
◦ Q⊥i = Q⊥i .
Therefore with Lemma 46 we get((
m∏
j=k+1
R j−k+1j
)
Pk−1i
)
◦ Q⊥i = Pk−1i
((
m∏
j=k+1
R j−k+1j
)
◦ Q⊥i
)
= Pk−1i ◦ Q⊥i = P⊥i .
Now (
m∏
j=k+1
R j−k+1j
)
◦ (Rk−1 ◦ I⊥) =
⊕
i,εi =k
P⊥i = R⊥k . 
This theorem implies the following algorithm:
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Algorithm 49 (Squarefree Decomposition of Zero-Dimensional Ideals).
Input: I a zero-dimensional ideal
R the radical of I
Output: (R1, . . . , Rm) the squarefree decomposition of I
S0 := I⊥
i := 0
Repeat
Si+1 := R ◦ Si
i := i + 1
Until Si = 0
m := i
R⊥m := Sm−1
For k from m − 1 to 1
Rk+1 := (R⊥k+1)⊥
R⊥k :=
∏m
j=k+1 R
j−k+1
j ◦ Sk−1
Return (R1, . . . , Rm)
Example 50. Let I be the ideal in Q[s1, s2] generated by
5s1s2 − 5s1 − 3s22 + 3s2, s32 − 6s22 + 5s2 and
5s61 − 15s51 + 15s41 − 5s31 − 54s22 + 54s2.
We compute the set Γ (with respect to the total degree term order with s1 > s2) and obtain a
basis of the dual space of I :
(e(0,0), e(0,1), e(1,0), e(0,2), e(2,0), e(3,0), e(4,0), e(5,0)).
The ideal R is generated by
5s1s2 − 5s1 − 3s22 + 3s2, −3s22 + 3s2 + 10s21 − 10s1 and
s32 − 6s22 + 5s2.
Now we compute Q-bases for the Q[s1, s2]-submodules Rk ◦ I⊥ for increasing k:
S0 = I⊥
S1 = R ◦ I⊥ =Q 〈e(0,0) + e(0,1) + e(0,2), e(1,0), e(2,0) − e(4,0) − 2e(5,0),
e(3,0) + 2e(4,0) + 3e(5,0)〉
S2 = R2 ◦ I⊥ =Q 〈e(0,0) + e(0,1) + e(0,2),
e(1,0) + e(2,0) + e(3,0) + e(4,0) + e(5,0)〉
S3 = R3 ◦ I⊥ = 0
hence the exponent m of I is 3 and
R⊥3 = S2 =Q 〈e(0,0) + e(0,1) + e(0,2), e(1,0) + e(2,0) + e(3,0) + e(4,0) + e(5,0)〉
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is the dual space of the intersection of the associated maximal ideals of the primary components
of exponent 3 of I . We compute
R3 =Q[s1,s2] 〈s21 − s1, s2 − 1〉
by solving a linear system of equations and obtain in the next step
R⊥2 = R23 ◦ S1 = {0}.
The ideal corresponding to R⊥2 = {0} is the entire polynomial ring
R2 = Q[s1, s2],
hence there are no proper primary ideals of exponent 2 in the primary decomposition of I . We
finally obtain the submodule R⊥1 by computing
R⊥1 = R22 R33 ◦ S1 = R33 ◦ S1 =Q
〈
e(0,0),
e(0,1) + 35e(1,0) + 5e(0,2) +
9
5
e(2,0) + 275 e(3,0) +
81
5
e(4,0) + 2435 e(5,0)
〉
.
The corresponding ideal is
R1 =Q[s1,s2] 〈5s1 − 3s2, s22 − s2〉.
Now we apply Theorem 44 and get
I1 = R1 =Q[s1,s2] 〈5s1 − 3s2, s22 − s2〉,
I2 = Q[s1, s2],
I3 =Q[s1,s2] 〈s2 − 1, s61 − 3s51 + 3s41 − s31 〉.
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