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Resumen
Resumen en espan˜ol
El crecimiento de las ima´genes multi- e hiperespectrales ha sido claro en los u´ltimos an˜os, y na-
da hace pensar que su uso decaera´ a corto plazo. Sin embargo, sufre un problema debido a la alta
dimensionalidad de la informacio´n almacenada en cada p´ıxel: los problemas para su visualizacio´n en
monitores esta´ndar (tri-est´ımulo). Por ello, en el presente trabajo se ha propuesto un me´todo de fusio´n
de los datos mediante operadores de agregacio´n, empleando para ello los operadores OWA (Ordered
Weighted Averaging) para obtener una representacio´n inicial de la informacio´n.
El comportamiento del proceso propuesto se evaluo´ y comparo´ con el me´todo cla´sico de fusio´n
de la informacio´n. En particular, se han estudiado distintos vectores de pesos wi, mostrando la gran
influencia que estos tienen sobre la visualizacio´n. Finalmente, se realizo´ una aplicacio´n de los operadores
de agregacio´n escogidos a una serie de casos pra´cticos de conjuntos de datos de ima´genes multi- e
hiperespectrales obtenidos de las Universidad de Pa´ıs Vasco.
Se ha comprobado la utilidad y mejora de este me´todo de visualizacio´n, respecto a otras propuestas
anteriores, cumpliendo los objetivos de disen˜o propuestos presentados a lo largo de este estudio.
Palabras clave: Visualizacio´n, Ima´genes multiespectrales, Ima´genes hiperespectrales; Operadores de
agregacio´n, Teledeteccio´n.
English abstract
There has been a boost in the use of multi- and hiperspectral imaging in the past years, and this
trend is unlikely to change in a short term. However, there is a problem endemic to that imaging sys-
tems, due to the high dimensionality of the data stored at each pixel: the problems in the visualizaction
in standard (tri-stimulus) screens.
The behaviour of the proposed process was studied and compared to the classic method of fusion
of the data. In particular, different weighted vector wi were studied, showing the huge influence that
they have over the visualization. Finally, the aggregation operators were applied to a series of practical
examples of multi- and hiperespectral images datasets, obtained from the University of Pa´ıs Vaco.
The utility and the improvement of this visualization method were verify, regarding other previous
proposals, accomplishing the designs goals proposed along this work.
Keywords: Visualization, Multispectral images, Hyperspectral images, Aggregation operators, Remo-
te sensing.
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Preludio
La teledeteccio´n se define como la ciencia y el arte de obtener informacio´n sobre un objeto, a´rea
o feno´meno a trave´s del ana´lisis de la informacio´n obtenida a trave´s de un instrumento que no se
encuentra en contacto con el objeto, a´rea o feno´meno bajo investigacio´n [1]. Esta informacio´n es
recolectada, de modo que pueda ser analizada o interpretada a posteriori. Los datos obtenidos mediante
teledeteccio´n pueden ser adquiridos en mu´ltiples formatos, incluyendo variaciones en distribuciones
de fuerzas, distribuciones de ondas acu´sticas o distribuciones de energ´ıa electromagne´tica. En este
trabajo nos centraremos en sensores de energ´ıa electromagne´tica, instalados sobre plataformas ae´reas
o espaciales para asistir en tareas de creacio´n de mapas o de monitorizacio´n de recursos terrestres. Estos
sensores adquieren informacio´n segu´n la capacidad de emisio´n y reflectancia de energ´ıa electromagne´tica
de una caracter´ıstica terrestre; estos datos sera´n analizados para proveer informacio´n sobre los recursos
bajo investigacio´n.
Las ima´genes multi- e hiperespectrales sera´n presentadas en el Cap´ıtulo 1, junto con la problema´tica
que conlleva su visualizacio´n. Una vez expuestos los obsta´culos y las inconveniencias a los que debemos
enfrentarnos en esta tarea, presentaremos los objetivos de este trabajo que intentaremos llevar a cabo.
Si bien la idea general de la propuesta resulta bastante intuitiva, debemos presentar con mayor
profundidad las nociones de que´ es una imagen desde un punto de vista ma´s te´cnico, as´ı como realizar
un estudio y ana´lisis de las herramientas matema´ticas usadas en la proposicio´n para la visualizacio´n.
Tras presentar de forma general la problema´tica a la que nos enfrentamos en este trabajo, estu-
diamos desde un punto de vista ma´s te´cnico y matema´tico la propuesta en el Cap´ıtulo 3. Para ello,
analizaremos los ditintos objetivos de disen˜o que debemos cumplir, as´ı como distintas alternativas de
fusio´n existentes previas a este trabajo.
En el Cap´ıtulo 4 se presentara´n las te´cnias para la fusio´n de la informacio´n y poder realizar la
visualizacio´n mediante operadores de agregacio´n OWA. Se realizara´ una comparativa con me´todos
cla´sicos de fusio´n de ima´genes, as´ı como un balance entre distintos vectores de pesos usados.
Para comprobar el funcionamiento de los operadores OWA propuestos como me´todo de visualiza-
cio´n, se realizara´n aplicaciones sobre diversas escenas, cuyos resultados se presentara´n en el Cap´ıtulo
5.
Finalmente, en el u´ltimo Cap´ıtulo 6 se incluyen las conclusiones y l´ıneas futuras del trabajo de fin
de ma´ster.
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xii PRELUDIO
Cap´ıtulo 1
Introduccio´n
1.1. El papel de la visualizacio´n en la ciencia de datos
El avance de la tecnolog´ıa digital ha pasado por diferentes fases en los u´ltimos 50 an˜os. En la
actualidad, nos encontramos en un punto en el que la cantidad de informacio´n a captar y almacenar
se ha disparado. El motivo de este hecho es la confluencia de muchas tecnolog´ıas diferentes, inclu-
yendo la miniaturizacio´n de los sensores digitales, la reduccio´n en peso y taman˜o de las bater´ıas y
el abaratamiento de los sistemas de almacenamiento. No existe ningu´n campo de conocimiento que
haya quedado ajeno a esta tendencia global, y as´ı la tecnolog´ıa basada en imagen tambie´n produce
cantidades crecientes de informacio´n.
Dentro de las tecnolog´ıas de imagen, existen diferentes paradigmas que se han extendido ma´s alla´ de
la imagen convencional, todas posibilitadas por las nuevas tecnolog´ıas. De hecho, en diferentes foros se
ha discutido su denominacio´n como imagen. Ve´ase, por ejemplo, el caso de las te´cnolog´ıas avanzadas
me´dicas. Un escaner PET (Positron emission tomography) genera representaciones 3D de la presencia
de fluorodesoxiglucosa en la zona escaneada. ¿Debe esto considerarse una imagen, en la medida en que
nada de lo medido es visible? Otro caso, si cabe, ma´s enrevesado es el de las resonancias magne´ticas
(MRI). Siendo el resultado original de la induccio´n de campos magne´ticos un tensor que modela el
movimiento relativo de part´ıculas de agua, ¿en que´ momento puede considerarse una imagen? La
clave de las consideraciones de estos campos de estudio como pertenecientes a la imagen me´dica es,
precisamente, su capacidad de ser visualizados en un momento dado. Esta visualizacio´n no es directa, o
sencilla, pero finalmente se alcanza para que los datos puedan ser revisados por los agentes interesados.
Este trabajo trata de una tecnolog´ıa que, de alguna manera, sufre con los mismos condicionantes y
cr´ıticas que la imagen me´dica avanzadas: la tecnolog´ıa Multi- e Hiperespectral (MHE). Esta tecnolog´ıa
combina las tres patas sobre las cuales los datos de una imagen pueden dispararse. Primero, tenemos
ima´genes en alta resolucio´n, incluso para sensores in-lab relativamete baratos. Segundo, tenemos una
gran cantidad de valores por p´ıxel, en cualquier caso superior a los 3 canales que puede visualizar
un monitor esta´ndar. Tercero, puede generar series temporales, sobre todo en caso de ima´genes en
laboratorio o en caso de combinar diferentes tomas de teledeteccio´n en el tiempo.
La tecnolog´ıa MHE ha desarrollado una gran cantidad de literatura. De hecho, ha tomado pro-
tagonismo en muchos campos cient´ıficos diferentes, y se ha mostrado como una tecnolog´ıa altamente
pra´ctica. Sin embargo, sufre de un problema ba´sico que esta´ muy poco estudiado. Quiza´, precisamente,
porque no se liga a ningu´n campo de conocimiento, sino que es gene´rico y propio de la tecnolog´ıa: la
visualizacio´n de ima´genes MHE. Dada una imagen MHE, ve´ase un cubo con profundidad N > 3, ¿existe
algu´n me´todo esta´ndar de representacio´n? Lo cierto es que no, o al menos diferentes autores tienden
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a generar la solucio´n ad-hoc que ma´s les conviene en cada trabajo.
As´ı pues, podr´ıa parecer que la visualizacio´n es innecesaria, especialmente con el advenimiento de
tecnolog´ıas que producen ma´s y ma´s datos. Sin embargo, esto no es aceptable. Gran parte de los avances,
especialmente en adopcio´n de nuevas tecnolog´ıas, se dan por el hecho de poder ser demostrados. La
visualizacio´n de datos es una disciplina per se, no simplemente un an˜adido opcional a la ciencia de
datos. Si usamos sistemas que manejan datos sin posibilidad de visualizacio´n tendremos sistemas
inteligentes sin capacidad de ser auditados. Es decir, tendremos sistemas que toman decisiones (e.g.
presencia de ciertos compuestos, ocupacio´n de ciertas regiones,...) sin capacidad de mostrar por que´ lo
hacen. En el caso que nos ocupa, ve´ase la tecnolog´ıa MHE, necesitamos visualizar las ima´genes para
poder comprobar su contenido o verificar los diferentes procesamientos que se hacen sobre ella (e.g.
registro o rectificacio´n, en caso de ima´genes cenitales). De la misma manera, e independientemente del
tratamiento que vayamos a darle a la informacio´n a nivel de p´ıxel, debemos poder representar estad´ıos
intermedios de la imagen en el procesado, lo cua´l probablemente implique ma´s de tres canales. Este
trabajo se centra, por lo tanto, en la visualizacio´n de la informacio´n producida por tecnolog´ıas MHE.
1.2. Ima´genes multi- e hiperespectrales
Con la aparicio´n de nuevas ca´maras fuera del visible, la teledeteccio´n sufrio´ un auge espectacular
que modifico´ la forma de obtener informacio´n terrestre en todos los sentidos [2]. En el siglo XX,
debido a la Primera Guerra Mundial, se desarrollaron las te´cnicas de obtencio´n de fotografias ae´reas
como un activo militar de gran importancia; las aeronaves se centraron en un intenso desarrollo de la
tecnolog´ıa de reconocimiento ae´reo. Al mismo tiempo se fomentaron sistemas y te´cnicas de imagen para
la medicio´n y la identificacio´n de caracter´ısticas en el suelo; la fotograf´ıa ae´rea y panora´mica tuvo una
gran aplicacio´n para usos civiles de topograf´ıa, cartograf´ıa y creacio´n de mapas. Durante esta e´poca
aparecieron las primeras medidas ae´reas en el infrarrojo te´rmico, es decir, fuera de la regio´n visible del
espectro electromagne´tico. Este intere´s en te´cnicas de interpretacion y medida continuo´ tras la guerra y
fueron aplicadas a otras a´reas fuera del campo militar, como en agricultura y silvicultura. En el periodo
alrededor de la Segunda Guerra Mundial, se obtuvieron te´cnicas ma´s sofisticadas en la interpretacio´n
de fotograf´ıas ae´reas. Tras desarrollos significativos en la tecnolog´ıa, se obtuvieron medidas en la regio´n
del infrarrojo y de las microondas, y finalmente de todo el espectro electromagne´tico.
La fotograf´ıa ae´rea a color-infrarroja y la digital a color natural, pueden ser consideradas como
conjuntos de datos multiespectrales de tres bandas [3]. Estas pueden ser convertidas a bandas del
rojo, verde y azul o del verde, rojo e infrarrojo cercano de informacio´n digital. Aunque en muchas
aplicaciones estos conjuntos de datos multiespectrales de tres bandas son suficientes, existen mu´ltiples
casos en los que bandas espectrales localizadas en posiciones ma´s o´ptimas del espectro electromagne´tico,
aportar´ıan una mayor informacio´n, siendo as´ı de mayor utilidad para nuestra aplicacio´n concreta.
Afortunadamente, los ingenieros o´pticos han desarrollado detectores sensibles a cientos de bandas en
el espectro electromagne´tico.
La teledeteccio´n multiespectral se define como la coleccio´n de energ´ıa reflejada, emitida o dispersada
por un objeto o a´rea de intere´s en mu´ltiples bandas o regiones del espectro electromagne´tico. La
teledeteccio´n hiperespectral conlleva la coleccio´n de datos en cientos de bandas. La mayor´ıa de los
sistemas de teledeteccio´n multi- e hiperespectrales recogen la informacio´n en formato digital.
Este tipo de ima´genes tuvieron un gran impacto con la aparicio´n de las fotograf´ıas ae´reas satelitales
y de los UAVs (Unmanned Aerial Vehicle) o drone, ya que estos datos multi- e hiperespectrales proveen
un mejor entendimiento de nuestro planeta, desde uso y cubiertas del suelo, desarrollo urbano, hasta
procesos terrestres. En los u´ltimos an˜os existe un auge de la cantidad de sate´lites orbitando alrededor
de nuestro planeta, que va a la par de la mejora de las tecnolog´ıas espaciales, llegando a un nu´mero de
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aproximadamente 3000 sate´lites. La tecnolog´ıa drone posee grandes cualidades y amplias aplicaciones,
mediante la medicio´n y captura de datos en regiones del espectro fuera del visible. Los drones han
ejercido una gran influencia en el sector de la topograf´ıa, ya que aporta grandes ventajas respecto a
las te´cnicas tradicionales de topograf´ıa y cartograf´ıa logrando una mayor eficiencia y calidad.
1.3. Visualizacio´n de ima´genes
Las ima´genes ae´reas y espaciales contienen un registro detallado de caracter´ısticas del suelo en el
momento de la adquisicio´n de los datos [1]. Un inte´prete de ima´genes examina sistema´ticamente los
datos, usando material de apoyo como mapas y registros de observaciones de campo. Basa´ndose en este
estudio, se realiza una interpretacio´n de la naturaleza f´ısica de los objetos y feno´menos que aparecen
en las ima´genes. Las interpretaciones pueden conllevar distintos niveles de complejidad, desde el simple
reconocimiento de objetos en la superficie terrestre, hasta la derivacio´n de informacio´n concerniente
a las complejas interacciones entre caracter´ısticas terrestres superficiales y subterra´neas. El grado de
e´xito en la interpretacio´n de la imagen depende del entrenamiento y experiencia del inte´rprete, de la
naturaleza de los objetos o feno´menos a interpretar y de la calidad de las ima´genes utilizadas.
Las ima´genes son visualizadas en tres dimensiones que pueden ser representadas como canales RGB
(rojo, verde y azul) de un dispositivo triest´ımulo esta´ndar. La visio´n humana funciona de un modo
similar; el espectro visible continuo que penetra en cada punto del ojo, es convertido en un color perci-
bido tricomponente tras ser capturado por los conos L, M y S, que se corresponden aproximadamente
con los canales RGB. Los humanos pueden interpretar ra´pidamente las ima´genes a color que conllevan
una ra´pida comprensio´n de la informacio´n.
Las ima´genes multi- e hiperespectrales contienen muchas ma´s bandas que las que pueden ser mos-
tradas en una representacio´n triest´ımula [4]. Estas u´ltimas incluyen los monitores esta´ndar y pantallas
de cristal l´ıquido, as´ı como cualquier representacio´n que tenga tres canales imagen, comunmente ro-
jo, verde y azul. La interaccio´n humana con ima´genes multi- e hiperespectrales es vital, tanto para
dirigir me´todos computarizados como para validar ana´lisis automatizados o para realizar decisiones
e interpretaciones correctas. Debido a esto surge la cuestio´n de cua´l ser´ıa la mejor representacio´n de
ima´genes multi- e hiperespectrales, de forma que permita la mejor interaccio´n humana con ellas y los
resultados computados.
Toda representacio´n a 3 bandas de una imagen originalmente de N-bandas, conlleva necesariamente
una pe´rdida de informacio´n para N > 3. La informacio´n espacial es importante para ciertas tareas de
clasificacio´n y deteccio´n, pero las te´cnicas de reduccio´n de dimensionalidad ma´s populares no tienen esta
en cuenta. Para un esquema de visualizacio´n concreto, un valor particular de color puede representar
diferentes vectores N -dimensionales. La visio´n humana sufre el mismo problema, es decir, mu´ltiples
espectros del visible distintos conllevan las mismas estimulaciones L, M y S del cono fotorreceptor.
Este espectro metame´rico se diferencia usualmente por contexto, forma y otras pistas visuales.
Por ello, dado que todas las representaciones de ima´genes multi- e hiperespectrales conllevan una
pe´rdida de informacio´n, debemos hallar un me´todo que nos permita juzgar que visualizacio´n es correcta.
El mejor criterio es espec´ıfico para cada aplicacio´n particular y requiere una alta especializacio´n y
pruebas humanas para observar el grado de adecuacio´n de cierta visualizacio´n a la tarea.
Sin embargo existen objetivos independientes a las aplicaciones que pueden ser usados para disen˜ar
y evaluar visualizaciones efectivas. Estos objetivos se basan en acelerar y facilitar la interpretacio´n
humana de las escenas. Los objetivos de disen˜o para la representacio´n de ima´genes multi- e hiperes-
pectrales, no presentan la misma importancia en todas las aplicaciones, as´ı como no sera´ posible lograr
simulta´neamente todos en muchos de los casos. Sin embargo, cada uno de estos objetivos, incremen-
tara´ la transmisio´n efectiva de informacio´n.
4 CAPI´TULO 1. INTRODUCCIO´N
1.4. Objetivo del trabajo
El objetivo de este trabajo se centra en hallar un me´todo de visualizacio´n para ima´genes multi- e
hiperespectrales (ima´genes de N-bandas con N>3) con la menor pe´rdida de informacio´n posible. Nos
centraremos en un procedimiento que no requiera una especializacio´n para cada aplicacio´n particular,
si no que ofrezca un me´todo gene´rico de representacio´n. Para ello perseguiremos una serie de objetivos
presentados en la seccio´n 3.2, que nos proporcionara´n unos requisitos generales de disen˜o para la
consecucio´n de nuestro objetivo.
En [4] y [5] se desarrollan distintos me´todos de fusio´n de ima´genes multi- e hiperespectrales. Se
proponen distintos objetivos y soluciones para la visualizacio´n triest´ımula de ima´genes de N-bandas,
centra´ndose en la creacio´n de representaciones consistentes de datos multi- e hiperespectrales que
faciliten la compresio´n y el ana´lisis de escenas, y que puedan ser usadas de forma conjunta con visuali-
zaciones espec´ıficas para cada tarea. Este es un proceso de fusio´n de informacio´n por lo que conlleva de
forma inherente una pe´rdida de informacio´n. Un conjunto de envolturas espectrales fijas ponderadas
[4], dan lugar a visualizaciones que cumplen los objetivos de disen˜o expuestos en las seccio´n 3.2 y son
u´tiles para un amplio rango de tareas. Las tres bandas representadas R, G y B, sera´n integraciones
lineales fijas de la imagen multi- o hiperespectral original, ponderada por tres envolturas espectrales
distintas. Esto es similar a como funciona la visio´n humana foto´pica (a la luz del d´ıa), donde tres
tipos distintos de conos tienen diferentes envolturas espectrales de sensibilidad. Cada cono absorbe los
fotones entrantes con una probabilidad que se corresponde con la sensibilidad del cono a esa longitud
de onda. En este me´todo de visualizacio´n, la sensibilidad probabil´ıstica ha sido reemplazada por una
ponderacio´n determin´ıstica.
Del mismo modo que en el me´todo expuesto anteriormente, para reducir la dimensionalidad de un
conjunto discreto de ima´genes multivariantes para su visualizacio´n, es comu´n proyectar el conjunto
completo de ima´genes multivariantes en tres funciones base [5]. Estas funciones representara´n la pro-
babilidad sensitiva de los conos para absorber los fotones entrantes. Sean r, g, b las funciones de base
discretas, donde r[n] denota el ene´simo componente de la funcio´n de base r y n = 1, ...N . La respuesta
en cada canal de color es una proyeccio´n lineal de los datos en cada funcio´n base, es decir, realizamos
una aplicacio´n entre el vector de datos normalizado x y unos componentes escalares de color R, G y
B de la forma
R = rTx G = gTx B = bTx.
Los componentes R, G y B pueden ser escalados y cuantificados para la visualizacio´n. Las funciones
bases r, g y b pueden adaptarse a los datos, como ocurrir´ıa en un ana´lisis de componentes principales
(3.4).
Existen mu´ltiples me´todos de fusio´n de informacio´n que encaran el problema desde distintas pers-
pectivas [6][7]. Nos centraremos en extender este trabajo de reduccio´n de la dimensionalidad de la
informacio´n, ampliando los objetivos de disen˜o planteados desde una perspectiva matema´tica. Como
me´todo de fusio´n de ima´genes multi- e hiperespectrales, estudiaremos los operadores de agregacio´n
para poder llevar a cabo una visualizacio´n con la menor pe´rdida de informacio´n posible. Esta herra-
mienta matema´tica nos proporciona una relacio´n de preferencia colectiva, permitie´ndonos de este modo
resolver el problema de decisio´n de manera eficiente y flexible.
Cap´ıtulo 2
Preliminares
2.1. ¿Que´ es una imagen?
Una imagen es una representacio´n visual de una percepcio´n de un objeto real o imaginario. Las
ima´genes digitales son matrices de nu´meros, es decir, una imagen se representa de forma lo´gica como
una matriz de filas y columnas [8]. Estas matrices de datos que conforman las ima´genes se incluyen
en las clase general de informacio´n raster, lo cual conlleva que el valor informativo individual de un
punto no se asocia expl´ıcitamente con una localizacio´n particular en el suelo. La ubicacio´n de cada
valor de informacio´n (o elemento de la imagen denominado p´ıxel) viene impl´ıcito por su posicio´n en
la matriz; por consiguiente, si conocemos las coordenadas UTM de la celda superior izquierda de la
matriz o raster y el espaciado entre celdas en metros, podremos calcular la posicio´n de cualquier celda
del raster. Los valores de los nu´meros almacenados en los elementos de la matriz se encuentran dentro
de un rango espec´ıfico, usualmente entre 0 y 255, que se corresponde con el rango de luminosidad del
color asociado con la matriz imagen. El valor 0 indica una falta de los colores asociados (rojo, verde y
azul) y el valor 255 es el nivel ma´s brillante para el color representado. Los dos valores en los extremos
del rango (0 y 255) pueden ser usados con otras finalidades.
La matriz de los valores de cada p´ıxel se almacena en un a´rea especial de la memoria del ordenador
denominada memoria gra´fica. La memoria gra´fica se encuentra localizada normalmente en la tarjeta
gra´fica y no forma parte de la memoria de acceso aleatorio del ordenador (RAM).
En una imagen en escala de grises, tan solo se necesita almacenar una matriz de nu´meros para
conservar los valores de los p´ıxeles, cada uno de los cuales puede tomar un valor en los 256 niveles de
brillo, comenzando desde el 0 (negro), pasando por el 127 (tono medio de grises) y terminando en el
255 (blanco). Una imagen en escala de grises tiene tan so´lo un componente por p´ıxel, el nivel de gris;
por el contrario, una imagen a color almacena tres componentes por cada posicio´n de p´ıxel, siendo
estos los niveles de los colores primarios que conforman la luz, rojo, verde y azul.
Una imagen a color, como ya hemos expuesto, es creada usando tres matrices raster que contienen
los valores p´ıxel que representan los niveles de los tres colores primarios de la luz. Los niveles del 0 al
255 representan el rango de cada color primario desde el 0 (negro) hasta el 255 (ma´xima intensidad de
rojo, verde o azul, es decir RGB). Diferentes combinaciones de rojo, verde y azul producen los colores
del espectro, como demostro´ Sir Isaac Newton con su famoso experimento del prisma. Los colores
primarios de la luz son aditivos, es decir, juntando rojo y verde obtenemos amarillo; por el contrario,
los colores usados en impresio´n son sustractivos, por ello las impresoras de inyeccio´n usan tinta en
cian, magenta y amarillo. Presentamos en la tabla 2.1 algunos ejemplos de colores generados mediante
la adicio´n de diferentes proporciones de rojo, verde y azul. Remarcar que combinaciones RGB en las
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Intesidad de rojo Intensidad de verde Intensidad de azul Color
255 255 0 Amarillo
0 255 255 Cian
255 0 255 Magenta
127 0 0 Rojo medio
127 127 127 Gris medio
0 0 0 Negro
255 255 255 Blanco
241 0 171 Violeta
255 155 50 Naranja
Tabla 2.1: Combinaciones de los colores primarios asumiendo representacio´n de 8-bits, escala 0-255.
cuales los niveles de los tres colores sean iguales, dan lugar a tonos de gris.
No todas las ima´genes obtenidas mediante un sistema de teledeteccio´n ,presentan valores de p´ıxel
en el rango de 0-255. Por ejemplo, los datos obtenidos mediante AVHRR usan el rango 0-1023 y las
bandas te´rmicas de las ima´genes ASTER se miden en la escala 0-4095. Los valores mı´nimos y ma´ximos
de los datos ASTER tienen asociados usos espec´ıficos; por ejemplo los valores 0 y 4095 se usan para
indicar malos datos y p´ıxeles saturados respectivamente.
Los p´ıxeles almacenados en las celdas que conforman la imagen digital (los valores p´ıxel o intensida-
des p´ıxel) se representan electro´nicamente como una serie de d´ıgitos binarios (en base dos) que pueden
ser interpretados como interruptores de encendido y apagado. En base dos los nu´meros decimales 0,
1, 2, 3..., se escriben como 0, 1, 10, 11... donde cada columna de la izquierda representa sucesivamente
una potencia mayor de dos, en lugar de una potencia de diez como en el sistema decimal. Si hacemos
uso de ocho d´ıgitos binarios para registrar el valor almacenado en cada p´ıxel, en ese caso 0 y 255 se
escriben como 00000000 y 11111111. Por lo tanto, un total de ocho d´ıgitos binarios (bits) son necesarios
para representar los 256 nu´meros en el rango 0-255. El rango de las intensidades p´ıxel se denomina el
rango dina´mico de la imagen. Ya que se necesitan ocho bits para representar el rango de cada uno de
los tres colores primarios, la imagen resultante se denomina imagen de 24 bits. Existen otros me´todos
de representar informacio´n p´ıxel de una imagen; por ejemplo, una imagen de 10 bits unibanda provee
1024 niveles de gris, mientras que una imagen de 16 bits puede representar tanto datos positivos como
negativos, o tan solo positivos, dependiendo de si usamos la representacio´n con o sin signo. Los datos
reales se utilizan comunmente para almacenar valores f´ısicos en lugar de resultados cuantificados; por
ejemplo, la amplitud y fase de una imagen SAR se almacena como un par de nu´meros reales de 32
bits.
Es importante observar que el nu´mero de bits por p´ıxel en la memoria gra´fica esta´ fijado en 8 por
el hardware. Sin embargo las ima´genes obtenidas mediante teledeteccio´n se proporcionan en 10, 12,
16 y 32 bits, as´ı como en la forma de 8 bits entero, 32 bits o incluso la representacio´n 64 bits real.
Los nu´meros reales tienen puntos decimales, mientras los enteros no se encuentran fraccionados ma´s
alla´ de la unidad. La apariencia en la pantalla de la imagen se encuentra afectada por el me´todo elegido
para transformar la imagen de entrada a 8 bits. Un me´todo consiste en tomar el rango nume´rico de
los datos para cada uno de los tres colores y realizar una aplicacio´n lineal entre los valores de entrada
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y de salida, usando la siguiente relacio´n
valor de salida = (valor de entrada − valor de entradamin)(valor de entradamax − valor de entradamin) ⋅ 255, (2.1)
donde el valor de salida toma valores entre 0 y 255, valor de entradamax y valor de entradamin son
los valores ma´ximo y mı´nimo respectivamente en la imagen de entrada y el valor de entrada es el valor
p´ıxel de la imagen a convertir. Los valores extremos pueden tener un efecto substancial en el rango
de los datos de entrada y conllevar una falta de contraste en los resultados obtenidos mediante este
me´todo.
Un me´todo alternativo de transformacio´n de un imagen de entrada cuyo rango dina´mico es mayor
que 8 bits al rango 0-255, se denomina igualacio´n. Los valores p´ıxel de entrada se agrupan en 256
conjuntos mediante la mezcla de los 1024 niveles en 256 clases, las cuales contienen aproximadamente
el mismo nu´mero de p´ıxeles. Ma´s que rangos iguales, las 256 clases de salida tienen frecuencias iguales.
En comparacio´n con la aproximacio´n lineal, la igualacio´n produce una imagen de salida con un mayor
contraste. Sin embargo, ya que varios valores de entrada se transforman en el mismo valor de salida, la
trasnformacio´n es no reversible y tambie´n no lineal, ya que los pasos entre clases de salida individuales
contiguas no se corresponden con rangos iguales en los valores de entrada.
De forma general, existen tres tipos distintos de ima´genes que pueden ser almacenadas en una me-
moria gra´fica y visualizadas en una pantalla: ima´genes a color, ima´genes en escala de grises e ima´genes
etiquetadas o clasificadas. Las ima´genes a color pueden ser de tres clases. La primera denominada de
color natural, esta´ formada por tres componentes representando los colores del mundo real, las bandas
del rojo, verde y azul del visible, en las reservas de memoria del rojo, verde y azul de la memoria
gra´fica. Las ima´genes a color natural son como fotograf´ıas a color ordinarias, nos muestran los colores
como los ver´ıamos. Si las tres bandas escogidas para la visualizacio´n no representan el rojo, verde y
azul como los ver´ıamos en la realidad, el resultado es una imagen en falso color; por ejemplo, se pueden
almacenar bandas del infrarrojo cercano como tonalidades de rojo y variaciones del rojo y el azul
como variaciones del verde y azul. Tres bandas cualesquiera pueden ser almacenadas en las reservas de
memoria para rojo, verde y azul. El tercer tipo de ima´genes a color se denomina imagen a pseudocolor,
ya que los datos ocupan una u´nica reserva de memoria en lugar de tres. Esto implica que los valores
p´ıxel de una imagen de pseudocolor se encuentra en el rango entre 0 y 255. Estos 256 niveles esta´n
asociados con colores mediante una tabla de consulta. En esta representacio´n, un u´nico valor en una
posicio´n de p´ıxel dada es transformado mediante conversores de digital a analo´gico a trave´s de la tabla
de consulta.
El segundo tipo de ima´genes que pueden ser almacenadas en la memoria gra´fica y visualizadas en
pantalla son denominadas ima´genes en escala de grises. Al igual que las ima´genes a pseudocolor, las
ima´genes en escala de grises tienen tan solo un u´nico valor de entrada, representando una u´nica banda
o canal.
Una imagen etiquetada o clasificada esta´ compuesta por p´ıxeles cuyos valores representan una
equiqueta que indica una propiedad de algu´n tipo. La etiqueta por s´ı misma no presenta ningu´n
significado nume´rico. Existen me´todos de clasificacio´n de ima´genes que permiten identificar a cada
p´ıxel de la imagen dentro de una categor´ıa espec´ıfica, como un tipo espec´ıfico de cubierta del suelo.
Estas categor´ıas esta´n descritas por etiquetas como ‘1’, ‘2’, ‘3’, etc. que indican ‘agua’, ‘bosque arbolado’
o ‘suelo descubierto’. Para representar este tipo de ima´genes en una pantalla, la imagen etiquetada
es almacenada en la memoria gra´fica y los tres conversores de digital a analo´gico (rojo, verde y azul)
son programados para asignar valores RGB a los p´ıxeles individuales unibanda, como en el caso de la
imagen pseudocolor.
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2.2. Funciones de agregacio´n
En esta seccio´n se recogen las principales nociones y resultados necesarios sobre las funciones de
agregacio´n, as´ı como su clasificacio´n y propiedades generales [9].
2.2.1. Conceptos ba´sicos
Una funcio´n matema´tica es una regla que toma un valor de entrada, llamado argumento, y produce
un valor de salida. Cada valor de entrada tiene un valor de salida u´nico asociado a e´l. Una funcio´n se
denota t´ıpicamente de la forma y = f(x), donde x es el argumento e y es el valor de salida. El argumento
x puede ser un vector, es decir una tupla de longitud n: x = (x1, x2, ..., xn), donde x1, x2, ..., xn son
los denominados componentes de x.
Las funciones de agregacio´n son funciones con propiedades especiales. Nos centraremos en funciones
de agregacio´n que toman argumentos reales dentro del intervalo cerrado [0, 1] y produce un valor real
en [0, 1]. Usualmente denotamos esta transformacio´n como f ∶ [0,1]n → [0,1] para funciones que toman
argumentos con n componentes.
La finalidad de las funciones de agregacio´n es combinar valores de entrada t´ıpicamente interpretados
como grados de pertenencia en conjuntos difusos, grados de preferencia o apoyo a una hipo´tesis entre
otros.
El valor de entrada 0 es interpretado como no pertenencia, no preferencia, no evidencia, no satis-
faccio´n, etc. y de forma natural, un proceso de agregacio´n de n ceros debe producir el valor de salida 0.
De forma similar el valor 1 es interpretado como pertenencia total, preferencia o evidencia ma´s so´lida,
etc., y un proceso de agregacio´n de unos debe producir de forma natural el valor 1. Esto implica una
propiedad fundamental de las funciones de agregacio´n, la conservacio´n de los l´ımites
f(0,0, ...,0) = 0 y f(1,1, ...,1) = 1. (2.2)
La segunda propiedad fundamental es la condicio´n de monoton´ıa. Consideramos la agregacio´n
de dos valores de entrada x y y, de forma que x1 < y1 y xj = yj para todo j = 2, ..., n, v. g.,
x = (a, b, b, b), y = (c, b, b, b), a < c. Pensemos en el argumento j-e´simo de f como un grado de
preferencia respecto al j-e´simo criterio, y x e y como vectores representando dos alternativas A y
B. Por consiguiente, respecto al primer criterio B presenta preferencia sobre A; respecto al resto de
criterios ambas alternativas presentan una preferencia equitativa. Por ello no es razonable preferir A
frente a B. El nu´mero de criterios no es importante, por lo que la monoton´ıa se mantiene no solo para
el primero si no para cualquier argumento xi.
Matema´ticamente podemos expresar la monoton´ıa no decreciente en todos los argumentos como
xi ≤ yi para todo i ∈ {1, ..., n} implica f(x1, ..., xn) ≤ f(y1, ..., yn). (2.3)
Usaremos con frecuencia el desigualdad vectorial x ≤ y, que representa que cada componente de x no es
mayor que su correspondiente componente en y. De este modo la monoton´ıa no decreciente puede ser
expresada como x ≤ y implica f(x)≤ f(y). La condicio´n 2.3 es equivalente a la condicio´n de que cada
funcio´n invariante f x(t) = f(x) con t = xi y el resto de componentes de x estando fijos, es mono´tona
no decreciente en t.
La monoton´ıa en todos los argumentos y la preservacio´n de los l´ımites son las dos propiedades
fundamentales que caracterizan las funciones de agregacio´n generales. Si una de estas propiedades
falla, no podemos considerar la funcio´n f como una funcio´n de agregacio´n, ya que producir´ıa valores
de salida inconsistentes en procesos de decisio´n.
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Definicio´n 2.1. Una funcio´n de agregacio´n es una funcio´n de n > 1 argumentos que proyecta el cubo
unitario n-dimensional en el intervalo unitario f ∶ [0,1]n → [0,1], con las propiedades
1. f(0,0, ...,0) = 0 y f(1,1, ...,1) = 1
2. x ≤ y implica f(x) ≤ f (y) para todo x, y ∈ [0,1]n.
A menudo debemos considerar en el mismo marco de trabajo valores de entrada de distintos taman˜os
en la agregacio´n. En algunas aplicaciones, los vectores de entrada pueden presentar un nu´mero variable
de componentes, v. g., algunos valores pueden faltar. En estudios teo´ricos, es apropiado en un elevado
nu´mero de casos considerar una familia de funciones de n = 2, 3,... argumentos con la misma propiedad
subyacente. La siguiente construccio´n matema´tica de una funcio´n de agregacio´n extendida nos permite
definir y trabajar con esta clase de familias con cualquier nu´mero de argumentos.
Definicio´n 2.2. Una funcio´n de agregacio´n extendida es una aplicacio´n
F ∶ ⋃
n∈{1,2,...}[0,1]n → [0,1],
de forma que la restriccio´n de esta aplicacio´n al dominio [0,1]n para un n fijo es una funcio´n de
agregacio´n n-aria f, con la restriccio´n F (x) = x para n = 1.
Por consiguiente, en te´rminos ma´s sencillos, una funcio´n de agregacio´n extendida es una familia de
2, 3,... funciones de agregacio´n variables, con la restriccio´n F (x) = x para el caso especial de n = 1.
Usaremos la notacio´n fn cuando deseemos enfatizar que una funcio´n de agregacio´n tiene n argumentos.
En general, dos miembros de una de estas familias con distintos taman˜os de entrada m y n no necesitan
estar relacionados; sin embargo, observamos que en los casos ma´s interesantes presentan una relacio´n
y, en algunos casos, pueden ser calculados usando una u´nica fo´rmula gene´rica.
En la siguiente seccio´n presentaremos algunas propiedades generales de funciones de agregacio´n
y funciones de agregacio´n extendidas. En general una propiedad se mantiene para una funcio´n de
agregacio´n extendida F si y so´lo si se mantiene para cada miembro de la familia fn.
Mostramos a continuacio´n a modo de ejemplo funciones de agregacio´n que, debido a que son va´lidas
para n > 1 actu´an como funciones de agregacio´n extendidas:
Media Aritme´tica: fn(x) = 1
n
(x1 + x2 + ...xn).
Media Geome´trica: fn(x) = n√x1x2...xn.
Media Armo´nica: fn(x) = n1
x1
+ 1
x2
+ ... + 1
xn
.
Mı´nimo: mı´n(x) = mı´n{x1, ..., xn}.
Ma´ximo: ma´x(x) = ma´x{x1, ..., xn}.
Producto: fn(x) = x1x2...xn =∏ni=1 xi.
Suma Limitada: fn(x) = mı´n{1,∑ni=1 xi}.
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2.3. Clasificacio´n y propiedades generales
2.3.1. Clases principales
Existen diversas sema´nticas de funciones de agregacio´n, a partir de las cuales se definen las princi-
pales clases. En algunos casos se desea llevar a cabo un promedio entre los distintos valores de entrada;
en otros casos las funciones de agregacio´n modelizan conectivas lo´gicas, conjuncio´n o disyuncio´n, de
forma que los valores de entrada se refuerzan entre ellos; a veces el comportamiento de las funciones
de agregacio´n dependen de los valores de entrada.
Las cuatro clases principales de funciones de agregacio´n son: Promedio, Conjuncio´n, Disyuncio´n y
Mixto.
Definicio´n 2.3. Una funcio´n de agregacio´n f presenta un comportamiento promedio si para cada x
esta´ limitada por
mı´n(x) ≤ f(x) ≤ ma´x(x).
Definicio´n 2.4. Una funcio´n de agregacio´n f presenta un comportamiento conjuntivo si para cada x
esta´ limitada por
f(x) ≤ mı´n(x) = mı´n(x1, x2, ..., xn)
Definicio´n 2.5. Una funcio´n de agregacio´n f presenta un comportamiento disjuntivo si para cada x
esta´ limitada por
f(x) ≥ ma´x(x) = ma´x(x1, x2, ..., xn)
Definicio´n 2.6. Una funcio´n de agregacio´n f presenta un comportamiento mixto si no pertenece a
ninguna de las clases anteriores, es decir, si exhibe diferentes tipos de comportamientos en distintas
partes del dominio.
2.3.2. Propiedades principales
Definicio´n 2.7. Una funcio´n de agregacio´n f se denomina idempotente si para cada valor de entrada
x = (t, t..., t) = t, t ∈ [0,1] la salida es f(t, t..., t) = t.
Debido a la monoton´ıa de f, la idempotencia es equivalente a un promedio.
Las funciones de agregacio´n mı´nimo y ma´ximo son las u´nicas funciones que son al mismo tiempo
conjuntivas (disjuntivas) y promedio, y por tanto idempotentes.
Ejemplo 2.8. La media aritme´tica es una funcio´n de agregacio´n promedio (idempotente)
f(x) = 1
n
(x1 + x2 + ... + xn).
Ejemplo 2.9. La media geome´trica es una funcio´n de agregacio´n promedio (idempotente)
f(x) = n√x1x2 ... xn.
Ejemplo 2.10. El producto es una funcio´n de agregacio´n conjuntiva
f(x) = n∏
i=1 xi = x1x2 ... xn.
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Definicio´n 2.11. Una funcio´n de agregacio´n f se denomina sime´trica, si su valor no depende de la
permutacio´n de sus argumentos, es decir,
f(x1, x2, ..., xn) = f(xP (1), xP (2), ..., xP (n))
Ejemplo 2.12. Las medias aritme´tica y geome´trica y el producto en los ejemplos 2.8-2.10 son funciones
de agregacio´n sime´tricas. Una media aritme´tica ponderada con pesos no iguales w1, w2, ... ,wn, no
negativos y que suman la unidad, es no sime´trica
f(x) = n∑
i=1wixi = w1x1 +w2x2 + ... +wnxn.
La permutacio´n de los argumentos es muy importante en agregacio´n, ya que ayuda a expresar la
simetr´ıa, as´ı como en la definicio´n de otros conceptos. Una permutacio´n de (1, 2..., 5) es una tupla
como (5, 3, 2, 1, 4). Existen n! = 1 × 2 × 3 × ... × n posibles permutaciones de (1, 2..., n).
Denotaremos un vector cuyos componentes hayan sido reorganizados en un orden dado por una per-
mutacio´n P por xP = (xP (1), xP (2), ..., xP (n)); en nuestro ejemplo, xP = (x5, x3, x2, x1, x4). A menudo
haremos uso de las siguientes permutaciones especiales de los componentes de x.
Definicio´n 2.13. Denotamos por x↗ el vector obtenido reorganizando los componentes en orden
creciente de x, es decir, x↗= xP donde P es la permutacio´n tal que xP (1) ≤ xP (2) ≤ ... ≤ xP (n).
Del mismo modo denotamos por x↘ el vector obtenido reorganizando los componentes en orden
decreciente de x, es decir, x↘= xP donde P es la permutacio´n tal que xP (1) ≥ xP (2) ≥ ... ≥ xP (n).
Definicio´n 2.14. Una funcio´n de agregacio´n f es estrictamente mono´tona creciente si
x ≤ y pero x ≠ y implica f(x) < f(y) para todo x,y ∈ [0,1]n.
La monoton´ıa estricta es una propiedad bastante restrictiva. Notar que no existen funciones de
agregacio´n conjuntivas y disyuntivas estrictamente mono´tonas; esto es debido a que toda funcio´n con-
juntiva coincide con mı´n(x) para aquellos valores x que tienen al menos un componente igual a cero,
y el mı´nimo no es estrictamente mono´tono (del mismo modo las funciones de agregacio´n disyuntivas
coinciden con el ma´x(x) para aquellos valores x que tienen al menos un componente xi = 1). Sin
embargo, la monoton´ıa estricta en conjuntos semiabiertos ]0, 1]n es considerada a menudo para funcio-
nes de agregacio´n conjuntivas ([0, 1[n respectivamente para funciones disjuntivas). Existen mu´ltiples
funciones de agregacio´n promedio estrictamente mono´tonas, como por ejemplo medias aritme´ticas.
Definicio´n 2.15. Una funcio´n de agregacio´n f tiene un elemento neutro e ∈ [0,1], si para todo t ∈ [0,1]
en cualquier posicio´n se cumple
f(e, ..., e, t, e, ..., e) = t.
Para funciones de agregacio´n extendidas, existe una versio´n ma´s fuerte de esta propiedad, que
relaciona funciones de agregacio´n con un nu´mero distinto de argumentos.
Definicio´n 2.16. Una funcio´n de agregacio´n extendida F tiene un elemento neutro e ∈ [0,1], si para
todo x con xi = e, para 1 ≤ i ≤ n, y para todo n ≥ 2,
fn(x1, ..., xi−1, e, xi+1, ..., xn) = fn−1(x1, ..., xi−1, xi+1, ..., xn)
Cuando n = 2, tenemos f(t, e) = f(e, t) = t; por ello, mediante iteraciones de esta propiedad obtenemos
como consecuencia que todo miembro fn de la familia tiene el elemento neutral e, es decir,
fn(e, ..., e, t, e, ..., e) = t
para t en cualquier posicio´n.
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Ejemplo 2.17. La funcio´n producto f(x) =∏xi tiene como elemento neutro e = 1. Del mismo modo
la funcio´n mı´n tiene como elemento neutro e = 1 y la funcio´n ma´x tiene como elemento neutro e = 0.
La media aritme´tica no tiene elemento neutro.
Existe tambie´n el caso en el que un valor espec´ıfico a de cualquier argumento, produce el valor de
salida a. Por ejemplo, si usamos la conjuncio´n para la agregacio´n, si cualquier valor de entrada es 0,
el valor de salida sera´ tambie´n 0.
Definicio´n 2.18. Una funcio´n de agregacio´n f tiene un elemento absorbente a ∈ [0,1] si
f(x1, ..., xi−1, a, xi+1, ..., xn) = a,
para todo x tal que xi = a con a en cualquier posicio´n.
Ejemplo 2.19. Toda funcio´n de agregacio´n conjuntiva tiene como elemento absorbente a = 0. Toda
funcio´n de agregacio´n disjuntiva tiene como elemento absorbente a = 1. La media geome´trica tiene
como elemento absorbente a = 0.
Definicio´n 2.20. Un elemento a ∈ [0,1] es un divisor cero de una funcio´n de agregacio´n f si para
todo i ∈ {1, ..., n} existe algu´n x∈]0,1]n tal que su componente ie´simo sea xi = a y mantenga f(x) = 0,
es decir, la igualdad
f(x1, ..., xi−1, a, xi+1, ..., xn) = 0,
se cumpla para algu´n x > 0 con a en cualquier posicio´n.
La interpretacio´n de divisores cero es directa: si uno de los valores de entrada toma el valor a o un
valor menor, el valor de agregacio´n puede ser cero para algu´n x; por lo que es posible tener el valor
de agregacio´n cero, incluso en el caso de que todos los valores de entrada sean positivos. El valor ma´s
alto de a juega el papel de umbral, el l´ımite ma´s bajo en todos los valores de entrada que garantiza un
valor de salida no nulo. Es decir, si b no es un divisor cero, entonces f(x) > 0, si para todo xi ≥ b.
Definicio´n 2.21. Un elemento a ∈ [0,1] es un divisor unidad de una funcio´n de agregacio´n f si para
todo i = 1, ..., n existe algu´n x∈ [0,1[n tal que su componente ie´simo sea xi = a y mantenga f(x) = 1,
es decir, la igualdad
f(x1, ..., xi−1, a, xi+1, ..., xn) = 1,
se cumpla para algu´n x < 1 con a en cualquier posicio´n.
La interpretacio´n es similar: el valor de cualquier valor de entrada mayor que a puede convertir
el valor de salida f(x) = 1, incluso en el caso de que ninguno de los valores de entrada sea igual a 1.
Por otro lado, si b no es un divisor unidad, el valor de salida no puede ser uno si todos los valores de
entrada son menores que b.
Definicio´n 2.22. Una funcio´n f de dos argumentos es asociativa si f(f(x1, x2), x3) = f(x1, f(x2, x3))
se cumple para todo x1, x2, x3 en su dominio.
Consecuentemente la funcio´n de agregacio´n n-aria puede ser de un modo u´nico aplicando iterati-
vamente f2 como
fn(x1, ..., xn) = f2(f2(...f2(x1, x2), x3), ..., xn).
Ejemplo 2.23. Las funciones producto, mı´nimo y ma´ximo son funciones de agregacio´n asociativas.
La media aritme´tica no es asociativa.
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Definicio´n 2.24. Una funcio´n de agregacio´n extendida F se puede desomponer si para todo m,n =
1,2, ... y para todo x ∈ [0,1]m, y ∈ [0,1]n:
fm+n(x1, ..., xm, y1, ...yn) =
fm+n (fm(x1, ..., xm)), fm(x1, ..., xm)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
m veces
, y1, ..., yn).
Definicio´n 2.25. Una funcio´n de agregacio´n extendida F es bisime´trica si para tod m,n = 1,2, ... y
para todo x ∈ [0,1]mn:
fmn(x) =fm(fn(x11, ..., x1n), ..., fn(xm1, ..., xmn)=fn(fm(x11, ..., xm1), ..., fm(x1n, ..., xmn).
Una funcio´n de agregacio´n extendida sime´trica asociativa es bisime´trica. Sin embargo existen fun-
ciones de agregacio´n extendidas sime´tricas y bisime´tricas no asociativas, como por ejemplo las medias
aritme´tica y geome´trica.
Definicio´n 2.26. Una funcio´n de agregacio´n f ∶ [0,1]n → [0,1] es invariante ante traslaciones si para
todo λ ∈ [−1,1] y para todo (x1, ..., xn) ∈ [0,1]n se cumple
f(x1 + λ, ..., xn + λ) = f(x1, ..., xn) + λ
cuando (x1 + λ, ...xn + λ) ∈ [0,1]n y f(x1, ..., xn) + λ ∈ [0,1].
Definicio´n 2.27. Una funcio´n de agregacio´n f ∶ [0,1]n → [0,1] es homoge´nea si para todo λ ∈ [0,1]
y para todo (x1, ..., xn) ∈ [0,1]n se cumple
f(λx1, ..., λxn) = λf(x1, ..., xn).
Las funciones de agregacio´n que son invariantes ante traslaciones y homoge´neas se denominan
funciones de agregacio´n lineales.
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Cap´ıtulo 3
Estudio matema´tico del problema
Cualquier problema en el contexto de la ciencia de datos debe considerarse desde un punto de vista
matema´tico. En el caso en que nos ocupa, la visualizacio´n de ima´genes MHE, existe relativamente poca
literatura relevante.
La tarea puede, o debe, entenderse como un proceso de fusio´n de informacio´n. Al fin y al cabo, existe
una informacio´n asociada a cada p´ıxel cuya dimensionalidad es N > 3 y debe reducirse a N = 3. Esta
informacio´n puede darse en forma de vector (multiespectral), funcio´n discretizada (hiperespectral), o
cualquier forma intermedia; pero esto parece ser irrelevante desde el punto de vista de la fusio´n. Ahora
bien, la manera en que esta fusio´n se aborda puede ser muy debatible. Se podr´ıa trabajar p´ıxel a p´ıxel,
dada una funcio´n de fusio´n
f ∶ RN ↦ R3 ,
de la misma manera que se podr´ıa trabajar con operadores de a´rea local que consideren vecindarios
alrededor de cada p´ıxel. Por ejemplo,
f ∶ (R(k×k))n ↦ R3 ,
donde k × k es el taman˜o del a´rea considerada alrededor de cada p´ıxel.
En cualquier caso, existe una duda ma´s alla´ del modelo de fusio´n elegido, y no es otra que el
objetivo del mismo. ¿Que´ debe cumplir una visualizacio´n de una imagen MHE? ¿Que´ debe preservar
como identificable/indistiguible? ¿Cua´les son los criterios de calidad que determinara´n el e´xito del
proceso?
La literatura contiene relativamente pocos ejemplos de autores interesados en estas preguntas, a
pesar de que parece un problema apremiante. De hecho, la mayor parte de los trabajos basados en
tecnolog´ıa MHE muestran algu´n tipo de visualizacio´n de sus datos. Sin embargo, estas visualizaciones
no parecen seguir esta´ndares o criterios de calidad.
Un trabajo relevante, y totalmente enfocado en la visualizacio´n de ima´genes MHE es [4]. En este
trabajo los autores proponen un estudio de las objetivos que debe tener un proceso de visualizacio´n
de ima´genes hiperespectrales. En concreto, se interesan por modelar consistent representations of hy-
perspectral data that can facilitate understanding and analysis of hyperspectral scenes, and may be used
in conjunction with task-specific visualizations [4]. Sus objetivos se resumen en una serie de objetivos
que, idealmente, una visualizacio´n de ima´genes hiperespectrales deber´ıan cumplir.
Las visualizaciones propuestas por Jacobson y Gupta se restringen a visualizaciones tri-est´ımulo,
ve´ase RGB o equivalente. Por ello, la Seccio´n 3.1 se refiere a la representacio´n visual del color, mientras
que la Seccio´n 3.2 queda dedicada al ana´lisis de los objetivos propuestos en [4]. La seccio´n 3.3 se dedica
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al ana´lisis cr´ıtico de dichos objetivos, y finalmente la Seccio´n 3.4 analiza las alternativas existentes para
cumplirlos.
3.1. La importancia del color
En nuestra vida diaria nos encontramos rodeados de ima´genes a color en impresiones, televisio´n,
monitores de ordenadores, fotograf´ıas y pel´ıculas. La percepcio´n del color es el resultado de la interac-
cio´n entre un est´ımulo f´ısico, receptores en el ojo humano que percibe el est´ımulo y el sistema neural y
el cerebro, los cuales son los responsables de comunicar e interpretar las sen˜ales percibidas por el ojo
[10]. Este proceso implica mu´ltilples feno´menos f´ısicos, neuronales y congnitivos, los cuales han de ser
entendidos para poder comprender de forma completa la visio´n de color.
El est´ımulo f´ısico para el color es la radiacio´n electromagne´tica en la regio´n del visible del espec-
tro, la cual se denomina comunmente como luz. En el aire o el vac´ıo, la regio´n visible del espectro
electromagne´tico se define tipicamente como la regio´n de la longitud de onda entre λmin = 360nm y
λmax = 830nm. La luz estimula los receptores de la retina en el ojo, que causan el feno´meno de la visio´n
y la percepcio´n de color.
El color es un feno´meno percibido y no una dimensio´n f´ısica como pueden ser la longitud o la tem-
peratura, aunque la radiacio´n electromagne´tica del espectro visible es mensurable como una cantidad
f´ısica [11]. El observador puede percibir dos sensaciones de color diferentes como completamente iguales
o como metame´ricas. La identificacio´n de colores a trave´s de la informacio´n obtenida del espectro, no
es u´til para etiquetar colores que han sido medidos fisiolo´gicamente y evaluados en la mayor´ıa de los
casos con un nu´mero pequen˜o de sensores. Una forma apropiada de representacio´n debe ser obtenida
mediante el almacenamiento, visualizacio´n y procesamiento de las ima´genes a color. Esta representa-
cio´n debe adecuarse a los requerimientos matema´ticos del algoritmo de procesamiento de las ima´genes
a color, a las condiciones te´cnicas de la ca´mara, impresora o monitor, y a la percepcio´n humana del co-
lor. Estos mu´ltiples objetivos no pueden ser alcanzados por igual simu´ltaneamente; por este motivo, se
utilizan diferentes representaciones en el procesamiento de ima´genes a color dependiendo del objetivo
que deseemos lograr.
Los espacios de color indican los sistemas de coordenadas de color en los cuales los valores p´ıxeles
de la imagen esta´n representados. La diferencia entre dos valores imagen en un espacio de color se de-
nomina distancia de color. Los nu´meros que describen las diferentes distancias de color en el respectivo
modelo de color, son por lo general distintos a las diferencias de color percibidas por los humanos.
3.1.1. El sistema de color esta´ndar
El modelo de mezcla de color aditiva se utiliza cuando luz formada por distintas longitudes de
onda alcanza un lugar ide´ntico en la retina o sensor de la imagen. Los distintos est´ımulos de color se
combinan en un solo color mediante solapado. Debido a la Primera Ley de mezcla aditiva de colores de
Grassmann, cualquier est´ımulo de color puede ser expresado de forma u´nica por un conjunto particular
de tres est´ımulos de colores primarios, mientras cada uno de los est´ımulos primarios sea independiente.
Usando la notacio´n vectorial, los vectores unitarios de los colores primarios pueden ser vistos como
una base (no necesariamente ortonormal) de un espacio vectorial. La Primera Ley de Grassmann de
la mezcla de color puede ser expresada como
M = RR +GG +BB. (3.1)
Las cantidades de colores primarios R, G, B en el color mezclado M esta´n indicadas como R, G y
B. Sin embargo no todos los colores pueden ser producidos con un u´nico conjunto de colores primarios.
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Esto no representa ningu´n tipo de contradiccio´n con la Primera Ley de mezcla de color de Grassmann
ya que las cantidades de colores primarios pueden considerarse negativas en la combinacio´n de colores,
por ejemplo
M +RR = GG +BB.
El principio de combinacio´n de color mencionado tambie´n se puede extender a un conjunto M de
n colores, donde aplicar´ıamos las relaciones
M = {Mi∣i = 1, ..., n} con Mi = R⋅R +Gi ⋅G +Bi ⋅B y
M1...n = R ⋅∑ni=1Ri +G ⋅∑ni=1Gi +B ⋅∑ni=1Bi . (3.2)
Analizando la longitud de onda del visible en n intervalos estrechos, cada uno de ellos se corre-
pondera´ de forma aproximada con un est´ımulo de un color espectral. Remarcar que la frecuencia de
banda en general se encuentra entre 2 y 10 nano´metros. Si Mi en las ecuaciones anteriores representa
valores de intervalos espectrales de color, cualquier est´ımulo de color puede ser expresado a partir
de una mezcla aditiva de un subconjunto de M que se corresponde con la composicio´n espectral. Si
aproximamos la banda de longitud de onda a cero, obtendremos un est´ımulo de color continuo M(λ)
de la forma
M(λ) = R(λ) ⋅R +G(λ) ⋅G +B(λ) ⋅B. (3.3)
En aras de la estandarizacio´n, la Comisio´n Internacional de la Iluminacio´n (CIE) establecio´ los valores
primarios monocroma´ticos usados, as´ı como las funciones de igualacio´n o correspondencia del color, en
1931 como la definicio´n del observador colorime´trico esta´ndar CIE 1931 de 2○.
Las tres funciones indican la cantidad de cada primario que son necesarias para igualar el color de
un vatio de potencia radiante de la longitud de onda indicada. Han sido definidas de modo que las
a´reas situadas debajo de las tres curvas sean iguales entre s´ı para que los valores del triest´ımulo del
blanco equienerge´tico sean iguales. Las funciones vendra´n dadas por la expresio´n
m¯(λ) = r¯(λ) ⋅R + g¯(λ) ⋅G + b¯(λ) ⋅B. (3.4)
Para poder obtener una mezcla de color que cubra todo el a´rea de las longitudes de onda correspon-
dientes a la regio´n del visible, el CIE definio´ unos valores primarios virtuales X, Y, Z, ya que presentan
una mayor aplicacio´n en colorimetr´ıa. La conversio´n de las curvas de valores espectrales reales a fun-
ciones de igualacio´n virtuales x¯(λ), y¯(λ), z¯(λ) se obtiene a trave´s de una transformacio´n lineal de las
funciones de igualacio´n de la forma
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x¯(λ)
y¯(λ)
z¯(λ)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.49000 0.31000 0.20000
0.17697 0.81240 0.01063
0.00000 0.01000 0.99000
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⋅
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
r¯(λ)
g¯(λ)
b¯(λ)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
3.1.2. Espacio de color RGB
El espacio de color ma´s comunmente usado en tecnolog´ıa computacional es el espacio de color RGB,
el cual esta´ basado en la mezcla aditiva de tres colores primarios R, G y B. Se trata de un espacio
de color orientado te´cnicamente. Las longitudes de onda estandarizadas internacionalmente son 700.0
nm, 546.1 nm y 435.8 nm para el rojo, verde y azul respectivamente. Remarcar que los te´rminos rojo,
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verde y azul fueron introducidos u´nicamente con el propo´sito de estandarizar la descripcio´n de los
colores primarios; los colores visibles y las longitudes de onda no son equivalentes. Para evitar posibles
confusiones se puede usar la notacio´n L, M y S para las longitudes de onda larga, media y corta
respectivamente, en lugar de la notacio´n R, G y B.
Los colores primarios son para la mayor´ıa los colores de referencia de los sensores de escaneo.
Forman una base vectorial de un espacio tridimensional ortogonal vectorial de color, donde el vector
cero representa el negro; el origen tambie´n se denomina punto negro. Por lo tanto cualquier color puede
ser visto como una combinacio´n lineal de los vectores base en el espacio RGB ; en este espacio de color
cualquier imagen a color es automa´ticamente tratada como una funcio´n vectorial de tres componentes.
Los tres componentes del vector vienen determinados por las intensidades medidas de la luz visible en
el a´rea de onda larga, media y corta. Para una imagen digital en color C (tres canales), se definen tres
componentes vectoriales R, G, B para cada p´ıxel de la imagen (x, y)
C(x, y) = (R(x, y),G(x, y),B(x, y))T = (R,G,B)T . (3.5)
Nos referimos a estos valores como valores triest´ımulos. Los colores que representamos mediante com-
binaciones expl´ıcitas de valores de los componentes vectoriales R, G, B son entidades dependientes.
Todos los vectores (R,G,B)T con componentes enteros 0 ≤ R,G,B ≤ Gmax caracterizan un u´nico color
en el espacio de color RGB. Gmax + 1 indica el mayor valor permitido en cada componente del vector.
Los colores primarios rojo (Gmax,0,0)T , verde (0,Gmax,0)T , azul (0,0,Gmax)T , y los colores com-
plementarios amarillo (Gmax,Gmax,0)T , magenta (Gmax,0,Gmax)T , cian (0,Gmax,Gmax)T , as´ı como
los colores acroma´ticos blanco (Gmax,Gmax,Gmax)T y negro (0,0,0)T , representan los l´ımites de un
cubo de color, que esta´ formado por las posibles combinaciones de valores R, G, B. Todos los vectores
de color (R,G,B)T con 0 ≤ R,G,B ≤ Gmax caracterizan un color en el espacio de color RGB. Todos los
colores acroma´ticos (tonos grises) se encuentran en la diagonal principal (u,u, u)T , con 0 ≤ u ≤ Gmax.
El espacio de color RGB es el ma´s aplicado en la representacio´n computacional interna de ima´genes
a color. Su amplia distribucio´n se debe, entre otras cosas, a la gran estandarizacio´n de los tres colores
primarios. Casi todos los colores visibles pueden ser representados por una combinacio´n lineal de los tres
vectores. Para objetos ide´nticos, valores de colores que difieren son generados con ca´maras o esca´neres
distintos ya que sus colores primarios en general no coinciden. El proceso de ajustar los valores de los
colores entre distintos instrumentos se denomina gestio´n del color ; por ejemplo entre una ca´mara RGB
y un monitor RGB.
En 1996, el Consorcio Internacional del Color (ICC) propuso un espacio de color esta´ndar sRGB
para Internet. Los valores triest´ımulos son simplemente combinaciones de los valores XYZ de CIE.
Pueden ser obtenidos mediante la expresio´n
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
RsRGB
GsRGB
BsRGB
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
3.2410 −1.5374 −0.4986
−0.9692 1.8760 0.0416
0.05556 −0.2040 1.0570
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⋅
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
X
Y
Z
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
3.1.3. Otros espacios de color
Un espacio de color uniforme es un espacio de color en el cual, cambios en las coordenadas de color
dan lugar a cambios proporcionales en el tono y la saturacio´n del mismo. Esto no ocurre en el caso
de espacios de color f´ısicos o te´cnicos, como es el caso del RGB. La CIE recomendo´ el uso del espacio
de color LAB 1976 (CIELAB) como una aproximacio´n a espacios de color uniformes. Es derivado del
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sistema de color esta´ndar XYZ y fue desarrollado para facilitar la medida de color de acuerdo con el
sistema de color de Munsell. Este sistema se basa en tres cualidades que dispone cada color: tono o
matiz, luminosidad o valor y saturacio´n o colorido.
Los para´metros L*a*b representan la luminosidad de color, la posicio´n entre el rojo y el verde, y
la posicio´n entre el amarillo y el azul respectivamente. Ya que se trata de un modelo muy extendido
en imagen, las transformaciones hacia y desde CIELAB a otros espacios de color son muy usadas.
Existen espacios de colores basados intuitivamente en la percepcio´n humana del color, que presentan
un gran intere´s en los campos de visio´n por computador y computacio´n gra´fica. Un color puede ser
descrito con mayor facilidad de forma intuitiva mediante los valores de tono, saturacio´n del color e
intensidad, en lugar de los componentes vectoriales en el espacio de color RGB. En el espacio de color
HSI el tono, la saturacio´n y la intensidad forman los ejes de coordenadas. Este espacio de color es
muy adecuado para el procesamiento de ima´genes a color y para definir caracter´ısticas visuales locales
interpretables. Definimos un color q = (R,G,B)T en el espacio de color RGB. El tono H del color q
caracteriza el color dominante contenido en q; la saturacio´n S del color q es una medida de la pureza
del color. Este para´metro depende del nu´mero de longitudes de onda que contribuyen a la percepcio´n
del color; cuanto ma´s ancho sea el rango de las longitudes de onsa, menor sera´ la pureza del color
y viceversa. La intensidad I del color q se corresponde con la luminosidad relativa. Para el color
q = (R,G,B)T en el espacio de color RGB, la representacio´n (H,S, I)T se encuentra en el espacio de
color HSI. Una de las ventajas del espacio de color HSI es la separacio´n de la informacio´n croma´tica
y acroma´tica. Una desventaja de este modelo es la existencia de singularidades.
El espacio de color HSV, tambie´n llamado HSB, es muy comunmente usado en el campo de compu-
tacio´n gra´fica. Como el espacio de color HSI se trata de un modelo basado en la percepcio´n humana,
y usamos el tono, saturacio´n e intensidad como ejes de coordenadas. Tanto el espacio de color HSV
como el HSI presentan el problema de que la transformacio´n de una l´ınea recta en el espacio RGB,
en general no se corresponde con una l´ınea recta en estos dos modelos. Una ventaja del espacio HSV
reside en que se corresponde con el sistema de color del que har´ıa uso un pintor al mezclar los colores,
por lo que resulta muy intuitivo operar con e´l y su aprendizaje. En procesamiento de ima´genes a color
digitales, el espacio de color HSV es de una importancia menor; es usado en manipulacio´n de los
valores de color de una imagen, por ejemplo en software de ediccio´n de ima´genes raster.
Adema´s de los tres canales RGB de una imagen, existe un cuarto canal denominado canal alpha.
Este canal de 8 bits determina la opacidad del p´ıxel a definir, es decir, el grado de transparencia que
presenta. Un valor alpha de cero indica un p´ıxel completamente transparente, que no aporta ninguna
contribucio´n a la imagen final; un valor alpha de 255 representa un p´ıxel completamente opaco, que
oculta cualquier p´ıxel subyacente. Los valores intermedios entre 0 y 255, representan contribuciones
parciales o colores semi-transparentes. Este canal extra nos permite unir y fusionar ima´genes que
presenten distintas formas y taman˜os. dentro de los mu´ltiples formatos de ima´genes disponibles, algunos
como el JPG no soportan dicha informacio´n de canal alpha, por lo que en muchos casos no sera´ el
formato adecuado para trabajar. Por el contrario, existen algunos formatos como el TIFF, TGA o
PNG que s´ı que pueden almacenar informacio´n en canales alpha, por lo que su uso se encuentra muy
extendido.
Por u´ltimo, cabe destacar que algunos autores han buscado representaciones de color ma´s completas
y complejas que el tristimulus esta´ndar. Por un lado, esta´n los autores que han trabajado en gamuts
(paletas) espec´ıficas que tratan de capturar circunstancias espec´ıficas o que tratan de adaptarse a
ciertas condiciones de las ima´genes. Por otro lado, y de una manera ma´s ambiciosa, se han presentado
modelos de 9 canales que son capaces de discernir los tres tipos de luz con influencia en el tono percibido
en un p´ıxel o regio´n de p´ıxeles: (a) la luz ambiental, (b) el color del objeto en cuestio´n y (c) los destellos
propios del material del objeto. En estos trabajos sobresalen las diferentes propuestas de Gevers et al.
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usando el model de color de von Kries (von Kries model) y las posteriores extensiones de Finlayson et
al.. Estos modelos tratan de capturar, modelar y representar cada uno de los colores para poder hacer
ana´lisis de color que sean, por ejemplo, independientes de la luz ambiental presente en el momento de
la captura de una imagen.
3.2. Objetivos de disen˜o de Jacobson-Gupta
Consideramos a continuacio´n los principales objetivos de disen˜o de visualizacio´n para la fusio´n
de un conjunto de ima´genes multi- o hiperespectrales, de forma que preservamos la mayor cantidad
de informacio´n y facilitemos la interpretabilidad. No todos los objetivos de disen˜o presentara´n la
misma importancia para todas las tareas y puede no ser posible alcanzarlos todos simulta´neamente;
sin embargo, lograr cada uno de ellos incrementara´ la transmisio´n efectiva de la informacio´n [4, 5].
Es importante remarcar que estos objetivos pueden aplicarse de manera convencional a casi cual-
quier tipo de imagen de alta dimensionalidad, siendo las ima´genes hiperespectrales y las imagenes
multiespectrales dos ejemplos de ello.
1. S´ıntesis. La visualizacio´n debe resumir con exactitud la informacio´n original. Las funciones li-
neales fundamentales proporcionan un promedio ponderado de la informacio´n y en este sentido,
un resumen. Para que sea ma´s adecuado para un uso general, deber´ıa existir la posibilidad de
ponderar la representacio´n de forma arbitraria. En la mayor´ıa de los casos todos los componentes
sera´n representados de forma equitativa, pero en algunas aplicaciones puede ser deseable enfa-
tizar componentes con una mayor relacio´n sen˜al/ruido (SNR) o ponderar en mayor medida la
informacio´n reciente.
2. Representacio´n consistente. La representacio´n visual de la informacio´n debe ser consistente
con la visio´n humana, tal que los colores mostrados tengan significados coherentes. Cualquier
espectro es siempre mostrado con el mismo valor de color, de forma que se favorezca su iden-
tificacio´n en distintas ima´genes; este objetivo tambie´n facilita la comparacio´n entre diferentes
representaciones. Si los colores visualizados se corresponden con un sistema ya existente de aso-
ciacio´n de colores, nos ofrece una nueva ventaja. Esta limitacio´n puede ser alterada para permitir
un escalado de la luminosidad de la imagen representada, lo que resultar´ıa en un espectro repre-
sentado de forma consistente con la misma tonalidad y saturacio´n.
3. Rapidez computacional. El sistema computacional debe ser suficientemente eficiente para
representar la visualizacio´n de forma ra´pida, permitiendo interactividad a tiempo real.
4. Preservacio´n de bordes. Los bordes (para todas las resoluciones espaciales) en las ima´genes
multi- e hiperespectrales originales son representados fielmente en la visualizacio´n.
5. Optimizacio´n del sistema. El disen˜o es optimizado para adecuarse a las caracter´ısticas de
la visualizacio´n y el sistema visual humano. Representaciones triest´ımulas esta´ndar pueden ser
abordadas desde el espacio de color RGB e interpretadas en el contexto de la visio´n humana
usando un espacio de color disen˜ado por su uniformidad perceptiva como CIELab.
6. Punto blanco de energ´ıa equitativa. Un p´ıxel con el mismo valor de reflectancia para cada
banda espectral se representa como una tonalidad de gris. Por ello, la falta de saturacio´n de color
se relaciona con cua´nto se asemeja un objeto a un cuerpo gris reflector difuso. En los extremos, un
valor cero para todos las componentes del vector de informacio´n se representa como negro y un
valor ma´ximo para todas las componentes como el punto blanco de la representacio´n. Podemos
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representar esto mediante un vector de pesos w, que para cada uno de los canales RGB cumpla
la relacio´n
n∑
i=1wi = 1,
para una imagen multi- o hiperespectral de n bandas.
7. Caracter´ısticas preatentivas apropiadas. La visualizacio´n debe minimizar las caracter´ısticas
preatentivas de la imagen que distraen al espectador sin razo´n de ser. Por ejemplo, una pequen˜a
regio´n brillante de color saturada sobre un fondo de un color distinto destacara´, llamando la
atencio´n del espectador.
8. Diferencia efectiva ma´s pequen˜a. Las distinciones visuales no han de ser mayores de lo
estrictamente necesario para mostrar diferencias relativas. Las distinciones mı´nimas reducen las
agrupaciones visuales y el uso de las mı´nimas diferencias efectivas ayuda en el disen˜o de elementos
secundarios y estructurales como flechas o realces. Por ello podemos definir un valor umbral 
que determina la distincio´n mı´nima necesaria de forma que la diferencia visual entre dos puntos
Ω1, Ω2 cumpla
Ω2 −Ω1 ≤ .
9. Representacio´n de luma equitativo. Una representacio´n de luma equitativo es un me´todo
de especificar que a todos los componentes de la informacio´n se les da la misma importancia en
la visualizacio´n. Para precisar esta idea, definimos un punto de Kronecker como un vector de N
componentes
x[n] = δ[n − n0],
donde n nos propociona el ı´ndice de los componentes de la informacio´n n = 1,2, ...N , n0 es un
ı´ndice fijo n0 ∈ {1,2, ...,N} y δ[n − n0] = 0 excepto para n = n0, en cuyo caso δ[n − n0] = 1.
Si la luminosidad CIELab representada de puntos de Kronecker es la misma para todo n0, se
denomina una representacio´n de luma equitativo.
10. Diferencias croma´ticas equitativas. La diferencia croma´tica entre dos representaciones para
dos puntos de Kronecker
x0 = δ[n − n0] y x1 = δ[n − n1],
deber´ıa ser la misma para todas las diferencias espaciadas equitativamente ∣∣n0−n1∣∣. Esto ayuda
al espectador a distinguir de forma correcta diferencias en la representacio´n.
11. Paleta natural. Las visualizaciones usan una paleta y una distribucio´n de color consistentes con
las ima´genes naturales. Este objetivo se basa en que los humanos esta´n disen˜ados para interpretar
escenas naturales y se basa en parte en la interpretacio´n incorrecta causada por los colores fuertes
saturados.
La visualizacio´n crea una paleta natural de colores, produciendo colores preatentivos (como
colores brillantes saturados) cuando es apropiado, pero sin crear distracciones preatentivas no
informativas. Mu´ltiples colores saturados y brillantes son evitados en una visualizacio´n por ex-
pertos disen˜adores por ser molestos y confusos. Los colores fuertes en grandes regiones pueden
inducir a efectos de contraste simulta´neos que crean imprecisiones en los colores percibidos en
regiones pequen˜as de ima´genes. Las funciones fundamentales fijadas usadas en la visualizacio´n
multi- e hiperespectral pueden dar lugar a una paleta natural y pueden ser disen˜adas para evitar
colores brillantes saturados inapropiados que dan lugar a distracciones preatentivas. Sin embargo,
el escalado de valores para la representacio´n jugara´ un papel determinante en la distribucio´n de
las propiedades perceptivas del color.
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12. Invariancia ante traslaciones de longitud de onda. Todas las longitudes de onda presentan
las misma ponderacio´n; esto permite al me´todo de visualizacio´n trabajar de forma correcta con
cualquier nu´mero de bandas espectrales en cualquier rango espectral. Esto convierte al me´todo de
visualizacio´n en fa´cilmente adaptable a zooming espectral, panning espectral o nueva instrumen-
tacio´n. Un requisito fundamental es que un pico monocroma´tico δ(λ) en cualquier longitud de
onda λ se representa con la misma luminosidad. Otra caracter´ıstica deseada es que la diferencia
percibida en una propiedad del color (como el tono) entre dos espectros monocroma´ticos dados
δ(λ1), δ(λ2) depende solo de la diferencia en la longitud de onda λ2 − λ1.
13. Facilidad de seleccio´n de subconjunto de componentes. Deber´ıa ser posible y consistente
poder realizar un zoom a un subconjunto de las dimensiones de los datos y visualizar algunos
d < N componentes de la informacio´n; o bien panear respecto a las dimensiones de los datos
y visualizar un subconjunto distinto de los d componentes de la informacio´n. Las funciones
fundamentales se pueden estirar, comprimir o trasladar para adecuarse a las dimensiones de los
datos de intere´s y permitir la interactividad para explorar las dimensiones de la informacio´n.
La habilidad de panear o hacer zoom se ve favorecida si todas las dimensiones de los datos son
tratadas de forma igualitaria en te´rminos de cualidades perceptivas de proyeccio´n del color, como
luminosidad (Objetivo de representacio´n de luma equitativo) y diferencias croma´ticas (Objetivo
de diferencias croma´ticas equitativas).
3.3. Evaluacio´n cr´ıtica de los objetivos
La aproximacio´n de Jacobson y Gupta es la ma´s completa de las aproximaciones al problema.
De hecho, ha tenido un cierto impacto en la literatura, si bien el trabajo no ha sido continuado por
ningu´n autor. A pesar de que este aporte tiene un valor muy significativo, pueden encontrarse puntos
de mejor´ıa. En concreto, y de manera somera, podemos considerar los siguientes puntos de´biles en la
aproximacio´n de Jacobson y Gupta.
La aproximacio´n completa propuesta por los autores es irrealizable. Es decir, es imposible realizar
una propuesta que alcance todos los objetivos. De esta manera, no se puede decir que los autores
propongan los criterios que definen un buen operador de visualizacio´n, sino una serie de objetivos
individuales que podr´ıan (o no) ser abordados por un operador. De alguna forma habr´ıa sido u´til
generar una o varias agrupaciones de los mismos que pudieran considerarse como definiciones
leg´ıtimas de calidad gene´rica para un operador de visualizacio´n.
Como los propios autores comentan, la propia satisfaccio´n de los criterios generales depende
tanto del contexto de aplicacio´n del problema como de la informacio´n espec´ıfica presente en cada
imagen o lote de ima´genes. Esto significa que una solucio´n aceptable (es decir, satisfactoria) en
cierto contexto se puede volver insuficiente en otro.
Los autores no aportan, en la mayor parte de los casos, definiciones matema´ticas de los objetivos.
Esto abre la puerta a una cierta subjetividad en la interpretacio´n de los mismos.
Finalmente, y quiza´ como consecuencia de lo anterior, los criterios no vienen acompan˜ados de
medidas claras de satisfaccio´n total o parcial de los objetivos. Dicho de otra manera, no existen
maneras de medir cua´nto se satisfacen los criterios dado un contexto gene´rico o espec´ıfico.
No´tese que todos estas cr´ıticas tienen un fundamento claro, pero a la vez son comprensibles dada
la naturaleza del problema. Quiza´, si la propuesta hubiera venido acompan˜ada de diferentes datasets
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de referencia en los cuales probar propuestas, su recorrido en la literatura habr´ıa sido diferente. En
todo caso, se trata de la propuesta ma´s avanzada realizada hasta la fecha, y es por tanto la referencia
para el problema.
3.4. Alternativas para la fusio´n
Como hemos expuesto en el cap´ıtulo 1 muchas aplicaciones relacionadas con la teledeteccio´n produ-
cen grandes conjuntos de ima´genes, como ima´genes multi- e hiperespectrales o secuencias de ima´genes
temporales [5]. Estos grandes conjuntos de ima´genes son proyectados en un espacio de dimensiones
menores para poder realizar tareas de procesamiento de ima´genes. La informacio´n espacial es de gran
importancia para algunas aplicaciones de clasificacio´n y deteccio´n, pero las te´cnicas de reduccio´n de
la dimensionalidad ma´s populares no suelen tener en cuenta la informacio´n espacial. Estudiaremos
distintos me´todos de visualizacio´n de estos conjuntos de ima´genes mediante diferentes alternativas en
el proceso de correspondencia de los canales R,G,B con las bandas del espectro electromagne´tico.
El ana´lisis de componentes principales (PCA) es quiza´s el me´todo de proyeccio´n lineal ma´s usado [8].
Las bandas adyacentes en una imagen multi- o hiperespectral obtenida mediante teledeteccio´n suelen
por lo general presentar cierta correlacio´n. Esto implica que existe redundancia en la informacio´n y
se encuentra repetida entre distintas bandas; esta repeticio´n de la informacio´n se ve reflejada en las
inter-correlaciones entre bandas.
Si dos variables x e y esta´n perfectamente correlacionadas, sus correspondientes medidas en x e y
se representara´n en una l´ına recta cuya pendiente tienda hacia la esquina superior derecha. En el caso
de que las variables no se encuentren perfectamente correlacionadas, puede existir de todos modos una
direccio´n dominante de dispersio´n o variabilidad; si tomamos esta direccio´n dominante como el eje
principal, podemos dibujar un eje menor perperdicular al anterior. Una representacio´n usando estos
nuevos ejes, en lugar de los ejes convencionales x e y, pueden mostrar en muchos casos estructuras ma´s
reveladoras presentes en los datos.
Debemos remarcar una clara distincio´n entre el nu´mero de variables (bandas espectrales) en el
conjunto de datos de la imagen y la dimensionalidad intr´ınseca del conjunto de datos. En casos de
correlacio´n entre dos variables x e y, la dimensionalidad de la informacio´n es uno, a pesar de que el
nu´mero de variables sea dos; en este caso el uso de un u´nico eje mayor en la direccio´n dominante, en
lugar de los ejes convencionales x e y, logra dos objetivos: reducir el taman˜o del conjunto de datos ya
que un u´nico eje reemplaza a las dos coordenadas en el eje x e y, y la informacio´n transmitida por
las coordenadas en el nuevo eje es mayor que la informacio´n transmitida mediante medidas en los ejes
x o y individualmente. En este contexto la informacio´n significa variancia o dispersio´n respecto a la
media; tambie´n puede relacionarse con el rango de estados o niveles en los datos.
Conjuntos de datos de ima´genes multi- e hiperespectrales generalmente tienen una dimensionalidad
menor que el nu´mero de bandas espectrales que presentan. El objetivo del ana´lisis de componentes prin-
cipales es definir el nu´mero de dimensiones presentes en los datos y fijar los coeficientes que especifican
las posiciones del conjunto de ejes que marcan las direcciones de mayor variabilidad de los datos; estos
ejes siempre esta´n no correlacionados. Por lo tanto una transformada de componentes principales de
una imagen multi- o hiperespectral debe llevar a cabo las siguientes tareas: definir las dimensionalidad
del conjunto de datos e indentificar los ejes principales de variabilidad de la informacio´n.
Estas propiedades del ana´lisis de componentes principales (tambie´n denominado la trasnformada
de Karhunen-Loe`ve) pueden ser de gran utilidad si deseamos comprimir el cojunto de datos. Tambie´n
relaciones entre distintos grupos de p´ıxeles que representan diferentes cubiertas de suelos pueden verse
con mayor claridad, si son visualizados en el sistema de referencia del eje principal en lugar de en
te´rminos de las bandas espectrales originales, especialmente si la variancia del conjunto de datos
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esta´ concentrada en unos relativamente pocos componentes principales. La propiedad de compresio´n
de los datos es de utilidad si disponemos de ma´s de tres bandas espectrales. Un sistema de visualizacio´n
convencional RGB relaciona una banda espectral con uno de los tres colores de entrada (rojo, verde y
azul).
El Landsat TM provee siete bandas de informacio´n, por lo que debemos tomar la decisio´n de
que´ tres de esas siete bandas escogemos para poder realizar una composicio´n de una imagen a color.
Si la dimensionalidad ba´sica de los datos es tres, podremos expresar la mayor parte de la informa-
cio´n contenida en las siete bandas en te´rminos de los tres componentes principales. Las ima´genes de
componentes principales pueden ser utilizadas para generar una composicio´n RGB en falso color con
el primer componente principal mostrado en rojo, el segundo mostrado en verde y el tercero en azul.
Esta imagen contiene ma´s informacio´n que cualquier otra combinacio´n de tres bandas espectrales. El
ana´lisis de componentes principales es un me´todo de proyecccio´n lineal y adaptable a los datos, por
ello puede dar lugar a visualizaciones inconsistentes que pueden ser dif´ıciles de interpretar.
Los autovectores asociados con los componentes principales definen unos ejes de coordenadas en
el espacio de informacio´n multidimensional que contiene la informacio´n de las ima´genes multi- e hi-
perespectrales. Esta informacio´n puede ser reexpresada en te´rminos de un nuevo conjunto de ejes de
coordenadas y las ima´genes resultantes presentan ciertas propiedades que pueden ser ma´s adecuadas
para ciertas aplicaciones. La transformada de Fourier opera en ima´genes de una sola banda (escala de
grises), no en conjuntos de datos multi- e hiperespectrales. El objetivo de este me´todo es descomponer
la imagen en sus componentes espaciales, que se definen como ondas sinusoidales con diversas ampli-
tudes, frecuencias y direcciones. Las coordenadas del espacio bidimensional en las cuales se definen
los componentes escalares se escriben en te´rminos de la frecuencia. Esto se denomina el dominio de
frecuencia en oposicio´n al sistema de coordenadas en el cual las ima´genes se expresan comunmente,
que se denomina el dominio espacial. La transformada de Fourier se utiliza para convertir una imagen
unibanda desde la representacio´n en su dominio espacial a su representacio´n equivalente en el dominio
de frecuencias y viceversa.
La idea detra´s de la transformada de Fourier es que los valores de escala de grises que forman una
imagen unibanda pueden ser vistos como una superficie tridimensional de intensidad, con las filas y
columnas representando dos ejes y la intensidad del nivel de gris en cada p´ıxel representando la tercera
dimensio´n. Una serie de ondas de frecuencia creciente y con diferentes orientaciones es ajustada a la
superficie de intensidad y la informacio´n asociada a cada onda es obtenida. La transformada de Fou-
rier nos proporciona detalles de la frecuencia de las componentes escalares ajustadas a la imagen y la
proporcio´n de informacio´n asociada a cada componente de frecuencia. Si extendemos estas nociones a
una funcio´n definida sobre una rejilla bidimensional, los componentes escalares ser´ıan ondas bidimen-
sionales y cada componente escalar estar´ıa caracterizado por la orientacio´n as´ı como por su amplitud.
La principal aplicacio´n de las transformadas de Fourier en teledeteccio´n es el filtrado en el dominio de
frecuencia, as´ı como la caracterizacio´n de tipos particulares de terreno mediante sus transformadas de
Fourier.
Mediante las transformadas de Fourier podemos representar la informacio´n contenida en una imagen
en el dominio espacial y el dominio de frecuencia. A pesar de que la representacio´n en el dominio de
frecuencia contiene informacio´n sobre la presencia de diferentes ondas que forman la imagen en escala
de grises, no nos indica el lugar de la imagen en el cual una onda espec´ıfica con una frecuencia
particular tiene lugar; asumimos que el mix de frecuencias es el mismo en toda la imagen. Otra
desventaja del dominio de frecuencia es que asumimos que existe estacionaridad estad´ıstica, lo que
conlleva que la media y la variancia de los valores p´ıxel son constantes en todas las regiones de la imagen.
La transformada discreta wavelet (DWT) representa un compromiso entre las representaciones en el
dominio de frecuencia y el dominio espacial, mejorando as´ı la trasnsformada de Fourier. Es imposible
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medir simulta´neamente las frecuencias presentes en una imagen en escala de grises y la localizacio´n
de esas frecuencias; esto se trata de una extensio´n del principio de incertidumbre de Heisenberg. Sin
embargo es posible transformar una imagen en una representacio´n que combina bandas de frecuencias
y a´reas espaciales espec´ıficas.
La transformada wavelet puede ser considerada como la aplicacio´n de una secuencia de pares de
filtros (de paso alto y de paso bajo) a una serie de datos. Segu´n vamos avanzando en este proceso de
filtrado, iremos creando distintos niveles de datos, cuyo nu´mero de muestras ira´ disminuyendo. Ya que
el suavizado progresivo implica un reduccio´n continua de los datos de alta frecuencia, la representacio´n
de la informacio´n de frecuencia alta mayor sera´ el primer nivel y la de frecuencia alta menor sera´ el
u´ltimo nivel. La transformada wavelet bidimensional se calcula del mismo modo que la unidimensional,
esto es, realizando una transformada wavelet a lo largo de las filas de la imagen para obtener una matriz
intermedia y a continuacio´n a las columnas de esta matriz. Las aplicaciones de transformadas wavelet
en procesamiento de ima´genes incluyen desde me´todos de pan-sharpening (combinacio´n de ima´genes
multi- y pancroma´tricas) hasta eliminacio´n de niebla en ima´genes de muy alta resolucio´n.
Como hemos expuesto con anterioridad el ana´lisis de componentes principales (PCA) no tiene en
cuenta la informacio´n espacial, trata el conjunto de ima´genes espectrales como un conjunto no ordenado
de p´ıxeles de altas dimensiones [12]. El me´todo Wavelet es un modo eficiente y pra´ctico de representar
bordes e informacio´n de la imagen en mu´ltiples escalas espaciales. Incorporando informacio´n espacial
en el proceso de reduccio´n de la dimensionalidad, beneficiar´ıamos los algoritmos de clasificacio´n ma´s
que en el caso de usar una reduccio´n de la dimensionaliad invariante espacialmente. Las caracter´ısticas
de una imagen a una escala dada, como casas o carreteras, pueden ser realzadas mediante un filtrado
de los coeficientes wavelet. En muchas tareas, este me´todo puede ser una representacio´n ma´s u´til que
los p´ıxeles. Por ello consideramos un me´todo de reduccio´n de la dimensionalidad PCA con coeficientes
wavelet para maximizar la informacio´n de los bordes en el conjunto de ima´genes cuya dimensio´n ha
sido reducida. Remarcar que la transformada wavelet actuar´ıa espacialmente sobre cada una de las
bandas de la imagen, mientras la transformada PCA tendr´ıa lugar sobre un conjunto de ima´genes, es
decir, las dos transformadas operar´ıan sobre diferentes dominios.
Otro me´todo de fusio´n de ima´genes multi- e hiperespectrales en el que nos centraremos con mayor
profundidad en este trabajo, es mediante operadores de agregacio´n. Este me´todo se trata de un me´todo
lineal y parametrizable, y nos ofrece un modo de procesamiento de ima´genes adaptativo a cada cojunto
de datos. Presentamos en el cap´ıtulo 4 la fusio´n basada en operadores de agregacio´n.
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Cap´ıtulo 4
Propuesta
4.1. Operadores OWA
Como primer me´todo de fusio´n para ima´genes multi- e hiperespectrales, estudiaremos los operadores
OWA como una subclase dentro de los operadores de agregacio´n presentados en la seccio´n 2.2. Gracias
a ellos podremos obtener tres funciones lineales mediante la aplicacio´n de un conjunto de pesos a
los datos, que podremos relacionar con cada uno de los canales RGB y obtener una visualizacio´n
consistente con los objetivos presentados en la seccio´n 3.2.
Los operadores OWA (Ordered Weighted Averaging) forman parte de la clase de funciones de
agregacio´n de promedio [9]. Los operadores OWA son funciones de agregacio´n sime´tricas que asignan
pesos en funcio´n del valor de entrada, por lo que pueden enfatizar el mayor, el menor o el valor de
entrada del rango medio. Tienen una gran importancia y popularidad en las te´cnicas de conjuntos
difusos.
Reutilizaremos la notacio´n presentada con anterioridad x↘, que denota el vector obtenido de x
reordenando sus componentes en un orden decreciente x(1) ≥ x(2) ≥ ... ≥ x(n).
Definicio´n 4.1. Para un vector de pesos dado w, wi ≥ 0, ∑wi = 1, la funcio´n OWA viene dada por
OWAw(x) = n∑
u=1wix(i) =< w,x↘ > .
Definicio´n 4.2. Dada una funcio´n OWA de la forma OWAw, la funcio´n inversa viene dada por OWAwd ,
con el vector de pesos w = (wn,wn−1, ...,w1).
Los operadores OWA tienen una serie de propiedades principales que comparten todas las funciones
del conjunto.
Al igual que todas las funciones de agregacio´n de promedio, los operadores OWA son no decre-
cientes (estrictamente crecientes si todos los pesos son positivos) e idempotentes.
El dual de una funcio´n OWA es la funcio´n OWA inversa, con el vector de pesos w = (wn,wn−1, ...,w1).
los operadores OWA son continuos, sime´tricos, homoge´neos e invariantes ante traslaciones.
los operadores OWA no tiene elemento neutro ni absorbente, excepto por los casos especiales de
mı´nimo y ma´ximo.
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Existen distintas medidas para caracterizar un vector de pesos y el tipo de agregacio´n que ejecuta.
La primera medida que presentaremos nos da informacio´n sobre el caracter actitudinal del operador,
tambie´n denominado orness, y se trata de una caracter´ıstica importante de las funciones de agregacio´n.
Ba´sicamente esta magnitud se trata de una medida de cuan lejos una funcio´n de agregacio´n dada
se encuentra de la funcio´n ma´ximo, que es considerada la funcio´n disjuntiva ma´s de´bil.
Definicio´n 4.3. Sea f una funcio´n de agregacio´n OWA, entonces la medida de su cara´cter actitudinal
viene dada por
orness(OWA)w = n∑
i=1wi
n − i
n − 1 = OWAw(1, n − 2n − 1 , ..., 1n − 1 ,0). (4.1)
La medida de cara´cter actitudinal conlleva una serie de propiedades.
La medida orness de una funcio´n OWA y su dual se encuentran relacionadas por
orness(OWAw) = 1 − orness(OWAwd).
Una funcio´n OWA es su propia funcio´n dual si y solo si orness(OWAw) = 1
2
.
En el caso especial de orness(ma´x) = 1, orness(mı´n) = 0 y orness(M) = 1
2
. Es ma´s, la medida
del cara´cter actitudinal es solo 1 si y solo si se trata de la funcio´n ma´ximo, y 0 si y solo si se
trata de la funcio´n mı´nimo. Sin embargo la medida orness puede ser 1
2
para una funcio´n OWA
distinta de la media aritme´tica, la cual sin embargo nunca es su propia funcio´n dual.
Si el vector de pesos es no decreciente, es decir, wi ≤ wi+1, i = 1, ..., n − 1, la medida de
orness orness(OWAw) ∈ [ 12 ,1]; si el vector de pesos es no creciente, la medida de orness
orness(OWAw) ∈ [0, 12 ].
Si dos funciones OWA con vectores de pesos w1, w2 tienen sus respectivos valores orness O1,O2,
y si w3 = aw1 + (1− a)w2, a ∈ [0,1], entonces la funcio´n OWA con el vector de pesos w3 tiene el
valor orness dado por
orness(OWAw) = aO1 + (1 − a)O2.1
Otra cantidad importante que puede ser asociada a los vectores de pesos es su dispersio´n, tambie´n
denominada entrop´ıa.
Definicio´n 4.4. Para un vector de pesos dado w su medida de dispersio´n viene dada por
Disp(w) = − n∑
i=1wi logwi, (4.2)
con la convencio´n 0 ⋅ log 0 = 0.
La dispersio´n de pesos mide el grado en el que una funcio´n de agregacio´n de pesos f tiene en cuenta
todos los valores de entrada, es decir, el grado en el cual toda la informacio´n es usada en el proceso de
agregacio´n.
Si la medida orness no esta´ especificada, el ma´ximo de la dispersio´n Disp se consigue para wi = 1n ,
es decir, para la media aritme´tica y Disp( 1
n
, ..., 1
n
) = logn.
1Para determinar un vector de pesos OWA con el valor orness deseado, se pueden usar mu´ltiples combinaciones de
w1 y w2, los cuales dar´ıan lugar distintos valores de w3 pero con el mismo valor orness.
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El mı´nimo valor de la entrop´ıa, 0, se alcanza si y solo si wi = 0, i ≠ k, y wk = 1, es decir, para
estad´ısticas de orden.
La entrop´ıa de una funcio´n OWA y su dual coincide, es decir,
Disp(w) =Disp(wd).
Los operadores OWA presentados son un me´todo de fusio´n de informacio´n N -dimensional conN > 3,
con una amplia aplicacio´n en el campo de procesamiento de ima´genes. Este sistema de reduccio´n de la
dimensionalidad no depende de las magnitudes particulares de los valores de entrada; por ello se trata
de un me´todo general para la obtencio´n de una primera visualizacio´n de la informacio´n disponible,
independiente de la tarea particular a la que deseemos aplicarlo. A partir de esta representacio´n inicial
podremos obtener los rasgos ma´s importantes de la escena, lo cual nos ayudara´ en fases ma´s avanzadas
del procesamiento, en las cuales aplicaremos me´todos ma´s adaptados a nuestro trabajo concreto.
Mediante el uso de las funciones de agregacio´n OWA podremos alcanzar los objetivos de disen˜o
presentados en la seccio´n 3.2. Los operadores OWA nos proporcionan un promedio ponderado de la
informacio´n, es decir, un resumen de los datos disponibles debido a su cara´cter de funcio´n lineal.
Debido a su definicio´n matema´tica y sencillez, permite una rapidez computacional no alcanzable con
otros sistemas de fusio´n de ima´genes multidimensionales ma´s complejos. Ya que la visualizacio´n hace
uso de valores de reflectancia en todo el espectro electromagne´tico, distintas cubiertas presentara´n
diferentes comportamientos espectrales, preservando de este modo los bordes originales y caracter´ısticas
representadas en las ima´genes multi- e hiperespectrales originales. El vector de pesos de los operadores
OWA cumple la condicio´n del punto blanco de igual energ´ıa, ya que cumple la relacio´n
n∑
i=1wi = 1,
para todo vector de pesos wi.
Al hacer uso de un vector de pesos ponderados wi, evitamos la presencia de caracter´ısticas preaten-
tivas y de diferencias exageradas en las distinciones visuales que distraer´ıan al observador en la visua-
lizacio´n; esto es debido a que realizamos un suavizado de los datos elegidos mediante el uso del vector
w. El me´todo de funciones OWA es adaptable a cualquier nu´mero de dimensiones de los datos y nos
permite visualizar un subconjunto de ellos, concediendo la misma importancia a todos los componentes
de la informacio´n en la representacio´n.
Los operadores OWA nos conceden la libertad de definir un vector de pesos que mejor se adapte a
la visualizacio´n que deseemos obtener. Nos permiten aplicar un mayor peso a aquellos datos que nos
aporten una mayor informacio´n y mejoren nuestra representacio´n. Estos datos se correspondera´n con
los valores ma´ximos y mı´nimos de reflectancia en el espectro electromagne´tico, es decir, aquellos que
nos muestran las diferencias existentes entres distintos puntos del espacio de forma ma´s clara; esto
es debido a la distinta respuesta espectral entre cubiertas del suelo. Cada tipo de cubierta interactu´a
de un modo distinto con la radiacio´n procedente del Sol en su mayor´ıa, mostrando una respuesta
caracter´ıstica denominada firma espectral. Los operadores OWA utilizan estos datos para poder realizar
una representacio´n consistente.
Las funciones de agregacio´n OWA dependen en gran medida de los vectores de pesos ponderados
que elijamos para nuestro estudio. Como ya hemos expuesto esto nos proporciona una gran libertad
de disen˜o, pero tambie´n restricciones en la obtencio´n del me´todo ma´s o´ptimo; para ello haremos uso
de las medidas que caracterizan los vectores de pesos. Otra inconveniencia asociada a estas funciones,
es la no utilizacio´n de todos los componentes de entrada en caso de existir pesos de ponderacio´n nulos,
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dando as´ı lugar a una pe´rdida de informacio´n en la fusio´n, inherente a todos los me´todos de reduccio´n
de la dimensionalidad.
Como operadores de agregacio´n OWA para nuestro estudio, hemos elegido tres funciones con pesos
wi distintos para los tres canales de visualizacio´n RGB. Hemos decidido decantarnos por tres funcio-
nes que tengan en cuenta los valores ma´ximos, mı´nimos y mediana de reflectancia en el rango total
del espectro electromagne´tico. La primera de nuestras funciones tendra´ asociado un vector de pesos
ponderado dado por
wma´x = (0.6,0.3,0.1,0, ...,0).
Mediante este vector de pesos aplicado a un vector ordenado decreciente x↘, tomaremos los tres
valores mayores a los que aplicaremos la ponderacio´n para cada posicio´n p´ıxel en todas las bandas del
espectro electromagne´tico. Obtendr´ıamos el resultado dado por
OWAwma´x(x) =< wma´x,x↘ >= (0.6 ⋅ x1,0.3 ⋅ x2,0.1 ⋅ x3,0, ...,0).
La segunda de nuestras funciones vendra´ dada por un vector de pesos ponderado dado por
wmı´n = (0, ...,0.1,0.3,0.6).
Al contrario que con la primera funcio´n de agregacio´n OWA, en este caso tomaremos los tres valores
menores para cada posicio´n p´ıxel en todas las bandas del espectro electromagne´tico. Obtendr´ıamos el
resultado dado por
OWAwmı´n(x) =< wmı´n,x↘ >= (0, ...,0.1 ⋅ xn−2,0.3 ⋅ xn−1,0.6 ⋅ xn)
donde n representa el nu´mero de bandas espectrales recogidas.
La tercera y u´ltima funcio´n de agregacio´n OWA usada vendra´ dada por dos vectores de pesos
distintos, dependiendo del nu´mero de bandas espectrales n que tenga nuestro conjunto de datos. Si se
trata de un nu´mero par, el vector de pesos ponderado vendra´ dado por
wmedianapar = (0, ...,0.5,0.5, ...,0).
Por el contrario si se trata de un conjunto de datos de n bandas, con n impar, el vector w vendra´ da-
do por
wmedianaimpar = (0, ...,0.25,0.5,0.25, ...,0).
En estos dos casos tomaremos los valores que nos proporcionan la mediana de los conjuntos de
datos, a la cual le aplicaremos un vector de ponderacio´n. Obtendr´ıamos los siguientes resultados en
cada uno de los casos
OWAwmedpar (x) =< wmedianapar ,x↘ >= (0, ...,0.5 ⋅ xn/2,0.5 ⋅ xn/2+1, ...,0),
OWAwmedimpar (x) =< wmedianaimpar ,x↘ >= (0, ...,0.25 ⋅ xn/2−0.5,0.5 ⋅ xn/2+0.5,0.25 ⋅ xn/2+1.5...,0)
donde n representa el nu´mero de bandas espectrales recogidas.
Las funciones de agregacio´n OWA presentadas presentan unas mejoras muy claras respecto a los
me´todos de fusio´n de ima´genes que hacen uso de las funciones cla´sicas de ma´ximo, mı´nimo y prome-
dio para la reduccio´n de la dimensionalidad. Estas funciones ba´sicas tambie´n pueden ser escritas en
te´rminos de funciones de agregacio´n OWA del siguiente modo
wma´x clas = (1,0, ...,0)→ OWAwma´xclas(x) =< wma´x clas,x↘ >= (x1, ...,0)
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Orness Ma´ximo Cla´sico Orness Ma´ximo Dispersio´n Ma´ximo Cla´sica Dispersio´n Ma´xima
Salinas 1 0.8982 0 0.8979
PaviaU 1 0.8961 0 0.8979
Orness Mı´nimo Cla´sico Orness Mı´nimo Dispersio´n Mı´nimo Cla´sico Dispersio´n Mı´nimo
Salinas 0 0.0058 0 0.8979
PaviaU 0 0.0127 0 0.8979
Orness Media Cla´sico Orness Mediana Dispersio´n Media Cla´sico Dispersio´n Mediana
Salinas 0.5 0.5000 5.4116 0.6931
PaviaU 0.5 0.2485 4.6367 1.0397
Tabla 4.1: Comparacio´n de para´metros de estudio.
wmı´n clas = (0, ...,0,1)→ OWAwmı´nclas(x) =< wmı´n clas,x↘ >= (0, ..., xn)
wmedia clas = (1,0, ...,0)→ OWAwmedia clas(x) =< wmedia clas,x↘ >= 1n n∑i=1xi
donde n representa el nu´mero de bandas espectrales recogidas.
Mostramos en el cap´ıtulo 5 las visualizaciones obtenidas por ambos me´todos para distintas escenas
tomadas mediante diferentes sensores con un nu´mero variable de bandas del espectro electromagne´tico.
Para poder comparar estos dos me´todos de forma ma´s cuantitativa, haremos uso de los para´metros
presentados con anterioridad para el estudio de los operadores de agregacio´n OWA, el cara´cter actitu-
dinal y la entrop´ıa. Calcularemos estos para´metros para dos conjuntos de datos distintos presentados
en el cap´ıtulo 5 a modo de comparacio´n para nuestro estudio, que denominaremos Salinas y PaviaU.
Presentamos los resultados obtenidos en la tabla 4.1, obtenidos a partir de las ecuaciones 4.3 y 4.4.
Comparamos para los valores cla´sicos de ma´ximo, mı´nimo y promedio, con los valores correspon-
dientes obtenidos para las funciones de agregacio´n OWA propuestas. Para el caso de la funcio´n ma´ximo,
observamos que los valores orness obtenidos para los operadores OWA son menores que para la fun-
cio´n cla´sica, pero con un valor pro´ximo a la unidad, por lo que conserva su proximidad al ma´ximo. El
valor de la dispersio´n en el caso OWA es mucho mayor que en el caso cla´sico, por lo que el grado de
informacio´n utilizada en la agregacio´n sera´ ma´s elevado.
En el caso de la funcio´n mı´nimo observamos que los valores orness se encuentran muy pro´ximos en
ambos casos, como era esperable ya que se tratan de las funciones opuestas al ma´ximo. Al igual que
en el caso anterior, el valor de la dispersio´n es mucho ma´s elevado en el caso de los operadores OWA
propuestos, incluyendo del mismo modo una mayor cantidad de informacio´n que en el caso cla´sico.
La u´ltima funcio´n de estudio compara los resultados obtenidos con la media aritme´tica cla´sica y
la mediana obtenida por operadores OWA. Entre los dos conjuntos de datos existen discrepancias
remarcables debido al uso del operador mediana par para el caso de Salinas e impar para Pavia. En
el caso impar el cara´cter actitudinal se encuentra muy alejado del valor correspondiente al ma´ximo,
aproxima´ndose ma´s al mı´nimo., mientras el valor orness del caso par presenta la misma magnitud que
la media aritme´tica. La dispersio´n en los casos cla´sicos es mucho mayor ya que hace uso de todos los
componentes del conjunto de datos.
Hacemos una representacio´n de los vectores de pesos ponderados wi para los dos ejemplos pre-
sentados en la tabla 4.1, a modo de visualizacio´n ma´s intuitiva del me´todo aplicado. Mostramos los
resultados en las figuras 4.1 y 4.2.
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(a) Funcio´n Ma´ximo. (b) Funcio´n Mı´nimo. (c) Funcio´n Mediana.
Figura 4.1: Representacio´n funcional de diferentes vectores de pesos para operadores OWA en la imagen
Salinas. No´tese que, en este caso, los operadores OWA se configuran de tal manera que se recuperan
operadores cla´sicos.
(a) Funcio´n Ma´ximo. (b) Funcio´n Mı´nimo. (c) Funcio´n Mediana.
Figura 4.2: Representacio´n funcional de diferentes vectores de pesos para operadores OWA en la imagen
PaviaU. No´tese que, en este caso, los operadores OWA se configuran de tal manera que se recuperan
operadores cla´sicos.
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4.2. Ejemplos pra´cticos
En esta seccio´n mostraremos co´mo se puede convertir una imagen multi- o hiperespectral median-
te el uso de operadores OWA, en un vector RGB que podamos visualizar correctamente. Para ello
tomaremos diferentes espectros de las escenas de ejemplo presentadas en el cap´ıtulo 5, y les aplicare-
mos cuatro me´todos distintos basados en funciones ba´sicas y funciones OWA, de modo que podamos
observar su diversa influencia en los datos.
Un espectro dado de una imagen multi- o hiperespectral, se trata de un vector de N elementos con
N > 3. Por ello, mediante la aplicacio´n de los operadores OWA presentados en la seccio´n 4.1 anterior, a
partir de un vector v al que aplicaremos tres vectores de pesos wi, podremos obtener tres componentes
que conformara´n el vector final RGB.
Mostramos en la figura 4.3 cuatro ejemplos pra´cticos aplicados a escenas presentadas en el cap´ıtulo
5: PaviaU, Botswana, Salinas e Indian Pines. Hemos hecho uso de cuatro funciones distintas para
poder observar la influencia que la eleccio´n de estas mantiene sobre la seleccio´n del vector RGB y, por
tanto, su correpondiente visualizacio´n final.
En el primero de los casos, hemos aplicado las funciones cla´sicas expuestas en la seccio´n anterior,
formadas por ma´ximo, mı´nimo y promedio. Los tres casos siguientes se trata de operadores OWA, en
los que hemos ido variando la cantidad de elementos a tener en cuenta en el vector de pesos wi. En el
primero de estos casos hemos tomado los pesos presentados en la seccio´n anterior dados por
wma´x = (0.6,0.3,0.1,0, ...,0),
wmı´n = (0, ...,0,0.1,0.3,0.6),
wmedianapar = (0, ...,0.5,0.5, ...,0),
wmedianaimpar = (0, ...,0.25,0.5,0.25, ...,0).
En el segundo de los casos correspondiente a los operadores OWA, hemos tomado un vector de
pesos wi, con cinco elementos no nulos, dados por las expresiones
wma´x = (0.4,0.25,0.20,0.15,0.05,0, ...,0),
wmı´n = (0, ...,0,0.05,0.15,0.20,0.25,0.4),
wmedianapar = (0, ...,0.5,0.5, ...,0),
wmedianaimpar = (0, ...,0.25,0.5,0.25, ...,0).
En el tercero y u´ltimo de los casos correspondiente a los operadores OWA, hemos tomado un vector
de pesos wi, con diez elementos no nulos, dados por las expresiones
wma´x = (0.35,0.25,0.15,0.10,0.10,0.05,0.04,0.03,0.02,0.01,0, ...,0),
wmı´n = (0, ...,0,0.01,0.02,0.03,0.04,0.05,0.10,0.10,0.15,0.25,0.35),
wmedianapar = (0, ...,0.5,0.5, ...,0),
wmedianaimpar = (0, ...,0.25,0.5,0.25, ...,0).
Como hemos expuesto anteriormente, presentamos en la figura 4.3 los resultados obtenidos. Po-
demos observar una clara diferencia respecto a las distintas funciones escogidas para la fusio´n de
informacio´n, demostrando as´ı la gran influencia que poseen los vectores de pesos escogidos para la
visualizacio´n. Del mismo modo observamos que los valores presentan la misma tonalidad en la mayor´ıa
de los casos, es decir, el color predominante en el vector RGB, siendo tan solo diferentes en un mismo
espectro en dos ocasiones.
34 CAPI´TULO 4. PROPUESTA
(a) Espectro correspondiente a PaviaU (b) Visualizaciones propuestas
(c) Espectro correspondiente a Botswana (d) Visualizaciones propuestas
(e) Espectro correspondiente a Salinas (f) Visualizaciones propuestas
(g) Espectro correspondiente a Indian Pines (h) Visualizaciones propuestas
Figura 4.3: Representacio´n de un espectro dado en las ima´genes PaviaU, Botswana, Salinas e Indian
Pines, aplicando distintos vectores de pesos. De izquierda a derecha, los operadores OWA aplicados en
cada una de las escenas se corresponden con: 1. Funciones cla´sicas, 2. Considerando tres vectores de
pesos, 3. Considerando cinco vectores de pesos y 4. Considerando diez vectores de pesos.
Cap´ıtulo 5
Experimentos
La estimacio´n de la calidad de una imagen no es sencilla. En la mayor parte de los casos, las
medidas de calidad se hacen en base a la adicio´n de ruido (o distorsiones) en una imagen y su posterior
limpieza. Sin embargo, para el presente trabajo no existe manera de cuantificar si una imagen esta´ bien
o mal visualizada [13]. Tampoco existe una imagen con la que comparar, ma´s alla´ de un ground truth
para cada imagen en la cual los colores son figurados. Esto es, en te´rminos de cuantificacio´n de sus
objetivos, uno de los problemas que Jacobson y Gupta no pudieron acometer. S´ı existen me´tricas
de calidad de una imagen (como BRISQUE [14]) que pueden estimar la calidad de una imagen sin
referencia (no-referenceless image quality). Sin embargo, estos me´todos se basan en el estudio de los
tonos y su distribucio´n local y semi-local en la imagen. Esto nos lleva a descartarlos por dos motivos:
primero, se basan en la presencia de unos priors que no se corresponden con los listados por Jacobson
y Gupta. Segundo, asumen caracter´ısticas de la distribucio´n de informacio´n en el espectro visible, pero
esto no tendr´ıa necesariamente que mantenerse en el espacio de ima´genes hiperespectrales.
As´ı pues, los experimentos que se presentan a continuacio´n deben ser restringidos a la inspec-
cio´n visual de los resultados de visualizacio´n de diferentes ima´genes, sin posibilidad de generar una
comparacio´n cuantitativa.
Para ilustrar nuestra te´cnica de visualizacio´n propuesta, hemos usado distintas ima´genes hiperes-
pectrales del Grupo de Inteligencia Computacional de la Universidad del Pa´ıs Vasco (UPV/EHU).
Las figuras de la imagen 5.1 han sido tomadas mediante el sensor AVIRIS sobre el lugar de pruebas
Indian Pines en el noroeste de Indiana. Se trata de una imagen de 145*145 p´ıxeles y 224 bandas
espectrales de reflectancia en el rango de longitudes de onda de 400 a 2500 nano´metros. Esta escena
contiene dos terceras partes de cubiertas agr´ıcolas y una tercera parte de bosque u otro tipo de
vegetacio´n natural perenne. Existen dos autopistas de doble carril, una l´ınea de ferrocarril, as´ı como
un nu´cleo urbano de baja densidad, otras construcciones y carreteras menores. Dado que la escena ha
sido tomada en junio algunos de los cultivos presentes, como ma´ız y soja, se encuentran en estados
fenolo´gicos poco desarrollados con menos de un 5 % de cobertura. Tras aplicar una correccio´n a la
escena y eliminar las bandas que abarcan la regio´n de absorcio´n del agua, obtenemos un conjunto de
informacio´n de 200 bandas. En la visualizacio´n observamos una mayor nitidez en la imagen obtenida
mediante las funciones propuestas, con un delimitado de parcelas mucho ma´s definido en comparacio´n
con el obtenido mediante funciones cla´sicas, aproxima´ndose ma´s al proporcionado por el ground truth.
Las figuras 5.2 han sido obtenidas mediante el sensor ROSIS durante una campan˜a de vuelo sobre
Pavia, en el norte de Italia. El nu´mero de bandas espectrales es de 102 para la zona centro de Pavia y
el taman˜o de la imagen es de 1096*1096 p´ıxeles; el nu´mero de bandas para la zona de la Universidad
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(a) Ground Truth. (b) Funciones cla´sicas. (c) Funciones OWA propuestas.
Figura 5.1: Resultados en la imagen Indian Pines. La figura contiene (a) El ground truth, tal y como
se muestra en el dataset original, (b) la visualizacio´n usando las funciones cla´sicas (mı´nimo, ma´ximo,
media artime´tica), y (c) la visualizacio´n usando los operadores OWA propuestos.
de Pavia es de 103 y presenta unas dimensiones de 610*610 p´ıxeles. En ambas ima´genes algunas de las
muestras no contienen informacio´n y han sido descartadas antes del ana´lisis. La resolucio´n espacial es
de 1.3 metros en ambos casos. En esta imagen observamos ma´s que una clara mejora de la definicio´n, un
cambio en los colores representados en el vector RGB en la visualizacio´n mediante funciones propuestas
frente a las funciones cla´sicas.
Las figuras 5.3 han sido medidas mediante el sensor AVIRIS sobre el valle de Salinas, en California.
Esta´n caracterizadas por una alta resolucio´n espacial de 3.7 meter por p´ıxel y tienen 224 bandas
espectrales.. El a´rea cubierta se compone de 512 l´ıneas por 217 columnas. Como en el caso de las
ima´genes 5.1, se descartaron las 20 bandas de la absorcio´n del agua. La escena incluye vegetales, suelos
desnudos y campos de vin˜edos.
Las figuras 5.4 forman parte de una pequen˜a subescena de la zona del valle de Salinas presentada
con anterioridad. Presenta las mismas caracter´ısticas que la imagen completa, abarcando una zona
de 86*83 p´ıxeles. Las funciones OWA propuestas frente a las funciones cla´sicas, consiguen una clara
mejora de la definicio´n de los l´ımites parcelarios, no alcanzada mediante el otro me´todo, en ambos
conjuntos de datos pertenecientes a la zona de Salinas. Podemos cotejar los resultados obtenidos con
la informacio´n previa dada por el Ground Truth, observando un correcto ajuste de la informacio´n con
las funciones propuestas.
El instrumento NASA AVIRIS adquirio´ los datos correspondientes a las figuras 5.5 en la zona del
Centro Espacial de Kennedy (KSC), en Florida en 1996. El sensor AVIRIS adquiere datos en 224
bandas de 10 nano´metros de ancho en la regio´n del espectro entre 400 y 2500 nano´metros. Los datos
del KSC fueron adquiridos desde una altitud de aproximadamente 20 kilo´metros y tiene una resolucio´n
espacial de 18 metros. Tras eliminar las bandas de absorcio´n del agua y las bandas de baja SNR (signal
to noise ratio), se usaron 176 bandas paara el ana´lisis. La escena tiene un taman˜o de 512*614 p´ıxeles.
Observamos que mediante el uso de las funciones OWA propuestas, podemos detectar y diferenciar
una mayor superficie de cubiertas de suelo, pudiendo as´ı discernir procedencias distintas.
El sate´lite NASA EO-1 adquirio´ una serie de datos sobre el delta de Okavango en Botswana en
2001, representados en la figura 5.6. El sensor Hyperion en el EO-1 adquiere datos a una resolucio´n
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(a) Ground Truth. (b) Funciones cla´sicas. (c) Funciones OWA propuestas.
(d) Ground Truth. (e) Funciones cla´sicas. (f) Funciones OWA propuestas.
Figura 5.2: Resultados en la imagen Pavia. La figura contiene (a) El ground truth, tal y como se
muestra en el dataset original, (b) la visualizacio´n usando las funciones cla´sicas (mı´nimo, ma´ximo,
media artime´tica), y (c) la visualizacio´n usando los operadores OWA propuestos.
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(a) Ground Truth. (b) Funciones cla´sicas. (c) Funciones OWA propuestas.
Figura 5.3: Resultados en la imagen Salinas. La figura contiene (a) El ground truth, tal y como se
muestra en el dataset original, (b) la visualizacio´n usando las funciones cla´sicas (mı´nimo, ma´ximo,
media artime´tica), y (c) la visualizacio´n usando los operadores OWA propuestos.
(a) Ground Truth. (b) Funciones cla´sicas. (c) Funciones OWA propuestas.
Figura 5.4: Resultados en la imagen Salinas A. La figura contiene (a) El ground truth, tal y como se
muestra en el dataset original, (b) la visualizacio´n usando las funciones cla´sicas (mı´nimo, ma´ximo,
media artime´tica), y (c) la visualizacio´n usando los operadores OWA propuestos.
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(a) Ground Truth. (b) Funciones cla´sicas. (c) Funciones OWA propuestas.
Figura 5.5: Resultados en la imagen Kennedy Space Center. La figura contiene (a) El ground truth, tal
y como se muestra en el dataset original, (b) la visualizacio´n usando las funciones cla´sicas (mı´nimo,
ma´ximo, media artime´tica), y (c) la visualizacio´n usando los operadores OWA propuestos.
de 30 metros por p´ıxel sobre una l´ınea de 7.7 kilo´metros en 242 bandas cubriendo una porcio´n del
espectro de 400 a 2500 nano´metros en ventanas de 10 nano´metros. Bandas ruidosas y no calibradas
que comprenden las caracter´ısticas de absorcio´n de agua fueron eliminadas, dejando 145 bandas para el
estudio. La escena comprende pantanos estacionales, cie´nagas ocasionales y bosques secos localizados
en la porcio´n distal del delta. En esta imagen podemos observar una mejora de la definicio´n en el
segundo de los casos, observando con una mayor claridad el delta, siguiendo as´ı el curso del r´ıo.
(a) Ground Truth.
(b) Funciones cla´sicas.
(c) Funciones OWA propuestas.
Figura 5.6: Resultados en la imagen Botswana. La figura contiene (a) El ground truth, tal y como se
muestra en el dataset original, (b) la visualizacio´n usando las funciones cla´sicas (mı´nimo, ma´ximo,
media artime´tica), y (c) la visualizacio´n usando los operadores OWA propuestos.
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Cap´ıtulo 6
Conclusiones y l´ıneas futuras
El presente trabajo se centra en la visualizacio´n de ima´genes multi- e hiperespectrales (MHIs)
en monitores tri-est´ımulo. Dentro de este contexto, el trabajo tiene un doble objetivo. Inicialmente,
hemos realizado el estudio de todas las a´reas con cierto impacto en el contexto, desde la propia
definicio´n del problema a las diferentes representaciones de color existentes en la literatura. Como
segundo objetivo hemos planteado el desarrollo de un me´todo de visualizacio´n de MHIs basado en
operadores de agregacio´n, espec´ıficamente, en operadores OWA. Esto se propone como alternativa a
me´todos cla´sicos de fusio´n de informacio´n. Para el disen˜o de la propuesta de visualizacio´n se utilizaron
funciones OWA dentro de los operadores de agregacio´n, evaluando los vectores de pesos wi usados
y realizando una aplicacio´n pra´ctica sobre un conjunto de ejemplos pra´cticos obtenidos de distintas
escenas proporcionadas por la Universidad de Pa´ıs Vasco.
Una ventaja importante del procesamiento de ima´genes MHIs mediante funciones OWA frente a
otros procedimientos, es que no requiere de informacio´n previa concerniente a la escena. Este me´todo
se trata de una aplicacio´n independiente del tipo de datos contenidos en la escena, es decir, nos brinda
un sistema general, aplicable a cualquier caso pra´ctico, proporciona´ndonos de este modo una primera
visualizacio´n inicial de la informacio´n contenida en el conjunto de datos.
Este me´todo, al no estar ligado a un contexto o conjunto de datos espec´ıfico, presenta una mayor
simplicidad, y con ello una mayor rapidez computacional, frente a me´todos cla´sicos espec´ıficos, que
muchas veces son disen˜ados ad hoc para cada tarea particular.
En los estudios nume´ricos y pra´cticos llevados a cabo se observo´, como era esperable, un mejor
comportamiento en la visualizacio´n frente a la obtenida mediante procedimientos cla´sicos. En l´ıneas
generales, podemos afirmar que el me´todo propuesto es, como poco, tan competitivo como los ante-
riores. En ciertos casos, adema´s, es claramente superior. No´tese en este sentido, que las alternativas
se aplicaron a distintas escenas para poder observar las posibles diferencias existentes. Los resultados
alcanzados mediante operadores OWA en las ima´genes finales obtenidas, presentan en general una
mejor definicio´n.
Si se comparan los resultados entre un escenario con funciones cla´sicas y escenarios con un nu´mero
variable de vectores de pesos wi, observamos la alta influencia de los para´metros en los resultados.
Diferentes parametrizaciones pueden tener llevar a resultados muy distintos. Achacamos esto al hecho
de que un operador OWA puede usar so´lo un conjunto pequen˜o de las longitudes de onda medidas, con
lo cual la incorporacio´n o eliminacio´n de pesos extra puede dar lugar a diferencias significativas en los
tonos RGB. De igual manera, la variacio´n de unos pocos valores en los espectros puede tambie´n tener
un gran impacto, por lo cual deber´ıa explorarse el uso de vectores de pesos con ma´s valores (ve´ase,
menos ceros), que atenu´en el impacto de ruido o distorsiones.
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A modo de resumen, podemos concluir que este trabajo cumple sus dos objetivos fundamentales.
Adema´s los resultados pra´cticos aportados en este trabajo ponen de manifiesto las ventajas de la uti-
lizacio´n de me´todos de visualizacio´n a partir de operadores de agregacio´n, concretamente de funciones
OWA. Como complemento a esta investigacio´n, en un futuro podr´ıan abordarse modificaciones sobre
los operadores OWA utilizados. Por ejemplo, buscando un segundo me´todo de visualizacio´n adapta-
do a tareas espec´ıficas de visualizacio´n, que previsiblemente mejorar´ıan su comportamiento cuando
la informacio´n contenida en el conjunto de datos es conocida de antemano. En este sentido cabr´ıa
plantearse la utilizacio´n de operadores de agregacio´n con vectores de pesos wi con valores no nulos en
aquellas bandas que sabemos que contienen la mayor cantidad de informacio´n ma´s relevante para el
estudio concreto. Asimismo, podr´ıan explorarse nuevos campos de estudio de la informacio´n, aplican-
do un ana´lisis estad´ıstico a los datos obtenidos en la visualizacio´n, de modo que podamos ampliar los
conocimientos concernientes a la escena, mediante un examen de la informacio´n final obtenida.
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