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Abstract
An operator T acting on a Hilbert space H is said to be weakly subnormal if there exists an
extension Tˆ acting on K ⊇H such that Tˆ ∗Tˆ f = Tˆ Tˆ ∗f for all f ∈H. When such partially normal
extensions exist, we denote by m.p.n.e.(T ) the minimal one. On the other hand, for k  1, T is
said to be k-hyponormal if the operator matrix ([T ∗j , T i ])k
i,j=1 is positive. We prove that a 2-
hyponormal operator T always satisfies the inequality T ∗[T ∗, T ]T  ‖T ‖2[T ∗, T ], and as a result
T is automatically weakly subnormal. Thus, a hyponormal operator T is 2-hyponormal if and only
if there exists B such that BA∗ = A∗T and ( T A0 B) is hyponormal, where A := [T ∗, T ]1/2. More
generally, we prove that T is (k + 1)-hyponormal if and and only if T is weakly subnormal and
m.p.n.e.(T ) is k-hyponormal. As an application, we obtain a matricial representation of the minimal
normal extension of a subnormal operator as a block staircase matrix.
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Let H be a separable infinite-dimensional complex Hilbert spaces and let L(H) be the
set of bounded linear operators on H. For S,T ∈ L(H), we write [S,T ] := ST − T S for
the commutator of S and T . An operator T ∈ L(H) is normal if [T ∗, T ] = 0, hyponormal
if [T ∗, T ] 0, and subnormal if T =N |H, where N is a normal operator on some Hilbert
spaceK⊇H. Thus, T is subnormal if and only if there exist A and B such that Tˆ := ( T A0 B)
is normal, i.e.,{ [T ∗, T ] =AA∗,
A∗T = BA∗,
[B∗,B] +A∗A= 0.
(1.1)
In [1], the notion of weak subnormality was introduced as follows. An operator T ∈ L(H)
is said to be weakly subnormal if there exists A and B such that the first two conditions
in (1.1) hold, that is, [T ∗, T ] = AA∗ and A∗T = BA∗; the operator Tˆ is said to be a
partially normal extension of T . Clearly, subnormal⇒ weakly subnormal⇒ hyponormal,
with the converse implications not true in general [1, Examples 5.1 and 5.5]. As proved
in [1], T is weakly subnormal if and only if Tˆ ∗Tˆ f = Tˆ Tˆ ∗f for all f ∈H, if and only if
H ⊆ ker[Tˆ ∗, Tˆ ]. Weak subnormality is invariant under unitary equivalence, translations,
and restrictions to invariant subspaces.
Let T be a weakly subnormal operator on H and let Tˆ be a partially normal extension
of T acting on K. Tˆ is said to be a minimal partially normal extension of T (in symbols,
Tˆ = m.p.n.e.(T )) if K has no proper subspace L containing H such that Tˆ |L is also a
partially normal extension of T . As shown in [1, Lemma 2.5], Tˆ := m.p.n.e.(T ) if and
only if
K=
∨
{Tˆ ∗nh: h ∈H, n= 0,1}. (1.2)
Recall that an n-tuple T = (T1, . . . , Tn) of operators in L(H) is hyponormal if the
operator matrix ([T ∗j , Ti])ni,j=1 is positive on the direct sum H⊕ · · · ⊕H (n copies). For a
natural number k  1 and T ∈ L(H), T is k-hyponormal if (T ,T 2, . . . , T k) is hyponormal.
The k-tuple T = (T1, . . . , Tk) is weakly hyponormal if λ1T1 + · · · + λkTk is hyponormal
for every λi ∈ C, i = 1, . . . , k, where C is the set of complex numbers. An operator T
is weakly k-hyponormal if (T ,T 2, . . . , T k) is weakly hyponormal. (For information and
basic results about these notions, the reader is referred to [2].)
It was shown in [1] that every 2-hyponormal weighted shift is weakly subnormal, but
whether the same implication holds for arbitrary operators was left open. In this article we
settle this by establishing that every 2-hyponormal operator is indeed weakly subnormal
(Theorem 2.7). This is special case of a more general result, in which we show that an op-
erator T is (k+ 1)-hyponormal if and only if T is weakly subnormal and m.p.n.e.(T ) is k-
hyponormal (Theorem 3.2). Along the way we show that a 2-hyponormal operator always
satisfies the inequality T ∗[T ∗, T ]T  ‖T ‖2[T ∗, T ] (Corollary 2.5). As an application of
our results, we find a concrete matricial construction of the minimal normal extension of an
arbitrary subnormal operator (cf. (4.3)); our model is especially simple when the operator
is quasinormal (Corollary 4.4), and it is partially motivated by Stampfli’s construction of
the minimal normal extension of a subnormal weighted shift [3, pp. 368–373].
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Recall from [1, Corollary 2.3] that if T is weakly subnormal, then T (ker[T ∗, T ]) ⊆
ker[T ∗, T ]. For T ∈L(H) we let
∆2 :=
(
I T ∗
T T ∗T
)
and ∆3 :=
(
I T ∗ T ∗2
T T ∗T T ∗2T
T 2 T ∗T 2 T ∗2T 2
)
.
Lemma 2.1. Let T be a hyponormal operator on H with ‖T ‖< 1. Assume that:
(i) T (ker[T ∗, T ])⊆ ker[T ∗, T ];
(ii) For y /∈ ker[T ∗, T ] and x ∈H,(
∆2
[
T x
Ty
]
,
[
T x
Ty
])

(
∆2
[
x
y
]
,
[
x
y
])
. (2.1)
Then (
T ∗[T ∗, T ]Ty,y) ([T ∗, T ]y, y) (all y ∈H). (2.2)
Proof. For y ∈ ker[T ∗, T ], condition (i) readily implies that Ty ∈ ker[T ∗, T ], so (2.2)
clearly holds. Assume now that y /∈ ker[T ∗, T ], and recall the identities(
∆2
[
x
y
]
,
[
x
y
])
= ‖x + T ∗y‖2 + ([T ∗, T ]y, y) (2.3)
and (
∆2
[
T x
Ty
]
,
[
T x
Ty
])
= ‖T x + T ∗Ty‖2 + (T ∗[T ∗, T ]Ty,y). (2.4)
Substituting x by −T ∗y in (2.3) and (2.4), the right-hand sides become ([T ∗, T ]y, y) and
‖[T ∗, T ]y‖2 + (T ∗[T ∗, T ]Ty,y), respectively. From (2.1) it follows at once that(
T ∗[T ∗, T ]Ty,y) ([T ∗, T ]y, y).
To proof is now complete. ✷
Lemma 2.2. Let T be a hyponormal operator on H. Assume that:
(i) T (ker[T ∗, T ])⊆ ker[T ∗, T ];
(ii) For y /∈ ker[T ∗, T ] and x ∈H, and all δ > 0,
1
(‖T ‖ + δ)2
(
∆2
[
T x
Ty
]
,
[
T x
Ty
])

(
∆2
[
x
y
]
,
[
x
y
])
.
Then (
T ∗[T ∗, T ]Ty,y) ‖T ‖2([T ∗, T ]y, y) for all y ∈H.
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have (
T ∗δ [T ∗δ , Tδ]Tδy, y
)

([T ∗δ , Tδ]y, y),
which implies(
T ∗[T ∗, T ]Ty,y) (‖T ‖ + δ)2([T ∗, T ]y, y).
Since δ > 0 is arbitrary, we obtain(
T ∗[T ∗, T ]Ty,y) ‖T ‖2([T ∗, T ]y, y)
for all y ∈H, as desired. ✷
It follows from [4, Lemma 2.6] that if α,β  0 and 0 = γ ∈C, then
|z|2α + β + 2 Re(zγ ) 0 (all z ∈C) ⇔ |γ |2  αβ. (2.5)
Lemma 2.3. Let T be a 2-hyponormal operator on H, and let x1, x2, y1, y2 ∈H. Then∣∣∣∣
(
∆2
[
y1
y2
]
,
[
T x1
T x2
])∣∣∣∣
2

(
∆2
[
x1
x2
]
,
[
x1
x2
])(
∆2
[
Ty1
Ty2
]
,
[
Ty1
Ty2
])
. (2.6)
Proof. Since T is 2-hyponormal, we have ∆3  0. For z ∈C, we must then have
0
(
∆3
[
x1
x2 + zy1
zy2
]
,
[
x1
x2 + zy1
zy2
])
=
(
∆2
[
x1
x2
]
,
[
x1
x2
])
+ z
(
∆2
[
y1
y2
]
,
[
T x1
T x2
])
+ z¯
(
∆2
[
T x1
T x2
]
,
[
y1
y2
])
+ |z|2
(
∆2
[
Ty1
Ty2
]
,
[
Ty1
Ty2
])
.
The result now follows from (2.5). ✷
Proposition 2.4. Let T be a 2-hyponormal operator on H. Then:
(i) T (ker[T ∗, T ])⊆ ker[T ∗, T ];
(ii) For y /∈ ker[T ∗, T ] and x ∈H, and all δ > 0,
1
(‖T ‖ + δ)2
(
∆2
[
T x
Ty
]
,
[
T x
Ty
])

(
∆2
[
x
y
]
,
[
x
y
])
.
Proof. (i) is in [1, Lemma 2.2], so it is sufficient to establish (ii). Suppose there exist
y /∈ ker[T ∗, T ], x ∈H and δ > 0 such that(
∆2
[
x
y
]
,
[
x
y
])
<
1
(‖T ‖ + δ)2
(
∆2
[
T x
Ty
]
,
[
T x
Ty
])
. (2.7)
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∆2
[
T x
Ty
]
,
[
T x
Ty
])2

(
∆2
[
x
y
]
,
[
x
y
])(
∆2
[
T 2x
T 2y
]
,
[
T 2x
T 2y
])
<
1
(‖T ‖ + δ)2
(
∆2
[
T x
Ty
]
,
[
T x
Ty
])(
∆2
[
T 2x
T 2y
]
,
[
T 2x
T 2y
])
.
Thus,(
∆2
[
T x
Ty
]
,
[
T x
Ty
])
<
1
(‖T ‖ + δ)2
(
∆2
[
T 2x
T 2y
]
,
[
T 2x
T 2y
])
,
which implies that(
∆2
[
x
y
]
,
[
x
y
])
<
1
(‖T ‖ + δ)4
(
∆2
[
T 2x
T 2y
]
,
[
T 2x
T 2y
])
. (2.8)
Repeating this argument inductively, using (2.8) instead of (2.7), we obtain(
∆2
[
x
y
]
,
[
x
y
])
<
1
(‖T ‖+ δ)2n
(
∆2
[
T nx
T ny
]
,
[
T nx
T ny
])
 ‖∆2‖
(‖T ‖+ δ)2n
(‖T nx‖2 + ‖T ny‖2)

( ‖T ‖
‖T ‖+ δ
)2n
‖∆2‖
(‖x‖2 + ‖y‖2),
for all n  1. Since the right-hand side converges to 0 as n→∞, and since ∆2  0, we
see that
‖x + T ∗y‖2 + ([T ∗, T ]y, y)= (∆2
[
x
y
]
,
[
x
y
])
= 0.
It follows that y ∈ ker[T ∗, T ], a contradiction. This completes the proof. ✷
By combining Lemma 2.2 and Proposition 2.4, we obtain at once
Corollary 2.5. Let T be 2-hyponormal. Then T ∗[T ∗, T ]T  ‖T ‖2[T ∗, T ].
The theorem below is the main result of this section. Before we give its proof, we need
one more ingredient. Assume T ∈ L(H) is hyponormal, that is, [T ∗, T ] 0. Then
ker[T ∗, T ] = ker[T ∗, T ]1/2 = ker[T ∗, T ]2 (2.9)
and (
ran[T ∗, T ])− = (ran[T ∗, T ]1/2)− = (ran[T ∗, T ]2)−. (2.10)
We write R ≡RT = (ran[T ∗, T ])− and define A ≡ AT :R→H by Ax := [T ∗, T ]1/2x
(x ∈R). The proof of the following lemma is straightforward.
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(i) A∗x = [T ∗, T ]1/2x (all x ∈H);
(ii) AA∗x = [T ∗, T ]x (all x ∈H);
(iii) A∗Ax = [T ∗, T ]x (all x ∈R);
(iv) R= (ranA∗A)− = (ranA)− = (ranA∗)−.
Theorem 2.7. Let T be 2-hyponormal. Then T is weakly subnormal.
Proof. In the notation of Lemma 2.6, recall that Ax = [T ∗, T ]1/2x for all x ∈ R. Let
g ∈ ranA∗, say g = A∗f for some f ∈ H. Define a linear map B : ranA∗ → ranA∗
by Bg = A∗Tf (g ∈ ranA∗). To see that B is well defined, suppose A∗f = 0, i.e.,
[T ∗, T ]1/2f = 0, by Lemma 2.6. Then f ∈ ker[T ∗, T ] (by (2.9)), so Proposition 2.4(i)
implies that Tf ∈ ker[T ∗, T ], so [T ∗, T ]1/2Tf = 0, again by (2.9). Then A∗Tf =
[T ∗, T ]1/2Tf = 0, showing that B is well defined. Next we claim that ‖Bg‖  ‖T ‖‖g‖
for all g ∈ ranA∗A⊆ ranA∗. Let g =A∗Af , with f ∈R. Then
‖Bg‖2 = ∥∥BA∗(Af )∥∥2 = ‖A∗T Af ‖2 = (A∗TAf,A∗T Af )
= ([T ∗, T ]1/2T [T ∗, T ]1/2f, [T ∗, T ]1/2T [T ∗, T ]1/2f )
= ([T ∗, T ]1/2T ∗[T ∗, T ]T [T ∗, T ]1/2f,f )
 ‖T ‖2([T ∗, T ]f, [T ∗, T ]f ) (by Corollary 2.5)
= ‖T ‖2(A∗Af,A∗Af )= ‖T ‖2(g, g).
Since (ranA∗)− =R= (ranA∗A)−, B can be extended to all ofR. Hence B is a bounded
operator on R with ‖B‖  ‖T ‖ such that BA∗ = A∗T . If we let Tˆ := ( T A0 B) relative
to the decomposition K := H⊕R, then Tˆ is a partially normal extension of T . Since
H ⊕ R = H ⊕ (ran[T ∗, T ])−, an application of Lemma 2.6 and (1.2) shows that Tˆ =
m.p.n.e.(T ). ✷
Corollary 2.8. Let T be 2-hyponormal, and let Tˆ = ( T A0 B) be the minimal partially normal
extension of T . Then ‖B‖ ‖T ‖.
Proof. Straightforward from the proof of Theorem 2.7. ✷
3. k-hyponormality and weak subnormality
Let T be weakly subnormal onH, and let Tˆ = m.p.n.e.(T ). Given x ∈H, we know that
Tˆ ∗Tˆ x = Tˆ Tˆ ∗x . More generally, since Tˆ kx ∈H for all k ∈N, k  1, we have
Tˆ ∗Tˆ kx = Tˆ ∗Tˆ Tˆ k−1x = Tˆ Tˆ ∗Tˆ k−1x = · · · = Tˆ kTˆ ∗x.
A straightforward computation then leads to
(Tˆ ∗j+1Tˆ i+1x, y)= (Tˆ Tˆ ∗j Tˆ i Tˆ ∗x, y) (all x, y ∈H and all i, j ∈N). (3.1)
The following result is of independent interest.
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x0 + Tˆ ∗x1 and zj := Tˆ ∗xj+1, 1 j  k. Then
k+1∑
i,j=0
(T ∗j T ixj , xi)=
k∑
i,j=0
(Tˆ ∗j Tˆ izj , zi).
Proof. We first observe that
k+1∑
i,j=0
(T ∗j T ixj , xi) =
1∑
i,j=0
(T ∗j T ixj , xi)+
k+1∑
j=2
{
(T ∗j xj , x0)+ (T ∗j T xj , x1)
}
+
k+1∑
i=2
{
(T ix0, xi)+ (T ∗T ix1, xi)
}+ k+1∑
i,j=2
(T ∗j T ixj , xi)
=: Γ1 + Γ2 +Γ3 + Γ4.
We now express these four sums in terms of the variables zj as follows:
Γ1 = ‖x0 + Tˆ ∗x1‖2 = ‖z0‖2,
Γ2 =
k+1∑
j=2
{
(Tˆ ∗j xj , x0)+ (Tˆ ∗j Tˆ xj , x1)
}
=
k∑
j=1
{
(Tˆ ∗j Tˆ ∗xj+1, x0)+ (Tˆ ∗j Tˆ ∗xj+1, Tˆ ∗x1)
}= k∑
j=1
(Tˆ ∗j zj , z0),
Γ3 =
k+1∑
i=2
{
(Tˆ ix0, xi)+ (Tˆ ∗Tˆ ix1, xi)
}
=
k∑
i=1
{
(Tˆ ix0, Tˆ
∗xi+1)+ (Tˆ i Tˆ ∗x1, Tˆ ∗xi+1)
}= k∑
i=1
(Tˆ iz0, zi ),
Γ4 =
k∑
i,j=1
(Tˆ Tˆ ∗j Tˆ i Tˆ ∗xj+1, xi+1)=
k∑
i,j=1
(Tˆ ∗j Tˆ izj , zi ) (using (3.1)).
If we now combine the new expressions for the Γi’s, we obtain
k+1∑
i,j=0
(T ∗j T ixj , xi)= ‖z0‖2 +
k∑
j=1
(Tˆ ∗j zj , z0)+
k∑
i=1
(Tˆ iz0, zi)+
k∑
i,j=1
(Tˆ ∗j Tˆ izj , zi)
=
k∑
i,j=0
(Tˆ ∗j Tˆ izj , zi ),
as desired. ✷
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for all xi, xj ∈H, 0  i, j  k [2]; this is the analog, for k-hyponormality, of the Bram–
Halmos condition for subnormality [5].
Theorem 3.2. Let T ∈L(H) and let k  1. The following statements are equivalent:
(i) T is (k + 1)-hyponormal;
(ii) T is weakly subnormal and Tˆ := m.p.n.e.(T ) is k-hyponormal.
Proof. (ii)⇒ (i) Straightforward from Lemma 3.1.
(i)⇒ (ii) Since T is 2-hyponormal, we know by Theorem 2.7 that T is weakly subnor-
mal. Let Tˆ := m.p.n.e.(T ), acting on
K=
∨
{Tˆ ∗nh: h ∈H, n= 0,1},
by (1.2). Let zj := xj + Tˆ ∗yj ∈ K, where xj , yj ∈H, 0  i, j  k. We shall prove that∑k
i,j=0(Tˆ ∗j Tˆ izj , zi ) 0, and this will establish the k-hyponormality of Tˆ .
Set wj := yj−1 + xj , 0 j  k + 1 with y−1 = xk+1 = 0. Then we have
k∑
i,j=0
(Tˆ ∗j Tˆ izj , zi)=
k∑
i,j=0
(
Tˆ ∗j Tˆ i (xj + Tˆ ∗yj ), (xi + Tˆ ∗yi)
)
=
k∑
i,j=0
{
(Tˆ ∗j Tˆ ixj , xi)+ (Tˆ ∗j Tˆ i Tˆ ∗yj , xi)
+ (Tˆ ∗j Tˆ ixj , Tˆ ∗yi)+ (Tˆ ∗j Tˆ i Tˆ ∗yj , Tˆ ∗yi)
}
=
k∑
i,j=0
{
(Tˆ ∗j Tˆ ixj , xi)+ (Tˆ ∗j+1Tˆ iyj , xi)
+ (Tˆ ∗j Tˆ i+1xj , yi)+ (Tˆ ∗j+1Tˆ i+1yj , yi)
}
=
k∑
i,j=0
(T ∗j T ixj , xi)+
k∑
i,j=0
(T ∗j+1T iyj , xi)
+
k∑
i,j=0
(T ∗j T i+1xj , yi)+
k∑
i,j=0
(T ∗j+1T i+1yj , yi)
=
k+1∑
i,j=0
(T ∗j T ixj , xi)+
k+1∑
i,j=0
(T ∗j T iyj−1, xi)
+
k+1∑
i,j=0
(T ∗j T ixj , yi−1)+
k+1∑
i,j=0
(T ∗j T iyj−1, yi−1)
(the final equality using the convention y−1 = xk+1 = 0). Hence
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i,j=0
(Tˆ ∗j Tˆ izj , zi)=
k+1∑
i,j=0
(
T ∗j T i(yj−1 + xj ), yi−1 + xi
)
=
k+1∑
i,j=0
(T ∗j T iwj ,wi) 0
(because T is (k + 1)-hyponormal), as desired. ✷
We conclude this section with an extension of [1, Theorem 1.2(iii)]; for related results,
see [6, Section 2]. For T ∈ L(H), we write σ(T ) for the spectrum of T and r(T ) for the
spectral radius of T .
Corollary 3.3. Let T ∈ L(H) be 2-hyponormal and let Tˆ := m.p.n.e.(T ). Then ‖Tˆ ‖ =
‖T ‖.
Proof. By Theorem 3.2, Tˆ ≡ ( T A0 B) is hyponormal, so r(Tˆ ) = ‖Tˆ ‖. Since σ(Tˆ ) ⊆
σ(T ) ∪ σ(B) and r(B)  ‖B‖  ‖T ‖ (by Corollary 2.8), we see that ‖Tˆ ‖ = r(Tˆ ) 
max{r(T ), r(B)} ‖T ‖. ✷
4. Construction of the minimal normal extension of a subnormal operator
Let k  2 and assume that T ∈ L(H) is (k + 1)-hyponormal. By Theorem 2.7, T is
weakly subnormal. Let
Tˆ =
(
T A1
0 B1
)
be the m.p.n.e. of T onH1 :=H⊕R1, whereR1 := (ran[T ∗, T ])−, A1 := [T ∗, T ]1/2|R1
and B1 :R1 → R1 is given by B1(A∗1f ) := A∗1Tf . Since Tˆ is 2-hyponormal, it is also
weakly subnormal, and we can repeat the process to obtain
ˆˆ
T =
(
Tˆ A2
0 B2
)
on H2 := (H ⊕ R1) ⊕ R2, where A2 := [Tˆ ∗, Tˆ ]1/2|R2 , R2 := (ran[Tˆ ∗, Tˆ ])− and
B2 :R2 →R2 satisfies B2(A∗2f ) = A∗2Tˆ f . For n  2 we then write Tˆ (n) := ˆˆT (n−1). We
thus have
Tˆ (n) =
(
Tˆ (n−1) An
0 Bn
)
(1 n k)
relative to the decomposition Hn := (H ⊕ R1 ⊕ · · · ⊕ Rn−1) ⊕ Rn, where An :=
[Tˆ (n−1)∗, Tˆ (n−1)]1/2|Rn , Rn := (ran[Tˆ (n−1)∗, Tˆ (n−1)])− and Bn :Rn → Rn satisfies
Bn(A
∗
nf )=A∗nTˆ (n−1)f . For notational convenience we set H0 :=H.
Lemma 4.1. Let k  2 and assume that T ∈ L(H) is (k + 1)-hyponormal. Then
Tˆ (k)∗Hk−2 ⊆Hk−1.
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PHk−2 Tˆ
(k)|HkHk−1 = PHk−2Ak = PHk−2 [Tˆ (k−1)∗, Tˆ (k−1)]1/2 = 0.
Let f ∈Hk−2 and g ∈Hk Hk−1. Then
(Tˆ (k)∗f,g)= (f, Tˆ (k)g)= (PHk−2f, Tˆ (k)g)= (f,PHk−2 Tˆ (k)g)= 0,
which shows that Tˆ (k)∗f ∈Hk−1, as desired. ✷
Recall that if T is a subnormal operator on H and N is a normal extension of T on K,
then N is a minimal normal extension of T if and only if
K=
∨
{N∗kh: h ∈H, k  0} [7, Proposition 2.4]. (4.1)
For subnormal weighted shifts, Stampfli gave in [3] an explicit construction of the minimal
normal extension. Motivated in part by that construction, we will now describe a block
staircase operator matrix model for the minimal normal extension of an arbitrary subnormal
operator. Let T be subnormal on H, and recall that T is (k + 1)-hyponormal for all k  0,
so successive partially normal extensions exist. We recursively define Tˆ (m) as Tˆ (0) := T
and Tˆ (m+1) := m.p.n.e.(Tˆ (m)). Let H∞ := H ⊕R1 ⊕ · · · ⊕Rn ⊕ · · · with the &2 inner
product, that is, if x˜ := x0 ⊕ x1 ⊕ · · · ⊕ xm ⊕ · · · and y˜ := y0 ⊕ y1 ⊕ · · · ⊕ ym ⊕ · · ·, then
〈x˜, y˜〉H∞ :=
∑
i (xi, yi). For x˜ ≡ x0⊕· · ·⊕xm⊕0⊕0⊕· · ·≡ x˜m⊕0⊕0⊕· · ·, we define
Nx˜ := Tˆ (m)x˜m. For notational convenience, we will identifyHm with the subspace ofH∞
of all vectors x˜ ≡ x0 ⊕ · · · ⊕ xm ⊕ 0⊕ 0⊕ · · ·, and we shall write x˜m ≡ PHmx˜ . Also, we
shall regardHm as a subspace of Hm+1 Clearly N is linear on a dense linear submanifold
of H∞. Moreover, by Corollary 3.3,
‖Nx˜‖ = ∥∥Tˆ (m)x˜m∥∥ ‖Tˆ (m−1)‖‖x˜m‖ = · · · = ‖T ‖‖x˜‖ (4.2)
whenever x˜ ≡ x˜m⊕0⊕0⊕· · · . Therefore,N can be extended to a bounded linear operator
on H∞, which we will also denote by N . By (4.2), ‖N‖ = ‖T ‖.
Lemma 4.2. N∗x˜ = Tˆ (m+1)∗x˜m, for all x˜ ≡ x˜m⊕ 0⊕ 0⊕ · · · ∈H∞.
Proof. Since Tˆ (&+k)|H& = Tˆ (&) for all k  1, Tˆ (&)∗ = PH& Tˆ (&+k)∗|H& . By Lemma 4.1,
Tˆ (m+2)∗x˜m ∈Hm+1, so(
Tˆ (m+1)∗x˜m, y˜
)= (PHm+1 Tˆ (m+2)∗x˜m, y˜)
= (Tˆ (m+2)∗x˜m,PHm+1 y˜)= (Tˆ (m+2)∗x˜m, y˜)
for any y˜ ∈ H∞, which implies that Tˆ (m+1)∗x˜m = Tˆ (m+2)∗x˜m for all x˜m ∈ Hm. Also,
since Hm ⊆ Hm+k for any k  1, we can continue this process to obtain Tˆ (m+1)∗x˜m =
Tˆ (m+1+k)∗x˜m for all x˜m ∈ Hm. Given x˜m ∈ Hm and y˜& ∈ H&, and if we let n :=
max{m+ 1, &}, we obtain(
N∗x˜m, y˜&
)= (x˜m,Ny˜&)= (x˜m, Tˆ (n)y˜&)= (Tˆ (n)∗x˜m, y˜&)= (Tˆ (m+1)∗x˜m, y˜&),
which readily implies that N∗x˜ ≡N∗x˜m = Tˆ (m+1)∗x˜m, as desired. ✷
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subnormal operator.
Theorem 4.3. Let T be a subnormal operator on H and let N be the operator on
H∞ :=H⊕R1 ⊕R2 ⊕ · · · defined as Nx˜ := Tˆ (m)x˜m, for x˜ ≡ x˜m ⊕ 0 ⊕ 0 ⊕ · · · ∈H∞.
Then N is a minimal normal extension of T with ‖N‖ = ‖T ‖. In particular, N has the
following block staircase operator matrix form:
N =


T A1 0
0 B1 C2 0
0 B2 C3 0
0 B3 C4
. . .
0 B4
. . .
. . .
. . .


, (4.3)
where
Tˆ =
(
T A1
0 B1
)
, Tˆ (k+1) =
(
Tˆ (k) Ak
0 Bk
)
, k = 1,2, . . . ,
Rk := (ran[Tˆ (k−1)∗, Tˆ (k−1)])−, Ak := [Tˆ (k−1)∗, Tˆ (k−1)]1/2|Rk regarded as an operator
from Rk to Hk−1, and Ck := (A∗k |Rk−1)∗ :Rk →Rk−1.
Proof. We first establish that N is normal. Let x˜ ≡ x˜m⊕ 0⊕ 0⊕ · · · ∈H∞. Then
‖Nx˜‖2 = ∥∥Tˆ (m)x˜m∥∥2 = (Tˆ (m)∗Tˆ (m)x˜m, x˜m)
= (Tˆ (m+1)∗Tˆ (m+1)x˜m, x˜m)= (Tˆ (m+1)Tˆ (m+1)∗x˜m, x˜m)
= (NN∗x˜, x˜)= ‖N∗x˜‖2.
Hence N is a normal operator on H∞. Now we turn to the proof of the minimality of N .
By (1.2) and Lemma 4.2,({x0 +N∗x1: xi ∈H, i = 0,1})− = ({x0 + Tˆ ∗x1: xi ∈H, i = 0,1})− =H1.
To use mathematical induction, we assume that({
n∑
i=0
N∗ixi : xi ∈H, i = 0, . . . , n
})−
=Hn.
Then
Hn+1 =
({
n∑
i=0
N∗ipi + Tˆ (n+1)∗
(
n∑
j=0
N∗j qj
)
: pi, qj ∈H, 0 i, j  n
})−
=
({
n∑
i=0
N∗ipi +N∗
(
n∑
j=0
N∗j qj
)
: pi, qj ∈H, 0 i, j  n
})−
(by Lemma 4.2)
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({
n∑
i=0
N∗i zi +N∗n+1zn+1: zi ∈H, 0 i  n
})−
=
({
n+1∑
i=0
N∗ixi : xi ∈H, i = 0, . . . , n+ 1
})−
.
Thus
∨{N∗kh: h ∈H, k  0} =H∞. By (4.1), N is a minimal normal extension of T .
Finally, the block staircase matrix form in (4.3) follows easily from the construction of Tˆ (n)
and [1, Lemma 2.8]. Thus, the proof is complete. ✷
We conclude this section with a special but important case of Theorem 4.3. Recall
that an operator T is said to be quasinormal if T commutes with T ∗T or, equivalently,
if [T ∗, T ]T = 0.
Corollary 4.4. Let T be a weakly subnormal operator on H, and let Tˆ := m.p.n.e.(T ).
Then:
(i) T is quasinormal if and only if Tˆ = ( T A10 0 ) (A1 as in Theorem 4.3);(ii) If T is quasinormal, then Tˆ is quasinormal;
(iii) If T is quasinormal, then the minimal normal extension N of T is unitarily equivalent
to the following operator matrix:

T A1 0
0 0 C2 0
0 0 C3 0
0 0
. . .
. . .
. . .
. . .
. . .
. . .
. . .


.
Proof. (i) (⇒) Since A∗1T = B1A∗1, we see that
0= [T ∗, T ]T = A1A∗1T =A1B1A∗1.
Also, since (ranA∗1)− =R1, A1B1 = 0, so B∗1A∗1 = 0, and a fortiori B∗1 = 0, or B1 = 0.
(⇐) Since A∗1T = 0, we have A1A∗1T = [T ∗, T ]T = 0, which shows that T is
quasinormal.
(ii) By a simple computation, [Tˆ ∗, Tˆ ]Tˆ = 0. Hence Tˆ is quasinormal.
(iii) This follows easily from Theorem 4.3. ✷
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