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Abstract-A numerical integration scheme which is particularly well suited to initial value problems having 
oscillatory or exponential solutions is proposed. The derivation of the algorithm isbased on a representation 
of problems (that is problems having oscillatory or exponential solutions), the complex parameters have 
the real plane. The interpolating function has two complex parameters whose numerical estimates are 
obtained by using Newton-like scheme to solve three simultaneous nonlinear equations. For the above class 
of paoblems (that is problems having oscillatory or exponential solutions), the complex parameters have 
constant values throughout the interval of integration. Hence, the parameters are obtainable at the first 
integration step. As the approach is applicable to systems of equations, then for an initial value problem of 
order m, m sets of simultaneous equations have to be solved for the complex parameters. 
1. INTRODUCTION 
In [l], a set of adaptive integration formulae were presented to generate numerical solutions to 
initial value problems in ordinary differential equations. These algorithms are particularly well 
suited to differential equations of the form: 
Y’ = fk Y 1, YM)')7i (1.1) 
whose solutions are oscillatory in nature. The approach was based on a local representation of
the solution by either a combination of a polynomial and trigonometric interpolant or by a 
combination of polynomial and hyperbolic interpolating functions. The approach is adaptive in 
the sense that we automatically vary the degree of the polynomial part of the interpolant or 
switch from trigonometic to hyperbolic interpolant (or vice-versa) accordingly as the need arises. 
In this paper, the author proposes a simple alternative strategy which circumvents the problem 
of switching interpolants or varying the order of the polynomial part of a particular interpolating 
function. Though the approach is applicable to systems, for the sake of clarity we shall discuss 
only the scalar case. However, a vector case is treated in the numerical experiments. 
The theoretical solution y(x) to the initial value problem (1.1) is locally represented in the 
interval [xl, xtc,] by the nonpolynomial interpolating function 
F(x)=ao+a,x +b reale’““’ (1.2) 
where ao, a, and b are real undetermined coefficients while p and p are complex parameters. In
particular 
and 
p = p1+ y2, (1.3) 
p = iu, i2 = - 1. 
The interpolating function (1.2) then reduces to 
F(x) = a0 + a,x + eplx cos (p2x + a). (1.4) 
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2.DETERMINATIONOFTHEUNDETERMINEDCOEFFlCIENTS 
The functions R(x) and e(x) are defined as 
R(x) = ep+, 
and 
L9(x)=p,x +(T. 
The interpolating function (1.4) is expressible in the form 
(2.2) 
F(x)=ao+a,x+bR(x)cosf3(x). (2.3) 
If y, is a numerical estimate to the theoretical solution y(xl) and fi = f(x,, yt) with the 
mesh-points defined by 
XI = a + th, t =o, 1,2, (2.4) 
we can now impose the following constraints on the interpolating function (2.3): 
(i) the interpolating function must coincide with the theoretical solution at x = x, and x = xl+, 
for t 30, that is 
F(x,)=ao+a,x,+bR(x,)cos~(x,)=y,, (2.5) 
and 
F(x,+J = ao+ alx,+l+ bR(xr+,)cos 0(x,+,) = y,+l. (2.6) 
(ii) we also require that the first and second derivatives of the interpolating function 
respectively coincide with the differential equation as well as its first derivative with respect o x 
at x = x,. 
This implies that 
and 
F(*)(x,) = bR(x,)[p,* cos 0(x,) -2pip2 sin (3(x,)- pzt cos 6(x,)1 = f(‘)(x,, yt), (2.8) 
where fCi’ denotes the ith total derivative of f(x, y) with respect o x. 
By setting R, = R(x,) and 8, = 13(x,), we readily obtain from (2.1) and (2.2), 
R,,, = R, eplh, 
e,+, = 8, + ph. 
By subtracting (2.5) from (2.6) and applying (2.9) and (2.10), we have 
yt+l - yt = ah + bRt{ePth[ cos 8, cos (ph) - sin 8, sin (pJt) - cos e,i). 
Equation (2.8) gives 
b= 
fi”’ 
R,[(p,2-p22) COS 8, -2p$hsin et1 
and putting this in (2.7) yields 
(p, cos et - p2 sin e,)fi”) 
"=~-[(p,*--p2Z)~~~e,-2p,p2sine,l 
(2.7) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
The insertion of (2.12) and (2.13) in (2.11) gives the final integration formula 
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y,+, = .vl + h 1 fi - (p,cos8,-pzsin8,)f,“’ [(p,‘- pz’) cos 0, - 2plpz sin &I 
, cos (pzh) - sin 0, sin (pzh) - sin e,] 
(2.14) 
It now remains to obtain numerical estimates for the parameters pl, pz and U. 
3. DETERMINATION OF PARAMETERS p,, pz AND u 
To determine the parameters p,, pz and CT, we use the definition of the local truncation error 
denoted by 
T,+, = y(xt+,)- y,+t, (3.1) 
where y (x, + ,) is the theoretical solution at x = x , +, and y, +, is the numerical solution obtained by 
adopting (2.14). 
The Taylor’s series expansion of y(x,+,) about x =x, is given by 
y(x*+,)=y(x,)+pxp. 
,=I . 
(3.2) 
With the assumption that there was no previous error (i.e. yt = y(x,)) and using (3.2) as well as 
the Maclaurin’s eries expansion of cos (PJz), sin (&I) and eCpl”) in (2.14), and requiring that the 
coefficients of h’, h3 and h“ vanish (the coefficient of h vanishes identically), we obtain the 
following set of nonlinear equations in p,, p2 and &, respectively. 
[(p,Z-pzZ)co~e,-2p,p~sine,lf,-[p,cose,-pzsine,If,“‘~0, 
[(p,x - 3p,pzZ) cos 8, - (3p,*p2 -p23) sin e,lfi -[p, cos 8, -pz sin eIlfr’*)= 0, 
[(p,‘- 6p,*p,* + P;) - 4(p13p2 - ~1~2 sin e,]f, -[p, cos 8, - p2 sin &]fl”’ = 0. 
(3.3) 
(3.4) 
(3.5) 
The eqns (3.3), (3.4) and (3.5) are now solved for the parameters pl, p2 and 0, by any of the 
Newton-like iterative schemes. For all our numerical experiments, we applied Brown’s scheme as 
proposed in [2]. 
With the relationships (3.3 j(3.5) satisfied, the integration formula given by equation (2.14) has 
a truncation error 
hS 
T,+‘=5![p,~~~e~-p:sine,l {[(p15- lop,2p23 + 5p,p24) cos 01 
- (p,S - 10p,*pz3 + 5p,4p2) sin e,]fl - [PI cos 8, - p2 sin e,lft(4)}+ O(h6). (3.6) 
Equation (3.6) shows that the integration formula (2.14) together with the constraints 
(3.3)-(3.5) is in general of order four. 
4. APPLICATIONS AND NUMERICAL RESULTS 
Test runs were made with the scheme for both scalar and vector initial value problems. The 
numerical computation was implemented on an IBM 360/25 using double precision arithmetic. 
To obtain the numerical solution y ,+, at x = x*+,, the functionf(x, y) and its higher derivatives 
are evaluated at x = x,. The values thus obtained are used in eqns (3.3), (3.4) and (3.5). These 
equations are then solved to give the parameters p,, p2 and 8,. The numerical values of these 
parameters are then used in (2.14) to generate y,+). 
In all examples, eqns (3.3)-(3.5) are solved at each step of the integration procedure with 
Brown’s Scheme[2] using unit initial estimates for each of the parameters pl, p2 and 8,. 
We first consider the scalar initial value problem 
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Y’=Y, y(0) = 1 
in the interval 0 s x I 1 using a uniform mesh-size h = 0.1. The parameters pl, pZ and u were 
obtained correctly to eight places of decimal. In this example, the function e(x) given by (2.3) has 
a constant value 0.024651434. The numerical solution to problem (4.1) was also obtained with the 
Numerical Algorithm Group’s (NAG) version of Gear[3] and Krogh[4]. The details of the 
numerical results are given in Tables l(a) and l(b). As indicated in the table below, the proposed 
scheme is capable of using fairly larger step sizes than these methods for differential equations 
with exponential solutions. 
Table l(a) 
Formula 
(2.14) 
t XI PI lo-‘XP* IO’ x (T Yl l@X T,+, 
0 0.0 
1 0.1 
2 0.2 
3 0.3 
4 0.4 
5 0.5 
6 0.6 
7 0.7 
8 0.8 
9 0.9 
10 1.0 
l.OOtWO97 0.3952662 0.2465 143 
1.ooooo49 0.1989395 0.2463154 
1.ooooO25 0.1007663 0.2463 128 
1.OOOOO13 0.0516630 0.2463593 
I.OOOOOO7 0.027081 I 0.2464060 
1.OOcmOO4 0.0147376 0.2464406 
1.OOlmOO2 o.c084833 0.2464634 
l.oooooo1 0.0052444 0.2464776 
1.oooooo1 0.0034972 0.2464864 
l.oooooOl 0.0024985 0.2464919 
- - - 
1.ooooooo O.ooooO 
1.1051709 0.60450 
1.2214028 0.48289 
1.3498588 0.38781 
1.4918247 0.36697 
1.6487213 0.32105 
1.8221188 0.02256 
2.0137527 0.35937 
2.2255409 0.34473 
2.459603 1 0.30697 
2.7182818 0.03030 
Table l(b) 
Formula (2.14) Gear 
Xt h 106x T,,, h 10’~ T,+, h 10’~ Tt+, 
0.0 0.1 O.ooooO 0.100 O.OOOOO 0.1000 O.ooooO 
0.1 0.1 0.60450 0.025 -0.163% 0.0125 - 0.17259 
0.2 0.1 0.48289 0.025 -0.19520 0.0125 - 0.20301 
0.3 0.1 0.38781 0.025 -0.21902 0.0125 - 0.22608 
0.4 0.1 0.36697 0.025 - 0.24293 0.0125 - 0.24932 
0.5 0.1 0.32105 0.025 -0.27187 0.0125 - 0.27766 
0.6 0.1 0.02256 0.025 - 0.28787 0.0125 - 0.29834 
0.7 0.1 0.35937 0.025 - 0.29363 0.0125 -0.31257 
0.8 0.1 0.34473 0.025 - 0.29997 0.0250 -0.32568 
0.9 0.1 0.30697 0.025 -0.31020 0.0250 - 0.33346 
1.0 0.1 0.03030 0.025 -0.31576 0.0125 - 0.34734 
Example 2 
Consider the initial value problem 
y’=-x41-YZ), y(O)= 1 (4.2) 
in the range of 0 < x s r. The numerical integration was obtained with a uniform step length 
h = p/l0 and parameters p,, pZ and (J were correctly obtained to eight decimal places. The 
parameters p,, pZ and o have constant values 0, 1 and 0 respectively and the function 19(x) was 
obtained as 0(x) = x. 
The initial value problem was also solved using Gear’s scheme [3] as well as the Bulirsch and 
Stoer[S] rational extrapolation scheme of variable orders 6 d m s 10. The details of the 
numerical results are given in Tables 2(a) and 2(b). The new scheme uses a much larger stepsize 
and still produces better accuracy than the two other schemes. 
Example 3 
Consider the scalar initial value problem 
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Table 2(a) 
t X, 
0 O.ooooooO 
1 0.3141592 
2 0.62831847 
3 0.94241113 
4 1.2566370 
5 1.5707%3 
6 1.8849555 
I 2.1991148 
8 2.5132740 
9 2.8274333 
10 3.1415920 
Theoretical 
solution 
t(x#) 
mooofmo l.ooooooO 
0.95105653 0.95105653 
0.80901703 0.80901700 
0.58778530 0.58778524 
0.30901706 0.30901700 
0.ooooooo1 o.ooooooo7 
-0.30901692 - 0.30901688 
- 0.58778519 -0.58778518 
-0.80901694 -0.80901688 
- 0.95 105649 - 0.95105648 
-l.oooooooO -0.99999994 
1O’x T,,, 
O.CCKKKl 
O.OOW 
0.13767 
0.36666 
0.42474 
0.00152 
- 0.28291 
-0.00411 
- 0.32607 
-0.03518 
- 0.29774 
Table 2(b) 
Formula (2.14) 
Rational extrapolation 
order 
Order of 
X h IO’ x T,,, h 1o’x T,+, h l@X t,+, extrapolation 
O.ooooooO 0.3141592 O.OOCCKJ 
0.3141592 0.3141592 O.OOOOO 
0.6283185 0.3141592 0.13768 
0.9424117 0.3141592 0.36666 
1.2566370 0.3141592 0.42474 
1.5707963 0.3142592 0.00152 
1.8849555 0.3141592 - 0.28291 
2.1991148 0.3141592 -0.00411 
2.5132740 0.3141592 - 0.32607 
2.8274333 0.3141592 -0.03518 
3.1415926 0.3141592 - 0.29774 
0.3141592 O.WOOO 0.1570792 
0.0098175 -0.10692 0.1570792 
0.01%349 - 0.24382 0.1570792 
0.01%349 -0.41294 0.1570792 
0.0392699 - 0.68757 0.1570792 
0.0392699 - 1.12916 0.1570792 
0.0392699 - 0.93344 0.1570792 
0.0785398 -0.71700 0.1570792 
0.0392699 - 0.49093 0.1570792 
0.0392699 - 0.25356 0.1570792 
0.01%349 O.ooooO 0.1570792 
O.oooooO 6 
- 0.06721 10 
-0.17035 8 
- 0.29207 6 
- 0.43988 6 
-0.75124 10 
-0.54638 6 
- 0.37688 6 
- 0.23129 6 
-0.10417 6 
O.CKKlCQ 6 
y’ = -2xy +4x, y(O)=3 (4.3) 
in the interval 0 s x s 1 whose true solution is 
y(x) = emX2 + 2. 
The numerical integration was carried out with three different uniform mesh-sizes h = 0.1, 
h = 0.025 and h = 0.0125 with the estimates of the parameters pl, pz and u correctly obtained to 
six decimal places. The numerical results are given in Tables 3(a) and 3(b). The convergence of 
the integration formula (2.14) is clearly evident from Table 3(b). 
Table 3(a) 
Numerical 
solution Theoretical 
X h = 0.0125 solution lo” x T,+, 
0.0 3.OoOOOO0 3.OoDOoOO O.OOOOO 
0.1 2.9900471 2.9900494 - 0.75386 
0.2 2.0607868 2.9607887 - 0.65308 
0.3 2.9139287 2.9139309 - 0.76387 
0.4 2.8521414 2.8521433 - 0.64790 
0.5 2.7787986 2.7788W - 0.49503 
0.6 2.6976744 2.6976757 -0.483216 
0.7 2.6126247 2.6126261 - 0.52497 
0.8 2.5272910 2.5272923 -0.50686 
0.9 2.4448568 2.4448576 - 0.30917 
1.0 2.3678784 2.3678789 - 0.20430 
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Table 3(b) 
X 
0.0 O.ooooO O.OOOOO O.ooooO 
0.1 -0.03938 -0.16839 -0.75386 
0.2 -0.06206 -0.15640 -0.65308 
0.3 -0.08483 -0.15255 -0.76387 
0.4 -0.10462 -0.14460 -0.64790 
0.5 -0.12246 -0.13456 -0.49503 
0.6 -0.13771 -0.12446 -0.48322 
0.7 -0.14888 -0.11373 -0.52497 
0.8 -0.15439 -0.10155 -0.50686 
0.9 -0.15314 -0.08715 -0.30917 
1.0 -0.14487 -0.07371 -0.20430 
10'~ T,,, 10.x T,,, 106x i-,*, 
h =O.l h = 0.025 h =0.0125 
Example 4 
We finally consider the example of Amdursky and Ziv[6] given 
[I L Y: = Y: -&x2) -($x) I[ I;:’
where p is a real constant. The general solution to this differential 
yl(x)=A sin(/3 *logx)+B cos(/3 -1ogx) 
by 
equation is 
y*(x) = p [A cos (/3 . log x) - B sin (/3 . log x)1/x. 
(4.4) 
The numerical solution to problem (4.4) was obtained in the interval ez 6 x s 9 using a uniform 
mesh-size h = 0.1. Each of the real numbers A, B and /3 is set to unity thus giving the initial 
conditions 
yde’) = 1 and Me’) = 57/e*. 
In this problem, the parameters have the constant values 
PI (I)= 1.1511665, p,“‘=3.1503660 
Pt 
(1) _
- Pz 
(2) = 0 
UI (1’ = 1+, (*’ = n/2. 
The details of the numerical results are given below in Table 4. Here (p12 - ~22) cos 0, - 
2p,pz sin 0, vanish identically and the integration formula (2.14) automatically reduces to Euler’s 
method. 
Table 4 
0 
2 
3 
4 
5 
6 
7 
8 
9 
IO 
7.3890561 I.- 0.4251683 O.ooooO O.OOOOO 
7.4890561 1.0412030 0.013972 0.12260 0.00978 
7.5890561 1.0801309 0.3777991 0.15416 0.01653 
7.6890561 I.1171256 0.3544178 0.22995 0.02164 
7.7890561 1.1514736 0.3312848 0.29142 0.03377 
7.8890561 1.1838337 0.3084453 0.66431 0.04367 
7.9890561 1.2135278 0.2859179 0.63715 0.06451 
8.0890561 1.2411327 0.2637538 0.75530 0.07353 
8.1890561 1.2662%2 0.2419313 0.62830 0.11724 
8.2890561 1.2893271 0.2205304 0.42590 0.13733 
8.3890561 1.3103059 0.1995525 0.49048 0.15171 
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