The perirhinal cortex plays a critical role in memory formation, in part because it forms reciprocal connections with the neocortex and entorhinal cortex and is thus in a position to integrate and transfer higher-order information to and from the hippocampus. However, for reasons that remain unclear, perirhinal transfer of neocortical inputs to the entorhinal cortex occurs with a low probability. Using patch recordings in vitro and tract-tracing combined with GAD-67 immunohistochemistry, we show that the perirhinal cortex contains GABAergic neurons with long-range projections to superficial entorhinal cells. This finding challenges the traditional model of cortical inhibition in which all trans-areal inhibition is thought to be disynaptic because the axons of GABAergic interneurons are assumed to be confined within the area in which their somata are located. Moreover, consistent with recent studies indicating that the formation of perirhinal-dependent memories requires activation of muscarinic receptors, long-range IPSPs were presynaptically inhibited by M 2 receptor activation. Overall, these results suggest that long-range feedforward inhibition regulates perirhinal transfer of neocortical inputs to the entorhinal cortex, but that cholinergic inputs can presynaptically adjust the impact of this control mechanism as a function of environmental contingencies.
Introduction
The perirhinal cortex (areas 36 -35) plays a key role in memory. For instance, many perirhinal neurons display reduced responses to previously viewed stimuli (Fahy et al., 1993; Li et al., 1993; Sobotka and Ringo, 1993) , a property thought to reflect their ability to discriminate familiar objects. Consistent with this, perirhinal lesions produce impairments in recognition memory (Zola-Morgan et al., 1989; Gaffan and Murray, 1992; Meunier et al., 1993 Meunier et al., , 1996 Suzuki et al., 1993) that are comparable with, or more severe than, those caused by hippocampal and entorhinal lesions (Aggleton et al., 1986; Murray and Mishkin, 1986; Meunier et al., 1993; Leonard et al., 1995; Murray et al., 2005) . Moreover, perirhinal lesions disrupt hippocampal-dependent processes such as the stability of place fields (Muir and Bilkey, 2001 ) and spatial memory (Wiig and Bilkey, 1994; Nagahara et al., 1995; Murray et al., 1998) .
Another line of research indicates that rhinal contributions to memory require cholinergic activation (Hasselmo, 2006) . Indeed, perirhinal infusions of muscarinic receptor antagonists impair recognition memory and learned taste aversion (Tang et al., 1997; Warburton et al., 2003; Abe et al., 2004; Gutierrez et al., 2004) . Similarly, cholinergic deafferentation of the rhinal cortices impairs recognition memory (McGaughy et al., 2005; Turchi et al., 2005; Winters and Bussey, 2005) . Together, these results indicate that the perirhinal cortex, under cholinergic control, contributes to various types of memory-related functions that involve the integration and transfer of neocortical information to the hippocampus.
What is the anatomical substrate of perirhinal contributions to hippocampal-dependent memories? Tract-tracing studies suggests that information transfer between the neocortex and hippocampus occurs via the sequential activation of the perirhinal and entorhinal cortices (Burwell and Witter, 2002) . Axons arising from associative neocortical areas project to area 36, which in turn, sends axons toward area 35 of the perirhinal cortex (Van Hoesen and Pandya, 1975; Witter and Groenewegen, 1986; Insausti et al., 1987) . In turn, areas 35 and 36 project to superficial entorhinal neurons (Shi and Cassell, 1999) , the main source of inputs to the hippocampus (Burwell and Witter, 2002) . However, in vitro and in vivo physiological studies indicate that perirhinal transmission of neocortical activity to the entorhinal cortex occurs with a low probability (de Curtis and Paré, 2004) , suggesting that strong inhibitory pressures regulate rhinal excitability.
Consistent with this, a recent study reported that Phaseolus vulgaris leucoagglutinin (PHA-L) injections in the perirhinal cortex anterogradely labeled a population of GABAimmunoreactive axon terminals that form symmetric synapses in the entorhinal cortex (Pinto et al., 2006) , suggesting that the perirhinal cortex is endowed with long-range GABAergic neurons. However, the fact that PHA-L is not only transported anterogradely but also along the axon collaterals of retrogradely labeled cells (Smith et al., 1998) raises the possibility that these GABAergic terminals did not arise from the perirhinal cortex but from corticopetal GABAergic neurons, such as those described were washed in PBS (six times for 5 min), mounted onto slides, dehydrated, and coverslipped.
Retrograde tracing and immunofluorescence protocol used to reveal GAD-67 immunoreactivity. The animals were anesthetized with a mixture of ketamine, acepromazine, and xylazine (50, 2.5, and 5 mg/kg, i.p., respectively) and placed in a stereotaxic apparatus. Perirhinal cells projecting to the vlEC were retrogradely labeled by performing iontophoretic injections (6 A, 7 s ON/OFF for 15 min/site) of hydroxystilbamidine [Fluorogold (FG) equivalent] (peak absorption, 361 nm, peak emission, 536 nm) in the vlEC through a glass micropipette (tip diameter of 25-30 m). After a 4 d survival period, animals were deeply anesthetized as above and perfused with saline (0.9%), followed by a fixative containing 4% paraformaldehyde, 1.4% L-lysine, and 0.2% sodium metaperiodate in 0.1 M PB, pH 7.4. After extraction from the skull, the brains were postfixed overnight in the same fixative and then sectioned at 60 m in PB. The sections were then incubated in sodium borohydride (1% in 0.1 M PB for 30 min), washed repeatedly in PB followed by rinses in TBS, and placed in a blocking solution containing 3% normal goat serum, 1% BSA, and 0.3% Triton X-100 in 0.1 M TBS for 30 min. Sections were then incubated for 48 h at 4°C with monoclonal mouse anti-GAD-67 (Chemicon, Temecula, CA) diluted (1:1000) in the same blocking solution. After several washes in TBS, sections were incubated with a cyanine 3 (Cy3)-conjugated donkey anti-mouse secondary antibody (peak absorption, 552 nm, peak emission, 570 nm; Jackson ImmunoResearch, West Grove, PA) diluted (1:800) in the same blocking solution for 1 h. After several washes in TBS and PBS, the sections were mounted on glass slides, dehydrated, and coverslipped with Cytoseal.
Approach used for cell counts. For each of the three cases in which FG injections were confined to the entorhinal cortex, we analyzed three perirhinal sections located at the same rostrocaudal level as the center of the injection site. Areas 36 and 35 of the perirhinal cortex were defined before counting using the criteria defined by Uva et al. (2004) for the guinea pig. FG-labeled and GAD-67-immunoreactive neurons were visualized with a Nikon (Tokyo, Japan) microscope (Eclipse E800) equipped with a fluorescence illumination system (X-cite 120). Images were captured with a digital camera (Nikon DXM 1200F) controlled by the software ACT-1. Cells labeled with FG or GAD-67 were differentially visualized with an ultraviolet or Cy3 filter (528 -553 nm excitation and 590 -650 nm emission), respectively. Only cells that were clearly labeled were considered. The luminosity threshold we used to identify labeled neurons was more than three times background, as measured with Photoshop (Adobe Systems, San Jose, CA). Because we were not interested in estimating the absolute number of long-range GABA cells but only in obtaining an estimate of the proportion of FG or GAD-67 neurons that were double labeled, we did not use unbiased stereological counting methods. This is line with the guidelines used by the Journal of Comparative Neurology, as defined in the editorial of Saper (1996) .
For perirhinal area 36, layers III-IV were defined as the region located between the densely packed cells of layer II and the larger tightly packed layer V neurons. In a study on the cytoarchitecture of the guinea pig perirhinal cortex (Uva et al., 2004) , layer II cells of area 35 were described as being more dispersed making the border between layers II and III rather vague. After Uva et al. (2004) , we delineated layer III by extrapolating from the layer II-III border of area 36. Layer IV of the perirhinal cortex gradually thins from lateral to medial almost to the point of disappearing in area 35. For this reason, we have chosen not to try to make a distinction between the two and have grouped the region between layers II and V of area 35 into layers III-IV.
Results

Electrophysiological experiments
To shed light on the perirhinal inhibitory pressures that limit information transfer from the neocortex to the entorhinal region, coronal slices preserving the connections between these cortical fields were prepared, and patch recordings of principal neurons were obtained under visual guidance in the vlEC (n ϭ 128) and perirhinal area 35 (n ϭ 74). All recorded cells displayed physiological properties characteristic of principal neurons (e.g., spiny pyramidal or stellate cells), including spike frequency accommodation ( Fig. 1 A) and, in a subset of cells, various degrees of timedependent inward rectification in response to hyperpolarizing current pulses (Bilkey and Heinemann, 1999; Faulkner et al., 1999; Martina et al., 2001; Alonso, 2002) . Consistent with this, all morphologically identified cells (vlEC, n ϭ 7; area 35, n ϭ 6) had a pyramidal (Fig. 1 B1) or stellate morphology, and their dendrites were covered with spines ( Fig. 1 B2) .
Two sets of experiments were performed. The first focused on the projection from perirhinal area 35 to the vlEC (Fig. 1C1) . The second examined transmission from perirhinal area 36 to area 35 (Fig. 1C2) . However, because identical results were obtained, these experiments will be described in parallel.
We first tested the effects of electrical stimuli delivered in area 35 on superficial (layer II-III) vlEC neurons. During these tests, their membrane potential was set to Ϫ60 mV by intracellular current injection to allow distinction of EPSPs and IPSPs on the basis of polarity. At each stimulation site (Fig. 1C1, red dots) , the stimulus intensity was gradually increased in steps of 50 A in search of a site in which threshold stimuli would first evoke inhibitory responses. In 25% of superficial vlEC neurons (or 7 of 28 tested cells), one or more stimulation sites in area 35 evoked apparently pure inhibitory responses (average amplitude, 2.7 Ϯ 0.4 mV at Ϫ60 mV) at threshold intensities.
An example of this phenomenon is shown in Figure 2 , for a layer II vlEC cell. Note that, as the stimulation intensity was increased ( Fig. 2 A1 , numbers on the right), the first response to be evoked was an apparently pure IPSP. At the threshold intensity ( Fig. 2 A1, 150 A) , its latency was variable but it stabilized with a slight increase in stimulation intensity (Fig. 2 A1, 200 A) . Presumably, these slight latency variations are caused by intertrial differences in the membrane potential of the GABAergic cells in the face of a gradually increasing afferent volley. With additional increases in stimulation intensity, EPSPs appeared in all tested cells (arrows in Fig. 2 A1, 300 A) , the response eventually evolving into a canonical EPSP-IPSPa-b response (Fig. 2 A1, 500 A) .
In the other superficial vlEC neurons (n ϭ 21), EPSPs and IPSPs appeared at the same threshold stimulation intensity. However, in 33% of these cells (or 7 of 21), the IPSP onset occurred before that of the EPSP. An example of this is shown in Figure 2 B1 (trace labeled, Ϫ60 mV). That these early negative potentials truly are IPSPs, as opposed to field responses seen through the membrane of the recorded cells, was indicated by the fact that they reversed in polarity during membrane hyperpolarization (Fig. 2 B1) .
The above findings are difficult to reconcile with the traditional model of cortical inhibition. Indeed, this model is based on the premise that the axons of GABAergic interneurons are confined within the area in which their somata are located. It is thus typically assumed that all trans-areal inhibition is disynaptic. That is, cortical afferents to a second cortical region would inhibit target cells indirectly, via the glutamatergic activation of localcircuit neurons located in the target region. As a result, electrically evoked IPSPs should always follow EPSPs. Moreover, stimulation of area 35 should not trigger pure IPSPs unless the glutamatergic afferents recruited by our stimuli happened to avoid the recorded vlEC cells but not the feedforward interneurons contacting them. A more parsimonious explanation, however, would be that area 35 stimuli directly activated GABAergic neurons of the perirhinal cortex with axons contacting superficial vlEC cells.
To test this possibility, we examined how the addition of the glutamate receptor antagonists CNQX and AP-5 (respectively, 20 and 100 M in the extracellular perfusate, aCSF) affected the responses evoked in vlEC neurons by threshold stimulation of area 35. Our hypothesis predicts that IPSPs should persist despite glutamate receptor blockade, whereas the traditional model predicts their abolition. In support of our hypothesis, the IPSPs evoked by juxtathreshold stimuli persisted in the presence of CNQX and AP-5 in five of six vlEC cells (Fig. 2 A2, 200 A) , although they were reduced in amplitude (42 Ϯ 7% reduction). Moreover, in all vlEC cells in which threshold stimuli elicited IPSPs that preceded EPSPs (n ϭ 7), the IPSPs persisted in the presence of the glutamate receptor antagonists (Fig. 2 B2) . The CNQX-and AP-5-resistant IPSPs seen at threshold stimulation intensities had a peak amplitude of Ϫ2.3 Ϯ 0.3mV, reversed in polarity at Ϫ74.5 Ϯ 1.3 mV, and were abolished by picrotoxin (n ϭ 5) (Fig. 2 B3) , suggesting that they were mediated by GABA A receptors. Overall, whether threshold area 35 stimuli evoked responses consisting of pure IPSPs, IPSP-EPSP, or EPSP-IPSP sequences, evoked IPSPs persisted in the presence of glutamate antagonists in 67% of superficial vlEC neurons (or 18 of 27).
Similar results were obtained when we tested the effect of area 36 stimulation on area 35 cells. That is, in 32% of tested layer II-III cells (or 9 of 28), area 36 stimuli just above threshold evoked apparently pure IPSPs that persisted in the presence of CNQX and AP-5 (Fig. 3A) . In the rest of our sample, EPSPs and IPSPs appeared at the same threshold stimulus intensity, although the IPSP onset preceded that of the EPSPs in 26% (or 5 of 19) of cases. These early IPSPs persisted in the presence of CNQX and AP-5 (40 Ϯ 6% amplitude reduction), whereas the EPSPs were abolished (Fig. 3B ). The CNQX-and AP-5-resistant IPSPs (Ϫ1.9 Ϯ 0.2 mV) reversed at Ϫ71.2 Ϯ 1.1 mV (Fig. 3C , top) and were abolished by picrotoxin (n ϭ 5) (Fig. 3C , bottom). In total, 75% of superficial area 35 neurons (or 21 of 28) showed CNQX/ AP-5-resistant IPSPs after threshold stimulation of area 36.
In the above experiments, it is unclear whether the electrically evoked IPSPs were attributable to the activation of GABAergic neurons located within the perirhinal cortex or to axons coursing through the perirhinal cortex but arising from elsewhere. In addition, although we used lowintensity electrical stimuli, it could be argued that current diffused enough to activate GABAergic neurons located outside the stimulated region. To address these concerns, we attempted to evoke long-range IPSPs in vlEC or area 35 neurons by performing local pressure applications of glutamate (500 M) via a patch pipette (1 m tip) in areas 35 or 36, respectively. To ensure spatial specificity of the glutamate microinjection method, the following precautions were taken. First, the slices were oriented such that the ejected glutamate would be carried by the aCSF flow, away from the recording site, toward the chamber outlet. Second, we only considered responses that could be elicited by glutamate puff durations of Յ60 ms or less because we estimated that Յ5 nl of glutamate is ejected with such short-duration stimuli. Third, we performed these experiments in the presence of CNQX and AP-5 to ensure that the ejected glutamate would only exert significant effects where it is most concentrated, immediately adjacent to the glutamate ejection pipette. Figure 4 illustrates control experiments designed to test the feasibility of this approach. Patch recordings of perirhinal cells (n ϭ 16) were obtained (Fig. 4 A) and glutamate puffs performed at various distances with respect to the recorded cell (Fig. 4A) . In addition, an array of stimulating electrodes (Fig. 4 A, dots) was positioned in area 36 to test whether CNQX and AP-5 would exert differential effects on synaptically released versus exogenous glutamate. Figure 4 B shows the response of a representative cell to local pressure applications of glutamate (60 ms pulse) (Fig.  4 B, left) and electrical stimulation of area 36 (Fig. 4 B, right) in control media (Fig. 4 B1) and in the presence of CNQX and AP-5 (Fig. 4 B2) . Note that these glutamate receptor antagonists abolished electrically evoked EPSPs. In contrast, CNQX and AP-5 only delayed the response to the glutamate puff, a phenomenon that presumably reflects the time required for glutamate to compete with CNQX and AP-5 for NMDA and non-NMDA receptors. Similar pressure applications of aCSF had no effect (n ϭ 4).
Having established that CNQX and AP-5 could block the effects of synaptically released but not exogenous glutamate, we next tested the spatial selectivity of our pressure application method. Figure 4C shows a representative control experiment in which glutamate was applied at various positions with respect to the recorded cell (see scale bar in the top right corner of Fig. 4C ). At each ejection site, two stimulus durations were used (60 and 100 ms; bottom and top traces, respectively). As shown in Figure 4C , even with the longest stimulus durations, only two closely spaced ejection sites immediately adjacent to the perisomatic region could fire this cell. Similar experiments were performed in 13 perirhinal neurons, and identical results were obtained. Thus, we are confident that, with the short pulse durations used here, this glutamate ejection method is spatially selective, only firing neurons that are immediately adjacent to the tip of the ejection pipette.
To search for long-range GABAergic neurons, we systematically scanned the stimulation region in a grid of 100 m, applying 100 ms glutamate puffs at each site in the presence of CNQX and AP-5. When a site effective in evoking a response was found, the glutamate pulse duration was reduced and the pipette position optimized to elicit the largest inhibitory response with the shortest pulse durations possible. Then, as a control, we moved the ejection pipette 50 m toward the recording site. Figure 5A illustrates examples of IPSPs evoked in a vlEC neuron by applying glutamate (60 ms puff) in area 35 in presence of CNQX and AP-5, at a concentration that was sufficient to block the effects of synaptically released glutamate (Fig. 5B) . A second example is shown in Figure 5C in which glutamate puffs of various durations were used, as indicated by the numbers on the left. Note that, in this example, IPSPs were evoked using a stimulus duration of 20 ms (Յ2 nl). When the glutamate ejection pipette was moved 50 m toward the recording site, the response was abolished (data not shown), indicating that the long-range IPSP was not mediated by glutamate diffusion to GABAergic cells located in the vlEC. Similar results were obtained in a total of five vlEC with stimulus durations Յ60 ms. Long-range IPSPs could also be seen in area 35 neurons in response to brief (Յ60 ms) pressure application of glutamate in area 36 (n ϭ 5).
Tract-tracing combined with GAD-67 immunohistochemistry
To further test whether the perirhinal cortex contains GABAergic neurons with long-range projections to the vlEC, we combined injections of the retrograde tracer FG with immunohistochemistry for GAD-67. Under stereotaxic guidance, FG injections were aimed to the vlEC in five animals. The FG injection site was confined to the vlEC in three of these cases (see examples in Fig.  6 A1,A2 ). After these FG injections, numerous retrogradely labeled neurons could be seen within areas 36 and 35 (Fig. 6 A3) . FG-positive (FG ϩ ) perirhinal neurons were most numerous in superficial layers (II-III), but some were also present in deeper layers (Fig. 6 A3) . Although most FG ϩ perirhinal neurons were immunonegative for GAD-67 (Fig. 6 B) , some of them were immunoreactive for this enzyme (Fig. 6C,D) .
To quantify the relative importance of these two populations of perirhinal cells, we counted FG ϩ , GAD-67 ϩ , and double-labeled neurons in three sections per animal and averaged the results (see Materials and Methods). On average, FG injections retrogradely labeled 53.1 Ϯ 5.4 area 35 neurons and 46.9 Ϯ 3.6 area 36 neurons per section. Although many GAD-67 ϩ neurons were observed in these cortical fields (105.3 Ϯ 7.4 and 72.4 Ϯ 3.7 per section, respectively), only 2.1 Ϯ 0.3 and 1.5 Ϯ 0.4% of them were also FG ϩ in area 35 (Fig. 6C ) and area 36 (Fig. 6 D) , respectively. These doubledlabeled neurons, respectively, accounted for 4.0 Ϯ 0.6 and 2.4 Ϯ 0.5% of FG ϩ area 35 and 36 neurons and were mostly confined to layers III-IV of the perirhinal cortex. Indeed, restricting the analysis to these layers revealed that 3.6 Ϯ 0.6% of area 36 and 4.5 Ϯ 0.6% area 35 neurons that were GAD-67 ϩ were FG ϩ . As a control, we performed similar analyses in the basolateral amygdala (BLA), a structure thought to send exclusively glutamatergic projections to the vlEC (Smith and Paré, 1994; Paré et al., 1995) . Consistent with this view, none of the FG ϩ BLA neurons (13.4 Ϯ 2.8 per section) (Fig. 6 E1) displayed immunoreactivity for GAD-67 (Fig. 6 E2,E3) .
Overall, these tract-tracing experiments provide independent support for the notion that the perirhinal cortex contains longrange GABAergic cells projecting to the vlEC. It should be noted that, because we performed small FG injections medial to the vlEC sector studied in our physiological experiments, the approach we used likely underestimated the numerical importance of long-range GABAergic cells. Also, although long-range GABA cells account for a small proportion of GABAergic perirhinal neurons, this does not imply that they have a negligible impact on entorhinal excitability as their axons may branch profusely. Consistent with this, it was reported that, after PHA-L injections in the perirhinal cortex, as many as 12% of anterogradely labeled axon terminals seen in the entorhinal cortex were GABA immunoreactive (Pinto et al., 2006) .
Regulation of long-range GABAergic inhibition by acetylcholine
Having established that the perirhinal cortex contains GABAergic neurons projecting to the vlEC, we turned our attention to the modulation of this long-range inhibition by acetylcholine because previous work revealed that the memory functions of the perirhinal cortex require muscarinic receptor activation (Warburton et al., 2003; Abe et al., 2004; Gutierrez et al., 2004) . Acetylcholine is known to exert various effects on inhibition, the most common of which is to presynaptically inhibit GABA release via muscarinic receptors (Ben-Ari et al., 1981; Behrends and ten Bruggencate, 1993) (for review, see Miller, 1998) . Consistent with this, M 2 receptors are commonly expressed by GABAergic terminals (Hersch et al., 1994; Hajos et al., 1998; Erisir et al., 2001) , including those originating from long-range GABAergic hippocampal neurons projecting to the septum (Hajos et al., 1998) . These observations led us to test the impact of M 2 receptor activation on the long-range IPSPs in the perirhinal to entorhinal pathway. However, M 1 receptor activation is known to depolarize principal layer II entorhinal neurons via the activation of a Ca 2ϩ -dependent nonspecific cationic current (Klink and Alonso, 1997; Shalinsky et al., 2002; Magistretti et al., 2004) . Thus, to isolate the effects of muscarine on long-range inhibition from these postsynaptic actions, the M 1 receptor antagonist (pirenzepine, 800 nM) was added to the control aCSF. These tests were performed in current-clamp (n ϭ 20) or voltage-clamp (n ϭ 34) modes in different subsets of cells, and qualitatively identical results were obtained.
As in the first set of experiments (Fig. 2 B) , long-range IPSPs or IPSCs were evoked in vlEC cells with threshold stimulation of the perirhinal cortex in the presence of CNQX and AP-5. Addition of the M 1 receptor antagonist pirenzepine to the aCSF had no effect on the input resistance of the cells (change of 3.7 Ϯ 2.9%; paired t test, p Ͼ 0.05; n ϭ 16) and on the amplitude of long-range IPSPs or IPSCs (change of 4.1 Ϯ 3.8%; paired t test, p Ͼ 0.05; n ϭ 36). In contrast, application of muscarine chloride (5 M) in the presence of pirenzepine significantly reduced IPSP and IPSC amplitudes (to 59.5% Ϯ 7.0% of control; p Ͻ 0.05, n ϭ 36) (Fig. 7A1) without altering the GABA A reversal potential (change of 1.4 Ϯ 0.86 mV; paired t test, p Ͼ 0.05), the input resistance of the cells (change of 3.3 Ϯ 2.4%; paired t test, p Ͼ 0.05), or the holding current (change of Ϫ3.4 Ϯ 5.3 pA; p Ͼ 0.05). However, when the M 2 receptor antagonist methoctramine (0.8 M) was applied before muscarine in the presence of pirenzepine, the reduction in IPSP (n ϭ 4) and IPSC (n ϭ 5) amplitude was not observed (800 nM) (92.0 Ϯ 6.0% of control; p Ͼ 0.05) (Fig. 7A2) . The M 2 -mediated inhibition of long-range IPSPs was also seen when the experiments were performed with a Cs ϩ -based intracellular solution (64.5 Ϯ 8.6% of control; p Ͻ 0.05; n ϭ 11) (Fig. 7A3) , further supporting the view that these effects are not mediated by the inhibition of the hyperpolarization-activated mixed cationic current I h (Klink and Alonso, 1993; Dickson et al., 2000) or of voltage-dependent K ϩ conductances (Klink and Alonso, 1997; Shalinsky et al., 2002; Magistretti et al., 2004) expressed by the recorded cells.
To test whether the M 2 -mediated inhibition of long-range inhibition resulted from a presynaptic inhibition of GABA release, we tested the effects of muscarine on paired-pulse facilitation (PPF) of long-range IPSCs. In this analysis (Katz and Miledi, 1968), two stimuli of equal intensity are applied in brief succession. When the interval between the two shocks is sufficiently brief, the second one typically elicits a larger response that is believed to result from residual Ca 2ϩ in the presynaptic terminals (for review, see Zucker and Regeher, 2002) . The amount of PPF is thought to be inversely proportional to transmitter release probability because manipulations that increase release probability decrease PPF and conversely (Creager et al., 1980; Manabe et al., 1993) .
Thus, we used the same protocol as above with the exception that control and post-muscarine stimuli were applied in pairs with an interstimulus interval of 50 ms. Below, the term PPF will be used when referring to the ratio of the second to the first IPSC. In control conditions, the paired-pulse ratio was 1.11 Ϯ 0.07 (n ϭ 8). In the presence of pirenzepine, muscarine application increased the PPF ratio to 1.44 Ϯ 0.13 (n ϭ 8) (Fig. 7B1,B2 ). Also consistent with a presynaptic site of action was the observation that muscarine reduced the input resistance drop associated with the longrange inhibition (by 28.9 Ϯ 2.1%; paired t test, p Ͻ 0.05; n ϭ 23).
To obtain independent evidence for the notion that M 2 effects on long-range inhibition depend on a reduction of GABA release, we analyzed the variability of long-range IPSCs before versus after the application of muscarine. This variability is known to reflect the probabilistic process underlying transmitter release and can be estimated by computing the coefficient of variation (CV) (SD/mean) of long-range IPSCs. The parameter 1/CV 2 is primarily determined by the presynaptic factors controlling transmitter release. By plotting the ratio of experimental to control 1/CV 2 against the ratio of experimental to control response amplitudes, the dependence of presynaptic versus postsynaptic function can be determined (Bekkers and Stevens, 1990; Manabe et al., 1993; Kimura and Baughman, 1997) . A positive correlation between the two was shown to reflect a presynaptic mechanism, whereas a horizontal regression is indicative of a purely postsynaptic action. Consistent with a presynaptic locus of action for the M 2 effect, a strong correlation was found between the experimental to control 1/CV 2 and IPSC amplitude ratios (r ϭ 0.62; p Ͻ 0.05) (Fig. 7C) .
Discussion
The present study was undertaken to shed light on the inhibitory mechanisms dampening perirhinal transfer of neocortical inputs to the entorhinal cortex. The interest of this issue stems from previous findings indicating that, although the rhinal cortices constitutes the main access route for neocortical inputs into the hippocampus (Burwell and Witter, 2002) , perirhinal transmission of neocortical impulses occurs with a low probability (for review, see de Curtis and Paré, 2004) . However, the underlying causes were unknown. A previous anterograde tracer study had reported evidence consistent with the existence of long-range GABA cells in the perirhinal cortex (Pinto et al., 2006) . However, the fact that anterograde tracers are not only transported anterogradely but also along the axon collaterals of retrogradely labeled cells (Smith et al., 1998) raised the possibility that this GABAergic projection arose from subcortical corticopetal GABAergic neurons, such as those described previously in the basal forebrain (Fisher et al., 1988) . The present study sheds light on this issue by establishing that the perirhinal cortex does contain a population of longrange GABAergic neurons with axons extending to neighboring cortical regions, including the entorhinal cortex, the main source of inputs to the hippocampus. Moreover, in keeping with previ- ous findings indicating that perirhinal contributions to memory require muscarinic receptor activation, the impact of these long-range GABAergic neurons could be presynaptically inhibited by M 2 receptor activation. In the following account, we discuss the significance of these findings for cortical physiology and perirhinal-entorhinal interactions in memory.
Glutamatergic neurons do not constitute the sole substrate of interactions between different rhinal areas
In the traditional view of cortical physiology, communication between different cortical areas is thought to depend entirely on glutamatergic neurons. According to this model, GABAergic cells act locally, within the area in which their somata are located. Thus, all IPSPs generated in the course of interactions between different cortical areas are believed to be generated disynaptically, after the glutamatergic activation of local-circuit GABAergic neurons.
In contrast with this view, we obtained evidence that some GABAergic neurons of the perirhinal cortex participate in communication between different rhinal areas. The evidence supporting this claim can be summarized as follows. First, threshold electrical stimuli delivered in areas 36 and 35 could evoke apparently pure IPSPs in principal neurons of area 35 or of the vlEC, respectively. Second, when threshold stimuli evoked mixed excitatory and inhibitory responses, the IPSP onset often preceded that of the EPSP. Third, these IPSPs persisted in the presence of glutamate receptor antagonists. Fourth, local pressure application of glutamate could evoke IPSPs in neighboring regions in the presence of glutamate receptor antagonists. Finally, entorhinal injections of the tracer FG retrogradely labeled a population of GAD-67-immunopositive neurons in the perirhinal cortex.
Although the suggestion that the rhinal cortices contain longrange GABAergic neurons might seem unorthodox, there are numerous precedents for this claim in the cortical literature. For instance, in the primary visual and somatosensory cortices, some GABAergic neurons project to the homonymous cortical field in the contralateral hemisphere (Hughes and Peters, 1992; Gonchar et al., 1995) . Similarly, it was shown that a small proportion of cortical inhibitory neurons have axons that span millimeters within ) (for review, see Markram et al., 2004) and across (McDonald and Burkhalter, 1993; Fabri and Manzoni, 1996; Tomioka et al., 2005; Pinto et al., 2006) cortical regions. Moreover, long-range GABA cells are not only present in the neocortex but also in the hippocampal formation. For instance, one class of GABAergic neuron located in the dentate gyrus projects to the subiculum (Ceranik et al., 1997 ), yet other types of CA1 interneurons have long-range projections to field CA3 (Sik et al., 1994) or the entorhinal cortex (Ino et al., 1990; Tamamaki and Nojyo, 1995) . It was further reported that there are GABAergic projections from the presubiculum to the entorhinal cortex (van Haeften et al., 1997) .
Impact of long-range GABAergic inhibition on rhinal transfer of neocortical impulses to the hippocampus
Although the rhinal cortices make unique contributions to memory (Murray and Richmond, 2001) , they also play an essential role in hippocampal-dependent learning because they constitute the main access route for neocortical impulses into the hippocampus. However, previous work has revealed that perirhinal transfer of neocortical impulses occurs with a low probability (for review, see de Curtis and Paré, 2004 ). This conclusion was based on experiments in which both electrically evoked and spontaneous activity was analyzed (Biella et al., 2002; Kajiwara et al., 2003; Pelletier et al., 2004) . In part, this reflects the fact that the rhinal pathway linking the neocortex to the hippocampus is multisynaptic and that feedforward inhibition regulates neuronal excitability at every stage of this pathway. Moreover, physiological and anatomical studies suggest that an important part of the connectivity in this multisynaptic pathway involves excitatory synapses onto local-circuit GABAergic neurons (Finch et al., 1988; Jones, 1994; Funahashi and Stewart, 1998 The findings of the present study suggest that an additional mechanism contributes to reduce impulse transmission in this pathway: the participation of long-range GABAergic neurons in the projections from perirhinal areas 36 -35 as well as from the perirhinal to the entorhinal cortex. Although our retrograde tracing results suggest that long-range GABA cells account for a low proportion (1.5-2%) of the total population of perirhinal GABAergic neurons, that proportion doubles when expressed as a function of the number of retrogradely labeled neurons. However, the property that truly matters when assessing the functional importance of long-range inhibition in this circuit is the number of synapses this small subset of GABAergic cells forms compared with glutamatergic neurons. Insights in this question come from our previous study (Pinto et al., 2006 ) in which we used anterograde tracing with PHA-L. This approach revealed that as many as 12% of synapses found in the entorhinal cortex after PHA-L injections in the perirhinal cortex were immunopositive for GABA. A last point to consider when assessing the relative importance of long-range versus local feedforward inhibition in regulating rhinal transfer of neocortical inputs to the hippocampus is the timing of these two forms of inhibition. In the case of the conventional feedforward inhibition, IPSPs are generated disynaptically, thus, after EPSPs have impinged on principal cells. In contrast, long-range inhibition, although it probably involves fewer synapses, does not occur after the fact but at the same time as the EPSPs. Thus, long-range inhibition has a strategic temporal advantage.
For these various reasons, we propose that long-range inhibition likely has a significant impact on rhinal transfer of neocortical inputs to the hippocampus. Combined with the intrinsic properties of rhinal neurons (Faulkner and Brown, 1999; McGann et al., 2001) , the cumulative effects of local and long-range GABAergic inhibition at successive stages of this multisynaptic pathway probably account for the low probability of impulse transfer between the neocortex and entorhinal cortex.
Cholinergic control of long-range inhibition in the rhinal cortices
Previous studies have established that rhinal contributions to memory require muscarinic receptor activation. Indeed, local infusion of scopolamine in the perirhinal cortex or cholinergic deafferentation of the rhinal cortices produce deficits in tasks probing various types of memory (Warburton et al., 2003; Abe et al., 2004; Gutierrez et al., 2004; McGaughy et al., 2005; Turchi et al., 2005; Winters and Bussey, 2005) . Although it was proposed that muscarinic receptor activation regulates rhinal contributions to memory by modulating synaptic plasticity in the rhinal cortices (Warburton et al., 2003) , the results of the present study suggest that an additional mechanism might be at play. Indeed, we observed that M 2 receptor activation produces a presynaptic inhibition of GABA release by long-range inhibitory neurons of the perirhinal cortex projecting to the entorhinal cortex.
To understand the significance of these observations, we must consider the origin of this cholinergic input and how activity in this pathway relates to behavior. Cholinergic afferents to the rhinal cortices arise from several components of the basal forebrain including nucleus basalis and the diagonal band of Broca (Wainer and Mesulam, 1990) . The firing rate of cholinergic corticopetal neurons is known to fluctuate in a state-dependent manner, with higher discharge rates seen in EEG-desynchronized states (Zaborszky and Duque, 2000; Jones, 2004) . Consistent with this, acetylcholine release in cortex is lowest in slow-wave sleep and increases in paradoxical sleep and waking (Celesia and Jasper, 1966; Jasper and Tessier, 1971) , particularly in behaviorally arousing conditions (Pepeu and Giovannini, 2004) .
Combined with our findings, these observations suggest that, via a presynaptic reduction of long-range inhibition by cholinergic afferents, rhinal transfer of neocortical inputs to the hippocampus can be modulated as a function of environmental contingencies. In particular, behaviorally salient and arousing events, because they produce the largest increases in acetylcholine release (Pepeu and Giovannini, 2004) , would result in a more pronounced M 2 -mediated reduction of long-range inhibition in the rhinal cortices. Because the hippocampus is required for the formation of long-term declarative memories, such contextdependent gating of neocortical-hippocampal interactions at the level of the rhinal cortices could serve a highly adaptive function: allow organisms to select from their experiences those that should be committed to long-term memory.
