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Abstract
There is a standard notion of type for a sectorial linear operator acting in a Banach space. We introduce
a notion of asymptotic type for a linear operator V , involving estimates on the resolvent (λI + V )−1 as
λ → 0. We show, for example, that if V is sectorial and of asymptotic type ω then the fractional power V α
is of asymptotic type αω for a suitable range of positive α. Moreover, we establish various properties of the
operator
∫ 1
0 dα V
α ; in particular, this operator is of asymptotic type 0, for a sectorial operator V . This result
has an application to the construction of operators satisfying the well-known Ritt resolvent condition.
© 2008 Published by Elsevier Inc.
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1. Introduction
Sectorial operators are linear operators with spectrum in a sector of the complex plane and
whose resolvent satisfies certain estimates outside the sector. To recall the precise definition
write Λθ := {z ∈ C: z = 0, |arg z| < θ}, Λθ := {0} ∪ {z ∈ C: |arg z| θ} for the open and closed
sectors of angle θ , θ ∈ [0,π). A closed linear operator V acting in a complex Banach space X is
1 This article is dedicated to the memory of Nicolas Dungey. Nick, aged 35, died tragically in May 2008, shortly after
submitting it. Sadly his work in mathematics, his life’s passion, has come to an untimely end.0022-1236/$ – see front matter © 2008 Published by Elsevier Inc.
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θ ∈ (ω,π) one has
sup
{∥∥λ(λI + V )−1∥∥: λ ∈ Λπ−θ}< ∞.
An operator V is sectorial if it is of type ω for some ω ∈ [0,π). Sectorial operators arise naturally
in various aspects of partial differential equations and harmonic analysis, and are closely linked
to topics such as semigroup theory, the theory of fractional powers of operators, and operator
functional calculus. See [6] for a recent account with references to the literature on these topics.
If an operator V generates a bounded C0-semigroup (e−tV )t0 of operators, it is well known
that V is of type π/2, and the Laplace transform formula
(λI + V )−1 =
∞∫
0
dt e−λt e−tV
suggests that the asymptotic behaviour of e−tV as t → ∞ should be reflected in the behaviour
of the resolvent (λI + V )−1 as λ → 0. This semigroup consideration motivates us to introduce
a notion of asymptotic type for operators which specifies resolvent estimates as λ → 0. Write
D(a; r) := {z ∈ C: |z − a|  r} for a ∈ C, r  0. We say that a closed linear operator V is of
asymptotic type ω, where ω ∈ [0,π), if for each θ ∈ (ω,π) there exists an ε = ε(θ) > 0 such that
σ(V ) ∩ D(0; ε) ⊆ Λθ (1)
and
sup
λ∈D(0;ε)∩Λπ−θ
∥∥λ(λI + V )−1∥∥< ∞.
(Remark that (1) says exactly that D(0; ε)∩ Λπ−θ is contained in the resolvent set of −V .)
The main goals of this paper are to study asymptotic type in relation to the fractional powers
V α , α > 0, of a sectorial operator, and in relation to the operator
1∫
0
dα V α, (2)
an integral of fractional powers. Recall that for an arbitrary sectorial operator there is a well-
developed theory for the powers V α , α > 0; see for example [6,14].
A classical theorem on types states that if V is sectorial of type ω, then V α is of type αω for a
suitable range of α. In Section 3 we establish a counterpart of this result for the asymptotic type.
For the asymptotic type of the operator (2), we discover the following interesting result.
Theorem 1.1. Let V be a sectorial operator with domain dense in X. Then the operator∫ 1
dα V α , defined on a suitable domain, is sectorial and is of asymptotic type 0.0
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∫ 1
0 dα V
α
,
including integral representations for it and for its resolvent (λI + ∫ 10 dα V α)−1. These rep-
resentations are comparable with the classical Balakrishnan and Kato formulae for V α and
(λI + V α)−1, respectively (for the Balakrishnan/Kato formulae see [14], or Section 3 below).
For a general sectorial operator V , the operator (2) is not definable by a standard sectorial
functional calculus (as found for example in [6, Chapter 2]) unless one imposes additional con-
ditions, such as injectivity of V . It turns out, however, that (2) can be seen as a case of the Hirsch
functional calculus (see [7,13]) in which φ(V ) is defined for a certain class of functions φ ana-
lytic on the cut plane C \ (−∞,0]. See the remarks in Section 4.
A variant of the integral (2) was considered by Lyubich in [12] (see also [8, Section 2]).
He studied fractional powers Jα of the standard Volterra operator J acting in X = Lp(0,1),
1 p ∞, and proved (with a different terminology) that the operator
J˜ :=
∞∫
0
dα Jα (3)
is bounded and sectorial of type 0, with a single-point spectrum σ(J˜ ) = {0}. Theorem 1.1 could
be considered as a far-reaching generalization of this example of [12].
Theorem 1.1 also has an interesting application to the study of bounded operators T with
spectrum in the unit disc D := D(0;1), which we now explain. Denote by L(X) the space of all
bounded linear operators T : X → X. An operator T ∈ L(X) is said to be a Ritt operator if it
satisfies the Ritt resolvent condition, that is, σ(T ) ⊆ D and
sup
{∥∥(λ − 1)(λI − T )−1∥∥: λ ∈ C, |λ| > 1}< ∞. (4)
This condition recently received interest from a number of authors (see [1,2,8,11,16,18,19] and
references therein), partly because it has a nice characterization in terms of the behaviour of the
powers T n, n ∈ N := {1,2,3, . . .}; see Theorem 6.1 below. In particular, any Ritt operator is
power-bounded in the sense that supn∈N ‖T n‖ < ∞.
As a corollary of his results in [12], Lyubich obtained that the operator S := I − J˜ , with J˜ as
in (3), acting in Lp(0,1), is a Ritt operator and has spectrum σ(S) = {1}. This answered an earlier
question of Zemánek about whether there exist Ritt operators with single-point spectrum {1}.
Using Theorem 1.1 we shall obtain a result of a more general nature.
Theorem 1.2. Suppose that T ∈ L(X) satisfies σ(T ) ⊆ D and
sup
{∥∥(λ − 1)(λI − T )−1∥∥: λ ∈ (1,∞)}< ∞. (5)
Then the operator
S := I −
1∫
0
dα (I − T )α
is a Ritt operator, and I − S is of asymptotic type 0. Moreover, if σ(T ) = {1}, then σ(S) = {1}
and I − S is of type 0.
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ison, an operator T ∈ L(X) is said to be a Kreiss operator if it satisfies the Kreiss resolvent
condition, that is, σ(T ) ⊆ D and
sup
{(|λ| − 1)∥∥(λI − T )−1∥∥: λ ∈ C, |λ| > 1}< ∞. (6)
The Kreiss condition is obviously stronger than Abel boundedness, but it is weaker than power-
boundedness of T , which is, in turn, weaker than the Ritt condition (see Section 6 below and
[15,18] for more detailed discussions).
For the Volterra operator J acting in Lp(0,1), it is known that σ(J ) = {0} and that I − J is a
Kreiss operator [15]. Therefore Theorem 1.2 applies with T = I − J and S = I − ∫ 10 dα Jα , to
give a variant of the results of Lyubich cited above.
It is interesting to compare Theorem 1.2 with the following observation of the author [4].
Theorem 1.3. (See [4].) Let T ∈ L(X) be a Kreiss operator. Then for each α ∈ (0,1), the oper-
ator S := I − (I − T )α is a Ritt operator, and I − S is of type απ/2.
We shall also see that if the operator T is power-bounded, the operator S in Theorem 1.2
can be represented as a power series S =∑k0 B(k)T k where k 
→ B(k) is a probability on the
non-negative integers; that is, B(k) 0 and
∑
k0 B(k) = 1. This representation connects with
results of [4] on such power series and their relation to Ritt operators, as explained in Section 6
below.
The paper is organized as follows. Section 2 collects some basic facts about sectoriality and
asymptotic type. These results might be useful in future work on asymptotic type. In Section 3
we prove an analogue for asymptotic type of the classic type theorem for fractional powers V α .
Section 4 is a careful development of the theory of the operator
∫ 1
0 dα V
α for a bounded sectorial
operator V , including the proof of Theorem 1.1 in this case. In Section 5 we describe the exten-
sion of that theory for an unbounded sectorial operator. Finally, in Section 6 we study operators T
with spectrum in the disc D; in particular, we apply the preceding theory to prove Theorem 1.2.
We might explore elsewhere the relation between asymptotic type and asymptotics of the
semigroup (e−tV ) when V is a semigroup generator. For a Ritt operator T , one expects a similar
connection between asymptotic type of I − T and asymptotics of the powers T n as n → ∞. For
a sample result in this direction, see Proposition 6.5 below.
In what follows X will be a complex Banach space. We always consider the principal branch
of the logarithm z 
→ log z and of the power function z 
→ zα (α ∈ C), so these functions are
analytic on C \ (−∞,0].
2. Sectoriality and asymptotic type
In this section we gather some basic facts about sectoriality and asymptotic type.
We first recall a standard condition for sectoriality (see, for example, [6, p. 20]).
Lemma 2.1. If V is a closed operator in X satisfying σ(V ) ⊆ C \ (−∞,0) and
supλ>0 ‖λ(λI + V )−1‖ < ∞, then V is sectorial.
Concerning asymptotic type, the following observations are basic.
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(i) If V is an operator of type ω ∈ [0,π), then V is of asymptotic type ω.
(ii) Suppose that V ∈ L(X) is a bounded operator of asymptotic type ω ∈ [0,π) and that
σ(V ) ⊆ Λω. Then V is of type ω.
Proof. Part (i) is trivial. Part (ii) holds because the conditions V ∈ L(X), σ(V ) ⊆ Λω imply that
sup
{∥∥λ(λI + V )−1∥∥: λ ∈ Λπ−θ , |λ| ε}< ∞
for each ε > 0 and θ ∈ (ω,π). 
Any sectorial operator V has a minimal type ω(V ), given by ω(V ) = min{ω ∈ [0,π): V is of
type ω}. Similarly, if an operator V is of asymptotic type ω0 for some ω0 < π , then it has a
minimal asymptotic type given by
ωas(V ) = min
{
ω ∈ [0,π): V is of asymptotic type ω}.
For a sectorial operator V one has ωas(V ) ω(V ).
The following notion is sometimes useful in connection with asymptotic type. We say that
a set A ⊆ C has asymptotic angle ω, where ω ∈ [0,π), if for each θ ∈ (ω,π) there exists an
ε = ε(θ) > 0 such that
A ∩ D(0; ε) ⊆ Λθ .
In the definition of asymptotic type for operators, the condition on σ(V ) is exactly that σ(V )
have asymptotic angle ω.
In case 0 is a limit point of the set A \ {0}, the condition that A have asymptotic angle ω can
be expressed as
lim sup
z∈A\{0}, z→0
|arg z| ω.
On the other hand, if 0 is not a limit point of A \ {0} then A has asymptotic angle 0. If A ⊆ C
has asymptotic angle ω, then so does its closure A (note that A ∩ D(0;2−1ε) is contained in the
closure of A ∩ D(0; ε)).
For future use we record a geometric estimate for asymptotic angle.
Lemma 2.3. Let A ⊆ C have asymptotic angle ω ∈ [0,π). Then given any θ ∈ (ω,π), there exist
ε > 0 and a ∈ (0,1) such that
−λ /∈ A, |λ + z| a(|λ| + |z|)
for all λ ∈ D(0; ε) ∩ Λπ−θ and all z ∈ A.
Proof. Given θ , fix a θ ′ ∈ (ω, θ) and choose an ε > 0 such that
A ∩ D(0;2ε) ⊆ Λθ ′ .
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min( 12 ,
1+cos(arg(λ)−arg(z))
2 )) that |λ + z|  a(|λ| + |z|) for all λ ∈ Λπ−θ and z ∈ Λθ ′ . This
yields the estimate of the lemma in case z ∈ A ∩ D(0;2ε).
Next, for any z ∈ C \ D(0;2ε) and λ ∈ D(0; ε) one has |z|  2|λ|, so |λ + z|  |z| − |λ| 
3−1(|z| + |λ|). The lemma follows. 
There is a ‘local’ counterpart of the notion of asymptotic type for operators. In fact, let us say
that a closed linear operator V is of local type ω, ω ∈ [0,π), if for each θ ∈ (ω,π) there exists
an R > 1 such that
σ(V ) ∩ (C \ D(0;R))⊆ Λθ
and
sup
{∥∥λ(λI + V )−1∥∥: λ ∈ (C \ D(0;R))∩ Λπ−θ}< ∞.
It is not difficult to see that V is of local type ω for some ω < π if and only if the operator λI +V
is sectorial for some λ > 0.
Note that our definitions of asymptotic type and local type do not imply sectoriality. For ex-
ample, if V ∈ L(X) has spectrum equal to the unit circle {z ∈ C: |z| = 1}, then V is of asymptotic
type 0 and local type 0, yet is not sectorial.
Here is a connection between asymptotic type and local type.
Lemma 2.4. Let V be an injective closed operator, and let ω ∈ [0,π). Then V is of local type ω
if and only V −1 is of asymptotic type ω.
Proof. It is a straightforward consequence of the relation (see [6, p. 20]) λ(λI + V −1)−1 =
I − λ−1(λ−1I + V )−1. 
Actually, the notions of type, asymptotic type and local type extend readily to multi-valued lin-
ear operators V ; see, for example, [6, Appendix A] for the definitions of spectrum and resolvent
for such operators. Lemma 2.4 remains valid for a closed multi-valued operator V without any
injectivity hypothesis. In what follows, however, we only consider conventional single-valued
operators.
3. Fractional powers
In this section, we briefly recall some standard facts about fractional powers of a sectorial
operator, and then prove a result about asymptotic type of these powers (Theorem 3.2 below).
Given a sectorial operator V in X, it is well known that one can define the fractional pow-
ers V α for all α > 0. Here are some standard properties (for further details see, for example,
[6,14]).
(i) V α is closed, and V αV β = V α+β for all α,β > 0.
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formula
V αf = sinαπ
π
∞∫
0
dt tα−1(tI + V )−1Vf (7)
for all f ∈ D(V ).
(iii) If V,V −1 ∈ L(X), then V α is given by the Dunford functional calculus for V ; precisely,
V α = (2πi)−1 ∫
γ
dz zα(zI − V )−1 where γ is a positively oriented, simple closed contour
lying in C \ (−∞,0] and enclosing the spectrum of V .
(iv) The spectral mapping theorem: σ(V α) = {zα: z ∈ σ(V )} for all α > 0.
Moreover, the following theorem on types is standard (see [14] or [6]).
Theorem 3.1. Let V be sectorial of type ω ∈ [0,π), and let α ∈ (0,π/ω). Then V α is sectorial
of type αω, and (V α)β = V αβ for all β > 0.
Here is our analogue of Theorem 3.1 for asymptotic type.
Theorem 3.2. If V is sectorial and is of asymptotic type ω ∈ [0,π), then V α is of asymptotic
type αω for each α ∈ (0,π/ω).
The operators V α in Theorem 3.2 are not necessarily sectorial when α ∈ (1,π/ω); for a simple
example, consider V = iI , ω = 0, α = 2.
Our proof of Theorem 3.2 for α ∈ (0,1) modifies Kato’s original proof of Theorem 3.1 for
that case (see [9]).
Proof of Theorem 3.2. First consider α ∈ (0,1). To prove the theorem in this case, it is enough
to show that given θ ∈ (ω,π) and τ ∈ (0, (1 − α)π), there exists a δ > 0 depending on θ, τ such
that
sup
{∥∥λ(λI + V α)−1∥∥: λ ∈ e±iα(π−θ)Λτ ∩ D(0; δ)}< ∞. (8)
So let θ ′ ∈ (ω, θ), and by the asymptotic type hypothesis choose an ε ∈ (0,1) such that
sup
{∥∥z(zI + V )−1∥∥: z ∈ D(0;3ε)∩ Λπ−θ ′}< ∞. (9)
Because V is sectorial one has the resolvent formula of Kato [9]
(
λI + V α)−1 = sinαπ
π
∞∫
dt
tα(tI + V )−1
(λ + eiαπ tα)(λ + e−iαπ tα) (10)0
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the contour of integration in (10) to a contour γ : (0,∞) → C with argγ (t) = π − θ for small t ,
and analytically continue in λ, to obtain
(
λI + V α)−1 = sinαπ
π
∫
γ
dz
zα(zI + V )−1
(λ + eiαπzα)(λ + e−iαπzα) (11)
valid for all λ ∈ eiα(π−θ)Λτ ∩ D(0; εα). Precisely, for (11) we can take γ such that γ (t) =
tei(π−θ) for t ∈ (0,2ε], γ (t) traces a circular arc from 2εei(π−θ) to 2ε for t ∈ [2ε,3ε], and
γ (t) = t − ε for t  3ε. From (11) and (9) one easily obtains a bound
∥∥(λI + V α)−1∥∥ c′ ∫
γ
|dz| |z|
α−1
(|λ| + |z|α)2  c
′′|λ|−1
for all λ ∈ eiα(π−θ)Λτ ∩ D(0; εα). There is a similar bound when λ ∈ e−iα(π−θ)Λτ ∩ D(0; εα),
so (8) follows.
Next, in case α = 2 and ω ∈ [0,π/2), one obtains the statement of the theorem via the identity
(
λI + V 2)−1 = (iλ1/2I + V )−1(−iλ1/2I + V )−1;
we omit the details. In this case, V need not even be sectorial.
Finally, for any α ∈ (1,π/ω), by choosing n ∈ N with 2n > α and writing V α = (V α/2n)2n ,
one deduces the statement of the theorem by applying the previous two cases. 
There is a result analogous to Theorem 3.2 for local type, but we omit the details.
4. The operator
∫ 1
0 dα V
α
In this section, we shall define and study the operator
∫ 1
0 dα V
α when V ∈ L(X) is a bounded
sectorial operator.
In order to do this, consider the function ψ : C \ (−∞,0) → C defined by
ψ(z) :=
1∫
0
dα zα. (12)
It is easy to see that ψ is continuous on C\ (−∞,0), analytic on C\ (−∞,0], and that ψ(0) = 0,
ψ(1) = 1. For z not equal to 0 or 1, one writes zα = eα log z to evaluate ψ as
ψ(z) = z − 1 , z ∈ C \ ((−∞,0] ∪ {1}). (13)
log z
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ψ(V )f :=
1∫
0
dα V αf (14)
for f ∈ X. The main theorem of this section, stated next, collects our fundamental results
on ψ(V ). Introduce ‘boundary value’ curves ψ+, ψ− : (0,∞) → C by setting
ψ+(t) := lim
ϕ↑π ψ
(
teiϕ
)= −(t + 1)
log t + iπ ,
ψ−(t) := lim
ϕ↑π ψ
(
te−iϕ
)= −(t + 1)
log t − iπ
for all t > 0. Write Rgψ := ψ(C \ (−∞,0)) for the range of ψ , and Rgψ for its C-closure.
Theorem 4.1. Let V ∈ L(X) be a sectorial operator and let M > 0 be such that
sup
λ>0
∥∥λ(λI + V )−1∥∥M.
Then the following statements hold.
(I) The operator ψ(V ), defined by (14), is a well-defined element of L(X), and∥∥ψ(V )∥∥ 1 + M + M‖V ‖.
(II) One has
ψ(V ) =
∞∫
0
dt
t + 1
t[(log t)2 + π2] (tI + V )
−1V
where the integral converges in operator norm.
(III) Spectral mapping: one has
σ
(
ψ(V )
)= {ψ(z): z ∈ σ(V )}⊆ Rgψ.
Moreover Rgψ ⊆ C \ (−∞,0).
(IV) For λ ∈ C with −λ /∈ Rgψ , one has
(
λI + ψ(V ))−1 = ∞∫
0
dt
(t + 1)(tI + V )−1
[(log t)2 + π2](λ + ψ+(t))(λ + ψ−(t))
=
∞∫
dt
(t + 1)(tI + V )−1
(t + 1 − λ log t)2 + π2λ20
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(V) One has ‖λ(λI + ψ(V ))−1‖M for all λ > 0. Hence the operator ψ(V ) is sectorial.
(VI) Given θ ∈ (0,π/2), there exist ε > 0, c > 0, depending only on θ , such that −λ /∈ Rgψ and
‖(λI + ψ(V ))−1‖Mc|λ|−1
for all λ ∈ D(0; ε)∩ Λπ−θ . Hence the operator ψ(V ) is of asymptotic type 0.
Remarks. We comment on some different approaches to the definition of ψ(V ). Given a sectorial
operator V ∈ L(X), it is tempting to try and define ψ(V ) by a Cauchy integral
ψ(V ) = (2πi)−1
∫
γ
dzψ(z)(zI − V )−1 (15)
where γ is the boundary of a suitable truncated sector with vertex at 0. But if 0 ∈ σ(V ) this
integral does not converge absolutely near 0, due to the behaviour |ψ(z)| ∼ (log |1/z|)−1 as
z → 0 (recall (13)). This behaviour actually shows that ψ(V ) is not definable through the usual
sectorial functional calculus for V (found in [6, Chapter 2] for instance) unless one imposes
further conditions on V , such as injectivity.
Nonetheless, in the special case where 0 /∈ σ(V ), that is, V −1 ∈ L(X), the integral (15) con-
verges and (as is easily seen) agrees with (14).
Consider the formula of part (II) of Theorem 4.1. By a change of variable s = t−1 this rewrites
as
ψ(V ) =
∞∫
0
dμ(s)V (I + sV )−1 (16)
where μ is the measure on (0,∞) given by
dμ(s) := (1 + s)ds
s[(log s)2 + π2] .
Because
∫∞
0 dμ(s) (1 + s)−1 < ∞, Eq. (16) exhibits ψ(V ) as a special case of the Hirsch func-
tional calculus for a sectorial operator V ; see [7,13] for this calculus. In this section, however,
we give an independent development based on (14).
Before proving Theorem 4.1, let us record some fundamental properties of ψ .
Lemma 4.2. The following statements hold.
(i) ψ(Λω) ⊆ Λω for all ω ∈ [0,π).
(ii) Rgψ = (Rgψ)∪ (ψ+(0,∞)) ∪ (ψ−(0,∞)) ⊆ C \ (−∞,0).
(iii) The set Rgψ has asymptotic angle 0.
(iv) (−1)n+1ψ(n)(x) > 0 for x > 0 and n ∈ N; in particular, the derivative ψ ′ = ψ(1) is a com-
pletely monotone function on (0,∞).
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gral (12) by Riemann sums. The proofs of (ii) and (iv) are straightforward. To establish (iii), we
first show that
lim
z→0
∣∣argψ(z)∣∣= 0 (17)
where it is understood that z ∈ C \ (−∞,0]. For small r ∈ (0,1), using (13) we have
argψ
(
reiϕ
)= arg(1 − reiϕ)− arg(− log r − iϕ)
which converges to 0 as r ↓ 0, uniformly for ϕ ∈ (−π,π). This proves (17).
Given θ ∈ (0,π), we can thus choose ε > 0 small enough so that |argψ(z)|  θ for all z ∈
D(0; ε)∩ (C \ (−∞,0]). Setting
δ(ε) := inf{∣∣ψ(z)∣∣: z ∈ C \ (−∞,0], |z| > ε}> 0,
we deduce that |argψ(z)| θ for all z ∈ C \ (−∞,0] satisfying |ψ(z)| < δ(ε). This shows that
Rgψ has asymptotic angle 0, and therefore Rgψ has asymptotic angle 0. 
The reader can get a picture of the set Rgψ ⊆ C by drawing the boundary curves ψ+ and ψ−.
We proceed to prove statements (I)–(VI) of Theorem 4.1.
Proof of statement (I). For f ∈ X, it is easy to see from (7) that the map α ∈ (0,1) 
→ V αf ∈ X
is norm continuous. Then the results of statement (I) follow from the following lemma.
Lemma 4.3. For V as in Theorem 4.1 and α ∈ (0,1), one has V α ∈ L(X) and∥∥V α∥∥ 1 + M + M‖V ‖.
Proof. Inserting in (7) the bounds ‖(tI + V )−1V ‖ = ‖I − t (tI + V )−1‖ 1 +M for t ∈ (0,1)
and ‖(tI + V )−1V ‖M‖V ‖t−1 for t  1, we obtain
∥∥V α∥∥ π−1 sinαπ[ 1∫
0
dt tα−1(1 + M) +
∞∫
1
dt t−2+α
(
M‖V ‖)]
= (απ)−1(sinαπ)(1 + M) + ((1 − α)π)−1(sinαπ)(M‖V ‖)
 1 + M + M‖V ‖
where the last step used the estimate
sinαπ = sin(1 − α)π min{απ, (1 − α)π}. 
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ψ(V ) = π−1
1∫
0
dα sinαπ
∞∫
0
dt tα−1(tI + V )−1V
= π−1
∞∫
0
dt
[ 1∫
0
dα (sinαπ)tα
]
t−1(tI + V )−1V.
(The interchange of the order of integration is justified because the double integrals converge
absolutely; absolute convergence follows from the estimates on ‖(tI + V )−1V ‖ given in the
proof of Lemma 4.3.) Then statement (II) will follow if we can show that
1∫
0
dα (sinαπ)tα = π(t + 1)
(log t)2 + π2 (18)
for each t > 0. To see (18), observe that the left-hand side of (18) equals the imaginary part of
1∫
0
dα eiαπ tα = lim
ϕ↑π
1∫
0
dα
(
teiϕ
)α
= ψ+(t) = −(t + 1)(log t − iπ)
(log t)2 + π2 .
Proof of statement (III). We first show an approximation result. Let ρ(A,B) =
max{supa∈A infb∈B |a − b|, supb∈B infa∈A |b − a|} denote the Hausdorff distance between com-
pact sets A,B ⊆ C.
Corollary 4.4. Let V ∈ L(X) be sectorial and let Vε := εI + V for ε > 0. Then
lim
ε→0
∥∥ψ(Vε) − ψ(V )∥∥= 0.
Moreover, one has
lim
ε→0ρ(σ
(
ψ(Vε), σ
(
ψ(V )
))= 0
and, for λ ∈ C with −λ /∈ σ(ψ(V )),
lim
ε→0
∥∥(λI + ψ(Vε))−1 − (λI + ψ(V ))−1∥∥= 0.
Proof. Applying statement (II) to the operators Vε and V , one has
∥∥ψ(Vε) − ψ(V )∥∥ ∞∫ dt t + 1
t[(log t)2 + π2]
∥∥((t + ε)I + V )−1V − (tI + V )−1V ∥∥
0
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of Lemma 4.3. The other parts of the corollary then follow by standard results of perturbation
theory; see [10, Theorems IV.3.6, IV.2.23, IV.2.25]. 
To prove statement (III), consider the sets Aε := {ψ(z): z ∈ σ(Vε) = σ(V ) + ε}. It is clear
that Aε converges in the Hausdorff metric ρ to A := {ψ(z): z ∈ σ(V )} as ε ↓ 0. On the other
hand, since V −1ε ∈ L(X) the operator ψ(Vε) is given by the Dunford functional calculus for Vε ,
so Aε = σ(ψ(Vε)) by the standard spectral mapping theorem for that calculus. Then by Corol-
lary 4.4, Aε converges to σ(ψ(V )). Thus A = σ(ψ(V )), proving statement (III).
Proof of statement (IV). First consider the case where V −1 ∈ L(X). Fix λ as in the statement,
and define an analytic function F on C\ (−∞,0] by F(z) = (λ+ψ(z))−1. Define also functions
F+,F− by
F+(t) = lim
ϕ↑π F
(
teiϕ
)= (λ + ψ+(t))−1,
F−(t) = lim
ϕ↑π F
(
te−iϕ
)= (λ + ψ−(t))−1
for all t > 0. Let γ be the positively oriented boundary of the region S = {z: a 
|z| b, |arg(z)| ϕ}, for b > a > 0 and ϕ ∈ (0,π). For a small enough and b,ϕ large enough,
the contour γ encloses σ(V ), so that
(
λI + ψ(V ))−1 = (2πi)−1 ∫
γ
dzF (z)(zI − V )−1
= (2πi)−1
b∫
a
dt F
(
te−iϕ
)
e−iϕ
(
te−iϕI − V )−1
− (2πi)−1
b∫
a
dt F
(
teiϕ
)
eiϕ
(
teiϕI − V )−1
+ (2πi)−1
ϕ∫
−ϕ
dθ F
(
beiθ
)
ibeiθ
(
beiθ I − V )−1
− (2πi)−1
ϕ∫
−ϕ
dθ F
(
aeiθ
)
iaeiθ
(
aeiθ I − V )−1
= (2πi)−1
b∫
a
dt
[
F−(t) − F+(t)
]
(tI + V )−1
+ (2πi)−1
π∫
dθ F
(
beiθ
)
ibeiθ
(
beiθ I − V )−1−π
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π∫
−π
dθ F
(
aeiθ
)
iaeiθ
(
aeiθ I − V )−1
=: J1 + J2 − J3
where the second-to-last step followed by taking ϕ ↑ π . Now let a ↓ 0 and b ↑ ∞; then the
term J2 converges to 0 because lim|z|→∞ F(z) = 0, while the term J3 converges to 0 because
limz→0 zF (z) = 0. Also, one computes
F−(t) − F+(t) = ψ+(t) − ψ−(t)
(λ + ψ+(t))(λ + ψ−(t))
= 2πi(t + 1)[(log t)2 + π2](λ + ψ+(t))(λ + ψ−(t))
= 2πi(t + 1)[t + 1 − λ log t]2 + π2λ2
for t > 0. Thus we obtain the formulae of (IV) in case V −1 ∈ L(X).
Finally, for general V we apply the formulae of (IV) to the operators Vε := V + εI , ε > 0.
Because of the last statement of Corollary 4.4, by letting ε → 0 one straightforwardly obtains
statement (IV) for V .
Proof of statement (V). By taking V to be the zero operator acting in X = C, and applying (IV),
we find the identity
λ−1 =
∞∫
0
dt
(t + 1)t−1
[t + 1 − λ log t]2 + π2λ2 (19)
for λ > 0. Now for general V satisfying supλ>0 ‖λ(λI + V )−1‖ M , we use (IV) and (19) to
obtain
∥∥(λI + ψ(V ))−1∥∥M ∞∫
0
dt
(t + 1)t−1
[t + 1 − λ log t]2 + π2λ2 = Mλ
−1
for λ > 0. Thus ψ(V ) is sectorial (recall Lemma 2.1).
Proof of statement (VI). Let θ ∈ (0,π). By Lemma 4.2(iii), we can apply Lemma 2.3 to the
set A = Rgψ with ω = 0. Thus there exist ε > 0, a > 0 such that −λ /∈ Rgψ and |λ + z| 
a(|λ| + |z|) for all λ ∈ D(0; ε) ∩ Λπ−θ and z ∈ Rgψ . Take z = ψ+(t) or z = ψ−(t) in this
inequality; since ψ−(t) = ψ+(t) (the complex conjugate), we find that
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 a2
[
(log t)2 + π2](|λ| + ∣∣ψ+(t)∣∣)2
 a2
[
(log t)2 + π2](|λ| + ψ+(t))(|λ| + ψ−(t))
= a2((t + 1 − |λ| log t)2 + π2|λ|2)
for all λ ∈ D(0; ε) ∩ Λπ−θ and t > 0. In the third line we used the inequality (|λ| + |z|)2 
(|λ| + z)(|λ| + z), z ∈ C. Applying the displayed estimate in the first formula of (IV) yields
∥∥(λI + ψ(V ))−1∥∥Ma−2 ∞∫
0
dt
(t + 1)t−1
(t + 1 − |λ| log t)2 + π2|λ|2
= Ma−2|λ|−1
for λ ∈ D(0; ε) ∩ Λπ−θ , with the last step by (19). The proof of statement (VI), and of Theo-
rem 4.1, is complete.
Finally, we give a relation between the types of V and ψ(V ).
Corollary 4.5. Let V ∈ L(X) be an operator of type ω ∈ [0,π). Then ψ(V ) ∈ L(X) is of type ω
and of asymptotic type 0.
Proof. Theorem 4.1(III) and Lemma 4.2(i) yield
σ
(
ψ(V )
)⊆ ψ(Λω) ⊆ Λω.
Since ψ(V ) ∈ L(X) and ψ(V ) is of asymptotic type 0, Lemma 2.2(ii) shows that ψ(V ) is of
type ω. 
5. Unbounded operators
The theory of Section 4 is sufficient for our applications to bounded operators in Section 6.
It is certainly interesting, however, to extend the theory of the operator ψ(V ) = ∫ 10 dα V α to the
case where V is unbounded. In this section we outline this extension.
Thus let V be a possibly unbounded sectorial operator, with domain D(V ) dense in X, which
satisfies supλ>0 ‖λ(λI +V )−1‖M . Since V (tI +V )−1 ∈ L(X) with ‖V (tI +V )−1‖ 1+M
for t > 0, we can define operators S,T ∈ L(X) by
S :=
1∫
0
dt
t + 1
t[(log t)2 + π2]V (tI + V )
−1,
T :=
∞∫
dt
t + 1
t[(log t)2 + π2] (tI + V )
−1.
1
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ψ(V ) := S + V T (20)
with domain D(ψ(V )) = {f ∈ X: Tf ∈ D(V )}. It is clear from Theorem 4.1(II) that this defi-
nition of ψ(V ) coincides with the previous definition in case V ∈ L(X). (The definition (20) is
partly inspired by the approach to Hirsch functional calculus found in [13, Section 2].)
It is a routine to verify that ψ(V ) is a closed operator with D(V ) ⊆ D(ψ(V )), and that
ψ(V )f =
∞∫
0
dt
t + 1
t[(log t)2 + π2] (tI + V )
−1Vf =
1∫
0
dα V αf (21)
for each f ∈ D(V ). (The last integral in (21) converges because ‖V αf ‖  (1 + M)‖f ‖ +
M‖Vf ‖ for α ∈ (0,1) and f ∈ D(V ), an estimate proved in the same way as Lemma 4.3.)
Because V is densely defined and sectorial one has f = limε↓0(I + εV )−1f for all f ∈ X
(see [6, p. 21]). Using this fact it is straightforward to check that D(V ) is a core for ψ(V ). Thus
ψ(V ) coincides with the closure of the operator W , where W is defined by Wf := ∫ 10 dα V αf
for f ∈ D(V ).
We next claim that
σ
(
ψ(V )
)⊆ Rgψ
and that the formulae of Theorem 4.1(IV) hold for −λ /∈ Rgψ . In fact, the bounded operators
V[ε] := V (I + εV )−1 ∈ L(X),
for ε ∈ (0,1], form a uniformly sectorial family of operators, and converge to V as ε ↓ 0 in the
norm resolvent sense; see for example [6, Proposition 2.1.3]. One can then deduce the results of
Theorem 4.1(IV) for V by using the corresponding results for V[ε] and limiting arguments of a
standard type.
Statements (V) and (VI) of Theorem 4.1 are also valid for V , with no change necessary in the
proofs. In particular, ψ(V ) is sectorial and of asymptotic type 0.
Let us also mention the following result on semigroups.
Theorem 5.1. Suppose the operator V generates a bounded C0-semigroup (e−tV )t0 (in partic-
ular, V must be of type π/2). Then ψ(V ) also generates a bounded C0-semigroup (e−tψ(V ))t0.
We only sketch the proof of Theorem 5.1, which is based on standard theory for subordinated
semigroups; see [3, Section 2] and references therein. Recall (see Lemma 4.2) that ψ(0) = 0, ψ
is continuous on Λπ/2, analytic on Λπ/2, ψ(Λπ/2) ⊆ Λπ/2, and the derivative ψ ′ is completely
monotone on (0,∞). It follows by standard results (cf. [5, Chapter XIII], [3, Theorem 2]) that
there exists a convolution semigroup (νt )t0 of probability measures on [0,∞) such that
e−tψ(z) =
∞∫
dνt (s) e
−sz0
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e−tψ(V ) =
∞∫
0
dνt (s) e
−sV , t  0.
Further remarks. It appears that there is a spectral mapping theorem for ψ(V ) generalizing
Theorem 4.1(III); in fact, [13, Theorem 3.2] states a more general spectral mapping theorem for
the Hirsch functional calculus.
Finally, we conjecture that ψ(V ) is of type ω whenever V is of type ω. For V ∈ L(X) this
was established in Corollary 4.5, but the proof there does not apply to unbounded operators.
6. Ritt operators
The main aim of this section is to prove Theorem 1.2. First, to clarify the setting, let us state
four possible conditions on a bounded operator T ∈ L(X), listed in order of increasing strength.
(See also [15,18] for discussions of these and related conditions.)
(i) T is Abel bounded, that is, the resolvent condition (5) holds.
(ii) T is a Kreiss operator, that is, σ(T ) ⊆ D and (6) holds.
(iii) T is power-bounded, that is, supn∈N ‖T n‖ < ∞.
(iv) T is a Ritt operator, that is, σ(T ) ⊆ D and (4) holds.
Note that the implication from condition (ii) to (i) is trivial, while the implication (iii) ⇒ (ii)
follows from the expansion (λI − T )−1 = ∑k0 λ−k−1T k for |λ| > 1. The implication
(iv) ⇒ (iii) is part of the following fundamental theorem characterizing Ritt operators. Write
D := {z ∈ C: |z| < 1}.
Theorem 6.1. Given T ∈ L(X), the following three conditions are equivalent.
(I) T is a Ritt operator.
(II) The operator T is power-bounded, and
sup
n∈N
n
∥∥T n − T n+1∥∥< ∞.
(III) One has σ(T ) ⊆ D ∪ {1}, and the operator I − T is of type ω for some ω ∈ [0,π/2).
The equivalence of conditions (II) and (III) in Theorem 6.1 is due to O. Nevanlinna (see [17,
Theorem 2.1]), while the equivalence with (I) was then noticed in [16] and [11].
Note that Abel boundedness of T means precisely that supμ>0 ‖μ(μI + I −T )−1‖ < ∞, that
is, the operator I − T is sectorial (recall Lemma 2.1). Thus ψ(I − T ) is defined in this case, and
we can restate Theorem 1.2 in the following equivalent form.
Theorem 6.2. Let T ∈ L(X) be Abel bounded and such that σ(T ) ⊆ D. Then the operator S :=
I − ψ(I − T ) is a Ritt operator, and the operator I − S is of asymptotic type 0.
If in addition σ(T ) = {1}, then σ(S) = {1} and I − S is of type 0.
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The first lemma gives a useful variation of condition (III) of Theorem 6.1.
Lemma 6.3. An operator T ∈ L(X) is a Ritt operator if, and only if, σ(T ) ⊆ D ∪ {1} and I − T
is of asymptotic type ω for some ω ∈ [0,π/2).
Proof. Condition (III) of Theorem 6.1 obviously implies the condition stated in the lemma.
Conversely, suppose that σ(T ) ⊆ D ∪ {1} and I − T is of asymptotic type ω ∈ [0,π/2).
Choose θ1 ∈ (ω,π/2) and ε ∈ (0,1) such that σ(I − T ) ∩ D(0; ε) ⊆ Λθ1 . It is geometrically
evident that there exists a θ2 ∈ (0,π/2) such that
σ(T ) \ D(1; ε) ⊆ D \ D(1; ε) ⊆ 1 − Λθ2 ,
and hence σ(I −T ) \D(0; ε) ⊆ Λθ2 . Setting θ := max{θ1, θ2} ∈ (ω,π/2) gives σ(I −T ) ⊆ Λθ .
By Lemma 2.2(ii) the operator I − T is of type θ , so condition (III) of Theorem 6.1 holds. 
We require the next lemma to show that the operator S in Theorem 6.2 has spectrum in D∪{1}.
Actually, the lemma essentially repeats material of [4, Section 6], but we give a proof for the sake
of completeness.
Lemma 6.4. Define φ : D → C by φ(w) = 1 − ψ(1 − w) = 1 − ∫ 10 dα (1 − w)α for w ∈ D. Thefollowing statements hold.
(i) There exist numbers B(k) > 0, for k ∈ N, such that ∑k1 B(k) = 1 and
φ(w) = 1 − ψ(1 − w) =
∑
k1
B(k)wk (22)
for all w ∈ D.
(ii) One has φ(D) ⊆ D ∪ {1}.
Proof. For each α ∈ (0,1) there is an expansion
1 − (1 − w)α =
∑
k1
Aα(k)w
k, w ∈ D,
with Aα(k) > 0 and
∑
k1 Aα(k) = 1; in fact, one can explicitly calculate
Aα(k) = (k!)−1 d
k
dwk
∣∣∣∣
w=0
[
1 − (1 − w)α]= (k!)−1α(1 − α)(2 − α) · · · ((k − 1) − α)
(see also [4, Lemma 5.2]). By setting B(k) := ∫ 10 dαAα(k) one deduces part (i) of the lemma.
Part (i) implies that φ(D) ⊆ D. Next suppose that w,λ ∈ D satisfy |λ| = 1 and φ(w) = λ.
Since λ =∑k1 B(k)wk is a convex combination, with strictly positive coefficients, of the points
wk ∈ D, it follows that wk = λ for all k ∈ N. Hence w2 = w = λ so λ = 1. Part (ii) follows. 
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S = I − ψ(I − T ) and note that, by Theorem 4.1(III) and Lemma 6.4(ii),
σ(S) ⊆ {1 − ψ(1 − w): w ∈ D}⊆ D ∪ {1}.
Theorem 4.1(VI) yields that I −S = ψ(I −T ) is of asymptotic type 0. By Lemma 6.3 it follows
that S is a Ritt operator.
Suppose finally that σ(T ) = {1}. Theorem 4.1(III) then shows that σ(I − S) = {0}, so
σ(S) = {1}, and Lemma 2.2(ii) yields that I − S is of type 0. 
We next mention a sample result relating asymptotic type to behaviour of the powers T n. The
proof is a straightforward exercise using the spectral theorem for a normal operator in Hilbert
space.
Proposition 6.5. Suppose X is a Hilbert space and T ∈ L(X) a Ritt operator which is normal.
The operator I − T is of asymptotic type 0 if, and only if,
lim sup
n→∞
n
∥∥T n − T n+1∥∥ e−1. (23)
See [8] and references therein for other results concerning differences T n − T n+1 and the
optimal constant e−1. Actually, if T is a bounded operator in Banach space such that strict
inequality holds in (23), it is known that T splits into a direct sum of an identity operator and an
operator with spectral radius less than 1; see [8, Theorem 3.1].
In the rest of this section, we explain how Theorem 6.2 relates to results in [4] about operators
subordinated to probabilities. Let Z+ := {0,1,2, . . .} and consider the Banach algebra
L1
(
Z
+) := {F : Z+ → C : ‖F‖L1 :=∑
k0
∣∣F(k)∣∣< ∞}
with multiplication given by convolution ∗, so that
(F1 ∗ F2)(k) =
k∑
m=0
F1(m)F2(k − m), k ∈ Z+,
for F1,F2 ∈ L1(Z+). Let P(Z+) := {F ∈ L1(Z+): F  0,∑k0 F(k) = 1} be the set of proba-
bilities on Z+. For F ∈ P(Z+) and n ∈ N, the nth convolution power F (n) := F ∗ F ∗ · · · ∗ F is
also an element of P(Z+).
For a power-bounded operator T ∈ L(X), and any F ∈ L1(Z+), the ‘subordinated’ operator∑
k0 F(k)T
k is a well-defined element ofL(X). Properties of such subordinated operators were
studied in [4]. In particular, one proved there the following theorem.
Theorem 6.6. (See [4].) Given F ∈ P(Z+), the following two conditions are equivalent.
(I) For any complex Banach space X and any power-bounded operator T ∈ L(X), the operator∑
F(k)T k is a Ritt operator.k0
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sup
n∈N
n
∥∥F (n) − F (n+1)∥∥
L1 < ∞.
Let us denote by A(Z+) the set of all F ∈ P(Z+) which satisfy the equivalent conditions of
Theorem 6.6. Theorem 6.2 then leads to the following result.
Corollary 6.7. Let B be the element of P(Z+) such that B(0) = 0 and, for k  1, B(k) is given
by the expansion (22). If T ∈ L(X) is power-bounded then the operator
I − ψ(I − T ) =
∑
k0
B(k)T k (24)
is a Ritt operator. Moreover, B ∈ A(Z+).
Proof. If the spectral radius of T ∈ L(X) is strictly less than 1, that is, σ(T ) ⊆ D, then (24)
holds because both sides are given by the Dunford functional calculus for T ; recall (22). For a
general power-bounded operator T one can then deduce (24) with an approximation argument,
considering the operators Tr := rT as r ↑ 1. The remaining assertions of the corollary follow
from Theorem 6.2. 
Some other examples of probabilities in the class A(Z+) were given in [4]. However, the
remarkable feature of the probability B ∈ A(Z+) is that for power-bounded T the operator I −
(
∑
k0 B(k)T
k) is always of asymptotic type 0.
Acknowledgments
This work was carried out at Macquarie University and financially supported by the ARC
(Australian Research Council).
References
[1] S. Blunck, Maximal regularity of discrete and continuous time evolution equations, Studia Math. 146 (2001) 157–
176.
[2] S. Blunck, Analyticity and discrete maximal regularity on Lp-spaces, J. Funct. Anal. 183 (2001) 211–230.
[3] A.S. Carasso, T. Kato, On subordinated holomorphic semigroups, Trans. Amer. Math. Soc. 327 (1991) 867–878.
[4] N. Dungey, Subordinated discrete semigroups of operators, preprint, Macquarie University, arXiv.org e-print
archive, http://arxiv.org/abs/0801.4557, 2008.
[5] W. Feller, An Introduction to Probability Theory and Its Applications, vol. II, Wiley, New York, 1966.
[6] M. Haase, The Functional Calculus for Sectorial Operators, Birkhäuser, Basel, 2006.
[7] F. Hirsch, Intégrales de résolvantes et calcul symbolique, Ann. Inst. Fourier (Grenoble) 22 (1972) 239–264.
[8] N. Kalton, S. Montgomery-Smith, K. Oleszkiewicz, Y. Tomilov, Power-bounded operators and related norm esti-
mates, J. London Math. Soc. 70 (2004) 463–478.
[9] T. Kato, Note on fractional powers of linear operators, Proc. Japan Acad. 36 (1960) 94–96.
[10] T. Kato, Perturbation Theory for Linear Operators, Grundlehren Math. Wiss., vol. 132, Springer-Verlag, Berlin,
1980.
[11] Yu. Lyubich, Spectral localization, power boundedness and invariant subspaces under Ritt’s type condition, Studia
Math. 134 (1999) 153–167.
[12] Yu. Lyubich, The single-point spectrum operators satisfying Ritt’s resolvent condition, Studia Math. 145 (2001)
135–142.
N. Dungey / Journal of Functional Analysis 256 (2009) 1387–1407 1407[13] C. Martínez Carracedo, M. Sanz Alix, An extension of the Hirsch symbolic calculus, Potential Anal. 9 (1998)
301–319.
[14] C. Martínez Carracedo, M. Sanz Alix, The Theory of Fractional Powers of Operators, North-Holland Math. Stud.,
vol. 187, North-Holland, Amsterdam, 2001.
[15] A. Montes-Rodríguez, J. Sánchez-Álvarez, J. Zemánek, Uniform Abel–Kreiss boundedness and the extremal be-
haviour of the Volterra operator, Proc. London Math. Soc. 91 (2005) 761–788.
[16] B. Nagy, J. Zemánek, A resolvent condition implying power boundedness, Studia Math. 134 (1999) 143–151.
[17] O. Nevanlinna, On the growth of the resolvent operators for power bounded operators, in: Linear Operators, in:
Banach Center Publ., vol. 38, Polish Acad. Sci., Warsaw, 1997, pp. 247–264.
[18] O. Nevanlinna, Resolvent conditions and powers of operators, Studia Math. 145 (2001) 113–134.
[19] P. Vitse, Functional calculus under the Tadmor–Ritt condition, and free interpolation by polynomials of a given
degree, J. Funct. Anal. 210 (2004) 43–72.
