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Abstract
Fixed point clustering is a new stochastic approach to cluster analysis. The deﬁnition of a
single ﬁxed point cluster (FPC) is based on a simple parametric model, but there is no
parametric assumption for the whole dataset as opposed to mixture modeling and other
approaches. An FPC is deﬁned as a data subset that is exactly the set of non-outliers with
respect to its own parameter estimators. This paper concentrates upon the theoretical
foundation of FPC analysis as a method for clusterwise linear regression, i.e., the single
clusters are modeled as linear regressions with normal errors. In this setup, ﬁxed point
clustering is based on an iteratively reweighted estimation with zero weight for all outliers.
FPCs are non-hierarchical, but they may overlap and include each other. A speciﬁcation of the
number of clusters is not needed. Consistency results are given for certain mixture models of
interest in cluster analysis. Convergence of a ﬁxed point algorithm is shown. Application to a
real dataset shows that ﬁxed point clustering can highlight some other interesting features of
datasets compared to maximum likelihood methods in the presence of deviations from the
usual assumptions of model based cluster analysis.
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1. Introduction
Cluster analysis is related to the concept of outliers. If a part of a dataset forms a
well-separated cluster, this means that the other points of the dataset appear outlying
with respect to the cluster. It may be interpreted synonymously that ‘‘a cluster is
homogeneous’’ and that ‘‘it does not contain any outlier’’. The idea of ﬁxed point
clusters (FPCs) is to formalize a cluster as a data subset that does not contain any
outlier and with respect to which all other data points are outliers. It is rooted in
robust statistics as explained in Section 2.
The concept is applied to clusterwise linear regression in this paper. That is, a
relation
y ¼ x0b þ u; EðuÞ ¼ 0;
between a dependent variable y and an independent variable xARp  f1g (bpþ1
denoting the intercept parameter) should be adequate for a single cluster. Fig. 1
shows data from the Old Faithful Geyser in the Yellowstone National Park,
collected in August 1985. The duration of an eruption of the geyser is modeled here
as dependent on the waiting time since the previous eruption. One can recognize
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Fig. 1. Old Faithful Geyser data.
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roughly two groups of linear dependence between ‘‘waiting’’ and ‘‘duration’’,
corresponding to the eruptions with lower and higher duration, besides other
features, which are discussed in more detail in Section 8. The data were taken from
Azzalini and Bowman [2]. The aim of clusterwise linear regression is to ﬁnd such
kind of heterogeneity. Further applications of clusterwise linear regression appear
e.g. in biology [21] and market segmentation [12,29].
The literature on clusterwise linear regression concentrates mainly on least squares
and maximum likelihood methods for mixture and partition models [13,21] more
references are given in [12]. A method for mixtures of multivariate normal
distributions was proposed as well for ‘‘linearly shaped clusters’’ [9]. In that case,
the independent variable is assumed to be normally distributed.
FPC analysis differs from these concepts, because their models assume that the
whole dataset consists of clusters of the same parametric form, namely linear
regressions or multivariate normal distributions. In contrast, FPC analysis searches
for a single cluster at a time. The only assumption for the rest of the data is that it
has to consist of outliers with respect to the cluster. Consequently, not every data
point needs to be included in an FPC, and FPCs may intersect. The data in Fig. 1
illustrate the usefulness of these properties: The higher duration points, which as a
whole can be interpreted as a cluster, contain some points exactly on a line, and some
of the data points do not ﬁt in any visible cluster.
It has to be noted that methods based on mixture models can cope as well with
such features: A posteriori membership probabilities can be considered to interpret
clusters as intersecting, although these probabilities have to sum up to 1, and usually
the points are assigned only to the cluster where they have the largest membership
probability. DasGupta and Raftery [9] add a Poisson process component to their
normal mixture to capture outlying points. But this adds a parametric assumption
for the non-normal part of the data.
Furthermore, FPCs by deﬁnition remain unaffected under changes and distortions
in the region of outlying points, and this cannot hold for estimation methods that ﬁt
the whole dataset simultaneously. FPC analysis is not meant as a new method to
estimate mixture components. It provides an alternative definition of a cluster [18].
Apart from the mixture paradigm, Cook and Critchley [5] develop a method to
detect linear regression clusters graphically. Morgenthaler [25] uses the local minima
of redescending M-estimators to ﬁnd such clusters. FPC analysis can be considered
as a generalization of his approach, see Section 2.
For the sake of simplicity, I discuss the one-dimensional location clustering
problem (i.e., linear regression without slope, p ¼ 0) to motivate the idea of FPC
analysis in Section 2. Least squares-FPCs for the linear regression setup are deﬁned
in Section 3. Section 3.2 introduces a convergent algorithm to ﬁnd FPCs. Section 4
discusses generalizations of the approach. Conditions for the consistency of least
squares-FPCs for theoretical LS-FPCs, i.e., FPCs deﬁned for distributions, are given
in Section 5. Theoretical FPCs are calculated for certain mixture distributions and
the consistency conditions are checked in Section 6. Section 7 describes an
implementation of the method along with the choice of all required constants. In
Section 8, FPC analysis is applied to the Old Faithful Geyser data and compared to
C. Hennig / Journal of Multivariate Analysis 86 (2003) 183–212 185
the results of the mixture model estimators of DeSarbo and Cron [12] and Fraley and
Raftery [14].
A short conclusion is given in Section 9. Some lemmas and theorems are proven in
the appendix. All detailed proofs are given in [20].
Here is some notation. ‘‘jjxjj’’ denotes the Euclidean norm of xARq: Ip denotes the
p  p-unit matrix. For e40; BeðxÞ is the closed e-ball around x w.r.t. the Euclidean
metric. For a given probability distribution P; kAN,fNg; Pk symbolizes the k-fold
independent product. PN is used as the parent distribution for i.i.d. random
variables z1;y; zn with Lðz1Þ ¼ P; which means that z1 is distributed according to
P: Pk stands for the empirical distribution according to ðz1;y; zkÞ where
Lðz1;y; zkÞ ¼ Pk: I write Pf for
R
f dP: 1½zAB denotes the indicator function of
the set B:
2. Clusters, outliers, M-estimators and ﬁxed points
The link between outlier identiﬁcation, robust statistics and cluster analysis is
mentioned ﬁrst by Hampel et al. [16, p. 46], to my knowledge. Robust statistics often
deals with the location of a large homogeneous ‘‘main part’’ of the data in presence
of outliers, which may be produced by mechanisms different from sources of the rest,
and which should not largely affect the estimation of the main part. Cluster analysis
more generally aims to locate any homogeneous part of the data. The recognition of
such a part should not be strongly affected by changes in distant parts of the data.
This demand is violated by many CA methods, in particular by partitioning methods
such as k-means (see [15]). If there is a clear separation between main part and
outliers, the main part can be regarded as the largest cluster, and robust statistics
may serve to ﬁnd it. But it can also point to the other ones, as explained in the
following.
Imagine a one-dimensional dataset ðy1;y; ynÞ; n ¼ 30; with 20 observations from
Nð0; 1Þ (avoiding the extreme tail areas), 5 observations from Nð10; 1Þ; and 5
observations fromNð30; 1Þ; i.e., three strongly separated clusters. M-estimators Tr
of location (see e.g. [22]) are deﬁned by solving
Xn
i¼1
r
yi  Tr
s
 
¼ min ð1Þ
with a suitable chosen loss function r and a scale s40; or alternatively by
Xn
i¼1
c
yi  Tr
s
 
¼ 0; ð2Þ
where c ¼ r0 (possibly piecewise). A solution of (2) is a ﬁxed point of
f ðtÞ :¼
Pn
i¼1 wððyi  tÞ=sÞyiPn
i¼1 wððyi  tÞ=sÞ
; wðzÞ :¼ cðzÞ
z
: ð3Þ
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That is, Tr is a weighted mean, where the weights depend on Tr itself. It may be
obtained by the ordinary ﬁxed point algorithm under certain conditions [22, p. 146].
In linear regression such algorithms are sometimes called ‘‘iteratively reweighted
least squares’’ [25]. wððyi  tÞ=sÞ gives the weight of yi for the computation of t and
may be interpreted as a measure of centrality (outlyingness, respectively) of the point
yi with respect to t:
For example, the median corresponds to rðzÞ ¼ z*1½z40  z*1½zo0 regardless
of s: As many robust location estimators, it will appear close to 0 for the data above,
but positively biased (if interpreted as estimator for the data fromNð0; 1Þ) because
of the asymmetrical contamination in positive direction.
The bias may be avoided by the so-called ‘‘redescending M-estimators’’, which are
M-estimators with rðzÞ constant for large absolute values of z; and therefore cðzÞ ¼
wðzÞ ¼ 0: Such points do not have any weight for the computation of Tr; as desired
for outliers. If s is chosen small enough, such an estimator estimates the center of
Nð0; 1Þ unaffected by any point from the smaller populations. Furthermore, such Tr
remains a solution of (3) under addition or deletion of outliers in the sense of this
deﬁnition, i.e., of points with wððy  TrÞ=sÞ ¼ 0: But a solution of (2), (3),
respectively, is usually not unique for redescending M-estimators. If s is chosen
such that wððy  tÞ=sÞ ¼ 0 holds for jy  tj44; say, there will be solutions estimating
the centers of Nð10; 1Þ and Nð30; 1Þ as well, since the ‘‘window’’ of points with
positive weight w around the center of each of the three clusters will only contain
points from the same cluster. This leads to the thought that the solutions of (3) for
redescending M-estimators might be used to locate an unknown number of clusters
stably in the presence of outliers.
The main problem is the choice of s: In robust statistics one often uses a
preliminary robust estimate of scale, for example the MAD. But such an
estimate depends on at least half of the points. That is, if the largest cluster
contains fewer than half of the points, s depends upon points of at least two
clusters and gets too large for a single cluster. Furthermore, the clusters may have
differing scales. If Nð30; 1Þ would be replaced by Nð30; 6Þ; a weight window
adjusted to variance 1 may capture only few points of this component, while
working with variance 6 may destroy the separation between the other two
populations.
The idea of FPC analysis is to deﬁne the location (regression parameters,
respectively) and scale estimators jointly via a ﬁxed point condition using only the
corresponding non-outliers, so that both parameters are adapted to the local cluster.
Such parameter estimators can no longer be described as minima of some global
criterion like (1), since there is no natural ordering of quality among them. The
weights will be chosen so that they can only take the values 0 (outlier) and 1 (non-
outlier). That is, a solution of (3) is characterized as corresponding to a
subpopulation (deﬁned by the weights for all points) that is exactly the set of non-
outliers w.r.t. its own parameter estimators. This corresponds to a c-function as
shown in [16, p. 159]. A generalization to continuous choices of w; leading to fuzzy
clusterings, is possible.
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The resulting estimators fall into the class of simultaneous M-estimators of
location and scale as deﬁned by [22, p. 136], but the theory given there does exclude
redescending c-functions. Adrover and Yohai [1] establish asymptotic normality for
a class of simultaneous redescending M-estimates of regression and scale, which are
deﬁned in order to avoid the occurrence of solutions belonging to differing
subpopulations. To my knowledge, Morgenthaler [25] was the ﬁrst author to
investigate the use of redescending M-estimators for the location of groups and
multiple patterns of the data. He discussed the choice of s in a linear regression setup
based on the MAD of residuals of the LS-estimator as well as using a decreasing
sequence of values for s; but he did not treat clusters with differing scales. Similar
ideas are known in image analysis, see e.g. [4].
Some referees of a previous version of this paper wondered why redescending M-
estimators are used for FPC analysis instead of high breakdown methods as
discussed by Rousseeuw and Leroy [27] or Rousseeuw and Hubert [26]. Such
methods are able to cope with clustered outliers, and it seems to be natural to
connect them to cluster analysis. But all these estimators search for optimal
parameter values for a majority of the data. They assume that more than half of the
data points belong to a homogeneous population. A breakdown point of 50% makes
no sense if the goal is to ﬁnd parameters for several clusters, none of which needs to
contain half of the data. The advantage of redescending M-estimators in this setup is
that they give zero weight to all the outliers with respect to a given subset of the data
regardless of the number of members of the subset.
Alternative suggestions for the use of robust techniques in cluster analysis were
made by Davies [10] and Cuesta-Albertos et al. [8]. Several authors tried to robustify
standard methods for mixture models by the insertion of robust estimators,
including redescending M-estimators. For references see Section 7 of McLachlan and
Peel [24]. All these approaches belong to the mixture or partition paradigm and are
not generalized to linear regression clusters up to now.
3. Fixed point clusters in linear regression
3.1. Definition for datasets
Let Z :¼ Zn :¼ ðX; yÞ :¼ ððx01; y1Þ;y; ðx0n; ynÞÞ0; where xiARp  f1g; yiAR; i ¼
1;y; n; be a regression dataset. For a given indicator (weight) vector wAf0; 1gn let
ZðwÞ ¼ ðXðwÞ; yðwÞÞ be the dataset consisting only of the points ðx0i; yiÞ with wi ¼ 1:
nðwÞ represents the number of points indicated by w: For FPC analysis in the
regression setup, particular weight vectors are of interest. They indicate the points
lying close to the regression hyperplane deﬁned by a parameter b in terms of a
variance parameter s2:
wZ;b;s2 :¼ ð1½ðyi  x0ibÞ2pcs2Þi¼1;y;n:
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An FPC is a data subset deﬁned by some weight vector w indicating the non-outliers
w.r.t. to the LS-estimator #bðZðwÞÞ weighted by w itself. Outlyingness is measured by
means of the weighted error variance estimator #sðZðwÞÞ: These are parameter
estimators satisfying a ﬁxed point condition analogously to (3). A tuning constant
c41 has to be chosen to deﬁne the tolerance of the outlier classiﬁcation (see Sections
4 and 7).
Deﬁnition 3.1. An indicator vector wZ;b;s2Af0; 1gn is called least squares-fixed point
cluster vector (LS-FPCV) w.r.t. Z (and the indicated points form an LS-FPC), iff
ðb; s2ÞARpþ1  Rþ0 is a ﬁxed point of
fZ : ðb; s2Þ/ð #b½ZðwZ;b;s2Þ; #s2½ZðwZ;b;s2ÞÞ;
where
#bðZðwÞÞ :¼ ðXðwÞ0XðwÞÞ1XðwÞ0yðwÞ;
#s2ðZðwÞÞ :¼ 1
nðwÞ  p  1
Xn
i¼1
wiðyi  x0i #bðZðwÞÞÞ2:
In case of the non-existence of ðXðwÞ0XðwÞÞ1; fZðb; s2Þ :¼ ðb;NÞ:
For example, consider the points indicated by triangles in Fig. 2. They are
indicated by the weight vector w ¼ wZ;b;s2 ; where b corresponds to the solid line and
the dotted lines show x0b7
ﬃﬃﬃﬃﬃﬃﬃ
cs2
p
: They form an LS-FPC for c ¼ 6:635; since one
ﬁnds ð #bðZðwÞÞ; #s2ðZðwÞÞ ¼ ðb; s2Þ:
Consider on the other hand the squares with values of ‘‘duration’’ between 2 and
4. If the LS-regression line is estimated for these data, their error variance is so large
that some of the circles and some of the triangles would get inside the corresponding
strip. This would make the error variance of the resulting data subset even larger and
it would also change the regression line, so that the ﬁxed point condition is not
fulﬁlled and this data subset is not separated enough from the rest to form an LS-
FPC. The full result for the Geyser data is discussed in Section 8.
Note that FPCs may intersect or include each other. In particular, all subsets
ZðwZ;b;s2Þ with s2 ¼ 0 and non-collinear covariate points form LS-FPCs. The
implementation described in Section 7 avoids to ﬁnd trivial meaningless LS-FPCs.
Since the FPC-property of a subset does only depend upon the points inside the
strip deﬁned by its parameter estimators, the deletion of any of the points outside the
three FPCs of Fig. 2 (i.e., the points denoted by squares), or the addition of such
points, would not change the FPC-property of any of these clusters.
3.2. A fixed point algorithm for LS-fixed point cluster vectors
It is practically impossible to check the FPC-property of every subset of a dataset,
except if it is very small. But LS-FPCVs can be found by means of a ﬁxed point
algorithm. Theorem 3.1 guarantees its convergence. The use of the algorithm for an
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implementation of FPC analysis is described in Section 7. The convergence result is
needed for the consistency theory of Section 5 as well.
Fixed point algorithm (FPA):. Choose w0Af0; 1gn with nðw0Þ4p þ 1; k ¼ 0:
Step 1: Compute #bðZðwkÞÞ; #s2ðZðwkÞÞ:
Step 2: wkþ1i ¼ wZiðwkÞ :¼ 1ððyi  x0i #bðZðwkÞÞÞ2pcs2ðZðwkÞÞÞ; i ¼ 1;y; n:
Step 3: End if wk ¼ wkþ1; else k ¼ k þ 1; step 1.
Theorem 3.1. Let c41: If ðXðwÞ0XðwÞÞ1 exists for all wAf0; 1gn with nðwÞ4p þ 1;
then for some koN : wk ¼ wZðwkÞ; i.e., the FPA converges in finitely many steps.
The proof is given in [30].
3.3. Definition for distributions
In order to investigate the statistical properties of LS-FPC analysis, I deﬁne a
distribution version of LS-FPCs. Let P denote a distribution on Rp  f1g  R; i.e., a
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Fig. 2. Old Faithful Geyser data with LS-FPCs, c ¼ 6:635: The points indicated by crosses form an FPC
as well as the triangles. A further FPC consists of the circles together with the crosses.
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distribution for regression data points ðx0; yÞ as above. LS-FPCs of a distribution
should consist of all points of appropriate strips around regression hyperplanes
where the distribution is ‘‘regression cluster-shaped’’. They are indicated by weight
functions of the form
wb;s2ðx; yÞ :¼ 1½ðy  x0bÞ2pcs2:
For a measurable indicator function w let Pw be the conditional distribution of P
under fw ¼ 1g; i.e., the restriction of P to the points indicated by w:
Theoretical LS-FPCs of distributions are deﬁned by replacement of the regression
and scale estimators by their corresponding functionals in the deﬁnition of LS-
FPCVs.
Deﬁnition 3.2. An indicator function wb;s2 ; ðb; s2ÞARpþ1  Rþ0 is called least squares-
fixed point cluster indicator (LS-FPCI) w.r.t. P; iff ðb; s2Þ is a ﬁxed point of
fP : ðb; s2Þ/ð *b½Pw
b;s2
; *s2½Pw
b;s2
Þ;
where
*bðPwÞ :¼ arg min
b
Pwðy  x0bÞ2;
*s2ðPwÞ :¼ Pwðy  x0 *bðPwÞÞ2:
If arg minb Pwðy  x0bÞ2 is not deﬁned uniquely, fPðb; s2Þ :¼ ðb;NÞ:
The latter implies Pwb;s240 for all LS-FPCIs: ð4Þ
Under suitable conditions, LS-FPCVs turn out to be consistent estimators for LS-
FPCIs in Section 5. That is, LS-FPCVs can be viewed as estimators of clusters of
distributions, if the LS-FPCIs indicate such plausible clusters. This is discussed in
Section 6.
The components of the functions fZ; fP; respectively, are written as follows from
now on: bZðb; s2Þ :¼ #b½ZðwZ;b;s2Þ; s2Zðb; s2Þ :¼ #s2½ZðwZ;b;s2Þ; bPðb; s2Þ :¼ *b½Pwb;s2 ;
s2Pðb; s2Þ :¼ *s2½Pwb;s2 :
Remark 1. The regression equivariance properties of the LS- and variance
estimators carry over to FPCVs and FPCIs, i.e., wb;s2 is an LS-FPCI w.r.t. P iff
wb;s23D ¼ wðA1Þ0ðabþbÞ;a2s2 is an LS-FPCI w.r.t. PD under linear transformations of
the form
D :Rpþ2/Rpþ2; ðx; yÞ/ðAx; ay þ x0bÞ;
AARðpþ1Þ
2
invertible with ð0;y; 0; 1Þ as last column, aAR\f0g; bARpþ1: This holds
analogously for FPCVs. The proof is straightforward.
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4. Fixed point clusters—general
Here is a rougher description of FPCs: Consider a subset of a dataset. Decide for
all points of the data subset, whether they are close to the subset (represented by its
regression and scale parameter estimator) or lie out. If the non-outlying points are
exactly the points of the subset, the subset forms an FPC. That is, the FPC property
deﬁnes homogeneity (no outlier included) and separateness (all others are outliers) of
a cluster in terms of outlier identiﬁcation.
This description may be generalized to arbitrary clustering problems. Only an
outlier identiﬁcation rule is needed, that divides the whole dataset into outliers and
non-outliers w.r.t. any given subset. The subsets, which do not contain any outlier,
and w.r.t. which the whole rest of the data consists of outliers, are the FPCs. An
application to multivariate normal clustering is given in [17].
Appropriate outlier identiﬁers can be found as follows: Davies and Gather [11]
emphasized that a deﬁnition of the term ‘‘outlier’’ should rely on the idea of an
underlying distribution of the homogeneous part of the data. They deﬁne ‘‘outlier
regions’’ (ORs) as atypical regions of such ‘‘reference distributions’’. For example, in
the linear regression case the class of distributions of the type Pb;s2;G can be
considered as the class of reference distribution for homogeneous data, where Pb;s2;G
is deﬁned as the common distribution of ðx; yÞ according to
y ¼ x0b þ u; LðuÞ ¼Nð0; s2Þ; LðxÞ ¼ G; ð5Þ
i.e., a model with random covariates, where
x and u are stochastically independent;
G is any distribution fulfilling
Gjjxjj2oN; Gxx0 invertible: ð6Þ
Then,
Aða; Pb;s2;GÞ :¼ fðx; yÞARpþ1 : ðy  x0bÞ24cs2g;
c :¼ cðaÞ being the ð1 aÞ-quantile of the w21-distribution, deﬁnes an a-OR in the
sense of Davies and Gather, i.e., Aða; Pb;s2;GÞ ¼ a so that the points in the area of low
density of the error distribution are deﬁned as outliers. For example, cð0:01Þ ¼
6:635: In the deﬁnition of LS-FPCs, the parameters b and s2 are simply replaced by
estimators.
That is, an OR is estimated on the basis of the data subset under consideration.
This subset is treated as a set of non-outliers coming from a member of the family of
reference distributions, and the whole dataset is treated as generated by a
distribution of the form
ð1 eÞP0 þ ePn; 0peo1; ð7Þ
where P0 is a reference distribution for homogeneous data, and P
n is arbitrary, but
should be concentrated on Aða; P0Þ with appropriate a: Models of the form (7) are
called ‘‘contamination models’’. They are often used in robust statistics (e.g. [22]).
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Mixture models of the form
Xk
i¼1
eiPi;
Xk
i¼1
ei ¼ 1; ei40; i ¼ 1;y; k ð8Þ
are more familiar in cluster analysis (e.g. [12]), where Pi; i ¼ 1;y; k are cluster
reference distributions with distinct parameters. They are of the contamination type
(7) as well, but they assume a particular structure for Pn; namely, being a mixture of
further reference distributions.
From the viewpoint of robust outlier identiﬁcation, it is questionable to estimate
an OR by use of non-robust estimators like the LS-regression estimator. If a dataset
(or a subset) contains outliers, they will affect such estimators. Davies and Gather
[11] discuss alternative outlier identiﬁers for the case p ¼ 0 and show the superiority
of identiﬁers based on robust estimators for the problem of ﬁnding large outliers in
the presence of multiple outliers. FPCs may be deﬁned by the use of more general
estimators of ORs. The most obvious idea is the replacement of regression and scale
parameters #b and #s2 of the deﬁnition of LS-FPCVs, the corresponding functionals of
the deﬁnition of LS-FPCIs, respectively, by more robust alternatives.
I concentrate on the LS-version here for reasons of computational and theoretical
simplicity. Its non-robustness may do less damage for the purposes of cluster
analysis, since the aim is to ﬁnd outlier-free data subsets, and there is no robustness
problem for the data subsets which are in fact homogeneous and well separated.
Recall from Section 2 that LS-FPCVs are based on redescending M-estimators as
opposed to an LS-estimator for the whole dataset.
For heterogeneous data subsets, however, the estimated OR may get very large, so
that there is usually an additional FPC corresponding to (almost) the whole dataset,
even if the latter consists of some clearly separated clusters. This is illustrated in the
example at the end of Section 6.
5. Consistency of LS-ﬁxed point cluster vectors
The LS-FPCIs of the models are the ‘‘theoretical clusters’’ to be estimated by the
LS-FPCVs. FPC analysis is intended to be a reasonable tool to analyze data from
contamination models (7) where the component P0 ¼ Pb1;s1;G is well separated from
Pn: Therefore it is desirable that the parameters of the LS-FPCVs are consistent for
the parameters ðb1; s21Þ in some sense. Here are some aspects of the consistency of
FPCs:
1. Do LS-FPCVs estimate LS-FPCIs consistently?
(i) If P has an LS-FPCI, there should be a sequence of LS-FPCVs which is
consistent for it (Theorem 5.1).
(ii) For large enough n; all LS-FPCVs should appear close to some LS-FPCI
of P with large probability (Corollary 1). Note that there is no result
relating the number of LS-FPCVs to that of LS-FPCIs.)
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2. Do LS-FPCIs adequately reﬂect the structure of distributions of the
contamination type (7)?
(i) The contamination model should have an LS-FPCI belonging to Pb1;s1;G;
if it is well separated from Pn (Theorem 6.1, Corollary 2, Fig. 3).
(ii) Pn may contain further parts of the type Pb;s2;G: Therefore, it is not
reasonable to expect that the LS-FPCI mentioned above would be the
only one. But P should not have LS-FPCIs in areas where it does not give
rise to any clustering of the data (Theorem 6.1, Fig. 3).
(iii) If the LS-FPCIs correspond to well separated components of the type
Pb;s2;G; they should fulﬁll the assumptions of the consistency results
(Lemma 6.1, Fig. 3).
In the following, P denotes a distribution on Rp  f1g  R; where LðZnÞ ¼ Pn;
nAN:
The basic result for the asymptotic existence of LS-FPCVs close to the LS-FPCIs,
and the non-existence elsewhere, respectively, is the uniform consistency of fZnðb; s2Þ
for fPðb; s2Þ for all ðb; s2Þ belonging to a suitable set.
Let C be a compact subset of Rpþ1  Rþ0 : Deﬁne
VðCÞ :¼
[
ðb;s2ÞAC
fðy  x0bÞ2pcs2g
as the union of all ðx; yÞ belonging to one of the wb;s2 -stripes for ðb; s2ÞAC:
Consistency of fZn for fP within C requires the following assumptions:
8ðb; s2ÞAC : Pfðy  x0bÞ2 ¼ cs2g ¼ 0; ð9Þ
8zARpþ1\f0g : Pðfx0z ¼ 0g-VðCÞÞ ¼ 0; ð10Þ
Py21½ðx; yÞAVðCÞoN;
Pjjxjj21½ðx; yÞAVðCÞoN; ð11Þ
inf
ðb;s2ÞAC
Pwb;s240: ð12Þ
Assumptions (9) and (10) are fulﬁlled if P is Lebesgue-dominated. Finiteness of Py2
and Pjjxjj2 sufﬁces for (11). Eq. (9) and the moment conditions (11) are needed to
ensure the continuity of fP: Eq. (10) prevents the covariate matrix from getting
collinear inside of VðCÞ: Assumption (12) together with (9) forces C to be bounded
away from s2 ¼ 0: The latter sufﬁces for (12) to hold if P has a non-vanishing
Lebesgue-density, since C is compact. Eq. (12) is necessary since FPC analysis deals
with arbitrary small subsets of the data, and increasing n does not prevent the
occurrence of very small data subsets such that their local estimators of regression
and error variance lie far from their theoretical values.
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Lemma 5.1. If (9)–(12) hold for a compact CCRpþ1  Rþ0 ; then for all k40
PNf(n0 8n4n0; ðb; s2ÞAC : jjfZnðb; s2Þ  fPðb; s2Þjjokg ¼ 1:
Proofs are given in the Appendix.
This means that for such a C; which can be arbitrary large as long as it is compact
and bounded away from s2 ¼ 0; LS-FPCVs may occur only outside of C or where
fPðb; s2Þ is close to ðb; s2Þ for large enough n:
Corollary 1. Let k40: Let C fulfill the assumptions of Lemma 5.1. Then for
large enough n; PN-a.s., no LS-FPCV wZn;b;s2 exists with ðb; s2ÞAC and
jjfPðb; s2Þ  ðb; s2ÞjjXk:
The corollary follows directly from Lemma 5.1.
A further assumption is required to show the existence of consistent sequences of
LS-FPCVs for LS-FPCIs: Suppose
( LS-FPCI wb0;s20 w:r:t: P; s
2
040: ð13Þ
(If there exists such LS-FPCI with s20 ¼ 0; then Pwb0;040: For large enough n there
are enough points ðx; yÞ with ðy  x0b0Þ2 ¼ 0; PN-a.s., so that wZn;b0;0 is an LS-
FPCV. That is, in this case a consistent sequence of LS-FPCVs exists.)
It will be assumed that (e040; 14aX0:
80oepe0 : ðb; s2ÞABeðb0; s20Þ ) fPðb; s2ÞABaeðb0; s20Þ: ð14Þ
This assumption is needed to force fZnðb; s2Þ; where ðb;s2Þ is close to ðb0; s20Þ; into a
shrinking neighborhood of ðb0; s20Þ: Let C :¼ Be0ðb0; s20Þ: Eq. (14) follows immedi-
ately if
fPðCÞDC; 14aX0 : 8ðb1; s21Þ; ðb2; s22ÞAC :
jjfPðb1; s21Þ  fPðb2; s22Þjjpajjðb1; s21Þ  ðb2; s22Þjj; ð15Þ
i.e., contractivity of fP within C as needed for Banach’s Fixed Point Theorem that
guarantees the existence of a ﬁxed point within C (but only for fP; not for the non-
continuous fZn ). See Section 6 for a discussion of cases where this is fulﬁlled.
Theorem 5.1. Assume (13), (14) and (9)–(11) for C ¼ Be0ðb0; s20Þ: Then,
PNf8n4p þ 1(wZn;bn;s2n LS-FPCV w:r:t: Zn:
lim
n-N
ðbn; s2nÞ ¼ ðb0; s20Þg ¼ 1
Remark 2. Conditions (14) and (15) are equivariant under data transformations of
the form Dðx; yÞ ¼ ðAx; ay þ x0bÞ insofar as they hold for the distribution PD
of the transformed data and the corresponding ﬁxed points of fPD with respect
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to the norm
jjzjjðB1Þ0B1 :¼ z0ðB1Þ0B1z;
where B :¼ aðA
1Þ0 0
0 a2
 
is assumed to be invertible.
6. LS-ﬁxed point cluster indicators of some contamination and mixture models
This section gives some results concerning distributions of type (7). First, the
existence and uniqueness of an LS-FPCI in the case e ¼ 0 is shown. Corollary 2 and
Lemma 6.1 (giving conditions for an LS-FPCI to fulﬁll the assumptions of Theorem
5.1) allow e40; but require Pn to give mass 0 to some neighborhood of fy ¼ x0b1g:
This does not hold for mixtures of more than one regression with normal distributed
errors. An example of a normal mixture ðp ¼ 0Þ is discussed at the end of the section.
In the case e ¼ 0; P ¼ Pb1;s21;G is a homogeneous linear regression distribution.
Consequently there is only one LS-FPCI. Its parameters are b1 and ks
2
1; where ks
2
1 is
the variance of the truncated normal distribution belonging to the LS-FPCI. For
example, c ¼ 10 yields k ¼ 0:9815; c ¼ 6:635 yields k ¼ 0:9001:
Theorem 6.1. Let c43: wb1;ks21 is the unique LS-FPCI w.r.t. P ¼ Pb1;s21;G; where k is
the unique zero of
hðkÞ :¼ 1 k  2
ﬃﬃﬃﬃﬃ
ck
p
jð ﬃﬃﬃﬃﬃckp Þ
Fð ﬃﬃﬃﬃﬃckp Þ  Fð ﬃﬃﬃﬃﬃckp Þ:
The theorem leads easily to the existence of a suitable LS-FPCI in the
contamination model with e40; if there is no overlap between the LS-FPCI of the
component Pb1;s21;G
and Pn:
Corollary 2. wb1;ks21
is LS-FPCI w.r.t. P defined by (7) with P0 ¼ Pb1;s21;G; if
Pnwb1;ks21
¼ 0: ð16Þ
Proof. Pw
b1 ;ks
2
1
does not change between Theorem 6.1 and Corollary 2. &
The uniqueness of the LS-FPCI is lost in this case. This is reasonable since Pn may
generate clusters elsewhere. Eq. (16) means that Pn has to generate outliers w.r.t.
Pw
b1 ;ks
2
1
with probability 1.
Now, conditions will be given to ensure that the LS-FPCI of Corollary 2 fulﬁlls
the assumptions of the consistency theorem.
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Lemma 6.1. Let c43; P ¼ ð1 eÞPb1;s21;G þ eP
n; 14eX0; where
Gjjxjj3oN; 8aa0 :Gfa0x ¼ 0g ¼ 0; ð17Þ
(e140 : PnðVðBe1ðb1; ks21ÞÞÞ ¼ 0; ð18Þ
where k40 is defined as in Theorem 6.1 and fulfills furthermore
k41 2
c  1: ð19Þ
Then the assumptions of Theorem 5.1 are fulfilled with b0 ¼ b1; s20 ¼ ks21:
Eq. (19) can be veriﬁed numerically for given c and holds for all values which are
applied in this paper.
In the case p ¼ 0; the function fP can be evaluated and visualized numerically for
normal mixtures. Fig. 3 gives an example for the LS-FPCIs of a normal mixture,
namely P ¼ 1
2
N0;1 þ 12N5;0:25 with c ¼ 6:635: There are ﬁve LS-FPCIs. By visual
inspection of the function fP it can be seen that three of them fulﬁll (15), They are
shown as fat lines in Fig. 3. Two of them correspond to the two mixture components.
The third one corresponds to the bulk of the mass of the whole distribution and
could only be considered as ‘‘homogeneous’’ compared to any added gross outliers.
Such an LS-FPCI exists almost always and illustrates that the deﬁnition does not
enforce FPCs to have a Gaussian shape. They are only homogeneous compared to
what is far away in the dataset.
It can be shown that the ﬁxed points of fP leading to the two non-fat intervals not
only violate (15), but are in fact ‘‘repulsive’’. This means that a ﬁxed point algorithm
applied to fP never will converge to these ﬁxed points unless they are used as starting
0.4
0.3
0.2
0.1
-4 -2
-0.1
2 4 6 8
Fig. 3. P ¼ 1
2
N0;1 þ 12N5;0:25: p.d.f. with FPCs (fat intervals: (15) fulﬁlled).
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values. The corresponding LS-FPCIs, which cannot be interpreted as proper
‘‘clusters’’, may therefore not be expected to lead to FPCVs in datasets when the
ﬁxed point algorithm is applied to ﬁnd the FPCs. Further examples are given
in [18,20].
7. Implementation of the procedure
An exhaustive search for all LS-FPCVs of a given dataset is impossible unless n is
very small. In this section an implementation of a procedure is described to ﬁnd all
‘‘substantial’’ FPCVs with high probability. The implementation and the choice of
the needed constants is discussed in detail in [30].
The basic procedure is simple:
1. Choose the number of algorithm runs in;p and the tuning constant c:
2. Repeat in;p times: Generate a subset indicator w
0 with nðw0Þ ¼ p þ 2 randomly
and apply the FPA until convergence.
Applying the basic procedure, one may observe that the number of found FPCs is
often larger than one would like to have for the clarity of the interpretation, unless n
is very large or in;p is so small that the result of the analysis depends strongly upon
chance.
The following implementation aims to exclude FPCs which are too small, too
unstable or too similar to other FPCs. For a justiﬁcation and simulations, which
indicate a reasonable performance of the whole procedure, see [30].
Step 1: Choose c; say c ¼ 6:635 (see Section 4; simulations indicate that c should
be larger for small n and large p), imin ¼ 3; scut ¼ 0:85; nðw0Þ ¼ p þ 2; nmin ¼ n5: nmin is
the minimum size of an FPCV for which an appropriate starting constellation occurs
imin times with a probability of X0:95: scut is a minimum value of a similarity
between FPCs so that they are considered as ‘‘corresponding to the same structure’’.
The similarity measure between the indicator vectors v and w of subsets of a dataset
is deﬁned as follows:
s
*
ðv;wÞ :¼ 2jfi : viwi ¼ 1gjjfi : vi ¼ 1gj þ jfi : wi ¼ 1gj: ð20Þ
Step 2: Compute in;p according to
in;p :¼ min i : QB i;
nmin
nðw0Þ
 !
n
nðw0Þ
 !; 0:05
0
BBBB@
1
CCCCAoimin
8>><
>>>:
9>>=
>>>;
; ð21Þ
where QBðn; p; aÞ denotes the a-quantile of the Binomial ðn; pÞ-distribution. The idea
here is that for a given LS-FPCV of size of at least nmin the probability should be
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larger than 0.95 that all points of the starting conﬁguration come from it at least imin
times.
Step 3: Repeat in;p times: Generate a subset indicator w
0 by random and apply the
FPA. Store all found FPCVs w with nðwÞXnmin:
Step 4: Compute the similarities for each pair of FPCVs according to (20).
Step 5: Compute the Single Linkage clusters of index scut of the FPCVs, i.e., the
connectivity components of the graph of FPCVs where two FPCVs are linked if their
similarity exceeds scut: An algorithm is given by Cormen et al. [7, p. 477].
Step 6: For every cluster of FPCVs, call the FPCV which is found most often the
‘‘representative’’ FPCV. Discard all clusters of FPCVs whose members were found
fewer than imin times.
Unfortunately, in;p increases exponentially with p if chosen according to (21).
Thus, pX4 results in very large computation times.
8. Application to the Old Faithful data
Data on the duration of eruptions and the waiting time between the eruptions
of the Old Faithful Geyser in the Yellowstone National Park have been dis-
cussed in several publications on the basis of data from various time periods. A
literature overview, as well as the dataset analyzed here, can be found in [2]. These
data were collected in August 1985. Measurements are in minutes. They are shown in
Fig. 1.
The duration of an eruption of the geyser is modeled here as dependent upon the
waiting time since the previous eruption. There seem to be at least two different
groups of dependency, corresponding to the eruptions with lower and higher
duration. The latter group shows a moderately decreasing tendency for increasing
waiting times.
Some authors (e.g. [6]) model the duration of an eruption as an independent
covariate for the subsequent waiting time. Their approach does not reveal any
differences between groups. There are no publications up to now that address
clustering and dependency between successive events at the same time. Azzalini and
Bowman [2] analyze the data with time series models. They assume for their analysis
that there are two different patterns of dependency, while I use the dataset to
illustrate how to find such kind of heterogeneity.
The data show some other features: There is a clear outlier with a duration value
smaller than 1. The probability for a long eruption was clearly larger if the waiting
time had been short, i.e., the assignment to the two groups is dependent upon the
independent variable. There are 53 points with duration¼ 4 exactly, and there are
about 20 points with duration¼ 2: This is due to inexact observations during the
night, which were coded as 2 (short eruption), 3 (medium length eruption, only once)
and 4 (long eruption) by Azzalini and Bowman.
FPC analysis was applied according to the procedure described in Section 7, i.e.,
c ¼ 6:635; in;p ¼ 809: This resulted in eight FPCs. There were six Single Linkage
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groups of FPCs, and four of them were found three times or more. I concentrate on
the interpretation of the four representative FPCs.
The whole dataset was found 521 times as an FPC. It has been discussed
previously (Section 4, Fig. 3) that there is usually an FPC corresponding to (almost)
the whole dataset. This FPC can be expected to be found often, namely always if the
points of the starting conﬁguration do not all belong to the same smaller cluster.
This is an artifact of the method and has to be taken into account in order to
interpret the results.
The other representative FPCs are more interesting. The Single Linkage group of
the second one was found 217 times. It consists of the circles together with the
crosses of Fig. 2 of Section 3 and corresponds to the group with the longer durations.
It excludes the points with the two largest durations as outliers as well as most of the
points with medium duration of the eruption. The Single Linkage group of the third
representative FPC was found 31 times. It contains the points denoted by triangles in
Fig. 2 and corresponds to the group with the shorter durations, excluding the outlier
with duration smaller than 1. The points with duration¼ 4; denoted by crosses, form
the fourth representative FPC, which was found 8 times.
The second, third and fourth representative FPCs give a good description of the
main features of the dataset. The possibility of overlapping FPCs is useful here, since
an interpretation of the points with duration ¼ 4 as its own cluster is reasonable
(‘‘group of inexactly observed long eruptions’’) as well as an interpretation of them
as a part of the larger ‘‘long duration’’-group. The points with duration ¼ 2 form an
FPC as well, but it was not found often enough during the iterations, since its
number of points is too small.
I applied two mixture model methods to the dataset as well. The ﬁrst method is the
maximum likelihood clusterwise linear regression mixture (MLCLR) estimator
computed by the EM-algorithm as explained by DeSarbo and Cron [12] with
estimation of the number of components by use of the Consistent Akaike
Information Criterion as recommended by Wedel and DeSarbo [29]. I implemented
it in the freeware R. The result (with classification of the observations according to
maximum a posteriori membership probability) is shown on the left side of Fig. 4.
The solution suffers from an implicit assumption of the linear regression mixture
model, namely that the proportion of the mixture components has to be the same for
all values of the independent variable [19]. For example, the cluster consisting of
circles corresponds roughly to the eruptions with lower durations, but contains also
some points with low waiting times, which from graphical inspection should be
assigned to another cluster.
The other method is the software mclust for model-based Gaussian clustering
with noise (MBGCN) described by Fraley and Raftery [14], which was used for the
detection of linearly shaped clusters in the presence of noise by DasGupta and
Raftery [9]. The method performs maximum likelihood estimation in a mixture of
multivariate normal distributions. Various models are defined by different
constraints on the covariance matrices, and an optimal model and an optimal
number of clusters are chosen by use of the Bayesian information criterion. The
method allows for noise by the introduction of a Poisson process mixture
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component. An initial noise estimate is needed. For this purpose I used the software
NNclean by Byers and Raftery [3] as discussed by Fraley and Raftery [14]. Both
programs were designed for Splus and ported to R. The result can be seen on the
right side of Fig. 4. mclust chooses four clusters plus a noise component of two
points (diamonds). The points with large and small duration are properly separated.
The points between the high and low duration clusters were estimated as a single
mixture component, but they do not look like a sample from a multivariate normal.
The points with long duration are divided into parts with larger and smaller waiting
times. This seems to be reasonable by graphical inspection. However, Azzalini and
Bowman [2] give geological evidence for the existence of two distinct patterns of
eruptions, corresponding to the second and third representative FPC, while there are
no arguments for breaking the ‘‘long duration’’-group into two parts as in the
MBGCN-solution. Generally, it is questionable to analyze data with mixture models
of unstructured distributions if there is background knowledge that explains a
possible clustering by different relations between distinguished independent and
dependent variables.
The FPC solution seems to be most useful for this data. However, it has to be
noted that the algorithms for the mixture maximum likelihood methods are also
sensitive to some parameter choices, namely the choice of starting conﬁgurations, a
convergence criterion, and a lower bound for the error variance, covariance
determinant, respectively. The latter is necessary, because otherwise the likelihood
would be unbounded [24, Section 3.8]. The ability of the method to ﬁnd the exact
lines with duration 2 and 4 as clusters depends crucially on the choice of this lower
bound. My choice of 106 for MLCLR was small enough that the duration-4-line
was found. I think that the duration-2-line with fewer points would have needed
another starting conﬁguration. MBGCN computed with the unchanged parameter
values of mclust did not succeed to find these lines. There may be even better
parameter choices than mine.
9. Conclusion
A new concept to deﬁne clusters was presented in this paper: An FPC is a data
subset that does not contain any outlier, but w.r.t. which all other points are outliers.
The basic idea for FPC analysis is to compute iteratively reweighted estimators for
which all outliers have zero weight, as for redescending M-estimators. FPC analysis
was developed here for clusterwise linear regression, but it may be adapted to other
clustering problems. FPCs are not necessarily exhaustive, they may intersect and
include each other and they are locally deﬁned, i.e., the FPC property of a data
subset does not depend upon distant parts of the dataset.
The existence and consistent estimability of theoretical LS-FPCs of certain
probability models of interest was investigated. FPC analysis is not meant as a
procedure which is optimal with respect to particular reference models and target
functions. It should be a data analytic tool which may be valuable under various
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deviations from the standard models of the model based CA. However, I tried to give
it a solid stochastic foundation. The consistency results have their limitations. In
particular, it is sometimes not easy to verify the assumptions for p40: Note,
however, that to my knowledge at the moment all consistency proofs for the
estimation of the parameters of a linear regression mixture suffer from not taking the
question of identiﬁability adequately into account (see [19]). The FPC theory has no
problems to deal with the situations of non-identiﬁability of the regression
parameters discussed in [19], because FPC analysis does not ﬁt a global model,
and consequently it needs not to decide between distinct parameterizations leading
to the same global distribution.
The Old Faithful Geyser dataset turned out as an example where FPC analysis can
be applied successfully, while ordinary mixture model methods have problems. Three
features of FPC analysis are useful here:
1. Outliers do not need to ﬁt in any parametric model.
2. FPCs may intersect.
3. FPC analysis treats data subsets with zero error variance in a natural way.
I compared FPC analysis with MLCLR and MBGCN by simulations [30]. The result
is that the mixture methods perform better if their model assumptions are fulﬁlled,
but FPC analysis can outperform MLCLR in datasets, where the cluster assignment
depends upon the independent variables, and it can be better than MBGCN under
non-normal distributions of the independent variables. The simulations treat the
recovery of mixture components, but it has to be noted that FPC analysis is
essentially not a method to ﬁnd mixture components, but rests on its own cluster
deﬁnition.
A drawback of FPC analysis in its present implementation is the large computing
time for higher dimensions. However, the FPC algorithm of Section 3.2 can be
applied easily in any dimension, if subject-matter knowledge or graphical inspection
yield candidate data subsets, from which the algorithm can be started, see [17].
An R-module and a C-software for LS-FPC analysis, and the reference Hennig
[20] can be obtained from http://www.math.uni-hamburg.de/home/hennig/
Appendix A. Proofs
A.1. Some useful results for the following proofs
Assumption. Let Q be a measure on ðRpþ2;Bpþ2Þ; MDRpþ1  Rþ; where
Qy2oN; Qjjxjj2oN; ðQxx0Þ1 exists; ðA:1Þ
Qfðy  x0bÞ2 ¼ cs2g ¼ 0 8ðb; s2ÞAM; ðA:2Þ
ðQxx0wb;s2ðx; yÞÞ1 exists 8ðb; s2ÞAM: ðA:3Þ
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Proposition A.1. arg minb Qðy  x0bÞ2 ¼ ðQxx0Þ1Qxy exists uniquely under (A.1).
Proposition A.2. Let l1ða; bÞ :¼ Qvðx; yÞ1½ðy  x0bÞ2pca2 where v :Rpþ2/Rq;
Qjjvðx; yÞjjoN: l1 is continuous on M under (A.2).
l2ða1; b1; a2; b2Þ :¼ Q1½ðx0b2Þ24a221½ðy  x0b1Þ2pca21 is continuous in
ða1; b1; a2; b2ÞAM  Rpþ2 under (A.2) and (A.3).
fQ is continuous on M under (A.1)–(A.3).
The proofs are straightforward.
A.2. Further preparations for the proof of Lemma 5.1
Here are some useful results proven e.g. in [28]:
LetF be a class of measurable functions Rk/R: For a real-valued function h; jhj
denotes the supremum norm. A measurable function F with jf jpF 8fAF is called
Q-finite envelope if Q is a measure with QFoN:
Deﬁnition A.1. For e40 and a measure Q on ðRd ;BdÞ; the covering number
Nðe;F; QÞ is the minimum number of balls fg : Qjg  f joeg needed to coverF: The
centers f need not belong to F:
Deﬁnition A.2. F is called permissible if it can be indexed by some T with Borel-s-
ﬁeld B in such a way that f ð; Þ is Bk#B-measurable and T is an analytic subset of
some compact metric space.
Theorem A.1. Let F be permissible with P-finite envelope F : If
8e40 : log Nðe;F; PnÞ ¼ oPðnÞ; ðA:4Þ
then
sup
fAF
jPnf  Pf j-0 PN-a:s:
Deﬁnition A.3. Let C be a collection of subsets of a set S: C is said to shatter a set
S
*
CS if every subset of S
*
can be formed as S
*
-C; CAC: C is called a Vapnik–
Chervonenkis (VC)-class with index VðCÞAN; if C shatters no subset of S with VðCÞ
elements.
Proposition A.3. F fulfills (A.4), if the set of subgraphs fðx; tÞARkþ1 : tof ðxÞg;
fAF; is a VC-class. Such F is itself called VC-class.
Below the VC-class property is claimed for some sets. All such assertions made
here are easily proven by help of Chapter 2 of van der Vaart and Wellner [28]. For
details see [20].
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Further propositions are needed for the proof of Lemma 5.1. For
ðt; b; s2ÞARpþ1  Rpþ1  Rþ0 deﬁne
ft;b;s2ðx; yÞ :¼ ðy  x0tÞ21½ðy  x0bÞ2pcs2; ðx; yÞARp  f1g  R:
Proposition A.4. Under the assumptions of Lemma 5.1, define s2
*
:¼
maxfs2 : ðb; s2ÞACg: 8Z40 (dC;ZoN such that jjtjj4dC;Z ) inf ðb;s2ÞACPft;b;s24
cs2
*
þ Z and, PN-a.s. for large enough n; inf ðb;s2ÞACPnft;b;s24cs2* þ Z:
Proof. Sp :¼ fxARpþ1 : jjxjj ¼ 1g: Show that there exists t40 such that
aP :¼ infðb;s2ÞAC;zASp PðLb;s2;t;zÞ40;
Lb;s2;t;z :¼ fjx0zj4tg-fwb;s2 ¼ 1g: ðA:5Þ
Suppose that (A.5) does not hold. Then, because of the compactness of Sp and C;
there is a sequence ðbn; s2n; tn; znÞnAN with
ðbn; s2n; tn; znÞ-ðb0; s20; 0; z0Þ; ðb0; s20ÞAC; z0ASp;
and PðLbn;s2n;tn;znÞ-0: Use Proposition A.2 to get PðLb0;s20;0;z0Þ ¼ 0: But this
contradicts (12) because of Pðfjx0z0j ¼ 0g-fwb0;s20 ¼ 1gÞ ¼ 0 by (10). Therefore
(A.5).
Further get
aPn ¼ infðb;s2ÞAC; zASp PnðLb;s2;t;zÞ-aP40 P
N-a:s:
since the sets fjx0zj4tg ¼ fx0zz0x t240g; zASp form a VC-class, and so do the
intersections with the sets fwb;s2 ¼ 1g; ðb; s2ÞAC and their indicator functions, to
which Theorem A.1 can be applied; permissibility is obvious. For tARpþ1; ðb; s2ÞAC;
ðx; yÞAL
b;s2;t; tjjtjj
; get jx0tj ¼ jx0 tjjtjjjjjtjjXjjtjjt and hence for Q ¼ P and PN-a.s. for
sufﬁciently large n for Q ¼ Pn:
Qft;b;s2 ¼
Z
ðy  x0tÞ21½ðy  x0bÞ2pcs2 dQ
X
Z
ðy  x0tÞ21½L
b;s2;t; tjjtjj
 dQ
X
Z
jt0xjðjt0xj  2jyjÞ1½L
b;s2;t; tjjtjj
 dQ
X jjtjjtðjjtjjtaQ  2QjyjÞ;
which exceeds cs2
*
for sufﬁciently large jjtjj since aQ40 and QjyjoN: Existence of
dC;Z follows.
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Corollary A.1. Let Z40; ðb; s2ÞAC: For Q ¼ P and PN-a.s. for Q ¼ Pn; n large
enough
inf
jjtjjXdC;Z
Qft;b;s24 arg min
t
Qft;b;s2 þ Z:
Proof. Qfb;b;s2pcs2* by deﬁnition of ft;b;s2 :
Proposition A.5. Under the assumptions of Lemma 5.1, 8k40:
inf
ðb;s2ÞAC
inf
jjtbPðb;s2ÞjjXk
ðPft;b;s2  PfbPðb;s2Þ;b;s2Þ40:
Proof. Suppose that the proposition does not hold, i.e., there is some sequence
ðtm; bm; s2mÞmAN where jjtm  bPðbm; s2mÞjj4k40 and
jPftm;bm;s2m  PfbPðbm;s2mÞ;bm;s2m j-0:
ðtm; bm; s2mÞmAN has a compact domain since ðbm; s2mÞAC and jjtmjjpdC;k by
Corollary A.1 for large m: Hence the sequence can be chosen convergent to some
ðt0; b0; s20ÞAfjjtjjpdC;Zg  C where jt0  bPðb0; s20ÞjXk: Pft;b;s2 is continuous in
ðt; b; s2Þ under (9) and (11) by Proposition A.2, thus
Pftm;bm;s2m-Pft0;b0;s20 ¼ PfbPðb0;s20Þ;b0;s20 :
In contradiction to that, arg mint Pft;b0;s20
is uniquely deﬁned because of (10) and (11)
(Proposition A.1). This proves the proposition. &
Proof of Lemma 5.1. Deﬁne for Z40
FC :¼ fft;b;s2 : jjtjjpdC;Z; ðb; s2ÞACg:
FC is permissible by its parameterization. FC has P-ﬁnite envelope FCðx; yÞ :¼
y2 þ 2jyjjjxjjdC;Z þ jjxjj2d2C;Z and is a VC-class. Theorem A.1 yields, PN-a.s.,
sup
ðb;s2ÞAC;jjtjjpdC;Z
jPnft;b;s2  Pft;b;s2 j-0: ðA:6Þ
By deﬁnition bZnðwb;s2Þ ¼ arg mint Pnft;b;s2 : For sufﬁciently large n; the arg min can
be taken over fjjtjjpdC;Zg by Corollary A.1 and exists uniquely with probability 1
because of (10) and (12) . Thus jjbPðb; s2ÞjjpdC;Z 8ðb; s2ÞAC:
Now, PN-a.s., for arbitrary k40:
sup
ðb;s2ÞAC
jPnfbPðb;s2Þ;b;s2  PfbPðb;s2Þ;b;s2 j-0;
sup
ðb;s2;tÞAW ðC;kÞ
jPnft;b;s2  Pft;b;s2 j-0;
where
WðC; kÞ :¼ fðb; s2ÞAC; jjt bPðb; s2Þjj4kg-fjjtjjpdC;Zg;
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thus, by Proposition A.5,
PN (n0 8nXn0 : sup
ðb;s2ÞAC
jjbZnðb; s2Þ  bPðb;s2Þjjok
( )
¼ 1: ðA:7Þ
Further, by deﬁnition,
s2Znðb; sÞ ¼
nPnfbZn ðb;s2Þ;b;s2
ðn  p  1ÞPnfwb;s2 ¼ 1g
;
s2Pðb; s2Þ ¼
PfbPðb;s2Þ;b;s2
Pfwb;s2 ¼ 1g
:
Theorem A.1 yields, PN-a.s.,
sup
ðb;s2ÞAC
jPnfwb;s2 ¼ 1g  Pfwb;s2 ¼ 1gj-0
and
sup
ðb;s2ÞAC
jPnfbZn ðb;s2Þ;b;s2  PfbPðb;s2Þ;b;s2 j-0;
since, by (A.6), PN-a.s.,
sup
ðb;s2ÞAC
jPnfbZn ðb;s2Þ;b;s2  PfbZn ðb;s2Þ;b;s2 j-0;
sup
ðb;s2ÞAC
jPnfbPðb;s2Þ;b;s2  PfbPðb;s2Þ;b;s2 j-0;
PnfbPðb;s2Þ;b;s2XPnfbZn ðb;s2Þ;b;s2 ;
PfbZn ðb;s2Þ;b;s2XPfbPðb;s2Þ;b;s2 :
Observe, PN-a.s.,
sup
ðb;s2ÞAC
nPnfbZn ðb;s2Þ;b;s2
ðn  p  1ÞPnfwb;s2 ¼ 1g
 PfbPðb;s2Þ;b;s2
Pfwb;s2 ¼ 1g

-0;
since the denominators are guaranteed to be PN-a.s. non-zero for large enough n by
(12). This proves Lemma 5.1 together with (A.7). &
Proof of Theorem 5.1. Because of Theorem 3.1 and (10), there exist LS-FPCV wn
w.r.t. Zn for all n4p þ 1 with probability 1. For sufﬁciently large n; there exist PN-
a.s. all fZnðwb;s2Þ; ðb; s2ÞABe1ðb0; s20Þ for some e140 because it can be shown that
(e140 : P
\
ðb;s2ÞABe1 ðb0;s20Þ
fwb;s2 ¼ 1g
0
@
1
A40: ðA:8Þ
Choose e; k40 small enough that aeþ koeominðe0; e1Þ: Eq. (12) follows from
(A.8). Hence Lemma 5.1 can be applied. With help of (14) get
PNf(n04p þ 1 8n4n0; ðb; s2ÞABeðb0; s20Þ:
fZnðb; s2ÞABeðb0; s20Þg ¼ 1: ðA:9Þ
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Thus, the ﬁxed point algorithm started with wb;s2 ; ðb; s2ÞABeðb0; s20Þ; stays inside of
Beðb0; s20Þ with probability 1. It converges by Theorem 3.1 and (10), and therefore fZn
has a ﬁxed point almost surely for all n4p þ 1; and for n4n0 it can be found in
Beðb0; s20Þ: Let ðZiÞiAN a sequence with Zir0: Let
U :¼
\
Zi ;iAN
f(n0op þ 1 8n4n0 (wZn;bn;s2n LS-FPCV w:r:t:Zn:
jjfZnðbn; s2nÞ  ðb0; s20ÞjjoZig;
and observe PNðUÞ ¼ 1; which proves the theorem. &
Proof of Theorem 6.1. Observe under s21 ¼ 0
s2Pðb1; s2Þ ¼ 0os2Pðb; s2Þ 8s2; bab1;
i.e., ðb1; 0Þ is the only ﬁxed point of fP: In the following s2140: Because of Remark 1,
assume w.l.o.g. b1 ¼ 0; s21 ¼ 1; i.e., x and y are stochastically independent under P:
The proof proceeds as follows:
Step 1: h has a unique zero.
Step 2: w0;s2 is FPCI w.r.t. P iff s2 ¼ k (straightforward).
Step 3: If ba0; wb;s2 is not FPCI w.r.t. P: &
Proof of Step 1. Use
hðs2Þ ¼ 0 3 h0ðsÞ
:¼ð1 s2Þ½Fð ﬃﬃcp sÞ  Fð ﬃﬃcp sÞ  2 ﬃﬃcp sjð ﬃﬃcp sÞ ¼ 0:
Observe sX1 ) h0ðsÞo0; h0ð0Þ ¼ 0; and show h0ðsÞ40 in some neighborhood of 0:
h00ðsÞ ¼ 2s½
ﬃﬃ
c
p
sðc  1Þjð ﬃﬃcp sÞ  ðFð ﬃﬃcp sÞ  Fð ﬃﬃcp sÞÞ
42
ﬃﬃ
c
p
s2½ðc  1Þjð ﬃﬃcp sÞ  2jð0Þ40
in some neighborhood of 0 since c43; ðc  1Þjð ﬃﬃcp sÞ  2jð0Þ40: Continuity of h0
ensures the existence of some zero argument 40:
To show uniqueness of this zero, use
h00ðsÞ ¼ 0 3 h1ðsÞ :¼
ﬃﬃ
c
p
sðc  1Þjð ﬃﬃcp sÞ  ðFð ﬃﬃcp sÞ  Fð ﬃﬃcp sÞÞ ¼ 0;
lim
s-N
h1ðsÞ ¼ 1:
Notice h1ð0Þ ¼ 0: h1 has the same sign as h00 for all positive arguments. Calculate
h01ðsÞ ¼
ﬃﬃ
c
p
jð ﬃﬃcp sÞ½ðc  1Þð1 cs2Þ  2;
h01ð0Þ ¼
ﬃﬃ
c
p
jð0Þðc  3Þ40:
h01ðsÞo0 iff 04ðc  1Þð1 cs2Þ  2o0; which is strictly monotone decreasing in s2:
Thus, h01 has a unique zero s2; which is a local maximum of h1; h1ðs2Þ40: h1 decreases
strictly monotonously for s4s2 and must have a unique zero, which is the unique
local extremum of h0: Thus, h0 can only have a unique zero. &
C. Hennig / Journal of Multivariate Analysis 86 (2003) 183–212208
Proof of Step 3. Suppose that wb;s2 with ba0 is FPCI w.r.t. P: s2 ¼ 0 is impossible
since Pfwb;0 ¼ 1g ¼ 0: Deﬁne
FbðtÞ :¼ Pðy  x0tÞ21ððy  x0bÞ2pcs2Þ;
i.e., bPðb;s2Þ ¼ arg min
t
FbðtÞ: With v :¼ bjjbjj get
@
@v
FbðtÞ ¼ 2
Xp
i¼1
viPxiðy  x0tÞ1ððy  x0bÞ2pcs2Þ;
@
@v
FbðbÞ ¼  2jjbjjG½x
0bJðx0bÞ;
where
JðuÞ :¼Nðy  uÞ1ððy  uÞ2pc20Þ; c0 :¼
ﬃﬃﬃﬃﬃﬃ
cs2
p
:
Show uJðuÞo0 for ua0:
uJðuÞ ¼
Z
uðy  uÞ1½jy  ujpc0jðyÞ dy
¼
Z
ujy  uj1½jy  ujpc0ð1½y4u  1½youÞjðyÞ dy
¼
Z
ujtj1½0otpc0ðjðt þ uÞ  jðt þ uÞÞ dt
¼
Z
juj jtj1½0otpc0ðjðt þ jujÞ  jðt þ jujÞÞ dt;
since
jðt þ uÞ ¼ jðt þ jujÞ; jðt þ uÞ ¼ jðt þ jujÞ
for uo0: Get uJðuÞo0 by
t40; w40) wt½jðt þ wÞ  jðt þ wÞo0:
Since Gxx0 was supposed to be invertible in (6), Gfx0b ¼ 0go1: That is, @@vFbðbÞ40;
and babPðb; s2Þ: The proof is completed. &
A.3. Preparations for the proof of Lemma 6.1
Theorem A.2. Let K be a compact convex subset of Rp; C1ðKÞ{f ¼
ðf1;y; fqÞ : K/Rq: Then,
8x; yAK : jjf ðxÞ  f ðyÞjjpjjdf jjK jjx yjj;
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where
jjdf jjK :¼ sup
xAK
max
i¼1;y;q
Xp
j¼1
@
@xj
fi
 
ðxÞ


 !
:
Proof e.g. in [23].
Proposition A.6. Let h1 :R
pþ1/R be continuous, where h1; h1iðxÞ :¼ xih1ðxÞ G-
integrable for i ¼ 1;y; p þ 1; h2 :R/R be continuous, N-integrable and
(y0oN : jh2jjpy0: Then, l :Rpþ2/R defined by
lða; bÞ :¼
Z
h1ðxÞh2ðyÞ1½ðy  x0bÞ2pa2jðyÞd½lðyÞ#GðxÞ
is continuously differentiable. The proof is straightforward.
Proof of Lemma 6.1. Because of the Remarks 1 and 2, assume w.l.o.g. b1 ¼ 0; s21 ¼
1; i.e., x and y are stochastically independent under P0;1;G: Consider (18) andLðyÞ ¼
Nð0;1Þ under P0;1;G; and get (9) by continuity of LðyÞ; (10) and (11) by (17). w0;k is
LS-FPCI w.r.t. P and k is uniquely deﬁned by Corollary 2, which requires
Pnfy2pckg ¼ 0 by (18), thus (13) is fulﬁlled. Show (15) by application of Theorem
A.2 and Proposition A.6:
To prove (15), it sufﬁces to have jjdfPjjBe0 ð0;kÞ ¼: ao1 for some e040: It can be
shown by use of Proposition A.6 that fP is continuously differentiable in ð0; kÞ: The
proof is completed by showing
max
i¼1;y;pþ2
Xpþ2
j¼1
@
@xj
fPi
 
ð0; kÞ


 !
o1: ðA:10Þ
This can be done by computing the partial derivatives of fP0;1;G in ð0; kÞ: bP0;1;G ðb; s2Þ
is deﬁned by
Fðb; s2; bP0;1;G ðb; s2ÞÞ ¼ 0;
where
Fðb; s2; tÞ :¼ ðP0;1;Gxx01½ðy  x0bÞ2pcs2Þt P0;1;Gxy1½ðy  x0bÞ2pcs2:
By Proposition A.6, F is continuously differentiable w.r.t. b; s2; t: If s240; then
P0;1;Gfwb;s2 ¼ 1g40 for arbitrary b: @@tFðb; s2; tÞ ¼ P0;1;Gxx01½ðy  x0bÞ2pcs2 is
invertible by (17), bP0;1;G is continuous at b; s
2 (Proposition A.2). Notice bP0;1;Gð0; kÞ ¼
0 by step 2 of the proof of Theorem 6.1. Differentiation of implicit functions
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(see [20]) yields
@Fðb; s2; tÞ
@t

ðb;s2;tÞ¼ð0;k;0Þ
¼ ½Fð
ﬃﬃﬃﬃﬃ
ck
p
Þ  Fð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ck
p
ÞGxx0;
@Fðb; s2; tÞ
@s2

ðb;s2;tÞ¼ð0;k;0Þ
¼ 0;
@Fðb; s2; tÞ
@b

ðb;s2;tÞ¼ð0;k;0Þ
¼ 2
ﬃﬃﬃﬃﬃ
ck
p
jð
ﬃﬃﬃﬃﬃ
ck
p
ÞGxx0
) @
@b
bP0;1;Gðb; s2Þ

ðb;s2Þ¼ð0;kÞ
¼ 2
ﬃﬃﬃﬃﬃ
ck
p
jð ﬃﬃﬃﬃﬃckp Þ
Fð ﬃﬃﬃﬃﬃckp Þ  Fð ﬃﬃﬃﬃﬃﬃﬃﬃﬃckp ÞIpþ1;
@
@s2
bP0;1;Gðb; s2Þ

ðb;s2Þ¼ð0;kÞ
¼ 0:
Notice 141 ENðy2jy2pckÞ ¼ 2
ﬃﬃﬃ
ck
p
jð ﬃﬃﬃckp Þ
Fð ﬃﬃﬃckp ÞFð ﬃﬃﬃﬃﬃﬃckp Þ40:
Now evaluate
@
@s2
s2P0;1;Gð0; kÞ ¼ ðc  1Þ
1 k
2
;
get j @
@s2s
2
P0;1;G
ðb; s2Þjðb;s2Þ¼ð0;kÞjo1 by (19), and observe by symmetry considerations
s2P0;1;Gðb; s2Þ ¼ s2P0;1;G ðb; s2Þ; thus @@bs2P0;1;G ðb; s2Þjðb;s2Þ¼ð0;kÞ ¼ 0:
Altogether,
jjdfPjjBe0 ð0;kÞpmax
2
ﬃﬃﬃﬃﬃ
ck
p
jð ﬃﬃﬃﬃﬃckp Þ
Fð ﬃﬃﬃﬃﬃckp Þ  Fð ﬃﬃﬃﬃﬃckp Þ; ðc  1Þ 1 k2
 !
o1;
proving (A.10).
This completes the proof. &
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