In this paper, we develop two parameter-robust numerical algorithms for Biot model and applied the algorithms in brain edema simulations. By introducing an intermediate variable, we derive a multiphysics reformulation of the Biot model. Based on the reformulation, the Biot model is viewed as a generalized Stokes subproblem combining with a reaction-diffusion subproblem. Solving the two subproblems together or separately will lead to a coupled or a decoupled algorithm. We conduct extensive numerical experiments to show that the two algorithms are robust with respect to the physics parameters. The algorithms are applied to study the brain swelling caused by abnormal accumulation of cerebrospinal fluid in injured areas. The effects of key physics parameters on brain swelling are carefully investigated. It is observe that the permeability has the greatest effect on intracranial pressure (ICP) and tissue deformation; the Young's modulus and the Poisson ratio will not affect the maximum ICP too much but will affect the tissue deformation and the developing speed of brain swelling.
Introduction
Brain swelling can occur in specific locations or throughout the brain, commonly including a pathologically increased intracranial pressure (ICP). High ICP can prevent blood from flowing to brain, which deprives it of the oxygen it needs to function. Brain swelling can also block other fluids from leaving brains, making the swelling even worse. Damage or death of brain cells may result. Roughly speaking, brain edema is an abnormal accumulation of cerebrospinal fluid (CSF) in the intra or extra cellular space of the brain [15, 23, 21, 24, 35, 40] . When traumatic brain injury (TBI) occurs, the brain tissues begin to absorb CSF. As studied by Hakim et. al [14] , the human brains consist of brain parenchyma and cerebrospinal fluid (CSF). For illustration, Fig. 1 gives the circulation of CSF. CSF is produced by choroid plexus in ventricle and discharged by three ways: (i) most of it flows through the aqueduct, (ii) little of it flows across the ventricle wall into the parenchyma, (iii) some of it may flows through shunt. The ways (i) and (ii) make CSF to flow the subarachnoid space (SAS) part and absorbed by arachnoid granulations in the SAS part. Recent works [22, 21, 23, 30, 31, 32, 40] indicate that poroelastic theory may provide a suitable mathematical model to better describe the mechanical processes. By assuming that brain tissue is a poroelastic material, the mechanical process can be described by Biot's consolidation model [2, 3] , which describes the behavior under loading of porous deformable material containing viscous fluid. For the Biot model in poroelasticity, there have been some numerical methods. For example, Finite volume methods [29] , mixed Finite Element methods [17, 18, 27, 28, 42, 44] , Galerkin least square methods [16] , and combinations of different methods [33, 41] . The major numerical difficulties are elasticity locking and pressure oscillation [18, 34, 43] . Elasticity locking is observed when the Poisson ratio is approaching 0.5, while pressure oscillations occur due to the Finite Element (FE) spaces are not compatible [43] . By "compatible", we mean that the FE spaces need to satisfy certain inf-sup condition. In some recent numerical methods [34, 41, 43] , to overcome the difficulties, mixed Finite Elements for linear elasticity operator and compatible Finite Element spaces for displacement and pressure are used.
In this work, following the spirit of [11, 19] , we introduce an intermediate variable, called a "total pressure", and reformulate the Biot model into a 3 × 3 saddle point problem. By using such a multiphysics reformulation, we are able to view the Biot model as a combination of a generalized Stokes model (or mixed form of linear elasticity) and a reaction-diffusion model for the fluid pressure. Such a reformulation enables us naturally overcome the numerical difficulties caused by elasticity locking and pressure oscillation. Base on the reformulation, we then design two algorithms: in the first algorithm, the generalized Stokes operator and the reaction-diffusion operator are solved together which leads to a coupled algorithm; in the second algorithm, the generalized Stokes problem is solved using the previous time-step solution of the fluid pressure as the right hand side, and then the reaction-diffusion problem is solved by using the most updated solution of the generalized Stokes subproblem. The second algorithm is actually a decoupled algorithm. There are two advantages of using such a multiphysics reformulation: firstly, it enables us to use the classical inf-sup stable Finite Elements for Stokes problem [4] and a traditional Lagrange elements for the parabolic type reaction-diffusion equation. Thus, one can apply easy-understood spatial discretizations and avoid using sophisticated discretizations. Secondly, no matter the coupled algorithm or the decoupled algorithm is used, some existing fast solvers like Multigrid [6, 13, 39] or domain decomposition methods [7, 10] for the generalized Stokes operator and the reaction-diffusion operator can be naturally incorporated in. We would emphasize that our algorithm is parameter-robust, which is a very important feature for both biomedical applications and geomechanical applications.
In brain swelling simulations, the variation of parameters in brain material is quite large. For example, relevant parameters are: Poisson ratio ranges from 0.2 to almost 0.5 [36] , Young's modulus ranges from 584 Pa [37] to 10 4 Pa [24] , and the permeability [22] ranges from 10 −14 m 2 (= 10 −8 mm 2 ) to 10 −16 m 2 (= 10 −10 mm 2 ) . On the other hand, because it is not easy to determine the material properties of brain tissue, there have been big variations in the poroelastic constants used for modeling brain edema in the literature: regarding the value of the specific storage term, c 0 , most previous studies either implicitly ignore it in steady-state models assume c 0 = 0 considering that the interstitial fluid and cerebral cells are completely incompressible [26] . A Poisson ratio of ν = 0.35 is the most commonly used when modeling brain tissue as a poroelastic material [35] , however, a much higher value of ν = 0.499 was derived from experiments [12] . Thus, numerical methods which are robust for model parameters become an essential factor for brain swelling simulation. Furthermore, it is very important to numerically study the behavioral characteristics of brain material in detail so that numerical simulations can provide useful information for brain swelling treatment. The goal of our work is to apply the developed algorithms to study ICP and deformation of brain parenchyma, and identify the effects of key parameters on brain swelling. For the two algorithms, we firstly demonstrate that they converge in optimal orders and are parameter-robust for model problem. Then, we apply them into brain swelling simulation. The numerical results show good agreements with existing published works, which further validate the effectiveness of our algorithms.
The rest of this paper is organized as follows. In Section 2, we present the PDE model, its multiphysics reformulation, the corresponding variational forms, and the numerical algorithms. In Section 3, we validate the numerical algorithms by testing their robustness with respect to different physical parameters. Finally, we apply our algorithms to carefully investigate the effects of the key parameters on brain swelling in Section 4.
The PDE model and the numerical algorithms
The most frequently used poroelastic model in various applications is the following quasi-static Biot model:
Here, u denotes the displacement vector of the solid phase, p denotes the pressure of the fluid phase, f is the body force, in (2), Q s is a source or sink term, ρ f is the fluid density, g is the gravitational acceleration, c 0 > 0 is the constrained specific storage coefficient, α is the Biot-Willis constant which is close to 1, K = κ/µ f is the hydraulic conductivity with κ > 0 being the permeability and µ f being the fluid viscosity.
where λ and µ are Lamé constants which can be computed by using the Young's modulus E and the Poisson ratio ν:
.
Equation (1) describes the force equilibrium for the solid phase. Equation (2) describes the conservation of mass for the fluid phase. In (2), Q s is a source or sink term which makes the liquid flows into solid and causes the dilation of the solid skeleton, and c 0 p + αdivu describes the fluid mass increment that caused by either the dilation of the solid skeleton or the compressibility of fluids in the pores due to pressure changes. Inherently, in the model, the filtration velocity of fluid v f satisfies Darcy's law To close the above system, suitable boundary and initial conditions must be prescribed. For the ease of presentation and without loss of generality, we consider mixed partial Neumann and partial Dirichlet boundary conditions in this paper. Specifically, the boundaries for u and p are divided into
Here, Γ d and Γ t are the Dirichlet boundary and the Neumann boundary for u respectively; Γ p and Γ f are the Dirichlet boundary and the Neumann boundary for p respectively. We assume that the Lebesgue measures of Γ d and Γ p are positive. The boundary conditions are
Without loss of generality, the Dirichlet boundary conditions in (4) are assumed to be homogeneous. The initial conditions are:
To study the weak solution of the Biot model, we introduce the following functional spaces.
Their dual spaces are denoted as V ′ and M ′ . We use (·, ·) and < ·, · > to denote the L 2 -inner product on Ω and on boundary respectively. Moreover, let us assume the following conditions hold true.
Assumption 1. We assume that
, K is positive and has uniform lower and upper bounds, c 0 > 0, and T > 0. The variational problem for (1)- (2) with the boundary conditions (4) can be described as: a tuple (u, p) with
is called a weak solution to (1)- (2), if (u, p) satisfies the initial conditions (5) and there holds
for almost every t ∈ (0, T ]. The derivation of the above weak form is based on integration by parts. For the justification of the wellposedness of the weak problem (6)- (7), one can endow V × M a weighted norm:
, and prove that the corresponding linear operator induced by (6)- (7) is an isomorphism from V × M to its dual space. However, the drawback of using such a formulation is that the conforming Finite Element discretization is not parameter robust because the isomorphism depends on K [19] . It follows that the discretization and preconditioners are not parameter robust. We refer the readers to [19] or [11] for the details.
Unlike those conventional methods which directly approximate the original model (1)- (2), we adopt an multiphysics reformulation method in this paper. Note that λ and µ are constants, there holds the following identity.
If we introduce a new variable
then problem (1)- (2) can be reformulated as:
After the reformulation, the boundary conditions (4) and initial conditions (5) are still suitable to the problem (9)-(11). We comment here that ξ can be called a "total pressure". To complete the system, the only information needed is the initial condition ξ(0), which can also be derived by using (8) . Moreover, from (8), if ξ and u are obtained, one can recover p by
After the reformulation, although µ and λ still depend on ν, the key parameters µ ∈ (0, +∞),
, and K has uniform lower and upper bounds. Based on (9)- (11), the proper functional spaces for the primary variables are:
, and p ∈ M . If we move α λ p to the right hand side of (10), the equation becomes
Combining (9) with equation (12), we obtain the generalized Stokes (or the mixed form of the linear elasticity) equations for u and ξ. To simplify the presentation, we will assume that g = 0 henceforth. Moreover, we assume that u 0 , f , h, p 0 , φ, c 0 , K, and g 2 satisfy Assumption 1.
is called a weak solution of (9)- (11), if there holds for almost every
For discussing the well-posedness of the above weak problem, one needs to introduce the following norms:
for the functional spaces
holds uniformly independent of model parameters. Here, A(·, ·) is the linear induced by the whole coupled problem. The proof can be found in Theorem 3.2 of [19] .
As (9)- (10) is the generalized Stokes problem, we apply the Taylor-Hood elements, i.e., (P 2 , P 1 ) Lagrange finite elements for the pair (u, ξ). The equation (11) is a reaction-diffusion problem for the fluid pressure. P 1 Lagrange finite elements are adopted for the discretization. That is,
In addition, we require that the Finite element spaces are conforming, i.e.,
For the time discretization, we apply a backward Euler scheme. If all three unknowns are solved together based on (9)- (11), then the resulting algorithm is a coupled method, which is described in Algorithm 1.
end for
Alternatively, one can solve the generalized Stokes problem (9) and (12) by using the solution of p at the previous time-step, then solve the reaction-diffusion problem (11) . The resulting algorithm is a decoupled algorithm and the details are list in Algorithm 2. By "decoupled", we mean that the computations of the two subproblems can be realized separately.
end for
Benchmark tests for accuracy
In this section, we present numerical experiments to show that the two algorithms are robust with respect to the physical parameters and the mesh refinement. Our benchmark model is as follows. T . The final time is T = 0.001. We study the Biot model with the certain data such that the exact solution for problem (1)-(2) is u = (sin x, sin y)
T e −t , p = sin(x + y)e −t .
The source term, the force term, and the boundary conditions are as follows.
∇p · n = cos(x + y)e −t (n 1 + n 2 ) on Γ j , j = 2, 4,
where
As the key parameters are the Poisson ratio ν and the diffusion coefficient K, others parameters are fixed to be E = 1000, c 0 = 1, α = 1.
Tests for the parameter ν
In this part, we test the robustness of the two algorithms with respect to the Poisson ratio ν. We fix the hydraulic conductivity to be K = 1, while vary the Poisson ratio to be ν = 0.3 or ν = 0.499.
We firstly report the numerical results of the coupled algorithm. In Table 2 and Table 3 , we show the numerical errors and the convergence orders for the case ν = 0.3 and ν = 0.499 separately. The time step size is set as ∆t = 1.0 × 10 −5 , which is small so that the time error is not dominant. The initial triangulation has 596 elements, and the mesh refinement is based on linking the midpoints of each triangle. From the numerical results, we observe that no matter ν = 0.499 or ν = 0.3, the H 1 error orders of u, the L 2 error orders of ξ, and the L 2 error orders of p are all around 2. The H 1 error orders of p are around 1. As we use Taylor-Hood elements for the pair (u, ξ) and P 1 elements for p, the numerical results exhibit optimal approximation orders in the energy norm (16). To validate the decoupled algorithm, we report the numerical results in Table 4 and Table 5 for the cases ν = 0.3 and ν = 0.499 respectively. For the decoupled algorithm, we set ∆t = 1.0 × 10
which is small to ensure the stability of the algorithm and the time errors are not dominant. From Table 4 and Table 5 , we see that for all variables, the decoupled algorithm also gives optimal orders of convergence. By comparing Table 3 with Table 2 (and comparing Table 5 with Table 4 ), we see that as the Poisson ratio is approaching 0.499, the mixed linear elasticity model is more close to the incompressible Stokes model, and therefore the numerical errors for u and ξ are larger.
The tests for the parameter K
Another parameter we are interested in is the hydraulic conductivity K. For testing the robustness of our algorithms with respect to K, we fix ν = 0.3, while vary K to be K = 1 × 10 −6 and K = 1 × 10 −2 . (The case K = 1.0 is already reported in Table 2 .) Table 6 and 7 are based on the coupled algorithm. In these two tables, we display the numerical errors and the convergence rates for K = 10 −2 and K = 10 −6 respectively. We use ∆t = 10
for the coupled algorithm, and ∆t = 10 −6 for the decoupled algorithm. We can observe that the errors and the convergence rates of K = 10 −6 are very close to those K = 10 −2 , and both of them have good performances. Comparing Table 6 and Table 7 with Table 2 , we observe that K has a small influence for the errors and the convergence rates in the coupled method. For the decoupled algorithm, Table 9 is based on K = 10 −6 and Table 8 is based on K = 10 −2 . give the norm errors and the convergence rates with respect to mesh number at the terminal time T . The conclusions of the decoupled algorithm are the same as the coupled method. In summary, after performing the tests for the parameter ν and K using both the coupled and decoupled algorithms, we observe that the two algorithms work very well, and they are robust with respect to the physical parameters. The coupled algorithm is more stable because all variables are solved implicitly in each time step. In the the decoupled algorithm, we solve two subproblem separately and each subproblem has much less variables involved in. Therefore, it is much easier to implement and computationally efficient.
Applications in brain edema simulation
In this section, we apply the developed algorithms in Section 3 to explore brain swelling caused by brain injury. In our simulation, we ignore the influence of gravity and the body force, i.e., g = 0 and f = 0. Besides the governing equations and geometric models, the boundary conditions and relevant parameters are also important components in modeling brain edema. Moreover, the relevant parameters are the vital part of the modeling. As mentioned in Section 1, because of the difficulty in measuring the characteristics of brain tissue, there are big variations of the relevant parameters (such as c 0 , α, E, ν and K) used in the literature. In order to better understand traumatic brain swelling, we have performed the following two-step procedure. First, we conduct numerical simulations based on the physics parameters used in [22] , and set it up as our baseline model. The parameters and the data of the baseline model are validated by comparing our simulation results with the existing published results. Second, taking advantage of the parameter robust of our algorithms, we explore the effects of those key parameters on brain swelling by comparing the data with the baseline model. The geometry and FE mesh. In the left part of Fig. 2 , a slice of the magnetic resonance imaging (MRI) for a human brain is obtained from [45] . The length and width are 124 mm and 104 mm, respectively. After extracting the geometry, a finite-element mesh of 9155 elements is generated from the MRI brain atlas (see the right part of Fig. 2) . As shown in the figure, Γ 2 is the ventricular wall whose inner part is the CSF; Γ 1 is the brain tissue wall whose outer part is the SAS part.
BCs and justification. Suitable boundary conditions are described and justified as follows.
• Γ 1 is the brain tissue wall which is closed to the skull, so the displacement along Γ 1 is zero, i.e., u = 0 on Γ 1 .
When CSF flows out of the brain tissue, it is absorbed by the SAS part. The CSF absorption is linearly dependent on the difference value of the pressure on the brain tissue wall and the pressure of SAS (p SAS ). The balance of flow rate leads to
where c b is the value of conductance. According to [20, 35, 40] , the ventricular CSF flows out of the ventricle from the aqueduct satisfies Darcy's law. From the data provided in [40] , a normal brain will produce (discharge) 0.38 ml/min CSF, and the rate of CSF outflowing from the aqueduct is approximately 0.31ml/min. This means that the rate of CSF outflows through brain parenchyma is Q 0 = 0.07 ml/min. The conductance c b is calculated by
Here, p d = 30 Pa is the difference between the ventricular pressure (≈ 1100 Pa) and p SAS (≈ 1070 Pa) for a normal person; A SAS is the surface area of the SAS, approximately equals to 76000 mm 2 , which is the 1/3 of the area of the cerebral cortex [38] . Therefore, we have c b = 3.0 × 10 −5 mm/min/Pa.
• On the ventricle wall Γ 2 , the total normal force from the tissue part needs to be balanced with the fluid pressure:
When the ventricle is deformed, CSF is removed from the channel which does not cause an increase in intraventricular pressure. The result of Li et al in [22] illustrates that the pressure at the ventricle wall is around p = 1100 Pa on Γ 2 .
The baseline model and the simulation results
As our first step, we conduct the numerical simulations using a baseline model. The relevant physics parameters are listed in Table 10 . For the permeability of brain tissue, we choose κ = 1.4 × 10 −9 mm 2 , which is an average of the permeabilities of grey and white matter [5] . For the other parameters, their values are chosen to be the same as those used in [21, 22] . 
Based on the baseline modeling parameters in Table 10 , we first conduct the simulation on a normal state brain data, then conduct the brain swelling simulation caused by TBI. When the brain is in a normal state, CSF's absorption and discharge are in balance, i.e. Q s = 0. There is no deformation for parenchyma while ventricular pressure is slightly higher than that in SAS, see Fig. 3 for the simulation results of ICP. The pressure lies between 1070-1100 Pa, which is also consistent with the fact that pressure difference makes CSF enters the SAS part through the brain parenchyma. Meanwhile, we list the simulation from [22, 23] in Fig. 4. Comparing Fig. 3 and Fig.  4 , it is clear that our simulation results are very close to that in [22] . Once TBI happens, the dynamic equilibrium of absorption and discharge could be broken easily. The injured part will absorb the CSF, which causes the local increased ICP. Meanwhile, the brain tissue will squeeze the ventricle because of the fixed skull. For simulating the brain edema after TBI, the brain tissue is divided into two parts: the normal part Ω n (8989 elements) and the injured part Ω i (166 elements), see Fig. 5 for an illustration. According to the experimental data in [23] , the pressure difference between the swelling area and the normal area of the brain is 15 mmHg (≈ 2000 Pa), which means that the pressure on the injured area approximately equals to 3000 Pa. Moreover, the pressure difference is linearly depend on the absorption rate. Using this information, we obtain the maximum ICPs under different absorption rates (see Fig. 6 ). From Fig. 6 , we see that the peak value of our ICP matches the maximum pressure values reported in [23] when Q s = 9 × 10 −3 mm 3 /min. We therefore set Q s = 9 × 10 −3 mm 3 /min in Ω i if TBI happens. Based on the data discussed as above, we present the pressure and displacement distribution for an injured brain in Fig. 7 . The maximum pressure p max in the injured area is 3025 Pa. This is consistent with [22] . Influenced by stress, the brain tissue in the swelling area deforms and compresses the surrounding brain tissue. However, because the skull is fixed and the ventricle is free, brain tissue deformation moves toward the ventricle. Its maximum deformation u max is 0.66 mm, which is also comparable with the simulation results in [21] . In Fig. 8 , we plot the maximum values of pressure and tissue deformation as functions of time. From the figure, we see that the ICP and the tissue deformation increase rapidly in the first hour. Then, the increasing speed slows down. At around 4.2 hours, both the ICP and tissue deformation reach their maximum values. This phenomenon is in line with the biomedical observation in [9] and are consistent with the results in [21, 22] . 
The effects of physics parameters
To have a better understanding of the relevant parameters on brain swelling, we investigate the effects of the parameters. Here, we consider three key parameters E, ν, κ for brain swelling. When testing one parameter, we fix the other two values to be the same as those in the baseline model. The parameter values of each test are list in Table 11 -13, and the results are reported Fig. 9-11 . Since the distribution of displacement and pressure is similar to those of the baseline model, we skip the pictures here.
In Table 11 , we present the effect of Young's modulus E on the values of u max and p max . In Table 12 , we present the effect of the Poisson ratio ν on the values of u max and p max . Table 13 shows the effect of parameter κ on the values of u max and p max . From those three Tables, we can observe that Young's modulus E and Poisson's ratio ν have big influence on the value of u max and small influence on the value of p max , while κ has great effects on both of them.
From Fig. 9-11 , we can conclude that the time when the pressure and deformation reach their peak value (total developing time) varies when choosing different values of those parameters. The larger values of the parameters E, ν, κ result in a smaller total developing time.
Young's modulus E refers to the stiffness of a materia. The larger E is, the smaller the tissue deformation is. From Table 11 , we observe that when the testing Young's modulus E are 0.2E 0 and 10E 0 , u max becomes 4.97 and 0.1 times of the baseline value u max = 0.6636 mm. Although the change of E has small effects on the pressure value, it has big influence on the swelling speed. Fig.  9 illustrates that when Young's modulus changes from E 0 to 0.2E 0 and 10E 0 , the total developing time becomes 909 and 33 minutes respectively, which is 3.61 and 0.131 times of the baseline model. Poisson ratio measures how incompressible a material is. Similar to the effects of the Young's modulus E, when the Poisson's ratio is approaching to 0.5, one obtains a very small u max , which means the brain tissue is nearly incompressible. From Table 12 , we can see that when Poisson's ratio is 0.3 and 0.499, the u max is 1.11 and 0.0183 times of baseline model u max = 0.664 mm. The total developing time corresponding to ν = 0.3 and 0.499 is 1.138 and 0.055 times that of the baseline model. Unlike Poisson's ratio ν and Young's modulus E, which only affect the tissue deformation, permeability κ has a big influence on both u max and p max . A smaller permeability will result in higher pressure and larger deformation. Table 13 illustrates that when testing permeability κ are 0.1 κ 0 and 10 κ 0 , the u max is 8.68% and 265% of baseline values u max = 0.6636 mm, while p max is 39.7% and 456% times of baseline value p max = 3025 Pa. Meanwhile, the corresponding time of 0.1κ 0 and 10κ 0 are 25 hours and 14 minutes, respectively. 
Conclusions
In this paper, we develop numerical algorithms for the Biot model by using a multiphysics reformulation. By introducing an intermediate variable, the Biot equations is written into a system of a generalized Stokes problem and a reaction-diffusion problem. To solve this system, a coupled algorithm and a decoupled algorithm are developed. The approximation accuracy of the algorithms are examined by testing a benchmark problem under different settings of physics parameters. It is shown that the approximation accuracies of the two algorithms are robust with respect to the parameters.
