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a b s t r a c t
The differential transformmethod (DTM) is an analytical and numericalmethod for solving
awide variety of differential equations and usually gets the solution in a series form. In this
paper, we propose a reliable new algorithm of DTM, namely multi-step DTM, which will
increase the interval of convergence for the series solution. The multi-step DTM is treated
as an algorithm in a sequence of intervals for finding accurate approximate solutions for
systemsof differential equations. This newalgorithm is applied to Lotka–Volterra, Chen and
Lorenz systems. Then, a comparative study between the new algorithm, multi-step DTM,
classical DTM and the classical Runge–Kutta method is presented. The results demonstrate
reliability and efficiency of the algorithm developed.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The differential transform method (DTM) is a numerical as well as analytical method for solving integral equations,
ordinary and partial differential equations. The method provides the solution in terms of convergent series with easily
computable components. The concept of the differential transform was first proposed by Zhou [1] and its main application
concern with both linear and nonlinear initial value problems in electrical circuit analysis. The DTM gives exact values of
the nth derivative of an analytic function at a point in terms of known and unknown boundary conditions in a fast manner.
This method constructs, for differential equations, an analytical solution in the form of a polynomial. It is different from the
traditional high order Taylor series method, which requires symbolic computations of the necessary derivatives of the data
functions. The Taylor series method is computationally taken long time for large orders. The DTM is an iterative procedure
for obtaining analytic Taylor series solutions of differential equations. Different applications of DTM can be found in [2–23].
The DTM introduces a promising approach for many applications in various domains of science. However, DTM has some
drawbacks. By using the DTM, we obtain a series solution, actually a truncated series solution. This series solution does not
exhibit the real behaviors of the problem but gives a good approximation to the true solution in a very small region. It is
the purpose of this paper is to propose a reliable algorithm of the DTM. The new algorithm, multi-step DTM, presented in
this paper, accelerates the convergence of the series solution over a large region and improve the accuracy of the DTM. The
validity of the modified technique is verified through illustrative examples of Lotka–Volterra, Chen and Lorenz systems.
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Table 1
Operations of differential transformation.
Original function Transformed function
f (t) = u(t)± v(t) F(k) = U(k)± V (k)
f (t) = αu(t) F(k) = αU(k)
f (t) = u(t)v(t) F(k) =
k∑
l=0
V (l)U(k− l)
f (t) = du(t)dt F(k) = (k+ 1)U(k+ 1)
f (t) = dmu(t)dtm F(k) = (k+ 1)(k+ 2) · · · (k+m)U(k+m)
f (t) = ∫ tt0 u(x)dx F(k) = U(k−1)k , k ≥ 1
f (t) = tm F(k) = δ(k−m)
f (t) = exp(λt) F(k) = λkk!
f (t) = sin(wt + α) F(k) = wkk! sin(pik/2+ α)
f (t) = cos(wt + α) F(k) = wkk! cos(pik/2+ α)
2. Differential transformmethod
The differential transform technique is one of the semi-numerical analytical methods for ordinary and partial differential
equations that uses the form of polynomials as approximations of the exact solutions that are sufficiently differentiable. The
basic definition and the fundamental theorems of the DTM and its applicability for various kinds of differential equations
are given in [2–5]. For convenience of the reader, we present a review of the DTM. The differential transform of the kth
derivative of function f (t) is defined as follows,
F(k) = 1
k!
[dkf (t)
dtk
]
t=t0
, (1)
where f (t) is the original function and F(k) is the transformed function. The differential inverse transform of F(k) is defined
as,
f (t) =
∞∑
k=0
F(k)(t − t0)k. (2)
From Eqs. (1) and (2), we get,
f (t) =
∞∑
k=0
(t − t0)k
k!
dkf (t)
dtk
∣∣∣∣∣
t=t0
, (3)
which implies that the concept of differential transform is derived from Taylor series expansion, but the method does not
evaluate the derivatives symbolically. However, relative derivatives are calculated by an iterative way which are described
by the transformed equations of the original function. For implementation purposes, the function f (t) is expressed by a
finite series and Eq. (2) can be written as,
f (t) ≈
N∑
k=0
F(k)(t − t0)k, (4)
hereN is decided by the convergence of natural frequency. The fundamental operations performed by differential transform
can readily be obtained and are listed in Table 1. Themain steps of the DTM, as a tool for solving different classes of nonlinear
problems, are the following. First, we apply the differential transform (1) to the given problem (integral equation, ordinary
differential equation or partial differential equations), then the result is a recurrence relation. Second, solving this relation
and using the differential inverse transform (2) we can obtain the solution of the problem.
3. Multi-step differential transformmethod
Although the DTM is used to provide approximate solutions for awide class of nonlinear problems in terms of convergent
series with easily computable components, it has some drawbacks: the series solution always converges in a very small
region and it has slow convergent rate or completely divergent in the wider region [5–8]. To overcome the shortcoming, we
present in this section the multi-step DTM that we have developed for the numerical solution of differential equations. For
this purpose, we consider the following nonlinear initial value problem,
f (t, u, u′, . . . , u(p)) = 0, (5)
subject to the initial conditions u(k)(0) = ck, for k = 0, 1, . . . , p− 1.
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Let [0, T ] be the interval over which we want to find the solution of the initial value problem (5). In actual applications
of the DTM, the approximate solution of the initial value problem (5) can be expressed by the finite series,
u(t) =
N∑
n=0
antn t ∈ [0, T ]. (6)
Themulti-step approach introduces a new idea for constructing the approximate solution. Assume that the interval [0, T ]
is divided into M subintervals [tm−1, tm], m = 1, 2, . . . ,M of equal step size h = T/M by using the nodes tm = mh. The
main ideas of the multi-step DTM are as follows. First, we apply the DTM to Eq. (5) over the interval [0, t1], we will obtain
the following approximate solution,
u1(t) =
K∑
n=0
a1ntn, t ∈ [0, t1], (7)
using the initial conditions u(k)1 (0) = ck. For m ≥ 2 and at each subinterval [tm−1, tm] we will use the initial conditions
u(k)m (tm−1) = u(k)m−1(tm−1) and apply the DTM to Eq. (5) over the interval [tm−1, tm], where t0 in Eq. (1) is replaced by tm−1.
The process is repeated and generates a sequence of approximate solutions um(t),m = 1, 2, . . . ,M , for the solution u(t),
um(t) =
K∑
n=0
amn(t − tm−1)n, t ∈ [tm, tm+1], (8)
where N = K ·M . In fact, the multi-step DTM assumes the following solution,
u(t) =

u1(t), t ∈ [0, t1]
u2(t), t ∈ [t1, t2]
...
uM(t), t ∈ [tM−1, tM ].
(9)
The new algorithm, multi-step DTM, is simple for computational performance for all values of h. It is easily observed that
if the step size h = T , then the multi-step DTM reduces to the classical DTM. As we will see in the next section, the main
advantage of the new algorithm is that the obtained series solution converges for wide time regions and can approximate
non-chaotic or chaotic solutions.
4. Numerical experiments
To demonstrate the effectiveness of the proposed algorithm as an approximate tool for solving nonlinear problems
of differential equations, we apply the proposed algorithm, the multi-step DTM, to Lotka–Volterra, Chen and Lorenz
systems.
4.1. Lotka–Volterra system
Lotka–Volterra equations are a pair of first order, nonlinear, differential equations frequently used to describe the
dynamics of biological systems in which two species interact, a predator and its prey. They were proposed independently
by Alfred J. Lotka in 1925 and Vito Volterra in 1926,
dx
dt
= x(t)(a− by(t)),
dy
dt
= −y(t)(c − dx(t)),
(10)
subject to the initial conditions x(0) = cx and y(0) = cy, where t represents the time, y is the predator density, x is the prey
density, a, b, c and d are positive parameters representing the interaction of the two species. In view of the differential
transform, given in Eq. (1), and the operations of differential transformation given in Table 1, applying the differential
transform to Lotka–Volterra system (10), we obtain,
X(k+ 1) = 1
k+ 1
{
aX(k)− b
k∑
l=0
X(l)Y (k− l)
}
,
Y (k+ 1) = 1
k+ 1
{
−cY (k)+ d
k∑
l=0
X(l)Y (k− l)
}
,
(11)
where X(k) and Y (k) are the differential transformation of x(t) and y(t), respectively. The differential transform of the initial
conditions are given by X(0) = cx and Y (0) = cy. In view of the differential inverse transform, given in Eq. (2), the DTM
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Table 2
Approximate solutions for Lotka–Volterra system (10), when a = 0.95, b = 0.25, c = 2.45, d = 0.25, cx = 15 and cy = 8, obtained using multi-step DTM
and RK4 method.
t Multi-step DTM RK4
x(t) y(t) x(t) y(t)
0 15 8 15 8
1 4.72786232 5.60596008 4.72786231 5.60596103
2 5.59022815 1.58484276 5.59022854 1.58484276
3 10.90426318 0.97587480 10.90426461 0.97587449
4 18.33290002 3.61672098 18.33289906 3.61672217
5 6.79300603 8.81062122 6.79300590 8.81062070
6 4.63976338 2.62171097 4.63976356 2.62171077
7 8.07809733 1.01629787 8.07809832 1.01629760
8 15.85821888 1.62121047 15.85822082 1.62121043
9 12.45957157 9.29003141 12.45957037 9.29003037
10 4.50205906 4.60359686 4.50205829 4.60359718
series solution for Lotka–Volterra system (10) can be obtained as,
x(t) =
N∑
n=0
X(n)tn,
y(t) =
N∑
n=0
Y (n)tn.
(12)
Now, according to the multi-step DTM, taking N = K ·M , the series solution for Lotka–Volterra system (10) is given by,
x(t) =

K∑
n=0
X1(n)tn, t ∈ [0, t1]
K∑
n=0
X2(n)(t − t1)n, t ∈ [t1, t2]
...
K∑
n=0
XM(n)(t − tM−1)n, t ∈ [tM−1, tM ],
(13)
y(t) =

K∑
n=0
Y1(n)tn, t ∈ [0, t1]
K∑
n=0
Y2(n)(t − t1)n, t ∈ [t1, t2]
...
K∑
n=0
YM(n)(t − tM−1)n, t ∈ [tM−1, tM ],
(14)
where Xi(n) and Yi(n), for i = 1, 2, . . . ,M , satisfy the following recurrence relations,
Xi(k+ 1) = 1k+ 1
{
aXi(k)− b
k∑
l=0
Xi(l)Yi(k− l)
}
,
Yi(k+ 1) = 1k+ 1
{
−cYi(k)+ d
k∑
l=0
Xi(l)Yi(k− l)
}
,
(15)
such that Xi(0) = Xi−1(0) and Yi(0) = Yi−1(0). Finally, if we start with X0(0) = cx and Y0(0) = cy, using the recurrence
relations given in (15), then we can obtain the multi-step solution given in Eqs. (13) and (14). Fig. 1 shows the approximate
solutions for Lotka–Volterra system (10) obtained using multi-step DTM and RK4 method. In (a) and (b) we take the
parameters a = 0.95, b = 0.25, c = 2.45, d = 0.25, cx = 15 and cy = 8 and in (c) and (d) we take the parameters
a = 0.95, b = 0.2, c = 2.5, d = 0.35, cx = 10 and cy = 3. We can observe that the phase plane trajectories obtained using
the multi-step DTM are in high agreement with the phase plane trajectories obtained using RK4 method.
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(a) Multi-step DTM. (b) RK4 method.
(c) Multi-step DTM. (d) RK4 method.
Fig. 1. Comparison between multi-step DTM and RK4 method. Phase plane trajectories for Lotka–Volterra system (10): (a) and (b) using the parameters
a = 0.95, b = 0.25, c = 2.45, d = 0.25, cx = 15 and cy = 8; (c) and (d) using the parameters a = 0.95, b = 0.2, c = 2.5, d = 0.35, cx = 10 and cy = 3.
Table 2 shows the approximate solutions for Lotka–Volterra system (10), when a = 0.95, b = 0.25, c = 2.45, d = 0.25,
cx = 15 and cy = 8, obtained using multi-step DTM and RK4 method. The high agreement of the approximate solutions
emphasizes the efficiency of the multi-step DTM in handling systems of differential equations.
Fig. 2 shows the approximate solutions for Lotka–Volterra system (10) obtained using multi-step DTM and DTM using
the same parameters as in Fig. 1. One can see that the multi-step DTM gives the solution over large time intervals while the
classical DTM solution diverges for t > 0.75 in (b) and t > 1.35 in (d). It is to be noted that the multi-step DTM results are
obtained when K = 10,M = 100, T = 20 and the DTM results are obtained when N = 1000.
4.2. Chen system
Now, we take Chen system into consideration. In 1999, the Chen system is found by Chen and Ueta [24]. The nonlinear
differential equations that describe the Chen system are,
dx
dt
= a(y− x),
dy
dt
= (c − a)x− xz + cy,
dz
dt
= xy− bz,
(16)
where a, b and c are positive real numbers. Bifurcation studies [25,26] show that Chen system has chaotic behavior for the
parameters (a, b, c) = (35, 3, 28) and (a, b, c) = (35, 12, 28). According to the multi-step DTM, the series solution for
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(a) Multi-step DTM. (b) DTM.
(c) Multi-step DTM. (d) DTM.
Fig. 2. Time series for Lotka–Volterra system (10), comparison between multi-step DTM and DTM. Obviously the DTM solution diverges for t > 0.75 in
(b) and t > 1.35 in (d).
Chen system (16) is given by,
(x(t), y(t), z(t)) =

K∑
n=0
(X1(n), Y1(n), Z1(n))tn, t ∈ [0, t1]
K∑
n=0
(X2(n), Y2(n), Z2(n))(t − t1)n, t ∈ [t1, t2]
...
K∑
n=0
(XM(n), YM(n), ZM(n))(t − tM−1)n, t ∈ [tM−1, tM ],
(17)
where Xi(n), Yi(n) and Zi(n), for i = 1, 2, . . . ,M , satisfy the following recurrence relations,
Xi(k+ 1) = ak+ 1
{
Yi(k)− Xi(k)
}
,
Yi(k+ 1) = 1k+ 1
{
(c − a)Xi(k)−
k∑
l=0
Xi(l)Zi(k− l)+ cYi(k)
}
,
Zi(k+ 1) = 1k+ 1
{
k∑
l=0
Xi(l)Yi(k− l)− bZi(k)
}
,
(18)
such that X1(0) = x(0), Y1(0) = y(0), Z1(0) = z(0) and Xi(0) = Xi−1(0), Yi(0) = Yi−1(0), Zi(0) = Zi−1(0), for i = 2,
3, . . . ,M . Figs. 3 and4 showchaotic attractors for Chen system (16)when (a, b, c) = (35, 3, 28) and (a, b, c) = (35, 12, 28),
respectively, using the multi-step DTM solution, at step size h = 0.01 and K = 20, and RK4 method. We can observe the
high agreement between the chaotic attractors obtained using the multi-step DTM and the one obtained using RK4 method
for the chaotic Chen system (16). This is much more obvious from Fig. 4.
Fig. 5 shows time series for the chaotic Chen system (16)when (a, b, c) = (35, 12, 28)using themulti-stepDTMsolution,
at step size h = 0.01 and K = 15, and the DTM, when N = 1000. Also in this figure we can see that the multi-step DTM
gives the solution over a large interval while the classical DTM diverges for t > 0.135.
1468 Z.M. Odibat et al. / Computers and Mathematics with Applications 59 (2010) 1462–1472
Fig. 3. Chaotic attractors for the chaotic Chen system (16), when (a, b, c) = (35, 3, 28), comparison between multi-step DTM (Left) and RK4 method
(Right).
4.3. Lorenz system
Here, we take Lorenz system into consideration. In 1963, the Lorenz system is introduced by Edward Lorenz [27]. The
nonlinear differential equations that describe the Lorenz system are,
dx
dt
= a(y− x),
dy
dt
= cx− xz − y,
dz
dt
= xy− bz,
(19)
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Fig. 4. Chaotic attractors for the chaotic Chen system (16), when (a, b, c) = (35, 12, 28), comparison between multi-step DTM (Left) and RK4 method
(Right).
(a) Multi-step DTM. (b) DTM.
Fig. 5. Time series for the chaotic Chen system (16), comparison between multi-step DTM and DTM. Obviously the DTM solution diverges for t > 0.135.
where a, b and c are positive real numbers. For the parameters (a, b, c) = (10, 8/3, 28) Lorenz system can display chaotic
attractors. According to the multi-step DTM, the series solution for Lorenz system (19) is given in Eq. (17) where Xi(n), Yi(n)
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Fig. 6. Chaotic attractors for the chaotic Lorenz system (19), when (a, b, c) = (10, 8/3, 28), comparison between multi-step DTM (Left) and RK4 method
(Right).
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(a) Multi-step DTM. (b) DTM.
Fig. 7. Time series for the chaotic Lorenz system (19), comparison between multi-step DTM and DTM. Obviously the DTM solution diverges for t > 0.15.
and Zi(n), for i = 1, 2, . . . ,M , satisfy the following recurrence relations,
Xi(k+ 1) = ak+ 1
{
Yi(k)− Xi(k)
}
,
Yi(k+ 1) = 1k+ 1
{
cXi(k)−
k∑
l=0
Xi(l)Zi(k− l)− Yi(k)
}
,
Zi(k+ 1) = 1k+ 1
{
k∑
l=0
Xi(l)Yi(k− l)− bZi(k)
}
,
(20)
such that X1(0) = x(0), Y1(0) = y(0), Z1(0) = z(0) and Xi(0) = Xi−1(0), Yi(0) = Yi−1(0), Zi(0) = Zi−1(0), for
i = 2, 3, . . . ,M . Fig. 6 shows the chaotic attractors for the chaotic Lorenz system (19) when (a, b, c) = (10, 8/3, 28)
using the multi-step DTM solution, at step size h = 0.01 and K = 20, and RK4 method. As also shown for Chen system, we
can observe the high agreement between the chaotic attractors obtained using the multi-step DTM and the one obtained
using RK4 method for the chaotic Lorenz system (19). Fig. 7 shows the time series for the chaotic Lorenz system (19) when
(a, b, c) = (10, 8/3, 28)using themulti-stepDTMsolution, at step size h = 0.01 andK = 15, and theDTM,whenN = 1000.
Also in this figure we can see that the DTM solution diverges when t > 0.15.
5. Discussion
In thiswork, we carefully propose themulti-step DTM, a reliablemodification of the DTM, that improves the convergence
of the series solution. Themethod provides immediate and visible symbolic terms of analytic solutions, as well as numerical
approximate solutions to both linear and nonlinear differential equations. The validity of the proposed method has been
successful by applying it for Lotka–Volterra, Chen and Lorenz systems. The method were used in a direct way without using
linearization, perturbation or restrictive assumptions. It provides the solutions in terms of convergent series with easily
computable components and the results have shown remarkable performance.
Figs. 1, 3, 4 and 6 show that the multi-step DTM approximate solutions for Lotka–Volterra, Chen and Lorenz systems,
respectively, are very closed to the Runge–Kutta approximate solutions. Therefore, the proposed method is very efficient
and accurate method that can be used to provide analytical solutions for nonlinear systems of differential equations. Figs. 2,
5 and 7 show that the solutions obtained using DTM have a small interval of convergence while those obtained using multi-
step DTM have wide intervals of convergence. This confirms that the new algorithm of the DTM increases the interval of
convergence for the series solution. Of course the accuracy can be improved when the step size h becomes smaller and the
number of terms in each subinterval K becomes larger.
We have shown that the proposed algorithm is a very accurate and efficientmethod comparedwith RK4method for both
non-chaotic or chaotic systems. The method works successfully in handling systems of differential equations directly with
a minimum size of computations and a wide interval of convergence for the series solution. This emphasizes the fact that
the multi-step DTM is applicable to many other nonlinear models and its reliable and promising when compared with the
existing methods.
References
[1] J.K. Zhou, Differential Transformation and Its Applications for Electrical Circuits, Huazhong University Press, Wuhan, China, 1986 (in Chinese).
[2] Fatma Ayaz, Solutions of the system of differential equations by differential transform method, Appl. Math. Comput. 147 (2004) 547–567.
[3] Fatma Ayaz, Application of differential transform method to differential-algebraic equations, Appl. Math. Comput. 152 (2004) 649–657.
[4] A. Arikoglu, I. Ozkol, Solution of boundary value problems for integro-differential equations by using differential transform method, Appl. Math.
Comput. 168 (2005) 1145–1158.
1472 Z.M. Odibat et al. / Computers and Mathematics with Applications 59 (2010) 1462–1472
[5] N. Bildik, A. Konuralp, F. Bek, S. Kucukarslan, Solution of different type of the partial differential equation by differential transform method and
Adomian’s decomposition method, Appl. Math. Comput. 127 (2006) 551–567.
[6] A. Arikoglu, I. Ozkol, Solution of difference equations by using differential transform method, Appl. Math. Comput. 173 (1) (2006) 126–136.
[7] A. Arikoglu, I. Ozkol, Solution of differential difference equations by using differential transformmethod, Appl. Math. Comput. 181 (1) (2006) 153–162.
[8] H. Liu, Y. Song, Differential transform method applied to high index differential-algebraic equations, Appl. Math. Comput. 184 (2) (2007) 748–753.
[9] S. Momani, M. Noor, Numerical comparison of methods for solving a special fourth-order boundary value problem, Appl. Math. Lett. 191 (1) (2007)
218–224.
[10] I.H. Hassan, Comparison differential transformation technique with Adomian decomposition method for linear and nonlinear initial value problems,
Chaos Solitons Fractals 36 (1) (2008) 53–65.
[11] I. Hassan, Application to differential transformation method for solving systems of differential equations, Appl. Math. Model. 32 (12) (2008)
2552–2559.
[12] M. El-Shahed, Application of differential transform method to non-linear oscillatory systems, Commun. Nonlinear Sci. Numer. Simul. 13 (8) (2008)
1714–1720.
[13] Z. Odibat, Differential transform method for solving Volterra integral equation with separable kernels, Math. Comput. Modelling 48 (7–8) (2008)
144–1149.
[14] S. Momani, Z. Odibat, V. Erturk, Generalized differential transform method for solving a space- and time-fractional diffusion-wave equation, Phys.
Lett. A 370 (5–6) (2007) 379–387.
[15] V. Erturk, S. Momani, Z. Odibat, Application of generalized differential transform method to multi-order fractional differential equations, Commun.
Nonlinear Sci. Numer. Simul. 13 (8) (2008) 1642–1654.
[16] Z. Odibat, S. Momani, Generalized differential transform method for linear partial differential equations of fractional order, Appl. Math. Lett. 21 (2)
(2008) 194–199.
[17] S. Momani, Z. Odibat, A novel method for nonlinear fractional partial differential equations: Combination of DTM and generalized Taylor’s formula,
J. Comput. Appl. Math. 220 (1–2) (2008) 85–95.
[18] Z. Odibat, S. Momani, V. Erturk, Generalized differential transform method: Application to differential equations of fractional order, Appl. Math.
Comput. 197 (2) (2008) 467–477.
[19] B. Kuo, C. Lo, Application of the differential transformation method to the solution of a damped system with high nonlinearity, Nonlinear Anal. TMA
70 (4) (2009) 1732–1737.
[20] M. Al-Sawalha, M. Noorani, Application of the differential transformation method for the solution of the hyperchaotic Rössler system, Commun.
Nonlinear Sci. Numer. Simul. 14 (4) (2009) 1509–1514.
[21] S. Chen, C. Chen, Application of the differential transformation method to the free vibrations of strongly non-linear oscillators, Nonlinear Anal. RWA
10 (2) (2009) 881–888.
[22] A. Kanth, K. Aruna, Two-dimensional differential transform method for solving linear and non-linear Schrödinger equations, Chaos Solitons Fractals
41 (5) (2009) 2277–2281.
[23] A. Kanth, K. Aruna, Differential transformmethod for solving the linear and nonlinear Klein–Gordon equation, Comput. Phys. Commun. 180 (5) (2009)
708–711.
[24] C. Chen, T. Ueta, Yet another chaotic attractor, Internat. J. Bifur. Chaos 9 (7) (1999) 1465–1466.
[25] T. Ueta, C. Chen, Bifurcation analysis of Chen’s equation, Internat. J. Bifur. Chaos 10 (8) (2000) 1917–1931.
[26] J. Lu, T. Zhou, G. Chen, S. Zhang, Local bifurcations of the Chen system, Internat. J. Bifur. Chaos 12 (10) (2002) 2257–2270.
[27] E. Lorenz, Deterministic nonperiodic flow, J. Atmospheric Sci. 20 (1963) 130–141.
