Abstract-The cognitive radio (CR) nodes in a cognitive radio network (CRN) do not have license to use specific spectrum band. Instead, they use the spectrum bands of the licensed primary users (PU) without interfering with the PU. When the PU becomes active, interfering CRs should leave to another available spectrum band within the PU's tolerable interference delay (TID). Therefore, CRN operates over wide spectrum bands which span many channels. Since each channel is typically licensed to one PU, this requires that channels be sensed separately. This adds monitoring overhead, where the CR should monitor (sense) the channel every TID, which reduces the throughput. For this reason, the node cannot monitor the whole set of channels. Deciding which set of channels to monitor affect other functions in the CRN like routing. Work done on routing in literature assumes that each node maintains a set of available channels which is obtained by sensing. Route setup decision will be made based on the available sets at all nodes. However, there may be some other available channels that the node is not aware of their availability which may enhance the routing quality metric. Also, taking into consideration only the sets of channels available at the CR nodes may preclude finding an end-to-end path. In this paper, we propose a spectrum decision framework that is complementary to the existing routing protocols. This framework is based on two objectives: 1) enhancing the route quality by sensing a few more channels at some nodes. These channels can enhance the quality by: reducing the switching time, requiring shorter sensing time, or expected to be available for longer time; 2) increasing the probability of finding a path by sensing more channels at some nodes in case the routing protocol did not find a path.
Abstract-The cognitive radio (CR) nodes in a cognitive radio network (CRN) do not have license to use specific spectrum band. Instead, they use the spectrum bands of the licensed primary users (PU) without interfering with the PU. When the PU becomes active, interfering CRs should leave to another available spectrum band within the PU's tolerable interference delay (TID). Therefore, CRN operates over wide spectrum bands which span many channels. Since each channel is typically licensed to one PU, this requires that channels be sensed separately. This adds monitoring overhead, where the CR should monitor (sense) the channel every TID, which reduces the throughput. For this reason, the node cannot monitor the whole set of channels. Deciding which set of channels to monitor affect other functions in the CRN like routing. Work done on routing in literature assumes that each node maintains a set of available channels which is obtained by sensing. Route setup decision will be made based on the available sets at all nodes. However, there may be some other available channels that the node is not aware of their availability which may enhance the routing quality metric. Also, taking into consideration only the sets of channels available at the CR nodes may preclude finding an end-to-end path. In this paper, we propose a spectrum decision framework that is complementary to the existing routing protocols. This framework is based on two objectives: 1) enhancing the route quality by sensing a few more channels at some nodes. These channels can enhance the quality by: reducing the switching time, requiring shorter sensing time, or expected to be available for longer time; 2) increasing the probability of finding a path by sensing more channels at some nodes in case the routing protocol did not find a path.
Simulation results show that the proposed framework can result in enhancement that can be as high as 100% over the routing protocols that build their decisions based on the available channels at each node only.
I. INTRODUCTION
The increasing demand on wireless spectrum and on broadband wireless services necessitated changes to the legacy wireless policies. The static policy that subjects the wireless spectrum bands to static and exclusive utilization decreases spectrum utilization, because the user who has the license to use a specific spectrum band (called primary user (PU)) does not use it all the time (temporal under-utilization) and in all locations (spatial under-utilization). Moreover, this static policy led to an increased competition for using the ISM wireless spectrum bands which caused these bands to be highly congested. The FCC exploded a bomb when it was announced that wireless spectrum utilization in some bands
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is less than 15%, and therefore, a more efficient spectrum utilization became required.
One way of increasing spectrum utilization is by adopting opportunistic spectrum sharing (OSS), in which un-licensed users, also called secondary users (SUs) can use the spectrum band of the PU provided that it does not introduce harmful interference to the PU. The enabling technology for OSS is cognitive radio (CR) which enables the SU to sense the channels and adapt its transmission characteristics accordingly, using software defined radios (SDRs). In SDRs, the components that are traditionally built in hardware (e.g., modulators/demodulators, amplifiers, filters, detectors, etc.) are instead built in software on a personal computer or embedded computing devices.
The use of SDRs and the requirement of protecting the PU from any interference have introduced new challenges: First, the SDR allows the CR node to operate over wide spectrum bands with different characteristics. Second, if the PU can tolerate interference up to t seconds, then the CR should sense the channel at least once every t seconds. If sensing time takes ST ms for one channel and when the CR switches from one channel to another channel to start sensing, it takes SW ms, then a CR must spend ST +SW ms for sensing each channel. This means that the CR if it has only one transceiver and is maintaining a list of N channels, then N * (ST + SW ) ms is wasted on sensing, which may be a significant fraction of the t seconds cycle.
Therefore, based on the above, it is evident that choosing the best set of channels can minimize the overhead time (sensing plus switching time), which is known as spectrum decision. The CR node should know which channels it must monitor, where the set of such channels depends on the objective. For example, if the objective is the routing protocol, then the spectrum decision aims to find the channels that will minimize the end-to-end delay or maximize the throughput. If the objective is to increase route stability, then the node can select the channels that are expected to be available for longer times. In this paper, we will consider the spectrum decision problem where the objective is routing.
Routing in CRNs jointly selects the path and the channel to be used on each hop according to a quality objective. The quality objectives are classified into: minimizing endto-end delay, maximize throughput, minimize interference, and increase path stability. According to [1] , routing can be classified into two main types: full spectrum knowledge and local spectrum knowledge. The full spectrum knowledge assumes that there is a central entity that knows all the available channels at each CR node without sensing, thanks to spectrum availability databases [2] . Indeed, this increases the options and gives better routing results. However, as explained in [1] , this is not practical.
The local spectrum knowledge approach is more practical. To the best of our knowledge, all local spectrum knowledge approaches assume that each CR maintains a set of available channels which is obtained by sensing. Then, CRs apply their routing algorithm which finds the path and the channel to be used on each hop such that their quality objective is optimized, and the channel used on each hop, should exist within the set of available channels at both nodes at the two ends of that hop.
To implement these approaches, some questions must be answered: 1) what is the optimal size of the set that should be maintained by each CR node. From the routing point of view, the bigger the set, the better the achievable routing quality objective. However, from sensing point of view, the smaller the set, the less the sensing time overhead, 2) Since, as we mentioned previously, monitoring all the channels consumes considerable time which is also infeasible. Therefore, is the routing decision that was made the best? What if there is another channel that is not used by a PU (available) and enhances the quality objective, but was not selected because the CR is not aware of its availability? and 3) If applying a specific routing algorithm was not able to find a path because, for example, on one or more hops there is no common available channel that is within the set of available channels at both nodes at the two ends of that hop: is there a possibility that there will be another channel that is available at both nodes, but the nodes are not aware of it because they did not sense it?
The objectives of this work can be summarized in: 1) introducing a new framework for spectrum decision which increases the options for a CR node by allowing it to inspect more channels, including the channels that the CR is not aware of their availability. The selection will be according to a specific criterion that takes into consideration the sensing time, the switching time, the access and channel sharing time, and the expected available channel time, 2) use this framework to enhance the performance of the existing routing algorithms, for example, by finding another channel on one hop that increases the throughput or that minimizes the end-to-end delay and 3) if applying the routing algorithm was not able to find a path from a source to a destination, we will use the framework to try to find a path because our framework increases the probability of finding a path since it inspects more channels.
The rest of this paper is organized as follows. The system model is introduced in Section II. The framework for enhancing the throughput of existing routing protocols is in Section III , and in Section IV we explain how to use the suggested framework in increasing the probability of finding an endto-end path. Simulation results are introduced in Section V. Section VI shows the related work and finally we conclude in section VII.
II. SYSTEM MODEL
The main objective behind this work is to design a spectrum decision framework that will not only consider the set of available channels at each CR node, but also the other channels that are not maintained by the CR nodes and may be available. Our objective is to use this framework to enhance the performance of existing routing protocols, and not to design a new routing protocol that jointly finds the path and the channel to be used on each hop of the path.
We assume that each channel is assigned to one PU who has an exclusive right to use it whenever he wants. If the PU can tolerate interference up to 1 second, then the CR should sense (monitor) the channel periodically every second. If the CR node is maintaining a set of channels, the CR node should sense each of these channels periodically. In addition to the sensing time, the CR node takes some time to switch from one channel to the other. Switching time depends on the frequency step, e.g., to switch from a channel on central frequency, f 1 MHz, to a channel on central frequency, f 2 MHz, the switching time will typically be α * |f 1−f 2| [3] , where α is the switching time per 1 MHz step, and is technology dependent.
We also assume that there exists a routing algorithm that finds the path and the channel to be used on each hop. Therefore, the inputs to our framework are: 1) CRN topology, which consists of the CR nodes and their locations, 2) The outputs of the routing algorithm which are a path from a source to a destination, and the channels selected on each hop, 3) The set of all the channels that the CRN can potentially use, and 4) Some statistics about the PUs activity like the expected active and inactive times, its location, required periodic monitoring time on each CR node, maximum tolerable interference delay which determines how often the CRs should sense the channel.
The output of this framework will be in the form of a set of recommendations to some CRs to sense some channels in order to enhance the routing quality. The recommendations stem from the question: given the output of the routing algorithm which is a path and the channels on that path that are supposed to optimize a specific quality metric, can we enhance the quality of that path by finding other channels on one or more of the hops? The enhancements could be because of finding another channel that requires less monitoring time, less switching time, less access delay, or is being shared between fewer nodes. If the answer to the previous question was yes, then the CR will compare the expected extra cost with the expected benefits that can be gained. If the benefit exceeds the cost, the CR will sense the channel. If the channel found to be available, the CR will start using it. In this paper, we considered the throughput as the quality metric. However, the same approach can be applied on any routing quality metric.
We assume that all channels have the same bandwidth. We also assume that the activities of the PU on channel k can be represented by a birth/death process as in Figure 1 , with birth rate (becoming busy), β, and death rate (becoming idle), λ, then the expected time for channel k to be idle within a cycle of activity is (E k (H0) = 1 β ). Moreover, probability for the PU's channel to be available, P r(H0) = λ λ+β , and probability to be busy, P r(H1) = β λ+β . In this section, we assume that there exists a routing algorithm that finds a path which maximizes the throughput given the sets of sensed channels in the CRN, and the switching times. Therefore, the output of this routing algorithm which forms the input to our framework is a multi-hop path with the channel to be used on each of these hops. Suppose that the cycle length is t c ms, switching time is α ms/1 MHz, and the channel sensing time for channel i by node j is ST j (i) ms.
We normalize all of our calculations to the cycle length. Since we assume that all channels have the same bandwidth, then the throughput can be measured by the transmission time, which is equal to:
Transmission time = cycle length -cycle wasted time (1) Therefore, throughout this section we enhance the throughput by increasing the transmission time per cycle. The wasted time is the time due to channel sensing, switching between channels, switching between multi routes, and due to access and sharing a channel.
If a path is composed of multiple intermediate nodes, node (n i ) has the highest wasted time = t wi ms/cycle, and (n j ) has the next highest wasted time = t wj ms/cycle. Then, during each cycle, the destination will not receive for more than t c − t wi ms. Therefore, if we decide to maximize the throughput, we should find a way to reduce the wasted time at node i. Also, the upper limit of enhancement is to reduce the wasted time at n i down to (t wj ). Therefore, if by finding another channel on node i which reduces the wasted time to (t wi < t wj ), the benefit will be upper limited by t wj , which means the benefit will be t wi − t wj . Whereas ift wi > t wj , the benefit will be t wi −t wi .
We will discuss the enhancements from applying the proposed framework to multiple cases ( Figure 2 ). These cases are not exhaustive, but many other cases can be only simple extension to these. Throughout all the following cases, we will explain the bottleneck with respect to node c, such that it encounters the maximum delay which reduces the transmission time left. Note that neither node d needs be the destination nor node a needs be the source. We are showing only part of the path. Throughout all the cases, we are using some dummy numbers just for the purpose of explanation. The input column shows the result of applying the existing routing protocol which maximizes throughput. The next column shows the result of applying our framework. The last column briefly states the cause of the bottleneck. For example, in the fourth case, using same channel decreases the throughput. Therefore, in the third column, node c chooses to sense another channel and will use it if it is available on both nodes c and d.
A. single path enhancement examples
In this section, we will discuss the cases when there is only one path that is node and channel disjoint with all other paths.
Case 1: Suppose that the output from the routing algorithm is as shown in Figure 2 Case 1 in the input column. Suppose that node d did not sense channel 1 before making the routing decision such that node d built its routing decision based on the list that it was maintaining, and channel 1 was not among that list. According to the figure, nodes a, b, and c are maintaining channel 1. Therefore, they should sense it periodically. Also, nodes c and d are maintaining channel 5 where they sense it periodically. Since node c is maintaining channels 1 and 5 while node d is maintaining channel 5 only, then it should sense these two channels every cycle, and switch between the channels every cycle, as shown in Figure 3 . . examples on routing enhancements using the proposed framework Our framework recommends enhancement to this routing decision by looking at the bottleneck node, which is node c. This is because node d cannot use channel 1 because it is not within its list of available channels. Therefore, node c needs to switch between channels 1 and 5. Node d can use the idle time during node c switching time, to sense channel 1. According to Figure 3 , the idle time at d for this case can be given by the equation:
Assuming symmetric switching, i.e., SW (1, 5) = SW (5, 1), the time overhead for sensing channel 1 by node d is given by the equation:
Then, the cost (C d ) that node d pays is 0 if the sensing overhead is less than the idle time. Otherwise, it is given by the equation:
Then, the expected cost (C 1 ) is:
where C d is given in equation (4). On the other hand, the gain per cycle (G) that can be achieved by adding channel 1 to the list of channels maintained by node d is given by the following equation:
Suppose that the probability of channel 1 being available at node d is (P r 1 d (H0)) and being busy is (P r 1 d (H1)). Then, the expected gain (Ḡ 1 ) from sensing channel 1 at node d is given by the following:
In case node d has sensed channel 1 and knows for sure that it is busy (P r 1 d (H0) = 0)), then according to Equation (7), the benefit will be zero. Therefore, if the cost is larger than zero, it is useless to sense channel 1 at node d. In other words, by comparing the expected cost (5) to the expected gain (7), we can estimate whether it is cost effective to sense channel 1 at node d or not. Note that in this case we are assuming that node c can send to node d on channel 1 and at the same time node a can send to node b on channel 1. This can happen by using different codes in code division multiple access techniques, or by controlling the transmission power if it is possible. In Case 4, we will show the scenario when it is not possible to simultaneously use the same channel for communication.
Case 2: This case happens when the sensing time of channel 3 at node c (ST c (3)) takes long time such that
The benefit that could be gained from this case is less than Case 1. This may happen if node c is away from the PU that owns channel 3, or because the SNR to the PU is very low, which requires longer sensing time to achieve the required PU detection probability requirement.
Using derivations similar to those in case 1, we derived the final equations for this case. Due to space limitations and since they are similar to those above, we do not show the derivation steps. In this case, the extra cost at node c is the overhead of switching from channel 3 to channel 5, sensing channel 5, and switching back to channel 3. Therefore, the expected cost (C 2 ) can be given by the following equation:
And the expected gain (Ḡ 2 ) is:
If the expected gain calculated by (9) is less than zero, this means that using channel 5 will be more expensive than using channel 3, because the sensing plus switching time is larger for channel 5. Moreover, if it is positive, but smaller than the expected cost calculated by (8) 
Case 3: This case is beneficial in case the switching time is the dominating factor. e.g., in Figure 2 Case 3, since node c is required to switch from channel 1 to channel 10 every cycle. If c can find another channel that minimizes the switching plus sensing time like channel 2 in the figure, this will reduce the wasted time. Since we are assuming linear switching time (α * |f 1 − f 2|), and since node c is required to switch from channel 1 to channel 10, then there is no extra cost for switching because SW (1, 10) = SW (1, 2) + SW (2, 10), otherwise, we should consider the extra switching time. Hence, the expected cost can be given by the equation:
And the expected gain (Ḡ 3 ) is:
Case 4: Under some cases, there are benefits due to switching to other channels and not using the same channel on multiple consecutive hops even if it is available. For example, in Figure 2 Case 4, channel 1 is used for the shown three hops. But, if the used channel-sharing method prevents nodes a and c from simultaneously sending on the same channel because node b will not be able to receive data from a when c is transmitting to d. Figure 4 shows the time lines for nodes c and d. The figure shows that one third of the time the node is idle because node d cannot send on channel 1 when c is receiving on the same channel. The sensing in this case can be done during the idle time. Moreover, during the idle time, node c can sense some other channels, e.g., channel 5 in Figure 2 . And the cost will be zero if (ST c (5)+2 * SW (1, 5)) ≤ (
which is most probably the case. Otherwise, the expected cost will be:C
If node c found a channel other than channel 1 to be used between c and d, the time lines for them will be very similar to the time lines in Figure 3 . Therefore, the expected gain behind using another channel like channel 5 between nodes c and d will be considerable which can be calculated by the following equation:
The same method can also be applied between nodes a and b by sensing another channel in order to use it.
B. Multi-path enhancement
In this sub-section, there will be another factor that may affect the throughput of the selected route which is the coexistence of another route that either intersects with the path under study by having a common node, or there is no common node, but there is a channel that is if used on the two routes at the same time, interference happens. Therefore, the two routes alternate on that channel or on that node, which considerably reduces throughput.
Case 5: In this case, as Figure 2 Case 5 shows, suppose that there exists a node, e that is an intermediate node on another path, and this node is very close to another node (c). Both nodes use channel 5 for transmission. Since they are close to each other, they cannot transmit at the same time on channel 5 due to interference. Therefore, nodes d and e should alternate on channel 5. The time lines for node c will be very similar to the one in Figure 4 . Due to space limits, we are not showing it. Therefore, one third of the time, node c is idle, and during this idle time, the node can do the sensing for the channels it maintains. Two possible enhancements are shown in Cases 5.A and 5.B in the output column. We will focus here on Case 5.A because we are studying that input route. Therefore, node c will look for another channel (e.g., channel 8 in Figure 2 ) to be used instead of channel 5. If it is found to be idle, the time line for node c will look like the one in Figure 3 .
If the time required to sense channel 8 is less than the idle time, it will sense it and the cost will be zero. Otherwise, the cost will be equal to:
While the gain is given in the following equation:Ḡ Note that we did not subtract the sensing time before the enhancement from the first part because node c was idle for 1 3 of the cycle where it can sense the channels any time within that time.
Case 6: In this case, node c is the bottleneck because it is an intermediate on two routes, which means it will alternate between the two routes, where it will forward the data of the given route half of the time, and forward the data of the other route for the remaining time as Figure 5 shows. The dashed rectangles are for the other route. The sw rectangles are switching between channels 1 and 5. The sensing times are one for channel 1 and the other for channel 5. Two enhancements could be done as shown in the two cases 6.A and 6.B in the output column of Figure 2 . We will explain Case 6.A. Case 6.B will be exactly the same. The main enhancement in Case 6.A is by finding another intermediate node other than node c to forward the data on one of the two routes. This case is different from the previous cases in that it includes finding another node, not just finding another channel. This could be initiated by node c sending a message to its neighbors telling them if any of them is physically reachable by nodes b and d, even if there is no common channel known to be available. Suppose node e was found with channel 1 available. Then, we can ask nodes e and d to find a common channel to be used for routing data in this route. Suppose that they are interested in channel 8. Then, the cost will be zero if And the expected gain from this enhancement is:
C. Protocol In this sub section, we will introduce a protocol for determining how many channels to sense, which channels to be selected for sensing and when to do the sensing. Case 1 is straight forward, since node d knows that the enhancement can be achieved by looking for the availability of channel 1. Therefore, node d can start sensing channel 1 during the idle time if the expected gain is larger than the expected cost. To find the expected cost and gain, we use the previous derived equation in the previous section.
Regarding the other cases, there are many options for node c to choose from. Therefore, it needs to know what the best channel is to start with. Algorithm 1 shows the general scenario to follow. The idea will be done by sorting the channels descendingly according to the (payoff = Expected gain -Expected cost).
To find the i th channel to sense, we want to find the channel with the highest payoff among the remaining (M − i − 1) channels. The node loops over all the potential (M − i − 1) channels. In iteration (j) of the loop, the node first, calculates the gain from using that channel (line 5). Second, it will calculate the cost of inspecting that channel which is the cost of inspecting all the previous (i − 1) channels (line 15) plus inspecting the (i th ) channel. The cost of inspecting the (i th ) channel includes the switching time from the previous channel (f 0) to the iterated (j th ) channel (line 6). Initially, the current channel is the channel that node c is using for transmission. The first channel to be sensed is the one with the maximum payoff (lines 20-23). Then, the node assumes that the previous channel (f 0) is the channel that maximizes the payoff for the current outer loop iteration (Line 23).
The cost will be zero when the idle time is larger than the cost. In cases 2 and 3, the idle time will most probably be smaller than that in Cases 4, 5, and 6. If the maximum payoff was not negative, the node will subtract the cost (which is the sensing plus switching times) from the idle time (line 24). This procedure will be repeated until the node will not be able to find a channel with positive payoff (lines 17-19). Then, number of channels to sense is known (N umberOf ChT oSense) and the order of the channels the node should follow during sensing is also known (f ). If the maximum payoff is negative, the node should not sense any channel (N umberOf ChT oSense = 0), which means there is no possible enhancement to the current situation. for j=i:M do 5: ) 
7:
P ← G − C //P is the payoff which is the objective 8:
MaxP ayoff ← P
10:
MaxIndex ← j 11: 
24:
IdleT ime ← IdleT ime − C
25: end for

IV. ENHANCE ROUTING SETUP
Since connectivity in CRN is weaker than other networks and frequently changes because it depends on PU behavior, sometimes if a source (s) wants to setup a path to a destination (d), there will be no path. The reason is that on one or more of the hops, there is no common available channel at both nodes at the two ends of that hop. Nevertheless, there may exist a channel that is available, but the nodes are not aware of its availability because they did not sense it. Existing routing protocols will not be able to find the path. However, it is not reasonable to sense all the channels on all the nodes each time there is a need for a route setup, or there is a discontinuity due to PU reappearance. Therefore, we want to know which nodes are better to sense which channels, and when.
Again, we are not designing a new routing protocol. In case the used routing protocol did not find a path from the source to the destination, we will use our framework to find a path which is supposed to increase the probability of finding a path by increasing the number of channels to be checked at some of the nodes.
A common control channel (CCC) is used to flood the route request packet (RRQP) from the source to the destination. Each intermediate node modifies the value of the quality metric (which is defined below). If the intermediate node does not share an available channel with the upstream node, it only increments the number of discontinuities by one and forwards the RRQP to its neighbors through the CCC again.
The destination will receive multiple RRQPs, each contains a two dimensional metric: 1) the quality value and 2) the number of discontinuities value. After that, and depending on the target, the destination node decides to choose: 1) the path with minimum additional setup time (could be the one with the minimum number of discontinuities), 2) the best quality metric value, or 3) a path that achieves best quality metric value such that the number of discontinuities is less than a given constant. In this paper we will handle the first one. The other two types may be done as a future work.
The quality metric value could be the end-to-end delay, where each intermediate node decides the value of the delay the packet will encounter at the node, add it to the end-toend delay value in the RRQP, and rebroadcast the RRQP. The node will not re-broadcast the same RRQP again to prevent cycles, except if it has better quality value and/or less number of discontinuities. If the quality metric is throughput, then each node can decide whether it is the bottleneck node or not. In case it is the bottleneck node, then it will modify the RRQP quality value to its throughput. Otherwise, it will not modify it. Then, re-broadcast it.
To estimate the time to find a common channel on one of the hops between two nodes, say x and y, each node initially has a set of available channels. For channel i, that is within the set of available channels at x, but not within the set of available channels at y, the probability to be available at both x and y will be 1 − P r(not available at y given it is available at x) = 1− P r(H1 at y|H0 at x). Same thing for any channel within the set of available channels at y, but is not within the set of available channels at x, the probability to be available at x and y = 1 − P r(H1 at x|H0 at y).
On the other hand, for any other channel that is not in the available set of channels neither at x, nor at y, the probability to be available at x and y equals: P r(H0 at x & H0 at y) = P r(H0 at x|H0 at y) * P r(H0 at y) = P r(H0 at y|H0 at x) * P r(H0 at x)
The conditional probabilities: P r(H1 at x|H0 at y), P r(H1 at y|H0 at x), P r(H0 at x|H0 at y), and P r(H0 at y and H0 at y), can be calculated from the channel model. For example, [4] models the power received by a CR node by a log-normal random variable. Another approach that can be used is the spectrum cartography maps [5] .
If we have multiple discontinuities on one path, then the extra time needed to set up the end-to-end path equals the time consumed at one of the intermediate nodes such that it needs the longest time to find a common available channel with the upstream node and/or the downstream node.
To estimate the minimum time required to find a channel to be available on one hop between two nodes (say x and y), we can follow a way similar to the one in Algorithm 1, but taking into consideration only the cost. We find the cost which is the channel's sensing time plus the switching time from the current channel, multiply the cost by (1-probability of channel to be available at both nodes) to find the expected cost. In each round of the outer loop, we find a channel with the minimum expected cost, and assume it as the current channel, and find the next channel and so on.
To estimate the time, we now know: 1) the order of channels to be followed during search from the previous step, 2) the probability for the channel to be available and 3) the sensing time for each channel. We can calculate the time until finding an available channel with high probability (e.g., ≥ 0.95) which is a geometric distribution.
Each node may find a different sequential order. But, the two nodes should follow the same sequential order during sensing. The two nodes will exchange their sensing decisions on the CCC such that if node x finished sensing channel i first, and found it to be busy, it tells y that it is busy and do not continue sensing. In this case the search time will be minimized because we are taking the minimum sensing time at each node plus some extra communication time overhead.
V. SIMULATION RESULTS
We conducted our simulation using Matlab. In the simulation, we studied how the throughput will be affected by the sensing time and the switching time. Switching time is represented by the switching factor (α) which is the time in ms required per 1 MHz frequency step. When a channel in use becomes busy, the CR searches for another available channel. We did not consider the search time because it is out of the scope of this paper and it will not affect the results. For the six cases in Figure 2 , we will show the improvement percentage over the traditional protocols, which refers to the protocols that do not consider sensing other channels. For example, in traditional protocols, if a node maintains a set of 4 channels, then during route setup, the route decision at that node will be made based on these four channels without sensing more channels. However, in our framework, some nodes will consider sensing some other channels that are not within their sets of available channels.
Throughout the simulation, we assumed that the potential number of channels that the CR can work on is 100 channels, and we simulated the operation for 1000 seconds. The cycle length is taken as 1 second, the CR node should sense each channel it maintains every cycle. Channel bandwidth is 6 MHz. λ and β in Figure 1 for each PU are selected randomly between 0.01 and 0.1. In the first five cases, we only considered the node that has the bottleneck and the downstream node which are similar to nodes c and d in Figure 2 , respectively. Since we are studying the throughput, they are enough if we assumed that the bottleneck is at node c. In the sixth case, we considered the three nodes b, c, and d.
To measure the improvement of Case 1, initiallly, node c will receive on any channel found to be available at c, and will send on any channel found to be available at c and d. In the traditional protocols, they will keep sending on that channel until one of the channels becomes busy. However, in our protocol, node d will check the channel that node c receives on: if it is found to be available, nodes c and d will start using that channel for their communication, otherwise, they will keep on using the same channels. When the channel found to be available, nodes c and d will keep communicating on that channel until it becomes busy. At that point, the two nodes will switch to two new random channels out of those available.
Figures 6.a−b show the effect of sensing time and α on the percentage of improvement over traditional routing protocols in the first case. As α increases, the improvement increases. This is because in case the channel found to be idle at d, nodes c and d will start using it for their communication, and the switching overhead at node c will be zero. For traditional protocols, the overhead increases and the throughput decreases as α increases. Therefore, the improvement increases. The enhancement also increases with increasing the sensing time. This is because in case the channel that c receives on is found to be available also at d, node c will not need to sense two channels every cycle. Instead, it will sense one channel which reduces sensing time and increases the throughput.
The second case improvement happens when node c switches between two channels, and the node can find another channel that requires a shorter sensing time. On the other hand, case 3 happens when node c switches between two channels and the switching time takes long time. Therefore, for Case 2, we selected the sensing time for each channel randomly between 1 and 100 ms for nodes c and d, which is a large range in order for some channels to have longer sensing time than others. For case 3, we considered small sensing times compared to switching time. As shown in Figure 6 .b, the improvement is more in case the switching time is increased because our framework will try to find a channel that reduces switching time. For these two cases, searching time that is needed in our framework to find a better channel is considered as cost, and it is included in the results. When the channel that either node c receives on or it uses to send to d becomes busy, they will switch to a channel randomly. After that in our framework, node c will try to find a channel that reduces the sensing time (Case 2) or a channel that reduces the switching time (Case 3). Figure 6 .a shows a small improvement in the second case (up to 2%). This is because the sensing time range is small (between 1 and 100 ms each cycle) compared to the transmission time (1 second cycle).
In cases 4 and 5, node c is idle for one third of the time. During this idle time, it can perform sensing. Therefore, in traditional routing protocols, increasing the sensing or switching times will not affect the throughput as long as the sensing plus switching times are less than the idle time (one third of the time). But, in our framework, if the node switched to another channel such that it will not be idle one third of the time, increasing sensing or switching time will reduce the throughput because they reduce the transmission time. This explains why the improvement is decreasing with increasing the switching or the sensing time as Figures 6. c  and d show. The same thing for the sixth case, but with bigger enhancement. In Case 6, node c is wasting half the time for routing data of the other path. Therefore, if it can find another node to route the data, the throughput will be doubled. For this reason the improvement is close to 100%. In Figure 6 .d, the sensing time at each node for each channel is selected randomly between 10 and 50 ms.
Enhancing route setup results: To see the effect of our proposed framework on this metric, we deployed 52 and 102 nodes in an area of size 1000m x 1000m. The source node is located at (0,0) and the destination node is located at (1000,1000). The other nodes are at random locations. The total number of channels that the nodes can select from is 20. Each CR node maintains a set of channels which range from 1 up to 8, as Figure 6 .e shows. These channels are selected by each node randomly out of the 20 channels. To find whether there is a path from the given source to the given destination, we modeled the CRN as a graph. The vertices are the CR nodes, and edge between any two nodes exists if they are within the transmission range of each other and they share a common channel. To find a path, we use the breadth first search approach from the source to the destination. Figure 6 .e shows that by increasing the transmission range of the CR node, or by increasing the number of channels the CR node maintains, the probability of finding a path will increase. Also, by increasing the number of nodes in the network, the probability of finding a path increases. In the figure, "400m, n=100" means that the transmission range of the node is 400m and the number of nodes in the network, other than the source and the destination, is 100 node. Figure 6 .f shows the expected time required to setup a path. This time is the extra time required to find common channel between the two nodes that are the two ends of each hop which have no common channel. In all the results, the setup time was less than a second. As the number of discontinuities increases, the setup time increases because we are choosing the maximum time to find a common channel on each hop. We are also showing the setup time for 4 discontinuities with one and two joint discontinuities. We mean by joint is that one of the nodes has no common channel with both upstream and downstream nodes. This does not make a big difference, because in many cases when a node finds a common channel with its upstream node, the same channel will be also available on the downstream node. For this reason, the curve of 4 discontinuities with zero joint and the curve of 4 discontinuities with one joint cross each other multiple times. In this figure, we conducted the simulation on 100 channels. Sensing time of each channel on each node is selected randomly between 1 and 100 ms.
VI. RELATED WORK
In-band sensing (monitoring) of PU should be done at least once every cycle. The cycle duration is the PU's tolerable interference delay (TID). A large body of research was done on minimizing the in-band sensing. Monitoring time depends on factors like PU SNR, shadowing and fading on the CR node, the distance from the PU, and the PU behavior. The authors in [6] , [7] showed that required monitoring time that achieves PU's required detection probability varies from node to node. Therefore, cooperative sensing was proposed [8] , [9] . Also, cooperative sensing achieves more accurate results.
Routing decisions depend on the set of available channels. However, routing approaches developed in the literature did not consider sensing overhead. Routing protocols in CRN can be classified into full spectrum knowledge and local spectrum knowledge [1] . In full spectrum knowledge like [10] , [11] , there is a central entity that has all the information about all the channels and their availability, thanks to the wireless spectrum databases [2] . These approaches, if solved optimally, should give the optimal results since they build their routing decisions based on information about all the channels without the need for sensing the channels. But according to [1] , these approaches are not practical.
Local spectrum knowledge approaches assume that each node has some local knowledge about the available channels built through sensing. For example, [12] , [13] tried to maximize the throughput. The authors in [3] , [14] tried to minimize end-to-end delay. The authors in [15] established robust paths in diverse spectrum conditions. However, all of these approaches assume that each node, initially has a set of available channels which are determined by sensing. None of these approaches considered the sensing overhead. Therefore, there is a gap between sensing and routing. An approach that can be adopted is to use the wireless spectrum databases [2] in case it is available. But it is not always applicable for all PUs. Another method is to use a sensor network that performs sensing [16] . However, this requires the deployment of a second network which is costly. Our approach is more dynamic and more practical and requires less overhead.
