Abstract-We study the performance of the linear prediction (LP) method for blind channel identification when the true channel is of order , whereas the channel model is of order , with . By partitioning the true channel into the th-order significant part and the unmodeled tails, we show that the LP method furnishes an approximation to the th-order significant part. The closeness depends on the diversity of the th-order significant part and the size of the unmodeled tails. Furthermore, we show that two frequently encountered claims concerning the LP method, namely, that a) the method is robust with respect to channel overmodeling and b) the performance of the method depends critically on the size of the first impulse response term, are not correct in realistic scenarios.
V. CONCLUSIONS
In this correspondence, we analyze the approximation performance of a special FIR prefilter. The results show that the convergent rate of the prefiltered projection is the same as that of the orthogonal projection. In addition, for bandlimited signals, the quantitative estimates of the upper bounds of the three types of errors are obtained. Particularly for the Daubechies' orthogonal wavelet base, the estimated constant is optimal. Using these results, we can perform an initialization for the DWT.
I. INTRODUCTION
Many methods can claim exact SIMO channel identification, in the noiseless case, under the so-called length and zero conditions [1] - [4] . However, their behavior may change dramatically under more realistic conditions, including the presence of tails of "small" leading and/or trailing impulse response terms [5] . Robustness issues of blind channel identification methods in such scenarios are very important from a practical point of view [6] but are less well understood. We study the mean asymptotic performance offered by the linear prediction (LP) method when the true channel is of order M, whereas the channel model is of order m, with m < M. We term this case the mth-order LP method. For ease of presentation, we adopt a single-input/two-output channel setting. Extension to the case of p output channels with p > 2 is straighforward.
In Section II, we review the LP method for the exact order, exact statistics, noiseless case. In Section III, we bound the distance between the impulse response estimate furnished by the mth-order LP method and the mth-order significant part of the true channel, which will be defined in Section III. This distance depends on the diversity of the Manuscript received April 14, 1998; revised November 9, 1999. This work was supported by the Training and Mobility of Researchers (T.M.R.) Program of the European Commission under Contract ERBFMBICT960659. The associate editor coordinating the review of this paper and approving it for publication was Prof. Arnab K. Shaw.
A. P. Liavas was with Department SIM, Institut National des Télécommu-nications, Evry, France. He is now with the Department of Computer Science,mth-order significant part, as measured by the smallest nonzero singular value of a certain filtering matrix, and the size of the unmodeled tails. In the course of our analysis, we show that two frequent claims concerning the LP method, namely, that a) the method is robust with respect to channel overmodeling and b) the performance of the method depends critically on the size of the first impulse response term, are not correct in realistic scenarios. In Section IV, we present simulations, and some concluding remarks are summarized in Section V.
II. LP METHOD: EXACT ORDER CASE
In this section and in order to fix notation, we review the basic steps of the LP method for blind channel identification, under the one-input/two-output noiseless channel setting. If the true order of the subchannels is M , then the output of the jth subchannel x (j) i , for j = 1; 2, is given by
where h (j) k is the impulse response of the jth subchannel, and s i is the input sequence, which is assumed to be zero-mean unit-variance
T , where superscript
T denotes the impulse response vector, with h (k) 1
. . . In the sequel, we review how the M th-order linear prediction error filter associated with xi can be used for the identification of the M th-order impulse response h M [3] . At first, we compute the coefficients of the 2 2 2M minimum mean-square error multichannel linear predictor 
In [3] , it was shown that the LP method is able to identify the unknown channel in the overmodeled, with respect to identically zero impulse response terms, exact statistics case. Furthermore, it was claimed that the algorithm is expected to perform well in the estimated statistics, noisy, overmodeled cases, although this was not supported by theoretical results.
In [3] and [4] , it was claimed that if the first impulse response term h (0) is "small," then the algorithm is expected to perform poorly. In [6] and [7] , it has been argued that microwave radio channel impulse responses usually possess "small" leading and/or trailing terms. This comes from the fact that the impulse response hM models both the shaping filters and the propagation through the channel. Does this mean that the LP method generically performs poorly in realistic cases? More generally, which are the factors that determine the robustness of the LP method in undermodeled/overmodeled cases? These are the questions we address in the sequel.
III. mTH-ORDER LP METHOD In order to study the mth-order LP method, we partition the true channel hM into [5] [8]:
1) the m-th order significant part, which is the mth-order contiguous part of the true channel that has the largest energy among all its mth-order contiguous parts; it usually lies near the middle of the impulse response; 2) the unmodeled tails, which is the complementary part to the mth-order significant part; the unmodeled tails usually contain "small" leading and/or trailing terms. 
In this case, the mth-order autocorrelation matrix is the perturbed version of Rm, as shown in (6) 
Terms andṽ are, respectively, the largest eigenvalue ofD and its associated eigenvector, and
Finally, the mth-order impulse response estimate is given bỹ 
In the sequel, we provide a first-order upper bound for khm ;m 0 h m ;m k 2 . , that is, m becomes of the order of the perturbation, making the approximation problem ill-conditioned and leading to potentially poor performance of the mth-order LP method. This happens when m is greater than the effective channel order [8] and means that we try to model not only the significant part of the true channel but also some "small" leading and/or trailing impulse response terms. This case is termed effective overmodeling. The sensitivity of the LP method, with respect to effective overmodeling, runs counter to recent claims of robustness of the LP method, with respect to overmodeling [3] , [4] . The explanation is simple. In these works, overmodeling has been defined with respect to identically zero impulse response terms. As a result, the multichannel linear predictor is a solution to a rank-deficient system of linear equations. In [3] , a solution has been computed by using pseudoinversion, whereas, in [4] , by using order-recursions. However, a more natural definition of (effective) overmodeling is with respect to "small" impulse response terms [5] , [8] . In this case, the linear predictor is the solution of a close to rank-deficient linear system [recall that in this case, m = O(m)]. In order to avoid large enhancement of inaccuracies, which are due tõ 
A. First-Order
the influence of the tails, both the pseudoinversion and the order-recursions should be implemented with great care. Before the pseudoinversion, we should compute the effective rank of the data covariance matrix, whereas the order recursions should terminate at the right point by using an appropriate stopping criterion. These regularizing actions demand, explicitly or implicitly, the detection of the effective rank of the data covariance matrix, which is synomynous with effective channel order detection [8] . If we can estimate accurately the effective channel order, then we can implement these regularization techniques successfully. However, in this case, overmodeling seems superfluous. Consequently, the LP method, contrary to current beliefs, is not inherently robust with respect to effective channel overmodeling. From Result 1, it becomes clear that if m is chosen favorably, the model quality depends on the size of the first "significant" term h (m ) .
Thus, in our study, term h m plays the role that the first nonzero term h (0) played in previous studies [3] , [4] , which assumed exact knowledge of the channel length and no tails. The important problem of effective channel order detection is studied in [8] .
One may ask how can we estimate the start and end points of the mth-order significant part m1 and m2. The answer is that their values are insignificant since during the equalization step, the fact that m 1 0 changes the solution by adding a delay of m 1 time units [5] .
IV. SIMULATIONS
In the previous section, we derived bound (10), which provides significant insight into the performance of the LP method in realistic cases. This bound is derived by repeated application of the triangle and submultiplicative inequalities (see the Appendix). Thus, it is, in general, loose. However, it is given by a reasonably simple expression, identifying the cases in which the LP method performs well or may perform poorly. For example, it reveals the instability related to effective overmodeling.
In our simulation, we consider the mean asymptotic performance of the second-order LP method by varying the size of the tails. The significant part of the channel is We scale h10 so that kh10k2 = 1. Then, we apply the second-order LP method, and we computeh 2;4 . In Fig. 1 , we plot the first-order bound (10) (thick line) and the actual error. We observe that although the bound is loose, it provides an indication of the quality of the estimator.
V. CONCLUSION
We considered the performance of the mth-order LP method for blind channel identification, when the true channel is of order M , with m < M . We showed that the mth-order LP method furnishes an approximation to the mth-order significant part of the true channel. The closeness depends on the diversity of the mth-order significant part and the size of the unmodeled tails. Furthermore, we showed that, contrary to current beliefs, the LP method is not inherently robust with respect to effective channel overmodeling. 
The proof can be derived by following steps analogous to those of ([3, App. A]). The error in quantity X is 1X 1 =X 0 X, withX defined in (6)-(9) and X defined in (1)-(4). Furthermore, instead of pseudoinversion, we use inversion.
Proof of Result 1:
In order to prove Result 1, we will bound the 2-norm of each term of the right-hand side of (12). From (4) and (9), we deduce with h k = 0, for k < 0. 
The third term of (12), which is denoted by T 3 , can be written as 
