Web application security is an important problem in today ' 
Introduction
Software systems have become an essential component of any critical infrastructure. The process of building secure software systems are expensive, difficult, and timeconsuming [13] . Web applications are also very essential in our everyday activities for instance; they are used for communications, shopping, banking, social networking, etc. Since these web applications are highly accessible, their vulnerabilities have greater impact than vulnerabilities in other types of software. The main responsibility of the security of these applications lies with the developers. Unfortunately, most developers do not have the appropriate knowledge about secure coding [17] and most software vulnerability related studies have found that software complexity is the enemy of software security [16] .
The security of most systems and networks depends up on the security of the software running on them. Most of the attacks on these systems occur because of exploitation of vulnerabilities found in these software applications. Finding and solving vulnerabilities in early stages of software composition is an important step. Building and distributing vulnerability prediction models can focus information assurance teams to spend their time and resources on the vulnerable parts of their code base.
If a single security attack succeeds, it can bring severe damage to organizations and people; especially it comprises confidential information or launches a denial of service attack. These security attacks usually happen when vulnerabilities in a system are exploited. Vulnerability in software is a weakness that allows an attacker to use the system for a malicious purpose. Detecting and finding these vulnerabilities early is very important in software engineering because it would help reduce the cost of development and help in preventing damage to the reputation of the software company. As such, methods and tools for software vulnerability prediction are invaluable. The argument for focusing on PHP is two-fold: more than twice as many open source web applications are written in PHP than Java [23] , and PHP is known for its poor security reputation [24] .
In this work, we compare the performance of different classification techniques in predicting vulnerable PHP files and propose an application of these classification rules. The remainder of this paper is organized as follows. Section 2 discusses software metrics. Section 3 states the proposed approach. Section 4 discusses the experimental evaluation. The empirical study is presented in Section 4. One suggested application of our study is presented in Section 5. Some threats to validity are presented in Section 6. Related work is discussed in Section 7. Conclusions are presented in Section 8. 
Software Metrics
Software metrics [15] are measures utilized to evaluate the process or product quality. These metrics helps project managers to know about the progress of software and assess the quality of the various artifacts produced during development. The software analysts can check whether the requirements are verifiable or not. Software metrics are required to capture various software attributes at different phases of the software development. Software metrics can be utilized to adequately measure various phases of the software development life cycle.
When measuring a software development project, metrics can be divided into two different categories [15] : Process and Product metrics. Process metrics measure the process in which the product is developed. Product metrics meas ure the final outcome of following a given process or a set of processes. An example of product metrics are Object-oriented (OO) concepts such as coupling, cohesion, inheritance, and polymorphism can be measured using software product metrics. The process metrics can be used to measure the cost and duration of an activity, measure the effectiveness of a process, compare the performance of various processes, or improve the processes and guide the selection of future processes.
Approach
We deal with the vulnerability prediction problem as a classification problem in order to predict if a PHP file is vulnerable or not. A key element of prediction is the supervised model, which is a method of combining multiple metrics into a single binary classification prediction. In this work, we evaluate the performance of different classification techniques in predicting vulnerable PHP files. The proposed approach is illustrated in Figure 1 . Vulnerability prediction can be used to automatically predict vulnerable files. To build and evaluate the prediction models, the dataset is divided into training and testing sets. The training data has the source code metrics and the class label (vulnerable or not) in order to train the model whereas the testing data has only the source code metrics without a class label. Supervised models require a training set and a validation set. To obtain unbiased evaluation results, we perform a 10-fold cross-validation [12] . Tenfold cross validation performed by randomly partitioning the data into 10 folds, with each fold being the held-out test fold exactly once. Comparisons between classifiers are based on three measures namely Precision, Recall, F-Measure, and AUC (Area Under Curve). We train the prediction model based on the source code metrics of the PHP files and their class labels (vulnerable or not). After running the model on this training dataset, we test this model on a testing dataset and evaluate the effectiveness of this model in predicting vulnerabilities. Machine learning techniques (classifiers) are used to build prediction models to predict the vulnerabilities software files.
Experimental Evaluation

Data Set
In this study, we used a dataset collected by [24] . The dataset was collected and analyzed in the previous mentioned study. The data contains several software metrics and vulnerability information about their PHP files. The dataset selected is from the open source community. Open source software is usually considered secure since the community leverages large developer communities to detect and fix vulnerabilities in the code [18] . The applications in the dataset are Drupal, Moodle, and PHPMyAdmin. Drupal is a well-known content management system. Moodle is an open source learning management system. PHPMyAdmin is a web based management tool for the MySQL database. Table 1 shows a descriptive statistics about the dataset. Regarding the software metrics in this data, the following metrics were used in this dataset: 
Classifiers
In this section, we briefly present the machine learning techniques used in this work.
1. Naive Bayes Classifier: Naive Bayes is a probabilistic classifier, which assumes that all features are independent. It finds the class with maximum probability given a set of features values using the Bayes theorem. 2. Decision Trees Classifier: Decision Tree is a classifier in the form of a tree structure.
It is a predictive model that decides the dependent value of a new sample based on diverse attribute values of the existing data. Each internal node in the tree represents a single attribute while leaf nodes represent class labels. Decision trees classify each instance by starting at the root of the tree and moving through it until reaching a leaf node. 3. Random Forests Classifier: Random Forests is an ensemble learning method that generates several decision trees during training time. Each tree gives a class label. The Random Forests classifier selects the class label that has the mode of the classes output by individual trees. 4. Ensemble (Voting): Voting is a combining strategy of classifiers [14] . Majority Voting and Weighted Majority Voting are the most popular methods of Voting. In Majority Voting, each ensemble member votes for one of the classes. The ensemble predicts the class with the highest number of votes. Weighted Majority Voting makes a weighted sum of the votes of the ensemble members, and weights typically depend on the classifiers confidence in its prediction or error estimates. We used the voting of the three classifiers noted above.
Evaluation Metrics
We evaluate the classification algorithms based on Precision, Recall, F-measure, and Area Under Curve (AUC) or ROC (Receiver Operating Characteristics) as [7] argues that AUC is the best measure to report the classification accuracy. Precision measures how many of the vulnerable instances returned by a model are actually vulnerable. The higher the precision is, the fewer false positives exist. Recall measures how many of the vulnerable instances are actually returned by a model. The higher the recall is, the fewer false negatives exist. F-Measure is the harmonic mean of Precision and Recall. In this study, we adopt a binary classifier, which makes two possible errors: false positive (FP) and false negative (FN). A correctly classified vulnerable class is a true positive (TP) and a correctly classified non-vulnerable class is a true negative (TN). The prediction performance measures used in our experiments are described as follows:
Results
In this subsection, we present the results obtained in this study. Table 2 shows the classification results of the three projects. In the Drupal project, the Ensemble (voting) achieved the best performance in all studied measures. The Random Forest classifier competed with very close measure to voting. Since the difference is not that big, we see Random Forest as a good fit since it takes less time than voting. In the PHPMyAdmin project, in terms of AUC, Ensemble achieved the best results. Again. the Random Forest classifier competed with very close measure to voting. In terms of Precision, Random Forest was the best classifier. Likewise, in the Moodle project, in terms of AUC, Ensemble achieved the best results with Random Forests in close competition. Naive Bayes achieved the best results in terms of Precision. We conclude that Ensemble is a better technique but it is not worth the additional effort since the values achieved not that higher than Random Forest. Since AUC is the most informative indicator of predictive accuracy in case of having binary classification [2] , we conclude that Random Forest would be sufficient since it does not require a lot of run time [1] .
We combined the three datasets to reveal whether there is a big difference between these projects and to gain an insight into the main metrics that are able to predict the vulnerable PHP files. Table 3 shows the classification results of the combined dataset. We can see that Random Forests achieved the best results in terms of AUC. In this combined dataset, we increased the number of instances, which gave the model a lot to learn about the characteristics of these PHP files. It is important to understand, which features are the most influential features in determining whether particular PHP component is vulnerable or not. This will examine how well each metric can individually differentiate files as vulnerable or neutral. The most influential features can be computed using gain ratio [11] . Gain ratio provides a normalized measure of the contribution of each feature to classification. A secondary advantage gain ratio is to provide a comparison between each metric. Table 4 shows the most influential metrics and their abilities to predict vulnerable files. The higher the gain ratio is, the more important the feature is in identifying vulnerable files. The two most influential metrics in predicting vulnerabilities are the number of functions and lines of code. This indicates that large non-modular files [3] are more subject to vulnerabilities. The remaining influential metrics are related to coupling and complexity which complies with existing research and shows that software complexity is the enemy of software security [16] . 
Application
On the Internet, content filtering (also known as information filtering) is the use of a program to screen and exclude from access or availability web pages or e-mail that is deemed objectionable. An application firewall is a type of firewall that controls input, output, and/or access from, to, or by an application or service. It operates by monitoring and potentially blocking the input, output, or system service calls that do not meet the configured policy of the firewall.
Web content filtering or web filtering is usually used to prevent access to undesirable (vulnerable) web pages [9] . Web filtering uses screening of web requests and analysis of the contents of the received Web pages to block undesired Web pages. Current implementations of Web filtering use techniques such as blacklisting or whitelisting, keyword searching and rating systems. Blacklists and whitelists are costly and infeasible to maintain. Keyword searchin g is subject t to mistakes in spelling and rating systems are not reliable sources of information [8] . What we are proposing is a content-based filtering that is based on the content of PHP files. Screening a PHP request will determine if it passes the fir ewall or not. Since our web filtering approach is based on the content of Web pages that may extend over a number of IP packets, filtering must be performed after the page is reconstructed in a single file.
One application would be developing a rule-based firewall according the classification rules to filter vulnerable requests. This firewall would be able to distinguish vulnerable requests after evaluating some of the features of the PHP file. A firewall is a system for enforcing access control policy between two networks and is one of the most important measures to protect against network attacks. Adding a content filtering functionality to the firewall based on the rules we got from applying predictive models of PHP files.
Threats to Validity
In this section, we discuss the threats to validity of our proposed approach. The dataset was collected by Walden et al. [24] . Since the dataset is publicly available, we believe that our results are credible and can be reproduced. The impact of data preprocessing on prediction performance is also an interesting problem that needs further investigation. Other type of threats considers issues that affect the validity of statistical inferences. We mitigate this threat by using standard techniques for our statistics and modeling, and we used a well-recognized tool for these purposes (Weka). Since we only explored PHP web applications, our results might be specific to them. However, the selected applications are open source and from different domains. Future studies with a broader set of web applications, including both commercial and open source applications, would be needed to generalize the results to the entire class of PHP web applications. In addition, in order to generalize the results to other web applications written in other languages or to other types of software, desktop or mobile applications should be explored.
Related Work
This section discusses related studies. The section is divided into two subsections: studies on fault prediction and studies on vulnerability prediction using metrics.
Fault Prediction
Several studies have used software metrics to predict fault-prone components. Basili et al. [4] evaluated the usefulness of Chidamber & Kemerer's OO design metrics for predicting fault-prone classes. They collected the data of eight medium-sized management information systems. They used logistic regression techniques and found that these metrics were able to predict 88% of faulty classes with 60% precision. Briand et al. [5] evaluated the usefulness of Chidamber & Kemerer's OO design metrics to predict faulty classes. They conducted their experiment eight medium-sized management information systems that were developed by students. They used logistic regression model and found that that these metrics were able to predict more than 90% of faulty classes with about 80% precision. Menzies et al. [19] used software metrics to predict defects. They performed their experiment on a NASA repository, MDP. They built prediction models using OneR, J48 and Naive Bayesian classifiers and their Naive Bayesian model detected 71% of defects with a 25% false positive rate. Alenezi et al. [2] used the dataset of 8 open source systems to predict faulty classes. They built prediction models using Naive Bayes, Bayesian Networks, J48, and Random Forests. Their Random Forest model detected 92% of defects.
Vulnerability prediction
A small number of studies have explored the usefulness of using software metrics to predict vulnerabilities. Gegick et al. [10] used a static analysis tool and software metrics to predict vulnerable components. They conducted their experiment on a large commercial telecommunications software and predicted vulnerable components with an 8% false positive rate and a 0% false negative rate. Shin and Williams [22] computed the correlation between software metrics and software vulnerabilities. Their experiment was conducted on the Mozilla JavaScript Engine (JSE). The correlation tests showed only a weak correlation between software metrics and software vulnerabilities. Shin et al. [21] evaluated the usefulness of software metrics and developer activity metrics in predicting vulnerable files. Their experiment was conducted on two open source projects Mozilla Firefox and the Linux Kernel. They built three prediction models, using each group of metrics separately, and built a model using combined metrics. Discriminant analysis and Bayesian network were used as modelling techniques. In the best cases they were able to predict about 70% of vulnerable files with precision lower than 5%. Chowdhury and Zulkernine [6] used software metrics to predict vulnerabilities. Their experiment was conducted on 52 releases of Mozilla Firefox. They built prediction models based on C4.5 Decision Tree, Random Forests, Logistic Regression and Naive Bayes. The metrics were able to predict almost 75% of the vulnerable files, with a false positive rate of below 30% and an overall prediction accuracy of about 74%. Moshtari et al. [20] used software metrics to predict vulnerabilities. Their experiment was conducted on Mozilla Firefox. Their results showed that about 92% of vulnerable files were detected, with a False Positive rate of 0.12%.
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Conclusion
In this paper, we presented an approach to predict the vulnerabilities of open source web applications. We compared the performance of different classification techniques in predicting vulnerable PHP files. We investigated whether software metrics are discriminative and predictive of vulnerable code, and can guide actions for improvement of code and development team and can prioritize validation and verification efforts. The results indicate that the metrics are discriminative and predictive of vulnerabilities. In addition, we proposed an application of these classification rules in developing a contentbased firewall filter. Our future direction is to conduct a similar study with a broader set of web applications, including both commercial and open source applications.
