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Abstract
Strontium titanate is a perovskite dielectric material with a wide band-gap of 3.25 eV
and a large relative dielectric permittivity of 300 at room temperature. The combi-
nation of these properties makes SrTiO3 a promising candidate for various industrial
applications. However, there is growing evidence that oxygen vacancies have a sig-
nificant impact upon its use, with the diffusion and deep donor level of the oxygen
vacancy leading to electrical leakage. A qualitative understanding of the diffusion and
electrical properties of oxygen vacancies can help to provide a clearer picture of many
phenomena such as resistive switching and leakage current. Utilising SrTiO3 thin
films in various devices leads it to be in contact with other substances such as metal
electrodes or other oxides. The lattice-mismatch between thin film SrTiO3 and other
material means that thin film SrTiO3 is grown under bi-axial strain. The magnitude
and the value of strain are driven by the lattice parameters of the material it is in
contact with and the strain might be compressive or tensile. Here, the results of first
principle density functional theory calculations performed using the AIMPRO code
are presented. It is found that thin film SrTiO3 undergoes a transition from cubic
to tetragonal structure with polarisation along the [001] and [110] directions under
compressive and tensile (001) strain respectively. As a key parameter for tailoring the
properties of SrTiO3, the diffusivity of oxygen vacancies under bi-axial tensile or com-
pressive strain has been investigated. The structural transition yields anisotropy in
oxygen vacancy diffusion for diffusion within and between planes parallel to the plane
iv
of strain. Under (001) compressive strain it is found that, in the range of strains
consistent with common substrate materials, diffusion energies in different directions
are significantly affected, and for high values of strain may be altered by as much as a
factor of two. The resulting diffusion anisotropy is expected to impact upon the rate
at which oxygen vacancies are injected into the film under bias. By contrast, under
(001) tensile strain, the diffusion of oxygen vacancies is predicted to increase in all
directions (in-plane and inter-plane), albeit more so in the direction perpendicular to
the plane of strain.
Doping with a foreign element, namely a transition metal, is an alternative proce-
dure for controlling the properties of SrTiO3. The structural, thermodynamic, electri-
cal and electronic properties of zinc-doped SrTiO3 have been studied in the framework
of density functional theory. The interaction of Zn with oxygen vacancies, which is
a central theme in this thesis, has also been considered. In oxygen-lean conditions,
however, the formation of oxygen vacancies is strongly favoured. It is found that VO
may be bound to ZnTi with a binding energy of around 0.81±0.08 eV and no states
in the gap. The role that ZnTi may have in the compensation for or capture of oxy-
gen vacancy effects is discussed, along with the thermodynamics of Zn under various
growth conditions.
v
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Chapter 1
Introduction
Be not afraid of greatness: some are born great, some achieve greatness,
and some have greatness thrust upon them.
William Shakespeare (1564 - 1616)
1.1 Introduction
As has been anticipated according to Moore’s Law, (an exponential increase in the
number of transistors in a processor with time, figure 1.1) the shrinkage of integrated
circuit components such as metal-insulator-metal capacitors and the field effective
transistors is crucial for high performance and circuit functionality. Although the on-
going shrinking of device size has been a successful procedure adopted for high circuit
functionality, using silicon dioxide (SiO2) as a dielectric presents physical limitations,
ultimately leading to device failure. According to previous studies, the lower viable
limit of the thickness of SiO2 is 7A˚ [3], as significant issues related to high leakage
currents appear below this value. It is also important to note that in such thin films
SiO2 no longer has its bulk properties, such as its band gap or dielectric constant.
To surmount the problems associated with the operational limits of the native oxide,
intensive theoretical and practical investigations have been carried out to replace SiO2
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with an alternative dielectric [4]. Several dielectric materials with high dielectric con-
stants are being examined for their suitability as new dielectric layers such as binary
and ternary metal oxides, as a material with a higher dielectric constant than SiO2
may be thicker than the equivalent native oxide thickness thereby reducing leackage
current whilst retaining the same capacitance.
It is important to note that a range of metal oxides are already used extensively in
electronics, where a number of their physical properties that are required for different
technological applications can be exploited. Some oxides are simple, binary materials
made up from a metal and oxygen, such as ZnO. Others are more complex materi-
als containing three species termed ternary compounds (e.g. SrTiO3) or more (e.g.
BaSrTiO3).
1.1.1 Binary Oxides
Numerous binary metal oxides have been proposed as potential alternatives to SiO2,
including Al2O3 [5], Ta2O5 [6], HfO2 [7], TiO2 [6] and ZrO2 [7]. The band gap and the
dielectric constant are the two main parameters affecting the dielectric performance
of these oxides. Table 1.1 lists the energy band gaps and dielectric constants of these
oxides.
Table 1.1: Dielectric constants and energy band gaps for some binary oxides.
Oxide Dielectric Constant Energy Band Gap (eV)
Al2O3 8-10 8.7
Ta2O5 25 4.0
HfO2 18-25 5.9
TiO2 80 3.5
ZrO2 46 7.8
Despite the fact that large capacitance densities have been achieved using such
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Figure 1.1: Plot showing the number of transistors in processors in the period
1970-2010, as presented by Moore’s Law [1].
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binary oxides, other limitations such as high voltage linearity and high leakage current
make these oxides problematic for the electronics industries, and other options have
also been pursued.
1.1.2 Ternary Oxides
Among the most thoroughly investigated oxides are those having a perovskite struc-
ture. The very high dielectric constants of these types of oxides make them suit-
able candidates as effective dielectrics in many integrated circuit components [8–11].
Ternary oxides with the perovskite structure have a formula ABO3, where A and B
are two different cations, and a schematic of the atomic coordination is shown in fig-
ure 1.2(a). In the ideal cubosymmetric structure, the A and B cations are equally
coordinated to 12 and 6 anions, respectively. Some perovskite oxides have this cubic
structure as their ground state, where all of the ions are sited in the centro-symmetric
sites. However, the ground state structure for many perovskites is lower in symmetry,
such as the tetragonal form shown in figure 1.2(b), which has a net electric polarisa-
tion. The presence of any distortion depends upon temperature, with the distorted
forms being favoured at lower temperatures, and the cubic forms being generated at
some pointas the temperature increases. The critical temperature at which the cubic
form is obtained, in analogy to the loss of magnetism in ferromagnetic materials, is
termed the Curie points. In the ferroelectrically distorted forms, the ionic polarisation
induced by shifting the cation sub-lattice relative to the anion sub-lattice (figure 1.2)
is the dominant source of the high dielectric permittivity of these perovskite oxides.
Table 1.2 lists some of these perovskite oxides and their dielectric constants. In some
circumstances, combinations of these oxides (for example, BaTiO3 and SrTiO3 to form
BaSrTiO3) leads to engineerable materials with controlled dielectric constants [12,13].
As seen from table 1.2, SrTiO3 has high relative permittivity [14, 15], and this has
led SrTiO3 to be the subject of much interest and the focal point for a large body
of experimental end theoretical investigations [16, 17], It has emerged that SrTiO3 is
a strong candidate for applications requiring high dielectric properties [16], but as-
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grown SrTiO3 generally exhibits n-type conductivity leading to dielectric breakdown
and leakage current when in the thin film form [18]. Oxygen vacancies are generally
believed to be the main cause of the electrical activity of SrTiO3 [19], and this defect
has therefore also been the subject of detailed analysis.
(a) (b)
c
aa
a
Cation A
Cation B
Oxygen
Figure 1.2: (a) Atomic coordination in the cubic perovskite structure; (b) the
tetragonal lattice of ferroelectric perovskite showing the displacement of the
B cation relative to oxygen anions.
Table 1.2: Dielectric constants of some perovskite oxides.
Oxide Dielectric Constant [20, 21]
SrTiO3 300
SrTa2O6 100
Sr2Ta2O7 80
BiTiO 50
ZrTiO4 50
CoTiO3 45
TiTaO 45
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Apart from undesirable leakage current appearing in thin-film SrTiO3 [17], studies
have shown that oxygen vacancies are probably the origin of other phenomena, such as
resistive switching [22]. Resistive switching is an interesting behaviour which appears
in many thin-film oxides. The central concept is that the resistivity of insulating
material can be controlled to switch between two resistance states of high-resistance
and low-resistance [23]. These two resistance states are used to store information, and
applying an electric pulse can induce the alteration between the states.
As it has been widely accepted that VO is the main reason behind various phe-
nomena associated with thin film SrTiO3, its electrical activity and its diffusion char-
acteristics require both theoretical and experimental investigations. The theoretical
analysis of this centre thus forms the central theme of this thesis. However, the prop-
erties in bulk SrTiO3 are only a part of the problem to be resolved. In the majority
of its applications, thin film SrTiO3 is grown in contact with various substrates and
these are mostly either metal electrodes or other oxides [24]. ÂğFor a crystalline
interface between SrTiO3 and other substrates, lattice mismatch at the interface is
the main source of lattice strain in SrTiO3 film [25, 26]. In the absence of structural
dislocations, the symmetry of the substrate can be maintained over the SrTiO3 thin
film by the existence of a non-zero strain [27]. The magnitude as well as type of strain
(compressive or tensile) varies based upon the lattice constant of the substrate [27,28].
Any dissimilarity between the thermal expansion of SrTiO3 and various substances it
is in contact with might be another source of lattice strain [26, 28]. All these aspects
imply that lattice strain is a potentially decisive factor which needs to be considered in
terms of the properties of the thin film, and thus device performance. To shed light on
this, the impact of lattice strain upon the structure of SrTiO3 has to be understood.
More significantly, it is of crucial importance to determine the impact of lattice strain
upon the diffusivity of oxygen vacancies, and this is a key topic in this thesis.
Apart from lattice strain, the incorporation of non-native defects may provide an
alternative procedure for controlling oxygen vacancies in the SrTiO3 structure [29].
Doping with transition metal elements is a topic of major interest for tailoring the
CHAPTER 1. INTRODUCTION
1.2. THESIS SUMMARY 7
various properties of SrTiO3 [30, 31] and other oxides in the perovskite group [32].
Transition metals with lower oxidation states than Ti can serve as electron traps when
substituting with Ti. Recent experimental investigation [33] has shed light upon the
use of Zn as an effective dopant to enhance the dielectric and optical properties of
SrTiO3. However, the question of doping with Zn in various sites and its interplay
with VO in SrTiO3 have not been considered. The application of a thermodynamic
model [34,35] for Zn in SrTiO3 provides a step forward towards a clear understanding
of Zn in SrTiO3.
1.2 Thesis Summary
This thesis is divided into three parts, covering the theoretical background of the study,
applications and conclusions, and future work. Each part is subdivided into chapters
and a summary of the content of each is provided below, along with representative
references.
1.2.1 Part I - Theory and Method
1.2.1.1 Chapter 2 - Theory
A brief overview of quantum mechanics is given, concluding with the many-body
Schro¨dinger equation for a system of electrons and nuclei. Methods to solve the
Schro¨dinger equation through approximation using single particle orbitals are dis-
cussed. For some years Hartree-Fock theory has been used to solve electronic struc-
ture problems of molecules. At the present time, density functional theory (DFT) is
believed to be the best tool for large-scale calculations. In this theory the total energy
of a system can be described as a function of electronic density only; moreover, the
exact ground state density can, in principle, be determined by solving a system of N
one-particle equations.
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1.2.1.2 Chapter 3 -AIMPRO
The AIMPRO (Ab Initio Modelling PROgram) code is a density functional package
developed in Newcastle for the simulation of atoms, molecules and solids. The main
approximations and key methodological elements are outlined in this chapter.
1.2.1.3 Chapter 4 - Modelling of Physical Quantities
This chapter presents a definition and explanation of various physical quantities cor-
responding to the computational procedure adopted in the application part of this
thesis. Preliminarily results are also presented in the relevant sections to show the
convergence of the computational approach adopted.
1.2.2 Part II - Application
1.2.2.1 Chapter 5 - Strontium Titanate: General Properties and Oxygen
Vacancies
This chapter reports the results of the calculations confirming the elastic (lattice con-
stant and bulk modulus) and electronic properties of SrTiO3 and compares the current
results with those of previous studies. The structural distortion of SrTiO3 at very low
temperature from the paraelectric cubic structure to an anti-ferroelectric tetragonal
structure has also been confirmed in this chapter. The chapter also includes an in-
vestigation of as-grown native defects in SrTiO3, including the structural, electronic
and electrical properties of the oxygen vacancy. The migration of oxygen vacancies in
the centro-symmetric structure is also considered for the neutral, +1 and +2 charge
states.
1.2.2.2 Chapter 6 - Impact of Compressive Strain on the Migration of
Oxygen Vacancies
The structural behaviour of SrTiO3 under [001]-oriented bi-axial compressive strain is
presented in this chapter. Qualitative details of the polarisation induced by bi-axial
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compressive strain are also included. The results of the impact of strain upon the
migration of oxygen vacancies in the neutral and the ionised forms is then reported.
The migration of oxygen vacancies is examined within two directions: parallel (in-
plane) and perpendicular (inter-plane) to the plane of strain.
1.2.2.3 Chapter 7 - Impact of Tensile Strain on the Migration of Oxygen
Vacancies
For a comprehensive investigation of the impact of bi-axial strain, this chapter presents
the results of bi-axially tensile strained SrTiO3 with strain up to 8%. As with bi-axial
compressive strain, the structure and polarisation of strained SrTiO3 is analysed in
this chapter. Moreover, the migration of VO along or perpendicular to the plane of
strain is presented and compared with the results described in chapter 6.
1.2.2.4 Chapter 8 - Structural, Electronic and Electrical Properties of
Zinc-doped SrTiO3
This chapter presents an investigation of the role of Zn-doped SrTiO3, including the
structural, electronic and electrical properties of Zn as a dopant substituting for Sr,
Ti and O or as an interstitial defect in SrTiO3. Its interaction with the common
native defect represented by the oxygen vacancy is examined. The migration of Zn
between the minimum energy structures is then presented. Adopting a computational
thermodynamic approach, the stability of Zn under various growth conditions is also
investigated in this chapter.
1.2.3 Part III - Conclusions
1.2.3.1 Chapter 9- Summary and Future Work
The results presented in this thesis as well as relevant future investigations are sum-
marised in this chapter.
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1.3 Abbreviations
The following abbreviations have been used within this thesis.
Abbreviation Definition
MIM Metal-insulator-metal.
MOSFET Metal-oxide-semiconductor field effective transistor.
DRAM Dielectric random access memory.
AIMPRO Ab Initio Modelling PROgram.
DFT Density functional theory.
BZ Brillouin zone.
LDF Local density functional.
LDA Local density approximation.
GGA Generalised gradient approximation.
HGH Hartwigsen-Go¨edecker-Hutter.
MP Monkhorst-Pack.
NEB Nudged elastic band.
ALD Atomic layer deposition.
PLD Pulsed laser deposition.
MBE Molecular beam epitaxy.
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1.4 Notation
The following notations have been used throughout this thesis.
Notation Definition
Eksg Kohn-Sham Energy Gap.
EGS Ground State Energy.
FHF Universal Functional.
q Charge State.
SX Screened Exchange.
TN Kinetic Energy of the nuclei.
Te Kinetic Energy of electrons.
Ts Kinetic Energy of the non-interacting system.
Vext External Potential.
Exc Exchange Correlation Energy.
UH Hartree Energy.
Veff Effective Potential.
Ecutoff Plane Wave Cutoff Energy.
Ef Formation Energy.
Eb Binding Energy.
CHAPTER 1. INTRODUCTION
Part I
Theory and Method
12
Chapter 2
Theory
In order to give a detailed explanation of the theory behind the AIMPRO code utilized
in all of the calculations in this thesis, the important theoretical aspects as well as
the general parameters of computer code applied in the research are discussed in this
chapter.
2.1 Quantum Many-body Problem
The wave function for a given system delivers all the information needed to describe
the system. So the ultimate objective of the quantum ab initio method is to find a
solution to the quantum mechanical wave equation known as the Schro¨dinger equation.
For a particle in 3-dimensions the Schro¨dinger equation has the formula:
− ~
2
2m
∇2Ψ(r) + V (r)Ψ(r) = EΨ(r) (2.1)
where
− ~
2
2m
∇2 + V (r) = Hˆ (2.2)
This leads to
HˆΨ(r) = EΨ(r) (2.3)
where Hˆ is the Hamiltonian operator, Ψ(r) represents the wave function and E is the
total energy of the system. For a system of non-interacting particles, the Hamiltonian
13
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can be written as:
Hˆ =
∑
i
Hˆi (2.4)
and:
Hˆi = − ~
2
2mi
∇2i + Vext(ri) (2.5)
where ∇2 is a short-hand representation of the 3-dimensional second order partial
derivative, Vext(ri) refers to the potential energy term which involves the electrostatic
energy expression. The direct numerical solution of the Schro¨dinger equation for a
system with interacting particles is a complex issue and a set of approximations are
essential. For such a system, the general formula of the Hamiltonian may be expressed
as:
Hˆ = Te + TN + Ve−e + VN−N + Ve−N (2.6)
where Te and TN refer to the kinetic energy of electrons and nuclei respectively, Ve−e
and VN−N are the repulsive Coulomb potentials of electron-electron interaction and
nuclear-nuclear interaction respectively, and Ve−N is the attractive electrostatic po-
tential of electron-nuclear interaction. Employing the atomic unit system (in which
the mass of an electron me, the charge of the electron e, Planck’s constant h divided
by 2π, ~, and 4πε0 are all set to unity), the explicit form of the Hamiltonian becomes:
Hˆ = −1
2
n∑
i=1
∇2i−
1
2
N∑
A=1
1
MA
∇2A−
n∑
i=1
N∑
A=1
1
|ri −RA|+
n∑
i=1
n∑
j>i
1
|ri − rj|+
N∑
A=1
N∑
B>A
ZAZB
|RA − RB|
(2.7)
Here the positions of electrons and nuclei are r and R respectively, MA refers to the
nuclear masses and the charge of the A-th nucleus is ZA. Finding a direct numerical
solution to equation 2.4 with the Hamiltonian expressed as in equation 2.7 is not gen-
erally possible. Aopting a set of approximations is one of procedures used to simplify
the numerical complexity. Taking into account the large discrepancy in magnitude
between the masses of nuclei and electrons, the first approximation was formulated
by Born and Oppenheimer [36].
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2.2 The Born-Oppenheimer Approximation
Utilizing the large difference between electronic and nuclear masses, Born and Oppen-
heimer proposed an approximation in which the nuclei are considered to be stationary
objects while the electrons are moving in a field of fixed nuclei [36]. As a result the
kinetic energy of the nuclei (TN ) can be eliminated from equation 2.7 and the repul-
sive nuclear-nuclear term (VN−N) can be reduced to a constant. The mathematical
consequence of this approximation allows the decoupling of the total wave function
into electronic and nuclear parts:
Ψtotal = ψelecφnucl (2.8)
or in more explicit form:
Ψ(r;R)total = ψR(r)φ(R) (2.9)
Here the electronic wave function ψR(r) depends upon the positions of the nuclei
(where ψelec explicitly depends on the electronic coordinates r and parametrically
upon the nuclear positions R). The Hamiltonian for a system with fixed atomic
positions will take the form:
H = −1
2
n∑
i=1
∇2i −
n∑
i=1
N∑
A=1
1
|ri − RA| +
n∑
i=1
n∑
j>i
1
|ri − rj| (2.10)
The solution of the Schro¨dinger equation is limited to the electronic energy solution
(obtaining ψelec).
The decoupling of electronic and nuclear motion is no longer valid in circumstances
where electronic states are degenerate or close to degeneracy, implying the breakdown
of the Born-Oppenheimer approximation. The Jahn-Teller effect, resulting from a
strong coupling between degenerate vibrational and electronic states, is an example
of such a case in which a system with a high degree of symmetry is distorted to remove
the degeneracy and lower the energy of the system.
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2.3 Solution of the Many-body Wave Function
The theory of quantum mechanics can provide a high quality explanation for the
behaviour of electron motion in solids. In addition, quantum-mechanically based
calculations as implemented either in Hartree Fock or in density functional theory
(DFT) provide further details to characterize the electronic and atomic structure of
the nano-scale, which is very difficult to analyse experimentally.
It is appropriate at this point to clarify some of the quantum-mechanical concepts
describing electron-electron interaction; namely, exchange and correlation. Corre-
lation interaction implies that the electrostatic potential produced by moving an
electron will affect the positions of other electrons. Exchange interaction, is a purely
quantum-mechanical term in the energy, reflecting the anti-symmetry of a Fermi-Dirac
wave function with respect to the exchange of two equivalent particles, in this case
electrons.
2.3.1 The Hartree-Fock Approximation
According to this approximation, the fundamental variable is the electron wave func-
tion. The Pauli exclusion principle requires the electronic wave function to be anti-
symmetrical with respect to the exchange of any two electron coordinates. This is
acheived in the Hartree-Fock method by building the many-electron wave function as
a Slater determinant of single-electron wave functions:
Ψ(r1, ......, rn) = (n!)
−1/2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Ψ1(r1) Ψ1(r2) ... Ψ1(rn)
Ψ2(r1) Ψ2(r2) ... Ψ2(rn)
. . . .
. . . .
Ψn(r1) Ψn(r2) ... Ψn(rn)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.11)
Using the form of the Slater determinant ensures that the wave function is multiplied
by −1 for the interchange of two electrons, while the presence of two electrons with
the same coordinates will result in a null wave function, as required. Despite the
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reasonable representation of atoms and many molecules within this method, the main
drawback of this method its neglect of correlation effects between the electrons, so
that band-gaps may be significantly overestimated, and even the wrong ground state
obtained.
In addition, first-principles Hartree-Fock methods are computationally demanding,
and in practice for solid-state problems it has almost entirely given way to the following
method.
2.3.2 Density Functional Theory
DFT is a successful approach used to describe the ground state properties of atoms,
molecules and solids. Furthermore, it is highly efficient in examining surfaces and
interface properties. The idea behind this method is to describe the energy of the
system as a functional of the charge density, n(r), without any reference to the many-
body wave-function as in Hartree-Fock theory.
2.3.2.1 The Hohenberg-Kohn Theorems
In 1964 the formal basis of density functional theory was provided by Hohenberg and
Kohn [37]. They stated two fundamental theorems which have been used to build
modern density functional theory.
The first theorem revealed that, in the presence of an external potential Vext,
the ground state electron density of a many-electron system uniquely determines the
potential. In other words the external potential is a unique functional of the electron
density, and
Vext(r)⇐⇒ n(r) (2.12)
where n(r) refers to the charge density of the system. To prove this theorem, assume
that there are two different potentials V1 and V2 which yield two different Hamiltonians
Hˆ1 and Hˆ2 respectively. These have the same charge density n(r) but different wave
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functions Ψ1 and Ψ2 as in:
V1 ⇒ Hˆ1 ⇒ Ψ1 ⇒ n(r)⇐ Ψ2 ⇐ Hˆ2 ⇐ V2 (2.13)
The total energies of the two systems E1 and E2 are written as:
E1 = 〈Ψ1|Hˆ1|Ψ1〉 (2.14)
E2 = 〈Ψ2|Hˆ2|Ψ2〉 (2.15)
Applying the variational principle yields:
E1 = 〈Ψ1|Hˆ1|Ψ1〉 < 〈Ψ2|Hˆ1|Ψ2〉 (2.16)
This leads to:
E1 < 〈Ψ2|Hˆ2|Ψ2〉+ 〈Ψ2|Hˆ1 − Hˆ2|Ψ2〉 (2.17)
E1 < E2 + 〈Ψ2|V1 − V2|Ψ2〉 (2.18)
E1 < E2 +
∫
{V1 − V2}n(r)d3r (2.19)
Switching the two labels 1 and 2 gives:
E2 < E1 +
∫
{V2 − V1}n(r)d3r (2.20)
Adding together the last two inequalities then leads to a contradictory result:
E2 + E1 < E1 + E2 (2.21)
From this it can be concluded that the ground state electron density uniquely specifies
the external potential. So for any given n(r) there can be only one V (r).
The second theorem states that the functional that determines the ground state
energy of the system, E0, delivers the lowest energy if the density is the exact ground
state density n0(r). Since the ground state energy is a functional of the ground state
electronic density, then its individual components should also be functionals of n0(r):
E[n] = T [n] + Ve−e[n] + VN−e[n] (2.22)
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The first and second terms in this energy expression, T [n] and Ve−e[n], can be identified
as universally valid, while the third term VN−e[n] depends on the actual system.
Hohenberg and Kohn combined the system-independent terms into a new universal
function which is the same for all problems of electronic structure. So the ground
state energy is written as:
EGS[n] = E[no] =
min
n
FHF [n] +
∫
n(r)Vext(r)d3r (2.23)
where FHF [n] depends on the kinetic energy and electron-electron interaction, and
the explicit form of this functional is unknown.
2.3.2.2 The Kohn-Sham Equations
The Hohenberg-Kohn functional and the true ground state density are unknown, so
based purely upon the Hohenberg-Kohn theorems, molecular properties cannot be
calculated from the Hohenberg-Kohn theorems. The complete energy functional can
be written as:
E[n] = T [n] + Vext[n] + Ve−e[n] (2.24)
where Vext is an external potential acting on the system, which is:
Vext[n] =
∫
Vextn(r)dr (2.25)
and the electron-electron interaction represented by Ve−e[n] and the kinetic energy
functional is T [n].
The issues in resolving the forms of Ve−e[n] and T [n] for systems of interacting
electrons was solved by Kohn and Sham in 1963 [38]. The idea in the Kohn-Sham
approach is to replace the original interacting electrons of the system which has a
density n(r) with set of non-interacting electrons that have the same density. They
split the kinetic energy functional into two parts:
T [n] = Ts[n] + ∆T (2.26)
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where Ts[n] is the kinetic energy term of the non-interacting system and ∆T is the
difference in kinetic energy between the interacting and non-interacting systems. To
find Ts[n], the many-electron wavefunction for the non-interacting system is given by:
Ψ(r1, ....., rN) =
1
N !
det|φλ(ri)| (2.27)
and for this, Ts[n] can be written as:
Ts[n] = −12
∑
i
〈φi|∇2|φi〉 (2.28)
Kohn and Sham introduced a set of orthonormal wave functions as a basis for the
charge density:
n(r) =
∑
i
|φi|2 (2.29)
The orthonormal wave function set are the solutions to the Schro¨dinger equation of
N non-interacting electrons moving in an effective potential Veff(r), which is written
as:
− ~
2
2m
∇2φ2i (r) + Veff(r) = εiφi (2.30)
and the effective potential is the contributions of the following terms:
Veff(r) = Vext(r) +
1
2
∫ ∫
n(r1)n(r2)
r12
dr1dr2 +
δE
δn(r)
(2.31)
At this point, equation 2.24 can be rewritten as:
E[n] = Ts[n] +
∫
Vextn(r)dr +
1
2
∫ ∫
n(r1)n(r2)
r12
dr1dr2 + Exc[n] (2.32)
The only unknown term in equation (2.32) is the exchange-correlation energy func-
tional Exc[n].
2.4 The Exchange-Correlation Functional
A significant approximation is the way the Exc[n] term in equation (2.32) is treated.
The electron density of a homogeneous electron gas is the origin for most approxima-
tions. The simplest approximation used to describe the exchange-correlation func-
tional in DFT is the local density approximation (LDA). The main idea of this
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approximation is that, for a system with a given electron density, n(r), the exact
exchange-correlation energy density at each point in the space will be replaced by the
exchange-correlation energy density of a uniform electron gas with the same electron
density, n0 = n(r). The exchange-correlation energy density in this approximation is
expressed by:
Exc[n] =
∫
n(r)εxc(n)dr (2.33)
where εxc(n) is the exchange-correlation energy density of the system.
This approximation can be extended by taking into account not only the magni-
tude of the charge density at a point, but also its gradient. This approximation is
then termed the generalized gradient approximation (GGA). Mathematically, in this
approximation the gradient of the exchange-correlation energy density εxc(n, |∇(n)|)
at each point in the system is taken into account such that the functional, Exc[n], is
written as:
Exc[n] =
∫
n(r)εxc(n,∇n)dr (2.34)
Further to these two approximations, a post-DFT methods have been developed
to address the remaining errors, including the so-called screened-exchange approach,
which has been applied recently to the LDA functional to overcome the discrepancy
between LDA results and experimental data [39]. In this method the electron-electron
interaction is improved to some extent by modelling the correlation functional in Exc[n]
as a combination of LDA and the screened Hartree-Fock exchange potential [40].
2.5 Summary
A general and brief overview of the relevant theoretical principles has been given.
These include the quantum many-body problem of the Schro¨dinger equation, the
approximations employed to simplify the complexity of the many-body problem, and
the methods used to solve the many-body Schro¨dinger equation. The Hartree Fock
approximation had been adopted for several years to solve the Schro¨dinger equation.
However, the more computationally efficient DFT has become the more standard
CHAPTER 2. THEORY
2.5. SUMMARY 22
theory to model systems of atoms, by adopting the electron density as the main
variable used to find the minimum energy structure. DFT has the capability to deal
with relatively large structures without empirical approximations, but is limited to
perhaps 100s of atoms on a routine basis. However, simply calculating an energy of
a system of atoms is not particularly useful, and methodologies have been developed
to extract useful, observable properties of interesting system, so that comparison
can be made between theoretical predictions and experimental data. Moreover, the
conversion of the mathematical principles presented in this chapter into a computer
program requires additional elements and approximations, and the framework of the
AIMPRO code is discussed in the next chapter.
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AIMPRO Code
3.1 Introduction
The computer code entitled AIMPRO (Ab-Initio Modelling PROgram) has been used
to perform the calculations from which the results presented in this thesis are de-
rived. AIMPRO [41, 42] is a quantum mechanical code which uses DFT to simulate
various types of material including metals, insulators and semiconductors. It has the
capability to calculate various physical quantities corresponding directly or indirectly
with experimental results of the system under study. In order to do so, there are a
number of approximations and methodologies that are in addition to the fundamental
approximations with DFT. These are outlined in this chapter.
3.2 Basis Set
In general, complicated mathematical functions may be represented by a sum of suit-
able simpler functions to facilitate computation. Such is the case in the representation
of the electron wave functions and the charge density in DFT calculations. Amongst
the standard commercial DFT packages, there are several types of functions used in
basis sets. For crystalline systems it is typical to use plane waves, as they are solutions
to Bloch’s theorem. In molecular systems it is more typical to use localized functions
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such as Cartesian Gaussian orbitals. In AIMPRO, both basis functions are used for
different parts.
3.2.1 Plane-wave expansion
Computational complexity can be simplified by adopting a sum of plane waves to
represent the wave function. Bloch’s theorem is utilised in the description of periodic
system and it states that the wave functions of electrons φm,k, within a periodic
potential, can be written as the product of a lattice periodic part umk(r) and a wavelike
part eik.r as follows:
φm,k = umk(r)eik.r (3.1)
where umk(r) is a function that has the same periodicity as the periodic potential in
the supercell, m refers to the band index and k is the wavevector which refers to the
position in reciprocal space. Since umk(r) has the same periodicity as the lattice in
real space, it can be expanded in terms of plane-wave basis functions:
um(r) =
∑
k
cm,keik.r (3.2)
Thus equation 3.1 can be wirtten as:
φm,k =
∑
g
cm,k+gei(k+g).r (3.3)
where g represents the reciprocal lattice vectors of the supercell investigated. In
equation 3.3 the sum over g must be infinite; however, it has been confined to a
cut-off (gcutoff) value and is often represented in terms of its equivalent cut-off energy
Ecutoff as:
Ecutoff =
~
2g2cutoff
2me
(3.4)
where ~ = h/2π, h is Planck’s constant and me is the electron mass. It is worth
mentioning that Ecutoff must be large enough to cover sufficient number of plane-waves
for the accurate expression of the electron wave function as well as for qualitative
convergence in the calculations. In this thesis, a value of 175 Hartree has been used
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in the expansion of the charge-density for all the calculations and this produces good
convergence in the results. Importantly, k must be considered to cover the entire
reciprocal space.
3.2.2 Gaussian basis function
Tha Gaussian orbital basis set is the type used in AIMPRO to expand the Kohn-Sham
electron orbitals. There are many reasons for the use of this type of basis function,
such as that it is more localized and rapidly decays from the centre of the atomic
site. In addition, Gaussian functions have analytical integrals, so that terms can
be evaluated rapidly in comparison to other real-space functions such as Slater-type
orbitals.
The form of the Gaussian basis functions φi localized at the site of the atom, Ri,
is
φi(r −Ri) = αi(x− Rix)n1(y − Riy)n2(z −Riz)n3e−ci(r−Ri)2 (3.5)
where αi and ci are constants, and n1, n2 and n3 are integers. These integer values are
chosen based upon the kinds of atomic orbitals being described, so that
∑
i ni = 0, 1
and 2 correspond approximately to s, p and d orbitals, respectively. In AIMPRO, such
basis functions are associated with each atom, and so the total basis for a simulation
is a combination of these atom-centred functions. For all the results presented in
the thesis, Kohn-Sham basis functions are represented by using combinations of s, p
orbitals for Sr, and for Ti and O an additional set of d orbitals for polarisation are
included and a similar combination is adopted for Zn impurities. The number of basis
functions as well as the basis sets used for each species in the calculation are presented
in table 3.1
The lattice constant and the bulk modulus of cubic SrTiO3 have been calculated
utilizing these basis sets. Table 3.2 lists the calculated values of lattice constant and
bulk modulus for cubic SrTiO3 and the angle of rotation for the low temperature
distortive phase of SrTiO3. With reference to their experimental values, the lattice
constant has been underestimated by 0.5%, whereas the bulk modulus is overestimated
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Table 3.1: Parameters defining the basis functions used in describing the
Kohn-Sham functions in the present thesis. The values of exponents are
listed in units of a.u.−2.
Atomic No.
species functions Exponents
Sr 20 0.19396 0.53288 1.20226 2.67739 7.01603
Ti 40 0.43772 1.23679 3.28455 7.62647
O 40 0.13557 0.67878 2.34511 8.18891
Zn 40 0.40382 1.16030 2.96057 6.29925
Table 3.2: The calculated lattice constant and bulk modulus of the paraelec-
tric cubic phase and the angle of rotation of the anti-ferroelectric tetragonal
phase of SrTiO3. The corresponding experimental and theoretical values have
been listed to show the accuracy of the basis function (as listed in Table 3.1)
used in the calculation.
Physical quantity This study Experiment Theory
Lattice constant (A˚) 3.87 3.89 [43] 3.86 [10]
Bulk modulus (GPa) 193 174 [43] 222 [10]
Angle of rotation 1.98◦ 2.01◦ [44] 1.95◦ [45]
compared to its experimental value by 10.9%. Moreover, the current calculated values
in accord with previously reported theoretical calculations are shown in table 3.2. The
angle of anti-ferroelectric distortion at very low temperatures has also been listed to
show the accuracy of the basis set in describing various phases of SrTiO3.
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3.3 Pseudopotentials
It is well known that chemical bonding is controlled by the valence electron in the
atoms without any effective participation of the core electrons. For example, the
1s electrons in oxygen play only a minor role in the chemistry, but the 2s and 2p
electrons are very important. Excluding the core electrons from the calculation is of
great importance in treating all the chemical elements in the periodic table:
1. It is very costly to expand the core wave function with either Gaussian orbital
or plane wave basis sets, due to the orthogonal condition of the electron wave
function near the nucleus.
2. The inclusion of core states means that the total energy calculated for a col-
lection of atoms will be dominated by their high energy. Small errors in these
large numbers would disproportionately affect the quantities being sought, such
as the difference in energies between possible geometries at interfaces.
Core electrons are eliminated by dealing with an effective potential (pseudopoten-
tial) and a pseudo wave function rather than the Columbic potential and real wave
function, as shown in figure 3.1. Two main significant constraints have to be applied
in constructing the pseudopotantial. The first is that the valence energy levels of the
true atomic potential and the pseudopotential should be identical. Secondly, outside
the core region (see figure 3.1), the true wave function and the pseudo wave function
should be the same. There are many choices of pseudopotential, such as TM [46],
BHS [47] and HGH [48]. The HGH method has been employed in the calculations in
this thesis.
As with any other approximation, the pseudopotential approximation not valid
for the explanation of the observables of some experimental techniques in which the
core electrons are involved, such as Auger spectroscopy and X-ray photoelectron spec-
troscopy. If such data is being sought then either an all-electron approach is required,
or core states can be reconstructed from the pseudo-potential approach.
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Figure 3.1: Schematic diagram of the true (green line) and the pseudo (dashed
blue line) of potential and the wave function in and outside of the core region.
3.4 Material Modelling
There are two different approaches used to model assemblies of atoms in AIMPRO.
The cluster mode is used to model non-periodic systems such as molecules. In such a
case the boundary condition is simply that the potential asymptotes to zero at infinity.
This has not been used in obtaining any results for this thesis, and will therefore not
be discussed further.
The periodic structure of crystalline solids (such as bulk, surfaces and interfaces)
is simulated by adopting the supercell method. All the calculations in this project
were executed utilizing the supercell approach.
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3.4.1 Supercell Approach
A primitive cell is the smallest possible cell used to simulate an infinite and periodic
system of bulk materials. In this technique, Bloch’s theorem is satisfied through
imposing periodic boundary conditions. In this method, the system is constructed by
defining the smallest unit cell in the crystal structure and applying Bloch’s theorem
to satisfy the periodicity of the crystal along the lattice vectors.
To model defects in cystals, a non-primitive cell is used (termed a supercell),
with the number of atoms included in the periodic atomic basis defining the effective
concentration of the defect being simulations. For example, in a supercell containing
80 atoms, if one is replaced by an impurity, the effective impurity concentration is
1.25 atomic per cent. However, these defects are arranged peridically, so both the
concentration and periodic potential will in general have an impact upon any derived
properties. Often, the real concentration of the defect in experiment is orders of
magnitude smaller than that in the simulation, so to avoid any spurious interactions
arising from the periodic boundary condition, large supercells must be used, and the
trend of the calculated observable (such as a diffusion barrier) estimated with supercell
size. In the present thesis, various supercells contain different numbers of atoms and
are extended in different lattice vectors. Table 3.3 lists descriptions of the various cell
sizes adopted in the calculations in this thesis.
3.5 Sampling of the Brillouin Zone
The calculation of all physical properties, such as structural and electronic properties,
requires a charge density integration over the Brillouin zone (BZ) and the BZ of the
face centre cubic and a simple cubic lattice are shown in figure 3.2. One of the main
advantages of Bloch’s theorem in solving the KS equations is the transformation of
the electronic structure problem from the calculation of an infinite number of states to
a finite number of bands with infinite k-points in the BZ. For simplicity, the average
value of the integrated function f¯ in equation (3.6) over the BZ of a volume (Ω/(2π)3)
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Table 3.3: Description of the primitive and super-cells used. a is the lattice
constant of the primitive unit cell of cubic SrTiO3.
No. atoms Lattice Vectors
5 Simple cubic [a00]× [0a0]× [00a]
10 Face-centered cubic
√
2[aa0]×√2[a0a]×√2[0aa]
20 Body-centered cubic
√
3[aa¯a¯]×√3[a¯aa¯]×√3[a¯a¯a]
40 Simple cubic 2[a00]× 2[0a0]× 2[00a]
80 Face-centered cubic 2
√
2[aa0]× 2√2[a0a]× 2√2[0aa]
135 Simple cubic 3[a00]× 3[0a0]× 3[00a]
160 Body-centered cubic 2
√
3[aa¯a¯]× 2√3[a¯aa¯]× 2√3[a¯a¯a]
270 Face-centered cubic 3
√
2[aa0]× 3√2[a0a]× 3√2[0aa]
320 Simple cubic 4[a00]× 4[0a0]× 4[00a]
540 Body-centered cubic 3
√
3[aa¯a¯]× 3√3[a¯aa¯]× 3√3[a¯a¯a]
is calculated by considering a set of special k-points, Nk, in the reciprocal space,
where:
f¯ =
Ω
(2π)3
∫
f(k)dk ≈ 1
Nk
N∑
n=1
f(kn) (3.6)
The Monkhorst-Pack (MP) scheme is the most popular scheme applied to sample the
BZ [49], and it is the approach that is utilised in AIMPRO. According to this scheme,
the set of Nk are a grid of I × J ×K points in BZ given as:
−→
k (i, j, k) =
2i− I − 1
2I
−→g1 + 2j − J − 12J
−→g2 + 2k −K − 12K
−→g3 (3.7)
where
i = 1, ..., I
j = 1, ..., J
k = 1, ..., K
(3.8)
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and ~g1, ~g2 and ~g3 are the reciprocal space vectors. For a uniform sampling grid (where
I = J = K) the sampling scheme is represented by MP-I3.
Furthermore, for illustative purposes analysis of the band-structure over the BZ
can be carried out by defining a path in the reciprocal space. This path is defined by
adopting special k-points in the BZ known as high symmetry points [50, 51], which
are chosen according to the symmetry of the unit cell. Figure 3.2 shows the high
symmetry points in the BZ of a face centre cubic and simple cubic and body centre
cube lattices.
3.6 Self-Consistency Cycle
The self-consistency cycle is an iterative procedure utilized to solve the Kohn-Sham
equation by constructing the effective potential. According to this procedure, an initial
input of the charge density, taken either from the density of a neutral atom or from the
density of a previously optimised structure, is considered to generate a potential. Once
the potential is constructed, a new charge density can be obtained from the squares
of the wave functions generated by solving the Kohn-Sham equations. In general
the input and output charge densities will differ, and in such a case are termed non
self-consistent. By combining the input and output charge density information, an
improved estimate may be obtained, and by iterating through this procedure a charge
density is obtained that gives rise to a potential that in turn gives rise through solution
of the KS-equations the same charge density. This is said to be self-consistent, and
in AIMPRO calculations, convergence is achieved when the energy difference between
the input and output energy is less than 10−5 atomic units.
It is crucial to obtain a self-consistent energy as the accuracy of the forces and
other derived quantities depends critically upon this being achieved.
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Figure 3.2: First Brillouin zone of: (a) face centre cube; (b) simple cubic;
and (c) body centre cube lattices, where Γ, L, X, W , K, R, M , N , P and H
are high symmetry points in the BZs.
3.7 Structure Optimisation
After achieving a self-consistent charge density, the corresponding total energy and
the potential energy can be calculated. The next step will be optimising the structure.
The optimised structure is achieved by analytically calculating the forces acting on
each atom. Once the forces of an atomic configuration are calculated, the conjugate
gradient method is adopted to minimise the energy by displacing the atoms in a
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direction where the energy is minimised. This method might give rise to an optimised
structure which is not at the global minimum of the energy surface, but rather a local
minimum. To overcome this uncertainty, several initial atomic configurations of the
same defective system are modelled and optimised. The one that has the minimum
energy is viewed as the best estimate of the ground state structure. The structure is
considered to be optimised once the energy difference between the sequence iterations
is below 10−6 atomic units. It should be noted that symmetry operations present
in the initial structure for any optimisation using AIMPRO are set as constraints in
optimisations, i.e. symmetry cannot be reduced during optimisation.
3.8 Summary
AIMPRO is a quantum mechanical code implemented in DFT. It is used to simulate
various types of materials and calculate a wide range of their ground state physical
properties. In this code, ab initio pseudopotentials are used to simulate the atoms of
the structure under study. Plane waves are used to expand the charge density and
a Gaussian orbital basis set is used to expand the Kohn-Sham electron orbitals. By
adopting the conjugate gradient method using self-consistent energies and forces, the
atomic structure is optimised.
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Modelling of physical quantities
4.1 Introduction
DFT has become an important partner to experimental measurements due to its
capability in modelling a wide range of experimental observables. A brief description
of the relevant experimental quantities associated with this research is present in this
chapter. These include formation energy, binding energy, electrical levels, biaxial
strain and the diffusion barrier.
4.2 Formation Energy
Formation energy is defined as the difference in energy between the configuration of
atoms and the sum of their free energies in reference state, which typically is their
elemental state. In finding the most stable structure among many defects in a material,
the comparison of their total energies is simple if all structures have the same types
and numbers of atoms, meaning that the defect structures are in various arrangements
with the same type and number of species. Apart from this case, the free energy as
a function of the chemical potentials determines the most energetically favourable
structure of a defect. Prior to an explanation of the physical and mathematical form
of defect formation energy, it is worth clarifying some corresponding quantities. The
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chemical potential of any species in the structure has a significant impact upon its
formation energy. For a particle of type i, it can be defined as the rate of change in
Gibb’s free energy, G, relative to the number of particles (ni) of this type [52, 53]. It
can be written as:
µi =
∂G
∂ni
(4.1)
and the Gibbs free energy can be written as :
G = E + PV − TS (4.2)
∂G = ∂E + P∂V − T∂S (4.3)
where E, P , V , T and S are the internal energy, pressure, volume, temperature and
entropy respectively. In the majority of solid state calculations, the last two terms in
equation 4.2 can be neglected, since ∂V and ∂S are very small. So, ∂G ≈ ∂E, and
this leads to:
µi =
∂G
∂ni
≈ ∂E
∂ni
⇒ E =∑
i
niµi (4.4)
For a system in thermodynamic equilibrium conditions, µi is constsant over the
whole system. For example, µi may refer to the free energy per particle in its elemental
state. Accordingly, for system X in the neutral charge state, the formation energy
EfX(0) can be expressed as:
EfX(0) = E
tot
X (0)−
∑
i
niµi (4.5)
where EtotX (0) is the total energy of the system with an X configuration which consists
of ni particles of type i. It is clear that E
f
X(0) strongly depends upon the chemical
potential of the species in the system, and thus the standard state for each species
included in the system should be carefully chosen. A detailed description of this is
given in chapter 8. For a system with net charge q, the chemical potential of the
added/removed electrons µe has to be considered in calculating the formation energy,
and for such case it can be expressed as:
EfX(q) = E
tot
X (q)−
∑
i
niµi + qµe (4.6)
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where q is the charge state of the system, which might be −2, +1, −3, etc. In the
ground state at absolute zero, µe is the Fermi level (EF ). EF is generally referenced
to the valence band maximum as its zero energy.
4.3 Electrical Levels
A significant characteristic of impurities in insulators and semiconductors is the defect
levels generated in the band gap. The precise position of a defect level in the band
provides useful information which helps in understanding the electrical properties
of the material. Several computational methods, such as the formation energy and
marker methods, have been adopted to identify the location of defect level relative to
the band edges.
4.3.1 Formation energy method
In the formation energy method the comparison of the formation energies in two
systems having different charge states defines the defect’s electrical level. As seen
in equation 4.6 the formation energy of charged defect depends upon the electron
chemical potential. Therefore the value of electron chemical potential where the two
charge states (q and q+ne) of the defect have the same energy identifies the point
at which the system changes its charge state, where ne is the number of added or
removed electrons. The position of a single donor level corresponds to µe where
Ef (0) = Ef (+1) and this can be written as (0/+). Similarly, µe for Ef(0) = Ef(−1)
defines the single acceptor level written as (−/0). In the same procedure (+/++)
and (−−/−) represent the double-donor and double-acceptor levels respectively. The
slashes in these notations refer to the change in the charge of the defect, whereas the
symbols to the left and right of the slash represent the charge states of the defect when
the Fermi level is above and below the transition energy, respectively. For example
in (0/+) the defect will be stable in neutral charge if µe is higher than a critical
value, whereas, the +1 charge state becomes more stable for values of µe smaller than
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the critical value. This is shown schematically in figure 4.1. All the calculations of
electrical levels in this study have been performed using the formation energy method.
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Figure 4.1: Plot showing the formation Ef (q) energy for three charge states
(0, −1 and +1) as function of electron chemical potential. The shaded green
and red regions represent the bulk valance and conduction bands respectively.
The acceptor level (−/0) is the electron chemical potential above which the
−1 charge state has lower formation energy than the neutral system, whereas
the donor level is the value of µe above which the neutral system (0 charge
state) is preferred over the +1 charge state.
4.3.2 Marker method
This method can be considered as an empirical method, since a well-defined defect level
is used to position the energy level of another defect. It works simply by calculating
the energies of the reference defect and the defect under investigation. The difference
in energy between the reference (marker) and the defect under study determines the
defect level under study. So, to determine the donor or acceptor energy level of defect
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x, another well-known donor or acceptor defect level r will be utilized as a reference
where the energy difference between the neutral and ionised defect structures refers
to the ionisation energy. The ionisation energies of defect x and the reference defect
r can be written as:
∆Ex(0/+) = Ex(0)− Ex(+) (4.7)
∆Er(0/+) = Er(0)− Er(+) (4.8)
where Ex(0) and Ex(+) are the total energies for neutral and singly ionised structures
of defect x, and similarly the total energies for the neutral and singly ionised structures
of the reference defect are Er(0) and Er(+) respectively. So, according to a marker
method, the donor level of defect x can determined by
(0/+)x = ∆Ex(0/+)−∆Er(0/+) + (0/+)r (4.9)
where (0/+)r is the experimental donor level of the reference defect. The subtrac-
tion of ∆Ex(0/+) and ∆Er in equation 4.9 eliminates the systematic errors in their
calculated donor and acceptor values, which leads to an accurate calculated value
of (0/+)x. However, since this method depends upon the availability of well-defined
reference data, the marker method can only be employed under favourable circum-
stances.
4.4 Binding Energy
Defects might be formed individually as point defects in solids or they might be formed
as complexes when two defects are bound to each other. For complexes, the bind-
ing energy is an important quantity in assessing their thermodynamics. It provides
useful information concerning whether the two defects are likely to be constituted as
a complex or two a separate point defects. It also provides an important quantita-
tive prediction of the energy required to surmount the forces that hold two defects
together. For a system hosting two point defects D1 and D2, the binding energy
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Eb(D1, D2) is represented as the difference in the formation energies as follows:
Eb(D1, D2) = Ef(D1) + Ef(D2)− Ef(D1, D2) (4.10)
where Ef(D1) and Ef(D2) are the formation energies of D1 and D1 in their isolated
forms, while Ef(D1, D2) is the formation energy of the complex (the two defects bound
together). In this case the binding energy has a positive value for a bound system since
the constituent parts have higher potential energy than the complex. The relationship
with temperature is discussed in the relevant sections within the application chapters
below. Additionally, it is crucial to mention that increasing the temperature will add
additional terms to the total energy of the system which arise from various types of
entropy. These include configurational entropy, electronic entropy and spin entropy.
However, the modelling of these terms is extremely complex and of uncertain accuracy,
and therefore have not been considered in this thesis.
4.5 Diffusion Barrier
Alterations in the orientation of a defect centre as well as the migration of any defect
through a lattice are significant physical phenomena, the energetics of which need to be
understood. In the potential energy surface there is a minimum energy path between
any pair of minima. The structure with the highest energy, the so-called transition
structure or saddle point structure, along the minimum energy path is the one that
defines the barrier to migration between the two minima. There is more than one
method for calculating the energy of the saddle point, and thus the energy barrier of
diffusion, for any diffusion process. In the nudged elastic band (NEB) method [54,55],
the saddle point structure is calculated by finding the minimum energy path between
two end points. A second procedure which can be use only for a subset of cases
relies upon optimisation of saddle point structures where a symmetry constraint can
be applied, preventing relaxation into the energy minima. Both methods have been
adopted in production of the results presented in this thesis.
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The procedure for performing a NEB calculation is outlined as follows. The struc-
tures and the energies of the two end points between which the diffusion occurs must
first be obtained. If the end points are equivalent structures, as might be the case for
a point defect moving through a crystal lattice, they will have the same energy and
the process is said to be symmetrical. In such a case, the rate of diffusion in either
direction (forward or backwards) is the same. In other circumstances the energy of
one of the end-point structures is lower than that of the other, and such asymmet-
ric reactions proceed more rapidly in the direction from the higher energy structure
towards the lower energy form (the forward direction), than in the reverse direction.
Figure 4.2 shows this type of diffusion based upon the different energies of the end
points. In practice, the two known end-point structures are provided as an input to
start the calculation of the diffusion barrier, with an initial guess for the diffusion
path obtained typically by linearly interpolating between these structures, forming a
number of intermediate structures. These intermediate structures are optimised in
a constrained sense, such that they obtain their energy minimum in the directions
perpendicular to the minimum energy path, but while maintaining equal spacing to
neighbouring structures. To acheive this end, the forces along the diffusion direction
are replaced by elastic forces. This process is iterated until a path with minimum en-
ergy is achieved, and the forces perpendicular to the reaction direction are sufficiently
small (typically accepted at a level of 10−3 atomic units, or better). In the form of
the NEB used for the data presented in this thesis, the structure with the highest en-
ergy is allowed to climb (i.e. increase in energy), and for this structure the forces are
modified in a different way to ensure that upon completion the forces are minimised
in all directions, and in particular, sufficiently close to zero in the direction of the
reaction. For such a structure having effectively zero forces, the derivitive of the force
with respect to displacement includes one negative term, so that there is a single neg-
ative eigenvalue of the dynamical matrix for this structure. This negative eigenvalue
(imaginary frequency) corresponds to displacement along the reaction co-ordinate,
and if this condition is satisfied, one can demonstrate a first order saddle point has
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been obtained. After achieving the minimum energy path, the energy barrier may be
calculated by subtracting the energy of the lowest energy structure (one of the end
points) from that of the saddle point structure (the maximum energy along the path).
It should be noted that the number of intermediate structures in a NEB calculation
must be varied in order to establish that the full diffusion path has been captured in
the simulation, with more complicated reactions typically requiring more intermediate
points on the path. For the work presented in this thesis, the number of intermediate
structures has been routinely varied and the impact upon the barrier height estab-
lished so that the convergence of the calculation can be establushed to be of the order
of 10meV, or better. Typically for simple reactions seven intermediate structures are
found to fully resolve the barrier, as established by examining selected reactions with
up to 30 intermediates. In calculations that reveal one or more additional minima be-
tween the end-points, representing intermediate, meta-stable structures, the reactions
may be split into a series of reaction steps treated by separate NEB calculations.
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Figure 4.2: Schematic diagrams showing the two types of reaction
In some cases there is some symmetry in the saddle point structure that can be
exploited. For this to be the case, the saddle point structure must be such that it
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possesses a symmetry operation that if retained would prevent relaxtion of a structure
into one of the end-points. This might be, for example, a mirror plane that reflects
the location of a defect at one end-point onto the location of the defect at the other
end-point. Indeed, this example is a feature present in the saddle point structure of
the oxygen vacancy diffusion between nearest neighbour sites in unstrained SrTiO3.
This reaction is a useful illustration. Figure 4.3 (a) shows the initial (or equivalently
the final) state of the diffusion process. The saddle point structure defines the sec-
ond structure in which the migrated atom or ion sets halfway along the trajectory
connecting the two ends of the diffusion as shown in figure 4.3 (b). It has to be em-
phasised that the use of this method is limited to a subset of reaction processes which
exhibit suitable symmetry operations in the saddle-point structure, but the advantage
in these cases is that the saddle point energy may be obtained more quickly as it sim-
ply requires a single structural optimisation (Section 3.7), rather than simultaneous
optimisation of a set of intermediate images, as is the case for a NEB analysis.
As with the NEB, once the minimum energy of the saddle point is obtained, the
energy barrier can be calculated easily by subtracting the energy of the initial (or
end) structure (the structure in figure 4.3 (a)) from that of the saddle pint structure
(the structure in figure 4.3 (b)). One must exercise caution in the use of a symmetry
constrain in the determination of a saddle point, as it may be an over-constraint, and
therefore overestimate the barrier energy, or where there are intermediate minima
between the end-points, the intermidate maxima which may have higher energies
than the symmetric mid-point, may be missed. Therefore the symmetry-constraint
method should only be employed for relatively simple reaction processes, and assessed
against alternative methods (such as the NEB) to ensure that a reasonable estimate of
the barrier height has been obtained. For the current study, the symmetry constraint
method has been tested against NEB calculations for oxygen-vacancy diffusion, and
it has been found that energy barriers obtained are in agreement.
Using a cell-size of 135 atoms one point in the BZ, the calculated energy barriers
of the neutral VO along the 〈110〉 and 〈100〉 paths have been calculated, and are found
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Figure 4.3: Schematic structures showing the two structures adopted in the
calculation of symmetry constraint method where (a) is the end one of the
end point structures (the minimum energy structure) shows the trajectory of
oxygen ion hops toward an oxygen vacancy in cubic SrTiO3. The migrated
oxygen ion has been shown in different colour (blue) for clarity. The direction
of yellow arrow indicates the direction of migration oxygen ion. (b) The high
symmetry site of saddle point structure where the migrated oxygen ion is
confined within mirror plane (the blue plane) perpendicular to the trajectory
of migration.
to be in good agreement with each other, and with another recent DFT study [2].
The data are listed in table 4.1.
4.6 Summary
This chapter provides an review of the different physical quantities and the computa-
tional procedure adopted in the application part of this thesis. Some computed results
have also been listed in the relevant sections to demonstrate the accuracy of the com-
putational techniques. In terms of the physical quantities explained in this chapter,
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Table 4.1: VO migration barriers calculated for this thesis (neutral charge
state) along the 〈110〉 and 〈100〉 paths, comparing the NEB and symme-
try constraint methods. The energy barriers have been calculated using
135 atoms with one point in the reciprocal space. The results of recent
theoretical study [2] are listed for comparison.
Migration path NEB Symmetry constraint Previous theory
〈110〉 0.62 0.63 0.63
〈100〉 2.97 3.01 3.03
the AIMPRO package has the capability to calculate many physical quantities which
can be directly or indirectly related to experimental data.
CHAPTER 4. AIMPRO
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Chapter 5
Strontium titanate: general properties and
the oxygen vacancy
5.1 Introduction
Prior to the calculation of defects in SrTiO3, the main framework of the computa-
tional approach adopted in this thesis has to be validated. Calculations of elastic and
electronic properties and structural transition have been performed, and the results
compared to available experimental and theoretical data.
SrTiO3 is one of the oxides of interest in the perovskite family. Many reasons
have been suggested for the degradation in the dielectric properties of SrTiO3 thin
films. The nature of the bonding is a mixture of covalent and ionic bonds. The oxide
has a high relative permittivity at around 300 at room temperature [56]. Due to its
high dielectric constant, SrTiO3 serves as an efficient dielectric for many technological
applications, including the metal-insulator-metal capacitor (MIM) [57], dielectric ran-
dom access memory (DRAM) [58–61] and metal-oxide-semiconductor field effective
transistor (MOSFET) [62]. SrTiO3 crystallises in a cubic structure at room tem-
perature, having the space group symmetry of Pm3m. It has an atomic density of
5.12g/cm3 and a lattice constant of 3.89 A˚ [43]. Additionally, the cubic structure
of SrTiO3 at the room temperature has paraelectric properties with no net electric
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polarization in the absence of an applied electric field. The primitive unit cell of cubic
SrTiO3 has one strontium ion, one titanium ion and three oxygen ions. The positions
of these five ions are shown schematically in figure 5.1.
[001]
[010] [100]
Sr :  0.0  0.0  0.0
Ti :  0.5  0.5  0.5
O  :  0.5  0.5  0.0
O  :  0.5  0.0  0.5
O  :  0.0  0.5  0.5
Figure 5.1: Schematic of the primitive (5-atoms) (to the left) and conventional
(to the right) unit cell of SrTiO3. Sr, Ti and O are depicted in green, gray
and red colours respectively.
The geometry of the ground state structure can be characterised as a close packing
of Sr and O ions with centres of the oxygen octahedra occupied by the Ti ions. As
shown in figure 5.2, the octahedron formed by Ti ions and the six oxygen ions may be
viewed as the basic building block of the crystal structure, with sharing of the vertices
octahedra, and the icosahedral gaps occupied by Sr ions. The hybridization between
Ti-3d states and O-2p states means that the Ti-O bonds are partially covalent in
nature [63].
Using the LDA and the primitive 5-atom cell size (described in table 3.3) with a
5×5×5 MP sampling-scheme for the BZ, the basis functions described in table 3.1 and
an energy cut-off of 300 Ry, the lattice constant of cubic SrTiO3 has been calculated to
be 3.87A˚. This calculated value is in line with an experimental value of 3.89A˚ [43] and
another theoretical value of 3.86A˚ [10]. The bulk modulus has also been calculated at
193GPa, which is in good agreement with both computational (220 and 193GPa) [64]
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Figure 5.2: Schematic of SrTiO3 supercell showing that the octahedron
formed by Ti and its six nearest neighbour O ions is the unit of the structure.
Colours are as defined in figure.5.1.
and experimental (179GPa) [43] values.
5.2 Low-temperature Anti-ferroelectric Distortion
in SrTiO3
In the cubo-symmetric structure of SrTiO3, all the Sr, Ti and O atoms are in centro-
symmetric sites without any distortion in the structure. At low temperatures (65-
110 K), SrTiO3 undergoes a transition from cubic to tetragonal structure with lattice
tetragonality (c/a ratio) of 1.00056 [45]. According to previous investigations, the
low temperature phase transition has a significant impact upon the electronic prop-
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Figure 5.3: Schematic structure showing the opposite rotation of adjacent
TiO6 units about the [001] direction.
erties [65] and dielectric constant [66] of SrTiO3. The tetragonal phase deviates from
the paraelectric cubic phase due to the anti-ferroelectric distortion observed in the lat-
ter. The anti-ferroelectric distortion can be described as the rotation of the octahedral
TiO6 units opposite each other about the [001] direction, as shown schematically in fig-
ure 5.3. The angle of rotation has been experimentally measured at around 2.01◦ [44]
and 2.00◦ [67]. Using the 40-atom cell size with 4× 4× 4 sampling scheme, the com-
putational approach adopted for this thesis has successfully produced the qualitative
structure and energetic of this anti-ferroelectric distortion. According to the current
study, the angle of rotation has been calculated at around 1.98◦, which is in excellent
agreement with experimental values and a previously calculated value of 1.95◦ [45].
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5.3 Growth of SrTiO3
In the growth of high quality oxide layers, different deposition methods have been
adopted. These include sputtering [68], the sol-gel method [69], thermal evaporation
[70], pulsed laser deposition [71], molecular beam epitaxy [72], atomic layer deposition
[73], and metal organic chemical vapour deposition [74]. It is accepted that the quality
of thin oxide film and the formation of native and external undesirable defects are
highly dependent upon the choice of growth method. Brief descriptions of the most
common methods used to produce thin film SrTiO3 are presented below.
1. Atomic layer deposition (ALD) [73]. This method has been developed to grow
ultra-thin oxide layers. It is a method of applying ultra-thin films to different
substrates with precision at an atomic scale. The precise control of the film thick-
ness makes this method preferable for the growth of oxide layers for miniaturised
semiconductor devices. Grwth proceeds by alternating, self-limiting chemical re-
actions between the growing surface and the chemical precursors developed for
the purpose. The rate of growth is thus relatively independent of the amount
of precursors injected into the chamber, provided sufficient is available for the
reaction to complete. Figure 5.4 illustrates the main steps of ALD growth,
starting with the first precursor being injected into the chamber to form the
first precursor layer (figure.5.4 (a)). The remaining precursor is evacuated from
the chamber in the second step (figure 5.4 (b)). Next, (figure 5.4 (c)), the second
precursor is injected into the chamber to form a layer on top of the first precur-
sor layer formed in the first step. As with the first precursor, residual second
precursor is evacuated in the final step using an ideal gas (figure 5.4 (d)). The
number of these iterations can be set to control the film thickness desired, but
in general growth rates are relatively low.
2. Pulsed laser deposition (PLD) [71]. In this method a sample of the desired
material is vaporised by focusing high-power laser-beam pulses generated outside
the chamber. The high energy of the incident laser beam illuminates the target
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Substrate Substrate
SubstrateSubstrate
(b) evacuation
(d) evacuation (c) second precursor pulse
(a) first precursor pulse
Figure 5.4: Schematic diagram of atomic layer deposition method.
and breaks its chemical bonds, releasing particles of the target to the vacuum
chamber. Ablated particles are then deposited on the substrate as a thin film.
However, although this technique has been designed so that the target can rotate
to ensure the homogeneity of the film, the lack of homogeneity in the resulting
film is a potentially major drawback for industrial applications. A schematic
diagram of the PLD method is shown in figure 5.5.
Target rotator
Target Window
Substrate heater
Laser beam
Substrate
Focusing lens
Figure 5.5: Schematic diagram of pulse laser deposition method.
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3. Molecular beam epitaxy (MBE) [72]. The interaction of one or many molecular-
beams on the surface of a crystalline substrate at high temperature is used to
form a crystalline film. Figure 5.6 shows a schematic of the MBE method. The
main points underlying growth of films when adopting this method are as fol-
lows. Evaporation cells lie outside the chamber containing the solid source of
desired materials. The source material is then heated to produce an angular
distribution of the molecules in beams emerging into the growth chamber. The
beams impinge on the substrate, which is generally held at an elevated temper-
ature. Surface atoms typically migrate over the surface to a growth step where
it becomes integrated into the growing film. This method has been used to
produce epitaxial films of insulators, metals and semiconductors for industrial
and research applications. Along with other epitaxial growth methods, when
Substrate heater and
rotation
Substrate
Shutter
Heating coil
Ultra high
vacuum 
chamber
Molecular 
beams
Cell
Figure 5.6: Schematic diagram of MBE method.
depositing a crystalline material on a dissimilar material where lattice constants
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also differ, the deposited thin film will be strained [25, 26]. The nature of the
interface is dependent upon the thickness of the deposited film, such that, on
the basis of the balance of energies, when the film thickness increases, structural
defects such as misfit dislocations become increasingly likely to be generated [25].
5.4 Electronic Structure of SrTiO3
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Figure 5.7: Band Structure of strontium titanate along a high symmetry
path (Γ-X-M-Γ-R-X) in the BZ. The red and green circles show the filled and
empty bands and the energy scale is defined by the valence-band top at zero
energy. The high symmetry points (Γ, X, M and R) are defined in figure 3.2
As mentioned earlier in this thesis, SrTiO3 is an insulator with a wide experimental
indirect band gap of 3.25 eV. The electronic structure of SrTiO3 has been calculated
along high symmetry branches in the reciprocal space, and figure 5.7 shows the re-
sulting band structure. Consistent with previously published data [75–80] the valence
band top lies at the R point in the first BZ. Additionally, the flat region around
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the M point is also characteristic of the band structure of SrTiO3. The conduction
band minimum is located at the centre of the BZ with a flat energy surface toward
the X-point, which is in agreement with other calculations [75–80]. The calculated
band gap in the current study is 1.98 eV. The well-documented underestimation of
the band gap using the LDA is the main reason behind the underestimation, but it is
to be noted that the calculated value agrees very well with other density functional
theory calculations adopting the same functional [80].
5.5 Application of SrTiO3
Its electronic, optical and dielectric properties make SrTiO3 an appropriate candidate
for various applications. The high dielectric permittivity of SrTiO3 make it a useful
candidate for microelectronics application, including capacitors and transistors. The
change in the conductivity of SrTiO3 due to exposure to oxygen gas has led SrTiO3
to be a potential oxide choice in the field of gas sensors [81, 82]. The excellent ionic
conductivity of La-doped SrTiO3 in reducing conditions has led to the development of
an efficient anode material for a solid oxide fuel cell [83]. The capability for releasing
slow rates of Sr for long periods has made SrTiO3 nanotube arrays ideal for medical
applications [84]. Further applications include the use of SrTiO3 as a substrate for
high-temperature superconductors [85] and as an alternative to titanium dioxide to
enhance the efficiency of solar cells [86].
5.6 Native Defects in SrTiO3
A clear understanding of the properties of native defects is a significant step toward
qualitative applications for any material, and particularly for a compound. Such
defects have a notable impact upon the properties of as-grown materials and con-
sequently on the performance of devices. The primitive forms of these defects in
SrTiO3 are vacancies on any of the strontium, titanium and oxygen lattices, the cor-
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responding self-interstitials, and cation anti-site defects. It is crucial to understand
the thermodynamic, structural, electronic and electrical properties of these defects.
Understanding the mechanisms associated with these defects provides a step forward
toward understanding their interaction with impurities.
Given the current view of their dominant role, it is the oxygen vacancy that is the
focus for this thesis, initially within this chapter in the form of a bulk SrTiO3 defect,
and later in association with Zn impurities.
5.6.1 Oxygen Vacancy
5.6.1.1 Introduction
The oxygen vacancy is believed to be the most significant native defect in metal-
oxides in general [87–89] and in SrTiO3 in particular. A large body of experimental
and theoretical work has been directed toward an explanation of the origin of leak-
age current and the mechanisms underlying resistive switching [61, 90–93], for which
the majority of models feature oxygen vacancies, VO, in a central role [61, 93–96].
Importantly, although the evidence for involvement of VO in the electrical and other
properties of SrTiO3 films as inferred from experiment may be largely circumstantial,
the electronic, electrical, thermodynamic, and kinetic properties of VO have been es-
tablished using quantum-chemical simulations [97–101]. Many parameters have led
to the oxygen vacancy being a topic of major interest in experimental and theoretical
investigations.
In oxygen-lean conditions, VO has a low formation energy in comparison with
other native defects. This implies that VO is expected to be the most abundant native
defect under these growth conditions. Under reducing conditions, a first-principles
calculation of defect energetics in SrTiO3 has reported that the formation energy of
VO is around 2 eV [102]. Adopting various cell sizes (40, 80, 160 and 320), other
density functional theory calculations have shown that using a large cell size is nec-
essary to estimate the VO formation energy in cubic and low temperature distortive
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SrTiO3 [103]. According to this type of calculation, the VO formation energy has
been calculated within the range of 1.0-1.6 eV for both the cubic and low tempera-
ture tetragonal phase of SrTiO3 [103]. Further to its likelihood of formation in the
bulk form of SrTiO3, it has been reported that it might also formed at the surface
of SrTiO3 [104]. According to this calculation, the formation energies of VO at the
SrTiO3 surface with TiO2 termination are 7.62 and 4.78 eV for the neutral and +1
charge states respectively [104].
Given its electrical activity, with the +2 charge state being the most stable charge
state [97], VO is considered an important cause of various undesirable and interesting
behaviours when an electric field is applied to a SrTiO3 thin film. VO can be formed
in neutral, +1 and +2 charge states [97], and a large volume of investigations has
shown that VO is stable with doubly ionised form (in the +2 charge state) [97, 103].
However, the formation of the vacancy in various charge states depends upon the
electron chemical potential, and despite the many studies of the electrical properties
of the VO in SrTiO3, the precise location of the donor level relative to band edges
is still unclear. Experimental estimates suggest that the VO is relatively a shallow
donor [105] with a level 0.24 eV below the conduction band edge. Previous DFT
calculations yield single and double donor levels around 0.77 and 1.20 eV below the
conduction band [104], whereas a recent DFT calculation [106] using large supercells
has yielded values of 0.40–0.50 eV, and a key question is whether the variation in the
calculated levels is a consequence of the functional, sampling or cell size.
Additionally, the low energy barrier for VO diffusion implies that VO is more mobile
than other vacancies [99,100]. The oxygen ions in cubic SrTiO3 are sited octahedrally
around titanium ions, as shown in figure 5.2. There are two different migration profiles
for VO in SrTiO3. In the first migration process, taking place along 〈110〉, the oxygen
ion hops between two adjacent face centre sites in the same TiO6 octahedron. In
the second migration mechanism, the oxygen ion might migrate along the 〈100〉 path,
hopping between two TiO6 octahedra. Recent DFT calculations [2] have shown that
the VO migration mechanism is more favourable along the 〈110〉 than 〈100〉 paths, with
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energy barriers of 0.63 eV and 3.09 eV for neutral VO migration along the respective
paths. Figure 5.8 shows all of the possible migration paths along the 〈110〉 and 〈100〉
paths.
Since oxygen ions in SrTiO3 are equivalent by symmetry, VO migration mechanisms
are symmetrical between any two oxygen sites in the same TiO6 octahedron. This
implies that VO migrates with the same energy barrier along any of the steps shown
in figure 5.8. However, it migrates with different energy barriers for each charge state,
with ionised vacancies migrating more rapidly in comparison with the neutral charge
state [2].
5.6.2 Results for VO in Cubic SrTiO3
In addition to the results of bulk SrTiO3 presented above, the structural and electrical
properties as well as the migration of VO in cubic SrTiO3 have been investigated for
this thesis, and the results are presented as follow.
5.6.2.1 Structural Details
In the modelling of VO in SrTiO3, one oxygen ion has been removed from the supercell.
In this calculation different cell sizes with various lattice types as described in table 3.3
have been used for comparison. The oxygen ion in SrTiO3 can be geometrically
classified as lying within a Ti-O-Ti chain along 〈100〉. In the case shown in figure 5.9,
the two Ti ions between which VO has been created are those labelled 2 and 3. The
nearby oxygen ions have also been laballed to aid the qualitative description of the
optimised structure. All of the atoms in the supercell have been allowed to relax to
achieve the minimum energy structure satisfying the optimization criteria explained
in section 3.7. The fully optimised structure of VO and its surrounding atoms is shown
in figure 5.9. It is clear that the two titanium ions (2 and 3) have relaxed away from
each other.
The two axial Ti-O bonds (between Ti2 and O1 and between Ti3 and O4) on both
sides of VO along [001] have the same bond-lengths as shown in table 5.1. Similarly, the
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Figure 5.8: (a) The eight possible equivalent paths for VO migration in cubic
SrTiO3 along the 〈110〉 path. (b) migration of VO along the 〈100〉 path. The
blue arrows indicate the direction of migration.
bond length between either of Ti2 and Ti3 and any of the four equatorially connected
oxygen ion (O5, O6, O7, O8 with Ti3 and O9, O10, O11, O12 with Ti3) are also identical,
having the same bond-lengths. The axial and equatorial Ti-O bond lengths labelled
Ti-Oaxial and Ti-Oequatorial as well as the distance between Ti2 and Ti3, labelled Ti-Ti,
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are listed in table 5.1 for the three different charge states for various cell sizes. The
relaxation of the Ti ions away from the vacancy can also be expressed in terms of a
percentage of the nominal distance between the ion and the vacant site, as listed in
table 5.2. Again this clearly shows that the 160 atom cell is reasonably well converged,
but smaller cells are not, and also highlights the large extent of the relaxation of the
Ti ions away from the vacant site.
Vo
1
2
3
4
5
6
7
9
1110
8
12
[001]
[100]
[010]
Figure 5.9: Schematic of the fully optimised structure of VO in SrTiO3.
As is clear from tables 5.1 and 5.2, cell sizes up to 135 atoms are insufficient for
the description of the structure of VO in SrTiO3. Additionally, from the comparison
with larger cell sizes (160 and 320 atoms) listed in the table, it is obvious that the
inter-atomic distances have converged in the 160 atoms cell with negligible variation
for 320 atoms. The convergence of structural description indicates that the 160-atom
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Table 5.1: The inter-atomic distances Ti-Ti,Ti-Oaxial and Ti-Oequatorial
around the fully potimised VO in SrTiO3 in three charge states (0, +1 and
+2) using different cell sizes.
Ti-Ti Ti-Oaxial Ti-Oequatorial
cell size 0 +1 +2 0 +1 +2 0 +1 +2
40 4.10 4.10 4.11 1.81 1.81 1.81 1.89 1.89 1.89
80 4.11 4.12 4.12 1.80 1.80 1.81 1.89 1.89 1.90
135 4.13 4.14 4.15 1.80 1.80 1.81 1.89 1.89 1.90
160 4.16 4.17 4.18 1.77 1.77 1.77 1.90 1.91 1.91
320 4.16 4.17 4.17 1.77 1.76 1.76 1.90 1.91 1.91
Table 5.2: The relaxation of the two nearest neighbours Ti ions to the VO
relative away from to their equilibrium positions in bulk SrTiO3 in three
charge states (0, +1 and +2) as a function of cell size. The percentage
is calculated using (d′Ti-Ti − dTi-Ti)/dTi-Ti, where dTi-Ti = a0 is the spacing
between Ti ions in the perfect SrTiO3 crystal, and d′Ti-Ti is the equilibrium
distance after optimisation (the distance between atoms 2 and 3 in figure 5.9).
cell size 0 +1 +2
40 5.9% 5.9% 6.1%
80 6.1% 6.4% 6.4%
135 6.6% 6.9% 7.2%
160 7.4% 7.7% 7.9%
320 7.4% 7.7% 7.7%
super-cell is sufficient for the investigation of the structural properties of VO. A further
comparison has been carried out by choosing the structure of the most stable charge
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state of the VO (+2) and comparing the results for 160 atoms with other large cell
sizes including 270 and 540 atoms. The results are shown in table 5.3.
Table 5.3: The calculated inter-atomic distances of Ti-Ti and Ti-Oaxial and
Ti-Oequatorial for VO in SrTiO3 in the +2 charge state using large cell sizes.
Distance 160 270 320 540
Ti-Ti 4.18 4.17 4.17 4.17
Ti-Oaxial 1.77 1.76 1.76 1.76
Ti-Oequatorial 1.91 1.91 1.91 1.91
5.6.2.2 Electrical Levels
Using the LDA with the 160-atom cell (table 3.3) and sampling scheme as one real
point at the zone boundary, the electrical levels of VO in cubic SrTiO3 have been
calculated using the formation energy method. The formation energy of VO in the
three charge states is plotted in figure 5.10 as a function of µe. In line with previous
theoretical investigations [2, 97], the +2 charge state is the most stable charge state
over a wide range of values of µe. The VO has a (+2/+1) level at 1.07 eV and (+/0)
level in the vicinity of mid-gap at 1.60 eV. The calculated electrical levels are in
agreement with other theoretical values [104].
5.6.2.3 Migration of VO in Cubic SrTiO3
All the calculations of VO migration barriers in cubic SrTiO3 have been performed
within the LDA using the NEB method. Using a 135-atom cell and sampling the BZ
with the Γ-point, the VO migration barrier has been calculated at 0.62 eV which is in
accord with a recently reported value of 0.63 eV [2] adopting a similar cell size and
sampling. However, the barrier has been calculated using a higher sampling density
(2×2×2 Monkhorst-Pack [49]), resulting in a value of 0.82 eV. Therefore, despite the
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Figure 5.10: Plot of Ef vs. µe for VO in SrTiO3 calculated using 160 atoms.
good agreement with the recent theoretical investigation, it seems clear that the use
of the Γ-point approximation is insufficient in calculating the VO migration barrier.
The calculated barrier using different cell sizes is plotted in figure 5.11. It is
clear that, provided the sampling is sufficently converged, the VO energy barrier has
converged at the 135-atom cell. Despite the convergence at this cell size, a larger
super-cell of 160 atoms has been considered in the calculation of the VO migration
barrier. To establish an accurate and computationally tractable approach for the
current thesis, further calculations of the VO migration barrier in cubic SrTiO3 were
carried out with two cell sizes (160 and 320 atoms) and different sampling densities.
The calculated value for 320 atoms and Γ-point sampling was 0.61 eV which is in line
with a previous calculation [100] with the same system size and sampling at 0.53 eV.
However, it has been found that the Γ-point approximation is particularly poorly
converged, even for the 320 atom cell: the barrier to diffusion has been calculated
using a 2 × 2 × 2 Monkhorst-Pack [49] mesh for the 320-atom cell size, yielding a
value of 0.82 eV. It is concluded that, although the calculated activation energies
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Figure 5.11: Plot showing the VO migration barrier in the neutral charge
state using different cell sizes. Squares, circle and triangles represent the face
centre cubic, body centre cubic and simple cubic, respectively
are larger than those from recent theory [100], the difference is likely to be purely
a consequence of ill-converged sampling in the literature value. In case of 160-atom
cells, the BZ was either sampled using a 2×2×2 mesh, or a single real k-point, located
at the zone boundary, set half-way along each reciprocal lattice vector. Adopting the
computational approch, the migration barriers were calculated under both schemes to
be 0.80 eV, differing by less than 20meV according to the method chosen. The higher
quantitative accuracy of the current computational approach has been confirmed by
calculating the energy barrier using a 320-atom cell with one point in the BZ (at the
zone edge) and the result has been found to be 0.81 eV. Furthermore, the migration
barrier of VO along 〈110〉 path using 160 atoms is in excellent agreement with the
experimental value of 0.86 eV [107] and other previous calculations, taking into account
the variations due to cell size and sampling [100,108]. In agreement with experimental
[109] and theoretical studies [2] the results of the current approach show that the
ionised vacancies are more mobile than the neutral form. According to the current
approach, migration barriers of 0.74 eV and 0.77 eV have been calculated for the +1
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and +2 charge states, respectively. It is thus possible to conclude that the zone-
boundary sampling is sufficiently converged, and this has been used throughout the
rest of the calculations to render the large volume of simulations tractable.
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Figure 5.12: Plot showing the VO migration barrier in the neutral charge state
as a function of the inverse of the uniform super-cell lengths. Squares, circle
and triangles represent the face centre cubic, body centre cubic and simple
cubic, respectively
In addition to the impact of cell size (number of atoms), it is also important to
acknowledge that the shape of the super-cell impacts upon the calculation to some
extent. Figure 5.11 shows a plot of the diffusion barriers for the neutral charge state of
the oxygen vacancy (obtained ussing NEB calculations) as a function of the number of
atoms, where the lattice types are highlighted using different symbols. The 80-atom
and 270-atom cells are face centre cubic, the 135-atom and 320-atom cells are simple
cubic, and 160-atom cell is body centre cubic (see section 3.4.1 for further details of the
lattice vectors). The lattice shape has two important types of effect upon energetics.
The first is that the nearest-neighbour co-ordination number depends upon the lattice
type. For the simple cubic lattice the images of a defect in the neighbouring cells lie
along the cube axes, and therefore there are six neighest-neighbour images in this
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case. However, in face and body centred lattices, the co-ordination numbers are
higher at 12 and 8, respectively. However, one has also to consider the distances.
In the simple cubic case, the images are simply at a distance equal to the supercell
lattice constant, so that, for example, the images of oxygen vacancies in the 135-atom
case are separated by 3a0, where a0 is the lattice constant of the primitive SrTiO3
cell. In contrast, the nearest neighbours in the face and body centred cases are along
[110] and [11¯1¯] directions, and the distances between images are greater in these cases
relative to cell size than those in the simple cubic case. The image-image interactions
therefore will include systematic differences depending upon cell shape, purely based
upon the variation in number and distance.
There is another effect, relating to the connectivity between atoms in the crystal.
For the simple cubic case, defects and their images are in-line along continuous chains
of bonds. For example, in the case of simple cubic lattices, there is a continuous line
of Ti–O bonds between images, which is not the case in either of the other lattice
types. Thus, local polarisation, and long-range elastic interactions are also expected
to have a cell-shape dependence.
Combining all cell size and shape dependences is non-trivial, as the defect-image
interactions may be either attractive or repulsive. The general principle is that one
would expect for realtively smooth convergence with cell size for a given cell shape,
and that all cell shapes would ultimately converge to the same result, but it might
take significantly larger cells of some shapes to converge than for others. Indeed, this
has been seen in comparable calculations of properties of defects in other materials
[110–112].
In order to further analyse cell size dependence, it is often instructive to review
energies in a fashion other than simple cell size, but rather as a function of the inverse
of the distance between images [112]. The VO energy barrier relative to the inverse
of the lattice parameter of the supercells are shown in figure 5.12. Based upon these
results and with reference to the structural properties of VO using different cell sizes,
again it seems clear that the 160-atom cell is reasonably well converged, and given
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that this is a tractable cell size to adopt for the rest of the calculations in this thesis,
this is what has been used. The presentation also allows extrapolation to the infinitely
dilute limit, as described by the intercept on the energy-axis of the trend shown in
figure 5.12, which requires some additional evaluation of uncertainties in the data (be-
yond those due to cell size alone). The main source of uncertainty (taking those of the
underlying quantum-mechanical model as systematic) in the data presented are due
to the optimisation of the saddle- and end-point structures and the convergence of the
sampling schemes. The uncertainty due to the NEB convergence may be estimated
by examination of the variation of the saddle point energy as a function of optimi-
sation iteration over the full range of calculations. Similarly, variations in cell size
make Brillouin-zone sampling non-equivalent in different cell sizes and shapes, but by
examination of the convergence of energy with sampling density in a statistical sense
for the optimised end-point structures, an conservative estimate in the uncertainty
from this source may also be obtained. Based upon these two sources, a generous
estimate in the uncertainty has been placed at ±20meV, although it is likely that
the actual level of computational convergence (other than those due to cell size and
shape) is better than this value. The remaining variation between the 270 and 320
atom cells is therefore most probably a consequence of the cell shape difference. Since
the convergence is already better than uncertainty coming from other sources such
as the underpinning quantum-mechanical model, it was viewed that there was little
value in extending the cell-size range further.
5.7 Summary
The lattice constant as well as the bulk modulus of cubic SrTiO3 has been calculated
and the results have been shown to agree well with those of other theoretical and
experimental studies. Additionally, the low temperature anti-ferroelectric tetragonal
phase has been quantitatively reconfirmed. The convergence of all these parame-
ters using the computational approach indicates the level of confidence that may be
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exteded to other calculations, the results of which are presented later in this thesis.
The structural and electrical properties of VO in bulk SrTiO3 have also been in-
vestigated. It has been found that the Ti ions relax away from VO, whereas the first
nearest neighbour oxygen ions move slightly toward the vacancy. It is determined by
analysis of the structure and energetics that a 160-atom supercell is sufficient to quan-
tiatively repepresent VO in SrTiO3. In line with previous modelling and experiment,
the electrical levels show that the +2 charge state is the most energetically favourable
charge state over a wide range in the band gap. The diffusion of VO in SrTiO3 has
been studied for processes along the 〈110〉 and 〈100〉 paths, with the former case being
significantly more favourable. The VO migration barrier has been calculated at around
0.81, 0.74 eV and 0.77 eV for the neutral, +1 and +2 charge states respectively.
The good description achieved of the structural and electronic properties of the
cubic as well as the tetragonal distortive structures of SrTiO3 validates the compu-
tational framework for the further investigation of defective SrTiO3. In addition, the
structural and electrical properties as well as the diffusion of VO in SrTiO3 are an
important steps toward the investigation of these properties with respect to other
external elastic effects represented by bi-axial tensile and compressive strain.
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Impact of Compressive Strain on the
Migration of Oxygen Vacancy in SrTiO3
6.1 Introduction
As state in the previous chapter, under oxygen lean conditions, VO has a lower for-
mation energy compared with other native defects [98]. The electrical conductivity
ascribed to VO is associated with the double-donor activity of the centre [101,113,114],
although the precise location in the band gap remains uncertain. Experimental es-
timates suggest VO is relatively shallow donor [105] with a level 0.24 eV below the
conduction band edge. Calculated values vary significantly, with simulation method
and system size probably being the root cause of the variation. For example, density
functional calculations yield single and double donor levels around 0.77 and 1.20 eV
below the conduction band [104], whereas recent supercell simulations [106] using
large supercells yielding values of 0.40–0.50 eV.
In addition to the electrical levels, theory has also yielded quantitative estimates
relating to the diffusion of VO. The oxygen ions in cubic SrTiO3 are sited octahedrally
around titanium ions. The generally accepted migration mechanism for VO involves
the vacancy moving between sites adjacent to a common Ti. Since oxygen ions in
SrTiO3 are equivalent by symmetry, VO migration mechanism are symmetrical be-
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tween any two oxygen sites. It has been found that VO diffuses relatively easily in
comparison with other native vacancies in bulk SrTiO3 [99,100]. Anelastic relaxation
experiments suggest a barrier of 0.98 eV [115], while recent isotope diffusion yields a
lower value of 0.60 eV [116]. Both estimates are lower than the experimental values of
2.80–4.00 eV and 3.30–4.90 eV for Sr and Ti vacancies, respectively [117–119]. Com-
putational estimates [98–100,106,108] for the barrier to diffusion of VO range between
0.40 and 0.9 eV,
In addition to compositional effects, strain caused by epitaxy on substrates with
different lattice constants is another source of significant modification of the electronic
properties of perovskites [120].
Strain in ultra thin-films lead to significant alteration of the structure and related
properties of the material, particularly relating to ferroelectricity. For an epitaxial in-
terface, where the structure of the substrate is suitable, the symmetry of the substrate
is imposed upon the SrTiO3 thin-film. Where the substrate is much thicker than the
SrTiO3, the differences in the in-plane lattice parameters between SrTiO3 and the
substrate defines the lattice strain in the SrTiO3. In the simple metal insulator metal
capacitor structure, a SrTiO3 film is sandwiched between two electrodes. The elec-
trodes might be an elemental metal (e.g. Pt, Au or Al) or another suitable conductive
material such as SrRuO3. Among common substrate materials, bi-axial compressive
strains for SrTiO3 of around 1.8% (Rh [121] and KTaO3 [122]), 3% (LaAlO3) [123],
and 7% (ZrO2:Y2O3) [124] might be expected. Bi-axial strains alter the crystal and
electronic structures of SrTiO3 differently depending upon the direction and magni-
tude of strain [125, 126], and in principle the dielectric constant can be optimized
by control of the strain [127]. A key to the differences observed in bi-axially strained
SrTiO3 with different signs of strain is the different ferroelectric phases generated [128].
Compressively strained SrTiO3 with a strain range of 3%–9% has been previously sim-
ulated [129] to investigate the effect of strain upon the rotation of oxygen polyhedral
around the [001]-axis. According to the study, there was an increase in the rotation
angle for strain values up to 5%, but absent at high strain. The internal structure
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changes with strain are qualitatively the same as ferroelectric phase transitions, and
the displacements of one sub-lattice relative to another in general lowers the symme-
try, leading to non-equivalent oxygen sites in the lattice, and hence non-equivalent VO
centres.
For a clear picture of oxygen vacancy transport in thin film SrTiO3, it is therefore
crucial to understand the mechanistic and quantitative impact of bi-axial strain upon
the migration. Since extracting unambiguous data of this nature from experiment
is extremely challenging, quantum mechanical modelling is an effective route to gain
insight into the microscopic nature of oxygen vacancy migration in strained SrTiO3.
In this chapter, results of atomistic, quantum-chemical modelling of SrTiO3 under
isotropic compressive bi-axial lattice strain are been presented. These comprise the
ferroelectric structural distortion induced by bi-axial compressive strain upon bulk
SrTiO3, as well as the impact of (001) bi-axial strain upon the oxygen vacancy diffu-
sion.
6.2 Computational Method and Models
The calculations of oxygen vacancy migration in strained SrTiO3 were executed using
the LDA functional [130], as implemented within the AIMPRO code [131, 132]. The
use of this functional is supported by recent reports that show for SrTiO3 [125] and
ZnO [133] density functional simulations within the LDA are suitable for prediction
of trends as a function of strain. The same basic approach has been successfully used
to investigate [134] the impact of water adsorption on SrTiO3.
Norm-conserving pseudopotantials were used to represent the core electrons [135],
where the valence sets are taken to be 4s24p65s2, 3s23p63d24s2, and 2s22p4, for Sr,
Ti, and O, respectively. Kohn-Sham eigen-states are expanded using atom-centred
Gaussian basis functions [136] and the full description of basis set using fo trating Sr,
Ti and O is explained in table 3.1. Matrix elements of the Hamiltonian are determined
using a plane wave expansion of the density and Kohn-Sham potential [137] with
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a cutoff of 300Ry, which yields well converged total energies with respect to this
parameter.
Often the bi-axial lattice strain is simulated by varying the two in-plane lattice
parameters with respect to lattice parameter of unstrained lattice and the magnitude
of strain ε is given by
ε =
∣∣∣∣a− a0a0
∣∣∣∣× 100 (6.1)
where a0 is the lattice parameter of cubic unstrained SrTiO3, and the in-plane lattice
parameter of the strained SrTiO3 is a. For bi-axial compressive strain a < a0, whereas
a > a0 for bi-axial tensile strain. In the results presented in this thesis, ε has been
chosen to be 2%, 4%, 6% and 8% for both types of strain.
Bi-axialy compressed SrTiO3 has been modelled epitaxially grown onto cubic sub-
strates with lattice constants less than that of SrTiO3, where the substrate is included
in the calculation only through the lattice matching. It has been assumed that the
strain is isotropic so that the resulting unit cell geometry of the SrTiO3 is tetragonal.
The unit cell of SrTiO3 then possesses an in-plane lattice constant of a equal to that
of the substrate, and the perpendicular lattice constant, c, is chosen to minimise the
total energy under the in-plane constraint. Although strains up to around 4% are typ-
ically considered in strained SrTiO3 and related materials in calculations [125, 128],
in order to cover the wide range of lattice mismatch between SrTiO3 and typical sub-
strate materials yielding a compressive strain, five values of a have been simulated: in
addition to unstrained material, values of compressive strain of 2%, 4%, 6% and 8%
have been included in this study, and it has been noted that strains in excess of this
range have previously been included in computational studies [129].
In contrast to zero strained SrTiO3 where all the oxygen sites are equivalents by
symmetry, the (001) bi-axial compressive strain breaks the symmetry of cubic SrTiO3,
rendering sets of oxygen sites inequivalent. It then becomes convenient to distinguish
oxygen atoms as lying in a (001) plane where the metal ions are entirely Ti or Sr,
as shown schematically in figure 6.1(a). The lattice distortion also means that there
are several distinct diffusion paths, all of which must be examined in order to fully
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characterize the diffusivity of VO in strained SrTiO3.
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Figure 6.1: (a) Schematic view of strained STO showing the sequence of SrO
and TiO2 (001)-planes parallel to the plane of strain. The oxygen sites 1–4
and 7–10 are within TiO2-planes, while sites 5 and 6 are within a SrO-plane.
(b) shows a projection onto the (001) plane of one unit cell under bi-axially
compressive (001) strain, showing the four oxygen sites labelled 1–4 within
a TiO2-plane. In both images red, gray, and yellow circles represent oxygen,
titanium and strontium ions, respectively.
VO was simulated using large supercells with lattice vectors [aa¯c¯], [a¯ac¯], and [a¯a¯c],
where a and c are the lattice constants in the underlying tetragonal unit cell, so that
in the unstrained limit a = c. This supercell is comprised from 32 formula units, so
that in the case where VO is present, the supercell is Sr32Ti32O95. The strained bulk
SrTiO3 was modelled using a 2× 2× 2 superlattice of primitive cells, Sr8Ti8O24 with
lattice vectors 2[a00], 2[0a0], and 2[00c]. The use of a non-primitive cell is essential to
allow for the possibility of antiferroelectric distortions, known to be present at very
low temperature in pure SrTiO3, and induced under strain.
For the structural distortion of defect free SrTiO3, the 40 atom bulk cell was
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modelled using a 4× 4 × 4 sampling scheme, which represents a comparable density
to that of the single point in the 160 atom cell.
For the calculation of the migration barrier the two methods explained in sec-
tion 4.5 have been employed; for the full minimum energy paths climbing nudged
elastic bands [54,55] has been used and under suitable circumstances diffusion barriers
have been also estimated using structural optimisation with a symmetry constraint.
The use of symmetry was tested for selected strained systems by confirmation of the
saddle point energy with the use of a full minimum energy path calculation. All the
energy barriers in this study were optimised until forces on each image are less than
10−4 atomic units. A minimum of five images were used, with the convergence of the
saddle point energy with respect to the number of images being established in each
case.
6.3 Results and Discussion
First, the impact of strain upon the crystal structure of SrTiO3 is been discussed,
and the consequences this has upon the migration routes proposed for VO has been
studied and discussed prior to the calculation of VO migration.
Consistent with recent calculations [125,128] of strained SrTiO3, it has been found
that under compressive bi-axial (001)-strain, the oxygen sub-lattice is displaced along
the [001] direction (normal to the plane of strain) relative to the cation sub-lattice, as
shown schematically in figure 6.2(a). Thus, SrTiO3 strained by isotropic compression
in the (001) plane becomes ferroelectric (FD) with a structure corresponding to the
unstrained low temperature form of PbTiO3. In addition, there is an anti-ferroelectric
distortion (AFD), consisting of a rotation of oxygen polyhedral about the [001]-axis
as shown in figure 6.2(b). Such phase mixing under compressive strain has been
previously reported [129], where the compressively strained SrTiO3 displayed two
energy minima under 5–7% strain.
Table 6.1 details the calculated displacements, as specified in figure 6.2, and en-
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ergies of FD and mixed FD+AFD phases relative to unstrained SrTiO3 under each
value of strain, E1, which is the cost per formula unit to produce the strained SrTiO3.
In addition, the energy relative to a bi-axially strained system constrained to a centro-
symmetric symmetry, E2, are included to show a quantitative measure of the extent
to which the internal structural re-organisation stabilizes the SrTiO3. E2 is negative
as this is the energy gained by relaxation from a constrained, strained SrTiO3 into
the distorted phases. The large energies for high values of strain indicate that such
material would be likely to be stable only in very thin films.
The AFD angles under compressive strain are large in comparison to the intrin-
sic, low-temperature [138] distortions around 2.1◦ in pure, unstrained SrTiO3 (this
relatively small angular effect has been reproduced in the current calculations for un-
strained material, where an angle of 1.98◦) has been obtained. This low-temperature
AFD is included in all zero-strain calculations. The impact of the AFD at zero strain
upon the diffusion barriers and mechanisms, such as in the number of parts of a com-
plete diffusion process, is extremely minor. This is in stark contrast with the strained
material. For example, at 4% strain the AFD angle is 10◦ and corresponds to a larger
energy, so that firstly, it is expected to persist to much higher temperatures, and
secondly the impact upon the mechanisms for diffusion are much more significant.
With reference to on figure 6.1(a), there are two planes for diffusion of VO entirely
within a (001) plane, identifiable as TiO2 and SrO planes. The distance between
oxygen sites within a TiO2-plane (sites 1 and 2 in figure 6.1) is less than in a SrO-
plane (sites 5 and ion 6, figure 6.1(a)). Calculations have been performed for the
corresponding paths in zero strain SrTiO3, resulting in values of 0.81 eV and 4.18 eV
for the TiO2 and SrO planes, respectively.
As explained in previous chapter (sec. 5.6.2) the migration barrier of VO in the TiO2
layer in excellent agreement with experiment [107] (0.86 eV) and with previous theory
[100, 108]. In line with the observation that the neutral vacancy is less mobile than
the ionized form [109], it has been found that the barriers for the single and double
positive charge states the migration barriers are 0.74 eV and 0.77 eV, respectively. The
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Table 6.1: Calculated parameters for isotropic bi-axial (001) strained SrTiO3.
Sub-lattice displacements DO-Ti and DO-Sr (A˚) are defined in figure 6.2, the
angle of rotation about the [001] axis is θ (degrees), and the c/a ratio is the
equilibrium value obtained for the FD and FD+AFD structures constrained
by the specified strain. Relative energies per formula unit (meV) are cal-
culated relative to cubosymetric, unstrained SrTiO3 (E1), and relative to
bi-axially strained SrTiO3 constrained to a centro-symmetric structure (E2)
where the c/a ratio is not constrained to that of the distorted phase.
Strain % DO-Ti DO-Sr phase θ c/a E1 E2
2 0.12 0.07 FD - 1.03 55 −10
4 0.23 0.16 FD - 1.05 232 −49
0.17 0.10 FD+AFD 10.0 1.09 205 −75
6 0.41 0.19 FD - 1.29 493 −185
0.26 0.40 FD+AFD 13.7 1.20 448 −229
8 0.55 0.68 FD - 1.35 734 −567
very high value of the activation energy for diffusion entirely within the SrO plane
means that such mechanisms are unlikely to play a significant role in VO diffusion,
even in strained material. It is therefore restrict the analysis in strained SrTiO3 to
mechanisms involving the diffusion of VO between sites neighboring a common Ti ion
site.
For diffusion between different (001) planes of atoms in the compressively strain
SrTiO3, there are two steps to complete full diffusion process. A characteristic path
can be envisaged as VO diffusing along the path 1–5–7, as labelled in figure 6.1(a) and
figure 6.3. This can be viewed as the vacancy moving from planes of TiO2 to SrO and
returning to TiO2, for which the notation ∆1−5 and ∆5−7 have been adopted.
The results of the analysis for the diffusion processes first within the (001)-plane,
and then inter-(001)-planes is now presented.
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Figure 6.2: (a) Schematic view showing the [001] displacement of the oxygen
sub-lattice relative to the cation sub-lattice under compressive strain leading
to ferroelectric distortion of SrTiO3 along the [001] direction. (b) shows the
rotation of the TiO6 polyhedral about the axis of compressive strain [001].
Colors of atoms are defined in figure 6.1.
6.3.1 In-plane migration of VO
The symmetry constraint method has been adopted to calculate all the in-plane VO
migration barriers. The in-plane migration barrier for the three charge states of VO as
a function of compressive strain are plotted in figure 6.4. It has been found that up to
around 4% strain, the migration energy varies only very slightly, but above this strain
value there is clear drop in the barrier. It has been noted note that the behaviour is
very similar for all three charge states. The general reduction in activation energy can
be understood as the distance between the oxygen sites become closer with increasing
strain.
The small variation of the energy barrier up to 4% reflects the similarity of the
diffusion mechanism under these values of strain (2% and 4%) and the diffusion in
zero strain cubic SrTiO3. At high values of strain (6% and 8%) the displacement of
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Figure 6.3: Schematic illustration of (a) equivalent in-plane diffusion paths
(∆1−2, ∆2−3, ∆3−4 and ∆4−1) and (b) two non-equivalent, inter-plane diffu-
sion paths, ∆1−5 and ∆5−7. The isotropic bi-axial strain is within the (001)
plane.
the oxygen ions from the titanium layer becomes a significant factor, resulting in a
reduction in the energy barrier.
6.3.2 Inter-plane migration of VO
For the inter-plane diffusion, a full migration trajectory requires (at least) two steps in
the distorted phases, labelled ∆1−5 and ∆5−7 in figure 6.3. The VO migration barrieres
along any of these steps and for the three charge states (neutral, +1, and +2) have
been calculated using the NEB method. The non-equivalence of VO in the TiO2 and
SrO planes is reflected in an energy difference in favor of the TiO2 plane by 61meV,
77meV, and 93meV in the neutral, +1, and +2 charge states, respectively, at 2%
strain.
Under high strains (above 4%), the structure of VO in the SrO plane cannot be
described as a single missing oxygen ion. Instead there is a relaxation over the neigh-
bouring sites in the adjacent TiO2 plane, as shown schematically in figure 6.5(b).
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Figure 6.4: The in-plane VO migration barrier as a function of isotropic,
(001)-plane bi-axial compressive strained, corresponding to the path ∆1−2 in
figure 6.3(a). Circles, triangles and squares refers to neutral, +1, and +2
charge states, respectively.
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Here, the vacancy can be viewed as lying at site 5 in figure 6.5(b), and the oxygen
ions at site 7 and 9 move significantly, approximately in the [001¯] direction. A similar
distortion has been proposed previously for unstrained LaMnO3 [139].
oV
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Figure 6.5: Schematic showing a (010) section passing through a VO centre in
a SrO plane in strained SrTiO3. In (a) the colors are as defined in figure 6.1,
including the TiO6 octahedra. In (b) the dashed circles show the unrelaxed
sites of the oxygen ions in the TiO2, with the open and filled circles indicating
oxygen and titanium atoms, respectively.
The existence of the structural distortion above 4% leads to the possibility for
a reorientation process involving the pair of O-sites that relax toward the vacancy
in the SrO-plane. The two possible arrangements involve the [001¯] displacements
of either sites 7 and 9, or 8 and 10 in figure 6.1(a). Reorientation between these
configurations does not represent a necessary stage in the inter-plane migration, but
could conceivably be a stage in a process where VO alternates between the same TiO2
and SrO planes. It has been found, however, that the barrier for reorientation is not
the rate limiting step for inter-plane diffusion, with calculated activation energies of
1.0 and 0.7 eV at 6% and 8% compressive strain, respectively.
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6.3.2.1 The ∆1−5 step
Figure 6.6(a), (c), and (e) plots the migration barrier as a function of compressive
strain for the first stage of inter-plane diffusion, labelled ∆1−5 in figure 6.3(b). The
diffusion barrier varies in two phases with increasing strain: initially, (up to 4%)
the activation energy increases for all charge states, but for higher strains the barrier
diminishes, so much so that by 8% the activation energy is less than that in unstrained
material.
This behaviour may be explained based upon two factors. First, the bi-axial com-
pressive strain within the (001)-plane yields an elongation in the inter-ion distances
in the [001] direction. Such elongation leads to greater spacing between the atomic
planes along [001] direction. The increased distance that the VO has to traverse be-
tween planes tends to increase the activation energy, and for strains up to 4%) this is
the dominant factor.
Secondly, the existence of structural rearrangements in the SrO plane reduces the
cost of the final point in the ∆1−5 path, so that above 4% the distance and energy
difference between VO in the TiO2 and SrO planes is decreasing with increasing strain,
leading to the reduction in total activation energy.
The greatest variation in the activation energy with charge state among the strains
examined in this study appears at 6% strain, where the neutral oxygen vacancy mi-
grates with a barrier around 0.1 eV lower than the ionized forms. In the neutral charge
state, VO has a deep double-donor level occupied by two electrons. When fully ion-
ized, these absence of the two donor electrons leads to small changes in structure. We
find that the differences are particularly noticeable at 6% strain. Consequently, the
energy difference between the ending and the starting points for this step of diffusion
are more dependent upon charge than for other magnitudes of strain. It has been
found that for the 6% case the barriers are 0.68, 0.79, and 0.83 eV for the neutral,
singly, and doubly ionized charge states, respectively.
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Figure 6.6: Calculated inter-plane VO migration barriers as a function of
compressive strain for diffusion along ∆1−5 step (a, c, and e for neutral, +1,
and +2 , respectively) and ∆5−7 step (b, d, and f for neutral, +1, and +2
, respectively), as shown in figure 6.3. Circles (red line) and squares (green
line) refer to the forward and backward diffusion respectively. The triangles
(blue line) refer to the difference in the energy between the starting and the
ending point of the diffusion.
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Figure 6.7: Side (top) and the perspective views (bottom) of VO in different
sites of compressively strained SrTiO3. (a) the vacancy within the TiO2 plane
(b) the moving of the oxygen ion from the SrO plane to fill the vacancy (in
TiO2 plane) induced a migration of another oxygen ion to take a mid site
between its original site and the vacancy (c) the vacancy at the TiO2-plane
which is equivalent to the vacancy in (a).
6.3.2.2 The ∆5−7 step
As with the ∆1−5 step, the activation energies along the second stage, ∆5−7, have been
plotted, appearing in figure 6.6(b), (d), and (f) as a function of strain for neutral, +1,
and +2 , respectively. The clear trend is for the activation energy to increase with
strain, with the effect so significant that at 6% the activation energy has more than
doubled relative to the barrier in unstrained material. One reason for this dramatic
increase is the same as in the first step: the distance required for the vacancy to
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move is increasing with increasing strain. However, in addition, as has been recently
reported [65], the rotation of the Ti 3d-orbitals due to the AFD reduces their overlap
with oxygen 2p-orbitals within (001)-plane, while it is maintained along the [001]-
direction.
6.4 Summary and conclusions
In summary, density functional calculations have been performed to assertain the im-
pact of interfacial (001) bi-axial compressive strain in SrTiO3 upon the activation
energy for diffusion of the electrically active oxygen vacancy, thought to be important
in processes leading to electrical conduction (leakage current) in the use if SrTiO3 as a
dielectric material. It was found that this strain induces a combination of ferroelectric
and antiferroelectric distortive modes of phase transition in the SrTiO3, with displace-
ment of oxygen ions along the [001] direction relative to the metal ion sub-lattice, and
rotation of the oxygen-octohedra about the same axis.
The impact upon diffusion is highly dependent both upon the magnitude of strain,
and upon the direction of migration relative to the [001]-direction. Up to 50% reduc-
tion in the migration barrier has been found for in-plane migration, suggesting that
such diffusion would increasingly occur at room temperature with increasing strain.
In contrast, since the activation energy for diffusion in the direction normal to the
plane of strain is dictated by the ∆5−7 step, the effect of isotropic bi-axial strain in
the (001) plane is to significantly impede the diffusion in the direction normal to the
plane of strain.
The barrier to injection of VO into an epitaxial film is maximised, according to
the current calculations, where the strain is in the vicinity of 6%, which represents
the maximum in the activation energy calculated in this study. The magnitude of
the barrier, being round 1.5 eV, is sufficiently large to significantly reduce diffusion at
room temperature in the absence of an applied electric field. Even at more modest
strains, the impact of interfacial strain remains significant. At 2% strain, the in-plane
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diffusion remains approximately constant, but the inter-plane barrier has increased
by about 35–50% from 0.8 eV to around 1.1 eV with some variation with charge state.
In biased material, such as would be the case in capacitors or where SrTiO3 is
present as an epitaxial gate dielectric, there would be an effective reduction in the
barrier for charged VO, and an ion drift current may result in a thermal redistribution
of these defects.
Nevertheless, the substantial diffusion anisotropy in compressively strained epi-
taxial material might be adopted as route to confine the diffusivity of these critically
important electrically active defects. As such, strain may be viewed as a mechanism
for the modification of leakage current in SrTiO3 thin-films.
In addition to the impact of compressive strain, its well known that the substrate
on which SrTiO3 film is grown might have an in-plane lattice parameter larger that
the cubic SrTiO3. In such case the strain accommodated by SrTiO3 becomes tensile
with a magnitude depending upon the difference between lattice parameters of cubic
SrTiO3 and the underneath substrate. Tensile strain effects are the subject of the
following chapter.
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Impact of Tensile Strain on the Oxygen
Vacancy Migration in SrTiO3
7.1 Introduction
As mentioned in the previous chapter, strain is an effective tool to control different
properties of metal-oxides and perovskite in particular through phase transitions to
ferroelectric forms [120,125,126,140,141]. Depending upon whether the substrate has
a lattice constant that is smaller or larger than SrTiO3, the strain in the SrTiO3 film
would be either compressive or tensile, respectively. The magnitude and the type of
strain imposed by the substrate are highly driven by lattice mismatch between the
substrate and the grown film. For coherent lattice matching with substrates having
in-plane lattice parameters larger than SrTiO3, bi-axial tensile strain is expected to
accommodate by SrTiO3 film.
The lattice matching of a SrTiO3 thin film to underlying substrate imposes the
in-plane lattice parameters of the substrate upon the oxide, potentially inducing a
phase transition in the thin film. For example, bi-axial tensile strains of around 2.2%
(Pt) [142], 3.4% (Cr) [142], 4.4% (Au) [143], and 8% (TiN) [56], might be considered.
Both tensile and compressive strains alter the dielectric response and tunability of
SrTiO3 [127].
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The impact of bi-axial compressive strain within a (001)–plane on the diffusion of
VO has been analysed in details in the previous chapter, and substantial variations
in the barrier relative to the value of strain were identified [144], in which the VO
in-plane migration barrier was found to reduce by 50%. It is important to note that
the structural phase of SrTiO3 under tensile strain is entirely different from that of
compressive case. It is therefore essential that the impact of tensile strain upon VO
migration is established, and it is this which forms the focus of the current chapter.
In particular, a key aim of this study is to determine whether tensile strain has a
comparable impact to that of compressive strain in terms of VO migration in strained
SrTiO3, since both types of strain exist in practice in SrTiO3 thin films.
This chapter focuses on bi-axial tensile strain in terms of the structural distortion
and polarisation induced in pure SrTiO3. Perhaps more importantly, the impact of
bi-axial tensile strain upon the migration of VO in different charge states is presented
and compared with the results of bi-axial compressive strain.
7.2 Computational Method and Models
Apart from the type of strain, a similar computational approach presented in the
previous chapter (section 6.2) has been adopted to model the (001) bi-axial tensile
strain in SrTiO3. Thus, with reference to equation 6.1, for tensile strain a is chosen
to be larger than a0. Similar to what has been found for (001) bi-axial compressive
strain in the previous chapter, the (001) bi-axial tensile strain breaks the symmetry of
the otherwise cubic SrTiO3, rendering different oxygen sites inequivalent. The lattice
distortion also means that there are several distinct diffusion paths, all of which must
be examined in order to fully characterize the diffusivity of VO in strained SrTiO3.
Again, it is convenient to distinguish oxygen atoms as lying in a (001) plane where
the metal ions are entirely Ti or Sr.
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7.3 Results and Discussion
In line with recent theoretical investigations [125, 127], the structural distortion and
phase transition in SrTiO3 are found to respond sensitively to bi-axial tensile strain.
As shown schematically in figure 7.1, bi-axial tensile strain in a (001)-plane shifts
the oxygen ions relative to the cation sub-lattices. These displacements yield a fer-
roelectric tetragonal phase with polarisation along [110]. The displacement of oxygen
sub-lattices along the [110] direction obtained in this thesis is in good agreement with
experimental results [27].
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Figure 7.1: Schematics of (a) the (001) projection of centrosymmetric un-
strained SrTiO3, (b) tetragonal SrTiO3 with bi-axial tensile strain within
(001)-plane, showing the displacements d[100] and d[010] in the oxygen sub-
lattice, and (c) bi-axially strained SrTiO3 indicating the sequence of TiO2
and SrO (001)-planes parallel to the plane of tension. The oxygen sites 1–4,
are within same TiO2 (001)–plane, and sites 5 and 6 are within the adjacent
SrO (001)-plane.
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Table 7.1: Calculated parameters for isotropic bi-axial (001) tensile strained
SrTiO3. d[100] (= d[010]) (A˚) is the displacement of the oxygen ions along [100]
(and [010]) relative to Ti and Sr. (c/a)FD is the equilibrium ratio obtained
for the ferroelectric distorted structures under strain. Relative energies per
formula unit (meV) are calculated relative to cubic, unstrained SrTiO3 (E1),
and relative to bi-axially strained, centro-symmetric SrTiO3 (E2). (c/a)CS
is the equilibrium ratio for the cubo-symmetric phase.
Strain % d[100] (c/a)FD E1 E2 (c/a)CS
2 0.12 0.97 36 −20 0.97
4 0.19 0.94 133 −79 0.94
6 0.24 0.91 261 −196 0.92
8 0.30 0.89 295 −263 0.90
The structural and energetic analysis of ferroelectric polarized SrTiO3 induced by
strain are listed in table 7.1. The displacements of the oxygen ions along [100] and
[010] (d[100] and d[010] in figure 7.1(b)) are identical. The impact upon the energy
under strain is characterized by two values, which are also indicated in table 7.1: E1
is the increase in energy per formula unit relative to the unstrained form, and E2
is the energy reduction between the centrosymmetric and polarized structures under
strain, indicating the stabilization due to the phase transition.
Referring to figure. 7.1(c), there are two (001)-planes for VO diffusion, viz SrO
and TiO2 planes. The distance between adjacent sites in SrO planes (ions 5 and
6 in figure.7.1(c)) suggests diffusion entirely within these planes is unlikely. This
is confirmed by calculations [144] (unstrained SrTiO3) which shows the VO diffusion
barrier in SrO planes is 4.18 eV, around five times greater than that in the TiO2 planes
at 0.81 eV. Based upon this observation, in-plane diffusion in this study has been
confined to diffusion entirely within TiO2 planes. The calculated migration barrier of
0.81 eV for the neutral VO is within the range of previously reported theoretical [100,
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108] and experimental [107] values. As alluded to in the introduction, VO is understood
to be a double donor, and it is predicted that there are three thermodynamically
stable charge states, which may then diffuse with different activation energies [144].
Given that VO diffusion may be further affected by an applied electric field, such as
in a capacitive device element, it is therefore imperitive that all three charge state
(neutral, +1 and +2) are examined explicitly. In the absence of applied strain, the
activtation energy for diffusion of charged VO has also been examined, with migration
barriers of 0.74 eV and 0.77 eV for the +1 and +2 charge state, respectively. The
relatively higher mobility of the ionized vacancy has support from experiment [109].
7.3.1 In-plane VO migration
The strain-induced shift in the oxygen positions yields anisotropy in the diffusion step
within a TiO2 (001) plane. Figure 7.1(c) and figure 7.2 indicate the oxygen ions can
be categorised into two groups: those (ions 1 and 4) bonded to titanium ions along
[010], and those (ion 2 and 3) along [100]. Despite the distortion, all oxygen atoms
within the plane remain equivalent. For a complete in-plane diffusion process each
oxygen vacancy should pass any consecutive pair of steps indicated in figure.7.2, where
the ∆1−3 and ∆2−4 step are equivalent. The in-plane VO migration barriers along the
∆1−2 and ∆3−4 steps have been calculated using the symmetry constraint method for
all charge states. The NEB method has been adopted to calculate the barriers along
the other two in-plane steps (∆1−3 and ∆2−4).
7.3.1.1 Path ∆1−2
The VO in-plane migration barrier along ∆1−2 as a function of strain is plotted in
figure. 7.3. There is clear reduction in the migration barrier, being 37% at 6% strain.
The general trend in decreasing of the migration barrier in this step can be explained as
resulting from the geometric changes, as follows. As the strain increases, each oxygen
ion remains approximately the same distance from one of its Ti neighbors, with the
distance to the other increasing commensurate with the dilation of the lattice. The
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Figure 7.2: Projection the TiO2-(001) plane showing the VO in-plane diffusion
steps, ∆1−2, ∆1−3, ∆2−4, and ∆3−4. ∆1−3 and ∆2−4 are equivalent. Ti ions
are labelled, with the remaining sites being oxygen.
interaction with the more distance Ti site weakens, so that to reach the saddle point
in the ∆1−2 step requires the breaking of an increasingly weakened bond, reducing the
barrier height with increasing strain. Above 6% strain, the change in structure was
found to be offset by the increase in distance between the oxygen ions, leading to the
relatively modest change in barrier height between 6% and 8% strain.
7.3.1.2 Paths ∆1−3 and ∆2−4
Figure 7.4 shows plot of migration barrier as a function of strain for the two equivalent
steps, ∆1−3 and ∆2−4. Despite small variations with strain and charge state, the plot
shows that for this portion of the diffusion path the barrier varies much less than ∆1−2.
Perhaps more critically, the magnitude of the barriers in these steps are generally
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Figure 7.3: In-plane VO migration barrier as a function of isotropic, (001)
bi-axial tensile strain, for path ∆1−2 (figure. 7.2), each panel showing the
results for a different charge state.
higher than along ∆1−2.
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Figure 7.4: In-plane VO migration barrier as a function of isotropic, (001)
bi-axial tensile strain, for path ∆1−3 (figure. 7.2), each panel showing the
results for a different charge state.
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7.3.1.3 Path ∆3−4
The variation in the VO migration barrier along ∆3−4 as a function of strain and
charge state is plotted in figure.7.5. There is general, and substantial increase in
barrier with increasing strain for all charge states, suggesting that diffusion along this
step is rendered unfavorable under such strain conditions. The increase in barrier
height most probably originates from the relatively large distance between the two
sites between which the step transits.
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Figure 7.5: In-plane VO migration barrier as a function of isotropic, (001) bi-
axial tensile strain, for path ∆3−4 (figure 7.2), each panel showing the results
for a different charge state.
7.3.2 Inter-plane VO migration
All the inter-plane VO migration barriers have been obtained using the NEB method.
For inter-plane migration, i.e. diffusion with a component of displacement perpendic-
ular to the plane of strain, oxygen sites along [011] and [101] are involved in addition
to the sites within the (001) TiO2 planes. As a consequence of the structural dis-
tortions, VO inter-plane migration involves two distinct steps, classified in figure. 7.6.
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There is no distinction between migration within paths approximately within (100)
or (010) planes.
plane of tensile strain
Ti
∆6−3’5−3’∆
3
Ti Ti
Ti
[001]
[100]
[010]
6
3
5
’
∆ 3−5 ∆3−6
Figure 7.6: Schematic view showing the four inter-plane migration steps la-
belled ∆3−5, ∆3−6, ∆5−3′ , and ∆6−3′ . ∆3−5 and ∆3−6 represent VO diffusion
from the TiO2 (001)-plane to the adjacent SrO (001)-plane, and diffusion
from the SrO (001)–plane to the next TiO2 (001)-plane are represented by
∆5−3′ and ∆6−3′ .
As was the case previously found [144] for compressively strained SrTiO3, locating
VO in a SrO plane is energetically unfavorable. The energy difference between VO
in the TiO2 and SrO planes grows monotonically with increasing bi-axial strain up
to 6%, with the magnitudes showing only a very weak dependence on charge state.
However, at 8% the behavior is different, showing a marked charge dependence, which
is going to return to shortly.
Based upon our calculated structures, it can suggest that the variation between
charge states originates from the local structural distortion the VO in SrO (001)-plane,
but is a consequence of the impact of strain upon the spacing between TiO2 (001)-
planes. As strain increases, the inter-layer separation decreases: Ti ions in (001) planes
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separated by a single SrO plane get closer. Then, upon removal of an oxygen ion from
this SrO-plane, the nearest-neighbor Ti-ions experience an electrostatic repulsion, and
they move apart. In the neutral charge state, the donor electrons partially screen this
repulsion, and the distortion is weak and distributed over a number of sites. In the
fully ionized form, the screening is absent, and the distortion that hes been found is
larger, and more localized to the two Ti ion sites. The +1 charge state has a geometric
response intermediate between the two extremes.
Turning to the different diffusion paths and starting with VO within a TiO2 plane,
the first migration step is from one of the four in-plane sites to an oxygen site within
the next SrO-plane. The second step is to any site in the next TiO2 plane. However,
care must be taken to explore all non-equivalent paths to determine the minimum
energy route.
For VO as a missing oxygen ion along [100] relative to the nearest Ti sites, the
first inter-plane step is either along [101] (∆3−6 in figure 7.6) or [1¯01] (∆3−5). The
next step, i.e. the step that takes VO to a new TiO2 layer, may again be either of
these types of step, and the equivalence of the path components means that just two
barriers are required for each strain and charge state. The full migration profile for
the case of 4% strain, neutral charge state is presented as an illustrative example in
figure. 7.7.
In detail, the processes considered are as follows. Starting with the VO at site 3,
the two possible steps are either ∆3−5 or ∆3−6 to end with VO at site 5 or site 6. VO
may then either reverse the step (no net diffusion), step back to the initial TiO2 plane
but to a different oxygen site (representing an in-plane diffusion process), or diffuse
along either ∆5−3′ or ∆6−3′ to complete full inter-plane diffusion process.
The inter-plane VO migration barriers as a function of bi-axial (001) tensile strain
and charge state are plotted in figure.7.8. From the relatively weak strain dependence
of the barrier heights up to 6%, it can be conclude that inter-plane diffusion is not
significantly impacted. However a couple of general points may be made. First, in
the neutral charge state, the diffusion barriers in the two directions (∆3−5 and ∆3−6)
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Figure 7.7: (a) VO inter-plane migration NEB profile for the VO migrating
along the path indicated in (b) for 4% strain. (b) shows schematic views for
VO migration between two TiO2-planes (sites 1 and 3) via a SrO-plane (site
2). Both diagrams represent processes indicated as ∆3−5 followed by ∆5−3′ .
have numerically indistinguishable barriers. This arises because although the paths
are symmetrically distinct, the saddle points are not. The second point is that the
barriers vary more in the ∆3−6 direction than along ∆3−5, with the former showing a
general reduction of 0.1–0.2 eV over the full range of strain considered. The reason for
the reduction along the ∆3−6 path relates to the arguement made in section. 7.3.1.1
for the reduction in the barrier for in-plane diffusion, in that VO is migrating between
two sites most closely associated with a single Ti site. Thus, despite the ∆3−5 path
being shorter than the ∆3−6 path, it is the latter that is more favorable.
For clear picture of the variation found at 8% it is convenient to turn and explain
this variation. Under these conditions, even for the neutral charge state, the ∆3−5 and
∆3−6 paths are distinct. This arises from an addition delocalised structural, bulk-like,
distortion stabilized by the presence of the vacancy. This distortion combines with the
geometric effects outlined above, relating to the screening of the interaction between
the Ti ions where VO lies in the intermediate SrO-plane. For the neutral charge state,
the delocalized distortion at 8% stabilizes this meta-stable structure (a decrease in the
filled circles in figure. 7.8), whereas for the 2+ charge state it does not, and the +1
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lies somewhere between these limits.
7.4 Discussion and conclusions
In the previous chapter examining compressive strain, it has been predicted [144] a
high degree anisotropy in diffusion, with in-plane diffusion significantly ehnanced, and
inter-plane suppressed.
In order to determine whether a comparable effect is present in the current study
of tensile strain, it is necessary to determine the most effective route both in-plane
and inter-plane.
In-plane VO diffusion process may occur entirely within a single TiO2 (001)-plane,
or as desribed in section. 7.3.2, by alternating between TiO2 and SrO (001)–planes.
The two paths are indicated in figure.7.9(a) and (b), with the rate limiting step
indicated in each case. These are ∆1−3 for diffusion entirely within a TiO2 (001)-
plane, and ∆3−5 for diffusion involving a SrO plane.
The barrier height of the rate-limiting step is listed in table 7.2 as a function of
charge and strain. For strains up to 6%, in-plane diffusion involving SrO planes is
energetically more favorable, and only at 8% is diffusion entirely within TiO2 plane
dominant.
In the inter-plane diffusion, the process is less complicated as it is controlled by
∆3−6 as the rate limiting step, the path being indicated in figure.7.9(c). Comparing
the barriers for this step with the minimum valus for in-plane diffusion via either path,
it can seen that the general trend is that under bi-axial tensile strain the VO diffuses
more readily in the direction perpendicular to the plane of tension.
One of the most significant findings to emerge from the current study is that
diffusion both in-plane and inter-plane is predicted to increase under tensile strain:
the barriers decrease in both directions, with the inter-plane diffusion increasing more
rapidly as a function of applied strain, that is the case for in-plane diffusion.
Importantly, this behavior is quite different from the outcome of our previous
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Figure 7.8: Calculated inter-plane VO migration barriers as a function of
in-plane bi-axial tensile strain for diffusion along ∆3−5 (diamonds) and ∆5−3′
(triangles), with (a), (c), and (e) representing neutral, +1, and +2 charge
states, respectively. For the ∆3−6 (open circles) and ∆6−3′ (squares) the
neutral, +1, and +2 charge states are plotted in (b), (d), and (f), respectively.
The paths are shown in figure. 7.7. In each plot, the filled circles represent
the energy difference between VO in the TiO2 and SrO planes, equal to the
difference in the forward and reverse barrier heights.
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Table 7.2: Diffusion barriers for the rate limiting steps for the in-plane and
inter-plane paths shown in figure 7.9. For in-plane, the values in parentheses
refer to path (b). For each value of strain, the value in bold face indicates
which in-plane path ((a) or (b)) is lower in energy, and the underline indicates
which of (a), (b) or (c) has the lowest barrier. The unstrained values are
included for comparison.
in-plane inter-plane
Strain % Neurtal +1 +2 Neutral +1 +2
0 0.81(0.81) 0.74(0.74) 0.77(0.77) 0.81 0.74 0.77
2 0.73(0.71) 0.78(0.77) 0.85(0.78) 0.71 0.72 0.70
4 0.69(0.68) 0.75(0.70) 0.78(0.73) 0.69 0.66 0.64
6 0.72(0.71) 0.75(0.73) 0.79(0.74) 0.72 0.69 0.63
8 0.69(0.75) 0.75(0.78) 0.73(0.80) 0.63 0.63 0.58
study for compressively strained SrTiO3 [144]. One might have assumed that the
impact upon diffusion would simply be reversed when the sign of the in-plane strain
is reversed, which would logically suggest that in-plane diffusion under tensile strain
might be suppressed. However, this is not the case. Most likely due to the change
of phase under tensile strain, in-plane diffusion is predicted to increase under both
tensile and compressive strains!
In summary, as a key factor leading to resistive switching and undesirable leak-
age current mechanisms in SrTiO3 thin films, VO migration under interfacial (001)
bi-axial tensile strain has been investigated utilizing density functional theory calcu-
lations. Structural distortion in the underlying crystal structure of SrTiO3 driven by
the bi-axial strain has been included. The subsequent phase transition invloving dis-
placement of oxygen sub-lattice relative to the Ti and Sr sub-lattices yields anisotropy
in both in-plane and inter-plane VO diffusion trajectories.
A modest reduction in the barrier has been found in comparison to that determined
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(a) (b)
(c)
Figure 7.9: Schematic views of VO diffusion process for (a) in-plane diffusion
completely within TiO2 (001)–plane. (b) in-plane diffusion involving both
TiO2 (001) and SrO (001) planes. (c) The inter-plane diffusion. The blue
arrows point to the rate limiting step for each diffusion process.
for compressive strain [144]. The barrier for diffusion exhibits a general decrease with
increasing tensile strain, with inter-plane diffusion decreasing more rapidly than in-
plane. In contrast to the findings for compressive strain [144] where the diffusion
barriers significantly diverge between in-plane and inter-plane, under (001) bi-axial
tensile-strain the diffusion of VO is predicted to increase in all directions, albeit more
so in the direction perpendicular to the plane of strain.
Based upon the predicted impact of both compressive and tensile bi-axial strain
within (001) plane upon VO diffusion in epitaxial SrTiO3 films, it can conclde that
compressive strain is a potential route for limiting injection of electrically active VO
CHAPTER 7. IMPACT OF TENSILE STRAIN ON THE OXYGEN VACANCY
MIGRATION IN SRTIO3
7.4. DISCUSSION AND CONCLUSIONS 100
centres, whereas tensile strain enhances diffusion in this direction, which may be
advantageous in resistive switching devices.
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Structural, Electronic and Optical
Properties of Zn doped SrTiO3
8.1 Introduction
Leakage current and dielectric loss are the most critical parameters affecting the di-
electric functionality of thin film SrTiO3, and extensive theoretical and experimental
studies have been published regarding the mechanisms underlying resistive switching
and the origin of leakage current in thin film SrTiO3 [61, 93–96]. SrTiO3 thin films
often exhibit n-type conductivity for which oxygen vacancies (VO) are thought to be
responsible. The VO is a donor [101,105,113,114] and migrates [115,117] with a barrier
between 0.60 and 0.98 eV, and theoretically with a barrier of 0.72 eV in the doubly
ionized form [144]. Several models have been proposed for the control of the oxygen
vacancy through manipulating its diffusivity and passivating its electrical activity,
and in the previous chapters bi-axial strain has been shown to be an effective route
for controlling migration [144, 145]. Further to the impact of strain upon the migra-
tion of the oxygen vacancy, doping provides a potentially promising route for either
compensating for or trapping VO, with acceptor dopants in the B-site being used to
manipulate n-type conductivity in SrTiO3 [30, 31] and other perovskites [32].
Whether occurring by accident or deliberately included during the growth of the
101
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material, point defects are of major interest in the field of materials science. The
theme of doping with metal or non-metal elements is the subject of wide interest for
the purpose of tailoring the various properties of a material. In SrTiO3, doping with
several elements has been shown to be effective in controlling the electrical, electronic,
and optical properties of this material.
A recent experimental study [33] has shown that Zn improves the photocatalytic
activity of SrTiO3. Additionally, a theoretical investigation has found that Zn has a
great impact upon its optical and ferroelectric properties [146]. According to the latter
study, the ionic radius and the charge state place Zn at the Sr-site. However, there are
limits to how far transition metal impurities can be hosted by the A-site in SrTiO3,
with Sc [147], V [147], Cr [30,34,148,149], Mn [150], Fe [150], Co [150,151], Ni [152],
and Cu [153] being located at the B-site. In addition, the formation of acceptors in
oxygen-deficient SrTiO3 may be expected to result in local charge compensation via
oxygen vacancies [154].
Despite the growing body of evidence for the role of metallic defects in SrTiO3, zinc
has received relatively little attention. A key question is whether or not Zn might act
as a trapping centre for electrically active VO in SrTiO3. First principles simulations
provide a reliable guide to experimental investigations through a systematic study
of structural, electronic and optical properties, as well as potentially identifying the
mechanisms for tuning these properties through computational materials design. In
this study, density functional theory calculations have been performed to investigate
the structural and electronic properties of Zn-doped B-site SrTiO3 and its binding
with VO.
8.2 Computational Method and Models
Structural optimisation is performed adopting the conjugate gradients scheme, with
the optimized structures having forces on each atom of less than 10−3 atomic units,
and a final structural optimisation step is required to result in a reduction in the
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total energy of < 10−5 Ha. In the determination of the equilibrium structures, all
atoms are allowed to relax. Additionally, avoiding any symmetry constraint during
the optimisation, the energy for each defect structure has been examined against the
symmetry of the lattice.
The binding energy of the ZnTi–VO complex has been calculated using equa-
tion 4.10 as defined in section 4.4 In the calculation of ZnTi–VO binding energies,
different cell sizes have been adopted. The lattice type, vectors and number of atoms
are listed in table 3.3. Unless otherwise stated, the results are taken from calculations
for a 160-atom cell.
8.3 Results and Discussion
The structural, electronic and electrical properties of Zn in various sites in SrTiO3
are described in the following sections. These include Zni, ZnSr, ZnTi, the ZnTi-VO
complex and ZnO. The thermodynamics of SrTiO3 as well as the most likely structures
of Zn-doped SrTiO3 are then presented.
8.3.1 Interstitial Zn
The probability of Zn to be sited as interstitial Zni in SrTiO3 has been investigated.
Figure 8.1 shows the optimised structure of Zni in SrTiO3. As is clear from the
figure, Zni coordinates interstitially in line between two axial Sr ions, pushing them
apart from the centro-symmetric site along the [001] direction. Furthermore, the Zni
site is equidistant from four O ions within the (001) plane. The four Zn-O bond
lengths have been calculated at around 1.93 A˚, as labelled in figure 8.1 for one of
these bonds. In addition to the interstitial site described previously (Sr-Zn-Sr along
the [001] direction), Zni might site in two other satellite sites. These two possible sites
can be described as the Sr-Zn-Sr chain along [100] and [010], where the two Sr ions
are relaxed away from the Zn ion along the [100] and [010] directions respectively.
Thus, Zni might form four Zn-O bonds within the (100) or (010) planes based upon
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the interstitial site. The energy barrier of Zni to reorient between any two equivalent
sites has been calculated at around 1.03±0.04 eV for either neutral or ionized forms
(+2 charge state).
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9
Figure 8.1: Schematic structure of the optimised Zni centre in SrTiO3. Green,
gray, red, and blue spheres represent Sr, Ti, O, and Zn respectively. Selected
bond-lengths are indicated in A˚. The system is oriented so that the vertical
and horizontal directions are [001] and [100] respectively, with an off-axis
presentation used to aid clarity.
Figure 8.2 shows the band structure of Zni in SrTiO3 on top of the band structure
for pure SrTiO3 for comparison. It seems from the electronic structure in figure 8.2
that the insertion of up to 3% of Zn in SrTiO3 induces small perturbations in the
electronic structure, represented by mismatches in the band edges between the pure
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and Zn-doped systems. Additionally, there is a clear indication that doping with
Zn as an interstitial defect in SrTiO3 pushes the electron chemical potential up to
the conduction band minimum. Within the framework of the current computational
approach, and given a sufficient concentration of Zni, it is possible to conclude that
Zni might lead to the n-type conductivity of SrTiO3. However the concentration of
Zn and the inclusion of the relevant thermodynamical parameters are important in
controlling such an outcome.
Based upon the band structure of the neutral system in figure 8.2, it is expected
that Zni will be ionised in the +1 and +2 charge states. The charge-dependent
formation energies for various charge states are shown in figure 8.3. According to
current results, the +2 charge state is stable over a wide range in the band gap, with
+1 stabilised in the upper part of the calculated band gap.
Figure 8.4 shows the band structure of Zni in the +2 charge state. It deviates from
the band structure of the neutral system (figure 8.2) in the appearance of the state in
the valence band top. As seen in figure 8.4, the state is clear at some high symmetry
points (N and P) along the path in the BZ. Visualisation analysis has been carried
out to find the origin of such a state. According to the results shown in figure 8.5, the
state represents the anti-bonding interaction between the O-2p and Zn-3d orbitals.
8.3.2 Zn substituting for Sr
The optimised structure of Sr substituted by Zn in SrTiO3 is shown in figure 8.6. The
placement of Zn in the A-site perturbs the symmetry of the lattice after relaxation.
During the optimisation of the structure, Zn has relaxed toward the nearest surround-
ing oxygen ions, forming the Zn-O bonds shown in figure 8.6. Further calculation has
been carried out with Zn constrained in the high symmetry site of Sr (symmetry
constraint optimisation), from which it is determined that the on-site structure is
1.32 eV higher in energy than the fully relaxed, low-symmetry form depicted in the
figure. The optimised Zn-O bond lengths are labelled in figure 8.6. It is worth noting
that the A-site in SrTiO3 nominally has 12 oxygen ions as first nearest neighbours,
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Figure 8.2: The electronic band structure along high symmetry directions in
the Brillouin zone in the vicinity of the band-gap for Zni in the neutral charge
state in SrTiO3. In both cases the shaded regions show the underlying bands
of defect-free SrTiO3. For both bulk doped systems the valence band top was
set to zero.
so that there are many symmetrically equivalent forms of the ZnSr, all with the same
energy, but differing in crystallographic orientation. Using the NEB method [54, 55],
the energy barrier of reorientation has been calculated to be around just 0.15±0.03 eV.
It is noted that the off-site structure is similar to other impurities such as Bi [155]
and Ca [156] which have been reported to produce an off-centre geometry in SrTiO3.
The off-centre relaxation of impurities in SrTiO3 has great importance, since it affects
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Figure 8.3: Plot of Ef vs. µe for Zni in SrTiO3 calculated using 160 atoms.
its dielectric properties [155, 156].
The electronic structure of ZnSr is shown in figure 8.7. It is clear from the figure
that substituting Sr with Zn results in an electrically inactive centre, as it does not
produce any gap state. Such an electronic structure of ZnSr can be understood as a
consequence of the iso-electronic nature of Zn+2 and Sr+2. However, the structural
distortion described in figure 8.6 induces an opening in the band gap of Sr1−xZnxTiO3
in comparison with the pure system.
8.3.3 Zn substituting for Ti
The optimized structure of Zn substituting for Ti is shown in figure 8.8. In this
ZnTi is labelled (a) and has six neighbouring oxygen ions (labelled b–g), reminiscent
of bonding in rock-salt ZnO. Furthermore, the distance between oxygen and Zn at
4.04 A˚ is comparable to the calculated lattice constant of the rock-salt phase ZnO
at 4.22 A˚, as well as values in the literature from experiments (4.28 A˚ [157, 158])
and theory (4.25 A˚ [159] and 4.22 A˚ [157]). The Zn–O bond-lengths are around 5%
longer than the host Ti–O bonds, so the presence of ZnTi is expected to result in an
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Figure 8.4: Electronic band structure along high symmetry directions in the
BZ in the vicinity of the band-gap for doubly ionised Zni in SrTiO3. In both
cases the shaded regions show the underlying bands of defect-free SrTiO3.
For both the bulk doped systems the valence band top was set to zero.
expansion of the lattice. The expansion can also be linked to the larger ionic radius
of Zn+2 (0.74 A˚) relative to Ti+4 (0.68 A˚).
It is worth noting that in the ionized forms the optimized structure differs from
that in the neutral charge state by 1% and 0.7% increases in the Zn–O bond-length
for the −1 and −2 charge states respectively.
The expansion around the Zn site is very limited, as can be seen from the Ti–O
bond-lengths shown in figure 8.8. The bond between atoms i and j is slightly longer
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Figure 8.5: Schematics showing wave functions of O-2p state and Zn-3d state
localised at the valence band at the high symmetry point (P point of the
path shown in figure 8.4) in the Brillouin zone. Grey, red and brown colours
refer to Ti, O and Zn respectively. The system is oriented so that (001) is
the plane of the paper.
in comparison to that in bulk SrTiO3: it is 1.95 A˚ c.f. 1.93 A˚ in bulk. In contrast,
the Ti–O bond in line with the Zn–O bond (g to h) is just 1.82 A˚, which is around
7% smaller than its bulk equivalent. This implies that there is local dilation in the
defective system but the expansion is effectively limited to the immediate vicinity of
(ZnTi).
Given the difference in the formal oxidation states expected for Ti and Zn at this
site, ZnTi may be expected to be a double acceptor and, depending upon the location
of the level, it could lead to p-type conductivity. It is therefore of particular interest to
determine the electronic and electrical properties of ZnTi. The electronic structure of
ZnTi in the neutral charge state is shown in figure 8.9. At the simulation concentration
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Figure 8.6: Schematic structure of the optimised ZnSr centre in SrTiO3.
Green, grey, red, and blue spheres represent Sr, Ti, O, and Zn respectively.
Selected bond-lengths are indicated in A˚. The system is oriented so that the
vertical and horizontal directions are [001] and [100] respectively, with an
off-axis presentation used to aid clarity.
of around 3% substitution of Ti by Zn, there is possibly a small increase in the band-
gap. Similar behaviour has been observed for ZnTi in BaTiO3 [160] and ZnSr in SrTiO3
(as shown above in section 8.3.2). More significantly, the electron chemical potential
lies just below the valence-band top in the simulation, suggesting the possibility of
Zn-related p-type conductivity for SrTiO3. Such a deficit of electrons may trap to the
electrons released from the formation of VO.
As seen in figure 8.9, an acceptor state has been created in the vicinity of the
valence band top. Figure 8.10 shows a plot of the formation energies of ZnTi in
various expected charge states (neutral, −1 and −2) as a function of electron chemical
potential. According to the plot, the (−/0) level has been calculated as being around
Ev+0.16 eV and the transition to−2 charge state (−1/−2) is Ev+0.67 eV. This further
supports the proposal that ZnTi will act as a shallow acceptor in SrTiO3.
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Figure 8.7: Electronic band structure along high symmetry directions in the
BZ in the vicinity of the band-gap for Sr1−xZnxTiO3. In both cases the shaded
regions show the underlying bands of defect-free SrTiO3. For both the bulk
bands and ZnSr, the valence band tops were set to zero.
8.3.4 Zn substituting for Ti complexed with an oxygen va-
cancy
As-grown n-type conductivity is generally ascribed to the formation of VO, so the
creation of an acceptor may provide a route to the removal of the electrons released
from VO. Such a compensation mechanism has been previously investigated where
3d-transition metal doping was used to analyse reduction conditions in SrTiO3 [161].
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Figure 8.8: Schematic structure of the optimized ZnTi centre in SrTiO3.
Green, gray, red, and blue spheres represent Sr, Ti, O, and Zn respectively.
The six oxygen ions adjacent to Zn ions are labelled as b–g, and the small
arrows indicate the direction of movement during the optimization. Selected
bond-lengths are indicated in A˚. The system is oriented so that the verti-
cal and horizontal directions are [001] and [100] respectively, with an off-axis
presentation used to aid clarity.
Therefore, systems made up of ZnTi and VO have been modelled. The vacancy has
been sited at increasing distances from ZnTi, in the first, second and third oxygen
shells relative to the Zn site. It has been found that VO energetically favours the first
neighbouring oxygen shell (i.e. missing one of six oxygen ions connected to Zn ion,
shown as sites b–g in figure 8.8). The energy difference between the vacancy in the
first and second oxygen shells around ZnTi has been calculated to be around 700meV,
and for the difference between the first and third oxygen shells it is 530meV. The
optimized structure of this nearest-neighbour pair is shown in figure 8.11.
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Figure 8.9: The electronic band structure along high symmetry directions in
the Brillouin zone in the vicinity of the band-gap for ZnTi in SrTiO3. The
shaded regions show the underlying bands of defect-free SrTiO3. For the bulk
band the valence band top is set to zero, whereas for ZnTi zero represents the
Fermi energy.
The electronic structure of the pair of defects (ZnTi and VO) is shown in figure 8.12.
In comparison with the band structure of ZnTi shown in figure 8.9, it is clear that the
acceptor state created by ZnTi has been filled with the Fermi energy moving into the
band-gap. The most widely accepted mechanism for such a difference in the electronic
structure is the trapping of the two electrons released by the creation of a VO adjacent
to Zn. The absence of the acceptor state created by ZnTi implies the trapping of the
two electrons released by the formation of the VO. Additionally, the defect complex
does not give rise to any states in the band-gap, which demonstrates the stabilisation
of the complex in the neutral charge state.
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Figure 8.10: Plot of Ef vs. µe for SrTi1−xZnxO3 calculated using 160 atoms.
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Figure 8.11: Schematic of the optimized structure of ZnTi–VO. Colours and
labeling follow those in figure 8.8.
The favourability of VO being formed adjacent to the Zn ion can be explained on
the basis of both structural and electrostatic effects. As highlighted above, ZnTi leads
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to a local dilation of the lattice. In the complex in shown figure 8.11, the location of
the vacancy allows Zn to relax toward the vacancy, accommodating the zinc ion more
easily. In particular, the axial Zn–O and Ti–O bond lengths of 1.94 A˚ and 1.76 A˚
respectively, illustrate the difference between the relaxation of Zn and Ti ions next to
the vacancy.
Secondly, electrostatic interactions would be expected to lead to this complex
formation. As has been widely established in the literature, VO is a double donor, and
the complex may therefore logically be described as Zn−2Ti –V
+2
O . This acceptor–donor
pair will be expected to be coulombically bound, and to form an isoelectronic defect.
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Figure 8.12: Electronic band structure along high symmetry directions in the
BZ in the vicinity of the band-gap for ZnTi–VO in SrTiO3. The shaded regions
show the underlying bands of defect-free SrTiO3. For both the bulk bands
and ZnTi–VO, the valence band top is set to zero.
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The magnitude of the binding energy for the reaction
ZnTi–VO ⇔ Zn−2Ti + V +2O
can be calculated using equation 4.10. For a system with periodic boundary condi-
tions, especially those involving charged defects, it is important to assess the impact
of cell size. The binding energy has been calculated using various cell sizes of 80, 135,
160, 270, 320 and 540 atoms. For all but the smallest cell size the binding energy
is calculated to be in a relatively narrow range of values, and based upon the three
largest cell sizes the binding energy is estimated at around 0.81±0.08 eV. This value
is sufficiently large to imply the association of the two defects at room temperature.
Additionally, it is worth mentioning that the calculated value of binding energy is
higher than those previously reported for Al
Ti
–VO (0.15 eV) [162] and FeTi-VO (0.3–
0.4 eV) [163,164].
For a process following Boltzmann statistics, and for a dissociation rate of 1Hz,
a crude estimate for an attempt frequency of 16THz, and further assuming that the
dissociation barrier is the sum of the binding energy and the migration barrier of V +2O
(estimated [144] at 0.72 eV), a temperature has been calculated to be around 600K.
This, therefore, might be viewed as a rough estimate of the growth temperature below
which one might expect ZnTi to be incorporated along with a neighbouring oxygen
vacancy, and the temperature above which one would need to anneal such a material
to activate the ZnTi acceptors.
In the event of the incorporation of ZnTi as isolated acceptors, it can be concluded
based upon the relatively high binding that ZnTi is a candidate for a room temperature
trap for VO in SrTiO3.
8.3.5 Zn Substituting for O
The probability of Zn acting as an anion by substituting for oxygen is discussed in this
section. As has been reported in chapter-5, the ground state structure of SrTiO3 is
cubic. In this structure all of the oxygen sites within the oxygen sub-lattice have the
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Figure 8.13: Schematic structure of the optimised ZnO in SrTiO3. Green,
gray, red, and blue spheres represent Sr, Ti, O, and Zn, respectively. Selected
bond-lengths are indicated in A˚. The system is oriented so that the vertical
and horizontal directions are [001] and [100], respectively, with an off-axis
presentation used to aid clarity.
same symmetry and are equivalent. Each oxygen ion is bonded to two neighbouring
Ti ions, with the direction of bonds along any of three crystallographic directions
([100], [010] and [001]). In the modelling of Zn substituting for O in SrTiO3, one
of the oxygen ions in the oxygen sub-lattice has been replaced with one Zn ion in
the periodic cell. Figure 8.13 shows the fully optimised structure of Zn substituting
for O in SrTiO3, indicating the substantial extent of the structural rearrangement
during optimisation. The Zn ion relaxes towards two nearby oxygen ions, forming two
equidistant Zn-O bonds with bond lengths of 2.03A˚, and leaving empty the original
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oxygen site into which the Zn ion was inserted. Indeed, disreagrding the Zn site, the
outward relaxation of the two Ti ions at the core of the defect is reminiscent of the a
bulk oxygen vacancy centre.
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Figure 8.14: Electronic band structure along high symmetry directions in the
BZ in the vicinity of the band-gap for the neutral (a) and +2 charge state
(b) of ZnO in SrTiO3. In both cases the shaded regions show the underlying
bands of defect-free SrTiO3.
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Figure 8.14 shows the band structure of ZnO in its neutral charge state, from which
it is clear that ZnO is expected to be an electrically active defect. It introduces a fully
occupied gap state in the middle of the band gap. The electron chemical potential
lies around the conduction band minimum, producing an n-type doping effect.
Figure 8.15: Schematics showing wave functions of O-2p , Ti-3d and Zn-4s
states localised at the middle of the band gap as shown in figure 8.14(b).
Grey, red and brown colours refer to Ti, O and Zn respectively. The system
is oriented to show Zn and nearby O and Ti ions.
The electrical levels of ZnO have been calculated from the formation energies as
a function of µe as plotted in figure 8.16. Based upon the electronic structure of
the neutral system, one might expect that ZnO can be ionised with different charge
states. As seen from the plot, it is clear that ZnO behaves as a donor defect with a +3
charge state being stable at the valence band top. The transition to a +2 charge state
has been calculated at around 0.1 eV above the maximum of the valence band. The
+2 charge state is stable over a wide range of values of µe up to around Ev+1.3 eV,
where the +1 charge state becomes more stable in the upper part of the energy gap.
Although the precise location of the donor levels is uncertain, the estimates made here
indicate that ZnO, as with ZnSr and Zni, would tend to lead to n-type SrTiO3.
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Figure 8.16: Plot of Ef vs. µe for ZnO in SrTiO3 calculated using 160 atoms.
8.4 Thermodynamics of Zn in SrTiO3
As mentioned in chapter 4, the formation energy depends upon the chemical potentials
of the elements in the system and upon the electron chemical potential in the case of
charged defects. It can be written as follows:
Ef(X, q) = Etot(X, q)−∑
i
µi + qµe + χ(X, q) (8.1)
where Etot(X, q) is the total energy for the supercell hosting the defect X in charge
state q. µi refers to the chemical potential of the atomic species, and in the case of
Zn-doped SrTiO3 it will be (i = Sr, Ti, O and Zn). The atomic chemical potential
of each element is defined as referring to the energy per atom in its elemental phase.
Here Sr and Ti have been modelled in their ground state metallic phases, whereas
the energy of oxygen atoms has been calculated as half of the energy of the oxygen
molecule in the gas phase. In order to prevent the formation of these species in their
elemental phase during the growth of SrTiO3, the chemical potential of each species
should be lower than the energy per atom in the elemental phase. These can be
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written as follows:
µTi − µTi(metal) ≤ 0 , µSr − µSr(metal) ≤ 0 , µO − µO(gas) ≤ 0 (8.2)
It is obvious from equation 8.1 that the chemical potentials of the species have
a significant impact upon the accuracy of the analysis, and they must be carefully
chosen. µe is the chemical potential of the electrons defined as zero at the valence
band maximum, and the last term in equation 8.1 (χ(X, q)) denotes the correction
for periodic boundary conditions adopted in the modelling of the periodic supercell.
Prior to the calculations of defect formation energies, the thermodynamic stability
of SrTiO3 relative to the chemical potential of its species has to be defined. In the
thermodynamically stable condition of SrTiO3, the chemical potentials of the three
elemental species (µSr, µTi and µO) should satisfy the following formula:
µSr + µTi + 3µO = µSTO (8.3)
Here µSTO is the total energy per formula unit of pure SrTiO3, and it has been
calculated at around −18.0 eV. The calculated value is higher than that recently
reported of −16.2 eV [34]. However, the calculated formation enthalpy of the related
binary compounds listed in table 8.1 are close to the experimental values, and such
convergence with experiment strengthens the argument for the approach adopted.
In addition, for a ternary system there is the possibility of the formation of binary
compounds by the combination of any two elements, such us SrO, SrO2, TiO, TiO2
and Ti2O3. The formation enthalpies of these compounds have been calculated and
compared with other experimental and theoretical values as listed in table 8.1.
The formation of these compounds during the growth of pure SrTiO3 is undesirable
and must be avoided. So, for this purpose, the following thermodynamic constraints
must be satisfied:
µSr + µO < µSrO (8.4)
µSr + 2× µO < µSrO2 (8.5)
µTi + µO < µTiO (8.6)
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Table 8.1: Experimental and calculated formation enthalpy ( eV/atom) for
various binary compounds in the Sr-Ti-O ternary system.
Material Experiment [165] Theory [102] Current calculations
SrO −3.07 −3.36 −3.50
TiO −2.81 −3.04 −2.82
TiO2 −3.24 −3.76 −3.41
Ti2O3 −3.15 −3.38 −3.31
µTi + 2× µO < µTiO2 (8.7)
2× µTi + 3×µO < µTi2O3 (8.8)
Adopting equation 8.3 and applying all constraints in equations (8.2-8.8) defines a
region in 2−dimensional µSr–µTi parameter-space where SrTiO3 is thermodynamically
stable relative to the elemental phase of its three elements and relative to other possible
related compounds, as shown in figure 8.17. The boundaries of this region are formed
where compounds become thermodynamically more stable than SrTiO3. For instance,
in the metal-rich condition (where both µSr and µTi are zero in the plot), the bulk
metallic forms of these elements become more prevalent than the compounds. In a
similar manner, the other related materials SrO, TiO, TiO2 and Ti2O3 and oxygen
gas form other boundaries. The calculated stable region of SrTiO3 is in reasonable
agreement with that recently reported using a similar procedure [34, 35].
Adopting a similar procedure to that reported in recent studies for Cr-doped
SrTiO3 [34, 35], the chemical potential of Zn must be selected based upon the Zn-
containing phase. µZn has been calculated based upon the relevant materials, includ-
ing Zn-metal, ZnO and ZnTiO3. Figure 8.18 shows the Zn chemical potential diagram
as a function of µSr and µTi with µO uniquely defined by equation 8.3.
As seen from figure 8.18, in the stable region of SrTiO3 the stability of µZn can
be derived either from Zn-metal or Zn in ZnO. The prevalence of µZn derived from
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Figure 8.17: Schematic illustration of the chemical potential diagram corre-
sponding to the growth condition of thermodynamically stable SrTiO3. The
relative chemical potential of Sr and Ti should be within the shaded area for
stable growth of SrTiO3
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Figure 8.18: Plot illustrating the phases containing Zn over the same range
of µSr and µTi in figure.8.17
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ZnO in that region of SrTiO3 can be understood as a consequence of the oxygen-
rich conditions in that region. Similarly, in the region of metal-rich conditions, µZn
corresponds to its metal form (µZn derived from Zn-metal). Using equation 8.1, the
thermodynamics of Zn under various electron chemical potentials can also be exam-
ined. The electron chemical potential varies from the energy of the valence band top
to the minimum of conduction bands. So, setting the valence band top to zero means
that µe will vary from 0→ Eg.
The likely structural site of Zn in SrTiO3 can be examined using equation 8.1 and
considering the stable thermodynamic conditions (see figure 8.17) described earlier.
The minimum energy structure of the Zn species as a function of µSr and µTi has
been calculated over different values of µe. For the p-type condition of SrTiO3 where
µe = 0, figure 8.19 shows the most stable structures of Zn under various growth
conditions. According to the figure, and as expected, neutral systems and those with
donor behaviour are the most likely structures to be formed in this condition. However,
the plot shows a surprising outcome represented by the stabilization of interstitial Zn
and the complex of ZnTi-VO over a wide part of the SrTiO3 stable region. In oxygen-
rich metal-lean conditions, Zn is found to either substitute for Sr (the green region
in figure 8.19) or for Ti with VO being bound in the latter case (the blue region in
figure 8.19). On the other hand, in oxygen-lean conditions, the substitution of Zn
with oxygen is more favoured, with a doubly ionised form (+2) (the yellow region in
figure 8.19). As an interstitial defect, Zn+2i is found to be stable in an central region
of the SrTiO3-stable region (the red region in figure 8.19). The stabilisation of Zn+2i
separating the substitution of anion and cations might indicate that Zni is a critical
structure in altering the substitution from oxygen to metal with a higher probability
for Sr. What is unexpected from the plot is that Zn substituting for Ti is not stable
in any region of SrTiO3.
As the chemical potential of the electron rises toward the middle of the calculated
band gap, figure 8.20 shows the most likely structure to be formed around this condi-
tion of µe. As seen from the figure, substitution for O is limited to a small region of
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Figure 8.19: Graph illustrating the calculated equilibrium form of Zn-related
defects with respect to the atomic chemical potentials for µe=Ev. The
SrTiO3-stable region is superimposed (solid black line), and the Zn source
phase is indicated by the dashed lines (figure 8.18)
oxygen deficient conditions. Additionally, the substitution of Zn for Sr becomes less
significant in comparison with the previous case. The other important characteristic
shown in this figure is the appearance of ZnTi in the −2 charge state in metal-lean
conditions. Furthermore, the ZnTi-VO complex is still dominant in a significant part
of the SrTiO3-stable region.
For n-type SrTiO3 where the electron chemical potential is set to be at the con-
duction band minimum, the prevailing defect structures are shown in figure 8.21.
Unsurprisingly, an electron-accepting system is the dominant structure and in com-
petition with the ZnTi-VO complex. It is clear that the Zn is favourable to purely
substitute for Ti under metal-lean conditions, with substitution for Sr being less
significant. Additionally, in its complex with the oxygen vacancy, Zn−2Ti is still the
dominant substitution form of Zn even in metal-rich conditions.
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Figure 8.20: Graph illustrating the calculated equilibrium form of Zn-related
defects with respect to atomic chemical potentials for µe=Eg/2. The SrTiO3-
stable region is superimposed (solid black line), and the Zn source phase is
indicated by the dashed lines (figure 8.18)
8.5 Conclusions
The impact of Zn substituting for Sr, Ti, O and as an interstitial site on the structural,
electrical and electronic properties of SrTiO3 has been investigated. It has been shown
that substituting for Sr produces an off-centre relaxation of the Zn ion apart from the
high centro-symmetric site of Sr, but does not induce any electrical or electronic levels.
In its interstitial site, Zni coordinates mid-way along the Sr-Sr chain in the [100], [010]
or [001] directions forming four Zn-O bonds. The results for the electrical properties
of Zni show that +2 is the stable charge state over a large range of values of µe in the
band gap. Substitution for the anion is found to be electrically active, with the +2
charge state and a deep localised state in the middle of the band gap.
The results show that ZnTi induces a relatively small local structural dilation
around the defect, and produces a shallow acceptor level, possibly resulting in the
formation of p-type SrTiO3. The interaction the ZnTi double acceptors with the
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Figure 8.21: Graph illustrating calculated equilibrium form of Zn-related de-
fects with respect to the atomic chemical potentials for µe=Ec. The SrTiO3-
stable region is superimposed (solid black line), and the Zn source phase is
indicated by the dashed lines (figure.8.18).
common as-grown native defect, the oxygen vacancy, as double donor, is energetically
favoured. The calculations suggest that VO favours the first oxygen shell, and then
lies directly adjacent to the Zn ion. The resulting electrically passive defect can be
viewed either as a double-acceptor–double-donor compensated pair or, in terms of
crystal composition, that locally the material is an alloy of SrTiO3, SrO and ZnO.
For example, in the 160-atom super-cell simulations, the defect-free system can be
described as (SrTiO3)32, and the defect containing cell as (SrTiO3)31(SrO)(ZnO), so
that a stoichiometric ZnO unit replaces a native stiochiometric TiO2 group. The
positive and relatively high value of binding energy (0.81±0.08 eV) in comparison
with previously reported Fe and Al analogues implies that the system is potentially a
good candidate for gettering oxygen vacancies, with the ZnTi–VO complex estimated
to be bound up to around 600K.
The thermodynamic approach adopted in this thesis shows that, in the p-type
SrTiO3, the donor and neutral systems are more favourable. These include ZnO
+2 in
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oxygen-lean conditions, ZnSr and the ZnTi-VO complex in metal-lean conditions and,
unexpectedly, Zni
+2 has appeared in the middle of the SrTiO3 stable region. Raising
the Fermi energy up to the conduction band minimum, substituting for Ti was found
to be more dominant, either purely with a -2 charge state of the simple substitution,
or as a complex with the oxygen vacancy (ZnTi-VO).
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Chapter 9
Summary and Future Work
9.1 Summary
The objective of this study was to investigate the oxygen vacancy and zinc impurities
in SrTiO3 to provide a clearer understanding of their roles in this material. The impact
of bi-axial tensile and compressive strain up to 8% upon the structural and ferroelectric
properties of SrTiO3 have been investigated. More importantly, the impact of such
bi-axial strain upon the migration of oxygen vacancies has formed the major part of
the results in this thesis. Doping with Zn in SrTiO3 and its interaction with VO have
been investigated structurally, electronically and electrically.
The results of calculations of the structural and electronic properties of defect-free
cubic SrTiO3 have been found to be in good agreement with previous theoretical and
experimental studies. Moreover, the anti-ferroelectric distortive phase of SrTiO3 at
low temperature has been described with excellent agreement with previous inves-
tigations. The agreement with other experimental and theoretical investigations in
describing the paraelectric cubic and anti-ferroelectric tetragonal structures of SrTiO3
provides a sound basis for further calculations in this thesis.
The calculations of VO in cubic SrTiO3 have been carried out with different cell
sizes and different sampling schemes. These calculations include those for structure,
electrical properties and the migration of VO in the three relevant charge states. It
130
9.1. SUMMARY 131
has been found that using 135 atoms is insufficient for comprehensive analysis of
VO. The convergence of the structural and migration analysis of VO using 160 atoms
in comparison with other larger cells (270, 320 and 540 atoms) shows that the cell
with 160 atoms is an adequate cell size for the calculation of VO properties. The
use of a 160 atom cell has shown excellent convergence even in the ionised form of
VO, where the electrostatic interaction between VO and its periodic image is higher
than the elastic interaction. In addition to the convergence of cell size, the effect
of the sampling scheme has also been tested. The magnitude of the VO migration
barrier in cubic SrTiO3 calculated in this study is shown to be in agreement with
previous theoretical calculations. However, it has been found that the use of the Γ
point approximation leads to poorly converged values even with 320 atom cells.
The impact of (001) bi-axial compressive and tensile strain upon the structure,
polarisation and VO migration in SrTiO3 has been investigated. The values of strain
included in this study were 2%, 4%, 6% and 8% for both compressive and tensile strain.
It has been found that bi-axial compressive strain induces ferroelectric distortion
represented by the displacement of the oxygen sub-lattice along the [001] direction
relative to metal sub-lattices. With some values of strain (4% and 6%), an anti-
ferroelectric distortion appeared alongside to the ferroelectric distortion. The anti-
ferroelectric distortion can be described as the rotation of adjacent TiO6 units opposite
to each other about the axis of compressive strain.
Unlike polarisation under the compressive strain, tensile strain has been found
to induce a displacement of the oxygen sub-lattice along the [110] direction without
any anti-ferroelectric rotation. Thus, the bi-axially tensile strained SrTiO3 is po-
larised along the [110] direction. The structural distortion induced by both tensile
and compressive strain render the oxygen sites non-symmetrical. This implies that
the migration process of VO in bi-axially strained SrTiO3 differs from that in cubic
unstrained SrTiO3.
In term of the VO migration barrier under strain, it has been shown that the in-
plane migration barrier is reduced by around 50% with an increase in the (001) bi-axial
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compressive strain. This implies that VO migrates easily within the plane of strain at
room temperature. In contrast, the inter-plane VO diffusion is hindered with increasing
strain, suggesting that the migration along this direction is unfavourable under (001)
bi-axial compressive strain even at the lowest value of strain (2%) investigated in this
thesis. In the case of (001) bi-axial tensile strain, it has been found that the barriers
of migration are reduced for both in-plane and inter-plane migration. This is contrary
to the case with compressive strain where a clear divergence between the in-plane
and out-plane diffusion has been shown. So, VO can migrate relatively easily in all
directions under (001) bi-axial tensile strain. However, the reduction in the migration
barrier is modest in comparison with that in the in-plane case under compressive
strain. Based upon these conclusions, it can be stated that bi-axial compressive strain
is a useful route to reduce the diffusion of electrically active VO leading to a reduction
in the leakage current caused by VO migration. On the other hand, the enhancement
in VO diffusion under (001) bi-axial tensile strain is potentially beneficial for resistive
switching devices.
For Zn-doped SrTiO3, it has been shown that the substitution of Sr with Zn
induces structural distortion which can be described by the off-centre optimisation
of Zn away from the high symmetry site. Additionally, ZnSr does not produce any
electrical and electrical effects. The substitution of Ti with Zn leads to an internal
strain which originates from the offset between the Ti-O and Zn-O bond lengths, with
the difference in valence between Ti and Zn rendering ZnTi a shallow acceptor. With
+2 being the most stable charge state, Zn substituting for O is electrically active with
a deep state localised in the middle of the calculated band gap. The interstitial form of
Zn in SrTiO3 has also been studied, and it has been shown that Zn sites interstitially
between two Sr ions along the 〈100〉 pushing them apart. The reorientation of Zni
between its symmetrical site has a barrier around 1.03±0.04 eV. It has also been
shown that the +2 charge state is electrically favourable over a wide range of µe.
Based upon the thermodynamic approach adopted for this thesis for Zn in SrTiO3,
it has been found that, for p-type SrTiO3, ZnSr and ZnTi-VO are the dominant struc-
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tures in metal-lean conditions. As expected, ZnO appears under oxygen-lean condition
with a +2 charge state. In metal-lean conditions and for µe=Ec, Zn has more favoura-
bility to substitute for Ti in the −2 charge state. In oxygen-lean conditions, however,
the formation of oxygen vacancies is strongly favoured. It has been shown that VO
may be bound to ZnTi with a binding energy of around 0.81 ± 0.08 eV, and with no
states in the gap.
9.2 Future Works
Given the various conclusions drown from the results presented in this study, other
possibilities have emerged for future investigation. Firstly, the impact of bi-axial
strain on the structural, electrical and electronic properties of other important defects,
such as transition elements, in SrTiO3 should be considered. Secondly, the adopted
thermodynamic approach can be used to study the thermodynamics of various defects
in other perovskite oxides such as PTO and BaTiO3. Finally, new density functional
approximations could be applied such as the screened exchange method, where the
electronic structure of the system investigated and hence its properties, are expected
to be closer to the outcomes of experimental investigations.
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