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Abstract
New families of time-dependent potentials related to the parametric oscillator
are introduced. This is achieved by introducing some general time-dependent op-
erators that factorize the appropriate constant of motion (quantum invariant) of
the parametric oscillator, leading to new families of quantum invariants that are
almost-isospectral to the initial one. Then, the respective time-dependent Hamilto-
nians are constructed, and the solutions of the Schro¨dinger equation are determined
from the intertwining relationships and by finding the appropriate time-dependent
complex-phases of the Lewis-Riesenfeld approach. To illustrate the results, the set
of parameters of the new potentials are fixed such that a family of time-dependent
rational extensions of the parametric oscillator is obtained. Moreover, the rational
extensions of the harmonic oscillator are recovered in the appropriate limit.
1 Introduction
The dynamics of non-relativistic quantum systems is determined from the solutions of
the Schro¨dinger equation, where the Hamiltonian operator characterize the system. For
a wide variety of systems, it is sufficient to consider stationary models (time-independent
Hamiltonians), such as the harmonic oscillator, Hydrogen atom, diatomic and polyatomic
interactions, just to mention some examples. In such case, the time-evolution operator
allows to decompose the Schro¨dinger into a stationary eigenvalue equation. Even for
stationary systems, only some few models are known to admit exact solutions and thus
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the search of new exactly solvable model becomes a challenging task. Remarkably, the
factorization method [1–5] becomes an outstanding technique to explore the existence
of new solvable stationary models. The latter is achieved by inspecting the eigenvalue
equation associated with the Hamiltonian of an already known solvable model and re-
lating it with the Darboux transformation [6]. In this form, a wide class of new exactly
solvable models have been reported in the literature for Hermitian Hamiltonians [7–9],
non-Hermitian Hamiltonians with real spectrum in the PT and non-PT regime [10–15]
and position-dependent mass models [16–18], just to mention some applications.
The class of exactly solvable time-dependent Hamiltonians is less known, since in gen-
eral it is not possible to identify an eigenvalue equation for the Hamiltonian and the
existence of an orthogonal set of solutions can not be taken for granted. To address these
systems, sometimes we have to rely on approximation techniques such as the sudden
and the adiabatic approximations [19]. Therefore, the search of exactly solvable time-
dependent models becomes a relevant task in the field of mathematical physics. Despite
the complexity, time-dependent phenomena find interesting applications in electromag-
netic traps of charged particles [20–23], and also in classical optics analogs under the
paraxial approximation [24], where electromagnetic waves propagate in a spatial-varying
dielectric media [25, 26]. The parametric oscillator (nonstationary oscillator [27, 28]) is
perhaps the most well known time-dependent model in quantum mechanics that admits a
set of exact solutions. It is characterized by an oscillator-like interaction with a frequency
term that depends on time, it was studied by Lewis and Riesenfeld [29,30] for both clas-
sical and quantum systems. Indeed, for the quantum model, a set of orthogonal solutions
is found by constructing the appropriate constant of motion (quantum invariant) of the
system and solving the spectral problem associated with it. Such an approach has been
essential to find the solutions of other time-dependent systems such as the nonstationary
oscillator with a singular barrier [31] and the Caldirola-Kanai oscillator [32].
In this text, we explore the construction of new exactly solvable models associated with
the parametric oscillator. To this end, we take advantage of the nonstationary spectral
problem associated with one of the constants of motion of the system. The factorization
method is then implemented to generated new families of operators that share their spec-
tral properties with the initial invariant. These new operators are not quantum invariants
of the parametric oscillator, but it can be shown that they are constants of motion of
some new families of time-dependent Hamiltonians. The solutions of the parametric os-
cillator are thus mapped into solutions of the Schro¨dinger equation associated with the
new Hamiltonians.
In previous works, an alternative approach to construct time-dependent models was
proposed by Bagrov and Samsonov [33], where the intertwining relations between two
Schro¨dinger equations are introduced in order to generate new exactly solvable models.
The method by itself does not provide information about the constants of motion of the
system. Moreover, it is not granted that the mapping of an orthogonal set of solutions from
the initial model would lead to an orthogonal set of solutions for the new model, see [34].
Nevertheless, some interesting new exactly solvable models has been constructed in this
way [34–37]. From our approach, the constants of motion are obtained by construction
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and the orthogonality of the new set of solutions is inherited from the initial parametric
oscillator model and the factorization operators.
The organization of this paper is as follows. In Sec. 2 we briefly summarize the ap-
proach of Lewis-Reisenfeld [30]. In Sec. 3, we implement the factorization method to the
spectral problem associated with the appropriate quantum invariant of the parametric os-
cillator. The latter allows to construct quantum invariants that are associated with some
new families of time-dependent Hamiltonians. The mechanism to generate the respective
solutions is also discussed. In particular, the rational extensions of the parametric oscilla-
tor for both the one-step and two-step factorizations are presented in Sec. 4, the solutions
of which are expressed in terms of a family of time-dependent exceptional Hermite poly-
nomials. To illustrate our results, in Sec. 5 we consider two specific frequency profiles,
chosen in such a way that both periodic and non-periodic solutions are obtained. In addi-
tion, we show that the stationary rational extensions of the harmonic oscillator, reported
in [38, 39], are recovered in the appropriate limit. App. A contains the explicit calcu-
lation of the time-dependent complex-phase required in the Lewis-Riesenfeld approach
to determine the solutions of the Schro¨dinger equation. In App. B we show the explicit
calculations used to determine the time-dependent Hamiltonians from their respective
constants of motion.
2 Time-dependent parametric oscillator
The Hamiltonian associated with the parametric oscillator is defined through the quadratic
form
H0ptq “ pˆ2 ` Ω2ptqxˆ2 ` F ptqxˆ` VptqIˆ , rxˆ, pˆs “ i~Iˆ , (1)
where xˆ and pˆ stand for the canonical position and momentum observables, respectively.
The term F ptq represents a driving force and Vptq a time-dependent zero-point energy.
To simplify the notation, the identity operator Iˆ will be omitted each time it multiplies
a time-dependent function or a constant. Without loss of generality, we consider a null
zero-point energy term (see Sec. 3.1.1). The solutions of the parametric oscillator (1) are
determined from the Schro¨dinger equation
i
B
Btψ
p0qpx, tq “ H0ptqψp0qpx, tq . (2)
Given that the Hamiltonian depends explicitly on time, Eq. (2) can not be decomposed
into an eigenvalue equation for Hˆ0ptq. Nevertheless, a set of orthogonal solutions can still
be found following the approach proposed by Lewis and Riesenfeld [29, 30], where the
appropriate constant of motion (invariant operator or quantum invariant) of the system,
computed from the condition
d
dt
I0ptq “ irH0ptq, I0ptqs ` BBtI0ptq “ 0 , (3)
admits a nonstationary eigenvalue equation of the form
I0ptqϕp0qn px, tq “ λp0qn ϕp0qn px, tq , (4)
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with ϕnpx, tq the n-th nonstationary eigenfunction and λp0qn the respective time-independent
eigenvalue [30]. For F ptq “ 0, the invariant operator has been found with the aid of an
appropriate ansatz [30], whereas for F ptq ‰ 0 it has been found through the use of geo-
metrical transformations [28,40]. For the case under consideration we have
I0ptq “ σ2pˆ2`
ˆ
9σ2
4
` 1
σ2
˙
xˆ2´ σ 9σ
2
pxˆpˆ` pˆxˆq`σWpˆ`
ˆ
2
γ
σ2
´ W 9σ
2
˙
xˆ`
ˆ
γ2
σ2
` W
2
4
˙
,
(5)
where 9z “ dz{dt stands for the time derivative. The real-valued functions σptq, γptq and
Wptq are determined from
:σ ` 4Ω2ptqσ “ 4
σ3
, :γ ` 4Ω2ptqγ “ 2F ptq , W “ σ 9γ ´ 9σγ . (6)
Notice that σptq solves the nonlinear Ermakov equation [41, 42], which has been studied
extensively in the literature (for a detailed discussion see also [12,14]). A general solution
is provided by the nonlinear superposition
σ2ptq “ aq21ptq ` bq1ptqq2ptq ` cq22ptq , b2 ´ 4ac “ ´ 16w20 , a, c ą 0 , (7)
where q1,2 are two linearly independent solutions of the linear equation
:q1,2 ` 4Ω2ptqq1,2 “ 0 , (8)
with the Wronskian W pq1, q2q “ w0 ‰ 0 in general a complex constant. The constraints
on a, b, c given in (7) ensure that σ2ptq ą 0 at each time. From (8) it follows that q1 and
q2 correspond to two linear independent solutions of the classical equation of motion for
the parametric oscillator. In turn, from (6), γptq solves the classical parametric oscillator
subjected to an external driving force 2F ptq.
The eigenfunctions ϕ
p0q
n px, tq are computed with the help of the factorization I0ptq “
A:A`1, where the operators A and A: are introduced, in analogy to the boson ladder op-
erators [43], as a combination of linear terms in xˆ and pˆ with time-dependent coefficients.
After some calculations we find
A “ σ BBx`
ˆ
1
σ
´ i 9σ
2
˙
x`
ˆ
γ
σ
` iW
2
˙
, A: “ ´σ BBx`
ˆ
1
σ
` i 9σ
2
˙
x`
ˆ
γ
σ
´ iW
2
˙
, (9)
where in (9) we have used the coordinate representation xˆ Ñ x and pˆ Ñ 1
i
d
dx
. On the
other hand, straightforward calculations lead to the following commutation rules:
rA,A:s “ 2 , rI0, As “ ´2A , rI0, A:s “ 2A: . (10)
Therefore, A and A: are ladder operators for the eigenfunctions of the invariant operator
I0ptq,
Aϕ
p0q
n`1 “
?
2n` 1ϕp0qn , A:ϕp0qn “
?
2n` 1ϕp0qn`1 , n “ 0, 1, ¨ ¨ ¨ . (11)
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The eigenfunction ϕ
p0q
0 px, tq is computed, in analogy to the stationary oscillator case, from
the condition Aϕ
p0q
0 “ 0. For n ‰ 0, the eigenfunctions ϕp0qn are obtained from the iterated
action of A: on ϕp0q0 . We thus get [40]
ϕp0qn px, tq “
d
1
2nn!
?
pi
exp
„ˆ
´1
2
` i 9σσ
4
˙´x` γ
σ
¯2
´ i 9γ
2
x

1?
σ
Hn
´x` γ
σ
¯
, (12)
with Hnpzq the Hermite polynomials [44] and ϕp0qn px, tq associated with the eigenvalue
λp0qn “ 2n` 1 n “ 0, 1, ¨ ¨ ¨ . (13)
The orthogonality and normalization of the set tϕp0qn px, tqu8n“0 was computed with respect
to the physical inner-product
xϕp0qm ptq|ϕp0qn ptqy “
ż 8
´8
dx
“
ϕp0qm px, tq
‰˚
ϕp0qn px, tq “ δn,m , (14)
where z˚ denotes the complex conjugate of z. Eq. (14) holds provided that both eigen-
functions are evaluated at the same time. In general we have xψp0qm pt1q|ψnptqy ‰ δn,m for
t ‰ t1.
It is worth to remark that ϕ
p0q
n px, tq is not a solution to the Schro¨dinger equation (2).
However, we can identify a complete set of solutions after finding the appropriate time-
dependent complex-phase [30] of the form
ψp0qn px, tq “ eiχ
p0q
n ptqϕp0qn px, tq , (15)
where χ
p0q
n ptq is computed after substituting (15) in (2). It leads to
9χp0qn ptq “ xϕp0qn ptq|i BBt ´H0ptq|ϕ
p0q
n ptqy . (16)
The complex-phases χ
p0q
n ptq have been found in the literature using several methods [28,
30,40]. For the case under consideration it is given as (see App. A)
χp0qn ptq “ ´γ 9γ4 `
1
2
ż t
dt1F pt1qγpt1q ´ p2n` 1q
ż t dt1
σ2pt1q , (17)
where the last integral in (17) can be expressed in terms of q1,2ptq in (8) as [14]ż t dt1
σ2pt1q “
1
2
arctan
„
w0
4
ˆ
b` 2cq2
q1
˙
. (18)
An additional property of the ladder operators A and A: is given by their relation
with the canonical position and momentum operators xˆ and pˆ, respectively. From (9) we
find
xˆ “ σ
2
`
A` A:˘´ γ , pˆ “ 1
2
`
ΞA` Ξ˚A:˘´ 9γ
2
, Ξptq “ ´ i
σ
` 9σ
2
. (19)
From this, expectation values for the physical quadratures can be computed with ease, as
we discuss in the following section.
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2.1 Harmonic oscillator limit
From the parametric oscillator Hamiltonian (1) it is clear that a constant frequency and
a null driving force lead us to the harmonic oscillator Hamiltonian. That is, for Ω2ptq “ 1
and F ptq “ 0 we obtain
H0ptq|Ωptq“1
F ptq“0
Ñ H “ pˆ2 ` xˆ2 . (20)
In such case, the invariant operator I0ptq is still a time-dependent operator and it becomes
a constant of motion of H. Moreover, the solutions of σ and γ, computed from (6), are
given as
σ2ptq “ a` c
2
` a´ c
2
cos 4t`?ac´ 1 sin 4t , γptq “ A cosp2t` φq , (21)
with A P R an amplitude of oscillation, φ P r0, 2pis a phase-shift and the constraint
b “ 2?ac´ 1 has been used. Interestingly, for a, b ‰ 1, the solutions (15) reduce to
ψp0qn px, tq “ 1a
2nn!σ
?
pi
exp
"
´
ˆ
´1
2
` i 9σσ
4
˙´x` γ
σ
¯2
´ i 9γ
2
x´ i 9γγ
4
*
ˆ exp
"
´ i
2
p2n` 1q arctan `?ac´ 1` c tan 2t˘* Hn ´x` γ
σ
¯
. (22)
From (22) it is clear that n “ 0 leads to the wave function of the conventional squeezed
states evolving in time, for an explicit expression see [45, 46]. The oscillation amplitude
A and the phase-shift φ play the role of the modulus and complex-phase of the coherence
parameter, respectively. Moreover, the constants a and c give information about the
squeezing parameter. On the other hand, for general n and after some calculations,
it may be shown that (22) leads to the more general family of squeezed number states
introduced in [45].
For the special case a “ c “ 1, the solutions (21) simply become
σptq “ 1 , γptq “ A cosp2t` φq , (23)
and
W “ 9γ , χp0qn ptq “ ´γ 9γ2 ´ p2n` 1qt . (24)
The invariant operator, the eigenfunctions ϕ
p0q
n px, tq and the solutions to the Schro¨dinger
equation reduce to
I0ptq “ pˆ2 ` xˆ2 ` 9γpˆ` 2γxˆ`A2 , (25)
ϕp0qn px, tq “ e´ 12 px`γq
2
d
1
2nn!
?
pi
Hn px` γq , ψp0qn px, tq “ e´i
γ 9γ
2
´ip2n`1qtϕp0qn px, tq , (26)
respectively. After using xˆ and pˆ given in (19), together with the algebraic properties
of the ladder operators, we obtain that the mean values xxˆyn “ xψp0qn ptq|xˆ|ψp0qn ptqy and
xpˆyn “ xψp0qn ptq|pˆ|ψp0qn ptqy are given by
xxˆyn “ ´γ “ ´A cosp2t` φq , xpˆyn “ ´ 9γ
2
“ A sinp2t` φq . (27)
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From the latter, we can rewrite the solutions (26) in the convenient form
ψp0qn px, tq “ exp
„
´1
2
px´ xxˆynq2 ` ixpˆynx´ ixxˆynxpˆyn
2
´ i p2n` 1q t

Hn px´ xxˆynqa
2nn!
?
pi
.
(28)
For n “ 0, we recover the time evolution of the conventional coherent states of the
harmonic oscillator (Glauber coherent states) [47]. Moreover, for arbitrary n we obtain
the more general class of displaced number states [45], also known as generalized coherent
states [48].
The variances for the physical position and momentum observables associated with
either the displaced (28) or the squeezed number states (22) can be computed with ease
from the relations (19), together with the action of the ladder operators. Although, these
results will not be discussed in this work, for details see [45, 48].
3 New exactly solvable time-dependent potentials
For stationary systems, the factorization method provides an outstanding technique to
explore the construction of new exactly solvable models [1–3]. The latter is possible since
stationary Hamiltonians admit an eigenvalue equation that has the form required for the
Darboux transformation [6]. In turn, for time-dependent models, the method can not be
applied in a straightforward way, as mentioned before, no eigenvalue equation is associ-
ated with the Hamiltonian. However, by generalizing the set of factorization operators
introduced in (9), it is possible to factorize the nonstationary eigenvalue equation (4).
The inverted order of the factorization leads to new operators whose spectral properties
are inherited from I0ptq. Moreover, these new operators are the quantum invariants re-
lated to some new time-dependent Hamiltonians, where the latter can be constructed with
ease. The respective solutions of the Schro¨dinger are determined through the action of
the factorization operators on the eigenfunctions of I0ptq, and by finding the appropriate
complex-phases.
3.1 One-step factorization
In Sec. 2 we have introduced a set of ladder operators (9) that factorize I0ptq. In the
spirit of the factorization method of the harmonic oscillator [8], we introduce a generalized
couple of operators of the form
B1 :“ A` F1 ” σ BBx `
ˆ
1
σ
´ i 9σ
2
˙
x`
ˆ
γ
σ
` iW
2
˙
` F1 , B:1 “ A: ` F1 , (29)
with F1 “ F1px, tq a real-valued function and tA,A:u the set of ladder operators of the
parametric oscillator (9). The new operators B1 and B
:
1 are constructed such that I0ptq
factorizes as
I0ptq “ B:1B1 ` 1 , 1 ď λp0q0 . (30)
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After substituting (29) into (30) and comparing terms with (5), we find that F1px, tq is
solution to the Riccati equation [49]
´ σBF1Bx ` 2
´x` γ
σ
¯
F1 ` F21 ` 1 ´ 1 “ 0 . (31)
The latter can be rewritten in a more convenient form by introducing a reparametrization
zpx, tq and a function W1pzq of the form
zpx, tq :“ x` γ
σ
, F1pzq :“ ´z `W1pzq , (32)
such that we recover the well known form of the Riccati equation
´ BW1Bz `W
2
1 “ z2 ´ 1 . (33)
The latter is linearizable into the eigenvalue equation
´ B
2u1
Bz2 ` z
2u1 “ 1u1 , W1 “ ´ 1u1
Bu1
Bz , u1 “ u1pzq . (34)
Thus, the factorization operators are completely determined once we compute the seed
function u1pzq, which turns out to be an eigenfunction of the stationary oscillator with
eigenvalue 1, it can be either a physical or a nonphysical solution. Its explicit form will
be discussed in the following sections.
Now, we construct a new operator I1ptq by inverting the order of the factorization
in (30), after some algebra we obtain
I1ptq :“ B1ptqB:1ptq ` 1 “ I0ptq ` 2σBW1Bx “ I0ptq ´ 2
B2
Bz2 lnu1pzq . (35)
It is clear that I1ptq is not in general a constant of motion of H0ptq, but we can find a
time-dependent Hamiltonian H1ptq for which I1ptq is the respective invariant. To this end
we introduce the ansatz H1ptq “ H0ptq `GptqFpzq, with Gptq and Fpzq to be determined
from the condition
dI1ptq
dt
“ irH1ptq, I1ptqs ` BI1ptqBt “ 0 . (36)
Straightforward calculation shows that H1ptq is given, in coordinate representation, as
(see App. B for details)
H1ptq “ ´ B
2
Bx2 ` V1px, tq , V1px, tq “ V0px, tq ´
2
σ2
B2
Bz2 lnu1pzq , (37)
where
V0px, tq “ Ω2ptqx2 ` F ptqx . (38)
Thus, the solutions of the Schro¨dinger equation
i
B
Btψ
p1q “ H1ptqψp1q , (39)
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are computed following the discussion of Sec. 2. Indeed, we first solve the spectral problem
I1ptqϕp1qn px, tq “ λp1qn ϕp1qn px, tq , (40)
with λ
p1q
n and ϕ
p1q
n px, tq being the eigenvalues and eigenfunctions of I1ptq=(35), respec-
tively. Such a task is achieved by using the intertwining relationships between I0 and I1,
constructed from (30) and (35) as
B1I0ptq “ I1ptqB1 , (41a)
B:1I1ptq “ I0ptqB:1 . (41b)
Thus, it is clear that the respective action of (41a) and (41b) on the eigenfunctions
ϕ
p0q
n px, tq and ϕp1qn px, tq leads to
I1ptq
`
B1|ϕp0qn ptqy
˘ “ λp0qn `B1|ϕp0qn ptqy˘ , (42a)
I0ptq
´
B:1|ϕp1qn ptqy
¯
“ λp1qn
´
B:1|ϕp1qn ptqy
¯
, (42b)
The operator B1 maps ϕ
p0q
n into an eigenfunction of I1ptq with eigenvalue λp0qn , whereas
B:1 reverse the mapping. From (42a)-(42b), we construct the orthonormal set Sp1q “
tϕp1qθn u8n“0, with elements
ϕ
p1q
θn
px, tq “ 1b
λ
p0q
n ´ 1
B1ϕ
p0q
n px, tq , n “ 0, 1, ¨ ¨ ¨ , (43)
where θn is an ordering function that dictates how to arrange the eigenfunctions accord-
ing to their eigenvalues or, equivalently, to their number of nodes. The normalization
factor has been determined from the properties of the intertwining relations and the fac-
torization (30). Before discussing the form of θn we inspect the completeness of the set
Sp1q.
Let us suppose that there is an eigenfunction ϕ
p1q
1 , henceforth called the missing state,
orthogonal to ϕ
p1q
θn
, for every n “ 0, 1, ¨ ¨ ¨ . If the missing state is the trivial solution,
ϕ
p1q
1 “ 0, we say that Sp1q is already a complete set of solutions. On the other hand,
if the missing state has finite-norm, it must be added to the set of solution, that is,
Sp1qc “ tϕp1q1 px, tqu Y Sp1q. The orthogonality condition of the missing state with respect
to each ϕ
p1q
θn
=(43) implies
xϕp1q1 ptq|B1|ϕp0qn ptqy “ 0 , n “ 0, 1, ¨ ¨ ¨ , (44)
from where we obtain the condition B:1|ϕp1q1 ptqy “ 0. After some algebra we arrive to
ϕp1q1 px, tq “ N1
ei
9σ
4σ
px`γq2´i 9γ
2
x
?
σu1pzpx, tqq , (45)
9
i BBtψ
p0q “ H0ptqψp0q i BBtψp1q “ H1ptqψp1q
I0ptqϕp0qn “ λp0qn ϕp0qn I1ptqϕp1qn “ λp1qn ϕp1qn
I0ptq “ B:1B1 ` 1 I1ptq “ B1B:1 ` 1
ψ
p0q
n “ eiχp0qn ptqϕp0qn ψp1qn “ eiχp1qn ptqϕp1qn
Figure 1: Schematic procedure of the factorization method applied to the invariant oper-
ator of the parametric oscillator.
with N1 the normalization constant. From B:1|ϕp1q1 ptqy “ 0 and the factorization (35)
it follows that the missing state corresponds to the eigenvalue λp1q “ 1. Moreover, if
|N1 |2 ‰ 0, the ordering function takes the form θn “ n`1 and the ordered eigenfunctions
and eigenvalues are respectively given by
ϕ
p1q
0 px, tq “ ϕp1q1 px, tq , ϕp1qn`1px, tq “
1b
λ
p0q
n ´ 1
B1ϕ
p0q
n px, tq , (46)
λ
p1q
0 “ 1 , λp1qn`1 “ λp0qn “ 2n` 1 , n “ 0, 1, ¨ ¨ ¨ . (47)
Now, the solutions of the Schro¨dinger equation (39) are determined by adding the
complex-phase χ
p1q
n ptq to ϕp1qn px, tq as
ψp1qn px, tq “ eiχ
p1q
n ptqϕp1qn px, tq , (48)
where
9χp1qptq “ xϕp1qn ptq|i BBt ´H1ptq|ϕ
p1q
n ptqy . (49)
After some calculations we get (see App.A)
χp1qn ptq “ ´λp1qn
ż t dt1
σ2pt1q ´
γ 9γ
4
` 1
2
ż t
dt1γpt1qF pt1q . (50)
We thus have constructed a new time-dependent Hamiltonian H1ptq, together with the
respective complete set of solutions tψp1qn px, tqu8n“0. A summary of the method is depicted
in the diagram of Fig.1.
3.1.1 Shape invariant case
As a special case we have 1 “ 1, where u1 “ e´z2{2 is a particular solution of (34).
This leads to W1 “ z and F1 “ 0. Thus, the factorization operators B1 and B:1 reduce
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respectively to the ladder operators A and A: given in (9). The new quantum invariant
and the Hamiltonian take the form
(51)
respectively. The invariant operator I1ptq is just the initial one displaced by two units.
Thus, we can identify I1ptq with the class of shape invariant operators related to I0ptq
(see [4,5] for examples in the stationary case). Moreover, I1ptq is a constant of motion of
both H0ptq and H1ptq, that is,
dI1ptq
dt
“ irH0ptq, I1ptqs ` BI1Bt “ irH1, I1ptqs `
BI1ptq
Bt “ 0 . (52)
Therefore, H0ptq and H1ptq must lead to equivalent solutions. To prove the latter, let us
consider ψp0q and ψp1q as the respective solutions of the Schro¨dinger equations
i
B
Btψ
p0q “ H0ptqψp0q , i BBtψ
p1q “ H1ptqψp1q “
ˆ
H0ptq ` 2
σ2
˙
ψp1q , (53)
and suppose that both solutions are related through a time-dependent factor, ψp1q “
gptqψp0q. After substituting the latter in the Schro¨dinger equation for H1ptq in (53) we
get
ψp1qpx, tq “ e´2i
şt dt1 σ´2pt1qψp0qpx, tq . (54)
Then, the solutions differ only by a global complex-phase and both H0ptq and H1ptq are
equivalent. This also explains why Vptq “ 0 in (1) is as general as the case Vptq ‰ 0.
3.2 Two-step factorization
The factorization developed so far can be iterated as many times as needed. In each
iteration we construct a new invariant operator and the time-dependent Hamiltonian
related to it. For simplicity, we consider the two-step factorization. Higher orders will be
obtained in complete analogy.
Following the construction of Sec. 3.1, we introduce an alternative couple of operators
B2 :“ A` F2 , B:2 :“ A: ` F2 , F2 “ ´z `W2 , z “ x` γσ , (55)
where F2px, tq and W2pzq are real-valued functions. The operators B2 and B:2 factorize
the previously generated invariant operator I1ptq=(35) as
I1ptq “ B:2B2 ` 2 , 2 ă λp0q0 . (56)
After some algebra we recover again a Riccati equation for W2, solved through the linear
equation
´ B
2v2
Bz2 `
ˆ
z2 ` 2BW1Bz
˙
v2 “ 2v2 , W2 “ ´ 1v2
Bv2
Bz , (57)
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with v2pzq the seed function of the two-step factorization. Notice that v2 solves an
eigenvalue problem associated with a deformed oscillator potential, and it can be rewritten
in terms of the respective seed functions of the one-step case (34) as
v2 “ Wp1, 2qu1 , Wp1, 2q “ u1
Bu2
Bz ´ u2
Bu1
Bz , (58)
where u2pzq solves the harmonic oscillator eigenvalue equation (34) with eigenvalue 2.
We thus rewrite W2pzq in terms of the seed functions u1 and u2 as
W2px, tq “ ´ BBz lnWp1, 2q ´W1px, tq , (59)
with W1px, tq given in (34). Now, the inverted factorization of (56) leads to a new invariant
operator
I2ptq “ B2B:2 ` 2 “ I1 ` 2σ BBxW2 “ I0 ` 2
B
BzWp1, 2q . (60)
In a similar way to the one-step case, the new time-dependent Hamiltonian is given by
(see App. B)
H2ptq “ ´ B
2
Bx2 ` V2px, tq , (61)
where the new time-dependent potential is
V2px, tq “ V1px, tq ` 2
σ2
BW2
Bz “ V0px, tq ´
2
σ2
B2
Bz2 lnWp1, 2q , (62)
with V0px, tq given in (38). Then, the spectral information of the eigenvalue problem
I2ptqϕp2qn px, tq “ λp2qn ϕp2qn px, tq , (63)
is determined from I1, which has been already solved in the previous section. With the
use of both the factorization (56) and (60), along with the intertwining relations of the
one-step case (41a)-(41b), we arrive to relationships of the form#
I2B2 “ B2I1
I1B
:
2 “ B:I2
,
#
I2B2B1 “ B2B1I0
I0B
:
1B
:
2 “ B:1B:2I2
. (64)
The first set of intertwining relations in (64) allows to connect the spectral information of
I2 with that of I1, see Fig. 2. In turn, the second set of relations connects I2 directly to the
initial quantum invariant I0. Thus, B2 maps the eigenfunctions of I1 into eigenfunctions
of I2, and B2B1 maps the eigenfunctions of I0 into the respective ones of I2. Additionally,
in analogy to the discussion of the missing state of Sec.(3), there is an eigenfunction
ϕ2 associated with the eigenvalue 2 which is not obtained from the previous mappings.
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Therefore, we construct the complete set of normalized eigenfunctions Sp2qc “ tϕp2qn u8n“0 as
ϕ
p2q
n`2 “
B2ϕ
p1q
n`1b
λ
p1q
n`1 ´ 2
“ B2B1ϕ
p0q
nc´
λ
p0q
n ´ 2
¯´
λ
p0q
n ´ 1
¯ , n “ 0, 1, ¨ ¨ ¨ ,
ϕ
p2q
1 “ B2ϕ
p1q
0b
λ
p1q
0 ´ 2
“ N1?
1 ´ 2
eipσ 9σ4 z2´σ 9γ2 zq?
σ
u2
Wp1, 2q ,
ϕ
p2q
0 “ N2 e
ipσ 9σ4 z2´σ 9γ2 zq?
σ
u1
Wp1, 2q ,
(65)
where N1 is the same normalization constant of the missing state ϕp1q0 (45) and N2 is
the normalization constant of the additional missing state of I2ptq. Notice that ϕp2qn has
been expressed in terms of the eigenfunctions of I0ptq and the seed functions u1,2 , which
are all already known. To complete the spectral information, the eigenvalues for (63) are
λ
p2q
n`2 “ λp0qn “ 2n` 1 , λp2q1 “ 1 , λp2q0 “ 2 . (66)
Notice that, to obtain a well-behaved potential and finite-norm solutions it is required
that Wp1, 2q be a nodeless function for x P R. For the one-step factorization we have
already fixed u1 to be nodeless. Thus, the seed function u2 might be or not a function
with nodes and it must be fixed with additional caution. A discussion on that matter is
provided in the next section.
From (62), we obtain the solutions to the Schro¨dinger equation
i
Bψp2qn
Bt “ H2ptqψ
p2q
n , (67)
by multiplying the time-dependent complex-phase χ
p2q
n (see App.A for details) to the
eigenfunctions ϕ
p2q
n ,
ψp2qn px, tq “ eiχ
p2q
n ptqϕp2qn px, tq ,
χp2qn ptq “ ´γ 9γ4 ´ λ
p2q
n
ż t dt1
σ2pt1q `
1
2
ż t
dt1γpt1qF pt1q .
(68)
The integral of σ´2 in (68) has been already computed in (18). It is just required to
compute the last integral (68), although, it has to be done once we specify the form of
F ptq.
4 Time-dependent rational extensions of the para-
metric oscillator
The construction of exactly solvable and almost-isospectral Hamiltonians related with the
harmonic oscillator is well documented. Among those models, the rational extensions play
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I0ptq I1ptq I2ptq
λ
p0q
2
λ
p0q
1
λ
p0q
0
1
2
B1
B2
Figure 2: Eigenvalues associated with the quantum invariant of the parametric oscillator
and the invariants obtained through the one-step and two-step factorizations. Solid and
dashed lines depict the physical and non-physical eigenvalues, respectively.
an important role since those lead to a new family of Hamiltonians with eigenfunctions
that belong to the class of exceptional Hermite polynomials [38,39,50]. In this section we
explore the construction presented in previous sections to construct the time-dependent
counterparts of rational extensions associated with the parametric oscillator.
4.1 One-step rational extension
In order to construct the family of rational potentials associated to the one-step factor-
ization, it is required that W1 become a rational function of x [39]. Moreover, the seed
function must also be a nodeless function to avoid singularities. The most general form
of the seed function, computed from (34), takes the form
u1 “ η0e´z2{2 1F1
ˆ
1´ 1
4
,
1
2
; z2
˙
` η1e´z2{2z 1F1
ˆ
3´ 1
4
,
3
2
; z2
˙
, (69)
where 1, η0, η1 are real constants and 1F1p¨, ¨; zq stands for the confluent hypergeometric
function [44]. From (69) we realize that u1 becomes proportional to the even Hermite
polynomials H2mpzq for t1 “ 4m` 1, η1 “ 0u and the odd Hermite polynomials H2m`1pzq
for t1 “ 4m ` 3, η0 “ 0u, where m “ 0, 1, ¨ ¨ ¨ . The n´th Hermite polynomial has
exactly n zeros, and thus H0pzq “ 1 is the only well behaved seed function. However,
from Sec.3.1.1, such a solution leads to the family of shape invariant potentials, which are
not relevant for the present work. A second family of polynomial solutions is obtained
from (69) with aid of the Kummer transformation [44], leading to
u1pzq “ η0ez2{2 1F1
ˆ
1` 1
4
,
1
2
;´z2
˙
` η1ez2{2z 1F1
ˆ
3` 1
4
,
3
2
;´z2
˙
. (70)
From the latter, even and odd polynomials are determined from the conditions t1 “
´4m´1, η1 “ 0u and t1 “ ´4m´3, η0 “ 0u, respectively, with m “ 0, 1, ¨ ¨ ¨ . After some
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computation we get, up to a proportional constant,
u1“´2m´1pzq “ e 12 z2Hmpzq , m “ 0, 1, ¨ ¨ ¨ , (71)
where Hmpzq stands for the pseudo-Hermite polynomials [51] given by
Hmpzq “ p´iqmHmpizq “ m!
tm{2uÿ
p“0
p2zqm´2p
p!pm´ 2pq! , (72)
with t¨u the floor function [44]. The pseudo-Hermite polynomials emerge naturally in
the construction of the family of exceptional Hermite polynomials [39], resulting from the
rational extensions of the harmonic oscillator.
From (71) we can notice that the condition 1 ă λp0q0 “ 1 is automatically fulfilled.
Additionally, from (72) it is clear that H2m`1pzq has one node at the origin, whereas
H2mpzq is nodeless. Thus, we consider for the one-step construction the even solutions
of (72). In this form we obtain the new time-dependent potential
V1px, tq “ Ω2ptqx2 ` F ptqx´ 2
σ2
ˆ
1` B
2
Bz2 lnHmpzq
˙
, m “ 2, 4, ¨ ¨ ¨ . (73)
The eigenfunctions of the invariant operator I1ptq are computed from (46) which, after
some algebra, are given by
ϕ
p1q
0 px, tq “ N pmq0
exp
“`´ 1
2σ2
` i 9σ
4σ
˘ px` γq2 ´ i 9γ
2
x
‰
?
σHmpzq ,
ϕ
p1q
n`1px, tq “ N pmqn`1
exp
“`´ 1
2σ2
` i 9σ
4σ
˘ px` γq2 ´ i 9γ
2
x
‰
?
σHmpzq P
pmq
n pzq ,
P pmqn pzq “ ´HmpzqHn`1pzq ´ 2mHm´1pzqHnpzq , m “ 2, 4, ¨ ¨ ¨ , n “ 0, 1, ¨ ¨ ¨ ,
(74)
where
N pmqn`1 “
`
2n`1n!pn`m` 1q?pi˘´1{2 , N pmq0 “ ˆ2mm!?pi
˙1{2
. (75)
The normalization constants N pmqn`1 were determined from (46) for n “ 0, 1, ¨ ¨ ¨ . In turn,
N pmq0 has to be computed explicitly. From the definition of inner product (14) and the
reparametrization zpx, tq it is easy to show thatN pmq0 is determined from the same relation
of the stationary case. Therefore, the normalization constant of the rational extension of
the harmonic oscillator, reported in [39], was used.
The respective solutions to the Schro¨dinger equation are computed from the rela-
tion (48).
To illustrate the form of the potentials generated from the one-step rational extensions,
let us consider m “ 4 and the rest of parameters arbitrary. After some calculation we
obtain
V1px, tq “ Ω2ptqx2 ` F ptqx´ 2
σ2
„
1´ 8
ˆ
8z6 ` 12z4 ` 18z2 ´ 9
16z8 ` 96z6 ` 168z4 ` 72z2 ` 9
˙
, (76)
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where zpx, tq “ px`γq{σ, with σ and γ to be determined once Ω2ptq and F ptq are specified.
Notice that V1px, tq includes a term 2{σ2 that depends only on time, as discussed in
Sec. 3.1.1, it can be eliminated from the potential by adding the appropriate global phase
to the solutions. Nevertheless, for the sake of simplicity we preserve such a term.
4.2 Two-step rational extension
For the two-step factorization we have to construct a nodeless function Wp1, 2q which,
with the use of the pseudo-Hermite polynomials, takes the form
Wpm1,m2q ”Wp1 “ m1, 2 “ m2q “ ez2gm1,m2pzq ,
gm1,m2pzq “ 2m2Hm1pzqHm2´1pzq ´ 2m1Hm1´1pzqHm2pzq .
(77)
From the form of Hm (72), we can see that gm1,m2pzq admits one node whenever m1
and m2 are both even or both odd. On the other hand, for m1 (m2) even and m2 (m1)
odd we obtain a nodeless function. Notice that Wpm1,m2q “ ´Wpm2,m1q and the new
potentials, together with the new eigenfunctions, are invariant under such a change. The
latter also implies that m1 and m2 are not necessarily ordered, that is, either m1 ă m2
or m2 ă m1. However, for the sake of simplicity, we consider m1 ă m2 in the rest of the
text.
From (62) we obtain the two-step time-dependent rational extension
V2px, tq “ Ω2ptqx2 ` F ptqx´ 2
σ2
ˆ
2` B
2
Bz2 ln gm1,m2pzq
˙
, (78)
where the respective eigenfunctions of I2ptq are given by
ϕ
p2q
n`2px, tq “ N pm1,m2qn`2 e
ipσ 9σ4 z2´σ 9γ2 zq?
σ
e´z2{2
gm1,m2pzqP
pm1,m2q
n pzq ,
ϕ
p2q
1 px, tq “ N pm1,m2q1 e
ipσ 9σ4 z2´σ 9γ2 zq?
σ
e´z2{2
gm1,m2pzqHm2pzq ,
ϕ
p2q
0 px, tq “ N pm1,m2q0 e
ipσ 9σ4 z2´σ 9γ2 zq?
σ
e´z2{2
gm1,m2pzqHm1pzq ,
(79)
for m1 “ 0, 2, ¨ ¨ ¨ and m2 “ 1, 3, ¨ ¨ ¨ . The polynomials P pm1,m2qn pzq are defined as
P pm1,m2qn pzq “ pm2 ´m1qHm1pzqHm2pzqHn`1pzq
2 rm1pn`m2 ` 1qHm1´1pzqHm2pzq ´m2pn`m1 ` 1qHm1pzqHm2´1s Hnpzq . (80)
The normalization constants N pm1,m2qn`1 , for n “ 0, 1, ¨ ¨ ¨ , are determined from (65). In
analogy with the one-step case, the constant N pm1,m2q0 is taken from the stationary coun-
terpart [39]. We thus obtain
N pm1,m2qn`2 “
`?
pi2n`2n!pn`m1 ` 1qpn`m2 ` 1q
˘´1{2
,
N pm1,m2q1 “
ˆ
2m1´1m1!?
pipm2 ´m1q
˙1{2
, N pm1,m2q0 “
ˆ
2m2`1m2!pm2 ´m1q?
pi
˙1{2
.
(81)
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Before concluding this section, let us consider m1 “ 4, m2 “ 5 and the rest of pa-
rameters arbitrary. Straightforward calculations show that the new potential takes the
form
V2px, tq “ Ω2ptqx2 ` F ptqx´ 4
σ2
` 64
σ2
ˆ
64z14 ` 320z12 ` 528z10 ` 1440z8 ` 540z6 ´ 2700z4 ´ 2025z2
256z16 ` 2048z14 ` 7936z12 ` 15360z10 ` 15840z8 ` 5760z6 ` 10800z4 ` 2025
˙
(82)
where as usual zpx, tq “ px` γptqq{σptq.
5 Some applications
The results obtained so far has been developed as general as possible. For completeness,
we consider some specific profiles for the frequency term and the external driving force
of the initial parametric oscillator (1). Time-dependent models are useful in the study of
electromagnetic traps of charged particles, from which the parametric oscillator emerges
naturally as a suitable model to characterize those systems [20]. The analysis presented
in [22] reveals that frequency terms which are both even and periodic functions of time lead
to localizable probability distributions, that is, wave-packets constrained to move inside
a bounded region in space. The latter is the criteria used to characterize the trapping of
particles.
We thus consider a constant frequency term and a sinusoidal driving force as a first
example. In this way we construct, under some given conditions, periodic potentials that
meet the trapping condition. A second example is provided by a smooth and non-periodic
function, together with a null driving force, such that the trapping condition is achieved,
even when the frequency is not a periodic function.
In the rest of the text, we consider the one-step potential V1px, tq with m “ 4 and the
two-step potential V2px, tq with tm1 “ 4,m2 “ 5u.
5.1 Ω2ptq “ 1 and F ptq “ F0 cosαt
In this case, the solutions of the Ermakov equation and γptq are computed from (6) with
ease, leading to
zpx, tq “ x`A cosp2t` φq ` γpptq`
a`c
2
` a´c
2
cos 4t`?ac´ 1 sin 4t˘1{2 , A, F0, α P R , φ P r0, 2pis ,
γpptq “
#
2F0
4´α2 cosαt α ‰ 2
F0
2
t sin 2t α “ 2
(83)
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(a) (b) (c)
(d) (e) (f)
Figure 3: Time-dependent potentials associated with the one-step V1px, tq (upper row)
and two-step V2px, tq (lower row) rational extensions of the parametric oscillator for m “ 4
and tm1 “ 4,m2 “ 5u, respectively. The set of parameters tA, φ, a, c, F0, αu is fixed to
t0, 0,?2,?2, 0, 3u (left column), t1, 0, 1, 1, 0, 3u (middle column) and t1, 0,?2,?2, 1, 3u
(right column).
The explicit form of the potentials for the one-step and two-step factorizations is given
in (76) and (82), respectively. From (83), we can classify the behavior of the new potentials
and the respective solutions in several classes.
For F0 “ 0 we recover the harmonic oscillator limit, that is, the initial Hamiltonian
H0ptq reduces to the stationary oscillator Hamiltonian H “(20). Interestingly, the re-
sulting potentials V1,2px, tq are in general time-dependent, even though the initial model
is stationary. The time dependence is inherited from the invariant operator I0ptq to the
new invariant I1ptq and consequently to the Hamiltonian H1ptq. It means that there is a
clear difference between our approach and the conventional factorization. Moreover, the
potentials V1,2px, tq are in this case periodic functions of time. The periodicity depends
on the values of the parameters a, c,A. If a, c ‰ 1 and A P R, the periodicity becomes
T “ pi{2 and the initial solutions ψp0qn px, tq reduce to the squeezed number states, dis-
cussed in Sec. 2.1. To illustrate the latter, we depict the behavior of the new potentials
V1,2px, tq for A “ 0 in Fig. 3a and Fig. 3d, respectively. The one-step factorization leads to
a deformed oscillator with one minimum localized at x “ 0, where the depth and width of
the deformation is changing in time in a periodic way. In turn, the two-step factorization
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produces a potential with two moving minima. The respective probability densities are
depicted in Fig. 4a and Fig. 4d.
If we consider F0 “ 0 and a “ c “ 1, the periodicity of the new potentials become
T “ pi. Their behavior is depicted in Fig. 3b for the one-step and in Fig. 3f for the
two-step factorization. From these pictures it is clear that the depth and width of the
deformations are preserved at each time, nevertheless, the minima position is moving in
time. The latter can be seen from the explicit form of the potentials and the fact that
σptq “ 1. Also, it is worth to recall that in this case the initial solutions ψp0qn px, tq reduce
to the generalized coherent states [48]. Therefore, we call to the new solutions obtained
from the one-step and two-step factorizations as the rational extensions of the generalized
coherent states. The respective probability densities are depicted in Figs. 4b, 4e.
The conventional stationary rational extensions of the harmonic oscillator are recov-
ered in the special case a “ c “ 1 and F0 “ A “ 0. In this case we have σptq “ 1, γptq “ 0
and z “ x. In this way the time-dependence is removed from the initial parametric os-
cillator and from the new rational extensions, leading to the same potentials reported
previously in the literature [38,39].
Finally, we consider the case in which the driving force acts on the system, F0 ‰ 0. The
periodicity of the new potentials V1,2px, tq can not be taken for granted. By inspecting the
reparametrized variable zpx, tq it is clear that periodic potentials are achieved only if α is
a rational number and α ‰ 2, say α “ n1{n2 with n1, n2 P Z{t0u. Thus, the periodicity
is manipulated by tuning α. A particular example is presented in the potentials V1,2px, tq
of Fig. 3c and Fig. 3f for α “ 3, where the periodicity becomes T “ 2pi. The respective
probability densities are shown in Figs. 4c, 4f. On the other hand, the resonant case α “ 2
is clearly non-periodic, since γpppq “(83) has a linear term in t. Moreover, the dynamics
of the minima becomes unbounded as time passes. Such a behavior is not desired if we
are looking for localized wave-packets constrained to move in a bounded region, such as
the ones depicted in Fig. 4.
5.2 Ω2ptq “ Ω1 ` Ω2 sech2 kpt´ t0q and F ptq “ 0
The restriction on the constants Ω1,Ω2 ą 0 is imposed to guarantee Ω2ptq ą 0 at each
time. This frequency profile behaves like a constant Ω1 for |kpt ´ t0q| " 1 and changes
smoothly to reach its maximum value Ω1`Ω2 at t “ t0. In the limit k Ñ 0, with Ω2 “ 1{k
and Ω1 “ 0, the frequency Ω2ptq converges to a Dirac-delta distribution δpt ´ t0q. For
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(a) n “ 0 (b) n “ 0 (c) n “ 0
(d) n “ 1 (e) n “ 1 (f) n “ 1
Figure 4: Probability distribution |ψp1qn px, tq|2 “ |ϕp1qn px, tq|2 “ (74) (left-side in each
panel) and |ψp2qn px, tq|2 “ |ϕp2qn px, tq|2 “ (79) (right-side of each panel). For the one-step
we have used m “ 4 and for the two-step tm1 “ 4,m2 “ 5u. The set in parameters
tA, φ, a, c, F0, αu is fixed to t0, 0,
?
2,
?
2, 0, 3u (left column), t1, 0, 1, 1, 0, 3u (middle col-
umn) and t1, 0,?2,?2, 1, 3u (right column).
simplicity, throughout this section we consider a null driving force. We thus have
q1ptq “ p1´ yq´i
?
Ω1
2k p1` yqi
?
Ω1
2k 2F1
¨˚
˝
1
2
` ν , 1
2
´ ν
1´ i
?
Ω1
k
ˇˇˇˇ
ˇˇˇ 1´ y
2
‹˛‚ ,
q2ptq “ p1´ yqi
?
Ω1
2k p1` yq´i
?
Ω1
2k 2F1
¨˚
˝
1
2
` ν , 1
2
´ ν
1` i
?
Ω1
k
ˇˇˇˇ
ˇˇˇ 1´ y
2
‹˛‚ ,
(84)
with y “ tanh kpt ´ t0q, ν “
b
1
4
` Ω2
k2
and the Wronskian W pq1, q2q “ w0 “ ´2i?Ω1.
Notice that q1,2 are both complex-valued functions, where q2˚ “ q1. To obtain a real-valued
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(a) m “ 4 (b) m1 “ 4, m2 “ 5
(c) n “ 0 (d) n “ 1
Figure 5: (First row) One-step and two-step rational extensions V1px, tq (a) and V2px, tq (b)
for the frequency Ω2ptq “ Ω1`Ω2 sec2 kpt´ t0q, null driving force (F ptq “ 0) and a “ c “
k “ 1, γ1 “ γ2 “ 0,Ω1 “ 2,Ω2 “ 15, t0 “ 6. The potentials depicted in panels (a) and (b)
are presented upside-down to ease their visualization. (Second row) Probability density
|ψp1qn px, tq|2 (left-side) and |ψp2qn px, tq|2 (right-side) for the potentials depicted in (a) and
(b).
function σptq we set a “ c in (7), leading to
σ2ptq “ 2aRerq21ptqs ` 2
c
a2 ` 1
Ω1
|q1ptq|2
“ 2
ˆ
a`
c
a2 ` 1
Ω1
˙
Rerq1ptqs2 ` 2
ˆ
´a`
c
a2 ` 1
Ω1
˙
Imrq1ptqs2 .
(85)
From the latter result it is clear that σptq is a nodeless function for a ‰ 0, as required to
obtain a regular potential and solutions at each time. Given the absence of the driving
force, the nonhomogeneous equation for γ reduces to a homogeneous one, which has as a
solution
γptq “ γ1 Rerq1ptqs ` γ2 Imrq1ptqs , (86)
with γ1 and γ2 arbitrary real constants to guarantee that γptq is a real-valued function.
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Following (84), it is clear that the potentials V1,2px, tq are in general non-periodic
functions of time. Although, for asymptotic times |kpt ´ t0q| " 1 the potentials can be
approximated to periodic functions. To illustrate our results, we depict V1px, tq in Fig. 5a
and V2px, tq in Fig. 5b. In the one-step case, the potential has a global minimum that os-
cillates in time in a non-periodic way, those oscillations increase and reach their maximum
around t « t0, then, for asymptotic time the |kpt´ t0q| " 1 the wave-packets approximate
to a periodic function. Equivalent information is extracted from the probability densities
of Figs. 5c-5d, from where highly localizable wave-packets are observed at times t « t0.
6 Conclusions
We have shown the proper way to implement the conventional factorization method to
the quantum invariant of the parametric oscillator. This led to a new family of quantum
invariants and their respective time-dependent Hamiltonians. The spectral properties
of the new invariant are inherited from the initial one, and thus the solutions to the
Schro¨dinger equation are determined by applying the proper mappings. In the constant
frequency case, in general, the quantum invariant preserve the time dependence and it
becomes a constant of motion of the stationary oscillator. Moreover, the eigenfunctions
of such an invariant reduce to either the squeezed or displaced number states [45]. Thus,
those states are nothing but the eigenfunctions of the appropriate quantum invariant
of the stationary oscillator. This is a connection that, to the authors knowledge, has
not been noticed previously. From the latter, the rational extensions of the displaced
or squeezed number states follow as a special case. Thus, we obtain more generality by
considering the factorization method with the quantum invariants, for it leads to new
time-dependent Hamiltonians, even in the harmonic oscillator limit. Nevertheless, the
conventional stationary factorization is recovered in a very special limit.
This construction can be extended to other exactly solvable time-dependent models
such as the singular oscillator [31] and the Caldirola-Kanai oscillator [32,52,53]. Moreover,
it is worth exploring the non-Hermitian models in the PT regime such as the Swanson
oscillator [54–56], as well as the non-PT models constructed and studied in [12,13]. The
latter deserve a special treatment and will be discussed in detail elsewhere.
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A Computing χ
pkq
n ptq
The complex-phase χ
p0q
n ptq that connects the eigenfunction of the invariant operator
ϕ
p0q
n px, tq into solution of the Schro¨dinger equation is computed from
9χp0qn “ xϕp0qn ptq|i BBt ´H0ptq|ϕ
p0q
n ptqy . (A-1)
The calculation of (A-1) is not trivial, since ϕ
p0q
n px, tq is not an eigenfunction of H0ptq.
Nevertheless, we can use the reparametrization zpx, tq introduced in (32) to rewrite (A-1)
in terms of the invariant I0ptq, for which ϕp0qn px, tq is an eigenfunction. With the use of the
reparametrization zpx, tq, the eigenvalue equation associated with the invariant operator
I0 takes the form
I0ptqϕp0qn “ ´B
2ϕ
p0q
n
Bz2 `
ˆ
σ2 9σ2
4
` 1
˙
z2ϕp0qn ´ σ 9σ2i
„
2
´
z ´ γ
σ
¯ B
Bz ` 1

ϕp0qn
` σ 9γ ´ 9σγ
i
Bϕp0qn
Bz ´
σ2 9σ 9γ
2
zϕp0qn ` 9γ
2σ2
4
ϕp0qn “ p2n` 1qϕp0qn . (A-2)
In addition, the use of the chain differentiation rule allows us to rewrite the action of the
partial derivative with respect to time as
i
Bϕp0qn
Bt “
„
´
ˆ
:σσ ` σ2
4
˙
z2 `
ˆ
σ:γ ` 9γ 9σ
2
˙
z ´
ˆ
γ:γ ` 9γ2
2
˙
ϕp0qn
` 9σ
2iσ
„
2
´
z ´ γ
σ
¯ B
Bz ` 1

ϕp0qn ´ σ 9γ ´ 9σγiσ2
Bϕp0qn
Bz . (A-3)
The action of the Hamiltonian H0 takes the form
H0ptqϕp0qn “ ´ 1σ2
B2ϕp0qn
Bz2 `
“
Ω2σ2z2 ´ p2σγΩ` Fσq z ` `Ω2γ2 ´ Fγ˘‰ϕp0qn . (A-4)
By combining Eqs. (A-3)-(A-4) and using the differential equations for σ and γ in (6) we
end up with the following simple expression:ˆ
i
B
Bt ´H0ptq
˙
ϕp0qn “
ˆ
´ 1
σ2
I0ptq ´ 9γ
2 ` γ:γ
4
` γF
2
˙
ϕp0qn . (A-5)
From (A-5) and from the fact that the eigenfunctions ϕ
p0q
n px, tq are already normalized
and the physical inner product (14) does not depend on time, we obtain the final result
χp0qn “ ´p2n` 1q
ż t dt1
σ2pt1q ´
γ 9γ
4
` 1
2
ż t
dt1 F pt1qγpt1q . (A-6)
‚ Cases χp1qn ptq and χpkqn ptq.
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From the one-step factorization of Sec. 3.1, the respective complex-phase is computed
from
9χp1qn “ xϕp1qn ptq|i BBt ´H1|ϕ
p1q
n ptqy . (A-7)
With the use of the mapped eigenfunctions1 ϕ
p1q
n`19B1ϕp0qn given in (43) and the reparametriza-
tion zpx, tq we obtainˆ
i
B
Bt ´H1ptq
˙
ϕ
p1q
n`1 “
ˆ
´ 1
σ2
I1ptq ´ 1
4
d
dt
γ 9γ ` γF
2
˙
ϕ
p1q
n`1 , (A-8)
from which we extract the complex-phase as
χp1qn “ ´λp1qn
ż t dt1
σ2pt1q ´
γ 9γ
4
` 1
2
ż t
dt1γpt1qF pt1q . (A-9)
For factorization of higher order the procedure is quite similar, leading to
χpkqn “ ´λpkqn
ż t dt1
σ2pt1q ´
γ 9γ
4
` 1
2
ż t
dt1γpt1qF pt1q , (A-10)
where λ
pkq
n are the eigenvalues of the invariant operator Ikptq.
B Determining the time-dependent Hamiltonians
In this section, we show the explicit calculations necessary to determine the time-dependent
Hamiltonians generated from the factorization method. Let us consider the one-step case
and the ansatz
H1ptq “ H0ptq `GptqFpzq , (B-1)
where Gptq and Fpzq are determined from the quantum invariant condition
d
dt
I1ptq “ irH1ptq, I1ptqs ` BBtI1ptq “ 0 , (B-2)
with I1ptq the quantum invariant obtained from the factorization (35). After some cal-
culations, and using the quantum invariant condition for I0ptq given in (3), we get the
following relationship:
iGptqrFpzq, I0ptqs ` i
„
H0ptq, 2BW1Bz

` 2
ˆBz
Bt
˙ B2W1
Bz2 . (B-3)
The explicit expressions for H0ptq and I0ptq given in (1) and (5), respectively, together
with the identity
rxˆpˆ` pˆxˆ, fpxˆqs “ ´2ixBfBx
ˇˇˇˇ
xÑxˆ
, (B-4)
1The same result holds for the missing state ϕ
p1q
1 .
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for a smooth function fpxq, lead us to
i
„
pˆ2,´σ2G1ptqF1pzq ` 2BW1Bz

´G1ptq p´ 9σx`Wq BF1Bz `
2
σ2
p´ 9σx`Wq B
2W1
Bz2 “ 0 .
(B-5)
Now, it is clear that G1ptq “ σ´2ptq and F1pzq “ 2BW1{Bz fulfills (B-5). Therefore, I1ptq
is indeed the quantum invariant of the time-dependent Hamiltonian
H1ptq “ H0 ` 2
σ2
BW1
Bz . (B-6)
For the two-step case, the previous procedure can be extended if we consider the
ansatz H2ptq “ H1ptq ` G2ptqF2pzq, this leads to G2ptq “ σ´2ptq and F2pzq “ 2BW2{Bz.
In the same way, the latter procedure can be generalized for any higher iteration of the
factorization method.
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