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Abstract—In this paper, a whitening-based algorithm has 
been applied to sparse non-negative matrix factorization 
(NMF) as a preprocessing practice enhancing the identification 
of buried object, significantly. In fact, without utilizing a 
suitable whitening algorithm, the input signals are very similar 
to one another. Therefore, conventional approaches are not 
able to identify and properly discriminate  desired buried 
objects.  A suitable whitening algorithm makes the covariance 
matrix diagonal, such that the processed signals highly 
resembles the unprocessed versions. Such a similarity would be 
helpful to identify new received signal. In this study, we have 
employed the zero-phase component analysis (ZCA) as our 
whitening method. Hence, although signals of different targets 
are very similar in many cases, the mentioned advantages, 
achieved by whitening method, make identification of targets 
much easier.  
Keywords—Machine learning, Sparse NMF, Whitening, 
Buried object identification.  
I. INTRODUCTION 
Buried objects identification (BOI) scheme is used to 
detect targets such as pipelines, landmines, cables, treasure 
and mines[1-8]. Detection of buried objects with a low depth 
has been a hot topic in recent research. In landmine detection 
problem, detection of all buried objects is of crucial  
importance. Hence, a method being able to detect all buried 
objects, even with some false alarms, should be a suitable 
one.  
 To identify shallow buried objects, ground surface 
reflection removal is very important . In the BOI problem, 
the reflected signal from the ground surface is usually much 
stronger than the one reflected from the buried objects,  
making shallow BOI difficult [4]. In this paper, the time 
gating method presented in [9] is utilized to circumvent the 
mentioned difficulty to some extent. This method itself relies 
on ultrashort/ultra wideband signals transmitted to and 
received from the medium under consideration. 
 Ultra-wideband (UWB) signaling has been widely utilized 
in recent investigations for more or less the same reason in 
diverse applications [10-11]. For example, finding tumors in 
breast cancer is a famous problem in which the researchers 
have widely utilized UWB concept [10].    
 Sparse NMF algorithm is well known in speech signal 
identification and widely adopted in the literature [12-13]. 
The problem of finding buried objects when the environment 
is sparse is like finding the source of a speech signal.  
 The major goal of this paper is to detect buried objects 
based on prior observations. In this paper, sparse NMF 
algorithm, used as an identification algorithm is modified by 
ZCA whitening [14]. Combination of whitening and sparse 
NMF is a novel idea which is proposed in this paper.  
The remaining parts of this paper are organized as 
follows. In section II. A. Sparsity and non-negative matrix 
factorization are described. Besides, the whitening algorithm 
utilized in the paper is discussed in this section, which is of 
great significance in this work. In section III, experimental 
data acquisition and database are explained in detail. In 
section IV, the results of different methods are compared. 
Section V concludes the paper. 
II. METHODOLOGY 
A. Sparsity and non-negative matrix factorization 
One of the popular methods to analyze non-negative data 
is non-negative matrix factorization (NMF) which can be 
used in a wide range of applications. The main goal of using 
this technique is to factor a non-negative data matrix to the 
product of two non-negative matrices. In the following, we 
show the main and the resultant matrices as:
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 In audio signal processing, this method is usually applied 
to the magnitude or the power spectrogram of the received 
signals. In this application, W and H are referred to as 
dictionary, and  the activation matrix, respectively.  
Whereas Both W and H are optimized in the 
unsupervised application, in the supervised application, W is 
fixed. In unsupervised application, the cost function is 
described as follows. 
W,H
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where D is the cost function to be minimized.. In this paper, 
the β-divergence, Dβ, is defined as follow. 
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Where, β=0 yields Itakura-Saito (IS) distance, β=1 yields the 
generalized Kullback-Leibler (KL) divergence, and β=2 
yields the Euclidean distance. In this paper, KL divergence is 
used as the cost function. In supervised applications, due to 
the fact that W is fixed, the problem is defined as follow. 
H
H=argmin D(M|WH)+ H (4)  
 In this work, W is considered as a fixed matrix. In [12] to 
update H, a simple algorithm is defined as the follows. 
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where Λ: = WH. . For more information, refer to [12-13]. 
B. Whitening 
A kind of preprocessing method leading to orthogonality 
is whitening. In order to find an optimum solution, different 
criteria can be considered. In this paper, the covariance 
matrix and the correlation between signals before and after 
processing are used to compare different algorithms. Firstly, 
the covariance matrix should be almost diagonal, and along 
with that, every signal before and after processing should be 
correlated. To this end, there are several methods, some of 
which are introduced in [14], and a comparison has been 
made for their performance.For the input signal, x, mean and 
variance are represented as follows. 
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 In these methods, eigendecomposition and polar 
decomposition are stated as (7).   
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 The following table describes different methods of 
formulations. 
 
 
 
 
 
 
 
TABLE I.  FORMULATION OF DIFFERENT METHODS IN WHITENING 
ALGORITHM 
Method 
Whitening 
matrix 
PCA 1/2
  
ZCA 1/2 Tu  
ZCA-cor 1/2 1/2P V 
 
PCA-cor 1/2 1/2TG V 
 
 
III. DATA ACQUISITION 
Experimental data has been collected in a lab at Georgia 
Tech University. In what follows, the experimental setup is 
described. Also, for more information and details see [1]. 
The system consists of an antenna array consisting of 
similar antennas. A vector network analyzer and 3-D 
positioner are also used to scan the region. The region size is 
120*120 cm with fixed height and 2 cm scan step in x and y-
axes. This setup is depicted in Fig. 1. The frequency 
bandwidth is approximately 8 GHz scanned in 20 MHz steps. 
Meanwhile, permittivity of soil is 4, and In this paper, only 
T1R1 pair is considered for sake of simplicity. The scenario 
used in this paper is depicted in Fig. 2. 
 
Fig. 1. The first transmitter and first receiver in the scenario as  used in 
this paper   [1].  
 
Fig. 2. Experimental setup [1]. 
 Fig. 3. The implemented scenario including name, location, and depth of 
targets in the x-y scene. 
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Fig. 4. ZCA whitening algorithm results. (a) the covariance matrix of 
input signals. (b) the covariance matrix of processed signals by ZCA. (c) 
correlation between the first input signal and the processed signals. A 
number is assigned to each signal in accordance with  table 2. It is 
noticeable that the 12th signal is related to vacant(no target)  scenario.  
IV. RESULTS AND DISCUSSION 
In this paper, several whitening algorithms as presented 
in [14] are implemented. There are two main notes which 
should be considered in whitening results. Firstly, the 
covariance matrix should be diagonal. Secondly, the 
processed signal should be very similar to the their input 
versions. ZCA indicates better performance compared to 
other methods in terms of the mentioned points [14]. 
Therefore, ZCA has been selected as the whitening 
algorithm. As  seen in Fig. 4, not only the covariance matrix 
has been improved significantly from the viewpoint of 
diagonality, but also the input and the processed signals are 
very similar according to correlation results. 
By applying whitening algorithm we expect the results of 
the Sparse NMF algorithm to be improved. In the test 
scenario, there is only one repetitive object which is mine D. 
For this reason, mine D can be used in order to test the 
algorithm. Applying the whitening algorithm, mine D is 
detected as a buried object when the scanner searches the 
region around. Without whitening algorithm, Sparse NMF is 
not able to find the buried objects from the dictionary truly.   
V. CONCLUSION 
In this paper, the sparse NMF algorithm has been 
modified by the whitening algorithm. The results of 
whitening algorithm demonstrate that the data after 
processing are uncorrelated with the unprocessed input 
signal. Besides, the covariance matrix is diagonal. The 
processed data by ZCA whitening is truly converged in 
sparse NMF algorithm. Also, using whitening with other 
methods such as correlation can be beneficial. This 
methodology, especially for sparse environment, has 
significant results. 
 
 
 
 
TABLE II.  PROPERTIES OF BURIED OBJECTS IN EXPERIMENTAL 
SETUP[1]. AT AND AP ARE AN ABBREVIATION OF ANTI-TANK AND ANTI-
PERSONNEL RESPECTIVELY. 
Target 
properties 
Type  
Materia
l  
Dimensions
(cm) 
Number 
of signal 
Mine A AT Plastic 
22.2(D), 
9.2(H) 
5 
Mine B AT Plastic 
24(D), 
12(H) 
7 
Mine C AT Plastic 
31.2(L), 
27.5(W), 
11.3(H) 
3 
Mine D AP Plastic 9(D), 4.5(H) 10 
Mine E AP Plastic 
11.9(L), 
6.4(W), 
2(H) 
6 
Mine F AP Plastic 5.6(D), 4(H) 2 
Mine 
simulant 
AP Plastic 
7.5(D), 
3.8(H) 
8 
Sphere 
Buried 
clutter 
Alumin
um 
5.1(D) 1 
Rock 
Buried 
clutter 
Rock 
12(L), 8(W), 
7.5(H) 
9 
Crushed 
Can 
Buried 
clutter 
Alumin
um 
8(D), 3(H) 4 
Cylinder 
Buried 
clutter 
Nylon 
15.5(D), 
7.6(H) 
11 
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(b) 
Fig. 5. The effect of applying the whitening algorithm signal of mine 
D(10). (a) without whitening. (b) with whitening.  
REFERENCES 
 
[1] K. R. Krueger, J. H. McClellan, and W. R. Scott, "Efficient Algorithm 
Design for GPR Imaging of Landmines," in IEEE Transactions on 
Geoscience and Remote Sensing, vol. 53, no. 7, pp. 4010-4021, July 
2015. 
[2] Ho, K. C., P. D. Gader, J. N. Wilson, W. Lee, and T. C. Glenn, 
“Landmine detection using frequency domain features from GPR 
measurements and their fusion with time domain features,” Proc. 
SPIE, Vol. 5794, 1141–1150, 2005. 
[3] A. Gharamohammadi, M. R. Y. Darestani, A. Taghavirashidizadeh, 
A. Abbasi, A. Shokouhmand, "Electromagnetic Sensor to Detect 
Objects by Classification and Neural Networks," in Sensor Letters, 
Vol. 17, 710-715, 2019. 
[4] A. Gharamohammadi, Y. Norouzi, and H. Aghaeinia, "Optimized 
UWB signal to shallow buried object imaging," Progress In 
Electromagnetics Research Letters, Vol. 72, 7-10, 2018. 
[5] D. Oloumi, J. Ting and K. Rambabu, "Design of Pulse Characteristics 
for Near-Field UWB-SAR Imaging," in IEEE Transactions on 
Microwave Theory and Techniques, vol. 64, no. 8, pp. 2684-2693, 
Aug. 2016. 
[6] J. Ting, D. Oloumi and K. Rambabu, "FMCW SAR System for Near-
Distance Imaging Applications—Practical Considerations and 
Calibrations," in IEEE Transactions on Microwave Theory and 
Techniques, vol. 66, no. 1, pp. 450-461, Jan. 2018. 
[7] T. Counts, A. C. Gurbuz, W. R. Scott, J. H. McClellan and K. Kim, 
"Multistatic Ground-Penetrating Radar Experiments," in IEEE 
Transactions on Geoscience and Remote Sensing, vol. 45, no. 8, pp. 
2544-2553, Aug. 2007. 
[8] L. Zhou, C. Huang, and Y. Su, "A Fast Back-Projection Algorithm 
Based on Cross Correlation for GPR Imaging," in IEEE Geoscience 
and Remote Sensing Letters, vol. 9, no. 2, pp. 228-232, March 2012. 
[9] A. Gharamohammadi, F. Behnia, and R. Amiri, "Imaging Based on 
Correlation Function for Buried Objects Identification," in IEEE 
Sensors Journal, vol. 18, no. 18, pp. 7407-7413, 15 Sept.15, 2018. 
[10] A. A. Dezfuli, A. Shokouhmand, A. H. Oveis and Y. Norouzi, 
"Reduced complexity and near optimum detector for linear-
frequency-modulated and phase-modulated LPI radar signals," in IET 
Radar, Sonar & Navigation, vol. 13, no. 4, pp. 593-600, 4 2019. 
[11] A. Gharamohammadi, Y. Norouzi, H. Aghaeinia, and S. Sarreshtedari 
"Back-Projection Based Breast Cancer Imaging with Rotating 
Antenna," in Sensor Letters, Vol. 16, 61-63, 2018. 
[12] J. Le Roux, F. J. Weninger, and J. R. Hershey, “Sparse nmf-half-
baked or well done?” Mitsubishi Electric Research Labs, Cambridge, 
MA, USA,Tech. Rep. TR2015-023, 2015.  
[13] J. Eggert and E. Korner, “Sparse coding and NMF,” in ¨ Proc. IEEE 
Int.Joint Conf. Neural Netw., 2004, vol. 4, pp. 2529–2533.  
[14] A. Kessy, A. Lewin, and K. Strimmer, “Optimal whitening and 
decorrelation,” The American Statistician, no. just-accepted, 2017.  
 
 
