Abstract-A new spatial-domain technique for the reconstruction of the complex permittivity profile of unknown scatterers is proposed in this paper. The technique is based on a combination of the finite-element method (FEM) and the Polak-Ribière nonlinear conjugate gradient optimization algorithm. The direct scattering problem is explicitly dealt with by means of the differential formulation and it is solved by applying the FEM. The inversion methodology is oriented to minimizing a cost function, which consists of a standard error term and regularization term. A sensitivity analysis, which is carried out by an elaborate finiteelement procedure, results in the determination of the direction required for correcting the profile. Significant reduction of the computation time is obtained by introducing the adjoint state vector methodology. The efficiency of the presented inversion technique is validated by applying it to the inversion of synthetic scattered far-field measurements, which are corrupted by additive noise.
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I. INTRODUCTION
T HE development of methods for the reconstruction of the unknown complex permittivity distribution of a scatterer from scattered field measurements has attracted a lot of interest over the last years since it is considered fundamental in microwave imaging applications. These inverse scattering techniques deal with the difficulties of nonlinearity and ill posedness, which are introduced by the nonlinear and compact operator that describes the direct scattering problem.
A general category of spectral-domain reconstruction methodologies, referred to as conventional diffraction tomography techniques [1] , [2] , are based on the Fourier diffraction theorem [3] . Such methods bypass the nonlinearity by means of an appropriate linearization of the integral equations and they are considered equivalent to first-order Born or Rytov approximations. Unfortunately, these methods yield inadequate results in the case of strongly inhomogeneous scatterers [4] .
On the other hand, spatial-domain reconstruction algorithms have been proposed [5] - [17] in order to overcome the limitations of diffraction tomography. These algorithms are based on iterative optimization schemes where the objective is to match the estimated scattered field obtained during each Manuscript received April 24, 1998 . The authors are with the Division of Telecommunications, Department of Electrical and Computer Engineering, Aristotle University of Thessaloniki, Thessaloniki 54006, Greece; (e-mail: rekanos@egnatia.ee.auth.gr; tsibukis@eng.auth.gr).
Publisher Item Identifier S 0018-9480(99) 01949-3. iteration to the measured data. Usually, a priori information concerning the scatterer, such as its shape or bounds of its contrast, have been exploited in order to deal with the illposed character of the problem [15] - [17] . These regularization techniques speed up the convergence and improve the reconstruction in the case of experimental or noisy measurements. In most approaches, the direct scattering problem is treated by means of the method of moments (MoM), which is applied to the Lippmann-Schwinger integral equation [18] . For the solution of the inverse scattering problem, Born iterative inversion methods based on successive linearizations have been proposed [5] - [7] . Spatial iterative algorithms based on the Newton-Kantorovich method have also been developed [8] , [9] and applied to microwave imaging of biomedical tissues; this method has been shown to be equivalent to the distorted Born approximation [10] . Furthermore, combinations of the MoM and gradient-based techniques used for the solution of the direct problem and the minimization of an appropriately chosen cost function, respectively, have been developed [12] - [17] . In these algorithms, the direct scattering problem solution is either achieved during each iteration [12] , [17] or it is implemented within the cost-function minimization, iteratively [13] - [16] . Finally, another very interesting approach, which has been proposed by Meaney et al. [19] , [20] introduces a hybrid coupling of the finite-element method (FEM) and the boundary-element method (BEM) for the direct scattering problem, while the inversion is based on a Newton's iterative scheme [10] . The latter requires the computation of the derivatives of the field solution with respect to each of the parameters that describe the scatterer profile, a task that is time consuming. In this paper, a finite-element-conjugate-gradient iterative technique is proposed for inverse scattering. The FEM combined with an appropriate absorbing boundary condition (ABC) [21] leads to an efficient solution of the direct scattering problem in the region of the scatterer at a relatively low computational cost. The scattered far field data can then be obtained by using the Helmholtz-Kirchhoff integral theorem (HKIT) [3] . During the inverse-problem procedure, the objective is to minimize a cost function, which consists of two terms. The first term is associated with scattered far-field values only, while the second one is related to the Tikhonov's regularization theory [22] . This cost function is minimized iteratively by applying the Polak-Ribière nonlinear conjugate gradient method [23] . During each iteration, the gradient of the cost function, with respect to the complex permittivity distribution of the scatterer, is evaluated via a sensitivity 0018-9480/99$10.00 © 1999 IEEE analysis [24] . This analysis is performed by means of an elaborate finite-element scheme and the use of the adjoint state vector methodology [25] . The line search task required during the nonlinear conjugate gradient optimization is based on the QuickProp algorithm [26] . Finally, the proposed inversion approach is applied to a variety of problems involving reconstruction of two-dimensional (2-D) inhomogeneous scatterer profiles.
II. THE DIRECT PROBLEM
Let us consider an infinitely long cylindrical scatterer of an arbitrary bounded cross section. The scatterer is characterized by inhomogeneous, isotropic, and nonmagnetic material properties (Fig. 1) . The domain of the scatterer is illuminated by a harmonically time varying, with an time dependency, transverse magnetic (TM) incident plane wave , which is polarized in the -direction. The material properties of the scatterer do not vary along and are represented by the complex permittivity (1) where and are the dielectric permittivity and conductivity, respectively, of the point lying within the domain of the scatterer. Furthermore, the surrounding medium is assumed to have constant dielectric permittivity and constant conductivity . Under these assumptions, the total electric field is derived from the solution of the scalar Helmholtz equation in the frequency domain, which, for nonmagnetic and isotropic materials, is given by (2) where with . The function represents the relative complex permittivity (RCP) with respect to the surrounding medium and is given by (3) Since the total field is the sum of the scattered and incident fields, the scattered electric field is derived from
Applying the FEM to the generalized Galerkin formulation of (4), we compute . To truncate the finite-element mesh, an appropriate ABC is defined on a line surrounding the domain of computation . In this study, we applied nodal triangular elements, while the second-order scalar ABC [21] defined on a circular outer boundary has been implemented. This ABC enables the placement of the boundary at a very small distance from the scatterer (approximately from to where is the wavelength in the surrounding medium). Thus, the computational effort is limited to the region of the scatterer.
This approach results in the system of equations (5) where the vector represents the scattered field values at the nodes of the mesh, and , are the finite-element matrices. Both matrices depend on the RCP, while depends on the incident field as well. The RCP is assumed to be constant over each individual element and is represented by an -dimensional vector , which consists of the RCP values of each of the elements in the scatterer domain . We will refer to as the RCP vector of the scatterer domain. Since the ABC is placed at small distances from the scatterer, we need to use an appropriate formulation to evaluate the scattered field at any point, which may lie outside . Thus, the scattered field at an arbitrary point is derived from the HKIT [3] as follows: (6) where is any closed curve lying entirely in the domain , is a point on curve , is the outward pointing direction normal to the curve at , and is the Green's function of the surrounding medium. It should be noted that the scattered field on is already known from the FEM solution.
To obtain far-field results, the Green's function is used in its asymptotic form (7) where . If we are interested in computing the far field at points, (6) can be written in the following matrix form: (8) where is the scattered far field at the point , is the scattered field obtained by the FEM solution (5), and is a matrix resulting from the discretization of the line integral (6) . The matrix does not depend on the incident field since it is associated only with the Green's function and its derivative. Furthermore, it is sparse since depends only on the field values at the nodes related to .
III. THE INVERSION TECHNIQUE
The proposed inversion procedure for the reconstruction of 2-D scatterer profiles is based on scattered far-field measurements taken at various points around the scatterer domain for multiple directions of incidence. Given an angle of incidence , the scattered field is measured at points. Hence, for a total number of angles of incidence , a set of measurements , is collected. If is an estimate of the scatterer profile, an analogous set of estimated values of the scattered far field for the same directions of incidence and points of measurements is obtained via the FEM and HKIT.
The objective of the inversion process is to minimize the cost function , which is the weighted sum of a standard error term and a regularization term . Thus, the cost function is given by (9) where is obtained from (8); is a real matrix that approximates a spatial differential operator, and is a real positive number referred to as the regularization factor. The regularization term is introduced to heal the ill posedness of the inverse problem and to stabilize the solution in the presence of noisy measurements. This term is closely related to the Tikhonov's regularization theory [22] , while its influence on the whole cost function is tuned by the regularization factor. In this paper, approximates the spatial gradient operator by means of first differences. Edge-preserving regularization terms [16] , [17] could also be used.
The selection of the regularization factor is crucial for the reconstructed profile. A high value of results in poor preservation of discontinuities of the scatterer profile, while a low value gives a reconstruction that is highly corrupted due to the presence of noisy measurements. It is also obvious that a value that compromises both requirements-edge preservation and reduction of the noise effects-is closely related to the scatterer properties and the level of noise. Moreover, since the problem is nonlinear, the estimation of an optimum value of has to be carried out during each step of the inversion procedure [7] . Since this task is rather time consuming, in this paper, the selection of the regularization factor is based on numerical experimentation.
Since is a complex vector, the cost function can be regarded as a real function of two real vectors where and are the real and imaginary part of . Hence, we seek for the minimization of (9) with respect to both and . In this paper, we have adopted the Polak-Ribière nonlinear conjugate gradient optimization algorithm [23] according to which, the unknown vectors and describing the material properties of the scatterer are updated iteratively. Starting from an initial estimate of and , a sequence of directions of correction is generated. These directions are related to the gradient of the cost function with respect to the unknown vectors. For convenience, the gradient of the cost function with respect to both vectors is described by the notation (10) We will refer to (10) as the complex gradient of the realvalued function with respect to its complex variable argument . Before evaluating the complex gradient , the cost function (9) should be expressed in terms of the values of the scattered field ; these values are obtained by the FEM and, therefore, depend on . By substituting (8) into (9), we write as follows:
In the following, we will present the method of computing the complex gradient of the error associated with the th incidence. The gradients related to other incidences can be obtained analogously, and the complex gradient of will be the weighted sum of the individual gradients. It can be shown (see Appendix) that the complex gradient of satisfies the property (12) where the asterisk denotes the complex conjugate and is the Jacobian matrix (13) consisting of the partial derivatives of the FEM solution with respect to the RCP's of the elements in the scatterer domain. After some algebraic manipulation, the complex gradient can be written as follows:
The matrix , which represents the sensitivity of the field solution with respect to the unknown complex permittivities, can be computed by differentiating the finite-element system of equations [24] . If we differentiate (5) with respect to the th component of , we obtain the system (15) where is the FEM solution of the direct problem for the th direction of incidence and is the th column of . The system (15) is analogous to the one obtained during the solution of the direct problem since the matrix is the same. Thus, if we apply the Cholesky decomposition to the solution of the direct scattering problem, we can exploit this decomposition for the computation of . Furthermore, this decomposition remains the same for all incidences, since depends only on the RCP vector. Although this remark can dramatically reduce the computation time, the task of computing requires the solution of systems. To overcome this difficulty, we apply the adjoint state vector methodology [25] . According to this methodology, we define the adjoint state vector as the solution of the system
By solving (16) and combining (12) , (14) , and (15), we can obtain , which is given by
Thus, is not actually computed and the size of the problem is reduced by a factor equal to the number of unknowns . A system of equations for the adjoint state vector is formed for each individual direction of incidence, while the weighted sum of the computed individual complex gradients gives the total complex gradient of the standard error term. Finally, the complex gradient of the regularization term, with respect to the RCP vector, is independent of the incidence and is given by (18) Hence, the complex gradient of the cost function is given by (19) According to the Polak-Ribière scheme, during the th iteration of the algorithm, a direction is computed, which is used for updating the RCP vector as follows: (20) where is given by (21) Since the cost function is nonlinear, the computation of the step size along the direction in (20) is a line search minimization problem defined by (22) This line search task is performed by a quasi-second-order minimization technique called QuickProp [26] . Although this technique belongs to the category of second-order optimization methods, which are based on second-order derivatives, it requires only the evaluation of the first derivative of the cost function. The basic assumption made during each iteration is that is a parabolic function of . Under this assumption, for a given direction , if we know the partial derivative at two distinct point , and , then is given by (23) where , is the partial derivative evaluated at the point . It can be shown that this scheme is equivalent to a quasi-Newton's line search method where the second derivative is approximated by differences of first-order derivatives. It is obvious that during each iteration of the Polak-Ribière algorithm, the direct scattering problem has to be solved twice. In numerical experiments, we observed that by applying (23) more times during each iteration in order to improve the estimation of , we obtained results similar to those by applying (23) once. Thus, the iterative application of the QuickProp scheme is not recommended since it would increase the computational burden.
IV. NUMERICAL RESULTS
The efficiency of the proposed method is validated by means of three examples. In these examples, we presume that the unknown scatterer lies entirely within a square domain , whereas the origin of coordinates is set to the center of . The scatterer domain is divided into square cells of equal size, while each cell is subdivided into two triangular elements. The RCP is assumed constant within each pair of elements that form a square cell. Hence, the total number of complex unknowns for the inverse problem is ( ). The finite-element mesh is terminated by a circular fictitious boundary, which is used for setting the second-order ABC and for calculating the far field via the HKIT.
The scatterer is successively illuminated by TM plane waves from different angles of incidence uniformly distributed around . For each illumination, the scattered far field is measured at points lying on a circle of radius and uniformly distributed around the scatterer. The measurements are simulated by solving the direct scattering problem. These noiseless data are then corrupted by adding Gaussian white noise. In this case, the signal-to-noise ratio (SNR) is defined as dB (24) where denotes the vector of the noiseless data and is the standard deviation of the additive noise.
To quantify the efficiency of the inversion, we used the normalized relative mean square (NRMS) reconstruction error given by (25) and the NRMS standard error given by (26) All calculations were performed on an Intel Pentium-Pro 200 MHz PC. During the inversion, the stopping criterion was no further reduction of the standard error term.
A. Continuous Scatterer Profile
As a first example, we considered a lossless scatterer of continuous relative permittivity having a square cross section of side . The surrounding medium was assumed to be air and the original RCP of the scatterer was . The scatterer was divided into 16 16 square subdivisions (256 complex unknowns) and was irradiated successively from directions. For each angle of incidence, a number of far-field measurements were taken on a circle of radius . The inversion was based on noiseless measurements, while the initial guess of the RCP's was chosen to be equal to that of the background medium. Furthermore, the regularization factor was set equal to zero. Thus, the basic objective of the example was to test the inversion procedure by applying it to a rather simple (continuous) scatterer profile without noisy measurements. During the solution of the direct scattering problem, the ABC was set at a minimum distance equal to from the scatterer domain. A mesh of 729 nodes and 1352 elements was used in the FEM, while the time per iteration during the inversion was 7 s.
In Fig. 2 , the original and reconstructed complex permittivity profiles after 16 iterations are illustrated; the NRMS standard error term after 16 iterations was less than 2%. The convergence of the inversion is shown in Fig. 3 where the NRMS standard error and NRMS reconstruction error versus the number of iterations are presented. The results illustrate the applicability of the method to the reconstruction of smooth scatterers with a rather low number of unknowns.
B. Discontinuous Scatterer Profile
To verify the validity of the proposed inversion scheme in more complex structures, we considered a lossy scatterer of discontinuous profile. The scatterer lied within a square scatterer domain of side . Inside a square region centered inside , the original RCP was assumed constant and equal to , whereas the surrounding medium was air.
was discretized via a 24 24 grid (576 complex unknowns). A number of directions of incidence and positions of far-field measurements were considered. The measurements were taken on a circle of radius . A mesh of 961 nodes and 1800 elements was produced by placing the ABC at a minimum distance equal to from . The synthetic noiseless measurements were corrupted by additive white Gaussian noise of 10 and 20 dB, while three different values of the regularization factor were examined: 0.0, 0.01, and 0.05. During the inversion, the time per iteration was 20 s.
In Fig. 4 , the distribution of the real and imaginary part of reconstructed and original RCP's along the horizontal transect of are plotted; it is obvious that only the reconstructed profiles based on noiseless data are symmetric. These results were obtained after 32 iterations when, as shown in Fig. 5 , no essential further reduction of the NRMS standard error was observed. Examining the reconstructed distributions, we can conclude that the regularization reduced the effect of noisy measurements on the estimation of the RCP, whereas the profile discontinuities were smoothed when the regularization factor increased. The edges (very important information) could be restored by applying edge-preservation techniques [17] . Furthermore, it should be noted that the presence of strong noise ( dB) in the measurements did not result in divergence of the inversion. Although the NRMS standard error was almost 0.25, the NRMS reconstruction error was less than 10% (Table I) .
C. Multiple Scatterer Profile
Another interesting problem is the reconstruction of multiple distinct scatterers. As an example, we considered two lossy homogeneous cylindrical objects of square cross section having relative complex permittivities equal to . Each object had a side of , while the distance between their centers was . Both scatterers lied in a square domain surrounded by air, which was discretized by a 30 30 grid (900 unknowns). The ABC was set at a minimum distance of from the scatterer domain resulting in a mesh of 1369 nodes and 2592 elements. We considered a set of incidences and positions of measurements placed on a circle of radius . The measurements obtained were corrupted by additive Gaussian white noise of 10 dB, while two different values of the regularization factor were used: 0.0 and 0.05. The initial guess of the RCP was that of the surrounding medium, while the time per iteration was 43 s.
It was observed that after 32 iterations, no essential further reduction of the NRMS standard error occurred. After these iterations and for , the level of the NRMS standard error was equal to 0.26 and 0.02, when noisy and noiseless measurements were used, respectively; furthermore, the corresponding values of the NRMS reconstruction error were 11% and 7%. For , the NRMS standard error increased up to 0.29 for noisy and up to 0.06 for noiseless measurements. The corresponding NRMS reconstruction error decreased to 9% and increased to 8% in the case of noisy and noiseless data, respectively. In Fig. 6 , the original, and in Fig. 7 , the reconstructed RCP profiles are illustrated. It is clear that by applying the regularization, we obtained better reconstruction results, when the measurements were corrupted by noise, whereas the edges were not so well preserved.
V. CONCLUSION
A new spatial inversion method for the reconstruction of complex permittivity distributions from the knowledge of scattered far-field measurements has been proposed. The method was based on a combination of the FEM and a nonlinear conjugate gradient optimization scheme. The use of the FEM has been proven to be a very efficient tool for both the solution of the direct scattering problem and the sensitivity analysis. The inversion has been successfully carried out by means of the Polak-Ribière conjugate gradient algorithm, with an enhanced quasi-second-order line search technique, while the case of noisy measurements has been dealt with by applying a regularization technique based on the minimization of the spatial gradient of the RCP. Furthermore, by introducing the adjoint state vector methodology we have shown that the explicit evaluation of the Jacobian matrix is not required, thus, reducing the computational cost dramatically. The method has been numerically implemented and applied to various 2-D RCP distributions, while its robustness in the presence of noisy measurements has been investigated; even when the SNR reached the value of 10 dB, the method did not diverge and resulted in acceptable reconstructed profiles. The results illustrate the efficiency of the proposed method and its applicability to strongly noisy measurements.
APPENDIX
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