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Abstract. The key to the phenomenological success of inflation models with axion and
SU(2) gauge fields is the isotropic background of the SU(2) field. Previous studies showed that
this isotropic background is an attractor solution during inflation starting from anisotropic
(Bianchi type I) spacetime; however, not all possible initial anisotropic parameter space was
explored. In this paper, we explore more generic initial conditions without assuming the
initial slow-roll dynamics. We find some initial anisotropic parameter space which does not
lead to the isotropic background, but to violation of slow-roll conditions, terminating inflation
prematurely. The basin of attraction increases when we introduce another scalar field acting
as inflaton and make the axion-SU(2) system a spectator sector. Therefore, the spectator
axion-SU(2) model is phenomenologically more attractive.
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1 Introduction
Cosmic inflation [1, 2] based on a single slowly rolling scalar field [3–5] yields primordial scalar
perturbations which are nearly scale-invariant and nearly Gaussian [6–9]. It can also yield
primordial tensor perturbations that are nearly scale invariant and nearly Gaussian [10].
The presence of gauge fields during inflation changes this picture, as they can produce
non-scale invariant, non-Gaussian scalar and tensor perturbations. For example, a U(1)
gauge field coupled to an axion sources scalar and tensor perturbations at quadratic order,
resulting in highly non-Gaussian perturbations [11–14]. The lack of detection of scalar non-
Gaussianities [15] rules out a large parameter space of such models. Nevertheless one new
phenomenology predicted by these models is that tensor perturbations become chiral [14, 16,
17].
U(1) gauge field models face an additional challenge as they produce a preferred direction
in the universe, breaking the statistical isotropy of perturbations (see [18] for a review), that
is not detected [19, 20].
Models with SU(2) gauge fields coupled with an axion avoid both challenges. Since
the SU(2) gauge algebra is isomorphic to the SO(3) algebra, the rotational invariance is
protected and the statistical isotropy remains unbroken [21, 22]. As for perturbations there is
a large parameter space in which SU(2) gauge fields produce chiral tensor perturbations with
negligible contributions to scalar perturbations at the linear order [18, 23, 24]. See [25, 26]
for study of non-linear perturbations.
The homogeneous background of gauge fields leads to particle production that may
produce significant back-reaction on the dynamics of the homogeneous gauge and scalar fields.
The back-reaction due to charged scalar fields and fermions coupled to SU(2) gauge fields and
spin-2 particles of SU(2) further restricts the phenomenologically viable parameter space of
these models [27–33].
The key to the phenomenological success of these models is the isotropic background
of the SU(2) gauge fields. Given an anisotropic background initial geometry, how did the
isotropic background emerge? Previous studies have shown that the isotropic background
of the SU(2) gauge field is an attractor solution [34, 35]. However not all possible initial
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configurations lead to an isotropic end state, defying the so-called cosmic ’no-hair’ conjecture
[36, 37]. Moreover, as we show in this paper, some lead to violation of slow-roll conditions
terminating inflation prematurely. We also show that the attractor’s basin of attraction
increases when we introduce another scalar field acting as inflaton and demote the axion-
SU(2) system to a spectator sector. Thus the axion-SU(2) spectator model [38] is both
phenomenologically rich and observationally viable.
This paper is organized as follows. In section 2 we review SU(2) gauge fields in an
isotropic background Friedmann-Robertson-Walker (FRW) metric, coupled to axion fields
via a Chern-Simons (CS) topological term. Section 3 introduces the chromo-natural (CN)
system embedded in an anisotropic Bianchi type I metric. We go through some of the theo-
retic consequences and present new results of numerical analysis. In section 4 the CN system
is demoted to a spectator status, and we analytically and numerically study this scalar-
driven inflation with a spectator axion-SU(2) component. Our numerical study is focused on
the initial condition basin of the isotropic attractor solution. Finally we conclude in section 5.
We work in the mostly positive signature (−,+,+,+), and in natural units where c = ~ = 1.
The reduced Planck mass MPl =
√
1
8piG is set to 1.
2 Isotropic Background of the SU(2) gauge field
2.1 Axion-SU(2) inflation
The axion-SU(2) inflation is a class of inflationary models where SU(2) gauge fields contribute
to the physics of inflation. Within this family of models we look at the chromo-natural (CN)
model in which we have an axion field with a cosine potential. The action is given by [35]:
S =
∫
d4x
√−g
[
−R
2
− 1
4
F aµνF
µν
a −
1
2
(∂µχ)
2 − µ4
(
1 + cos
χ
f
)
+
λχ
8f
F˜ aµνF
µν
a
]
, (2.1)
where χ is the axion field with the potential V (χ) = µ4
(
1 + cos χf
)
, f is the axion decay
constant, F aµν is the SU(2) field strength tensor:
F aµν = ∂µA
a
ν − ∂νAaµ − gAabcAbµAcν , (2.2)
F˜ aµν is its Hodge dual, gA is the gauge coupling, and abc is the non-Abelian algebra’s set of
structure constants. The CN model can be embedded in a simple FRW metric, as was done
in [22, 35, 39, 40] or in some other metric (see [34] for Bianchi type I case). The coupling
of the axion and gauge fields through the CS term enables the kinetic gauge-field term to
exchange energy with the axion potential, effectively augmenting the conventional drag term
for the axion and prolonging slow-roll.
When embedded in an FRW metric, the gauge fields contribute to the energy density and
supports the isotropic inflation of space. This can be seen in the Friedmann equations:
H2 =
ρA+ρχ
3
a¨
a = −ρA+ρχ+3PA+3Pχ6
, (2.3)
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with the energy densities given by:
ρχ =
χ˙2
2
+ µ4
(
1 + cos
χ
f
)
, (2.4)
ρA = 2
δLA
δF a 0σ
F aσ0 − LA, (2.5)
where we call the term:
LA = −1
4
F aµνF
µν
a +
1
4
(
λχ
2f
)
F˜ aµνF
µν
a (2.6)
the gauge fields (A) Lagrangian. The pressure contributions are given by:
Pχ = χ˙
2 − ρχ , (2.7)
PA =
ρA
3
. (2.8)
In the FRW spacetime
ds2 = −dt2 + a(t)2 (dx2) , (2.9)
the CN system has an isotropic and homogeneous background solution. In particular, the
SU(2) gauge field in the temporal gauge has the following solution [21, 22]:
Aa0 = 0, A
a
i = ψ(t)a(t)δ
a
i , (2.10)
where ψ(t) is a pseudo-scalar that parametrizes the effective field value of the gauge field.
The energy density for the gauge fields then become:
ρA =
3
2
(
ψ˙ +Hψ
)2
+
3g2Aψ
4
2
, (2.11)
and equations of motion are given by [35]:
χ¨+ 3Hχ˙ =
µ4
f
sin
χ
f
− 3gAλ
f
ψ2
(
ψ˙ +Hψ
)
, (2.12)
ψ¨ + 3Hψ˙ = −(2H2 + H˙)ψ − 2g2Aψ3 + gA
λ
f
ψ2χ˙ . (2.13)
Asserting slow-roll of all fields, we obtain a set of master equations:
χ˙ '
µ4
f sin
χ
f − 3gA λfψ2
(
ψ˙ +Hψ
)
3H
, (2.14)
ψ˙ '
−2H2ψ − 2g2Aψ3 + gA λfψ2χ˙
3H
. (2.15)
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Furthermore, discarding χ˙ and ψ˙ as minuscule gives [35]:
ψ
∣∣
FRW
'
(
µ4 sin χf
3gAHλ
) 1
3
. (2.16)
As the axion kinetic term is never important in this setup, The slow-roll parameters are
approximated by:
εH ≡ − H˙
H2
' 3g
2
Aψ
4
H2
+ ψ2 ' 3g
2
Aψ
4
µ4
(
1 + cos χf
) + ψ2, (2.17)
which holds when the energy density is dominated by the axion potential (i.e. slow-roll), and
ηH is given by:1
ηH ≡ H¨
HH˙
' 2g2A
ψ4
H2
+
ψ˙
HεH
(
12g2A
ψ3
H2
+ 2ψ
)
− 2εH . (2.18)
In [35] the authors point out that the second term in 2.18 has to be of O(ε2) to facilitate
slow-roll inflation. Additionally, 2.17 and 2.18 suggest (for εH  1 and ηH = O(ε2H))
ψ2  H√
2gA
, |ψ|  µ√
gA
, (2.19)
which place strict conditions on ψ given the typical value of µ. Embedded in an FRW metric,
the gauge fields are isotropic, and to leading order homogeneous.
2.2 Spectator Axion-SU(2) Sector
Relegating the CN system to a spectator status by adding a dominant minimally coupled
scalar inflaton component, the action becomes [38]:
S =
∫
d4x
√−g
[
−R
2
− 1
4
F aµνF
µν
a −
(∂µχ)
2
2
− µ4
(
1 + cos
χ
f
)
+
λχ
8f
F˜ aµνF
µν
a −
(∂µφ)
2
2
− V (φ)
]
,
(2.20)
which is shorthanded as:
S = SCN + Sφ, (2.21)
where the subscript CN stands for the chromo-natural action given in Eq. 2.1.
Due to the minimal coupling between the axion-SU(2) sector and the inflaton, the equations
of motion for the axion and SU(2) fields are the same and using the same ansatz as in 2.10
the matter Lagrangian can be read as:
Lm = 3
2
(
1
a2
(
∂(aψ)
∂t
)2
− g2Aψ4
)
+
χ˙2
2
− µ4
(
1 + cos
χ
f
)
− 3gAλχ
f
ψ2
a
∂(aψ)
∂t
+
φ˙2
2
− V (φ) .
(2.22)
1Note that in [35] ηH ≡ d ln εHdN whereas we define ηH ≡ H¨HH˙ .
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Since the metric is still FRW, the Friedmann equations remain the same:
H2 =
ρ
3
(2.23)
a¨
a
=− ρ+ 3P
6
, (2.24)
and the total energy density is given by
ρ = ρχ + ρA + ρφ, (2.25)
in which ρχ and ρA are the same as before, and ρφ is:
ρφ =
φ˙2
2
+ V (φ). (2.26)
The pressure is also linearly additive, so the total pressure is given by:
P = Pχ + PA + Pφ, (2.27)
with
Pφ =
1
2
φ˙2 − V (φ). (2.28)
The slow-roll parameters are given by:
εH ≡ −H˙
H2
=
3
2
(
P + ρ
ρ
)
, (2.29)
and
ηH ≡ H¨
HH˙
=
√
3
ρ
∂
∂t
ln (|ρ+ P |). (2.30)
Taking the inflaton pressure and energy as dominant we can write these as:
P = Pφ + ∆P ; ρ = ρφ + ∆ρ, (2.31)
where we imply ∆ρρφ ,
∆P
Pφ
 1. In this approximation the quantity P+ρρ becomes:
P + ρ
ρ
' Pφ + ρφ
ρφ
+
1
ρφ
[∆ρ+ ∆P ]− ∆ρ
ρφ
[
Pφ + ρφ
ρφ
+
1
ρφ
[∆ρ+ ∆P ]
]
, (2.32)
in which by virtue of the SU(2)-axion being a spectator sector, the third term is suppressed.
This yields:
ε ' εφ + 3
2ρφ
[Pχ + PA + ρχ + ρA] = εφ + εCN , (2.33)
where εφ ≡ 3(Pφ+ρφ)2ρφ and εCN ≡
3(Pχ+PA+ρχ+ρA)
2ρφ
. From here on we dispose of the subscript H
on ε and η. If we want to compare the slow-roll parameter of a spectator system and the CN
system this can be written as:
εspectator ' εφ + ρCN0
ρφ
εCN0, (2.34)
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where the subscript CN0 denotes the original CN system, without the inflaton potential, as
in Eq. (2.17).
The second slow-roll parameter expansion has two limits. In the limit of εφ  εCN we
have:
ηspectator = ηφ +
√
3
ρφ
∂
∂t
(
εCN
εφ
)
, (2.35)
where ηφ ≡
√
3
ρφ
∂
∂t ln(|ρφ + Pφ|), the second term is much smaller than the first. Thus if we
assume a well behaved Hubble parameter over the inflationary period, we can safely ignore
that term. Therefore the second slow-roll parameter is also dominated by the scalar-field-
associated parameter. The only caveat for this assumption is that we have to make sure εCN
does not oscillate too much; otherwise, the temporal derivative might dominate Eq. 2.35.
In the limit of εCN  εφ the term for ηspectator becomes:
ηspectator ' ηCN +
√
3
ρφ
∂
∂t
(
εφ
εCN
)
, (2.36)
where ηCN ≡
√
3
ρφ
∂t ln (|ρCN + PCN |). However, we can construct ε˙φ to be sufficiently small
such that:
ηspectator ' ηCN . (2.37)
These expressions for ηspectator suggest that in areas where the CN system is unstable, care
should be taken choosing the inflaton potential.
3 Axion-SU(2) system in a Bianchi Type I spacetime
So far, we have discussed axion-SU(2) systems embedded in an FRW metric. We now turn to
consider a homogeneous but anisotropic background geometry. Here we assume an axisym-
metric Bianchi type I metric:
ds2 = −dt2 + e2α(t)
[
e−4σ(t)dx2 + e2σ(t)
(
dy2 + dz2
)]
, (3.1)
in which eα(t) is the isotropic scale factor, a(t), and the metric anisotropy is represented by
eσ(t). As with the case of isotropic background, we define the isotropic Hubble parameter as:
H ≡ α˙. (3.2)
When σ(t) = C for some constant C, the axes can always be rescaled such that the metric
reduces to the FRW one. In other words, only the time varying part of σ is a physical quantity.
The spatial triads now have the following form:
ea1 = e
α−2σδa1 , e
a
2 = e
α+σδa2 , and e
a
3 = e
α+σδa3 . (3.3)
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In this geometry the energy-momentum tensor has the diagonal form of:
Tµν =

−ρ(t)
P (t)− 2P˜ (t)
P (t) + P˜ (t)
P (t) + P˜ (t)
 , (3.4)
where ρ is the energy density, P is the isotropic pressure and P˜ is the anisotropic pressure
which parametrizes the amount of anisotropy in the energy-momentum tensor. The dynamics
in Bianchi cosmology is specified by the following field equations:
α˙2 − σ˙2 = ρ
3
, (3.5)
σ¨ + 3α˙σ˙ =
P˜
3
, (3.6)
α¨+ 3σ˙2 = −ρ+ P
2
. (3.7)
From 3.6 we realize that P˜ is the source of the anisotropy σ˙. In its absence the initial
anisotropy is exponentially suppressed, at a time scale α˙−1. However, a non-zero anisotropic
pressure can lead to non-trivial dynamics of spatial anisotropies in the metric. When α˙ ≡ H(t)
and σ = C, the equations above revert to the usual FRW Friedmann equations.
We follow the formalism of [34] to simplify analytical treatment of the model. Choosing the
temporal gauge the consistent truncation for the gauge fields gives:
Aaµ =
{
0 µ = 0
ψie
a
i µ = i
. (3.8)
The axial symmetry of the metric in the y − z plane yields ψ2 = ψ3; thus, the explicit form
of our ansatz is given by:
Aai = diag(e
α−2σψ1, eα+σψ2, eα+σψ3). (3.9)
We now introduce the following field re-definitions:
ψ1(t) =
ψ(t)
β2(t)
; ψ2(t) = ψ3(t) = β(t)ψ(t), (3.10)
in which ψ(t) represents the isotropic field and β(t) parametrizes anisotropy in the gauge
fields, with β = ±1 being the isotropic gauge field configuration. Moreover, as the point
β = 0 is a singularity, β cannot change sign.
With this reformulation the CN matter Lagrangian from the action 2.1 now reads:
Lm = β2
(
ψ
(
σ˙ + α˙+
β˙
β
)
+ ψ˙
)2
+
1
2β4
(
ψ
(
−2σ˙ + α˙− 2β˙
β
)
+ ψ˙
)2
(3.11)
−
3gAλχψ
2
(
ψα˙+ ψ˙
)
f
− µ4
(
1 + cos
χ
f
)
− 1
2
g2Aβ
4ψ4 − g
2
Aψ
4
β2
+
1
2
χ˙2.
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The field equation of the axion is only coupled to the isotropic part of the gauge field, ψ.
Therefore, the axion field equation remains unchanged and similar to Eq. 2.14. It implies
that only the isotropic gauge configuration is sourced by the axion. Later we see that it leads
to the exponential decay of the anisotropic part by inflation.
The energy density ρ can be written as:
ρ = ρχ + ρA , (3.12)
where
ρχ =
χ˙2
2
+ µ4
(
1 + cos
χ
f
)
, (3.13)
and
ρA =
1
2β4
(
ψ˙ + α˙ψ − 2
(
σ˙ +
β˙
β
)
ψ
)2
+ β2
(
ψ˙ + α˙ψ +
(
σ˙ +
β˙
β
)
ψ
)2
+ g2A
(2 + β4)ψ4
2β2
.
(3.14)
The isotropic pressure is then given by
P = χ˙2 − ρχ + ρA
3
, (3.15)
while the anisotropic part is
P˜ =
1− β6
3
 1
β4
(
ψ˙ + α˙ψ − 2
(
σ˙ +
β˙
β
)
ψ
)2
− 1
β2
g2Aψ
4
 (3.16)
− β2
(
β˙
β
+ σ˙
)(
2ψ˙ + 2α˙ψ −
(
σ˙ +
β˙
β
)
ψ
)
ψ.
One constant of motion arising from this effective Lagrangian is the σ associated momentum:
Πσ = 2β
2ψ
[
ψ
(
σ˙ + α˙+
β˙
β
)
+ ψ˙
]
− 2ψ
β4
[
ψ
(
−2
(
σ˙ +
β˙
β
)
+ α˙
)
+ ψ˙
]
+ 6σ˙ , (3.17)
leading to:
σ˙ =
β4De−3α −
(
β˙
β
(
β6 + 2
)
ψ2 +
(
ψ˙ + α˙ψ
) (
β6 − 1)ψ)
3β4 + (β6 + 2)ψ2
, (3.18)
where D is some arbitrary constant, and represents the initial anisotropy conjugate mo-
mentum. In a previous study [34] this constant was set to D = 0, effectively reducing the
parameter space. As D is exponentially suppressed by the number of efolds α, it could be
argued that the system should be indifferent to this initial parameter. However, the under-
standing of this parameter as akin to an initial anisotropy ‘push’ restricts the initial value to
be of order D ∼ H. To evaluate the restrictions on D we first assume inflation takes place.
Formally, in a Bianchi type I geometry this means that α¨ > 0 and α˙2 > σ˙2. Examining the
first slow-roll parameter we have:
ε ≡ − α¨
α˙2
=
ρ+P
2 + 3σ˙
2
α˙2
. (3.19)
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Defining εiso ≡ 3(ρ+P )2ρ , we rewrite this as:
ε =
ρεiso
3α˙2
+ 3
(
σ˙
α˙
)2
. (3.20)
Taking the upper limit on σ˙ by setting εiso & 0, we have:
1 > ε & 3
(
σ˙
α˙
)2
. (3.21)
Since all other constituents of the term 3.18 have to be small during slow-roll as argued in
[34], and assuming we start at an initial efolding number of α = 0, if D dominates the term
3.18, we have σ˙ ∼ D/3. This yields
ε & D
2
3α˙2
. (3.22)
Thus it is formally possible for σ˙ to momentarily achieve values comparable to α˙. However,
this high value should be attenuated almost immediately to a value more suited for a slow-roll
inflation. Specifically in these systems it was shown that ε ' (1−ns)2 [23, 24], with ns being
the scalar spectral index. This should push ε to be of the order of 10−3, so we would expect
|D|  α˙. Since D is multiplied by a factor of e−3α, it was thought that whatever initial value
is assigned, D is irrelevant. However, when D > several × α˙, the system becomes unstable
and the inflationary solution becomes non-viable. This represents a level of tuning previously
overlooked [34].
3.1 Numerical analysis results
Our numerical analysis uses the full equations of motion arising from the action 2.1. As
mentioned before, the axion field is only coupled to the isotropic part of the gauge field, ψ.
Therefore, the slow-roll relation 2.16 is still valid in the Bianchi spacetime. We can thus use
it to simplify the parameter space. We first specify at the onset of inflation H0, χ0, gA, λ and
f . We derive µ using the slow-roll condition:
µ =
(
3H0
1 + cos χ0f
)1/4
, (3.23)
and derive ψ0 by:
ψ0 =
(
µ4 sin χf
3gAλH0
)1/3
. (3.24)
Specifically, we setH0 to the GUT scaleH0 = 10−6MPl. We assign ψ˙0 = χ˙0 = 0 for simplicity.
The baseline parameters we use are specified in Table 1.
The fixed point solution is given by β = ±1; however, it is hard to achieve this value
numerically. Thus we employ effective convergence thresholds such that if |β| = 1±∆, for a
sufficiently small ∆, with a vanishingly small β˙ we are in the convergence target area. After
– 9 –
Figure 1. Trajectories (blue dots) that start with various initial conditions (red,yellow,green X’s) such
that (β0, β˙0H0 ) ∈ (±10,±10). Convergence to the attractors at β = ±1 (black X’s) is apparent. While
some trajectories initially turn away from the fixed points and anisotropy increases, they all eventually
sufficiently isotropize. The embedded figure shows a single trajectory starting at β0 = 2, β˙0H0 = 10.
Figure 2. A closer look at trajectories (upper right panel) in a smaller area of phase-space around
β = 0 reveals a ‘no-go’ area (black striped area) where convergence is not achieved. This signifies
that the system exits slow-roll (εH > 1), and enters a ‘runaway’ dynamics where the system cannot
support inflation. The three panels from left to bottom right are convergence maps around (0, 0). The
color shows the amount of efolds the system requires to isotropize. The system does not isotropize
in the deep blue regions. Successive magnification around (0, 0) reveals an internal structure of this
‘no-go’ area.
– 10 –
H0 10
−6 f 0.1
λ 2000 gA 2 · 10−6
χ0 pi · 10−3 χ˙0 0
ψ˙0 0
µ ∼ 10−3 ψ0 ∼ pi/200
α & 70
Table 1. Baseline parameters for the numerical analysis of the CN system. The upper parameters:
H0, f, λ, gA, and χ0 are specified. The parameters at the bottom are derived from the slow-roll
conditions. Unless specifically studied, D = 0. The slow-roll conditions are used only in the initial
parameters derivation stage. These basic parameters along with β > 1, β˙/H0 = 0 yield an e-folding
number of at least 70.
enough consecutive integration steps inside the convergence area, we numerically set β = ±1
(corresponding to the correct attractor) and β˙ = 0.
When calculating the number of efolds it takes the system to isotropize we use an additional
exit condition of
σ˙  α˙. (3.25)
In practice, numerically we demand
|σ˙(t)| < α˙(t) · 10−3. (3.26)
We find that the isotropic attractor solutions at β = ±1 apparently hold for the full numerical
analysis. Fig 1 shows a set of evenly spaced initial conditions at (β, β˙/H0) ∈ (±10,±10).
Trajectories starting at β > 0 (β < 0) converge to β = 1 (β = −1), seemingly regardless of
initial conditions. However, upon closer inspection we find some voids in the convergence
pattern as seen in Fig. 2. By gradually zooming into the area around the unstable point
(β, β˙/H0) = (0, 0) we gain better resolution of these areas of no convergence. We call these
‘no-go’ areas.
The existence of these areas can be understood by the looking at the gauge field kinetic terms
of the system (Eq. 3.14). We would expect that when β˙α˙β > 1, the gauge field kinetic term
dominates the energy density, and we quickly exit the slow-roll regime. In this case, while
the gauge fields ψi remain finite and βψ  1, taking the limit of β˙α˙β  1 while setting D = 0
for simplicity we have:
σ˙
α˙
'
−
[
β˙
α˙ββ
6 +
(
ψ˙
α˙ψ + 1
)
β6
]
ψ2
3β4
. (3.27)
Further, taking the limit where ψ˙α˙ψ  1. we have:
σ˙
α˙
' −
(
β˙
α˙β
+ 1
)
(βψ)2 . (3.28)
Finally , again β˙α˙β  1 and so we arrive at:
σ˙
α˙
∝ − β˙ψ
α˙
βψ = − 1
α˙
β˙βψ2 (3.29)
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Therefore, under these conditions the system will tend towards further anisotropization. Fig. 2
shows the areas of non-convergence around β = 0. Surprisingly, some areas we should expect
to fully anisotropize actually converge to the isotropic attractor. One may suspect that the
no-go area coincides with the area of initial slow-roll violation (εH > 1) or that of initial
dominant anisotropy (3
(
σ˙
α˙
)2
> 1, see equation 3.21.) However, figure 4 shows this is not the
case.
Interestingly, combining equations 3.21 and 3.28 we have:
1
3
>
1
ε
(
σ˙
α˙
)2
> 0. (3.30)
Thus, as β˙α˙β →∞, and with a small non-zero βψ, ε has to go to infinity to preserve this in-
equality. This means that at this limit, slow-roll must be violated and inflation has to become
non-valid. This is shown in figure 3, where for a trajectory starting at
(
β0 = 0.35,
β˙0
H0
= 2
)
, as
β˙
H0β
is driven to values over ∼ 105 the value of εH rapidly increases until slow-roll is violated.
100 101
102
104 0 0.05 0.1
0.01
1
Figure 3. A trajectory that starts within the β − β˙ phase space no-go region quickly evolves to
values of β˙H0β > 10
5 in ∼ 0.1 efolds, before slow-roll inflation ends. The embedded graph shows the
evolution of εH as a function of efolds (green line). Slow-roll violation is evident when εH climbs over
1 (red line) at approximately α ∼ 0.12.
Although the no-go area includes β˙α˙β  1, where the kinetic term of the gauge-field sector
is very large, and the system is far away from isotropy, it is much larger. More precisely, the
area in the phase space regions with β of the opposite sign as β˙ (i.e. ββ˙ < 0) is well behaved,
even where initially ε > 1 or more drastically 3
(
σ˙
α˙
)2
> 1. However, in the phase space regions
where β has the same sign as β˙ (i.e. ββ˙ > 0), the no-go area starts around β˙α˙β > 4 and persists
even well outside of the initial 0 > 1 area (See figure 4). The reason for the narrowness of
the no-go area in the the ββ˙ < 0 regions of the phase space is the due to the inability of
the trajectories to cross the β = 0 line and hence β˙α˙ must initially rapidly decrease. Such
constraint does not hold for the ββ˙ > 0 part of the phase space.
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Figure 4. A convergence map of the CN system in the phase space of (β, β˙/H0) ∈ ([−2, 2], [−2, 2]).
The map shows how many efolds it takes the system to fully isotropize. The black area is the no-go
area where the system fails to isotropize. The area within the purple gradient denotes regions where
the initial ε0 > 1. The area within the blue-green gradient denotes regions where 3
(
σ˙
H0
)2
> 1. We
see the correspondence between no-go area and initial slow-roll violation is weak.
It is interesting to compare previous treatments of this system under slow-roll constraints
[34, 36, 37], with our unconstrained analysis. The full separatrix of the chromo-natural system
is embedded in a 6 dimensional space, i.e.
(
χ, χ˙, ψ, ψ˙, β, β˙
)
. Upon enforcing slow-roll and
after dropping all slow-roll suppressed terms, one can factor out ψ and χ. Thus the dynamical
system is constrained to a 2 dimensional (reduced) phase space for a given χ0, χ˙0, ψ0, ψ˙0. A
separatrix then emerges in the β − β˙/α˙ phase-space. However, even starting from slow-
roll inflation, there is a region in the unconstrained phase space that does not fulfill that
expectation, i.e. the no-go area. In other words, the system in the no-go area spans the full
phase space, and the time evolution of the ψ and χ fields are so large that the system quickly
gets out of the 2 dimensional reduced phase space and terminates inflation.
That said, the divergent region looks to coincide with the separatrix mentioned. The
following figure 5 shows this, albeit in a rough-sketch manner. It is also worth mentioning that
the phase space presented in [37], while having similar features, describes a different system
then the ‘pure’ SU(2)-axion coupling we study in the no-inflaton limit, i.e. it is ’Higgsed’.
– 13 –
Figure 5. An overlay of the convergence map over the phase-space flow diagram in [34]. In the
no-go region, the time evolution of fields (ψ, χ, β) is very large which quickly terminates inflation. In
other words, the slow-roll conditions assumed in earlier works to plot this 2D phase diagram is not
valid in the no-go region.
4 Spectator Axion-SU(2) Sector in Bianchi Type I Spacetime
We now relegate the axion-SU(2) system to a spectator status, albeit embedded in a Bianchi
type I geometry. Again due to the minimal coupling of the inflaton sector, the changes to
the energy density and pressure are straightforward, as the inflaton field does not generate
anisotropic pressure.
ρ = ρCN +
φ˙2
2
+ V (φ) , (4.1)
P = PCN +
φ˙2
2
− V (φ) , (4.2)
P˜ = P˜A , (4.3)
where ρCN , PCN , P˜A are given in (3.12),(3.15),(3.16) respectively. As in section 2.2, we now
denote the energy density and pressure as:
ρ = ρφ + ∆ρ; P = Pφ + ∆P. (4.4)
With this notation we can evaluate the slow-roll parameter ε in this system as:
ε = εφ + εCN (4.5)
where εφ = 32
(
Pφ+ρφ
ρφ
)
, and εCN =
(
ρCN+PCN
2 + 3σ˙
2
)
/
(ρφ
3 + σ˙
2
)
. This evaluation is valid if,
in addition to ∆ρρφ ,
∆P
Pφ
 1 we also have σ˙ρφ  1. The second slow-roll parameter is given by:
η =
1
α˙
...
α
α¨
=
1
α˙
∂
∂t
ln α¨. (4.6)
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Thus as in (2.35) and (2.36) we have two regions: η ' ηφ +
√
3
ρφ
∂
∂t
(
εCN
εφ
)
εφ  εCN ,
η ' ηCN +
√
3
ρφ
∂
∂t
(
εφ
εCN
)
εCN  εφ,
(4.7)
where this time ηCN ≡
√
3
ρφ
∂
∂t ln (|ρCN + PCN + 6σ˙2|), due to the different geometry.
We thus inherit the same analysis from the spectator system in FRW geometry regarding the
stability conditions.
4.1 Numerical results
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Figure 6. A comparison of trajectories and isotropization for identical intitial conditions, with
different R values. The upper left panel shows the trajectories in the β − β˙α˙ phase-space. The panel
on the bottom right shows the α˙ evolution for each system. On the left hand the convergence of σ˙α˙
to the numerical threshold is shown. It is clear that as R increases, the convergence is swifter. The
R = 100 plot (purple dash) achieves sufficient isotropization in under 4.5 efolds, and before the system
converges on the attractor.
We now use the action in 2.20, with an inflatonary potential that supports 70 efolds
of inflation. We use the CN realization previously discussed, and ensure we have an overall
GUT scale inflation by fixing H0 = 10−6MPl. We first define R as the ratio between the
inflationary and the axion potentials at the onset of inflation:
R ≡ V (φ0)
µ4
(
1 + cos χ0f
) . (4.8)
Thus with R,H0 = 10−6, χ0 = pi · 10−3, φ0 = 0 and f = 0.1, we can extract µ and V (φ0) by :
µ =
 3H20
(1 +R)
(
1 + cos χ0f
)
1/4 , (4.9)
V (φ0) = Rµ
4
(
1 + cos
χ0
f
)
. (4.10)
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Additionally, we extract ψ0 from 3.24, with gA = 2 ·10−6 and λ = 2000. The remaining kinetic
terms are set to χ˙0 = ψ˙0 = 0.
Every simulated evolution starts with an initial (β, β˙) pair. The overall Hubble parameter
is set to H0 = 10−6MPl, but it is done in the absence of a kinetic term for β. Thus,
we re-calculate the actual initial Hubble parameter α˙0 including the β, β˙ terms. We then
solve the equations of motion numerically for each integration step, while taking care to use
the Friedmann equation to check our result. This effectively is a consistency check on our
calculations, and typically we have α˙2 − σ˙2 − ρ3 = O(10−27), which is at the level of machine
precision, for the smallest fixed quantity in the system - µ4.
Figure 7. Gradually increasing the inflaton energy density with respect to the spectator axion
energy density. The parameter R encodes the domination of the inflaton component over the axion
component. We probe the larger phase-space of (β, β˙/H0) ∈ (10, 100) to look at the limits of the basin
of attractor. The phase-space convergence plots show that as the inflaton becomes more dominant,
the system becomes indifferent to initial conditions, and readily converges to the isotropic attractor
solution. The color bar shows the number of efolds it takes the system to isotropize.
We employ the same numerical methods and exit conditions as in section 3.1. However, when
one wishes to compare systems with different R values, a fixed threshold is needed; thus we
use
|σ˙(t)| < H0 · 10−9 = 10−15, (4.11)
where H0 is fixed regardless of R, and α˙(t) is time-dependent and sensitive to the system’s
specific setup. We first look at a few trajectories, studying the effect of an increase of R. In
figure 6, we observe that as R increases, trajectories tend to stabilize (top left panel) in the
sense of less oscillations in the β − β˙α˙ phase-space. This is due to the dominance of V (φ)
over the axion potential scale µ. We also observe that the system isotropizes more quickly
(bottom and top right panel) with the increase of R.
We looked at a larger phase-space than previously studied to probe the limits of the basin of
attraction. By simulating anisotropy phase-spaces with different R values, we find that the
– 16 –
Figure 8. Anisotropy phase space for R = 1000. While we see that all regions that converge to the
attractor solution do so in ∼ 6 efolds, we still observe the persistence of the no-go areas. This is due
to the kinetic term ‘hand-off’ mechanism.
system gradually stabilizes into an inflaton dominated one ,i.e., the usual scalar-driven slow-
roll inflation. Fig. 7 shows this, as even the larger phase-space, where (β0, β˙0H0 ) ∈ (±10,±100)
supports the attractor isotropic solution.
Even so, there are still locations in the anisotropy phase-space where initial conditions violate
slow-roll inflation. This is due to the gauge field kinetic energy term dependence on β. Recall
that β = 0 is an unstable fixed point for the ψ and β field equations. Sufficiently close to
β = 0 the kinetic term in equation 3.14 part that is proportional to β˙
2
β6
becomes unbounded,
violates slow-roll, and drives the system to large values of β. At that point there are two
options. Either the system stabilizes and converges to β = ±1 albeit slowly, or the large value
of β˙ is ‘handed-off’ to the kinetic term in equation 3.14 that is proportional to β˙2. In turn
this feeds the anisotropy momentum, such that in the limit of large β˙α˙β we have:
σ˙
α˙ ' −13
(
1 + β˙βα˙
)
(βψ)2 β  1
σ˙
α˙ ' 13
(
1− 2β˙βα˙
)(
ψ
β2
)2
β  1
(4.12)
The energy density in the gauge-field sector goes like
ρA ∼
(
β˙
β
)2(
2
β4
+ β2
)
ψ2 =
(
β˙
β
)2(
2
(
ψ
β2
)2
+ (βψ)2
)
(4.13)
Therefore, in the regions where either β → 0, or β˙α˙β  1 the system becomes mathematically
unbounded. Note that β = 0 is a singularity of paramtrization. However, all of the physical
quantities, i.e. βψ and ψ
β2
are always finite. Therefore, the physical system with β = 0 implies
βψ = ψ
β2
= 0, i.e. zero gauge fields VEV. Adding the inflaton potential may go a long way
to stabilize these trajectories, but ultimately, these no-go areas should not be expected to
vanish altogether. We see that even at R = 1000, i.e., the system is highly dominated by the
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inflationary potential, these no-go areas still persist when β˙/H0  1. This area has not been
previously studied. This is shown in figure 8.
One may suspect these areas coincide with areas where the energy density in the CN sector,
including the kinetic terms, initially dominates the inflaton sector. We define q˜ as the ratio
between the energy densities such that:
q˜ =
ρφ
ρCN
, (4.14)
where the energy densities now contain all relevant kinetic terms. In figure 9 we show that
the no-go areas do not fully correlate to areas where the CN energy density dominates, even
in the presence of kinetic terms. In other words, the no-go area is a dynamical effect due to
the instability of the system around β ∼ 0 and β˙α˙β  1.
Figure 9. Phase-space characteristics for R = 100 (upper row) and R = 1000 (lower row). The
columns from left to right are: convergence plot, initial ε for each simulated system, and q˜ for each
system. On the second and third columns we also show the iso-contours of ε (orange) and q˜
(black). We see no correlation between the no-go area and areas of initial high ε or low q˜.
Moreover, except along a narrow strip along the β ∼ 0 region, the system starts at slow-roll
but fails to isotropize, even when the energy in the inflaton sector greatly dominates that of
the CN sector.
5 Conclusion
We have studied an axion-SU(2) gauge field system embedded in a homogeneous but anisotropic
Bianchi type I geometry. In both of our realizations of the CN system [35, 38] we parametrize
the gauge field deviation from isotropy by the dimensionless parameter β(t) [34]. In this
parametrization the prefect isotropic state is given by β = ±1, and a singularity exists at
β = 0. We have solved these systems numerically, using the full equations of motion and an
energy consistency condition. We have investigated the attractor’s basin of attraction to the
homogeneous isotropic solution and confirmed that the system has a single attractor solution
– 18 –
in each half-plane (corresponding to β = ±1).
We have found that, contrary to previous claims based on its exponential suppression, the
initial value for D cannot exceed several times the initial Hubble parameter α˙. When D > a
few α˙ the system exits slow-roll either directly, or through the ‘hand-off’ mechanism.
We additionally explored a part of the β˙ − β phase space which has not been previously
studied. This regime, e.g. the vicinity of β = 0 with a large kinetic term (β˙/H  1), con-
tains a no-go area in which the anisotropies do not isotropize and the large kinetic energy in
the anisotropies terminates inflation after a few efolds at the most. Thus these areas fail to
support the necessary 60 or so efolds of inflation required to account for observations.
In the case of the spectator axion-SU(2) system [38], stability is significantly increased. The
anisotropies decay faster and the system settles into the attractor solution in fewer efolds.
The basin of attraction can additionally support larger kinetic terms, and the no-go areas
substantially shrink.
Therefore we conclude that in terms of tuning requirements, and in the sense of phase-
space stability the spectator axion-SU(2) model is more viable. Thus it is phenomenologically
more attractive as a methodological substrate, rather than the pure CN system, to study
inflationary models which involve primordial SU(2) symmetry.
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