Abstract. Chromosomes evolve through genome rearrangement events, including inversions, transpositions, and inverted transpositions, that change the order and strandedness of genes within chromosomes. In this paper we present a method for estimating evolutionary histories for chromosomes based upon such events. The fundamental mathematical challenge of our approach is to estimate the true evolutionary distance between every pair of chromosomes, where the true evolutionary distance is the number of rearrangement events that took place in the evolutionary history between the chromosomes. We present two techniques, Exact-and Approx-IEBP, for estimating true evolutionary distances and prove guarantees about the accuracy of these techniques under a very general stochastic model of chromosomal evolution. We then show how we can use these estimated distances to obtain highly accurate estimates of chromosomal evolutionary history, significantly improving upon the previous best techniques.
Introduction. Evolutionary tree reconstructions have for the most part been based upon analyses of biomolecular sequences evolving through site substitutions (also called point mutations)
. Yet, point mutations can accumulate quickly, and extensive research (both theoretical and experimental) has shown that when enough point mutations have occurred, existing approaches for estimating evolutionary histories will generally produce highly inaccurate trees [1, 8, 15, 19] . Thus, obtaining a good estimate of the evolutionary history of some datasets can be very difficult when using point mutations alone as the source of evolutionary signal.
In the last two decades, biologists have become increasingly interested in reconstructing evolution using large-scale features of whole chromosomes. The hope is that if the events that led these chromosomes to change were sufficiently rare, it might be possible to obtain better (i.e., more accurate) evolutionary history reconstructions through a proper analysis of these data.
Two of the more promising types of mutational events that have been considered by biologists are inversions and transpositions (defined later); these events affect chromosomes in two ways: they can rearrange the order of genes within chromosomes, and they can change the strand on which these genes appear. Since these events are much less frequent than point mutations, biologists were hopeful that evolutionary histories estimated using these rearrangement events might be more accurate than histories estimated from point mutations [24] .
In this paper we show how to estimate evolutionary histories for chromosomes that have evolved under inversions and transpositions. Our approach is "distance-based," which means that we first estimate a matrix of "evolutionary distances" between every pair of chromosomes in the input and then apply a tree reconstruction method which uses distances (such as neighbor joining [25] ). This is a standard approach in phylogenetics, and it has been used very successfully for phylogenetic analyses from molecular sequences. However, this approach requires a mathematical technique for estimating evolutionary distances.
Techniques for estimating evolutionary distances between chromosomes have been developed prior to this work, but all have been restricted to inversion-only evolution. For example, several polynomial time methods for computing the inversion distance (see [2, 10, 14] ) have been developed. However, the inversion distance is an edit distance, and hence it may underestimate the actual number of events; that is, the actual transformation of one chromosome into another may not take the shortest path. Using the inversion distance as a proxy for the evolutionary distance can thus lead in turn to inaccurate phylogenies. In addition, Sankoff and Blanchette [26] developed a technique which enabled the estimation of evolutionary distances under inversion-only models of evolution; this technique, however, was never used in phylogeny reconstruction. No technique before this work has addressed the problem of estimating evolutionary distances between chromosomes when inversions and transpositions are both allowed.
This paper makes the following progress towards the challenge of estimating evolutionary histories for chromosomes:
• We present a statistical model of the evolutionary process which allows for inversions, transpositions, and inverted transpositions; this model generalizes the Nadeau-Taylor model [18] , and thus is called the generalized NadeauTaylor (GNT) model. • We present mathematical techniques for estimating evolutionary distances and prove theorems about the accuracy of these estimations under the GNT model.
• We present a simulation study evaluating the relative performance of our new distance estimators by comparison to earlier distance estimators, as well as evaluating the accuracy of phylogenies reconstructed by neighbor joining (the benchmark distance-based method) using different ways of estimating evolutionary distances. This study shows how our new distance estimation techniques dramatically improve upon the estimation of true evolutionary distances, and also improve the accuracy of phylogeny reconstruction from chromosomes when used with neighbor joining, by comparison to early distance estimation techniques. The organization of this paper is as follows. We define our notation in section 2 and give an overview of our mathematical technique for estimating evolutionary distances in section 3. Fundamental to our estimation technique is the ability to compute the expected "breakpoint distance" produced by a sequence of k random events in the GNT model; techniques (both exact and approximate) for these computations are presented in sections 4 and 5. In section 6, we then show how to use these computations to estimate evolutionary distances under the GNT model from whole chromosomes; part of this requires that we establish theoretical results about the fast mixing of a Markov chain we define. We provide a simulation study in section 7, evaluating both the accuracy of new distance estimators in comparison to earlier techniques and how these new distance estimation techniques impact the accuracy of phylogenies estimated using the neighbor joining [25] method. We summarize our results in section 9.
Definitions.

Representations of chromosomes.
The genomes of some organisms have a single chromosome or contain single chromosome organelles (such as mitochondria [4, 21] or chloroplasts [20, 23] ). These chromosomes can be linear or circular, depending upon their type. Whether from gene maps or from whole chromosome sequencing projects, it is possible to obtain highly accurate information about the ordering and strandedness (since chromosomes are double-stranded) of the genes within the chromosome.
In this paper, we will explore evolutionary history reconstruction for single chromosome genomes, under the assumption that the chromosomes have evolved under inversions, transpositions, and inverted transpositions. Since genes are never lost or added under these processes, our inputs are sets of chromosomes in which each gene appears once in each chromosome.
We now describe how we can represent each chromosome as a signed permutation of the integers 1, 2, . . . , n, where there are n genes. We assign a number to the same gene in each chromosome, arbitrarily pick one strand out of each chromosome to be the positive orientation, and thus assign each gene either a positive or negative sign to indicate its strand. In this way, each chromosome can be represented by a signed permutation of {1, . . . , n}. Note that this representation is not unique. Each linear chromosome can be represented in two ways, so that (1, 2, . . . , 9, 10) and (−10, −9, . . . , −2, −1) represent the same linear chromosome. To represent a circular permutation, we simply break the circular permutation at an arbitrary gene and pick one of the two directions to follow; thus, circular permutations admit many representations. For example, (1, 2, 3), (2, 3, 1) , and (−1, −3, −2) are representations for the same circular chromosome. The canonical representation for a circular chromosome is obtained by having gene 1 at the first position in its positive sign. Thus, the first representation in the previous example is the canonical representation.
Chromosomal rearrangement events.
We now define inversions, transpositions, and inverted transpositions. Starting with a chromosome G = (g 1 , g 2 , . . . , g n ) an inversion between indices a and b, 1 ≤ a < b ≤ n + 1, produces the chromosome with linear ordering
If b < a, we can still apply an inversion to a circular (but not linear) chromosome by simply rotating the circular ordering until g a precedes g b in the representation, since we consider all rotations of the complete circular ordering of a circular chromosome as equivalent.
A transposition on the (linear or circular) chromosome G acts on three indices, a, b, c, with 1 ≤ a < b ≤ n and 2 ≤ c ≤ n + 1, c / ∈ [a, b], and operates by picking up the interval g a , g a+1 , . . . , g b−1 and inserting it immediately after g c−1 . Thus, the chromosome G above (with the additional assumption of c > b) is replaced by
An inverted transposition is the combination of a transposition and an inversion on the transposed substring so that G is replaced by
Inversions, transpositions, and inverted transpositions are particular examples of chromosomal rearrangements, which are events that change the order and strandedness of genes within chromosomes. Thus, any function that maps signed gene orders to signed gene orders on the same set of genes is a chromosomal rearrangement. We may also consider rearrangements that change the number of copies of each gene within a chromosome; such events include duplications, insertions, and deletions of strings. However, in this paper, we will be most interested in studying just inversions, transpositions, and inverted transpositions.
Breakpoint distances.
A standard way of computing a distance between chromosomes is the breakpoint distance [3] , which we now define. Let G and G be two chromosomes on the same set of genes, and assume each gene appears exactly once in each of the two chromosomes. Two genes x and y are adjacent in chromosome G if x is immediately followed by y in G or, equivalently, if −y is immediately followed by −x (recall that chromosomes have several equivalent representations). We then define a breakpoint in G with respect to G to be an ordered pair of signed genes (x, y) such that x and y are adjacent in G but are not adjacent in G . Just as we consider chromosomes to have equivalent representations, we consider the ordered pair (x, y) to be equivalent to (−y, −x). The breakpoint distance between two chromosomes G and G is the number of nonequivalent breakpoints in G with respect to G . Therefore, the breakpoint distance is a metric since it is the cardinality of the symmetric difference between two sets. In particular, it is a symmetric function: the number of breakpoints in G with respect to G is the same as the number of breakpoints in G with respect to G.
An example should make this clear. Let G and G be circular chromosomes defined by G = (1, 2, 3, 4) and G = (1, −3, −2, 4). There are two breakpoints in G with respect to G, and these are (1, −3) and (−2, 4). There are also two breakpoints in G with respect to G , namely (1, 2) and (3, 4) . Thus, the breakpoint distance between G and G is two. Note also that the pair (2, 3) is not a breakpoint in either chromosome with respect to the other chromosome.
We will let d BP (G, G ) denote the breakpoint distance between G and G .
2.4.
The Nadeau-Taylor model. The Nadeau-Taylor model was introduced in [18] and was the first stochastic model of chromosome evolution. In the NadeauTaylor model there is a fixed binary evolutionary tree, and the ancestral chromosome (that is, the chromosome at the root of the tree) has a single copy of each gene. This chromosome evolves down the tree solely through inversions, and any two inversions are equiprobable. The number of inversions that takes place on an edge e is a random variable which is Poisson distributed with mean λ e . (Note that λ e depends upon the edge e, and so the expected number of inversions can differ between the different edges.) A Nadeau-Taylor model tree is fully specified by the chromosome at the root, the tree, and the parameters λ e (one for each edge).
2.5.
The generalized Nadeau-Taylor model. The generalized NadeauTaylor (GNT) model is obtained by generalizing the Nadeau-Taylor model [18] to allow for transpositions and inverted transpositions, in addition to inversions. As in the Nadeau-Taylor model, we assume that there is a fixed binary evolutionary tree T , and the ancestral chromosome has a single copy of each gene. In the GNT model, inversions, transpositions, and inverted transpositions can occur on each edge, but any two events of the same type (two inversions, two transpositions, or two inverted transpositions) are equiprobable. We fix the relative probabilities of the three types of events across the tree. Thus, we have three parameters w I , w T , and w IT , which denote the probability that a rearrangement is an inversion, a transposition, and an inverted transposition, respectively. Thus, w I + w T + w IT = 1. As in the NadeauTaylor model, we assume the number of events on each edge e is Poisson distributed with mean λ e . Thus, the tree T , the parameters λ e on each edge, and the three parameters w I , w T , and w IT define the model exactly. We let GN T (w I , w T , w IT ) denote the set of GNT model trees with the triplet (w I , w T , w IT ).
Additive distances and trees.
Let T be a binary tree with leaves labeled s 1 , s 2 , . . . , s m . Assume that every edge e in T has a positive length w e . Then the additive distance matrix corresponding to the edge-weighted tree (T, w) is
where P ij is the path in T between leaves s i and s j .
It is well known that given the matrix [D ij ] it is possible to reconstruct T and its edge weights w e but not the location of the root of T (so that only the unrooted underlying tree can be reconstructed from its additive distance matrix) [29] . In fact, given a matrix
, where f = min{w e : e ∈ E(T )}, the tree T (but not its edge weights) can be reconstructed exactly [1, 15] .
True evolutionary distances.
Let T be the true tree for a set of chromosomes, let e be any edge in T , and let k e be the actual number of events (whether inversions, transpositions, or inverted transpositions) that took place on edge e. Then the matrix D ij = e∈Pij k e is the matrix of true evolutionary distances. By construction, the matrix of true evolutionary distances is additive, and thus defines the true evolutionary tree.
3. An overview of our technique for estimating true evolutionary distances. By construction, given the matrix of true evolutionary distances we can compute the true tree and the number of events on each edge of the tree in polynomial time. Furthermore, by our earlier discussion, given a bounded inaccurate estimation of true evolutionary distances, we can still compute the true tree in polynomial time. Because highly accurate estimations of true evolutionary distances enable accurate estimations of phylogenies, statisticians have developed techniques for estimating true evolutionary distances under various stochastic models of evolution (see [15, 17] for more on this). It is for this reason that we are interested in estimating true evolutionary distances for chromosomes that have evolved under the GNT model. We now describe our basic technique for estimating true evolutionary distances between chromosomes that have evolved under the GNT model.
Suppose we are given the triplet (w I , w T , w IT ) and a positive integer k. Let G be an arbitrary (but fixed) chromosome on genes 1, 2, . . . , n, and let G k be the chromosome that is the result of applying k random events to G under the GN T (w I , w T , w IT ) model. Note that d BP (G, G k ) is a random variable that depends only upon n, k, and the triplet (w I , w T , w IT ). We will show that we can compute the expected value of this random variable (i.e., E[d BP (G, G k )]) in polynomial time, and we can also compute a highly accurate approximation of E[d BP (G, G k )] somewhat faster. Once we have an estimate of this expected breakpoint distance, we can then estimate the true evolutionary distance between an arbitrary pair of chromosomes as follows.
We begin by making a simple but significant observation. Given any pair G, G of chromosomes, we can always relabel the genes so that under this relabeling G becomes G 0 (the unrearranged chromosome) and G becomes G . Because all inversions (as well as transpositions and inverted transpositions) are equally likely, we
will have the same distribution; this was first mentioned explicitly in [5] . In subsequent sections, we assume one of the two input chromosomes is always the unrearranged chromosome.
• Input: G and G , two chromosomes on n genes, and the triplet (w I , w T , w IT ).
• Output: An estimation of the actual number of events (inversions, transpositions, and inverted transpositions) that took place in the evolutionary history between G and G , under the GN T (w I , w T , w IT ) model.
Thus, our approach for estimating true evolutionary distances relies explicitly upon techniques for estimating (or computing exactly) the expected breakpoint distance produced by k random events under the GN T (w I , w T , w IT ) model. Our exact calculation for the expected breakpoint distance produced by k random events takes O(kn 2 ) time for signed circular chromosomes and O((k + n)n 4 ) time for signed linear chromosomes. We also provide an approximation algorithm for computing the expected breakpoint distance and prove that it has very low error; furthermore, it is a simple closed form formula which can be computed in constant time, and hence it is much faster than our exact algorithm. In addition, our approximation algorithm can be applied to circular/linear and signed/unsigned chromosomes easily, and thus is a more flexible analytical tool. Both techniques, therefore, are of interest.
Exact calculation of the expected breakpoint distance.
We show how to calculate exactly the expected breakpoint distance produced by k random events in the GN T (w I , w T , w IT ) model. Here we will assume that we know the triplet (w I , w T , w IT ) and thus do not need to estimate this from the data. Later in the paper we will investigate the empirical performance of using our techniques for estimating evolutionary distances and examine the consequences of using incorrect values for the triplet. We will show that even under these conditions, the trees we obtain using these distance estimates will still improve significantly upon trees obtained using standard distance estimation techniques.
Preliminaries.
Circular chromosomes. Let G 0 = (1, 2, . . . , n) be the "unrearranged" chromosome of n genes at the beginning of the evolutionary process. For any k ≥ 1, let ρ 1 , ρ 2 , . . . ρ k be k random events drawn from the GN T (w I , w T , w IT ) model, and let 
Linear chromosomes. First, we modify the representation of the linear chromosome by adding "sentinel" genes 0 and n + 1 at the beginning and end of the ancestral chromosome G 0 ; these sentinel genes exist just to make the discussion easier and are never moved during the evolution of the chromosome. Thus, every chromosome we consider will begin with gene 0 and end with gene n + 1.
Given a linear chromosome G = (g 0 = 0, g 1 , g 2 , . . . , g n , g n+1 = n + 1), we define the function B i (G), 0 ≤ i ≤ n, as we did for circular chromosomes; thus, B i (G) = 1 if and only if the unrearranged chromosome G 0 has a breakpoint between i and i + 1 with respect to G. We define P i,k identically as in the case of circular chromosomes and obtain
Calculating the expected breakpoint distance for inversion-only evolution (i.e., under the Nadeau-Taylor model). We begin by showing how the calculation proceeds when w I = 1, so that only inversions occur. This calculation was first obtained by Sankoff and Blanchette in [26] .
Theorem 1 (see [26] ). Let Pr((G k ) i = h) be the probability gene h (with the given sign) at the ith position after k random inversions. Then
By setting i = 2 and h = 2, and using Pr((
, we can compute the probability that a breakpoint occurs between genes 1 and 2 after k random inversions for any k ≥ 0.
Exact calculation of the expected breakpoint distance for circular chromosomes.
The previous section presented a technique for calculating the expected breakpoint distance after k random equiprobable inversions. Here we show how to use the same idea in calculating the expected breakpoint after k random events in the GNT model for circular chromosomes. We begin with some notation.
Notation. Under the GNT model, P i,k has the same distribution for all i, 1,k . Therefore, we will focus on the breakpoint between genes 1 and 2. Let G Since P 1,k is the probability that B 1 = 1 (i.e., that there is a breakpoint between g 1 and g 2 ) after k random events, the sign and the position of gene 2 uniquely determine
is a homogeneous Markov chain whose state space is W C n . We will use these states for indexing elements in the transition matrix and the distribution vectors. For example, if M is the transition matrix for {L (G k 
is the probability of jumping to state i from state j in one step in the Markov chain.
The transition matrix for signed circular chromosomes. Let R I , R T , and R IT be the set of all inversions, transpositions, and inverted transpositions, respectively. For every rearrangement ρ ∈ R I ∪ R T ∪ R IT , we construct the 0, 1-matrix M ρ as follows:
• For every i and
, ρ corresponds to a transition from state j to state i).
We then let
and
The following can then be easily established:
Note that the result in Theorem 1 is just this result for the case in which only inversions occur, i.e., for which w I = 1 and w T = w IT = 0. We now derive closed-form formulas for the transition matrix M for the GN T (w I , w T , w IT ) model on signed circular chromosomes with n genes. Let 
For all u and v in
, and ν n (u, v) be the numbers of inversions, transpositions, and inverted transpositions that bring a gene in state u to state v. Then
The following lemma gives formulas for ι n (u, v), τ n (u, v), and ν n (u, v).
) be the numbers of inversions, transpositions, and inverted transpositions that bring a gene in state u to state v (n is the number of genes in each chromosome). Then
Proof. The proof of (a) was provided in [26] and is omitted. 
This leads to the third line in the τ n (u, v) formula. Next, the total number of solutions (a, b, c) for the following two problems is τ n (u, v) when u = v and u, v > 0:
, and in the second case τ n (u, v) = v(n − u). The second line in the τ n (u, v) formula follows by combining the two results.
For inverted transpositions there are three distinct subclasses of rearrangement events. The result in (c) follows by applying the above method to the three cases.
We now derive the running time for this exact method.
Theorem 2. It takes O(kn 2 ) time to compute the expected breakpoint distance produced by k random events under the GNT model on circular chromosomes on n genes, using the exact technique.
Proof. We first compute the 2(n − 1)
2 ) time using the closed-form formulas above (each entry takes O(1) time). Computing M from the three matrices takes O(n 2 ) time. Finally, computing the expected breakpoint distance requires k matrix-vector multiplications, which takes O(kn 2 ) time.
Exact calculation of the expected breakpoint distance for linear chromosomes.
When the chromosomes are linear, different breakpoints will have different distributions. Thus, to compute the distribution of a given breakpoint, we will need to consider the positions and the signs of the genes involved at the same time. We begin with some notation.
Notation. Let G L n be the set of all signed linear chromosomes, and let Therefore Let x i,k be the distribution vector of J i (G k ). For every rearrangement ρ ∈ R I , R T , and R IT , the matrix M ρ is defined as for circular chromosomes, with different dimensions. We let
The transition matrix M for linear chromosomes has the same form as the transition matrix for circular chromosomes, i.e.,
Let e be a vector where e (u,v) = 1 whenever v = u + 1, and 0 otherwise. Then
is the probability there is no breakpoint between genes i and i + 1 in G 0 with respect to G k . Therefore
Since the two sentinel genes 0 and n+1 never change their positions and signs, the distributions of the two breakpoints B 0 and B n depend on the state of one gene each (1 and n, respectively). Hence we can use the results from circular chromosomes to estimate P 0,k and P n,k . Since these two quantities have the same distribution under the GNT model, the expected breakpoint distance after k events is
Constructing transition matrices. We do not have a simple closed-form formula to construct M I , M T , or M IT as in the circular-chromosome case. Instead, we compute M ρ for every rearrangement ρ and sum over them to obtain the three matrices according to their definition. We use the following lemma to simplify the computation. 
Lemma 2. For every rearrangement ρ transforming
, then gene i is at position |y| having the same sign as the number y. Assume in ρG 0 that gene |y| is at position |x|, and the sign of gene |y| is the same as the sign of number x; this implies that gene i is in position |x| in ρG . Moreover, gene i changes sign if and only if x < 0; so the sign of gene i is the same as xy.
The lemma above provides us with an efficient algorithm for constructing M I , M T , and M IT . We give the details in the next theorem. Computing P 0,k and P n,k takes O(kn 2 ) time using the circular-chromosome algorithm. To compute Note that if only inversions are present, the running time becomes O(kn 4 ).
5.
Approximating the expected breakpoint distance.
Introduction.
In this section we present a faster, but approximate rather than exact, technique, F k , for estimating the expected breakpoint distance produced by k random events under the GNT model. Our estimation is obtained through averaging tight lower and upper bounds, and we show the relative and absolute error of the approximation is small. (A(E) , f E ), where A(E) is a set of rearrangements with nonzero probability of taking place, and f E (ρ|G) is the probability that rearrangement ρ takes place on chromosome G, for a given ρ ∈ A(E) and G ∈ G n . We say the random variable ρ is of rearrangement class E acting on chromosome G if ρ is in A(E) and has distribution f E (ρ|G).
Extending the model.
Following the notation in section 2, we now present the derivation of our approximation algorithm. Assume the rearrangement to act on G is ρ. We recall the definitions of B i , 1 ≤ i ≤ n, and P i,k : B i (G) = 0 if genes i and i + 1 are adjacent in G 0 (with respect to G) and B i (G) = 1 if not. G k is the result of applying k random events to the unrearranged chromosome (1, 2, . . . , n). P i,k is defined to be Pr(
We make the following definitions:
, and • Uni(i|G, E) = {ρ ∈ A(E) : B i (ρG) = 0}. We focus on rearrangement classes E where f E is independent of k and G, and s(i|G, E) is independent of G. All three rearrangement classes in the GNT model, namely the class of random inversions, the class of random transpositions, and the class of random inverted transpositions, satisfy these requirements.
We now show the derivation and properties of our true evolutionary distance estimator. We start in section 5.3 with the simple case of rearrangement event classes where the breakpoints satisfy the Markov property and find the expected number of breakpoints after k random rearrangements. The result is extended in section 5.4, where the requirement on the Markov property is relaxed; the result is an approximation to the expected number of breakpoints. The error bounds on the approximation are shown in section 5.5. The main result is in section 5.6, where we develop the technique for rearrangement classes that are mixtures of other rearrangement classes. The technique is then applied to the GNT model of chromosome evolution in section 5.7.
5.3.
Single rearrangement class models where the breakpoints satisfy the Markov property. We start with a simple case by considering any rearrangement class E for which s(i|G, E) and u(i|G, E) are independent of the past history and the current chromosome G to be acted upon. Then {B i (G k ), k ≥ 0} is a Markov process (see Figure 2) , as is shown in the following theorem. u(i|E), respectively. Then
Proof. We have the following recurrence:
The proof follows by solving the recurrence.
Corollary 1. Let G k be the result of applying k random inversions to the unsigned linear chromosome
Proof. The proof follows from Theorem 4, with parameters from Table 1 . The linear case is originally in [5] with similar arguments, and the circular case is a simple extension.
The lower and upper bounds technique for single rearrangement class models.
For many other classes of rearrangements, the parameters regarding transitions of B i (G)'s state depend not only on B i (G) but on other properties of G as well. For example, the number of inversions that makes genes 1 and 2 adjacent depends on the number of genes between these two genes. However, for the rearrangement classes E where s(i|G, E) does not depend on G, we can obtain upper and lower bounds on the expected number of breakpoints, as we now show.
Let u min (i|E) and u max (i|E) be the lower and upper bounds of u(i|G, E) over all chromosomes G. Observe that a larger value of u(i|G, E) means that genes i and i + 1 are more likely to be made adjacent, given that they are currently not adjacent. This means P i,k , the probability of having a breakpoint between gene i and i + 1 after k rearrangements, is monotone decreasing on u(i|G, E).
Theorem 5. Assume E is a class of rearrangements such that s(i|E) is independent of the chromosome G currently acted upon. Let u min (i|E) and u max (i|E) be defined as in the previous paragraph. We have P
,
Proof. The two recursions determined by u min (i|E) and u max (i|E) can be solved using Theorem 4. We prove the inequality bounding P i,k by P L i,k and P H i,k for all k ≥ 0 by induction. When k = 0, all three quantities are 0, and so the base case holds. The induction step is as follows:
Corollary 2. Given two random signed circular chromosomes G and G on n genes, n ≥ 2,
Proof. The expected breakpoint distance between two random chromosomes is the same as the breakpoint distance between an unrearranged chromosome G 0 and a random chromosome G. In the canonical representation, gene 1 is always positive and at the first position in both chromosomes.
Since G 0 is the unrearranged chromosome, G 0 = (1, 2, . . . , n); however, there are 2(n − 1) equally probable choices regarding the sign and position of gene 2 in G. The probability of a breakpoint between genes 1 and 2 in G (with respect to G 0 ) is thus exactly (2(n − 1) − 1)/(2(n − 1)) = (n − 1.5)/(n − 1). The theorem follows since the other breakpoints (i, i + 1) have the same probability as (1, 2) . This result is apparently new; see [4] for a previous estimate, which this corrects. Definition 1. Given any class of rearrangements E that satisfies the assumption in Theorem 5, we set
The function F k is an approximation to the expected number of breakpoints after k random rearrangements drawn from E.
Note that F k is strictly monotone increasing with respect to k, since both P L i,k and P H i,k are strictly monotone increasing with respect to k. This observation guarantees that the integer k minimizing |F k − x| is unique (up to a possible tie between two integers that differ by 1).
Error bounds on the technique using upper and lower bounds.
In this section we bound the absolute and relative errors of the estimator F k with respect
We now bound the error of the estimator F k . Lemma 3.
Proof.
Theorem 6. 
In addition, if u max (i|E) (and thus u min (i|E)) is O(s(i|E)/n), for all i : 0 ≤ i ≤ n (as is the case for random inversions, transpositions, and inverted transpositions), then
Theorem 7. Let s l = min 0≤i≤n {s(i|E)}, s h = max 0≤i≤n {s(i|E)}, r l = min 0≤i≤n {s(i|E)+u min (i|E)}, and r h = max 0≤i≤n {s(i|E)+u max (i|E)}. For all k ≥ 1,
In addition, if s h /s l = 1 + Θ( 
i|E) (and thus u min (i|E)) is O(s(i|E)/n), for all
Proof. We prove only the upper bound, as the lower bound is the reciprocal of the upper bound and can be proved similarly. Let w = 1 − r l and v = 1 − r h ; we have
In Table 1 is a list of the parameters of the three rearrangement classes in the GNT model.
Upper and lower bounds estimation with multiple rearrangement classes.
We can easily extend the results to a mixture of different rearrangement classes. Consider m classes of rearrangements, E 1 , . . . , E m , where
Assume γ j does not depend on chromosome G, the chromosome currently acted upon. Let s(i|E j ), u(i|G, E j ), u min (i|E j ), and u max (i|E j ) be the parameters corresponding to E j as defined in Theorem 5. Let E = (A(E), f E ) be the rearrangement class such that
The hierarchical way of choosing rearrangements (first, choose rearrangement class, and then choose one rearrangement among others in the class chosen) during evolution allows two rearrangements in different rearrangement classes to produce the same results, while retaining the additivity of probability:
The new recurrence is For circular  chromosomes, B i (G k ) has the same distribution for 1 ≤ i ≤ n, and B 0 (G k ) is always set to 0.
Linear chromosomes Signed
Rearrangement
No Trp
No ITrp
Yes Inv Results similar to Theorems 6 and 7 on error bounds can be obtained for multiple classes. Recall that we defined 
≤ φ,
The proof follows from Theorems 6 and 7.
Approximating the breakpoint distance under the GNT model.
We now show how to compute an approximation to the expected breakpoint distance under the GN T (w I , w T , w IT ) model. We use the notation defined in earlier sections (i.e., F k ,s(i), u(i), u min (i), and u max (i)) and provide the parameters for the upper and lower bounds technique in Table 2 .
Recall that
. Under the GNT model we can tighten the error bounds for F k obtained in Theorem 6 as follows.
Theorem 9. We assume the chromosomes evolve under the GNT model. For all
. Proof. The proof follows from Theorems 6 and 7 with parameters s(i), u min (i), and u max (i). See Table 2 for details. The relative error bound can be obtained by
6. Estimating evolutionary distances under the GNT model. In the previous two sections we presented methods (one exact and one approximate) for estimating the expected breakpoint distance produced by a sequence of random events under the GNT model. In this section we show how to use those methods to estimate evolutionary distances under the GNT model.
Recall the discussion in the overview section, in which we described the basic technique for estimating evolutionary distances. We assumed we had a method for estimating the expected breakpoint distance produced by a sequence of k random events in the GNT model (denoted by E[d BP (G, G k )] ) and that we knew the parameters of the model (i.e., the triplet (w I , w T , w IT )). Our technique was as follows:
• Compute the breakpoint distance y = d BP (G, G ) between G and G .
• Return the integer k that minimizes 
† See Theorems 7 and 9 for details. Only the upper bounds are shown here; the lower bounds are their reciprocals.
In the previous two sections we presented methods (one exact and one approximate) for estimating the expected breakpoint distance produced by k random events under the GN T (w I , w T , w IT ) model. Thus, each of these methods can be used in this general technique to estimate evolutionary distances under the GNT model. Since each involves inverting an expected breakpoint distance, we call these methods Exact-IEBP and Approx-IEBP. However, in order to precisely define these methods and compute their running time, we need to answer the following questions:
• For which values of k will we compute E[d BP (G, G k )] (the expected breakpoint distance produced by k random events under the GNT model)? • Given a set of these expected breakpoint distances, how do we find k mini-
We present the answers to these questions in this section. These answers will then let us prove our main theorem (Theorem 12), which shows that we can compute the pairwise Exact-IEBP distances of m circular chromosomes in O(m 2 n + min{m 2 , n} log n + n 3 log n) time, and O(m 2 n + min{m 2 , n} log n + n 5 log n) time if the chromosomes are linear, and we can compute the Approx-IEBP distances of all m 2 pairs of chromosomes in O(m 2 n + min{m 2 , n} log n time for both the linear and the circular chromosomes. Thus, the Approx-IEBP method is much faster than the Exact-IEBP method for typical values of n and m that would be encountered in practice (where n m is likely). Since we will also establish that Approx-IEBP provides highly accurate estimates of evolutionary distances, and that phylogenies obtained using Approx-IEBP are comparable to phylogenies obtained using Exact-IEBP, Approx-IEBP is a competitive technique.
Fast mixing of the GNT model.
Both the Exact-IEBP and the Approx-IEBP algorithms require a finite upper limit to the number of actual rearrangements allowed to occur on the chromosome. However, distance-based phylogeny reconstruction methods require finite entries in distance matrices, and so we need some upper bound on the estimated true evolutionary distance. This means we need only to compute F i for all i up to the smallest k such that (1) . Since the approximate expected breakpoint distance F k in Approx-IEBP has absolute error O(1), the upper limit for Approx-IEBP should be sufficient for Exact-IEBP as well.
Intuitively, the following question provides us with a reasonable upper limit: what is the number of rearrangements required for the resulting chromosome to be almost random? The answer was shown, for the inversion-only scenario, to be Θ(n ln n) in [7] .
Theorem 10 (see [7] ). Assume we apply k random inversions to the linear unrearranged chromosome with n genes, (1, 2, . . . , n) . Let P k be the distribution of linear gene orders after k random inversions, and let J n = 2 n n! be the number of distinct linear gene orders with n genes. Let
Jn | be the total variational distance between P k and the uniform distribution of gene orders. Then
The result above is applicable only to the inversion-only scenario. Using results in the derivation for Approx-IEBP, we show in Theorem 11 that the upper limit our algorithms need is smaller than 2n ln n: when k = 1 2+w T +w IT n ln n, the expected breakpoint distance is already "saturated," in the sense the expected breakpoint distance reaches its maximum value.
We assume the chromosomes are signed and circular, and we fix (w I , w T , w IT ); then s, u min , u max , P L k , and P H k all are independent of the position of breakpoints.
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The lemma follows:
Running time analysis.
We prove the following result regarding the running time.
Theorem 12. Let S be a set of m chromosomes, each on the same set of n genes, with each gene appearing once in each chromosome. If each chromosome in S is circular, then we can compute the Exact-IEBP distance matrix in O(m 2 n + min{m 2 , n} log n + n 3 log n) time; if the chromosomes in S are each linear, then the Exact-IEBP distance matrix can be computed in O(m 2 n + min{m 2 , n} log n + n 5 log n) time. For both linear and circular chromosomes, we can compute the Approx-IEBP distance matrix in O(m 2 n + min{m 2 , n} log n) time. Proof. As shown in Theorem 11, we can assume that no more than r = vn ln n rearrangements occur in the evolutionary history. We will use this as an upper limit for the maximum number of rearrangement events, in order to obtain a faster algorithm for Exact-IEBP and Approx-IEBP.
We begin by deriving the running time for Approx-IEBP. For each pair of chromosomes we compute the breakpoint distance; this takes O(m 2 n) time. For each of the m 2 breakpoint distances that appears (of which there are at most O(min{m 2 , n}) distinct ones) we will need to compute the Approx-IEBP distance; this, we will show, can be done in O(min{m 2 , n} log n) time, yielding the desired result. Recall that F k is the approximation of the expected breakpoint distance produced by k random events in the GNT model. For each k, the value k that minimizes |F k − d BP (G, G k )| can be found in O(log r) = O(log n) time using the binary search method; whenever a new F k is required in the binary search, we compute it, which takes constant time.
To compute the Exact-IEBP distance matrix, we begin as with Approx-IEBP, by computing all pairwise breakpoint distances. We then compute the table of expected breakpoint distances after k events for every k between 1 and r. To do this, we compute Mx, M 2 x = M (Mx), up to M r x, where M is the transition matrix and x is the distribution vector for G 0 , the unrearranged chromosome. Then, for k = 1 to r, 
Experiments.
We studied four distance estimators with respect to estimating the evolutionary distances and with respect to their impact on phylogeny reconstruction. The four distance estimators we studied are 1. BP, the breakpoint distance between two chromosomes, 2. INV, the minimum number of inversions needed to transform one chromosome into another, 3. Approx-IEBP, and 4. Exact-IEBP.
Software.
We use PAUP* 4.0 [27] to compute the neighbor joining (NJ) method and the topological error rate of the computed trees. We implemented a simulator [6] for the GNT model. The input consists of a rooted leaf-labeled tree and the associated parameters (i.e., edge lengths and the relative probabilities of inversions, transpositions, and inverted transpositions). On each edge, the simulator applies random rearrangement events to the circular chromosome at the ancestral node according to the model with given parameters w T and w IT . We use tgen [11] to generate random trees. These trees have topologies drawn from the uniform distribution, and edge lengths drawn from the discrete uniform distribution on intervals [a, b] , where we specify a and b.
Accuracy of the estimators.
In this section we study the behavior of the Exact-IEBP and Approx-IEBP distances by comparing each to the actual number of rearrangement events. We simulate the GNT model on a circular chromosome with 37 genes (the typical number of genes in the animal mitochondrial chromosomes [4] ) and 120 genes (the typical number of genes in the plant chloroplast chromosomes [13] ). Starting with the unrearranged chromosome G 0 , we apply k events to it to obtain the chromosome G k for k = 1, . . . , 300 when the number of genes is 120 and k = 1, . . . , 100 when the number of genes is 37. For each value of k we simulate 500 runs. We then compute the four distances.
The simulation results are shown in Figures 3 and 4 for inversion-only evolution and Figure 5 when all three types of events are equiprobable. Note that both BP and INV distances underestimate the actual number of events (except for very small numbers of events) under all conditions. Note also that the error increases more rapidly with the number of events, when the model allows transpositions and inverted transpositions. When the number of genes increases, the standard deviations of both methods decrease. By contrast, Approx-IEBP and Exact-IEBP provide much better estimates of the true evolutionary distances.
We then compute the absolute error (that is, the difference between the measured distance and the actual number of events) for each of the distance estimators. Using The result is in Figure 6 . We consistently observe that Exact-IEBP is the best, and that INV and BP are the worst, and the difference between Exact-IEBP and BP or INV is significant. The relative performance of Approx-IEBP is variable; in most cases it is a close second to Exact-IEBP (in most cases they are essentially indistinguishable), but in one case (transposition-only evolution on 37 genes) it is actually worse than all the methods for large numbers of events. Note also that all methods get worse with increasing numbers of events-accuracy is greatest for the smallest distances, with error increasing as the number of events increases.
Accuracy of NJ using different estimators.
Based upon the relative performance of the distance estimators with respect to estimating true evolutionary distances, we would conjecture that phylogenies constructed using either Approx-IEBP or Exact-IEBP would be better than phylogenies constructed using either BP or INV and that, in general, phylogenies constructed using Exact-IEBP would be better than those constructed using Approx-IEBP. In this section we evaluate this conjecture. See Table 3 for the settings for the experiment. [1, 3] , [1, 5] , [1, 10] , [3, 5] , [3, 10] , and [5,10] 4. Probability settings:
(1,0,0) (Inversion only) (w I , w T , w IT ) † (0, 1, 0) (Transposition only) (
) (The three rearrangement classes are equally likely) 5. Datasets for each setting 100 † The probabilities that a rearrangement is an inversion, a transposition, or an inverted transposition are 1 − wT − wIT , wT , and wIT , respectively.
We begin by defining the criteria by which we will evaluate the accuracy of the reconstructed trees.
Topological accuracy. During the evolutionary process, some edges of the model tree may have no changes (i.e., evolutionary events) on them. Since reconstructing such edges is at best guesswork, we are not interested in these edges. Hence, we define the "true tree" to be the tree that is obtained by contracting the edges in the model tree on which there are no changes [9, 16] .
We now define how we score an inferred tree, by comparison to the true tree. Note that both trees are on the same set of leaves.
Let T be any tree on the set S of taxa, and let e be an edge in T . The removal of e (but not its endpoints) from T produces a bipartition π e on the leaf set S. The set C(T ) = {π e : e ∈ E(T )} is called the "character encoding" of T , and it uniquely identifies T (up to nodes of degree two). Now suppose that T 0 is the true tree and T 1 is the inferred tree. The missing edges are the edges in T 0 which do not correspond to bipartitions in C(T 1 ); these are also referred to as false negatives. Note that the external edges (i.e., edges incident to a leaf) are trivial in the sense that they are present in every tree with the same set of leaves. Thus, the false negative rate is the number of false negatives, divided by the number of internal edges in T 0 (that set of internal edges is denoted by E I (T 0 )). In other words, the false negative rate is
Experimental setting. For each setting of the parameters (number of leaves, probabilities of rearrangements, and edge lengths), we generate 100 datasets of chromosomes as follows. First, we generate a random leaf-labeled tree (from the uniform distribution on topologies). The leaf-labeled tree and the parameter settings thus define a model tree in the GNT model. We run the simulator on the model tree and produce a set of chromosomes at the leaves.
For each set of chromosomes, we compute the four distances. We then compute NJ trees on each of the four distance matrices and compare the resultant trees to the true tree. The results of this experiment are in Figure 7 . Distance matrices with some normalized edit distances equal to 1 are said to be "saturated"; it is well known that it is very difficult to obtain highly accurate phylogenies from datasets whose distance matrices are close to being saturated [12] . For this reason, we study the impact of the largest distance in the matrix on the accuracy of the phylogeny reconstructed for the data. Therefore, we bin the datasets according to their maximum distance, and we let the x-axis be the maximum normalized inversion distance (as computed by the linear time algorithm for minimum inversion distances given in [2] ) between any two chromosomes in the input. The y-axis is the false negative rate (i.e., the proportion of missing edges) of the computed tree. False negative rates of less than 5% are excellent, but false negative rates of up to 10% can be tolerated.
We use NJ(D) to denote the tree returned by NJ using distance D; thus we have NJ(BP), NJ(INV), NJ(Approx-IEBP), and NJ(Exact-IEBP).
Observations. We begin with some general observations. First, under all conditions (number of genes and evolutionary model), for each of the distance estimator techniques, the topological error of the NJ trees increases with the diameter of the dataset; this is consistent with the observation made earlier that errors in estimating distances increase with the number of events. Second, independent largely of the evolutionary model and the distance estimator, trees reconstructed on 120 genes are Table 3 for the settings in the experiment. more accurate than trees reconstructed on 37 genes, once the diameter is fixed (this observation fails only for high diameter datasets analyzed using BP). Also, NJ(BP) provides the worst trees, and (except for inversion-only evolution, as we will discuss below) NJ(Exact-IEBP) provides the best trees.
Trends specific to the number of genes, or the model of evolution, are as follows. First, inversion-only evolution is generally most accurately reconstructed using INV distances, rather than our new estimators; however, once the diameter of the dataset is large enough, our new estimators provide better phylogenies than INV. On datasets with 120 genes, there is very little difference between Exact-IEBP and Approx-IEBP, and both (except for very low diameter datasets) produce significantly better trees than BP or INV.
Robustness to unknown model parameters.
In this section we consider the problem where the model parameters (w I , w T , w IT ) are unknown when using Exact-IEBP and Approx-IEBP, as will in general be the case in any real data analysis. Though it may be possible to estimate these parameters from the data, we will approach the problem here by assuming that the parameters are simply incorrectly specified: thus, the data evolve under one model (perhaps inversion-only), but distances are estimated under the assumption of another model (perhaps transposition-only). We will examine the consequences of these incorrect assumptions on the phylogenies reconstructed using these distances.
We explore this question for NJ(Exact-IEBP) in Figure 8 ; for the study of NJ(Approx-IEBP), see [28] , which shows comparable robustness. The settings are given in Table 3 . The experiment is similar to the previous experiment, except here we use both the correct and the incorrect values of (w I , w T , w IT ) for the Exact-IEBP distance. Note that all the constructed trees, whether using correct or highly incorrect model parameters, are indistinguishable with respect to topological error, showing that NJ(Exact-IEBP) is highly robust against errors in (w I , w T , w IT ).
Extension to other models.
Approx-IEBP is applicable to rearrangement models that are more general than the GNT model, as long as the probability a rearrangement occurs depends on the rearrangement itself but not on the chromosome it acts upon.
For example, Pinter and Skiena proposed an inversion-only stochastic model of chromosomal evolution in [22] which assumes that the probability of an inversion depends only on its length (the number of genes being inverted) and that any two inversions with the same length are equiprobable. Our method can be used to estimate true evolutionary distances under this model, since this model is a mixture where we put all inversions of the same length into the same class.
Conclusion.
We presented two polynomial time algorithms, Exact-IEBP and Approx-IEBP, for estimating the actual number of rearrangements that have taken place in the evolutionary history between two chromosomes that have evolved under the GNT model. Exact-IEBP uses exact estimates of the expected breakpoint distance under the GNT model, while Approx-IEBP uses approximate estimates but can be easily applied to more general models and is much faster. Thus, these techniques provide the only general purpose polynomial time methods for computing evolutionary distances between chromosomes that have evolved under inversions, transpositions, and inverted transpositions. We demonstrated the impact of these tools on phylogenetic reconstruction through the simulation study we presented, showing that many more accurate trees can be reconstructed using these two estimators than using previously defined estimators, including the polynomial time inversion or breakpoint distances.
