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ABSTRACT 
The critical zone is defined as the upper most portion of the crust extending from 
the top of unweathered bedrock to the top of the vegetation canopy. It is the zone in 
which inorganic rock is transformed into biologically useful soils and saprolites in a 
process termed weathering. Because the critical zone is the connection between the 
subsurface and surface it plays a role in a wide variety of biological, hydrologic, and 
climatic processes. Understanding the critical zone though is inherently difficult because 
its scale and heterogeneity often means direct sampling methods, e.g. soil pits and cores, 
under represent the heterogeneous critical zone process. Geophysical methods are 
increasingly applied to study the near-surface processes at a variety of spatial and 
temporal scales. This paper presents two geophysical experiments that capture two 
different hydrologic processes and two different scales: the first is the study of the 
influence of aspect, elevation, and snow accumulation on weathering depths at the 
catchment scales using seismic refraction tomography and second is the application of 
electrical resistivity tomography to observe the heterogeneous seasonal change of soil 
moisture and its connectivity at the plot scale.  
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CHAPTER ONE: INTRODUCTION TO THE CRITICAL ZONE AND 
HYDROGEOPHYSICAL IMAGING 
 
The critical zone (CZ) is defined as the upper most portion of the crust extending 
from the top of unweathered bedrock to the top of the vegetation canopy [Parsekian et 
al., 2015], it is the zone in which inorganic rock is transformed into biologically useful 
soils and saprolites [Anderson, SP. et al., 2007; Brantley et al., 2007; Parsekian et al., 
2015; Riebe et al., 2016]in a process termed weathering. Because the CZ is the 
connection between the subsurface and surface it plays a role in a wide variety of 
biological [Moulton and Berner, 1998; Amundson et al., 2007; Gabet and Mudd, 2010; 
Roering et al., 2010], hydrologic[Dunne, 1998; Hinckley et al., 2014; Langston et al., 
2015], and climatic[Millot et al., 2002; Riebe et al., 2004a] processes. Understanding the 
CZ though is inherently difficult because its scale and heterogeneity often means direct 
sampling methods, e.g. soil pits and cores, under represent the heterogeneous CZ process. 
Geophysical methods are increasingly applied to study the near-surface processes at a 
variety of spatial and temporal scales. My thesis consists of two geophysical experiments 
that capture two different hydrologic processes and two different scales. The first 
experiment examines the influence of aspect, elevation, and snow accumulation on 
weathering depths at the catchment scales using seismic refraction tomography. The 
second experiment is the application of electrical resistivity tomography to observe the 
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heterogeneous seasonal change of soil moisture and its connectivity at the ten meter 
scale.  
Weathering is the process in which bedrock, saprolites, and soils is chemically 
and physically altered through its interaction with meteoric water [Anderson, SP et al., 
2007], topographic and tectonic stresses [Molnar et al., 2007; St. Clair et al., 2015], and 
biological processes [Moulton and Berner, 1998; Amundson et al., 2007; Gabet and 
Mudd, 2010; Roering et al., 2010]. These forces manifest distinguishable layers of 
fractured bedrock, saprolite, and soil within the CZ [Anderson, SP et al., 2007]. While the 
boundary between the layers is most likely not discrete as other geologic contacts, each 
layer has distinct geologic and geophysical properties that can be used to differentiate 
them [Parsekian et al., 2015]. Generally as a parent material becomes more weathered 
the porosity increases. This leads to slower seismic velocities and generally lower 
electrical resistivities [Parsekian et al., 2015]; it is these later properties that are 
measured with geophysical methods.  
There are a variety of theories that predict the depth of the CZ from the tectonic 
[St. Clair et al., 2015], geochemical [Brantley et al., 2007], and hydrologic [Rempe and 
Dietrich, 2014] characteristics, however the most basic the depth of weathering is 
controlled by the availability and reactivity of the water that interacts with weathered and 
un-weathered material. The availability of reactive water is a function of both the amount 
of water input into the subsurface and the hydraulic conductivity of the material. The 
bulk hydraulic conductivity is a function of the conductivity of the material matrix and 
the density and size of fractures. While fractures can occur through chemical weathering 
[Riebe et al., 2016], the majority of fractures are inherited from the formation and uplift 
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of the rock material and their opening controlled by regional and topographic regimes. 
During uplift these fractures open in response to the combined topographic and regional 
stress field or total stress field. Within a compressive tectonic environment the total stress 
field decreases under ridges opening fractures and promoting greater weathering under 
ridges. While in weakly compressive and neutral tectonic regimes the stress field 
parallels topography and so does weathering depth[St. Clair et al., 2015]. These stress 
field patterns are reflected in the seismic velocity patterns, i.e. where the total stress is 
low the seismic velocity is low and where the stress is high the velocity is high. This 
signal can be complicated in high elevation catchments as the cooler and sometimes snow 
dominated north facing slopes are subject to unique weathering processes. Two examples 
of weathering process unique to snow dominated cooler aspects are frost cracking 
[Anderson et al., 2013] and the hydrologic characteristics of snow which is highly 
effective at propagating moisture in the deeper CZ [Langston et al., 2015]. 
The availability of meteoric water at a large scale is a function of climate. 
However within a single catchment and between aspects, microclimate can vary, causing 
catchment scale variations in water availability[Anderson et al., 2014]. The upper portion 
of the CZ is an unsaturated or vadose zone environment which, due to the non-linear 
hydraulic conductivity of unsaturated flow and evapotranspiration, makes deep water 
propagation difficult to characterize. Further because of the insulating and water storage 
properties of snow, hillslopes with persistent winter snow cover have been shown to have 
more deep CZ moisture recharge than equivalent hillslopes without or with intermittent 
snow cover [Langston et al., 2015]. 
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The reactivity of the meteoric water is a function of the material and temperature, 
and while it is easy to find catchments of consistent lithology temperature varies widely 
with aspect and elevation. As water propagates deeper into the CZ it reacts with the soil, 
saprolite and fractured bedrock eventually reaching a chemical equilibrium before being 
flushed out to a stream or infiltrated into deep aquifer recharge[Rempe and Dietrich, 
2014]. Temperature affects the rate, reactivity and chemical equilibrium concentrations of 
the weathering process [Ma et al., 2013] with higher temperatures leading to faster 
weathering. Generally at higher elevations, the rate of weathering is lower than at lower 
elevations. This signal is complicated by the general increase in precipitation with 
elevation; however field studies have observed the maximum extent of weathering occurs 
around rain-snow transition [Rasmussen et al., 2010]. Across aspect, the difference in 
radiation input leads to differences in weathering extent, with southerly aspects below the 
rain-snow transition being more weathered than the northerly aspect but above the rain-
snow line because of the aforementioned hydrologic properties of water the northerly 
aspects are more weathered. With the variety of factors that can effect weathering rate it 
has been observed that the weathering depth can vary along the drainage and sides off a 
catchment that spans a sufficiently large micro-climactic gradient [Befus et al., 2011]. 
Within mountainous catchments, unsaturated vertical and lateral flow play a large 
role in deep CZ recharge and stream discharge. Because of the intricacies of unsaturated 
flow the hydraulic connectivity of a hillslope or ephemeral riparian area is complex. In 
order to sustain vertical or lateral unsaturated flow the volumetric water content of the 
soils in which flow is taking place must be greater than the field capacity of the soil for 
the whole extent in which flow is taking place. This leads to seasonal periods in which 
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the hillslope is at different levels of connectivity with low connectivity typically being 
seen during the summer and high connectivity during the winter and spring. However soil 
moisture distribution is spatially heterogeneous so characterizing the hydraulic 
connectivity at a specific site is difficult to do with in site soil moisture measurements. 
The complexity of unsaturated flow is compounded by high conductivity flow paths 
referred to as preferential flow paths that can bypass slower matrix flow. Preferential 
flow paths can play a large role in vadose zone hydrology [Tromp-van Meerveld and 
McDonnell, 2006a, 2006b] but are hard to characterize due to their relatively small size, 
difficult to predict spatial distribution, and site dependent formation. Additionally they 
are usually characterized using destructive methods so their natural response to seasonal 
change and precipitation has never been observed [Leslie and Heinse, 2013]. Nonetheless 
vadose zone hydraulic connectivity and preferential flow paths play an important role in 
deep CZ recharge and stream discharge.  
With the myriad of controlling factors, the CZ is difficult to characterize at a 
broad scale. There are generally two approaches to characterizing CZ structure and 
properties: direct sampling methods and geophysical methods. The direct sampling 
methods provide a variety of accurate measures of weather degree and depth but are 
difficult to apply at a catchment scale. Geophysical methods provide spatially broad 
measurement of physical properties, i.e. electrical resistivity and seismic velocity, at 
scales ranging from meters to kilometers. Further geophysical acquisition is generally 
non-destructive, measurements can be applied over the same area to provide a time-lapse 
picture of geophysical property changes. Because of these reasons geophysical methods 
have been applied to study the CZ and the weathering zone. There are a variety of 
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geophysical methods that have been used to study the CZ, each measuring a different 
geophysical property and each with a unique logistical advantage. Seismic refraction 
tomography (SRT) is particularly well suited for delineating weathering degree and CZ 
structure as the weathering process reduces P-wave velocity (Vp) [Parsekian et al., 
2015]. Additionally there is a well established relationships between weathering degree 
and seismic velocity [Olona et al., 2010; Parsekian et al., 2015].With a motivated field 
crew an SRT survey can span kilometers in rough terrain providing catchment scale 
characterization of the weathering zone. As such SRT has been at both the hillslope and 
catchment scale [Befus et al., 2011] to map CZ structure and efforts have been made to 
develop petrophysical models that relate Vp to porosity [Holbrook et al., 2014].  
Electrical resistivity tomography (ERT) has also been used to determine 
weathering structure and degree. Due to the complex relationship between resistivity and 
weathering degree, ERT surveys need a robust ground truth [Leopold et al., 2013]. ERT 
arrays can easily be installed permanently and once they are installed individual surveys 
can be quickly performed. This makes ERT ideal for time-lapse measurements. The 
sensitivity of electrical resistivity to changes in water content and the well tested Archie’s 
Law relating resistivity and volumetric water content [Shah and Singh, 2005] make ERT 
surveys well suited to monitoring water content changes at a variety of scales. Because of 
this sensitivity to water content, ERT surveys have been used to elucidate a variety of 
transient hydrologic processes such as soil moisture changes across ecotones 
[Jayawickreme et al., 2008; Niemeyer et al., 2017], seasonal changes at the plot scale 
[French and Binley, 2004; Amidu and Dunbar, 2007; Miller et al., 2008; Schwartz et al., 
2008; Brunet et al., 2010; Nijland et al., 2010; Calamita et al., 2012; Robinson et al., 
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2012; Yamakawa et al., 2012b; Brillante et al., 2014; Fan et al., 2015; Niemeyer et al., 
2017] and moisture infiltration [Kean et al., 1987; Daily, William et al., 1992; Al Hagrey 
et al., 1999; Al Hagrey and Michaelsen, 1999; Dietrich et al., 2003; Singha and Gorelick, 
2005; Cassiani et al., 2006; Deiana et al., 2007; Monego et al., 2010; Travelletti et al., 
2012; Zumr et al., 2012]. 
The Reynolds Creek Critical Zone Observatory (RCCZO) is a unique study site 
with high instrument density, a large climactic gradient and varying lithology. Located in 
southwestern Idaho the RCCZO, see figure 1, spans from 1100m to 2200m in elevation 
with the lower reaches being dominated by sagebrush steppe and the higher elevation by 
conifers, junipers and aspens. Across this elevation gradient the precipitation form and 
amounts also vary with rain dominating the lower elevations and snowpack at high 
elevations. Geologically it is a granitic overlain by Tertiary volcanic rocks [McIntyre, 
1972] with both volcanic and granitic bedrock and weathered material exposed 
throughout the watershed. This variability provides ample opportunity to apply 
hydrogeophysical methods and the dense instrumentation fortifies the geophysical 
methods with a wide variety of supplemental data. 
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Figure 1: Overview of the Reynolds Creek Critical Zone Observatory and its 
location in south western Idaho. The study sites are outlined in purple and a digital 
elevation model overlays a satellite image of the Reynolds Creek watershed. 
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In my thesis, I present two hydrogeophysical imaging studies to explore different 
CZ phenomena. The first study is an SRT survey of the granitic Johnston Draw 
catchment to explore the influence of elevation, aspect and snow accumulation on 
weathering. As discussed earlier, micro-climactic properties play a large role in the rate 
of weathering and there properties vary with elevation and aspect. Johnston Draw is an 
east-west trending catchment, thus north and south facing slopes host very different 
microclimates, with the northerly aspect hosting denser vegetation and greater snow 
accumulation than the southerly aspect [Anderson et al., 2014]. Further, the drainage of 
the catchment spans 300m in elevation so the micro-climates on both slopes vary from 
outlet to headwater with generally greater snow accumulation and vegetation density at 
higher elevations. This micro-climactic variability makes Johnston Draw an exceptional 
place to explore the relationship between snow accumulation and elevation on weathering 
extent. Johnston Draw also has been heavily instrumented with 3 sets paired of 
hydrologic instruments, each set placed at the same elevation but on the opposing 
aspects. These paired instrument sets span a large portion of Johnston Draw (figure 2) 
and thus allow for us to discern how the microclimates change on both aspects 
throughout the draw. This better informs the interpretation of the CZ architecture within 
Johnston Draw. I gathered four seismic lines each running perpendicular to the direction 
of drainage at varying elevations throughout Johnston Draw. 
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Figure 2: Satellite map of the Johnston Draw watershed seismic survey in the 
Reynolds Creek Critical Zone Observatory. The yellow circles are the locations of soil 
moisture, snow depth and soil temperature instruments (figures 2, 3, and 4), and the 
red lines are the locations of the seismic surveys (figure 7 and 8). Also shown are 100m 
elevation contours as thin black lines, the 1968 rain/snow transition as a blue line, and 
the outlines of the Johnston Draw watershed and sub-catchments A and B. The pink 
areas are the surficial exposures of volcanic rock and the transparent areas granitic 
rock. 
My second study is a pair of time-lapse 3D ERT surveys of the upper ~1.5m of 
soil to observe seasonal and precipitation driven soil moisture changes. Soil moisture has 
been shown to be spatially and temporally heterogeneous while also being difficult to 
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characterize using in situ methods, however the distribution of soil moisture has 
hydrological impacts on hillslope connectivity. To observe this heterogeneity in the 
RCCZO, ERT arrays were installed at the Low Elevation Sagebrush (LES) and Mid 
Elevation Sagebrush (MES) sites, at 1406m and 1653m in elevation respectively. Each of 
these sites is heavily instrumented and well-studied, with soil volumetric water content, 
soil temperature, precipitation and a whole host of other parameters being continuously 
measured. This robust dataset hydrologic measurement allows for the interpretation ERT 
results to be informed by the sites hydrology. In addition to the time-lapse 3D ERT 
surveys, 2D ERT and seismic refraction tomography surveys were conducted at the sites. 
The 2D geophysics provides information about the broader CZ structure, thus giving 
spatial context to the detailed observations made with the 3D arrays. While there have 
been other electrical surveys conducted at the RCCZO [i.e. Robinson et al., 2012; 
Niemeyer et al., 2017], this is the first high temporal density 3D ERT surveys conducted 
at the site and the first known ERT study of the sagebrush steppe.   
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CHAPTER TWO: GEOPHYSICAL INVERSTIGATION OF THE EFFECT OF 
ASPECT AND ELEVATION ON CRITICAL ZONE ARCHITECTURE 
 
Abstract 
In snow dominated mountainous watersheds it is commonly observed that the 
northerly facing slopes are more deeply weathered than the southerly facing slopes. This 
has been attributed to the unique insulating and water storage properties of snow that 
accumulate more heavily on northerly aspects. Johnston Draw is an east draining 
catchment within the Reynolds Creek Critical Zone Observatory that spans a 300m 
elevation gradient. The north facing slope hosts a persistent snowpack that increases in 
volume up drainage. While the south facing slopes has intermittent snow pack. I 
hypothesize that the largest difference in weathering depth between the two aspects will 
occur where the difference in snow accumulation between the aspects is also greatest. In 
order to test this hypothesis, I conducted four seismic refraction tomography surveys 
within Johnston Draw from inlet to outlet and perpendicular to drainage direction. From 
these measurements, I calculate the weathering zone thickness from the P-wave velocity 
profiles. I conclude that the maximum difference in weathering between aspects occurs ¾ 
of the way up the drainage from the outlet where the difference in snow accumulation is 
highest. Above and below this point, the subsurface is more equally weathered and the 
snow accumulations are more similar. I also observed that the thickness of the weathering 
zone increased with decreasing elevation. This supports the hypothesis that deeper snow 
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accumulation leads to deeper weathering when all other variables are held equal. This 
result does not account for the possibility that the denser vegetation on the north facing 
slope are contributing to the deeper weathering on the north facing slopes, via soil 
retention or higher rates of biological weathering. 
Introduction 
The critical zone (CZ) is the portion of the crust where bedrock is weathered into 
biologically usable soils. This process is an intricate interaction of physical, chemical and 
biological processes that leads to extreme structural heterogeneity both vertically and 
laterally. Generally the CZ can be broken into distinguishable vertically arranged layers 
of soil, saprolite and fractured bedrock[Anderson, S.P. et al., 2007; Brantley et al., 2007]. 
The combined regional tectonic stress and localized topographic stress creates a 
characteristic total stress field which controls fracture opening [St. Clair et al., 2015]. 
This creates a basic critical zone pattern for a geomorphic region that is then acted on by 
other processes [Riebe et al., 2016] such as climate [Millot et al., 2002; Riebe et al., 
2004b], altitude [Riebe et al., 2004c], hydrology[Dunne, 1998; Lebedeva and Brantley, 
2013; Hinckley et al., 2014; Rempe and Dietrich, 2014; Langston et al., 2015], and 
biological processes[Moulton and Berner, 1998; Amundson et al., 2007; Gabet and 
Mudd, 2010; Roering et al., 2010]. Some of these later processes, climate, hydrology and 
biology, vary with aspect and elevation, thus within a large enough catchment the 
controls on CZ structure vary. In this study how elevation, aspect and the resulting 
differences in snow accumulation affect CZ structure is investigated using seismic 
methods within an east draining catchment.  
14 
 
 
At its most basic, chemical weathering is controlled by the ability to flush 
chemically stagnant water from bedrock pores and replace it with reactive water [Maher, 
2010; Rempe and Dietrich, 2014] which is in turn controlled by the conductivity and 
density of fractures to act as fluid conduits[Molnar et al., 2007; St. Clair et al., 2015] and 
the amount of fluid input into the hillslopes. At the scale of individual hillslopes it is 
assumed that precipitation is distributed equally. However, hillslopes of varying aspects 
have different amounts of radiation input leading to differences in snow accumulation, 
soil temperature, and vegetation communities [Anderson et al., 2014], all of which can 
affect the amount and reactivity of the water that infiltrates into the deeper CZ. Whether 
these hydrologic differences leads to more extensive weathering on the northerly or 
southerly aspects is a function of whether the site is limited by the reactivity or 
availability of meteoric water [Ma et al., 2013]. In regions where water is input equally 
into all aspects, the higher solar radiation input to the more south facing slopes leads to 
higher rates and degrees of weathering[Rech et al., 2001; Ma et al., 2013]. However in 
snow dominated catchments the aspects with persistent snowpack are observed to have 
more extensive weathering than hillslopes with intermittent snowpack [Hunckler and 
Schaetzl, 1997; Egli et al., 2006; Befus et al., 2011; Anderson et al., 2014]. Hunckler and 
Schaetzl (1997) and Elgi et al. (2006) posited that the aspect weathering difference is due 
to snow acting as an insulating layer, allowing for more continuous infiltration during the 
winter. Befus et al. (2011) suggested that the higher soil moisture retention and denser 
vegetation increases the rate of weathering and soil retention on the northerly aspect. 
Anderson et al. (2013) proposed a mechanism in which the cooler temperatures on the 
north facing slopes cause frost cracking damage which in turn promotes downslope 
15 
 
 
transport of soils and generates fluid flow paths. When the frost cracking process was 
modeled, Anderson et al. (2013) showed that frost cracking lead to deeper weathering on 
the north facing slopes over the 10ka to 100ka time scales. Observations of soil water 
infiltration in the snow dominated Gordon Gulch in the Boulder Creek Critical Zone 
Observatory (BCCZO) showed that the persistent snowpack on north facing slopes led to 
a single sustained infiltration pulse in the spring while the intermittent snowpack on south 
facing slopes lead to periodic infiltration pulses through the winter[Hinckley et al., 2014; 
Langston et al., 2015]. Numerical modeling of unsaturated flow through a granitic CZ 
model suggested that a sustained single infiltration pulse characteristic of persistent 
snowpack leads to more water infiltrating into the deeper CZ than the episodic recharge 
events, thus increasing the relative rate of chemical weathering [Langston et al., 2011, 
2015]. Snow insulation, frost cracking, and recharge pulse shape hypotheses provide 
plausible explanation for deeper weathering on north facing slopes. Without direct 
observation of moisture flux into the deep CZ in hillslopes dominated by rain and snow 
how snow affects the weathering process cannot be conclusively factors. That being said 
there is enough observation of deeper weathering on snow dominated hillslopes to 
conclude that snow or a snow-related process is a driver of this asymmetry.  
Elevation has been shown to affect weathering extent and rate of soils. Above the 
snow line at the Santa Rosa Mountains Reibe et al. (2004a) attributed the observed 
decrease in chemical weathering rates of soils at higher elevations to the decrease in 
mean soil temperature in combination with decreases in vegetative cover and an increase 
in snow cover. Dahlgren et al. (1997) and Rasmussen et al. (2010) observed an increase 
in soil development with elevation peaking at the rain-snow transition, above which the 
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soil development decreased. Rasmussen et al. (2010) postulated that below the rain-snow 
transition the weathering is limited by water and above the transition it is limited by soil 
temperature thus at the rain-snow transition soil development is maximized.   
With the myriad of potential controls on weathering within a single catchment, 
the depth of weathering will change both with aspect and elevation. However, measuring 
weathering depth at the catchment scale is challenging. Hand auguring and soil pits can 
provide measurements of weathering extent for the upper two meters and have been 
applied to the catchment scale [e.g. Hunckler and Schaetzl, 1997; Egli et al., 2006]. 
Cored wells provides information on the deeper CZ [Jin et al., 2010; Olona et al., 2010; 
Buss et al., 2013], but due to the cost it is difficult to apply with enough density and scale 
to provide a broad scale image of the deeper CZ. Geophysical methods such as seismic 
refraction tomography (SRT), electrical resistivity tomography (ERT), ground 
penetrating radar etc., trade the fine detail of the direct sampling methods for a spatial 
broad image of physical parameters such as seismic velocity, electrical resistivity, 
dielectric permittivity. SRT is particularly well suited for providing a constraint on 
regolith thickness since the weathering process reduces P-wave velocity (Vp), thus for a 
uniform geology, the velocity typically increases with depth, a first order assumption in 
most refraction methods [Parsekian et al., 2015]. Further, granitic weathering studies 
have shown relatively consistent correlations between seismic velocity and weathering 
degree across several sites making the interpretation of SRT straightforward [e.g. Olona 
et al., 2010; Yamakawa et al., 2012(a); Holbrook et al., 2014].  
Interest in using geophysical methods to characterize the CZ for geomorphic 
analysis [Thomas, 1966] and to apply weathering correction to seismographs 
17 
 
 
[Balachandran, 1975] is long standing. Recently the increasing affordability and 
accessibility of geophysical methods has spurred researchers to apply geophysics to a 
number of CZ related phenomena. Studies have used geophysical methods to extrapolate 
engineering parameters [Olona et al., 2010], hydrogeologic information [Holbrook et al., 
2014], to discern soil thickness [Yamakawa et al., 2012a], bedrock depth [Vignoli et al., 
2012] and to characterize CZ architecture [Befus et al., 2011; Leopold et al., 2013]. Most 
of these studies are limited to a handful of slope parallel surveys that characterize a single 
hillslope however Befus et al. (2011) and Leopold et al. (2013) conducted multiple 
geophysical surveys spanning the width of catchments within the BCCZO, creating a 
catchment scale image of CZ architecture. Befus et al. (2011) used shallow seismic 
refraction (SSR) to investigate geomorphic controls on CZ architecture in Gordon and 
Betasso Gulch while Leopold et al. (2013) corroborated the SSR collected by Befus et al. 
(2011) with ERT providing a highly detailed but more difficult to interpret image of the 
CZ. For the sake of brevity in this paper, the difference in depth to a weathering horizon 
between the north and south aspects will be referred to as north-south (N-S) weathering 
depth asymmetry. Within east-west running Gordon Gulch they observed greater N-S 
weathering depth asymmetry in the steep lower catchment and less N-S weathering depth 
asymmetry in the shallower gradient hillslopes higher in the catchment. The decrease in 
N-S weathering depth asymmetry at the higher elevation was attributed to more equal 
radiation input into the hillslopes. N-S asymmetry was also seen to lesser extent in 
Betasso Gulch which drains to the south-east and is subject to an increased incision rate 
lower in the catchment complicating the effect of aspect on weathering. In both 
catchments the difference in weathering between the two slopes changed throughout the 
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drainage, the N-S weathering asymmetry being larger near the outlet in Gordon Gulch 
and smaller near the outlet in Betasso Gulch. Why the N-S asymmetry changes in each 
catchment is different, demonstrating how geophysics can be used to elucidate the 
controls on weathering depth and how they can vary within and between catchments. 
In this study SRT is used to investigate the CZ architecture of Johnston Draw 
which is a sub-catchment of the Reynolds Creek Critical Zone Observatory (RCCZO) in 
southwestern Idaho. Johnston Draw is east-west trending, almost completely granitic, has 
had no recorded Pleistocene glaciation or peri-glaciation, and is host to a persistent winter 
snow drift that increases in both width and depth up drainage. Because of these factors, 
Johnston Draw offers a unique opportunity to study the effect of aspect, elevation, snow 
accumulation, and soil temperature on CZ architecture with minimal complicating 
factors. I aim to investigate how variations in snow accumulation and soil temperature 
reflect weathering depths. This is the first catchment scale geophysical survey within the 
RCCZO and adds a valuable dataset for the other scientists studying Johnston Draw and 
Reynolds as a whole. The survey presented here adds to the growing body of geophysical 
data in mountainous critical zone sites and provides a more full perspective of catchment 
wide weathering architecture. 
Site Description 
The Reynold Creek Critical Zone Observatory (RCCZO) is in the Owyhee 
Mountains of southwestern Idaho, approximately 80km southwest of Boise, Idaho. The 
RCCZO ranges from 1100m to 2200m in elevation with regions of flat alluvial valleys 
and steep mountain slopes, figure 1. Due to the range in topography and elevation the 
RCCZO has a strong climactic gradient along different aspects and elevations. This 
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climactic range is expressed in the variety of plant communities spanning desert shrubs in 
the low elevations to dense conifers at higher elevations [Seyfried et al., 2000]. The 
surficial geology of the RCCZO is Cenozoic volcanic rocks all underlain by a Cretaceous 
age granite stock of the Idaho Batholith [McIntyre, 1972]. 
Johnston Draw is on the western flank of the RCCZO (figure 1). The draw trends 
east-west with an ephemeral stream draining towards the east. The stream bed varies in 
elevation from 1490m at the outlet to 1800m at the headwaters; the ridges to the north 
and the south have a topographic high of 1840m and 1860m, respectively. Johnston Draw 
is primarily composed of granite but intersects rhyolite units to the east and west [Ekren 
et al., 1981]. The seismic lines in this study do not intersect the rhyolite (figure 2). 
During a typical winter a snow drift forms on the north facing slope of Johnston Draw, 
the drift increases in size higher in the drainage while the south facing slope hosts only 
intermittent snow that increases in persistence up drainage. Both the north and south 
facing slope nearer to the outlet are dominated by junipers, sage and grasses; higher in the 
drainage the north facing slope becomes vegetated by shrubs and aspens, while the 
southern aspects are dominated by junipers, sages, ponderosa, and grass.  
Measurements of volumetric water content of the upper 20cm indicate that the 
shallow soils of the two aspects contain a highly variable amount of water (figure 3). The 
locations of the instruments are shown as yellow dots in figure 2 and are paired sites, 
each pair located at equal elevation on opposite aspects. While the two slopes may have 
similar shallow soil moistures they may have different rates of infiltration to the deeper 
CZ. Similar to what was observed by [Langston et al., 2015] in the BCCZO northerly 
aspects the north facing slopes within Johnston Draw experience recharge in a single 
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pulse at the end of March while the south facing slope experienced a primary recharge 
event in mid-January followed by several smaller events (figure 3). While there is a clear 
contrast in infiltration pattern between aspects, the 2012 water year is shown in this study 
as the contrast is exceptionally evident. Acoustic snow depth sensors adjacent to the soil 
moisture sensors show that for the 2012 water year the first measurable snow 
accumulation was on November 12th at all sites (figure 4). The amount of time snow 
covers the ground can be seen to increase higher in the drainage with nearly continuous 
snow coverage at the highest north facing site JD2N. The soil temperature was also 
recorded at all of the sites and the temperatures at 5cm depth are shown in figure 5. The 
thin blue and red lines are the temperature on the north and south facing slopes and the 
thick lines identify the times in which the soils are between -8°C and -3°C, which is the 
window of most efficient frost cracking in granites [Anderson et al., 2013]. All of the 
north facing slopes spends time within the frost cracking window and the maximum time 
spent occurs on the lowest elevation north facing slope (table 1). However if the 
temperature window in which frost cracking is assumed to occur is increases to -8°C and 
0°C then the highest elevation north facing slope spends the most time in the frost 
cracking window. 
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Figure 3: Volumetric water content at 5cm and 20cm depth measured at the 
JD2(N-S), JD3(N-S), and JD4(N-S) instrument sites for the 2012 water year. The blue 
and red lines indicate the instruments on the north and south facing slopes, 
respectively; and the solid and dashed lines indicate 20cm and 5cm of depth, 
respectively. In the winter months the south facing slope are continuously wet while 
the north facing slopes remain dry, because of below freezing soil temperatures, until 
late March at which time moisture in_ltrates into the soil column in a single large 
pulse. 
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Figure 4: Snow depth measured with acoustic sensors at the JD2(N-S), JD3(N-S), 
and JD4(N-S) instrument sites for the 2012 water year. The blue and red lines indicate 
the instruments on the north and south facing slopes. The amount of snow and time 
it covers the ground increases up drainage for both aspects and the difference in total 
snow accumulation between the aspects increases up drainage. 
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Figure 5: Soil temperature measured at 5cm depth with TDR probes at the 
JD2(N-S), JD3(N-S), and JD4(N-S) instrument sites for the 2012 water year. The blue 
and red lines indicate the instruments on the north and south facing slopes, the thick 
red and blue lines indicate times then the sensors were between -3°C and -8°C. 
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Table 1: The time in hours the soils at 5 cm depth spend in various 
temperature windows, measuredat the north facing (N.F.) and south facing (S.F.) 
paired instrument sites during the 2012 water year. All of the north facing soils 
spend time within the -8°C to -3°C however the lowest elevation north facing site 
(JD4N) spends the most time in the window. If the window is increased to -8°C to 
0°C then the highest elevation north facing site (JD3N) spends the most time in said 
the window. 
 
 
Methods 
To investigate the CZ architecture within Johnston Draw four seismic lines were 
gathered in the summers of 2014, 2015, and 2016. The seismic lines start at or near the 
top of the south ridges of the draw and extend to the north ridge (figure 2). The lines were 
set to be perpendicular to the direction of drainage and placed such that they avoided 
bedrock outcrops and dense vegetation. Additional care was taken to ensure that they 
remained as straight as possible so that continuous seismic profiles were maintained. Line 
1, at the top of the draw, was gathered by the Wyoming Center for Environmental 
Hydrology and Geophysics, University of Wyoming in the summer of 2014 using four 
24-channel Geometric Geodes systems with a receiver spacing 2.5m and shot spacing of 
10m. Because the spread of the array is less than the width of the draw, the array was 
deployed twice with shots off the end of the line performed for 50m in the to-be occupied 
or reoccupied shot locations. Lines 3 and 4 were gathered in the late summer and fall of 
2015 and Line 2 in the summer of 2016 by the Center for Geophysical Investigation of 
the Shallow Surface, Boise State University using five 24-channel Geometric Geode 
systems with a 5 m receiver spacing and 20 m shot spacing creating an array of five 
120m segments. In order to span the width of the draw segments of the line were leap  
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Figure 6: An example shot break from Line 3 with the picked first arrivals shown 
as a red line. The shot was located midway up the south facing slope, at approximately 
the 100(m) mark in figure 7c. 
frogged; i.e. shots were performed on the southernmost segment which was then moved 
to the northern end of the line, shots were then performed on the new southernmost 
segment which was then moved to the northern end of the line. This process was repeated 
until the array reached the opposite ridge at which point shots were performed through 
the array. The seismic source was a 10lb sledge hammer swung against an aluminum 
plate and nine strikes were stacked into one shot. 
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Figure 7: Observed and modeled first arrival travel times for Line 4. Generally 
the observed and modeled travel times are in good agreement, however at the far and 
near offset receivers the fit becomes more tenuous as the first arrivals are more 
difficult to pick. 
I picked first arrivals as the first motion that could be confidently attributed to 
either the refracted or direct seismic wave arrival. An example shot break for Line 3 with 
the picked first arrivals is shown in figure 6. I then estimate the subsurface seismic 
velocities by inverting the first arrival times using the commercial software Rayfract 
which employs a wavepath eikonal traveltime (WET) inversion to partial account for 
band-limited frequency effects [Schuster and Quintus-Bosz, 1993]. The initial models for 
the inversion were derived by taking a Delta t-V for each receiver location and averaging 
the velocities at common depths, creating a pseudo-2D Delta t-V inversion[Jansen, 
2010]. WET inversion with the pseudo-2D Delta t-V initial model has proven to be an 
effective inversion schema at resolving large scale near-surface velocity features[Zelt et 
al., 2013] and for the estimation of smooth critical zone velocity structures [Nielson and 
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Bradford, 2015]. The inversions were carried out for 150 iterations,long enough for the 
RMS error to reduce to less than 3% of the maximum travel time of the modeled traces 
for all the inversion. The observed and modeled travel times for Line 4 are plotted in 
figure 7, which shows the observed arrivals as red dots and the modeled arrivals as blue 
lines. As can be seen the near offset picks do not fit as well as the medium offset picks. 
This residual arises because at geophones adjacent to the shot location it becomes 
difficult to discern the seismic arrivals from the air wave arrival thus reducing the 
precision of the near offset picks. A similar problem occurs at far offsets where the 
seismic wave has dispersed and attenuated thereby reducing the signal to noise ratio 
making it difficult to confidently pick the seismic arrival. 
The resulting velocity profiles of these seismic lines were then interpreted using 
the weathering degree seismic velocity relationship from [Olona et al., 2010], see Table 
2. The mean depths to the seismic contours that correspond to the tops of weathering 
horizons were calculated for each seismic line and the individual hillslopes. I then 
compared how the weathering zone varied across elevations by comparing the mean 
depths of each seismic line and how the weathering zone varied across aspects by 
comparing the hillslopes. 
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Table 2: P-wave velocities for the weathering stages of granite as measured by 
Olona et al. (2010) 
 
 
Results 
The resulting Vp profiles of the four seismic lines were analyzed to estimate 
depth to fractured and fresh bedrock. The depth to saprolite (700m/s) was also calculated, 
but as discussed later, is biased and incomplete. The depth to fractured (2000 m/s) and 
fresh bedrock (3500 m/s) is taken as the depth to the Vp contour that corresponds to the  
saprolite-fractured bedrock and fractured-fresh bedrock interfaces. The velocities for 
these interfaces are taken from Befus et al. (2011) and Olona et al. (2010) and are shown 
table 2. To compare the weathering between the north and south facing hillslopes the Vp 
profiles are split by the current drainage location. The mean depth and standard deviation 
of the mean to the weathering horizon is calculated for each hillslopes and each seismic 
line, the results are shown in table 3. It should be noted that the standard deviation in the 
mean depths is not a reflection of the error in depth measurement but the square root of 
the variance in the depths. 
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Table 3: Mean depth and standard deviation of the mean to fractured and 
fresh bedrock measured at each seismic line and hillslope. Down drainage both the 
mean depth to fractured and unweathered bedrock and the standard deviation of 
the mean increase. 
 
The Vp profiles are shown as an orthographically correct fence plot in figure 8 
with the top of fresh bedrock velocity (3500m/s) contour shown. The Vp profiles are 
shown again in figure 9 with the soil-saprolite (700m/s), saprolite-fractured bedrock 
(2000m/s), and fractured-fresh bedrock (3500m/s) velocity contours shown; note that a 
3x vertical exaggeration is applied to Line 1 in figure 9a so that the velocity contours can 
be distinguished. As can be seen in figures 2, 8, and 9 the highest elevation seismic 
profile Line 1 covers two catchments, the primary drainage and sub-catchment A thus 
there are two sets of hillslopes to compare. The different hillslopes are given the names 
N1, S1, N1, and S2 (see figure 9a) for labeling. Line 4, intersects a small drainage on the 
south ridge, sub-catchment B, and as seen in figure 2 sub-catchment B drains into 
Dobson Creek and not Johnston Draw. The portion of the seismic profile underlying sub-
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catchment B is excluded from this analysis as it accumulates meteoric water that does not 
contribute to the weathering of the hillslopes within Johnston Draw. Further, as discussed 
later the weathering zone under sub-catchment B is anomalously deep and is likely 
caused by a pre-existing weakness so its inclusion in the analysis would introduce a 
control on weathering other than aspect, elevation, and snow accumulation. Thus for the 
north facing slope of Line 4 the mean depth to a weathering horizon is calculated from -
115m to the drainage (figure 9).
  
3
1
 
 
 
Figure 8  Fence diagram, looking up drainage, of the inverted velocity profiles within Johnston Draw with no 
vertical exaggeration. The black lines are the 3.5km/s velocity contour which we interpret as the top of unweathered 
bedrock. 
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Figure 9: Inverted velocity profiles for the seismic refraction surveys conducted 
in Johnston Draw with the 700m/s, 2000m/s, and 3500m/s velocity contours shown as 
black lines. The velocity contours correspond to the top of saprolite, fractured 
bedrock and unweathered bedrock, the velocity ranges for these layers is shown in 
Table 2. Line 1 (a) is vertically exaggerated by 3 times while all the other profiles have 
no vertical exaggeration. 
The mean depths to various velocity contours and the standard deviations of the 
mean for each seismic line is depicted in figure 10 and table 3, where the blue and red 
represent the north and south facing slopes, respectively. Generally within Johnson Draw 
the depth to fractured and unweathered bedrock increases lower in the drainage. The 
mean depth to bedrock is 31.1m at Line 4 and 13.8m at Line 1 and the depth to fractured 
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rock the mean depth at Line 4 is 17.3m and at Line 1 is 7.3m. Unlike with the other 
horizons, soil depth doesn’t increase down drainage rather the largest mean depth to the 
700 m/s contour is on Line 3 at 4.4m, while Line 1, 2 and 4 the soil is on average 2.3m, 
3.6m and 2.1m thick, respectively. However the top of saprolite contour, 700 m/s, is not 
continuous across all the profiles. This is because the receiver spacing’s is too broad to 
receive distinct arrivals from the refracted or diving rays traveling through the relatively 
thin low velocity media near the surface.  
Figure 10: Mean depth and standard deviation of the mean to various velocity 
contours for the north and south facing aspects, shown in blue and red, for each 
velocity pro_le. The 700m/s, 2000m/s and 3500m/s velocities correspond to the depth 
to top of saprolite, fractured bedrock, and fresh bedrock respectively. As can be seen 
in every line except Line 4 the mean depth to all velocity contours is greater on the 
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north facing slope and the depths to fractured and fresh bedrock increase down 
drainage. 
The water table could also influence the seismic velocities in the near surface. As 
the Vp velocity of water is roughly 1500m/s a high saturation in a low velocity high 
porosity media can increase the bulk seismic velocity. However within the CZ porosity 
decreases and dry seismic velocity increase rapidly with depth, decreasing the effect of 
water content on bulk Vp. Within the fractured and fresh bedrock the porosity is near 
zero thus the effect of pore-water is negligible and does not affect our analysis.  
On every seismic profile except Line 4, the north facing slope is more deeply 
weathered than the south facing slope, at Line 4 the N-S weathering depth asymmetry is 
insignificant. The N-S weathering depth asymmetry is plotted on figure 11, this is the 
mean depth to the fractured and unweathered bedrock contours on the north aspect minus 
the mean depth to the same horizons on the south aspect. Because of the multiple 
drainages in Line 1, I calculated three differences, the difference in mean depths between 
N-1 and S-1 are circle, N-1 and S-2 are squares, and N-2 and S-2 are diamonds (figure 9a 
for reference). The maximum N-S weathering depth asymmetry is measured at Line 2 
with the unweathered and fractured bedrock being about 10m and 8m deeper on the north 
facing slopes than the south. At the highest elevation, Line 1, the N-S weathering depth 
asymmetry for unweathered and fractured bedrock is N-1 and S-1 is 6m and 5m, 
respectively. Below at Line 3 the N-S weathering depth asymmetry for unweathered and 
fractured bedrock decreases to 1m and 3m and decreases again to about 0m for both 
horizons at Line 4. This pattern of bedrock weathering parallels the observed snow 
accumulation pattern as can be seen from the acoustic snow depths in Figure 4. The 
seismic derived weathering zone depths and the acoustic snow depths show a correlation 
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between snow accumulation and depth to unweathered and fractured bedrock for 
hillslopes at the same elevation.  
Figure 11: The N-S weathering depth asymmetry, i.e. the difference in mean depth 
to fractured (2000m/s) and fresh (3500m/s) bedrock between the north and south 
facing slopes. Because Line 1 spans two catchments there are two sets of hillslopes to 
analyze: they are shown as circles for the difference between hillslopes N1 and S1, 
diamonds for hillslopes N1 and S2, and squares for hillslopes N2 and S2. The highest 
N-S weathering depth asymmetry occurs at Line 2, above and below this the 
asymmetry decreases.  
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Discussion 
Bedrock topography generally parallels surface topography with the weathered 
layer thinning near the drainage; this is similar to what was observed by St. Clair et al. 
(2015) in a neutral or extensive region. While there are no regional stress measurements 
in the Owyhee region Payne et al., (2012) showed that the Snake River Plain and 
Owyhee-Oregon Plateau experience very low rates of deformation. Given the low rates of 
strain and the regions general extensive nature, it is unlikely that the Reynolds area is 
experiencing a significant amount of compressive stress. This bedrock topography pattern 
is also what is predicted by Rempe and Dietrich (2014) and Lebedeva and Brantley 
(2013), and is similar to what was observed at the BCCZO [Befus et al., 2011; Leopold et 
al., 2013]. 
There are several notable velocity anomalies in the Vp profiles: the low velocity 
anomaly in Line 3 at location 150 m, and to a lesser extent Line 2 at location 0 m; and the 
low velocity anomaly under sub-catchment B in Line 4, location -150 m. As can be seen 
in figure 8 the low-velocity anomalies in Lines 2 and 3 are relatively close to each other, 
suggesting that it is a continuous feature such as a set of fractures. Fractures would 
increase the weathering proximal to the fractures, creating a low velocity anomaly like 
the one seen in Lines 2 and 3.  
The weathering zone under sub-catchment B is unusually thick with the top of 
unweathered bedrock being ~65m deep. This is much thicker than the weathering zone in 
the other profiles (figures 8 and 9d). A possible interpretation is that it is pre-existing 
fractures or weakness in the bedrock that has created an area of faster weathering, that 
then increased mass transport causing a depression. If it is included in the mean depth of 
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the north facing slope of Line 4 it greatly increases the calculated N-S weathering depth 
asymmetry in the lower portion of Johnston Draw. However as discussed earlier Sub-
catchment B drains into Dobson Creek not Johnston Draw, thus the precipitation inputted 
into the sub-catchment does not contribute to the weathering of the north facing slope in 
Line 4. It is possible that at a previous time sub-catchment B either didn’t exist or drained 
into Johnston Draw. But as discussed the weathering is anomalously deep and is likely 
caused by a pre-existing structure. Therefore it’s inclusion in the analysis would detract 
from the focus of this study, so is excluded from the N-S weathering asymmetry analysis.  
For the majority of the catchment, Lines 2-4, the N-S weathering depth 
asymmetry increases higher in the drainage. However from Line 2 to Line 1 the N-S 
weather depth asymmetry decreases (figure 11). Between Lines 2 and 1 the direction of 
drainage shifts from east to south-east. Thus the hillslopes spanned by Line 1 face north-
east and south-west rather than north and south as the rest of Johnston Draw does. 
Additionally (as can be seen in figure 7) the slope gradient is less at Line 1 than it is at 
the other lines. Befus et al. (2011) observed a similar decrease in N-S weathering depth 
asymmetry at the headwater of Gordon Gulch and similarly attributed it to the lower 
relief hillslopes higher in the catchment. This shift in aspect and slope gradient reduces 
the radiative difference between the hillslopes which likely leads to more equal 
distribution of snow between the aspects and more equal weathering. Unfortunately at 
Line 1 there are no paired instrument stations to measure snow depth, soil moisture, and 
soil temperature as there are at the other lines.  
Within Johnston Draw the depth to unweathered bedrock increases lower in the 
drainage. Similar trends have been observed across elevation gradients with higher soil 
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weathering rates [Riebe et al., 2004c] and more soil development [Dahlgren, et al., 1997; 
Rasmussen et al., 2010] at lower elevations. Above the snow line at the Santa Rosa 
Mountains Reibe et al. (2004a) attributed the observed decrease in chemical weathering 
rates of soils at higher elevations to the decrease in mean soil temperature, in 
combination with decreases in vegetative cover and an increase in snow cover. Dahlgren 
et al. (1997) and Rasmussen et al. (2010) observed an increase in soil development with 
elevation peaking at the rain-snow transition, above which the soil development 
decreased. Rasmussen et al. (2010) postulated that below the rain-snow transition the 
weathering is limited by water and above the transition it is limited by soil temperature, 
thus at the rain-snow transition soil development is maximized. In Johnston Draw the 
1968 rain/snow to snow transition occurred at about the same elevation as Line 4 (figure 
2), which is where the greatest average depth to unweathered bedrock and fractured 
bedrock occurs (table 3). This suggests that elevation and dominant precipitation are a 
control on the depth to unweathered bedrock within Johnston Draw, similar to what was 
observed for soil weathering and development by Dahlgren et al. (1997), Reibe et al. 
(2004a), and Rasmussen et al. (2010). However the current dominant precipitation phase 
may not reflect the dominant precipitation pattern in the past. Klos et al. (2014) showed 
that the rain-snow transition in the western US has been moving higher since the 1960’s 
and that this trend is likely to continue. Thus the 1968 rain-snow transition is likely not 
reflective of past precipitation phases. While no work has been done linking soil 
weathering degree to bedrock weathering depth, it is conceivable that more chemically 
depleted soils wouldn’t react with incoming meteoric water as readily, thereby increasing 
the reactivity of the water propagating into the deep CZ increasing the rate of deep 
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weathering. Some caution should be applied when comparing the deep weathering depths 
measured in Johnston Draw to the soil weathering and development measured at other 
sites, as both the magnitude of the depth of measurements and methods applied are very 
different. Making a causal link between dominant precipitation phase and depth to 
fractured or unweathered bedrock is tenuous.  
Within Johnston Draw the north facing slopes are generally steeper than the south 
facing slopes, this can be seen in the surface topography of the velocity profiles in figure 
8. The north facing slope are densely vegetated with mountain sagebrush, snowberry, and 
several aspen communities, while the south facing slope feature Wyoming sagebrush and 
bitterbrush at the lower elevations and sagebrush and mahogany at the higher elevations. 
Differences in slope angle can be attributed to denser vegetation communities on the 
north facing slope, increasing soil retention relative to the less densely vegetated south 
facing slopes [Poulos et al., 2012]. 
Our observations do not exclude the possibility that the factors that control snow 
accumulation patterns, i.e. vegetation and radiation, are the factors that cause deeper 
weathering on the north facing aspects and that the snow accumulation is coincidental. It 
is well documented that plants increase the rate of chemical weathering in soils [Moulton 
and Berner, 1998] and that deep taproots can fracture bedrock creating hydraulic 
pathways as well as detach bedrock blocks when bedrock rooted trees are overturned 
[Gabet and Mudd, 2010; Roering et al., 2010]. Aspens have been seen to root as deeply 
as 3m [Jones and Debyle, 1985] and within Johnston Draw they are clustered higher in 
the catchment on the north facing slope, so they could very well be a contributor to the 
increase in N-S weathering depth asymmetry up drainage. However at the adjacent 
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Reynolds Mountain East site within the RCCZO it has been shown that tree groves both 
influence the location of a snowdrift [Marks et al., 2002] and rely on the water derived 
from snowdrifts [Robinson et al., 2008a]. Hence it could be that the snowdrift allows for 
the aspen community to exist and the deep rooting allows for more moisture to propagate 
into the deeper CZ. The persistent snow drift within Johnston Draw is centered roughly 
with Line 1, and could also be influencing the weathering on the north facing slope of the 
upper drainage. 
Radiation is the primary control on snow distribution pattern and has been shown 
to effect on soil weathering rates by increasing soil temperature, thus in non-snow 
dominated environments leading to deeper weathering on the south facing slopes [Rech et 
al., 2001; Ma et al., 2013]. However Johnston Draw is primarily above the 1968 rain-
snow transition and sees deeper weathering on the north facing slopes. Therefore 
differences in soil temperature from radiation contrasts alone, does not explain the CZ 
architecture within Johnston Draw. So while vegetation likely contributes to the N-S 
weathering depth asymmetry to some degree it is unlikely that radiation directly 
contributes, rather as it is a direct control on snow distribution it is an indirect factor.    
The soil moisture data for the 2012 water year showed that the north facing slope 
recharged in a single pulse at the end of March, while the south facing slope experienced 
a primary recharge event in mid-January followed by several smaller events (figure 3). 
Numerical modeling of moisture infiltration into the deep CZ, has shown that the single 
sustained pulse characteristic of the north facing slope of Johnston Draw leads to more 
recharge in the deeper CZ than the episodic pulses characteristic of the southern aspect 
[Langston et al., 2011, 2015]. This phenomenon has been proposed as a mechanism to 
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explain N-S weathering depth asymmetry within Gordon Gulch in the BCCZO [Langston 
et al., 2015], and would also explain the asymmetry observed within Johnston Draw. The 
difference in snow accumulation between the two aspects higher in the catchment would 
lead to a difference in the amount of water infiltrating into the deep CZ. This difference 
in infiltration would decrease down drainage as the snow accumulation becomes more 
equal between the aspects. As the ability to flush and replace chemically stagnant water 
from bedrock pores is a control on deep chemical weathering[Maher, 2010; Rempe and 
Dietrich, 2014], then the chemical weathering rates will parallel the infiltration rates. 
This would results in deeper weathering where the snow pack is deeper and more 
persistent. Therefore, as the difference in snow accumulation between the aspects 
decreases down drainage the difference in the rate of weathering between the two aspects 
would also decrease, leading to the observed N-S weathering depth pattern within 
Johnston Draw. 
It is apparent that all the north facing slopes spend time within the frost cracking 
window (figure 5 and table 1). However if we assume the more time spent within the 
frost cracking window the greater the damage, then our temperature observations would 
suggest that the lower portions of the draw would have the greatest N-S weathering depth 
asymmetry. Rather we observe insignificant N-S weathering depth asymmetry where our 
temperature observations and frost cracking would predict the high asymmetry (figure 
11). The exact range in which frost cracking is most efficient is dependent on the 
hydraulic and fracture mechanical characteristics of the rock [Walder and Hallet, 1986]. 
This suggests that the ideal frost cracking window for the granite within Johnston Draw 
could be different than -8°C and -3°C. The temperature window that does fit the observed 
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N-S weathering depth asymmetry is -8°C and 0°C. However near  0°C the van der Waal 
and electrostatic forces that cause frost cracking are weekend [Hales and Roering, 2007]. 
Further even if the frost cracking window is expanded the time spent in the expanded 
window (table 1) still indicates that at Line 4, the north facing slope should be more 
deeply weathered than the south facing slope. The aspect paired soil temperature 
measurements suggest that the frost cracking theory is not the primary driver of the 
weathering pattern that is observed with Johnston Draw. 
The soil moisture patterns at the paired instrument sites (figure 3) within Johnston 
draw, suggest that the north facing slopes are receiving deeper infiltration than the south 
facing slopes. The temperature sensors indicate the soils are within the frost cracking 
window (figure 5). But the time spent within the window (table 1) is not reflective of the 
weathering pattern within Johnston Draw (figure 11). While it does appear the snow 
accumulation is the primary N-S weathering depth asymmetry observed, I propose that 
frost cracking could still play a role in the weathering pattern observed within Johnston 
Draw. Since frost cracking creates preferential flow paths on the northerly aspects, these 
preferential flow paths would exacerbate the difference in infiltration caused by the more 
persistent snow pack on the north facing. The seasonality of the hillslope hydrology is 
depicted in figure 12, the gray lines represent flow paths caused by frost cracking and the 
darker shades of blue high soil moisture. Before snow accumulation both aspects are in 
low flux state soil moisture. During the winter a persistent snow pack accumulates on the 
north facing slope. However the frozen soils and stable snow limit moisture infiltration. 
On the south facing slope the periodic accumulation and melt of snow leads to moderate 
moisture flux. In spring the snow on the north facing slope melts in a single sustained 
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event, leading to a pulse of moisture infiltration on the north facing slope, while the south 
facing slope maintains moderate infiltration. 
Figure 12: Illustration of how the soil and regolith damage from frost cracking 
could work in conjunction with the distinct soil infiltration patterns from a north 
facing hillslope with persistent snow pack and a south facing hillslopes with 
intermittent snow pack. The top panel is the hillslopes before snow accumulation, the 
north facing hillslopes have denser and larger vegetation communities and due to 
frost crack more preferential _ow path, denoted by the gray lines, through the soil 
and regolith. The middle paned depicts the hillslope in mid-winter in which the 
northerly aspect host a persistent snowpack however there is little moisture flux into 
the subsurface due to lack of snow melt, while the south facing slope has an 
intermittent snowpack that has been periodically melting leading to moderate 
moisture flux. The bottom panel is the hillslopes just after complete snow melt in 
during which the single melt event on the north facing slope and the high average 
conductivity has led to high moisture flux, while the south facing slope is still 
experiencing moderate moisture flux. 
Conclusion 
To explore the critical zone architecture within Johnston Draw, I collected four 
seismic refraction tomography lines throughout the catchment perpendicular to the 
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direction of drainage. From the resulting Vp profiles the depth to fractured and 
unweathered bedrock were identified and show a dynamic critical zone structure 
throughout Johnston Draw. The average depth to the top of unweathered bedrock changes 
from 14m deep at the headwater to 31m at the outlet, the depth to the top of fractured 
bedrock follows a similar trend. This increase in weathering extent at lower elevations, is 
similar to what was observed in soil weathering along elevation gradients above the rain-
snow transition by Reibe et al. (2004a), Dahlgren et al. (1997), and Rasmussen et al. 
(2010). These studies suggested that the lower soil temperatures at higher elevation affect 
the reaction kinetics. However linking soil weathering to deep critical zone weathering is 
a tenuous prospect, as both the methods to measure weathering and the factors that can 
affect weathering are different. 
 Higher in the draw the north facing slope is more deeply weathered than the 
south facing slope, however this asymmetry decreases down drainage leading to nearly 
equal weathering depths on both aspects at the headwaters. The largest difference in 
weathering depth between the two aspects occurs ¾ the way through the draw, where the 
greatest difference in snow-accumulation occurs. Above this point the drainage direction 
shifts from east to southeast, so the snow accumulation on the aspects likely becomes 
more equal. Soil moisture measurements on the north facing slopes of Johnston Draw, 
show that the soils are recharged by a single pulse in the late spring. While the south 
facing slopes with its intermittent snowpack experiences periodic soil recharge events 
throughout the winter and spring. Numerical modeling studies (see Langston et al., 2011; 
Langston et al., 2015) have shown the single pulse recharge characteristic of the north 
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facing slope is more effective at propagating moisture into the deep critical zone, than the 
periodic recharge events seen on the south facing slopes.  
During the winter the temperature of the soils north facing are within the 
temperature window in which frost cracking occurs. However the time the hillslopes 
spend within the frost cracking window suggests that the maximum difference in 
weathering depth between the aspects should occur at lower elevations, where the 
observed difference in between is insignificant. This doesn’t mean that frost cracking 
doesn’t play a role in the weathering of Johnston Draw. Preferential flow paths generated 
by the frost cracking process would only amplify the difference in infiltration caused by 
the snow accumulation pattern. It is also likely that differences in vegetation density also 
contribute to the difference in weathering depth between the aspects. Higher in the 
catchment the north facing slope is more densely vegetated and hosts an aspen colony 
which could contribute to both the chemical and physical weathering on the north facing 
slope.  
It is observed that both elevation and aspect play a role in the weathering pattern 
observed within Johnston Draw. Elevation effects weathering depth throughout Johnston 
Draw, while the effects of aspect are greatest high in the catchment. Of course it is not 
that elevation and aspect themselves affect weathering depth. But the climactic 
parameters such as temperature, precipitation, and radiation that vary with them that 
effect weathering. Within Johnston Draw snow and its unique water storage 
characteristics has a strong role in the weathering differences between the north and south 
aspects; however the role of temperature cannot be ruled out.  
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CHAPTER THREE: MONITORING NATURAL SOIL MOISTURE INFILTRATION 
USING TIME-LAPSE 3D ELECTRICAL RESISTIVITY TOMOGRAPHY 
 
Abstract 
At the Reynolds Creek Critical Zone Observatory (RCCZO), long term 
monitoring of soil moisture using in situ moisture probes has shown that during the dry 
summer only the shallow soils(<30cm) respond to rainfall events, while the deeper soils 
are recharged during the wet winter. To investigate this process, I installed a 7x8m2 
electrical resistivity tomography (ERT) array at the Low Elevation Sagebrush (LES), a 
long term hydrologic instrument site. To capture the dry down and wet up of the soils as 
well as the soils response to rainfall events, I monitored the site bi-weekly during the 
spring, summer, and fall of 2015 and 2016. The time-lapse ERT array was placed 
adjacent to time-domain reflectometry (TDR) probes, so that the time-lapse data could be 
referenced to precise measurements of volumetric water content. The individual 
resistivity volumes from the time-lapse array show spatial heterogeneity in the resistivity 
structure. The resulting ERT inversions show a 3 layer soil structure consisting of a high 
resistivity top layer that is from deposition; a low resistivity weathered soil layer at 
intermediate depth; and high resistivity saprolite. The resistivity of the top layer responds 
readily to the seasons and precipitation while the deeper weathered soil layer does not. 
This agrees well with the changes in soil moisture with depth measured by the TDR 
probes, suggesting that the contact between the depositional and weathered soil layer 
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limits infiltration. However weathered soil layer contains vertical preferential flow paths, 
whose resistivity responds to large precipitation events and seasonal changes in soil 
moisture. This implies that the preferential flow paths are a conduit for soil moisture flow 
that is not captured by the TDR probes. From the combined interpretation of the ERT and 
TDR I conclude that soil structure is a control on soil moisture infiltration during both the 
summer dry months and the winter wet flux period. And that preferential flow paths 
provide a vertical connection between the deep and shallow soils not captured by the 
TDR probes. 
Introduction 
Measuring the distribution and behavior of soil moisture in the vadose zone is 
vital for understanding a variety of hydrologic processes in natural and agricultural 
settings. However within unsaturated environments soil moisture has proven to be both 
spatially and temporally heterogeneous, making its robust characterization difficult. 
Conventional in situ sensors and direct sampling can provide accurate measurements of 
soil moisture at a point. And remote sensing methods provide spatially continuous 
measurement on the scale of kilometers. While geophysical methods have been proven to 
provide precise soil moisture estimates at the 1m to 100m scale [Robinson et al., 2008b]. 
Ground penetrating radar (GPR) and electrical methods have been shown to be 
particularly useful in this application, as they measure the dielectric permittivity and 
electrical conductivity of the ground, respectively [Parsekian et al., 2015], and both of 
these parameters are sensitive to volumetric water content. Electrical methods such as 
electrical resistivity tomography (ERT) have the added advantage of being able to install 
permanent electrode arrays, making them ideal for non-invasive time-lapse applications. 
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Further the petro/pedo-physical relationship between electrical resistivity and volumetric 
water content has been thoroughly studied with numerous laboratory and field 
experiments [Shah and Singh, 2005].  
The application of electrical methods to characterize changing soil moisture dates 
back to before the use of tomographic inversions. The first application of DC electrical 
methods to soil science was by Kean et al., (1987), who used vertical electrical sounding 
to characterize soil moisture migration before and after rainfall events. Daily et al., 
(1992) applied tomographic inversion methods to create a 2D perspective of unsaturated 
flow in the vadose zone. By applying tomographic inversions Daily et al., (1992) opened 
the door for more broad scale characterization of soil moisture heterogeneity. Now with 
the relatively low cost of electrical resistivity controllers and sophisticated readily 
available tomographic inversion software, ERT is widely applied to vadose zone water 
infiltration. Modern ERT allows for broad scale measurements that capture the spatial 
heterogeneity not practical with point scale measurements, such as time-domain 
reflectometry (TDR) probes and more detailed measurements than are capable with 
remote sensing methods. Further the use of surface arrays allows for continuous 
observations without interfering with the natural flow patterns. An example within the 
RCCZO is Niemeyer et al. (2017) in which time-lapse 2D ERT was used to study the 
effects of ecotone transitions to soil moisture distribution over a 100m transect.  
In ERT the petro/pedo-physical relationship between electrical resistivity and 
water usually takes the form of Archie’s Law [Archie, 1942] or a modified form of 
Archie’s Law. Shah and Singh (2005) give a comprehensive review the petro/pedo-
physical models relevant to soils. Precise calibration of any petro/pedo-physical model 
49 
 
 
entails direct sampling, which is often expensive and requires destructive testing. Further 
there is no guarantee that any given sample is representative of the study area or target 
lithology or pedology. However if the soil moisture with depth is measured with adjacent 
soil moisture, the seasonal variation in volumetric water content measured by the TDR 
probes, and electrical resistivity measured by the ERT, can be used to solve for the non-
time varying parameters. Several studies [Schwartz et al., 2008; Fan et al., 2015] have 
used adjacent TDR probes and ERT to solve for non-time varying pedo-physical 
parameters. 
Currently the application of ERT towards the vadose zone can be loosely broken 
into three categories, controlled infiltration experiments for technical development [Kean 
et al., 1987; Daily et al., 1992; Al Hagrey et al., 1999; Al Hagrey and Michaelsen, 1999; 
Dietrich et al., 2003; Singha and Gorelick, 2005; Cassiani et al., 2006; Deiana et al., 2007; 
Monego et al., 2010; Travelletti et al., 2012; Zumr et al., 2012] and the observation of 
infiltration from crop irrigation[Michot et al., 2003; Srayeddin and Doussan, 2009] and 
meteoric precipitation [French and Binley, 2004; Amidu and Dunbar, 2007; Miller et al., 
2008; Schwartz et al., 2008; Brunet et al., 2010; Nijland et al., 2010; Calamita et al., 
2012; Robinson et al., 2012; Yamakawa et al., 2012b; Brillante et al., 2014; Fan et al., 
2015; Niemeyer et al., 2017]. The majority of these ERT experiments have been 
conducted in Europe, with only a handful in the US, and only one ERT experiment Miller 
et al., (2008) has observed the seasonal variation in soil moisture in the western 
sagebrush steppe. However Miller et al. (2008) focused on the deeper vadose zone 
seasonal moisture dynamics, leaving the imaging of the shallow seasonal changes and 
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response to natural precipitation events within the sagebrush steppe unexplored with 
ERT. 
Within semi-arid and arid environments the hydrologic connectivity within the 
vadose zone has an effect on stream flow dynamics, groundwater recharge, and ecology 
[Freer et al., 2002; McNamara et al., 2005; Hinckley et al., 2014]. Characteristic 
seasonal states of soil moisture connectivity, have been identified at a snow-dominated 
headwater catchment within the Dry Creek Experimental Watershed (DCEW) which is: a 
dry period characterized by low and stable soil moistures; a transitional wetting period in 
which the field capacity is met for the deeper soils and wetting progresses downward; a 
wet, low-flux period in which accumulated snow keeps soil moistures stable at around 
field capacity; a wet, high-flux period where the snow begins to melt and the soil 
moisture responds to precipitation; a transitional late-spring drying period after the snow 
melts in which soil moistures decrease from evapotranspiration [McNamara et al., 2005]. 
However at the plot scale the heterogeneity of soils and the potential presence of 
preferential flow paths complicate the characteristics of these seasonal states. 
Preferential flow paths provide an hydrologic pathway other than matrix flow that 
have been shown contribute to subsurface flow [Tromp-van Meerveld and McDonnell, 
2006a, 2006b]. Understanding their distribution and dimensions has large implications 
for hillslope hydrologic modeling[Sidle et al., 2001]. However the majority of previous 
work on preferential flow paths have relied on excavation and dye tracer observations, 
which inherently disrupts the existing soil textures making long term observations in a 
natural environment difficult  [Leslie and Heinse, 2013]. High-resolution ground 
penetrating radar and ERT has been used to image preferential flow paths [Leslie and 
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Heinse, 2013] and fractures [Hansen and Lane, 1995; Robinson et al., 2013].However no 
study to date has used continuous geophysical measurements to monitor preferential flow 
path response to seasonal and precipitation changes. 
In this study, permanent 3D ERT arrays (7mx8m) were installed at two sites 
within the Reynolds Creek Critical Zone Observatory (RCCZO) and used to conduct 
ERT surveys about every two weeks from May of 2015 to June of 2016. The results from 
lower elevation site Low Elevation Sagebrush (LES), is the primary focus of this thesis. 
The ERT results from the higher elevation site Mid Elevation Sagebrush (MES) are 
discussed in the Appendix. The inverted electrical resistivity grids were converted into 
volumetric water content using a modified form of Archie’s Law. The non-time varying 
parameters of the modified Archie’s Law were found by comparing the volumetric water 
content measured adjacent TDR probes and the resistivity measured by the ERT. In order 
to constrain the broader soil and critical zone structure a pair of crossing 2D seismic 
refraction tomography (SRT) and ERT surveys were conducted overtop the 3D ERT 
arrays. This project was designed to use ERT to image the change in soil moisture in 
response to seasonal change and precipitation events, so that the spatial temporal 
variation in hydrologic connectivity within the vadose zone could be examined. Previous 
studies have demonstrated the application of ERT for imaging seasonal monitoring of soil 
moisture changes [French and Binley, 2004; Amidu and Dunbar, 2007; Miller et al., 
2008; Schwartz et al., 2008; Brunet et al., 2010; Nijland et al., 2010; Calamita et al., 
2012; Robinson et al., 2012; Yamakawa et al., 2012b; Brillante et al., 2014; Fan et al., 
2015; Niemeyer et al., 2017] and the imaging preferential flow path structure [Leslie and 
Heinse, 2013]. While there have been other studies that have applied electrical methods 
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to understanding soil moisture distribution at the RCCZO [Robinson et al., 2012; 
Niemeyer et al., 2017], this is the first high temporal density ERT surveys at the RCCZO. 
Additionally this is the first 3D ERT study to monitor seasonal and precipitation driven 
changes in shallow soil moisture within the western sagebrush steppe.  
Site-description  
The RCCZO is a 240km2 experimental watershed in southwest Idaho, as shown in 
figure 1. Geologically it is granite overlain by several sequences of Neogene volcanics 
with quaternary alluvium at the lower elevations. LES is at 1406min elevation, dominated 
by sagebrush and grasses; is primarily composed of basalt; and is on near neutral aspects. 
The site is near a northerly flowing ephemeral stream within a topographic basin. Rain is 
the dominant precipitation though it does occasionally snow it rarely persists for more 
than a few days.  
Two profiles of Stevens hydraprobes (TDR probes) are installed at LES and the 
MES site, one within a cattle exclosure, given the suffix n for non-grazed, and one 
outside the exclosure, given the suffix g for grazed in (figure 13). They log volumetric 
water content every 15 minutes at depth 5cm, 15cm, 30cm, 60cm and 90cm. The 
volumetric water content measured by the probes within the exclosure for the LES and 
MES sites is shown in figures 14 and A1. Precipitation is also measured at both sites, 
outside of the map extents in figure 13, and is shown as the blue vertical lines in figures 
14. 
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Figure 13: (a) is a digital elevation model overlaying satellite images of the 
southern portion of the Reynolds Creek Critical Zone Observatory, with the Reynolds 
Creek watershed boundary shown as a red line. The approximate extent of the LES 
and MES sites are shown as purple squares in (a). (b) and (c) are satellite image maps 
the LES and MES sites, with the 2D SRT and 2D ERT surveys lines, the extent of the 
3D ERT surveys, and soil moisture probe profiles locations shown. 
  
  
5
4
 
Figure 14: The colored lines are the volumetric water content as measured by the TDR probes, and the dots with 
errorbars are the mean and standard deviations of the conductivity of the resistivity grids at the same depths as the TDR 
probes, for the LES sites. The precipitation is also shown on both figures as blue vertical lines. Despite receiving similar 
amounts of precipitation, at the LES the volumetric water content at 90 cm remains constant.
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At the RCCZO I identify four characteristic soil moisture states: low stable soil 
moisture occasionally broken by rainstorms that infiltrate 15cm; a late-fall or early-winter 
wetting period, in which the field capacity of the soils is met and matrix flow propagates 
to the deeper soils; a wet high-flux winter early-spring, characterized by high matrix soil 
moistures and rapid soil moisture response to precipitation; a spring drying where 
precipitation decreases and evapotranspiration draws down soil moisture to their summer 
dry values. There is little snow at both sites, and the soils rarely freeze, so there is no 
winter low flux period as was identified at the DCEW by McNamara et al., (2005). 
Methods 
In order to image the changes in electrical resistivity caused by the changes in soil 
water content I installed permanent ERT arrays. The permanent 3D ERT arrays consist of 
72 electrodes arranged in a uniform rectangular 8x9 grid; the electrodes are buried ~6cm 
deep and spaced 1m from each other, resulting in a 7x8m array. Each electrode is wired 
to a central connection box placed in the center of the array. The surveys were conducted 
using an Iris Syscal Pro Switch resistivity meter. The electrodes are composed of 
stainless steel wool connected to the wire via stainless steel nuts and bolt. To capture the 
seasonal changes in resistivity the surveys were conducted once every two weeks during 
the spring of 2015 and the fall of 2015, and weekly during the spring of 2016. 
The apparent resistivities were inverted using an iteratively reweighted least 
squares inversion with the software package E4D [Johnson et al., 2010]. The inversions 
were performed using a time-lapse approach; the temporal smoothing constraints were 
calculated using equation 1:  
1    𝑋 = |(𝑚𝑡 − 𝑣𝑟𝑒𝑓) − (𝑚𝑛 − 𝑣𝑟𝑒𝑓𝑛)| 
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Where 𝑚𝑡 and 𝑚𝑛 are the log of the conductivities of the target element and its 
spatial neighbor; and 𝑣𝑟𝑒𝑓 and 𝑣𝑟𝑒𝑓𝑛 are the log of conductivity of the target element and 
its spatial neighbor in a reference grid. The value X is then used to calculate the elements 
of the weighting function using: 
2    𝑊 = 1 2⁄ (1 − 𝑒𝑟𝑓((𝑋 + 𝑚𝑛) √2𝑠𝑑
2⁄ )) 
Where erf refers to the Gauss error function, mn is the center of the error function, 
and sd the standard deviation. The effective width equation 2 is mn+2sd, ergo if X is 
within mn±2sd a weighting is applied. This weighting schema acts to smooth the 
difference between the reference and target grid and thus forcing a consistent resistivity 
structure. As can be deduced, the quality of the time-lapse inversion result is dependent 
on the quality of the reference grid used to build the weighting matrix W. I assume that 
the changes in resistivity will be a function of difference in soil moisture. Thus by using a 
static inversion result for the reference grid taken when soil moisture is at its minimum, 
the changes in resistivity will all be negative and can be attributed to changes in soil 
moisture. While a reference grid taken at a high moisture state could have also been used, 
the sensitivity at depth is greater when the soil moisture is lower. The June 23rd, 2016 
survey was chosen to be the reference solution as it was during a low soil moisture period 
at the static inversion converged to a high degree of confidence. The time-lapse 
inversions were iterated until the objective function reduced by less than 0.00001 
between iterations. The mesh used for inversion 12mx12mx5m, well beyond the extent of 
the array and depth of investigation. The area of confidence is an 8mx8mx1.5m grid. The 
inversion results are interpolated to a uniform 0.05m grid spacing for plotting.  
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Weighting for the static inversion was used to smooth the spatial resistivity 
structure using the following equation:  
3       𝑋 = |𝑚𝑡 − 𝑚𝑛| 
where the value X is again used to calculate W in equation 2. In order to ensure that the 
resulting resistivity structures were persistent and not an anomaly within the reference 
grid static inversions were performed on the surveys gathered on February 23rd, 2016 and 
June 23rd, 2016. The static inversions were iterated until the mean residual was less than 
±0.05Ωm, this generally took several thousand iterations.  
Since soil temperatures at the LES site vary from -2C° in the winter to 30C° in the 
summer, a temperature correction was performed to normalize the resistivities to a single 
temperature. If the resistivities were not corrected for then comparing the resistivity grids 
across seasons would be skewed, as resistivity increases with temperature. The soil 
temperatures were corrected using the method outlined by Keller and Frishchknecht, 
(1966), whom proposed the resistivities can be adjusted to a temperature using: 
4     𝜌25 = 𝜌𝑚[1 + 0.02(𝑇𝑚 − 𝑇𝑟𝑒𝑓)] 
Where 𝜌25 is the corrected restively, 𝜌𝑚 is the measured resistivity, 𝑇𝑚 is the 
temperature during the measurement and 𝑇25 is the reference temperature (25C° in this 
study). Soil temperature is measured at depths of 5cm, 10cm, 20cm, 30cm, 40cm, 50cm, 
60cm, 90cm, 120cm, and 180cm at the site, though outside of the map in figure 13. A 
piecewise cubic hermite interpolating polynomial was fitted to the measured temperatures 
at 5cm spacing, and it was assumed that the ground temperature is 11.1C° at 10m depth 
year round. Thus a 1D 𝑇𝑚 was generated with the same vertical spacing as the resistivity 
tomograms.  
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Electrical resistivity grids can say a lot qualitatively about changes in soil 
moisture. However to make quantitative comparisons of the changes in volumetric water 
content the resistivity grids need to be converted into volumetric water content. In order 
to convert from electrical resistivity to soil moisture a petro/pedo-physical conversion 
was performed on the inverted temperature corrected resistivity grids. I used a modified 
form of Archie’s Law proposed by Shah and Singh (2005) to convert from electrical 
resistivity to volumetric water content. Their study focused on soils and the effects of 
clay on the pedo-physics of soils, since both our study sites contain clayey soils their 
pedo-physical model, equation 5, is applicable and well tested.  
5       𝜌 = 1 𝑐⁄ 𝜌𝑤𝜃
−𝑚 
Equation 5 is a simplified form of the Archie’s equation [Archie, 1942] where 𝜌𝑤 
is the conductivity of the pore water, 𝜃 is the volumetric water content, m is a fitting 
parameter dependent on the tortuosity and c a fitting parameter related to the soil matrix 
conductivity [Shah and Singh, 2005]. I simplify equation 5 further by assuming 𝜌𝑤 is 
constant for each site and thus can be combined with c to creating a new parameter a: 
6      𝜌 = 𝑎𝜃−𝑚 
The parameters a and m are here referred to as Archie’s parameters. In order to find the 
Archie’s parameters for each site the mean resistivity from the temperature correct 
inverted resistivity grids were compared to the volumetric water contents at the same 
depths. This comparison was done for the 3D ERT surveys from the spring of 2016. A 
gradient search was performed to find the Archie’s parameters that provided the lowest 
RMSE between the resistivity calculated from equation 6 using the TDR probe measured 
volumetric water content and the mean resistivities from the ERT. Both resistivity and 
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volumetric water content are time varying parameters while the Archie’s parameters are 
time invariant, so by comparing a wide range of corresponding water content and 
resistivity a set of Archie’s parameters that describe the relationship between volumetric 
water content and resistivity can be derived. The surveys for the spring of 2016, 
February, 23rd 2016 to June, 29th 2016, were used because of the high apparent resistivity 
data quality and the range of soil moistures captured.  
The static inversion results (figures 15) show three distinct resistivity regimes, a 
high resistivity top layer and vertical tube structures, a low resistivity middle layer and 
high resistivity deeper layer. When a single set of Archie’s parameters was fit to the 
whole resistivity grid the resulting soil moisture grid had unrealistic volumetric water 
content. So two sets of parameters were derived, one describing the pedo-physics of the 
high resistivity zone and one describing the low resistivity zones. At the LES site figure 
15 shows that the high resistivity top layer extends to ~50cm of depth and that this layer 
responds readily to seasonal changes (see figure 16). The TDR probes at depths 5 cm, 15 
cm, and 30 cm also respond to precipitation (figure 16) so it is assumed that the TDR 
probes at those depths occupy the high resistivity top layer and the TDR probes at 60 cm 
and 90 cm are within the low resistivity middle layer. Thus a set of Archie’s parameters 
that fit the volumetric water content and resistivites for depths 5cm, 15cm, and 30cm is 
derived and a separate set of Archie’s parameters that describe the relationship at depths 
60cm and 90cm is also derived. The Archie’s parameters used for the pedo-physical 
transform are shown in table 4. 
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Figure 15: The resistivity grids from the static inversion of the February, 23rd, 
2016 (a) and June, 17th, 2016 (b) surveys for the LES site. The colorbar ramps at a 
log scale but the values indicated on the colorbar are the true resistivity values. The 
dark dotted lines are the contact between the various soil structures and in (a) soil 
structures are labeled with our interpretation. While the soil moisture states are very 
different between the two surveys the resistivity structure remains largely the same. 
Table 4: Archie’s patameters used in the pedo-physial conversion from 
resistivity to volumetric water content. Two sets of parameters were used for each 
site, one set for the high resistivity regions and one for the low resistivity regions. 
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Shah and Singh (2005) reported on the pedo-physical parameters from a variety of 
studies that tested a wide range of soil types, in addition they themselves tested silty soil, 
black cotton soil, white clay, and marine clay soil samples for a range of pedo-physical 
parameters. The c parameters of the soils they measured were 4.08, 15.85, 3.19, and 8.2, 
respectively, with corresponding 𝜌𝑤 of 7.04Ωm, 8.93Ωm, 12.05Ωm, and 0.163Ωm. I 
combine the c and 𝜌𝑤 parameters into a parameter a, thus the samples tested by Shah and 
Singh (2005) the a parameter would have a range of 1.72Ωm, 0.56Ωm, 3.77Ωm, and 
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0.020Ωm. Of all the soil samples tested and taken from other studies in Shah and Singh 
(2005), the a parameter has a range of 0.02Ωm to 16.67Ωm. The range of c values 
measured and gathered by Shah and Singh is 0.74 to 3.92.  
In order to understand the broader resistivity structure a pair of 2D ERT surveys 
were conducted overtop the 3D ERT arrays parallel to the edge of the 3D arrays, see 
figure 13 for 2D and 3D survey extents. The surveys were conducted on October 6th, 
2016. For the 2D ERT surveys a 72 electrode array with 2m electrode spacing was used 
and the surveys were conducted using an Iris Syscal Pro switch. On the same day as the 
2D surveys the 3D arrays were also used to perform a 3D survey. The measured apparent 
resistivity’s were inverted with a smoothness-constrained Gauss-Newton least-squares 
inversion [Sasaki, 1992] using the software package Res2Dinv. The inversions were 
conducted over 10 iterations, which was enough for the RMSE between iterations to 
change by less than 1%. 
In addition to the 2D ERT I also gathered 2D seismic refraction surveys (SRT) to 
provide additional constraint on the broader CZ structure. By employing both ERT and 
SRT the CZ structure can be more robustly interpreted. 2D SRT surveys were conducted 
at roughly the same extent and orientation as the 2D ERT surveys (figure 13). The SRT 
surveys were conducted on the same day as the 2D ERT. The SRT surveys consisted of 
96 10Hz geophones spaced 1.5m apart with 9 stacked shots performed every 6m using an 
8lb sledgehammer and aluminum plate. The first arrivals were inverted with an wavepath 
eikonal traveltime tomography inversion (Schuster and Quintus-Bosz, 1993), using the 
Rayfract software package. The inversion was allowed to iterate 150. While there have 
been studies that have correlated weathering states of granite to seismic velocity [Olona 
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et al., 2010; Holbrook et al., 2014], this correlation has not been done for the basaltic 
weathering process. However the knowledge that decreasing p-wave velocity correlates 
to increasing weathering[Parsekian et al., 2015] is used to inform our interpretations of 
the 2D resistivity structure. 
Results 
For clarity only the inversion results from the LES site will be discussed, the 
results for the MES site are discussed in the Appendix. The static inversions all 
converged to a mean residual less than ±0.05Ωm, while the time lapse inversions 
converged to a mean residual less than 0.1Ωm. The higher level of convergence in the 
static inversion is due to the lack of temporal constraint, which allows for the resistivity 
structure to vary and fit the measured apparent resistivities more closely. However the 
time-lapse inversion is preferred for hydrologic analysis, as the temporal constraint 
insures smooth temporal changes better reflecting seasonal changes in soil moisture. The 
results from the static inversions are shown in figure 15, and as can be seen while the 
resistivity values are different, the soil structures are largely the same which suggests that 
there is an inherent resistivity structure to the soils. All of the 2D ERT surveys inverted to 
a mean residual of less than 0.5Ωm, and the 2D seismic refraction converged to solutions 
with RMS less than 2.00ms.  
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Figure 16: The response to the October 18th, 2015 rainfall event which 
precipitated 10 mm rain at the LES site. The resistivities and volumetric water 
contents were measured before the rainfall on October 15th (a, d) and after the 
rainfall on October 29th (b, e). The change in resistivity and volumetric water 
contents between the two surveys is shown in paned (c, f ). The changes in electrical 
resistivity and volumetric water content are focused to the depositional layer and 
macropores. There are anomalous volumetric water content values in the soil 
moisture grids suggesting that the pedo-physical conversion failed. 
Figure 17: Fence plot looking north of the 2D resistivity surveys with the seismic 
velocity contours from the SRT surveys overlain of the LES site surveys. The portion 
of the 2D resistivity profiles that intersect the area of investigation of the 3D surveys 
is replaced with the resistivites from the 3D resistivity grids. The changes in seismic 
velocity and electrical resistivity are largely coincident. 
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The 2D resistivity profiles of the LES site (figure 17) show a general pattern of a 
moderately resistive 2m top layer and a high resistivity middle layer. This is interpreted 
as a weathered clayey soil layer transitioning to a less weathered more resistive saprolite 
layer. The resistivity and seismic velocity contours are generally in good agreement, with 
several anomalies being coincident in both. The north and west portions of the profiles 
show a decrease in both resistivity and seismic velocity, notably the sharp increase in the 
depth of the 1000m/s velocity contour. Since the weathering process always reduces the 
P-wave velocity of the parent material [Parsekian et al., 2015] this indicates that the 
north and west portions of the profile are more weathered. There is also a high resistivity 
object near the surface at about easting 523350m that coincides with a warping of the 
velocity contours. The 700m/s velocity contour coincides with a transition from moderate 
resistivity to high resistivity in most of the profile, which is interpreted as the contact 
between weathered soil and saprolite. While there hasn’t been as much research relating 
basalt weathering degree to seismic velocity, as there is for granite,  Von Voigtlander 
(2016) found that the basalt derived soils at dry sites on the Kohala Peninsula of Hawaii 
were no faster than 1km/s. This supports the interpretation that the 700 m/s velocity 
contour is the transition from soils to saprolite.  
In figure 17 where the 2D resistivity profiles cross the 3D resistivity arrays the 
resistivity information from the 3D resistivity grids was used, this can be seen as the 
small lower resistivity rectangle in figure 17. As can be seen in figure 17 the zone of 
investigation of 3D array is within the weathered soil layer with the bottom of the zone 
being near the contact between the weathered soil and saprolite layers. The 3D resistivity 
grids generally have lower resistivities than the 2D profiles, as the electrodes used in the 
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permanent 3D arrays have much lower contact resistance than the electrodes used in the 
2D arrays.  
Figure 18: The change in resistivity for the springs of 2015 (a,) and 2016 (b). The 
change for the spring of 2015 is the difference in the grids from May 29th, 2015 to 
June 12th, 2015 and the change for the spring of 2016 is the difference between the 
grids gathered on February, 23rd, 2016 and June 29th, 2016. The change in the 
resistivity (a, b) for the fall 2015 (c). The grids are the difference in the reistivity grids 
taken on October 15th, 2015 and February 23rd, 2016. The seasonal changes in 
electrical resistivity are focused to the depositional and macropore layers suggesting 
that soil structure effects moisture distribution. 
The resistivity structure within the 3D ERT array is characterized by a <50cm 
thick high resistivity top layer, underlain by a low resistivity ~1.5m thick middle layer, 
followed by a high resistivity horizon at about 2m (figure 15). Because of this site 
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proximity to a stream and its position in a topographic low, the top layer is thought to be 
from a depositional process and is either loess or alluvial material. In this paper the top 
high resistivity layer will be referred to simply as the depositional layer. The middle low 
resistivity layer is likely weathered clayey soils of the basaltic parent material, here 
referred to as the weathered soil layer. The bottom high resistivity layer is interpreted as 
the saprolite identified in the broad resistivity structure (figure 17), as the transition from 
low to high resistivity occurs at roughly the same depth in both profiles. The high 
resistivity vertical pipe structures in the weathered soil layer persist throughout all the 
surveys no matter what inversion weighting strategy was applied, they can be seen in 
both the low resistivity winter (figures 15a) and the high resistivity summer, (figure 15b). 
Because the pipe structures persist through the seasons and as can be seen in figure 18b 
changing in resistivity in response to precipitation they are interpreted as being 
preferential flow paths. 
During period of high soil moisture the ERT’s sensitivity with depth decreases, 
due to the lower resistivity reducing the depth of current flow. This reduces the number 
of the individual dipole-dipole measurements that measure the deeper portions of the 
profile (>1.0m). The end result is a lower degree of confidence in the deeper resistivities 
during high soil moisture periods. However regardless of the time of year the static 
inversions resolve the transition to weathered soil and saprolite at the same depths. This 
suggests that while our sensitivity likely decrease at depth during wet periods, we still 
sample this portion of the profile well enough to resolve the soil lithology.  
Preferential flow paths can be attributed to a variety of biological processes such 
as bioturbidation, root channeling, and pedological processes like clay swelling and soil 
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freezing causing fractures to form in the soil [Jarvis, 2007]. Because the measured soil 
temperature at both sites is rarely below freezing, the preferential flow paths are unlikely 
to be caused by the freeze thaw cycle. There is no evidence of extensive bioturbation, 
further it does not seem likely that squirrel burrows have meter long vertical shafts. 
Fracture networks from clay swelling do occur in highly clayey soils, like those observed 
at the LES site, however there is no reference in literature to suggest that these networks 
would form in vertical tube shape structures. I believe the most likely explanation is that 
the preferential flow paths are the remnants of columnar joints, which have sustained as a 
flow path through the weathering process. However without excavation, the origin of the 
preferential flow paths and how they formed cannot be determined.  
Figure 14 shows the volumetric water content measured by the TDR probes at 
depths 15cm, 30cm, and 90cm as colored lines, the mean volumetric water content of the 
soil moisture grids at the same depths as the TDR probes as colored circles and 
precipitation as blue vertical lines. The LES site has two sets of TDR profiles with one 
within the cattle exclosure, 98n, and one outside the exclosure, 98g. Both TDR profiles 
show a similar seasonal soil moisture pattern, in which only the TDR probes 30cm and 
above measure any significant seasonal change in water content. The lack of change in 
volumetric water content at 90cm could be attributed to equipment failure. However as 
the TDR profiles within and outside the exclosure show little change in water content at 
90cm, indicating that the equipment is functioning and there is indeed minimal changes 
in volumetric water content below 30cm. As the ERT array is within the exclosure the 
profile 98n was used in analysis and is shown in figure 14. The limited infiltration at the 
LES is in contrast to TDR profiles at other sites like MES, which despite having similar 
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precipitation amounts shows seasonal precipitation changes down to 90cm (figure A1). 
This suggests that there is a barrier to vertical soil moisture flow impeding infiltration at 
the LES site.  
The Archie’s parameters found using the gradient search are mostly within the 
range of parameters presented by Shah and Singh (2005). The range values for 
parameters a and c of samples shown in Shah and Singh (2005) is 0.02 Ωm to 16.67 Ωm 
and 0.74 to 3.92.  
The ERT derived soil moisture follows the same trend as the TDR probes, though 
generally the ERT underestimates the volumetric water content (figure 14). However at 
the LES site the ERT indicates soil moisture change at depths 60cm and 90cm, while 
TDR probes show no change. This is due to the preferential flow path structures 
responding to seasonal and precipitation changes (see figure 16c), which could easily be 
missed by the TDR probes. The soil moisture grids (figure 16(d, e)) produce areas of 
unrealistic volumetric water contents in the low resistivity zone. This could be for a 
variety of reasons, such as the assumption that 𝜌𝑤 doesn’t vary seasonally, the gradient 
search used to find the Archie’s parameters falls into a local minima, or that the pedo-
physical model used isn’t appropriate for these soils. Despite the unreliable results of the 
pedo-physical conversion valuable insights into soil moisture connectivity and 
distribution can be made from the resistivity grids.  
Discussion 
on October 18th, 2015, when the soils were dry and thought to be hydraulically 
disconnected a rainstorm precipitated 10mm at the LES site. 3D ERT surveys were 
gathered before and after the rainstorm on October 15th and October 29th, the results are 
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shown in figure 15. Between those dates the TDR probes show an increase in volumetric 
water content of about 20% at 5cm, 15% at 15cm, 5% at 30cm, with little change in water 
content at depths 60cm and 90cm. This is characteristic of a large rainstorm during the 
dry summer low flux period, in which meteoric water doesn’t infiltrate into the deeper 
soils. The change in resistivity (figure 16c) follows a similar pattern: the highest change 
in resistivity is near the surface and decreases with depth extending to the bottom of the 
depositional layer at ~50cm of depth. The preferential flow path structures can also be 
seen decreasing in resistivity to a depth of ~1.25m. However the TDR probes only 
observed significant changes in the volumetric water content in the upper 30 cm. 
Indicating that the preferential flow paths are providing a conduit for fluid flow during 
the summer low flux period that is not measured by the TDR probes. This is subsurface 
flow that is being completely missed by the existing in situ instruments.  
The seasonal changes in resistivity during the springs of 2015 and 2016 and the 
fall of 2015 are shown in figure 18. The spring 2015 change in resistivity is the difference 
in the resistivity grids from May 29thand June 23rd, the spring 2016 is the difference in the 
grids from February 23rd, 2016 and June 29th, 2016, and the fall 2015 difference in the 
grids between the October 15th, 2015 and October 29th, 2015 surveys. In both the spring 
(figure 18(a,b)) and fall (figure 16c) transitions, the changes in resistivity are focused to 
the depositional, preferential flow path, and saprolite structures and the changes in 
volumetric water content to the upper 30cm. The lack of resistivity change in the 
weathered soil layer indicates that the weathered soil layer is staying at a relatively 
constant volumetric water content. This constant volumetric water content suggests that 
the contact between the depositional layer and weathered soil layer is a barrier to 
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moisture flow. This contact is likely why the TDR probes show different soil moisture 
characteristics between the LES and MES sites (figure 14 and A1). If soil structure was 
not the limiter in infiltration, then the seasonal changes in resistivity would decrease 
smoothly with depth reflecting a smooth soil moistures distribution. However a sharp 
transition between the zones that do vary in resistivity and the zones that do not is 
observed. 
As in the resistivities response to precipitation, the change in resistivity in the 
preferential flow paths show that water is flowing through them. In addition this water 
flow is being missed by the TDR probes. The corresponding decrease in resistivity of the 
preferential flow path and saprolite during the fall wetting (figure 18c) indicates that 
some amount of water is flowing through the preferential flow paths and wetting the 
saprolite. However I cannot exclude the possibility that a mechanism other than 
preferential flow paths that is outside our survey area is the primary source of water 
traveling to the saprolite. During the spring 2016 drying period, (figure 18b), the saprolite 
can also be seen to be decreasing in resisitivity suggesting that they are being subject to 
evapotranspiration or the moisture is infiltrating even deeper. This isn’t observed during 
the spring 2015 drying, but only the end of that season was surveyed with the 3D ERT. 
The seasonal changes in saprolite resistivity suggest that the deeper saprolites are not 
disconnected fom the surface and shallow soils. If one were to only rely on the TDR 
probes for interpretation the logical conclusion is that there is little to no infiltration to the 
deeper subsurface. But TDR probes are not buried deep enough to measure the water 
content change in the saprolites, and as previously stated these probes are missing the 
flow through the preferential flow paths. The ERT shows that the preferential flow paths 
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are providing a flow pathway in which some moisture is flowing through causing the 
saprolite to change in resistivity. 
The implications of the seasonal and precipitation driven changes in the resistivity 
grids are that: (1) soil structure is a control on hydraulic connectivity, (2) that preferential 
flow paths are a hydraulic connection between the deep and shallow CZ that can be 
missed by in situ instruments, and (3) preferential flow paths flow can be initiated during 
the summer dry low flux period causing deep recharge. The observation that soil structure 
effects hydraulic connectivity and that preferential flow paths play a role in soil 
hydrology is likely a site dependent phenomenon, as the same limits to infiltration are not 
observed at the MES site (figure A1). However more universally, these observations do 
strongly suggest that spatially sparse in situ measurements can miss much of the 
hydrogeologic processes that occur even at the meter scale. 
Conclusion 
As discussed earlier, McNamara et al. (2005) proposed five periods to describe 
the seasonal soil moisture characteristics. This work was done at a snow dominated 
headwater catchment within the Dry Creek Experimental Watershed (DCEW) which is 
just north of Boise, Idaho and 45 miles northeast of the RCCZO. The seasonal periods at 
the LES site follows a similar pattern, however unlike the DCEW the LES sites do not 
accumulate snow so there isn’t a wet, low-flux period. The pattern is a dry summer and 
early-fall, characterized by low stable soil moistures occasionally broken by rainstorms 
that infiltrate 15cm; a late-fall or early-winter wetting period, in which the field capacity 
of the soils is met and matrix flow propagates to the deeper soils; a wet high-flux winter 
early-spring, characterized by high matrix soil moistures and rapid soil moisture response 
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to precipitation; a spring drying where precipitation decreases and evapotranspiration 
draws down soil moisture to their summer dry values.  
All but the late-fall/early-winter wetting period were captured in detail with the 
electrical resistivity surveys. However surveys were gathered before and after the fall 
transition, so the transition can be inferred (figure 18c). The surveys on October 15th and 
29th of 2015 are representative of a dry summer soil state, and its response to a substantial 
rainstorm (figure 16). The surveys gathered in the springs of 2015 and 2016 show the 
structure of resistivity change through the spring drying (figures 18(a, b)). 
The seasonal and precipitation driven changes in resistivity are focused to the soil 
structures identified in figure 15, which suggests that soil structure is a control on the 
hydrologic connectivity of soil moisture. The TDR probes at 5cm, 15cm and 30cm 
measure changes in the volumetric water content. While the probes at 60cm and 90cm 
measure little change, this coincides with the resistivity change of a deposition layer 
(figure 16c) that extends to a depth of about 50cm. In the weathered soil layer the 
resistivity does not change significantly outside of the vertical preferential flow path 
structure. This suggests that the bottom of the depositional layer is a barrier to flow, 
which is why the TDR probes at 60cm and 90cm don’t measure much soil moisture 
change. 
The resistivity of preferential flow paths can be seen to respond to precipitation 
and seasonal changes, suggesting that they provide a conduit of soil moisture flow. 
During the October 18th, 2015 precipitation (figure 16c) event the preferential flow paths 
can be seen to decrease in resistivity at depths up to 1.25m. While the TDR probes at the 
site (figure 14) do not show a change in precipitation at 60cm and 90cm. This indicates 
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that the preferential flow paths are allowing moisture to infiltrate into the deeper soils, 
while bypassing the TDR probes. The preferential flow paths can also be seen to change 
in resistivity during the fall wetting and spring drying. During the spring drying of 2015 
and 2016, and the fall wetting, the TDR measurements show minimal change in 
volumetric water content, while the preferential flow paths in the resistivity grids show 
significant changes in resistivity (figure 18). This indicates that the volumetric water 
content in the preferential flow paths is changing in response to seasonal soil moisture 
changes. Suggesting that preferential flow paths may allow for vertical soil moisture 
infiltration into the deeper soil profile during the fall wetting period, which is not 
captured by the TDR measurements.  
The time-lapse resistivity surveys show that at the LES site soil structure and soil 
weathering play a role in the flow and distribution of soil moisture, at both the seasonal 
and precipitation event time-scales. The contact between the depositional layer and the 
underlying weathered soil is a barrier for moisture infiltration, and the preferential flow 
paths are seen to respond to precipitation and seasonal changes. This demonstrates that 
various soil structures play a key role in vadose zone hydrology that is difficult to 
characterize without spatially and temporally dense datasets.  
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CHAPTER FOUR: SUMMARY AND CONCLUSION 
 
The critical zone is where the biological world interacts with the geological world 
via the weathering process. The weathering processes that governs CZ architecture is a 
complex interplay of climate[Millot et al., 2002; Riebe et al., 2004b], altitude [Riebe et 
al., 2004c], hydrology[Dunne, 1998; Hinckley et al., 2014; Langston et al., 2015], 
tectonics [Molnar et al., 2007; St. Clair et al., 2015], and biological processes[Moulton 
and Berner, 1998; Amundson et al., 2007; Gabet and Mudd, 2010; Roering et al., 2010]. 
Over a sufficiently large extent the microclimatic factors vary, making characterizing the 
weathering architecture at a catchment scale difficult. To further complicate the CZ 
environment is the unsaturated zone just below the surface. The non-linearity of 
hydraulic conductivity at unsaturated volumetric water contents make modeling water 
flow difficult. In both weathering architecture and soil moisture infiltration, a limitation 
in understanding these processes is the spatial density of measurements. Traditional 
methods of drilling core or digging soil pits to characterize weathering is difficult to 
apply at a catchment scale. While soil moisture probes provide temporally dense precise 
measurements of volumetric water content, they do so at only one point. In this thesis I 
applied geophysical methods in a pair of studies that investigate CZ architecture and soil 
moisture distribution. The first study is a seismic survey of a catchment that spans a 
sizable elevation gradient and whose aspects host different microclimates. Thus the 
effects of aspect and elevation on weathering extent can be elucidated. The second is a 
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time-lapse 3D resistivity survey to image soil moisture dynamics in order to understand 
the controls on soil moisture infiltration. 
Within snow-dominated catchments it has been observed that the north facing 
slopes are more deeply weathered than the south facing slopes, and as elevation increases 
weathering rate decreases. There are two theories that explain this observation. First, that 
the cooler temperatures on the north facing slopes leads to greater damage from frost 
cracking to the soils and saprolites [Anderson et al., 2013]. And second, is that the 
persistent snow pack on the north facing slope melts all at once in late spring and is more 
effective at propagating soil moisture into the deep CZ than the intermittent snow pack on 
southern aspects which experience multiple melting events throughout the winter and 
spring [Langston et al., 2015]. It has also been observed that weathering extent of soils 
varies with elevation, and has been hypothesized that above the rain snow transition 
decreasing mean yearly soil temperatures with increasing elevation reduces the 
weathering rate [Riebe et al., 2004c; Rasmussen et al., 2010]. Within Johnston Draw the 
mean depth to unweathered bedrock (table 3) increases down drainage, but the difference 
in weathering depth between the aspects increases up drainage. The maximum difference 
in weathering between the north and south facing slopes occurred where the maximum 
difference in snow accumulation occurred (see figures 4 and 11). This suggests a 
correlation between weathering extent and snow accumulation. All of the paired 
instrument sites show a single concentrated infiltration pulse on north facing slopes and 
episodic infiltration on the south facing slopes. The work done by Langston et al., (2015) 
would imply that this soil moisture pattern would lead to water being infiltrated into the 
CZ on the north facing slopes than the south facing slopes at the same elevation. The soil 
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temperatures at 5cm show that all the north facing hillslopes spend time within the frost 
cracking window, [-8°C to -3°C]. However if it is assumed that time spent within the 
frost cracking window (figure 5) leads to more extensive weathering, then the difference 
in weathering depth between the aspects would increase down drainage. This is not 
consistent with what was observed in the seismic velocity profiles. If the frost cracking 
window is expanded to [-8°C to 0°C], then the time spent within the frost cracking for the 
hillslopes becomes reflective of the hillslopes weathering pattern. But even with the 
expanded frost cracking window, the low elevation seismic line shows minimal 
weathering depth asymmetry, while the soil temperature profiles show this low elevation 
line should be experiencing frost cracking damage. Thus as the temperature profiles 
clearly show frost cracking does occur on the northerly aspect of Johnston Draw, I 
propose that frost cracking and infiltration from persistent snow work in conjunction to 
increase the weathering rate on north facing slopes. Frost cracking increases porosity and 
creates preferential flow paths on north facing slopes, which makes the average hydraulic 
conductivity of the north facing hillslopes greater than the south facing slopes. This 
asymmetry in hydraulic conductivity increases the difference deep CZ water content 
already caused by the difference in snowpack persistence between the aspects. 
The Johnston Draw study contributes to our greater understanding of the deep CZ 
by testing hypotheses and by contributing a uniquely spatially broad dataset of 
weathering depth information. I concluded that the frost cracking theory proposed by 
Anderson et al. (2013) alone cannot explain the aspect correlated weathering differences 
within Johnston Draw. Observations and modeling conducted by Langston et al. (2015) 
suggest that persistent snow accumulation increases the rate of weathering and our 
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observations that snow accumulation amounts correspond to areas of deeper weathering 
supports this theory. These conclusions could only be reached because of our unique 
dataset of both seismic velocity and paired hydrologic instruments. The paired hydrologic 
instrument data and the seismic data is itself a valuable contribution, as it will be a 
dataset in which future theories can be tested against. 
The inverted 3D resistivity grids show that the soils have persistent resistivity 
structure. Which is interpreted as a depositional top-layer overlaying a low resistivity 
weathered soil layer under which is high resistivity saprolite (figure 15). Within the low 
resistivity weathered soil layer there are vertical structures I believe are preferential flow 
paths. As their resistivities respond to precipitation and seasonal change, suggesting they 
are a conduit for soil moisture flow. The resistivity grids were converted to a volumetric 
water content grid using equation 6, with parameters a and m were found by the gradient 
search method to fit volumetric water content measured via the TDR probes and the mean 
resistivity at the same depth from the inverted resistivity grids. As can be seen in figure 
14 the volumetric water content grids follow the trend of the TDR derived water content 
measurements, but the grids themselves (figure 16(d, e)) produce unrealistic water 
content measurements for the low resistivity weathered soil layer. This suggests that the 
pedophysical conversion is not robust. Despite the inconsistencies of the volumetric 
water content grids, valuable inferences into soil moisture distribution and connectivity 
can be made from the resistivity grids and the changes in the resistivity grids from 
seasonal and precipitation derived soil moisture changes. The soil structures highlighted 
in figure 15 is where the majority of seasonal resistivity change occurs (figure 18). The 
TDR volumetric water content measurements for the LES site (figure 14) show that 
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changes in the water content are not measured at the probes at 60cm and 90cm, this 
agrees with the changes in the resistivity grids caused by precipitation and seasonal 
changes (figure 16c and 18). The change in the resistivity grids at the LES site show that 
there is little change in resistivity in the weathered soil layer and the TDR probes at those 
depths also show minimal change. This suggests that the contact between the depositional 
layer and weathered soil layer is a barrier to soil moisture flow. Preferential flow path 
structures can be seen to respond to both the seasonal and precipitation driven changes in 
soil moisture. This is particularly interesting at the LES site where the TDR probes show 
little change in soil moisture at depths deeper than 30cm and the preferential flow paths 
resistivity is changing at depths down to 1.25m. This observation implies that the 
preferential flow paths at this site are providing a flow pathway not captured by the TDR 
probes. The observations from this site show that soil moisture flow and distribution is 
partially controlled by soil layering, and that TDR profiles can fail to characterize the soil 
moisture distribution at the plot scale. 
While long term ERT surveys are nothing new, this is the first temporally and 
spatially dense ERT survey to be conducted in the western US and in the sagebrush step. 
By gathering such dense data I was able to make unique observations about the soil 
moisture infiltration patterns at these sites. The observation of water content change 
within a preferential flow path is the first that I know of. While preferential flow paths 
are likely not as prevalent in other sites as they were at LES, by demonstrating their role 
in the hydrology at LES I have shown the need for spatially and temporally dense 
datasets to make process based conclusions in regard to hydrologic systems.  
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While these projects don’t directly overlap, the implication of the Core Site study 
is that fine scale preferential flow paths play difficult to characterize role moisture 
infiltration that is easily missed by soil moisture probe profiles. It is unlikely that 
preferential flow paths like the ones observed at the LES site exist within Johnston Draw. 
But frost cracking could be creating smaller conduits on the north facing slope and that 
the flow from these conduits is being missed by the TDR profiles within Johnston Draw. 
We of course don’t know conclusively that preferentially flow paths are present on the 
north facing slopes of Johnston Draw, but the implication of the LES study is we 
wouldn’t know if they existed from the TDR profiles alone. 
Both of these studies have shown that hydro-geophysical imaging can provide 
spatially broad details of near-surface properties, which can be used to make inferences 
into hydrologic processes, such as bedrock weathering and soil moisture distribution. The 
seismic survey of Johnston Draw revealed that bedrock weathering is controlled by 
interplay of elevation, temperature, and precipitation phase, which results in a weathering 
pattern that varies both between aspects and elevation. The time-lapse ERT surveys 
showed that soil moisture distribution is influenced by soil structures and that TDR 
probes can under sample the soil-moisture distribution. 
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Soil moisture monitoring at the Mid Elevation Sagebrush site 
Site description 
The Mid Elevation Sagebrush (MES) is located 3.6km southeast of the Low 
Elevation Sagebrush (LES) at an elevation of 1650m (figure 1). Like the LES site MES is 
on a near neutral aspect; is dominated by sagebrush and grasses; and consists of 
weathered basalt. Unlike the LES site, MES is on a ridge bounded by two westward 
draining ephemeral streams and has extensive animal burrows from ground squirrels. 
Methods 
The ERT array at the MES site is identical to the one at the LES site, except that 
the electrodes are made of woven stainless steel mesh with a wire diameter of 0.035”. 
The surveys were conducted at the MES site on the same day as they were at LES. 
However there were a handful of survey days in which the MES site was not visited due 
to poor road conditions. Equations 1 and 2 were also used to determine the weighting for 
the inversion for the data from the MES site, but with different values for mn and sd. 
The same methodology for the pedo-physical conversion applied to LES was 
applied to MES. At LES the TDR probes at 5cm, 15cm, and 30cm were correlated to the 
high resistivity top layer, while at MES only the TDR probes at 5cm and 15cm were 
attributed to the high resistivity top layer. Thus a set of Archie’s parameters for depths 
5cm and 15cm and depths 30cm, 60cm, and 90cm were derived, table 4.
  
 
9
4
 
Figure A1: The colored lines are the volumetric water content as measured by the TDR probes, and the dots with 
errorbars are the mean and standard deviations of the conductivity of the resistivity grids at the same depths as the TDR 
probes, for the MES sites. The precipitation is also shown on both _gures as orange vertical lines. Despite recieving similar 
amounts of precipitation, at the MES the volumetric water content at 90 cm remains constant.
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At MES the 2D ERT and SRT surveys were conducted on September 29th, 2016, 
with the same survey specification as the 2D surveys at the LES site. The 2D inversion 
were performed in the same manner at both sites and reached a similar level of 
convergence. 
Results 
The static inversion converged to ±0.05Ωm, suggesting a good fit to measured 
data. And the 2D ERT and SRT converged to about 0.5Ωm and 2.00ms, respectively, also 
a good fit to the data. The time-lapse 3D inversions for the surveys conducted at the MES 
site converged to a mean residual of around 5Ωm. This is much higher than the 
inversions from the LES surveys which converged to 0.1Ωm. This lower degree of 
convergence implies that the time-lapse inversion was overly temporally smoothed. 
However a variety of weight calculation parameters, mn and std for equation 2, were used 
and none converged to a high degree. The high error rate becomes an issue during the wet 
periods, where the mean resistivity for the survey measurements is as low as 30Ωm, 
which means the relative error for the inversion is ~17%. This makes confidently 
interpreting the inverted resistivity grids tenuous especially for the surveys gathered in 
the wet winter and spring months.  
The broad 2D resistivity profiles reveal a complex resistivity structure at the MES 
site (figure A2). Across the MES 1 and MES 2 lines there is an intermittent high 
resistivity top layer that is less than 2m thick. This is likely not the same thin top layer 
seen in the 3D profiles as it is much thicker and does not occur at the array location. 
Below this intermittent top layer, and at the surface where the layer does not exist, there 
is a low resistivity layer that extends between 2 and 3m below the surface. At around 2 
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and 3m depth circular high resistivity anomalies occur across both profiles, separating 
these high resistivity anomalies are zones of very low resistivity. The intermittent top 
layer could be the result of Aeolian deposition or bioturbation and the low resistivity 
layer below that the highly weathered clayey soil the loess was deposited on. The high 
resistivity circular anomalies are likely core-stones that have remained relatively 
unweathered. The 3D and 2D profiles agree at the MES site in much the same way they 
agreed at the LES site, the 3D profiles have a thin top layer that could not be resolved 
with the 2D survey and both profiles resolve a transition to a higher resistivity saprolite at 
about 2m. The seismic velocity contours roughly bound the transitions between high and 
low resistivity however between 1600m and 1605m a low velocity zone on line MES 2 
(figure A2) complicates interpretation. The low velocity zone does roughly bound the 
high resistivity zones identified as core stones, however it is uncommon in a uniform 
weathering environment to have a low velocity layer. As this is a basalt environment and 
the low velocity zone is roughly horizontal, it could be a separate layer of basalt that is 
more heavily weathered. 
97 
 
 
Figure A2: Fence plot looking north of the 2D resistivity surveys with the seismic 
velocity contours from the SRT surveys overlain of the MES site surveys. The portion 
of the 2D resistivity pro_les that intersect the area of investigation of the 3D surveys 
is replaced with the resistivites from the 3D resistivity grids. 
The 3D resistivity structure shows a high resistivity top layer, followed by a low 
resistivity middle layer, and finally a high resistivity bottom layer. This is similar to what 
was observed at the LES site, figure 15, however the top high resistivity layer is less than 
25cm thick, see figure A3. The soils at the MES site feature quite a few animal burrows. 
This bioturbation would increase the soils bulk porosity; therefor the high resistivity top 
layer is likely a layer of bioturbated soil. Thus at the MES site the soil structure is 
interpreted to be:  <15cm of bioturbated layer, under which is ~2m thick highly 
weathered clayey basaltic soil, underlain by less weathered more resistive basalt 
saprolite. As with LES site there are persistent vertical macropores present, whose 
resistivities respond to rainfall and seasonal changes in soil moisture (figure A4). 
Figure A3: The resistivity grids from the static inversion of the February, 23rd, 
2016 (a) and June, 17th, 2016 (b) surveys for the MES site. The colorbar ramps at a 
log scale but the values indicated on the colorbar are the true resistivity values. The 
dark dotted lines are the contact between the various soil structures and in (a) soil 
structures are labeled with our interpretation. While the soil moisture states are very 
di_erent between the two surveys the resistivity structure remains largely the same. 
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Figure A4: The change in resistivity for the springs of 2015 (a,) and 2016 (b). The 
change for the spring of 2015 is the difference in the grids from May 29th, 2015 to 
June 12th, 2015 and the change for the spring of 2016 is the difference between the 
grids gathered on February, 23rd, 2016 and June 29th, 2016. The change in the 
resistivity (a, b) for the fall 2015 (c). The grids are the difference in the resistivity grids 
taken on October 15th, 2015 and February 23rd, 2016. 
Discussion 
On October 18th, 2015 there was a rainstorm the precipitated 8mm at the MES 
sites. The resistivities response to this rainfall event is shown in figures A5. Between 
October 15th and October 29th, 2017 the TDR probes at MES show that the volumetric 
water content increased by about 15% at 5cm and 30% at 30cm, with little change in 
water content at 60cm and 90cm. This is similar to what was observed at the LES site, 
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i.g. minimal infiltration bellow ~0.6m, and is again characteristic of the low flux summer 
dry period. The preferential flow paths structures change in resistivity in response to the 
precipitation event, suggesting a change in water content within the structures. Like what 
is observed at the LES site, this indicates that the preferential flow paths are acting as a 
conduit for flow that is bypassing the TDR probes. 
Figure A5: The response to the October 18th, 2015 rainfall event which precipitated 
8 mm rain at the MES site. The resistivities and volumetric water contents were 
measured before the rainfall on October 15th (a, d) and after the rainfall on October 
29th (b, e). The change in resistivity and volumetric water contents between the two 
surveys is shown in paned (c, f ).  
The seasonal changes in resistivity captured by the ERT at MES are similar to 
what was observed by the ERT at LES, however the TDR profiles show distinct 
differences. At LES the volumetric water content below 30cm never changes (figure 14), 
however at MES the volumetric water content at 90cm, the bottom of the profile, changes 
in response to the seasons and to precipitation during the wet high flux winter (figure 
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A1). The spring transitions captured by the ERT show (figures A4) drastic increases in 
resistivity in the bioturbated soil and preferential flow paths, with minor increases in 
resistivity in the weathered soil layer. There are some areas of decreases in resistivity 
over the spring of 2015 (figure A4), however this is likely due to the soils settling around 
the electrodes after their installation. As mentioned previously this site has extensive 
animal burrows. So it not unreasonable to assume that the soil characteristics changed in 
the uppers tens of centimeters over the first couple of weeks after the electrode 
installation. The decreases in resistivity at MES over the 2015 fall wetting period are 
essentially the reverse of what was overserved at the site during the spring of 2016. 
Where the resistivity increased drastically during the spring, i.g. the bioturbated soil and 
preferential flow paths, the resistivity decreased over the fall of 2015. Likewise there was 
a minor decrease in resistivity in the weathered soil layer through the fall of 2015. 
The TDR profiles at MES show soil moisture changes at all depths measured 
suggesting a hydrologically connected soil profile. If the soil moisture wetted in a 
uniform manner as suggested by the TDR profile (figure A1) then it is expected that the 
change in resistivity over an area would be relatively uniform. This is however at odds 
with what is observed in the resistivity grids, where the resistivity change below ~15cm 
is more drastic in the preferential flow paths than within the weathered soils. The ERT 
alone would suggest that the majority of water is flowing through the preferential flow 
paths and a smaller amount through the weathered soils. At LES I assumed that the TDR 
probes are placed within the weathered soil layer, as neither the volumetric water content 
measured by the TDR profile nor the reasistivity of the weathered soil changed 
seasonally. However at MES the small change in resistivity within the weathered soil 
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does not reflect the drastic changes in volumetric water content measured by the TDR 
profile. It is possible that the TDR probes at this site were placed within a preferential 
flow and not the weathered soil, thus the soil moisture profile shown figure TDR-ERT is 
of a preferential flow. However there are two TDR profiles at the MES sites (see figure 
13) and while only profile 127n (figure A1) is shown the profile 127g has a similar 
pattern, and it is unlikely that both TDR profiles were placed within preferential flow 
paths. It is also possible that the weathered soils at MES’s response to changes in water 
content are dampened because of the pedo-physics of the soil. However without 
excavation and testing this cannot be confirmed. Further the relatively high mean 
residuals, ~5Ωm, makes confident interpretation of the inversion results difficult, as the 
temporal changes in resistivity are being over smoothed. 
Conclusion 
The 2D ERT and SRT revealed a complex CZ structure that may be interbedded 
basalt flows that are weathering at different rates. The ERT results at the MES site stand 
in contrast with the results from the TDR profiles. While there are plausible explanations 
to why this might be, i.e. unique soil characteristics or TDR probes being positioned in 
preferential flow paths, because of the low level of convergence for the time-lapse survey 
a confident interpretation isn’t possible. 
