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1 Abstract
It is shown how operator regularization can be used to obtain an expansion of the effective
action in powers of derivatives of the background field. This is applied to massless scalar
electrodynamics to find the one-loop corrections to the kinetic terms associated with both
the scalar and vector fields in arbitrary gauge. This allows us to examine the radiatively
induced masses arising in this model.
1
2 Introduction
The expansion of the effective action in powers of derivatives of the background field has
in the past received considerable attention, both when the background field is a scalar [1-
9] and vector [10-16] field. Examination of the effective action when the background field
is a constant scalar field has led to the idea of radiatively induced spontaneous symmetry
breaking [1-4].
In this paper we first demonstrate how this derivative expansion can be derived when the
effective action is computed using operator regularization [17-20]. This regulating technique
provides a way of avoiding divergences when evaluating radiative corrections without having
to introduce any modifications to the initial classical action. The approach used is similar
to that employed in ref. [21].
Using this technique, we then compute the one loop radiative corrections to the kinetic
terms in the effective action for massless scalar electrodynamics. This involves expanding
up to the second derivative of the background field when examining the two point functions
for the scalar and vector fields. This is done in a class of gauges similar to the Rξ gauges
[22-23].
3 The Derivative Expansion
To illustrate our approach, let us consider a simple scalar model with action
S =
∫
d4x
[
−1
2
(∂φ)2 − 1
2
m2φ2 − 1
6
µφ3 − 1
24
λφ4
]
. (1)
The field φ is then split into the sum of a background field f and a quantum field h so that
φ = f + h. (2)
If now ∂ = ip, the contribution to S that is bilinear in h is given by
S2 =
∫
d4x
[
−1
2
h
(
p2 +m2 + µf +
1
2
λf 2
)
h
]
(3)
2
so that at one loop order the effective action is
iS(1) = ln det−1/2
(
p2 +m2 + µf +
1
2
λf 2
)
. (4)
In operator regularization [17-20], the zeta function [24-26] is used to regulate functional
logarithms,
lnH = − d
ds
∣∣∣∣∣
0
H−s . (5)
This allows us to regulate iS(1) in eq. (4),
iS(1) =
1
2
d
ds
∣∣∣∣∣
0
∫
∞
0
dit(it)s−1tr exp(−iHt) (6)
where H is the operator appearing in eq. (4). This entails using tr lnH = ln detH and
Γ(s)H−s =
∫
∞
0
dit(it)s−1 exp(−iHt). (7)
An expansion due to Schwinger [10]
tr e−i(H0+H1)t = tr
(
e−iH0t + (−it)e−iH0tH1 + (−it)
2
2
∫ 1
0
du e−i(1−u)H0tH1e
−iuH0tH1 + . . .
)
(8)
can now be used to expand the exponential appearing in eq. (6) in powers of f .
In making a derivative expansion of iS(1), we first make the replacement
f → v + f (9)
where v is a constant; this permits one to retain all contributions that are independent of
derivatives in the background field. With this, we find that
H0 = p
2 +m2 + µv +
λv2
2
(10)
H1 = (µ+ λv)f +
λf 2
2
. (11)
Keeping terms in eq. (8) that are second order in f , we find that
iS
(1)
2 =
1
2
d
ds
∣∣∣∣∣
0
κ2s
Γ(s)
∫
∞
0
d it(it)s−1tr
{
(−it)e−i(p2+m2+µv+λv
2
2
)t
(
(µ+ λv)f +
λf 2
2
)
3
+
(−it)2
2
∫ 1
0
du e−i(1−u)(p
2+m2+µv+λv
2
2
)t(µ+ λv)fe
−iu
(
p2+m2+µv+λv
2
2
)
t
(µ+ λv)f
}
. (12)
The factor of κ2s has been inserted to ensure that t is dimensionless.
The first functional trace we compute in eq. (12) is
T1 = tr e
−ip2tf 2 =
∫
dx
∫
dp < x|e−ip2t|p >< p|f 2|x > . (13)
If now |x > and |p > are the usual position and momentum eigenstates so that
(2pi)2 < x|p >= eip·x (14)
then eq. (13) becomes
T1 =
∫
dx
∫
dp
(2pi)4
e−ip
2tf 2(x) =
i
(4piit)2
∫
dxf 2(x). (15)
For the other functional trace in eq. (12),
T2 = tr e
−i(1−u)p2tfe−iup
2tf
=
∫
dx
∫
dy δ(x− y)
∫
dp dq
∫
dz < x|e−i(1−u)p2t|p >< p|f |z >< z|e−iup2t|q >< q|f |y >
=
∫
dx dyδ(x− y)
∫
dp dq
∫
dz
eip·(x−z)eiq·(z−y)
(2pi)8
(16)
e−i[(1−u)p
2+uq2]tf(z)f(y).
We now expand f(z) about y, stopping at the second derivative, so that
∫
dq e−iuq
2tf(z)eiq·(z−y) (17)
=
∫
dq e−iuq
2t
[
f(y) + (z − y)λf,λ(y) + 1
2
(z − y)λ(z − y)σf,λσ(y)
]
eiq·(z−y).
Noting that
(z − y)λeiq·(z−y) = −i ∂
∂qλ
eiq·(z−y) (18)
and integrating by parts with respect to q, eq. (17) becomes
=
∫
dq eiq·(z−y)
(
f(y) +
(
i
∂
∂q
)
λ
f,λ(y)
4
+
1
2
(
i
∂
∂q
)
λ
(
i
∂
∂q
)
σ
f,λσ(y)
)
e−iuq
2t
=
∫
dq eiq·(z−y)
[
f(y) + (2uqλt)f,λ(y)
+
1
2
(
(2uqλt)(2uqσt) + 2iutgλσ
)
f,λσ(y)
]
e−iuq
2t. (19)
Substitution of eq. (19) into eq. (16) leads to some standard integrals; we obtain after
integration over z, y, q then p in succession,
T2 =
∫
dx
i
(4piit)2
(
f 2(x) + (it)u(1− u)f(x)∂2f(x)
)
. (20)
Together, eqs. (15) and (20) bring eq. (12) into the form
iS
(1)
2 =
1
2
d
ds
∣∣∣∣∣
0
κ2s
Γ(s)
∫
∞
0
dit(it)s−1
i
(4piit)2
e−i(m
2+µv+ 1
2
λv2)t (21)
[∫
dx(−it)
(
(µ+ λv)f(x) +
1
2
λf 2(x)
)
+
(−it)2
2
∫ 1
0
du(µ+ λv)2
(
f 2(x) + (it)u(1− u)f(x)∂2f(x)
)]
,
which by eq. (7) becomes
=
i
32pi2
d
ds
∣∣∣∣∣
0
κ2s
Γ(s)
∫
dx
[
−
(
(µ+ λv)f(x) +
1
2
λf 2(x)
)
Γ(s− 1)
(
m2 + µv +
1
2
λv2
)1−s
+
1
2
(µ+ λv)2f 2(x)Γ(s)
(
m2 + µv +
1
2
λv2
)−s
+
1
12
(µ+ λv)2f(x)∂2f(x)Γ(s+ 1)
(
m2 + µv +
1
2
λv2
)−1−s]
. (22)
Since Γ(x+ 1) = xΓ(x), eq. (22) becomes
iS
(1)
2 =
i
32pi2
∫
dx
{[
(µ+ λσ)f(x) +
1
2
λf 2(x)
] [
m2 + µv +
1
2
λσ2
] [
1− ln
(
m2 + µv + 1
2
λv2
κ2
)]
−1
2
(µ+ λv)2f 2(x) ln
[
m2 + µv + 1
2
λv2
κ2
]
+
1
12
(µ+ λv)2f(x)∂2f(x)
(m2 + µv + 1
2
λv2)
}
. (23)
This agrees with the result of ref. [5-9].
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The terms in the classical actions that are linear and bilinear in f are
S
(0)
2 =
∫
dx
[
−
(
m2v +
1
2
µv2 +
λv3
6
)
f − 1
2
f
(
p2 +m2 + µv +
1
2
λv2
)
f
]
. (24)
We can now write
(
S
(0)
2 + S
(1)
2
)
in the form
(
S
(0)
2 + S
(1)
2
)
=
∫
dx
[
Z(v)f(x)∂2f(x)− V ′(v)f(x)− V ′′(v)f 2(x)
]
(25)
so that the vacuum expectations value of φ is given by v where [2]
V ′(v) = 0 (26)
and the radiatively corrected mass for φ(x) is
M2 = V ′′(v)/Z(v). (27)
We now apply this technique to massless scalar electrodynamics.
4 Massless Scalar Electrodynamics
The classical action we consider is given by
Sc1 =
∫
dx
[
−(∂ + ieV )µφ∗(∂ − ieV )µφ− λ (φ∗φ)2 − 1
4
(∂µVν − ∂νVµ)2
]
. (28)
If now the scalar field
√
2φ is written as the sum of a background field f and quantum field
h,
√
2φ = f + h (29)
the Lagrangian possesses the infinitesimal gauge invariance
δVµ = 0 δf = 0 δh = ie(f + h)Ω. (30)
This gauge invariance is broken by a modified form of the Rξ gauge [22,23] so we supplement
Sc1 with
Sgf =
∫
dx
(
− 1
2α
)(
∂ · V + ieα
2
(f ∗h− fh∗)
)2
, (31)
6
which necessitates a ghost action [22,23]
Sgh =
∫
dx c
[
∂2 − 1
2
e2α (2f ∗f + f ∗h+ fh∗)
]
c. (32)
The action S(0) = Sc1 + Sgf + Sgh has a portion bilinear in the quantum fields Vµ, h, c and
c given by
S
(0)
2 = −cHgc−
1
2
ΦTHBΦ (33)
where
Hg = p
2 + e2α
(
f 21 + f
2
2
)
(34)
HB =


p2 + 3λf 21 + (λ+ αe
2)f 22 (2λ− αe2)f1f2 −2e(∂νf2)
(2λ− αe2)f1f2 p2 + (λ+ αe2)f1 + 3λf2 2e(∂νf1)
−2e(∂µf2) 2e(∂µf1) p2(T + 1αL)µν
+e2 (f 21 + f
2
2 ) gµν


(35)
ΦT = (h1, h2, Vµ) (36)
and we have set f = f1 + if2, h = h1 + ih2.
The replacement f1 → v + f1 as in eq. (9) leads to Hg = H0g + H1g + H2g and HB =
H0B +H
1
B +H
2
B with
H0g = p
2 + e2αv2 (37)
H1g = 2e
2αvf, (38)
H2g = e
2α
(
f 21 + f
2
2
)
(39)
and
H0B =


p2 + 3λv2 0 0
0 p2 + (λ+ αe2)v2 0
0 0 p2(T + 1
α
L)µν + e
2v2gµν

 (40)
H1B =


6λvf1 2
(
λ− 1
2
αe2
)
vf2 −2e(∂νf2)
2
(
λ− 1
2
αe2
)
vf2 2 (λ+ αe
2) vf1 2e (∂νf1)
−2e (∂µf2) 2e (∂µf1) 2e2vf1gµν

 (41)
7
H2B =


3λf 21 + (λ+ αe
2) f 22 (2λ− αe2)f1f2 0
(2λ− αe2) f1f2 (λ+ αe2) f 21 + 3λf 22 0
0 0 e2 (f 21 + f
2
2 ) gµν

 . (42)
(Derivatives appearing in eq. (41) act only on the classical field; i.e. (∂µf) ≡
(
∂
∂xµ
f(x)
)
.)
We have used a complete set of orthogonal projection operators Tµν = gµν − ∂µ∂ν/∂2, Lµν =
∂µ∂ν/∂
2.
The one loop contribution to the effective action is now given by S(1) = S(1)g +S
(1)
B where
iS(1)g = ln detHg , iS
(1)
B = ln det
−1/2HB . (43)
Through using eqs. (5,7,8), we find that to second order in f1 and f2,
iS(1) =
d
ds
∣∣∣∣∣
0
κ2s
Γ(s)
∫
∞
0
dit(it)s−1tr
{
−
[
(−it)e−iH0g t
(
H1g +H
2
g
)
+
(−it)2
2
∫ 1
0
du e−i(1−u)H
0
g tH1ge
−iuH0g tH1g
]
+
1
2
[
(−it)e−iH0B t
(
H1B +H
2
B
)
+
(−it)2
2
∫ 1
0
du e−i(1−u)H
0
B
tH1Be
−iuH0
B
tH1B
]}
. (44)
Upon substitution of eqs. (37-42) into eq. (44), we are left with functional traces of the form
of T1 and T2 in eqs. (15) and (20) respectively, as well as
T3 = tr
(
e−i(1−u)p
2t ∂µf
(
e−iup
2(T+ 1
α
L)t
)µν
∂νf
)
(45)
and
T4 = tr
((
e−i(1−u)p
2(T+ 1αL)t
)
µν
f
(
e−iup
2(T+ 1
α
L)t
)νµ
f
)
. (46)
Since T and L are a complete set of orthogonal projection operators, it follows that
(
e−ip
2(T+ 1αL)t
)
µν
= e−ip
2tTµν + e
−ip2t/αLµν . (47)
Through insertion of complete sets of states as was done in eq. (16), we find then that
T3 =
∫
dx dyδ(x− y)
∫
dp dq
∫
dz
eip·(x−z)eiq·(z−y)
(2pi)8
[
e−i(1−u)p
2t
(
gµν − pµpν
p2
)
+ e−i(1−u)p
2t/α pµpν
p2
]
∂µf(z)e−iuq
2t∂νf(y). (48)
8
Since we are only interested in retaining contributions to S(1) that have at most two deriva-
tives of the background field, in eq. (48) we can make the approximation ∂µf(z) ∼= ∂µf(y).
The integrals over z, y then q lead to
T3 =
∫
dx
∫
dp
(2pi)4
(∂µf(x)∂
µf(x))
(
e−ip
2t
(
gµν − pµpν
p2
)
+ e−i((1−u)+u/α)p
2t
(
pµpν
p2
))
(49)
=
∫
dx
(∂f)2
4
(
i
(4piit)2
)3 + 1(
1− u+ u
α
)2

 . (50)
The trace T4 can also be reduced by the insertion of complete sets of states as in eq. (16),
leaving us with
T4 =
∫
dx dyδ(x− y)
∫
dp dq
∫
dz eip·(x−z)eiq·(z−y)
[
e−i(1−u)p
2t
(
gµν − pµpν
p2
)
+ e−iup
2tpµpν
p2
]
f(z) (51)
[
e−iuq
2t
(
gµν − qµqν
q2
)
+ e−iuq
2t/α qµqν
q2
]
f(y).
We now can expand f(z) about y up to the second derivative
f(z) = f(y) + (z − y)λf,λ(y) + 1
2
(z − y)λ(z − y)σf,λσ(y) (52)
and then in analogy with eqs. (17-19) we are able to recast T4 in a form that makes it
possible to evaluate all integrals appearing in eq. (51). We are left with
T4 =
i
(4piit)2
∫
dx
{
f 2(3 + α2) + itf∂2f
[
(3 + α)u(1− u) + 3
4
α2(1− u) + u− α
α(1− u) + u
]}
. (54)
When the functional traces of eqs. (15), (20), (50) and (54) are all taken into account,
then from eq. (44)
iS(1)g =
i
(4pi)2
{
2α2e4v3f1
(
ln
(
αe2v2
κ2
)
− 1
)
(55)
+α2e4v2
[
f 21
(
ln
(
αe2v2
κ2
)
− 1
)
+ f 22
(
3 ln
(
αe2v2
κ2
)
− 1
)]
− 1
3
αe2f1∂
2f1
}
and
iS
(1)
B =
i
2(4pi)2
∫ 1
0
du
{
−
[
(6λ)(3λv2)
(
ln
3λv2
κ2
− 1
)
(56)
9
+2(λ+ αe2)
((
λ+ αe2
)
v2
)(
ln
(λ+ αe2) v2
κ2
− 1
)
+(3 + α2)(2e2)(e2v2)
(
ln
e2v2
κ2
− 1
)]
(vf1)
−
[(
3λf 21 + (λ+ αe
2)f 22
)
(3λv2)
(
ln
3λv2
κ2
− 1
)
+
((
λ+ αe2
)
f 21 + 3λf
2
2
) ((
λ+ αe2
)
v2
)(
ln
(λ+ αe2)v2
κ2
− 1
)
+(3 + α2)e2
(
f 21 + f
2
2
) (
e2v2
)(
ln
e2v2
κ2
− 1
)]
+
1
2
[
(6λv)2
(
−f 21 ln
3λv2
κ2
+
u(1− u)f1∂2f1
3λv2
)
(
2(λ+ αe2)v
)2 (−f 21 ln (λ+ αe
2)v2
κ2
+
u(1− u)f1∂2f1
(λ+ αe2)v2
)
+(2e2v)2
(
−(3 + α2)f 21 ln
e2v2
κ2
+
(
3
4
α2(1− u) + u− α
α(1− u) + u + (3 + α)(1− u)
)
f1∂
2f1
e2v2
)
+2(2λ− αe2)2v2
(
−f 22 ln
(1− u)(3λv2) + u(λ+ αe2)v2
κ2
+
u(1− u)f2∂2f2
(1− u)(3λv2) + u(λ+ αe2)v2
)
+2e2
(
3 +
1
(1− u+ u
α
)2
)(
−(∂f2)2 ln
(
(1− u)(3λv2) + ue2v2
κ2
)
−(∂f1)2 ln
(
(1− u)(λ+ αe2)v2 + ue2v2
κ2
))]}
.
Integrals over the Schwinger parameter u in eq. (56) are straightforward, albeit tedious:
∫ 1
0
du u(1− u) = 1
6
(57)
∫ 1
0
du ln(A(1− u) +Bu) = B lnB − A lnA
B − A − 1 (58)∫ 1
0
du
α2(1− u) + u− α
α(1− u) + u = (1 + α) +
2α lnα
1− α (59)∫ 1
0
du
u(1− u)
A(1− u) +Bu =
1
(B − A)3
[
1
2
(B2 − A2)− AB ln B
A
]
(60)
∫ 1
0
du
ln(A(1− u) +Bu)
(1− u+ u
α
)2
=
α
1− α
[
lnA− α lnB + α(A− B)
A− αB ln
(
αB
A
)]
. (61)
10
When eqs. (57-61) are used, eqs. (55,56) provide the one loop contribution to Z, V ′ and V ′′
of eq. (25) in the gauge of eq. (31).
We now turn to the self energy of the vector field, computing the expansion of the one
loop correction to the effective potential that is bilinear in the background vector field and
second order in its derivatives. This entails decomposing Vµ and
√
2φ in eq. (28) into a sum
of classical (Aµ, v) and quantum (aµ, h1 + ih2) parts so that
Vµ(x) = Aµ(x) + aµ(x) (62)
√
2φ(x) = v + h1(x) + ih2(x). (63)
The classical action now contains the bilinear contributions
S
(2)
c1 = −
1
2
(h1, h2, aµ) (64)


p2 + 3λv2 + e2A2 −ie(pµAµ + Aµpµ) 2e2vAν
ie(pµA
µ + Aµpµ) p
2 + (λ+ αe2)v2 + e2A2 0
2e2vAµ 0 p
2(T + a
α
L)µν
+gµνe
2v2




h1
h2
aν

 .
The only contribution to the one loop classical action now is given by
iS
(1)
A = ln det
−1/2HA (65)
where HA is the operator appearing in eq. (64). Again regulating this expression through
use of eq. (6) and expanding to second order in Aµ by use of eq. (7), we find that
iS
(1)
A =
1
2
d
ds
∣∣∣∣∣
0
κ2s
Γ(s)
∫
∞
0
d it(it)s−1tr
{
(−it)e−ip2t
(
e−i(3λv
2)t + e−i(λ+αe
2)v2t
)
(e2A2) (66)
+
(−it)2
2
∫ 1
0
du
[
2e2e−i[(1−u)(λ+αe
2)+u(3λ)]v2t
(
e−i(1−u)p
2t(p · A+ A · p)e−iup2t(p · A+ A · p)
)
+2(2e2v)2e−i[(1−u)e
2+u(3λ)]v2t
(
e−i(1−u)p
2(T+ 1
α
L)t
)
µν
Aµe−iup
2tAν
]}
.
In addition to a functional trace of the form of T1 appearing in eq. (13), we have in eq. (66)
two more functional traces
T5 = tr e
−i(1−u)p2t(p ·A + A · p)e−iup2t(p · A + A · p) (67)
11
and
T6 = tr
[(
e−i(1−u)p
2tTµν + e
−i(1−u)p2t/αLµν
)
Aµe−iup
2tAν
]
. (68)
For T5, we again insert complete sets of eigenstates, as in eq. (16), so that
T5 =
∫
dx dyδ(x− y)
[∫
dp dq
∫
dz
eip·(x−z)eiq·(z−y)
(2pi)8
(
e−i[(1−u)p
2+uq2]t(p+ q)µqνA
µ(z)Aν(y)
)
(69)
+
∫
dp dq dr
∫
dz dw
eip·(x−z)iq·(z−w)eir·(w−y)
(2pi)12
(
e−i[(1−u)p
2+uq2]t(p+ q)µrνA
µ(z)Aν(w)
)]
.
In eq. (69), we effect the expansions
Aµ(z)Aν(y) =
[
Aµ(y) + (z − y)λAµ,λ(y) +
1
2
(z − y)λ(z − y)σAµ,λσ(y)
]
Aν(y) (70)
and
Aµ(z)Aν(w) =
[
Aµ(x) + (z − x)λAµ,λ(x) +
1
2
(z − x)λ(z − x)σAµ,λσ(x)
]
[
Aν(y) + (w − y)ρAν,ρ(y) +
1
2
(w − y)ρ(w − y)κAν,ρκ(y)
]
. (71)
The sorts of manipulation used in eqs. (18) and (19) then reduce eq. (69) to a form in which
the integrations can be carried out and we find that
T5 =
i
(4piit)2
∫
dx
[
2A2
(it)
+
(
−1 + 4(1− u)− 4(1− u)2
)
Aµ∂µ∂νA
ν
+
(
2(1− u)− 2(1− u)2
)
Aµ∂2Aν
]
. (72)
Last of all, for T6 we find that insertion of complete sets of states leads to
T6 =
∫
dx dyδ(x− y)
∫
dp dq
∫
dz
eip·(x−z)eiq·(z−y)
(2pi)8
(73)
[
e−i(1−u)p
2t
(
gµν − pµpν/p2
)
+ e−i(1−u)p
2t/αpνpν/p
2
] [
Aµ(z)e−iuq
2tAν(y)
]
.
In eq. (73), Aµ(z) can now be expanded about y up to second order in the derivatives of
Aµ(y); following the steps outlined in computing T2 · · ·T5 above we arrive at
T6 =
i
(4piit)2
∫
dx
{[
3
4
+
1
4(1− u+ u
α
)2
]
A2 + (it)Aµ∂
2Aµ
12
[
−5
6
u2 +
3
4
u− 1
6
u2
(1− u+ u
α
)3
+
1
4
u
(1− u+ u
α
)2
]
+ (it)Aµ∂µ∂νA
ν
[
u2
3
− u
2
3(1− u+ u
α
)3
]}
.
(74)
Together, eqs. (72) and (74) reduce eq. (66) to
iS
(1)
A =
i
32pi2
{
e2A2v2
[
3λ
(
1− ln 3λv
2
κ2
)
+ (λ+ αe2)
(
1− ln (λ+ αe
2)v2
κ2
)]
+
∫ 1
0
du
[
2A2v2
(
(λ+ αe2)(1− u) + 3λu
)(
1− ln ((λ+ αe
2)(1− u) + 3λu)v2
κ2
)
+Aµ∂µ∂νA
ν(−1 + 4u(1− u))
(
− ln ((λ+ αe
2)(1− u) + 3λu)v2
κ2
)
+Aµ∂2Aµ(2u(1− u))
(
− ln ((λ+ αe
2)(1− u) + 3λu)v2
κ2
)]
(75)
+(2e2v)2
∫ 1
0
du
[
A2
(
3
4
+
1
4(1− u+ u
α
)2
)(
− ln (e
2(1− u) + 3λu)v2
κ2
)
+
1
(e2(1− u) + 3λu)v2
(
Aµ∂2Aµ
(
−5
6
u2 +
3
4
u− 1
6
u2
(1− u+ u
α
)3
+
u
4
1
(1− u+ u
α
)2
)
+ Aµ∂µ∂νA
ν u
2
3
(
1− 1
(1− u+ u
α
)3
))]}
.
This is the contribution to the one loop effective action that is bilinear inthe vector field up
to the second derivative of this field, in the gauge of eq. (31). Transversality is recovered in
the limit v → 0.
5 Discussion
We have demonstrated how operator regularization can be used to compute the expansion
of the effective action in powers of derivates of the background field. This is illustrated in
the context of a self interacting scalar model and in massless scalar electrodynamics. In the
latter calculation, the full dependence on the gauge parameter α of the two point function to
second order in the derivatives of background fields has been determined. It is not clear how
to reconcile the implied gauge dependence of the radiatively induced masses with the result
of ref. [27-29]. Indeed the extension of the BRS identities given in refs. [29,30] and further
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extended in ref. [31] has been applied in refs. [32,33] to show that if eq. (26) holds, then ∂V
∂α
also vanishes in a class of gauges similar to those of eq. (31). In ref. (33), an expansion of
the scalar mass m2 given by eq. (27) was also shown to satisfy ∂m
2
∂α
= 0. This expansion was
taken to be
(
λv2
2
)
+
∑(1)(0) + (λv2
2
)∑(1)′(0) where ∑(1) is the one-loop contribution to the
scalar self-energy taken only to order e2λ. There is, however, an argument [34] that when
one considers the exact effective potential in massless models, the effective potential is either
background field independent or there is no spontaneous symmetry breaking.
There are alternate methods of making an expansion of the effective Lagrangian in powers
of derivatives of the background field; these are the techniques of refs. [5-9] as well as these
of refs. [35,36,37]. The approach of these last two references may well be more efficient than
the one employed here.
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