Processus de quantification des attributs logiciels (PQAL) basé sur une méthode de prise de décisions multicritères by Slavich, John
PROCESSUS DE QUANTIFICATION DES AT~RIBUTS LOGICIELS (PQAL) BASÉ 
SUR UNE M~THoDE DE PRISE DE DÉCISIONS M U L T I C ~  
JOHN SLAVICH 
D&ARTEMENT DE GÉNIE INFORMATIQUE 
  COLE POLYTECHNIQUE DE M o N T R ~ L  
MÉMOIRE PRÉS- EN VUE DE L'OBTENTION 
DU DIPL~ME DE MATRISE ÈS SCIENCES APPUQVÉES 
@-QUE) 
NOVEMBRE 2000 
The author has granted a non- 
exclusive licence dovuhg the 
National L i i  of Canada to 
reproduce, loan, distri'bute or seU 
copies of thia thesis in micmfonn, 
paper or electronic formats. 
The author retains mershtp of the 
copyrighî in this thesis. Neither the 
thesis nor substantial extracts iÎom it 
may be printed or othexwise 
reproduced without the author's 
permission. 
L'autem a accordé une licence non 
exchisive pemettant B la 
Bibiiothéque nationale du Canada de 
reproduire, prêter, distribuer ou 
vendre des copies de cette thèse sous 
la fonne de microfiche/fih, de 
reprodnction sur papier ou sur fonuat 
dectronique. 
L'auteur conserve la propriété du 
droit d'auteur qui protège cette these. 
Ni la thèse ni des extraits substantiels 
de celieci ne doivent être i m p M s  
ou autrement reproduits sans son 
autorisation. 
Ce mémoire intitule : 
PROCESSUS DE QUANTIFICATION DES ATMUBUTS LOGICIELS (PQAL) BASÉ 
SUR UNE MÉTHODE DE PRISE DE DÉCISIONS MULTICR~T~RES 
-nt6 par: Slavich John 
En vue de l'obtention du diplôme: Maîtrise ès sciences ao~liauées 
A et6 dûment acceptd par le jury d'examen constitd de: 
M. Pierre-N. Robiiiard, PhD., directeur de recherche 
M. John Mullins, PhD., membre et président 
M. Patrick D'Astous, PhD., membre 
Je désire dédicacer ce mémoire à ma chère bpouse. Chantal, pour sa conûance en mon 
potentiel, ainsi que son support continu tout au long de mon cheminement. J'aimerais 
aussi dédier cet ouvrage à ma fille Stépbany qui, par sa pr6sence a su enrichir ma vie et 
me fournir la motivation nécessaire pour parfaire cette recherche. 
REMERCIEMENTS 
Je remercie chaleureusement tous ceux et celles qui ont participés à la réalisation de ce 
mémoire. Tout d'abord, mes sincères'remmiements à mon directeur, Dr. Pieme N. 
Robillard, pour son enseignement et ses pdcieux commentaires tout au long de ce 
mémoire. Son support constant a su contribuer à toutes les démarches nécessaires à 
l'élaboration et la réalisation de ce projet. 
Je désire aussi souligner l'apport considérable des membres du jury, Dr. John Mullins et 
Dr. Patrick D'Astous, pour leurs commentaires cansûuctifs à l'égard de cet ouvrage. 
Je tiens également à remercier Dr. Leblanc pour ses conseils judicieux quant à 
l'utilisation du modèle théorique et Dr. Dagenais pour avoir cru en mon potentiel de 
réussite au moment de mon admission. 
&mes collkgues étudiants, un grand merci pour avoir contribué à un c h a t  propice à 
l'apprentissage. 
Je tiens à remercier très sincè L m  ent mes proches. Tout d'abord, à mes parents, Pina et 
Giovanni, de meme qu'à ma saur Anne-Marie, je désire exprimer mon appréciation pour 
leur intérêt, leur confiance et leur soutien inconditionnels. A mes beaux-parents, Thérèse 
et Martial, j'exprime ma gratitude pour leur support constant. 
Enfin, je désire remercier mon épouse, Chantal pour ses encouragements, son soutien et 
son amour qui ont su promouvoir ma motivation tout au long de ce projet. Un grand 
merci également pour ses précieux commentaires qui ont contribue à faciliter la lecture de 
ce mémoire. 
Definir et mesurer la qualité logicielle s'avèrent me activite complexe. Bien qu'il existe 
une multitude de rndtriques pouvant kvaIuer les atûibuts logiciels, on denote des 
dicult& $ s'entendre sur le choix des ntéaiques et sur l'interprétation des résultats 
recueillis, en raison des lois de la théorie de la mesure et de l'inhabilite d'agréger les . 
résultats issus d'échelles de mesure difftrentes. En effet, h notre connaissance, aucun des 
articles recensés portant sur les métriques en génie logiciel n'offre une solution pour 
l'agglomération des résultats de m&iques. 
Ce mémoire avait pour but de developper un modèle permettant l'agglom&ation des 
résultats de diverses métriques, et ce indépendamment des échelles de mesure utilisées, 
permettant ainsi la quantification des attributs de la qualit6 logicielle. Le modèle, 
surnomm6 le Rocessus de Quantification des Atûibuts Logiciels (PQAL), s'inspire du 
modele thdorique Analytical Hierarchy Process (AHP) de Saaty (1996), lequel s'appuie 
sur la théorie de prise de décisions multicritères (PDMC). Comme attribut de la qualite, 
nous avons utilisé le processus de developpement logiciel, tel qu'élaboré dans le modèle 
de qualit6 de Boloix et Robillard (1995)- Afin d'appliquer notre modèle à l'évaluation 
d'un processus de développement logiciel, nous avons initialement validé, à partir des 
critéres de vérification et de validation suggérés par Florac et Carleton (1999). la base de 
données générée par six équipes d'6Wants travaillant sur le même projet dans le cadre 
d'un cours de premier cycle, Atelier & Génie tmgiciel. Finalement, nous avons procéd6 à 
l'application du modèle et à 1'6valuation du processus de âéveloppement logiciel en 
utilisant deux métriques, ceUe de Ia distribution de I'effort et celle de l'évaluation des 
artefacts. 
L'application du PQAL nous a permis de constater que la cûignature~ graphique de la 
distribution de i'effort pour cbacun des workfiows différait pour chacune des équipes, 
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bien que le projet était essentiellement identique pour toutes les équipes d'étudiants. 
Ainsi, la distribution de reffort semblait dépendre peu du projet, mais plutôt des 
équipiers. A l'aide de n O h  modéle, il nous a Ctd possible d'observer que toutes les 
équipes, mise h part l'équipe 5, présentaient une faible èvaluation de la distribution 
globale de l'effort. Cette observation nous laissait présunier une mauvaise compréhension 
du processus UPEDU et/ou une gestion inefficace au niveau du temps et des tâches pour 
la plupart des équipes. Toutefois, il s'avérait surprenant de constater un faible résultat 
pour l'équipe 3, considérant sa performance initialement établie par le professeur et le 
chargé de laboratoire. Nous pouvions donc supposer que I'evaluation, initialement offerte 
par le professeur et le chargé de laboratoire, s'inspirait davantage des artefacts générés 
par les équipes que de leur effort. 
A la lumi&re de la seconde métrique, k PQAL nous a permis de noter, qu'en 
comparaison, l'évaluation des artefacts s'avérait significativement plus élevée que celle 
de la distribution de l'effort. Mise A part l'équipe 5, 1'6vaiuation des artefacts semblait 
fortement favoriser toutes les équipes, lesquelles présentaient de faibles évaluations 
concernant la distribution de l'effort. Ainsi, l'application de notre modèle laissait croire 
que les 6valuations de ces deux métriques étaient indépendantes l'une de l'autre. En 
d'autres mots, il semblait peu probable de prédire I'effort qu'à partir de la qualit6 des 
artefacts génM. 
Afin de pouvoir évaluer le processus de developpement logiciel dans sa globalité, 
I'agglomhtion des résu1tats des deux métriques faisait I'objet de la prochaine éîape. À la 
lumiere des rthitats obtenus, nous pouvions observer une concordance entre le sang 
attribué aux équipes à l'aide du PQAL et celui & t M  par le professeur. Une teUe 
corroboration nous portait à croire en i'utiiite future de nom modèle. LRs résultats de 
cette recherche ont donc dkmontré que le PQAL a pour objectif de "mesurer," de façon 
quantifiable, les attributs de la qualité logicielle et ce, tout en respectant la théorie de la 
mesure. Bien qu'eiIe existe depuis plusieurs décennies daas les domaines mathematique 
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et économique, la theorie de prise de décisions multicritkes (PDMC) demeure, jusqu'à ce 
jour, peu utilide dans notre discipline. De plus, son utilisation se restreint au classement 
plut6t qu'à l'évaluation. ïe  FQAL, au contraire, se voulant un modèle d'évaluation, nous 
croyons que i'appiication d'une théorie uempmntb à une discipiine connexe peut 
s'avérer une conûibution inédite en @nie logiciel. 
Le modéle développé dans le cadre de cette recherche, le Processus de Quantification des 
Attributs Logiciels (PQAL), pourra contribuer à I'avancement des connaissances au 
niveau acaddmique et au renouvellement des pratiques en milieu industriel. Ainsi, 
l'utilisation du PQAL pourrait promouvoir la compréhension des étudiants, de même que 
des ingénieurs en regard de L'implication et de l'interaction des métriques lors de 
l'évaluation des attributs de la qualité logicielle. Enfin, nous recommandons la réalisation 
de futures recherches visant la validation du PQAL dans le milieu industriel afin de 
poursuivre le dtïnement du modble dans le cadre d'activités d'assurance qualité. 
Trying to define and measure software quality has aiways been considered a complex 
activity within the software engineering arena. Despite the amount of metrics designeci to 
evaluate software attributes, difficulties remains as to the choice and numbers of rnetrics 
required to evaluate an attribute as well as to the interpreiation of their results. One of the 
causes to these dilemma lies with measurement theory that prevents us fiom aggregating 
results issued fiom different types of measnement scales. In fact, to OUT knowledge, 
present software engineering Literature reIated to metrics, do not appeac to offer a solution 
to this problem. 
The purpose of this master's thesis consists in developing a model that will enable the 
quantification the quality of software attributes by agglomerating various metrics' results 
issued h m  different measurement scales. Momver, al1 the calculations associated with 
this quantification, will respect the c d n e s  of measurement theocy. This model, referred 
hencefotth as the Processus de Quantitication des Attributs Logiciels (PQAL), was 
inspired by Saaty's (1996) Analyfical Hiemrchy P m s s  (AHP), which is based on the 
multicfiteria decision making iheory* In order to validate the PQAL, the quaüty attribute 
chosen for this thesis was the software development process, based on Boloix and 
Robillard's (1995) quality model. The data used by our mode1 for evaluation, was 
generated by six teams of students worlllng on the same project within an undergraduate 
software engineering class called Software Engineering Workshop. Two different metrics 
results were used by the PQAL, the first was related to the effort distribution and the 
other, to the artifacts' evaluation. Before using the raw data related to the effort 
distribution of each team, the database was verined and validated based on several 
criteria suggested by Florac and Carieton (1999). Ooce cornpleted, the resnlts of both 
metcics were then compiled and introduced to our model. 
The application of the PQAL has allowed us to observe that the graphical «signature» of 
the effort distribution for each workflow was diffecent for each teams, even though they 
worked on the same project. Consequentiy, the effort distribution seems to depend mostiy 
on the workers rather than the project itself. Through the use of the PQAL, we aiso noted 
that every team, except for team #5, had a weak evaluation as to the effort distribution 
during the software process. Such observation seems to indicate a lack of comprehension 
regarding the UPEDU process andior an inefficient management related to time and task 
management for most teams. This result was even more surprising when we realized that 
team #3 did not faired well in this evaluaiion, especially considering that the teacher and 
laboratory assistant ranked their final product has the second bat, afier tearn #S. This has 
lead us to believe that the initial evaluation offeted by the teacher and laboratory assistant 
for each team, was based mostiy on the final product rather than the actual effort 
distribution. 
Following the application of the second metric to the PQAL (Le.: the artifacts' 
evaluation), ow mode1 sbowed us that most teams' evaluation were significantly 
improved fiom that of the effort distribution evaluation. Excluding Tearn #5, the artifacts' 
evaluation favored every team, even though their scores during the effort distribution 
evaluation were low. Therefore, the application of ow tool seem to indicate that both 
metrics' evaluations are independent of each others. In other words, it daes not seem 
likely that we can predict the "quaüty" of the effort disûibution h m  the "quality" of the 
generated artifab. 
In order to evaiuate the software development process in its entirety it was necess;uy to 
agglomerate bath metrics. Based on our results, we were able to observe a correlation 
between the ranks ataibuted to the team by the PQAL and the one given to them by the 
teacher. Moreover, our research findings has shown tbat the PQAL can a measure » in a 
quantifiable manner, the software q~ality attn'butes while respecthg measurement theory. 
h p i t e  its widespread use in mathematical and economical domains, multicriteria 
decision m a b g  theory remains rarely used in our discipline. Moreover, its use bas been 
mainly restrained fot the classification of elements. We believe that the PQAL, king 
ratber an evaluation tool, cm pmvide an interesting contribution to software engineering. 
Such knowledge contribution could have implications in both the academia and indusûial 
practices. For example, the PQAL utilization could enhance students as well as engineers' 
comprehension of metrics' implication and interaction surroundhg the evaluation of 
software quality attributes. Finaiiy, future research is needed to validate the PQAL within 
the industrial arena in order to refine the model and to increase its contribution to the field 
of software quality assufance. 
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Un des objectifs principaux du génie logiciel consiste à créer des produits logiciels de 
qualité (Fenton & Pfîeeger, 1997; Pressman, 1997). Bien qu'il existe plusieurs définitions 
du concept qualité» dans les Mts portant sur la qualité logicielle (Tervonen, 1996)' il 
s'avère intéressant de noter qu'il y a peu de consensus quant h ce terme. Pressman (1997) 
explique qu'il est difficile de definir la qualit6 logiciellw en raison de la nature 
intangible du produit. Contrairement il un objet tangible, le logiciel correspond à une 
entitb intellectuelle, ce qui rend sa qualit6 plus difficile à définir et à mesurer. De plus, 
une caractéristique subjective semble s'associer rapidement à ce concept. Bien que i'on 
peut croire que tous les individus (e.g., programmeurs, chefs de projet, utilisateurs) 
impliqués dans le cycle de vie d'un logiciel visent ou exigent que celui-ci soit de qualitti, 
on ne peut espérer qu'ils se basent sur les mérne criteres d'évaluation pour en dtiterminer 
la qualité. Ces individus, pour la plupart, perçoivent le logiciel de divers points de vue, 
puisque chacun a des besoins ou des attentes différentes. Par exemple, un critère de 
qualité IogicieUe pour un utilisateur pourrait &tre la facilité d'utilisation du logiciel, tandis 
que pour un chef de projet, un critère serait davantage la disiribution de l'effort durant le 
processus de développement logiciel. Si nous acceptons l'idée que les crithes 
d'évaluation de qualit6 logicielle dépendent du point de vue de chaque individu, il semble 
donc nécessaire que la d6nnition de qualit6 logicielle* englobe ces diffd~ntes 
perspectives. En raison de sa perspective globale, nous utilisons, dans le cadre de ce 
mémoire, la définition de qualité do Infernulio~t Stmidard Organization (ISO) (8402- 
1986): ac The totality offutures and characteristics o f a  sofnvare product that bear on 
its ability to sari@ smted or impiied needs B. Cette d4fition conceptuelle, à elle seule, 
n'est toutefois pas suffisante pour 6vaIuer laqualité d'un logiciel. En effet, l'utilisation de 
mesures s'avere nécessaire afin de procéder cette évaluation. 
1.1. Le rôle de la mesure en génie logiciel 
L'évaluation de la qualité d'un logiciel implique, selon Fenton et Pneeger (1997). les 
mesures des attributs externes et intenaes du logiciel. ils expliquent qu'un attribut externe 
correspond à I'intemlation entre le logiciel et son environnement. Par exemple, l'effort, 
c'est-à-dire le nombre d'heures par personne, nécessaire pour compldter un artefact peut 
représenter la mesure d'un attribut externe. Un attribut interne, quant à lui, peut 2tre 
mesuré directement, tel que le nombre de lignes de code d'un logiciel. C'est ainsi que 
pour plusieurs auteurs dont, Fenton et Pfleeger (1997). de même que Pressman (1993, la 
«mesurem des attributs correspond à une activit6 fondamentale dans le monde du génie 
logiciel. Malheureusement, tout comme le concept de qualité», la mesurem s'avère un 
concept qui demeure souvent incompris etlou ignoré (Fenton & Pfleeger, 1997; Pressman 
1997). On se rappelle qu'une des raisons d ' h  du domaine du génie logiciel est de 
promouvoir la qualité. Afin de réaliser cet objectif, l'evaluation de logiciels doit etre 
entreprise à partir de différentes mesures, lesquelles font partie intégrante de ce que l'on 
appelle «m6triques». Pressman (1997) affirme que plusieurs personnes eprouvent des 
difficultés à différencier entre les ternes mesure# et amétrique». La mesure, selon 
Pressman, est definie comme un indicateur quantitatif en regard de l'etendue, la quantité, 
les dimensions ou la grandeur de certains attributs du produit ou du processus logiciel. En 
ce qui a trait à la d6finition de adtriqum, il cite e l le  mentionnée par le International 
Electrical and Electronic Engineer (IEEE): ua quantitative measure of the degree ro 
which a system, components, or process possesses a given attribute w (p. 77). En d'autres 
mots, une rndtrique inclut toujours des mesures, mais une mesure ne comspod pas 
nécessairement à une mdtrique. 
En dépit de i'impomce accordée aux métriques logicielles, on dénote, encore de nos 
jours, des dif6cultés h s'entendte siir l'&entai1 des attributs à mesurer, le chou des 
méîriques B utiliser, de r n h  que sur l'interprétation des résultats recueillis (Fenton & 
Pfleeger, lm Pressman. 1997; Kitchenbarn et ai, 1995). De phs, la relation entre les 
metriques et les attributs logiciels ne nous semble pas toujours explicite. À notre 
connaissance, il n'existe aucun outil w standard qui identifie toutes les métriques devant 
être utilisées pour évaluer un attribut particulier. 
ï e  iEEE (1992) a tenté d'offnr une methodologie d'évaluation de la qualit6 logicielle à 
l'aide de mdtriques basées sur le standard EEE 1061-1992. Toutefois, ils concluent que 
les métriques offertes ne sont que des aexemplesm. Ceci nous porte B mire que les 
métriques dépendent, entre autres, de la nature des logiciels, de leurs attributs respectifs et 
& la maturité de l'organisation de réalisation. En d'autres mots, le choix des mdtriques 
pour dvaluer ou prédire un attribut de la qualit6 logicielle est taissb à chaque utilisateur. 
Bien que ceci soit compréhensible, en considérant chaque projet logiciel comme unique 
(e.g., différents langages de programmation, personnel, budget, application, etc.), cela ne 
facilite guère la tâche aux utilisateurs désirant évaluer la qualit6 du logiciel. 
1.2. Le paradigme GoalQuestion-Meîrics 
Afin de guider les utilisateurs dans leurs activités de mesure, Basili et Weiss (1984) ont 
introduit le paradigme Goal-Question-Metrics (GQM). Le but du GQM consiste à 
permeme B chaque utilisateur d'étabür des objectifs liés B un projet logiciel. À l'aide & 
questions reliées aux objectifs visés (e.g., fiabilitd), il s'av&e alors possible de spécifier 
Ies métriques appropriées. En s'appuyant sur leurs expériences quant à la mesure et à 
l'évaluation des processus âe @nie logiciel, Basili et Rombacb (1988) ont observe que 
~Most  aspects of software pmcesses and products are too compiicated to be captureci by a 
single metrics (p. 790). Ainsi, ils concluent dgaiement que plusieurs métriques s'avèrent 
nécessaires pour répondre aw questions du modèle GQM. 
Ces auteurs admenent que de choisir tous les objectifs, questions et a q u e s  apprOpn6s 
au projet, correspond à une activite complexe, laquelle dépend du niveau d'expérience de 
l'utilisateur. Tout comme Basili et Rombach (1988), plusieurs auteurs (Basiü et Weiss, 
1984; Ebert, 1999; Hall & Fenton, 1997; Hauser & Katz, 1998; Kitchbarn et al., 1995, 
Pfleeger, 1995; Pfleeger et ai., 1997) sont d'avis que cbaque programme de métriques 
doit erre créé ih partir des besoins et objectifs spécinques des utilisateurs. Ceci semble 
donc impüquer que les utilisateurs doivent concevoir leur propre plan de m6triques. 
Toutefois, pour les utiHsateurs novices, cette démarche peut s'avérer complexe. Drake 
(19%)' quant à lui, 6nurnère une série & 20 métriques utilisb par le Sofiare 
Engineering Applied Technology Cenrer (SEATC) du National Security Agency afin 
d'évaluer la qualité logicielle. Bien que les résultats s'averent intkessants, l'auteur 
n'avance aucune explication quant aux raisons sous-jacentes au nombre de métriques 
utilisBes par le SEATC. On peut alors se questionner sur la nature des résultais si le 
nombre de métriques avait &té différent. Ainsi, jusqu'h ce jour, il n'existe aucune règle 
p&se pouvant guider le choix de m6triques appropridks 21 1'6valuation d'un attribut 
quelconque. Il semble egalement qu'aucune règle, spécifiant le nombre requis de 
métriques nécessaires l'évaluation des objectifs fixés, n'est disponible ii l'heure 
actuelle. 
13. Le dilemme de combiner les dtriques 
Un problème additionnel se pose Iorsqu'on admet qu'il s'avère ndcessaire d'utiliser 
plusieurs m&iques afin d'6valuer les attributs de la qualité logicielle. En effet, 
l'agglomération & deux ou phsieurs m&iques peut entraîner une violation des principes 
sous-jacents à la théorie de la mesure. Fenton et Pfleeger (1997) expliquent que la plupart 
des métriques proviennent d'une échelle ordinale, Limitant, par le fait même, la majorité 
des opérations statistiques. Ainsi, te regroupement de valeurs ordinales, intervalles et de 
ratio, selon lui, devient pblematique puisque les lois sur la théorie de la mesure ne sont 
pas respctées. De pius, suite à une rechmbe exhaustive sur le sujet, aucun &rit aborde 
le probième d'agrégation des ~ t r i q a e s  afin d'offnt une solution à ce diIemme, en raison 
que les mètriques ne sont génhiement pas caractérisées par le même type d'échelles de 
mesure. Une limitation importante aux regroupements des métriques persiste donc dans le 
domaine du génie Iogiciel. 
De façon à contourner ce problème associC 1 la thMe de la mesure, plusieurs autews 
(Daskalantonakis, 1994; Drake, 19%; Dutoit & Bniegge, 1998; Hollenbach et al, 1997; 
Oman & Pfleeger, 1997; Pfleeger et al, 1992) utilisent le diagramme Kiviat (Figure 1.1) 
qui consiste à présenter visuellement les résultats de toutes les métriques employées pour 
évaluer la qualité d'un logiciel. Toutefois, ces mdtriques sont comparées à partir de 
valeurs historiques plut& que d'être comparées entre elles, et ce par rapport au logiciel en 
question. De plus, le diagramme ne pennet pas d'attribuer une valeur numérique ou un 
pourcentage à la qualité du logiciel. Bien que ce diagramme indique les résultats excédant 
les valeurs minimales et maximales imposées par les utilisateurs, aucune inférence ne 
s'aviire possible quant à la nature ou le niveau & cluaIid du produit. 
Figure 1.1: Exemple d'un diagrmm de giviat (Drake, 1996) 
En s'appuyant sur les thhies de la prise de décisions multicritères, le modèle Analytical 
Hierarchy Process (AHP), introduit en 1972 par le physicien amdricain Saaty (1972), 
propose que pour simplifier un système complexe de plusieurs éI6ments différents et 
connaître l'interaction de chaque dément sur œ système, nous devons commencer par 
faire un agrégat de tous les &ments en créaat une biefarchie. Ensuite, la reiation entre les 
éléments de chaque niveau de la hihrchie est détermin& et interprétée par des priorités 
en terme d'importance. Cet auteur utilise des cmparaisons binaires afin de ddterminer 
ces priorités. il s'avère également possible, avec ce modèle, d'attribuer des priorités aux 
intemites ou aux standards de chaque élément de la hiérarchie. Bien que plusieurs auteurs 
(Boloix et Robillard, 1995a; Finnie, Wittig et Peikov 1993; Ho-Won, 1998; Karlsson et 
Ryan, 1998; Katlsson et Ryan, 1997; Lee et Xue, 1999; Rebstock et Kaula, 1996) ont 
utilisé le AHP, ou d'autres méthodes multicritères, dans le domaine du &nie logiciel, 
jusqu'8 maintenant son application s'est limitée à la classification, plut8t qu'h 
1'6valuation et l'agglomdration d'él4ments. 
S'inspirant de ce mod&le, nous croyons, qu'une agrégation des données pourrait ainsi 
permettre de générer, à I'aide d'un algorithme, une valeur représentative de toutes les 
metriques qui sont utilisées pour évduer des attributs iogiciels. Par exemple, plusieurs 
mdtriques évaluant i'attribut de fiabilite d'un logiciel pourrait conclure que celui-ci est 
fiable 85%. Un tel paradigme d'agglomération de difFdrents attributs pourrait alors 
favoriser une vision globale de l'entité mesurée. 
À la lumière du modèle AHP & Saaty (19%)' nous nous proposons, suite à l'élaboration 
d'un modèle visant i ' agg lo~ t ion  de métriques, d'utiliser une base de données 
accessible afin d'évaluer un attribut de la qualité logicielle. Dans le cadre de ce mdmoire, 
nous utiliserons comme attribut de qualité, le ptoccssus de développement logiciel, tel 
qu'identifié dans le modèle de qualité de Boloix et Robillard (199Sa). Ainsi, deux 
métriques, celle de la distribution de l'dort, ceptésentant un éIérnent qui est absorbé par 
le processus, et celle de i'6valuation des artefmts, correspondant à un dément produit 
suite au processus, seront retenues afin de mesurer le processus de d6veloppement 
logiciel. 
Nous croyons donc que l'adaptation & la théorie de Saaty au domaine du g€Ne logiciel 
pourrait s'avérer, à la fois, prometteuse et novatrice dans la résolution de la 
problématique exposée ci-haut. 
1.4. But et Questions de recherche 
ie but visé par cette recherche universitaire consiste à dbvelopper un modele permettant 
l'agglomération des résultats de diverses métriques, et ce indépendamment des échelles 
de mesure utilisées, permettant ainsi h quantification des attributs de la qualité logicielle. 
Générant ainsi une valeur représentative des attributs de la qualité logicielle, le Processus 
de Quantification des Attributs Logiciels (PQAL) pourta, nous croyons, faciliter I'activitb 
d'assurance qualité en milieux académique et industriel. Voici les questions que nous 
tenterons de répondre dans le cadre de ce projet de deuxiéme cycle: 
4 Comment pouvons-nous adapter le modéle A H '  de Saaty (1996) afin 
d'élaborer un modèle de quantification de la qualité logicielle? 
.t. Comment pouvons-nous générer une valeur représentative de l'évaluation 
d'un attribut logiciel en agglomérant un amalgame de valeurs de métriques? 
4 Quel sera le niveau de validité du modèle? 
O Quel sera le niveau & complexité relatif à l'utilisation du modèle? 
Finalement, nous croyons qu'une telle étude purra contribuer B promouvoir le 
d6veloppement des connaissances dans le domaine du ghie logiciel et, dans un deuxieme 
temps, faciliter le travail de l'utilisateur en dirigeant celui-ci lors des prises de décisions 
relatives à I'amélioration de la qualité logicielle. Les écrits importants, de même que le 
modele théorique à la base de l'élaboration de notre modèle ferant l'objet du prochain 
chapitre. 
CHAPITRE 2 
MODÈLE D'~VALUATION DE LA QUALITI~ LOGICIELLE 
Certaines décisions sont faciles à prendre, tandis que d'autres ne le sont pas. Le problème 
existe lorsque nous devons choisir entre plusieurs alternatives (e.g.: des voinues de 
marques différentes). Afin de choisir la meilleure alternative, nous devons nous appuyer 
sur diffhnts critères (e.g. prix, couleur, consommation d'essence). Toutefois, plus les 
critères sont nombreux, plus il est difficile de prendre une décision. 
Déjà en 1772, Benjamin Franklin introduit une des premiéres mdthodologies pour 
solutionner des problèmes multicritères, tel qu'on le constate dans une de ses lettres à 
Joseph Riestly. Devant choisir entre deux alternatives, Priestly demande L'opinion à 
Franklin afin de résoudre son dilemme. Franklin réalise que pour prendre la meilleure 
décision, il faut considérer la multiplicitd des aspects (Zeleny, 1982). li reconnaît que 
l'exercice de choisir la meilleure alternative parmi plusieurs autres est une activité 
complexe, puisqu'il est difficile de visualiser sirnultanement toutes les raisons "pour" ou 
"contre" une alternative. 1 a toutefois fallu attendre 180 ans avant que les mathématiciens 
s'inthxsent aux problèmes de ddcisions multicritères (DMC). Un des premiers pionniers 
de ce domaine fut T.C. Koopman en 1951 et depuis, nous retrouvons pIus d'une trentaine 
d'outils différents pouvant être utilisés pour résoudre des problèmes de DMC (Al- 
Sbemmeri et al., 1997; Zanakis et ai., 1998). Malgré tout, le champ de DMC est loin 
d'être considéré comme une science exacte. 
Voogd (1983) a démontré que si nous appliquons plusieurs m6thodes de prise de 
décisions molticritères WDNC) au meme probléme, les résultats awont une variance 
de plus de 40%. Zanakis et al, (1998) en font également l'observation. En effet, plusieurs 
facteurs peuvent infiuencer les résultats de ces méthodes: la nature et la robustesse de 
I'algoritùme employé, le nombre de critères et d'alternatives utilids. I'expdience du ou 
des décideurs, le nombre de décideurs impliqués dans le choix des criteres, etc. Selon la 
littérature existante, il n'existe aucun consensus supportant une h4PDMC idéale. Ceci 
peut être expliqué par le fait qu'il existe peu d'etudes comparant les différentes mdthodes 
(Zanakis et al, 1998). 
D'après AlShemmeri et al. (1997), chaque MPDMC possede des points forts ainsi que 
des faiblesses. ils reconnaissent l'importance & choisir le bon modèle pour l'application 
donnée. Pour des raisons qui seront élaborées tout au long de ce chapiüe, nous avons 
décidé de privilégier la méthode de Saaty (1972) qui s'intitule Analytical Hierarchy 
Rocess (AHP). 
L'objectif de ce chapitre consiste à introduire le modèle de prise de décisions proposé 
dans le cadre de ce memoire de maîtrise. Permettant aux utilisateurs de quantifier 
l'évaluation des attributs de qualit6 logkief, cette mdthode vise à faciliter les prises de 
ddcisions des acteurs impliqués cet dgard. L'analyse de prise de ddcision est un champ 
d'dtude très vaste. De par la limite imposée par un travail de deuxième cycle, il nous est 
impossible de l'aborder en ddtail. 
Ainsi, nous débuterons en offrant un bref résumé des échelles de mesure les plus 
fréquemment utilisées par les MPDMC. L'introduction au langage et aux concepts utilisés 
en DMC et la description du modèle Analytical Hierarchy Process (AHP) de Saaty 
(1996) suivront. la section suivante portera siu l'utilisation du modèle AHP pour 
I'évaluation des attributs de la qualité logicielle. Pour terminer* nous discuterons sur les 
problémes inhérents aux modiYes de type AHP, leurs con@-mesures, ainsi que certaines 
mdications apportées au modèle. 
2.1. lhhelles de Mesure 
Tel que nous allons voir dans les sections subséquentes, la mesure joue un r61e essentiel 
dans les MPDMCs. Pour cette raison, nous dhutons ce chapitre en faisant un bref survol 
de la théorie des échelles de mesure. 
Fenton et Pfleeger (1997) définissent l'action de mesurer comme étant le "mapping h m  
the empirical world to the formal world" et la mesure comme étant le "number or symbl 
assigned to an entity by this mapping in order to cbaracterize an attribute" (p. 28). En 
d'autres mois, la mesure directe d'un attribut' assigne une représentation M ("mapping") 
diin systéme empirique (observable) & un systeme de relation numkique. Par exemple, le 
poids, l'attribut, de cette personne est de 50 kilogrammes. Cette représentation M nous 
permet ainsi de manipuler les données du monde math6matique et ensuite d'utiliser ces 
résultats afin de mieux comprendre, contrôler et améliorer les actions sur un attribut à 
l'intérieur du monde observable (Fenton & Pfleeger, 1997; Pfleeger et al., 1997). Dans ce 
contexte, la représentation M réfère il une échelle de mesure. Il existe plusieurs échelles 
de mesure, les cinq plus importantes utilisées sont décrites par ordre de richesse dans le 
Tableau 2.1. 
Si un type d'échelle A, contient toutes les transformations admissibles de l'échelle B, nous 
disons que l'échelle A est plus riche que l'échelle B. C'est-à-dire, plus que le système de 
relation empirique s'avère riche, plus l'échelle de mesure est sophistiquée. En possédant 
la mesure d'un attribut quelconque, nous désirons connaître quelles autres mesures 
acceptables il nous est possible d'appliquer. En d'autres mots, nous voulons représenter 
une mesure acceptable par une autre. Par exemple, nous pouvons convertir le nombre de 
kilomhes en nombre de mies, M(x) = a*M(y) (e.g.: 1 mille = 1.6*1 kilomètre), étant 
donnd que la mesure de la longueur provient d'une échelle de ratio. D'un autre coté, nous 
ne pouvons calculer le ratio de mesure provenant d'une échelle nominale, ordiaale ou 
d'intervalle. Ainsi, les analyses mathhatiques et statistiques des mesures demeurent 
ümitées par le type de leur &heIIe. 
ie Tableau 2.2, basé sur Fenton et Pfieeger (1997, p. 59), identifie les opérations 
statistiques admissibles aux types à'dcheiIe de mesure. En examinant ce tableau, on 
dénote clairement que le type d'échelle limite les manipulations mathématiques de ses 
données et que le niveau de qualité d'information est fort supérieur avec une échelle de 
ratio. hnons par exemple le Tableau 2.3 qui démontte deux ensembles de valeurs (i.e., 
ensemble M : A, B, C et D) appartenant deux types d'échelle différents (i.e.. intervalle et 
ratio). Suite à des transformations admissibles différentes, il devient possible de créer de 
nouveaux ensembles de valeurs (Le., ensemble Mt: A', B', C' et D3. 






Représentation 1- 1 de M & M' 
Fonction monotonique croissante de 
M à AU', i.e., M(x) >= MQ) => 
Étiquetage, classification 
d'entités 
Réfdrence, dureté, qualité 
de l'air, dimension des 
vêtements. 
Temps relatif, années, 
température (Celsius, 
Fahrenheit). 
Intervalie de temps, 
longueur, température 
(Kelvin), vitesse 
Comptage (e.g. nombres de 
lignes de code) 
Tableau 2.2: Relation entre les types d'échelies de mesure et les statistiques 
permissives 
Uominal 




2. Plus grand que 
1. Équivalence 
2. Plus grand que 
3. Ratio connu de 
n'importe quelle 
intervalle 
3. Ratio connu de 
n'importe quelle 
intervalle 











moment de Pearson 
Multiple coRé1ation 
produit-moment 
Moyenne géométrique Non-param6triques 
rt paramétriques 
Tableau 23: Conversions d'ensembles pour diffknts types d'&&elles 
D'après le Tableau 2.4, nous pouvons observer ce qui survient lorsque nous comparons 
les ratios des valeun de M (e.g., A I ' )  avec ceux & M' (e.g., RIB') de chaque échelle. 
Tableau 2.4: Comparaisons de rado entre les é1Qnients des ensembles Met M' du 
Tableau 2.3 
Type 1 C o n v d o r  ~ W A =  IUA= ~ D / A =  I c / B =  I D B =  IDE= 
11 est clair que nous perdons de l'information avec l'échelle d'intervalle puisque les ratios 
ne sont pas similaires. D'autre part, la fraction des ensembles de I'dchelle ratio étant toutes 
identiques, aucune information n'est perdue. Ceci s'avhe compréhensible parce que la 
constante "a" est éliminée suite it la h t i o n  de deux valeurs M', i.e.: 
L'objectif de ce chapitre n'étant pas d'offrir une discussion détaillée sur la théorie de la 
mesure, il importe toutefois de souligner quelques points importants B retenir lm de la 
collecte, la manipulation et I'interprétation des données provenant d'échelles de mesure. 
1. Lorsque nous voulons mesurer un attribut, il s'avère important de bien 
comprendre le systéme empirique aün de choisir le type d'&belle de mesure 
approprid le plus sophistiqu6 possible (ie. ratio). 
2. h rs  de l'mterpn?Iation des données & mesure, il est capital de connlîre 
I'origine du type ddchelle a h  de valider les résnItats. Par exemple, quelle est 
la signification des résultats si un m d l e  de prise de décision calcule la 
moyenne des données provenant d'une échelle ordinale? 
3. Si nous possédons des données provenant de différents types de mesure et que 
nouk voulms combiner tous les résultats, nous devons utiliser les @rations 
statistiques appmprides au type d'échelle le plus primitif. Par exemple, si un 
formulaire contient des donn&s ordinales, d'intervalle et de ratio, nous 
sommes limités aux ophtions mathématiques reliées B l'échelle ordinale. 
Ceci &urne notre survol sur les Bchelles de mesure, toutefois, lors de l'introduction du 
modele Analytical Hiemchy Process (AHP) & Saaty (1990, nous discuterons davantage 
de I'appHcation des échelles de mesure utilisées par le AHP. 
2.2. Terminologie utilisée par les MPûMCs 
Le but de cette section consiste h introduire les temies qui sont Wquemment utiIists par 
les MPDMCs. Ceci s1av&re d'autant plus n&essak puisqu'l n'existe, h l'heure actuelle, 
aucun standard pour définir ces termes. 
2.2.1. DPlinJtion d'un attribut 
D'après Zeleny (1982), ce terme réfère aux descripteurs d'une rédité objective, c'est-à- 
dite, ce sont des ~ara~t&istiques d'objets dans le mon& "réel", Malgré que ces 
caractéristiques ne peuvent être separées des valeurs da décideurs et de Ia Mté, elles 
peuvent toutefois être identifiées et mesurées indépendamment des besoins et désirs du 
décideur. Par exemple, un décideur choisit une voiture d'après la couleur, le modèle, le 
CO& etc. Dans ce cas-ci, la couleur rouge demeure la couleur rouge et ni le décideur, ni la 
voiture ne peuvent changer cette couleur. Cet attribut est objectif, mais d'autres peuvent 
être subjectifs. par exemple le style ou la beaute & la voiture. Étant donné qu'ils sont 
moins bien définis que les attributs objectifs, les attributs subjectifs s'avèrent plus 
difficiles à me= de façon précise. Toutefois, grâce aux processus de prise de décision 
que nous allons voir sous peu, il devient possible de mesurer ces attributs subjectifs tout 
en limitant i'influence des valeurs et des besoins du ddcideur. 
Leblanc (1999) explique qu'un attribut "est une caractéristique dont les performances 
sont mesurées directement sur un projet. Ces caract€ristiques décrivent le projet comme 
un moyen pour satisfaire les objectifs du décideur". De plus, il souligne l'importance de 
demeurer pmdent lors du choix des caractéristiques utilisées pour caracteriser un projet 
en regmi d'un objectif. La section , sur la discussion quant aux problèmes inhdrents B 
certains modéles de prise de décision, précisera cette mise en garde. 
2.2.2. Définition d'un objectif 
D'après Zeleny (1982), une fois les attributs décrits et mesurés, le décideur doit 
déteminer à quel degré chaque attribut devra être maximisé ou minimisé. C'est à ce point 
que les valeurs et les besoins du décideur entrent en ligne de compte Gblanc, 1999; 
Zeleny, 1982). Par exemple, parmi plusieurs voihues, estce que le décideur va choisir la 
voiture qui est la moins coûteuse, qui possède la plus belle couleur ou qui a le plus beau 
style? En d'autre mots, est-ce que le décideur va maximiser la couleur et le style alors 
qu'il va minimiser le coût? Afin de répondre à ces questions. nous devons spécifier les 
objectifs du décideur. 
Zeleny (1982) souligne qu'un objectif en soi n'est pas un attribut, mais qu'il dkoule d'un 
ou plusieurs attributs. Ainsi, la grandeur peut ttre un attribut, mais trouver la plus grande 
personne dans un groupe (Le. maximiser la grandeur) s'avère un objectif. De plus, un 
objectif peut aussi &tre une combinaison de deux ou plusieurs objectifs. À ce moment, les 
sous-objectifs deviennent des attributs pour le super-objectif. Ceci prend Ia forme d'une 
hiérarchie permettant alors d'articuler les objectifs poursuivis en termes d'attributs 
considérés (Leblanc, 1999). Finalement, un objectif, nous dit Leblanc (1999), correspond 
à une finalit6 pour le dbcideur. Cet auteur souligne aussi que "son [décideur] systkme de 
besoins et valeurs identifient ses objectifs et ponderent leurs importances relatives en 
prenant aussi en considération le degré de satisfaction qui est atteint pour chacun". 
2.23. Définition d'un but 
Un but, quant à lui, représente la racine de la hidrarchie d'où tous les objectifs et attributs 
découlent. Zeleny (1982) mentionne qu'on élabore le but ii la lumiere des besoins et des 
valeurs du décideur. Malgré que la distinction entre les buts et les objectifs peut 0tre 
ambiguë à cause de la nature de la hiérarchie. cet auteur explique que les buts référent, de 
manière sans t?quivoque, à des cibles de niveau de réalisation définies par ces attributs et 
objectifs. Par exemple, un objectif pourrait être de maximiser i'hnomie d'essence et le 
but serait d'aiteindre une consommation de 10 litres au 100 km. 
2.2.4. Définition d'un critete 
Leblanc (1999) définit un critère comme "un terme gdndrique qui recouvre les élhents 
de jugements dans un choix qui peut être attribué à un objectif ou un attributn. Zeleny 
(1982), pour sa part, qualifie les critères comme étant des memres, des règles et des 
standards qui guident les prises de décisions. Puisque les prises de décisions sont basées 
sur la sélection de différents atm'buts, objectifs ou buts, ces trois catdgories peuvent être 
considérées comme des c r i t h .  En d'autres mots, les critères correspondent tous à des 
attributs, objectifs ou buts jugés pertinents par un décideur dans une situation de prise de 
cîécisions. Donc, le terne prise de dBcisions multicritéres teprésente une classe générale 
de problèmes qui inclut des multi-attnbufs, des multi-objectifs et des rnulti-buts. II s'avère 
toutefois nécessaire de mentionner que le modèle AHP de Saaty (1996) remplace les 
termes "attribut" et "objectif' par les termes "critère" et "sous-critère". 
Ceci termine notre section sur la terminologie utilide par les MPDMCs. L'Analytical 
Hierarchy Procas de Saaty (1996). modéle sur lequel nous avons basé notre modèle de 
quantification des attributs logiciels, fera hbjet de la prochaine section. 
2.3. Introàuction au Analyticai Eüerarcby Pracess (ABP) 
Tel qu'il sera présente cidessous, les MPDMC s'avkent d'excellents outils pour 
répondre un des objectifs de ce mémoire concernant L'agrégation des résultats des 
métriques. De tous les modeles de prise de décisions qui existent, celui répondant le 
mieux B nos besoins s'avere le mod81e AHP de Saaty (1996), puisqu'il nous permet de 
faire l'agdgation de plusieurs critères et de les classer par ordre d'importance, 
contrairement à la m6rhode ELECTRE (Roy et Bouyssou, 1993), par exemple, qui 
procure seulement le meilleur crithe. De plus, le modele AHP nous permet de vérifier la 
cohérence des jugements du décideur lors de l'evaluation des poids d'importance. Ce 
modèle prend &galement en consideration l'évaluation de la perfomsuice des attributs au 
niveau du but de la Mrarchie. Par exemple, si Ie résultat d'une métrique est ndgatif, quel 
sera sont impact sur la qudté du logiciel? Enfin, il s'avère Qalement important que le 
modkle soit facile A comprendre et B utiliser afin de permettre à n'importe quel usager de 
l'employer. D'ailleurs, comme le mentionne Leblanc, (19991, depuis l'introduction du 
AHF par Saaîy durant dans Ies années 70, le modele fait "l'objet d'une littérature 
particuliiirement f d e  sur ses applications et limites du modéfe". 
Pour débuter, nous introduirons la notion de hiérarchie, un concept qui est la base du 
modèle de Say. La section subséquente portera sur l'échelle de mesure utilide par 
i'AHP, suivi par une discussion sur Piimportance des priorites pour le AHP. Une fois le 
modèle introduit, nous présenterons les principales faiblesses de ce modèle ainsi que les 
modifications qui seront apportées A I'AHP. Pour terminer, nous discuterons de 
l'application du modèle AHP à notre projet. 
23.1. La Hiérarchie d'après Saaty 
Saaty (1996) décrit le monde comme étant un systéme complexe composé d'éléments 
(e.g. attributs, objectifs) qui sont tous interactifs. Par exemple, l't?conornie est dépendante 
des ressources naturelles, de la situation politique, de la position géographique, etc. Min 
de mieux comprendre ce système complexe , Saaty (1996) suggère de le d6composer et de 
&r une hiérarchie (Le., une structure d'arbre comprenant des racines, des branches et 
des nœuds) oh chaque niveau est composé de ses éléments primaires. Ensuite, la relation 
entre les cléments de chaque niveau de la hiérarchie est determinée et interprétée par cies 
priorités ou des poids d'importance. ii s'avère donc, nous dit Saaty, essentiel de bien 
comprendre la structure hiérarchique. Malgré qu'il n'existe aucune règle spécifique à la 
construction d'une hiérarchie, il demeure toutefois important de considérer certains 
facteurs pouvant assurer une bonne représentation d'un systéme complexe (Saaty, 1995; 
Saaty, 1996). 
23.1.1. CrOation des Sous-Niveaux 
Les hi6rarchies utilisées par Saaty pour créer le AHP sont de type fonctionnel. Ceci 
signifie une decomposition d'un système complexe à partir des ses éI6ments constituants 
et en fonction de leurs relations essentieiles. La hiérarchie du modéle AHP peut être 
reprkntée de deux façons diffdrentes, ce qui dépend du mandat du décideur. La 
première représentation hiérarchique est utilisée lorsque nous voulons connaîî le 
classement de plusieurs alternatives. Le premier niveau, le but (eg. élément A de la 
Figure 2. L), se compose d'un seul élément qyi représente Pobjectif global du système. 
En ce qui concerne les niveaux subséquents, Saaty recommande de maximiser le nombre 
de critères et de sous-criti9es à 9 éléments homogènes. Si un niveau contient plus que 9 
éléments, ces éléments doivent être subdivisés en d'autres sous-niveaux. Pour aider à la 
création des sous-niveaux, Saaty (1996) suggère de poser la question suivante: Est-ce que 
je peux comparer les éléments du sous-niveau en termes d'un ou de plusieurs éléments du 
niveau supérieur? En d'autres mots, est-ce que le crit&re Cnt-BI (Figure 2.1) peut être 
décrit en tenue de i'altemative Cnt-Cl, ou encore, peut-on comparer les items Crit-Cl et 
Crit-Bl? Il faut donc s'assurer que les éléments (e.g., Crit-Cl, Crit-C2, Crit-C3 et 
Crit-C4) d'un même niveau soient homogènes, car un des criteres importants du AHP 
consiste à êûe en mesure de comparer ks 6léments d'un sous-niveau avec I'éKment du 
niveau supérieur correspondant (i.e., Crit-B1, Crit-B2, Crit-B3 et Crit-B4). Les 
éléments d'un niveau qui partagent les mêmes propridtb que leur élément au niveau 
supérieur sont considérés complets. Par contre, si les élkments supérieurs ne partagent pas 
les mêmes propriétés, ils sont alors identifiés comme incomplets. ie niveau des 
alternatives (e.g., Alt-1) refkte un groupe d'éléments dont nous désirons évaluer le 
classement (Le.: l'importance) final selon les crit2res supérieurs. 
Figure 2.1: ReprOsentalion Eiérarchique pont Déterminer les Rangs 
La deuxi&me représentation hiérarchique (Figure 2.2) est celle qui sera employée dans le 
cadre de notre mémoire. Elle est utilisée puisque nous désirons connaitre l'impact des 
sousnitères sur le but. Par exemple, nous voulons connaîî l'impact sur l'attribut & 
qualit6 logiciel (Le.: le but) si le résultat de la Méûique-1 est pauvre. Ce concept sera 
détail16 au cours des prochaines sections. 
Acceptable K= 
Pauvre K 
Figure 22: Représentation Hiérarchique pour 19$valuation 
ï i  apparaîi important de noter que dans les deux rep&ntations hihrchiques, il n'est pas 
nhssaire de balancer l'arbre (i.e., une branche peut posséder plus de nœuds que d'autres 
branches) et le ou tes chevauchements entre les niveaux s'av8rent également permis. 
23.1.2. ~om0~6116it6 des E~ments 
Un des rôles du AHP consiste à classifier, par ordre d'importance, tous les 6Ements de la 
hiérarchie en accordant une priorite à chaque Mment. Tel qu'il sera discuté dans la 
section 2.3.5, la dhmhation des priorités se fait par des comparaisons binaires, c'est-à- 
dire que deux sous-critères d'un certain niveau sont comparés par rapport au c r i t h  du 
niveau supérieur. il s'avère donc essentiel que tous les éldments d'un sous-niveau soient 
homogenes, sinon aucune comparaison ne peut être entreprise. Ainsi, les priorités sont 
calculées à partir de valeurs que nous avons accordées durant la comparaison binaire. 
Ces chiffres proviennent d'une échelle de 1 à 9 qui représente le degré d'importance d'un 
élément face à un autre (section 2.3.2). Par exemple, si nous comparons deux él6ments 
identiques, la valeur 1 est accordée. Si un élément est deux fois plus important qu'un 
autre éiément. nous donnons la valeur 2 et ainsi de suite. Il faut noter que la valeur O n'est 
pas presente dans cette échelle. En effet, une telle valeur nous indiquerait que les deux 
éléments sont complètement diff6rents et ne peuvent être comparés, ils ne devraient donc 
pas se classer au même niveau. 
En raison de nos limitations psychologiques lors des comparaisons binaires, Saaty (1996) 
suggére de Limiter le degré d'importance à neuf. R explique que la précision de nos 
comparaisons diminue lorsque le degré d'impomce entre deux 6léments augmente. Par 
exemple, il s'avère difficile de comparer la psseur @attribut) d'un bleuet avec celui d'un 
melon d'eau, où le degré d'importance est supérieur à neuf. Nous devons faire une 
transition plus graduelle du bleuet au melon d'eau. Pour remédier à ce probléme, nous 
devons dissocier ces deux items dans des groupes séparés. Même si nous sommes limites 
à seulement deux élements, Saaty (1996) recommande de créer plusieurs ensembles et de 
rajouter d'autres éiéments de grosseurs differentes. Par exemple, nous pouvons placer 
dans le premier groupe un bleuet, un raisin et une prune. Le deuxième groupe peut être 
composé d'élements tels que: une prune, une pomme et un pamplemousse, Lie troisième 
groupe se caractérise alors par un pamplemousse, un melon miel, et finalement, le melon 
d'eau. Nous pouvons maintenant comparer la gmsseur des elements de chaque ensemble 
avec I'éckelle de I à 9. 6veatuellment, i'AHP aws permet de comparer la priorité du 
bIeuet avec celle du melon d'eau. Il apparaît important de noter, lors de la transition d'un 
groupe B un autre, que le pIus gros Mment du groupe est présent dans le prochain (i.e., la 
prune et le pamplemousse), en devenant le plus petit élément. Ces él6ments sont 
considérés comme des pivots (Saaty, 1996). 
Ces auteur recommande donc d'ntiiiset des groupes homogenes dont leurs degrés 
d'importance sont moins que 9, afin d'assurer une plus grande stabilitd des priorités face 
aux jugements (lors de la comparaison binaire), sinon les priorit4s risquent d'&tre 
inconsistantes. ïi ne faut pas oubüer que le but de la hi6rafchie consiste h prendre un 
système complexe et i le simplifier, pur ce faire nous devons aussi simplifier la 
comparaison entre chaque éI6ment. 
23.13. Assurer une bonne repFCsentaion hiérarchique 
Afin d'assurer une bonne représentation hiérarchique, il est nécessaire de tenir compte de 
certains facteurs importanis. L'approche utilisée pour der une hiérarchie dépend aussi du 
type de décision qui doit etre prise (Saaîy, 1996). Par exemple, sommes-nous inthssés à 
choisir la meilleure alternative (e.g. nous voulons choisir la voiture qui répond le mieux à 
nos critères) ou & mesurer i'influence de certains attributs sur le reste du système? 
Un autre facteur ùnpwiant à considérer correspond au nombre de personnes nkessaire 
pour créer une hiérarchie. Ce facteur depend du niveau & complexite du système (e.g.: 
une hiérarchie à deux niveaux et cinq dl6menis contre une hi6rarchie ?î quinze niveaux et 
80 6Ements) (Saaty, 1996). La création d'une Wrarchie compiexe doit être complétée 
par un groupe d'experts au niveau du système. Un échange d'iâées, d'opinions et 
d'expérience facilite une meilleure repdsentation du système à analyser au niveau des 
facteurs et des aiteraatives La COOpetation d'un groupe d'experts peut Qalement 
contribuer à clarifier les définitions des objectifs et attributs utilisés afin d'éliminer toute 
ambiguï& lors des comparaisons binaires. 
Saaty (1996) souligne que la hibrarchie, une fois complétée, peut être modifiée de 
nouveau afin de répondre aux différents besoins. Par exemple, si nous ne sommes pas 
satisfaits d'une priorité assignée à une alternative, nous pouvons modifier la hidmchie en 
eliminant ou en ajoutant certains éléments. Si l'alternative reçoit encore la plus forte 
priorite après ces modifications, nous savons que cette alternative doit être le meilleur 
choix. Nous pouvons modifier une hiérarchie tout et aussi longtemps que les éléments de 
chaque niveau sont homogènes et que nous pouvons les comparer avec l'&ment du 
niveau supérieur. Malheureusement, cet exercice s'avère à I'origine de plusieurs critiques 
vis-à-vis l'AHP (Belton et Gear, 1983; Dyer 1990; Dyer et Ravinder, 1983; Dyer et 
Wendell, 1985; Leblanc et al, 1993; Schoner et Wedley, 1989) où l'ajout et le retrait d'un 
attribut ou d'un objectif peuvent causer une inversion des rangs. Ce phénomène fera partie 
d'une discussion à la section 2.6. 
Aiin d'aider à l'élaboration du design hiérarchique, Saaty (1996) offre quelques 
suggestions: 
1) Identifier le but global de la hiérarchie. Quelle est la principale question? 
2) Identifier les criteres (Le. attributs, objectifs) qui vont rencontrer le but global. 
3) Si approprié, identifier les sous-critères pouvant décrire les critères. 
4) Identifier les alternatives qui seront 6valuées en termes de sous-critèms. 
5) Si les objectifs peuvent être dt!terrnin€s en termes d'attributs, la hiérarchie est 
temiin&. 
6) Sinon, identifier et dvaiuer un niveau de facteurs audessus des attributs. 
7) Continuer à insérer des niveaux jusqu'au moment où tous les niveaux mat 
branchés, ensuite, compléter la comparaison binaire et établir les priorités. 
Le but de la hiérarchie consiste à simpüner un système complexe. Toutefois, pour qu'il 
soit bien représentatif, certains c r i t h  doivent être respectés. Malgré que ces sections se 
veulent un résumé de la mdthodologie de la construction des hiérarchies proposée par 
Saaty (1996), nous avons jugé nécessaire d'expliquer les points les plus importants afin 
d'assurer une bonne représentation des priorités. 
Toutefois, avant de discuter des priorités, il est primordial d'aborder, une autre fois, le 
sujet d'fkheile de mesure. Tel que nous avons discuté au début de ce chapitre, le choix 
d'échelles de mesure doit se faire judicieusement. En effet, le type d'échelles que nous 
choisissons pour mesurer un attribut, détermine la qualité d'information que nous 
pouvons en retirer (Fenton et Pneeger, 1997). À la lecture de ses travaux, il s'avère 
possible de constater que Saaty est conscient de l'importance du type d'échelles choisi 
pour les comparaisons binaires et les calculs des priorités. Pour ces raisons, nous 
discuterons maintenant du type d'dchelles créé par Saaty pour son mod&le AHP. 
2.3.2. Echeile de mesure utilisée par l'AHP 
D'apr8s Saaty (1996). les psychologues intéressés au domaine cognitif reconnaissent que 
les gens peuvent faire deux types de comparaisons: absolue et relative. Lnrsque nous 
comparons des alternatives partir d'un standard basé sur nos expériences, nous faisons 
une comparaison absolue. Ainsi, nous utilisons la comparaison absolue lorsque nous 
voulons classer une alternative d'après l'intensité de chaque critère de comparaison (e.g. 
très bon, bon, moyen, pauvre, et très pauvre). La comparaison absolue jouera un rôle très 
important lors des calculs des priorités pour le modele de qualité que nous verrons plus 
tard. 
La comparaison relative, quant à elle, est une comparaison binaire entre deux éléments 
d'un même sous-niveau en se basant sur l'objectif qu'il partage au niveau supérieur. Par 
exemple. nous pouvons comparer la différence entre une prune et une pomme (des 
éléments d'un même niveau) par rapport à leur grosseur (I'objectif ou le, critère, l'élément 
supérieur). Le niveau d'importance peut être exprimé de façon qualitative - la pomme 
est faiblement plus importante que la prune - ou de façon quantitative - la pomme est 
deux fois plus grosse que la prune. 
Saaty (1998) a créé une échelle relative de comparaison binaire où lVintensit6 d'importance 
entre deux éldments est représentée par une échelle fondamentale de valeurs absolues. 
Les valeurs de degrés d'importance sont réelles et appartiennent à i'intervalle (1, 9) 
(Tableau 2.5). 
Tableau 2.5: Echeile de Comparaison Binaire (Saaty, 1984). 
- 
mportance €gale des deux Clémen@ 
Yble importance d'un ClCrnent par 
apport i un a u a  
tmportance forte ou dCtennïnante d'un 
%?ment par rapport à un autre. 
importance attestée d'un éiCment par 
rapport à un aua .  
importance extrême d'un ClCrnent par 
npport à un aua .  
Valeurs in(cnddiaires entre deux 
appréciations voisines. 
S i  t'activité i se voit aüribwr t'un des 
c h h  précédent lonpu'eiie est 
coupde B I'activiié j, j a donc la 
valcur récipmquc lorsqu'on la 
compare 8 i. 
Explication 
Deux ClQunrs contribuent aumt à la 
pmpriCt€. 
L'expérience a t'appréciation personnelles 
favorisant Hgèrement un tlCmcnt par rapport 
à un autre. 
L'expérience et t'appréciation personnelles 
favorisent fortement un tltmmt par rapport à 
uu aua .  
Un élément est fonemnt favorisé a sa 
dominance est attestée daus la pratique. 
Les preuves favorisant un ClanCm par 
rqJpOR à un a u a  sont aussi eoavaiacontcs 
que passible. 
Un compromis est necessaire entre deun 
appteciations 
Selon Leblanc (1999), cette échelle relative nécessite aucune information sur la valeur 
absolue des éléments comparés. En d'autres mots, si nous disons que la pamme est deux 
fois plus pesante que la prune, il n'est pas nécessaire de connaître le poids de chaque 
€lément. Si le poids de la pomme est wi et celle de la prune est wj, nous disons que: 
Cette équation provient de l'échelle de ratio et identifie à quel point un élément i est 
préférable, ou non, à l'élément j (Leblanc, 1999). De plus, l'équation démontre que les 
poids de chaque élement (wi et wj) ne sont pas nécessaires pour la comparaison. Ceci a un 
h o m e  avantage lorsqu'un décideur doit comparer des éléments dont les attributs ne 
peuvent être mesurés de façon qualitative (e.g., beauté, style). 
Les régles de a, sont d6finies de façon suivante (Saaty, 1996): 
RPgle 1: Si au = a, alors aji = lia, a * O ( a# = wfi i  ). Par exemple, si l'élément 
A est 3 fois plus important que l'clément B, alors B est 113 aussi 
important que A. 
Règle2: Si les deux éI6ments sont jugés comme ayant le même ordre 
d'imporiance aiors au = 1 et aji = 1. 
La règle 1 nous aide à limiter le nombre de comparaisons possibles entre les éléments. Si 
nous comparons l'éldment A avec l'élément B. il n'est pas necessaire de comparer 
l'éiément B avec i'élément A, puisque nous savons que la comparaison au est le 
réciproque de aji- Alors si nous avons n déments ii comparer, le nombre total & 
comparaison binaire est de n(n-1)12 au lieu de n2. Malheureusement, si le nombre de n 
est large, le temps nécessaire à faire toutes ces comparaisons sera aussi considérable. 
Nous poumons toutefois diminuer ce nombre de comparaisons A n si nous utilisons une 
échelle d'intervalle où une seule réponse par &ment est nécessaire pour son i'évluation 
(Leblanc, 1999) éiïminant ainsi la valeur réciproque. Mais ce que nous gagnons en temps, 
avec un échelle d'intervalle, nous pounions le perdre en précision, et ce, à cause des 
règles statistiques permissives aux deux 6cbelles (voir section 2.1 et 2.3.4). 
il est aussi important de noter que i'6cblle d'importance du Tableau 2.5 assume que la ou 
les personnes faisant la comparaison binaire entre deux éléments sont familières avec ces 
déments et leurs attributs. Par exemple, nous voulons comparer deux villes, Montréal et 
Londres, par rapport à leur distance une troisième ville, Istanbul. Si nous n'avons 
aucune idée où est situe Istanbul, il n'existe aucune échelle pouvant nous être utile. 
23.3. ~ ' E c h e ~ ~ e  est de Type Absoiu. 
Roberts (1979) explique que l'échelle de type absolu est le type d'échelle le plus « pure w 
puisque la seule transfomation admissible est : 
L'kchelle absolue est un ensemble de valeurs qui sont invariantes sous une "identiiy 
rransfoonnation." En d'autres mots, nous ne pouvons manipuler ces valeurs de façon à ce 
qu'elles représentent la méme chose. Par exempIe, i'échelle de ratio est invariante sous la 
transformation de similarit& Ainsi, nous pouvons multiplier un ratio par une constante 
positive et obtenir le même ratio (e.g., transfmation de centimétre en pouce). Avec 
l'&elle absolue, il n'y a qu'une seule façon de mesurer les choses. Lorsque nous 
comparons deux objets ensemble et nous jugeons que i'objet A est 3 fois i'objet B, i'objet 
A ne sera jamais 4 fois B, OU 10 fois B, OU 100 fois B. La valeur 3 ne peut être 
transformh ou manipulée & façon à garder la m h e  signification, la valeur 3 est donc 
absolue. Si nous prenons le ratio de deux chiffres, par exemple on divise six kg de 
bananes par trois kg & bananes la réponse est 2. La valeur 2 est absolue, car elle ne peut 
ttre remplacée de façon B dire Ia même cbose (Saaty, 1996). 
En se basant sur le Tableau 2.1, on se rappelle que la transformation admissible pour 
l'échelle de type ratio est (a > 0): 
La valeur "a" représente donc une valeur absolue du ratio (a > 0): 
23.4. ~'lhhelle de Ratio et la Normalisation 
Tel que nous venons de voir, les valeurs de comparaison binaire du Tableau 25  
proviennent d'une échelle absolue (Saaty, 1996). Cette caractéristique est essentielle pour 
I'AHP, car toutes les priorités doivent &entuellement être normalisées et la normalisation 
de toutes autres 6chelles inférieures ii celui de ratio (e.g. ordinale et intervalle), n'est ni 
valable, ni significative (Sriaty, 1996). Une normalisation représente la division de chaque 
videur dans un ensemble, par Ir somme totale de cet ensemble. Ce calcul est attrayant car 
il crée un nouvel ensemble de chiffres situé dans l'intervalle [O,I] dont la structure 
ressemble à des probabilités. De plus, Saaty est d'avis que la nonnalisation est 
independante de l'origine de l'échelle de mesure (e.g. ordinale, intervalle, ratio), c'est 
due cp'il est possible de normaliser des valeurs provenant de ces trois échelles de mesure 
(voir Tableau 2.6). 
On peut être tenté d'appliquer ces valem normalisées de type ordinal et intervalle à des 
statistiques au même titre que les valeurs de type ratio. Toutefois, tel que présenté à la 
section 2.1, la division n'est pas une opération mathématique valable pour les échelles de 
type ordinal et intervalle. Donc, la signification de la nonnalisation peut 2üe douteuse 
lorsque nous utilisons une échelle inf6rieure B ceile de ratio. 
Tableau 2.k Normalisation d'ensembles provenant de diflérents types d'echdles. 
Typed'écheile 1 Ensemble 1 VdeurNonnalisée 
Voici un autre exemple, prenons les ensembles Met M'du Tableau 2.3 et normalisons les 
valeurs. Par exemple, chaque valeur (e.g., A) est divisée par la somme de leur ensemble 
(e.g., A+B+C+D). Les résultats du Tableau 2.7 affirment que seule I'échelle de ratio 





Tableau 2.7: Normalisation des d'ensembles Met M' du Tableau 2.6. 
1,3,5,7 





Normalisation des Enaaibkr 1 
Saaty (1996) souligne que le résultat suite aux opérations de calculs des priorités (section 
2.3.5) ii partir des chiffres provenant d'échelles ordinales ou d'intervalles normalisées n'a 
aucune signincatiun, puisqu'il serait facile de produire des résultats diffefents avec un 
nouvel -ensemble de chiffres normalisés provenant d'une différente échelle ordinale au 
intervalle. En somme, une échelle de ratio s'avère et maintient sa proportionnalit6 
avant et après la normalisation. De plus, Saaty reconndt qu'il est dangereux d'utiliser une 
échelle inférieure il celui de ratio durant le calcul des priorités. il faut donc être judicieux 
dans notre choix d'échelle de mesure. 
Pour terminer cette section, il s'avére important de noter à nouveau que l'bchelle 
d'importance du assume que la ou les personnes faisant la comparaison binaire entre 
deux déments sont familiéces avec ces éléments et leurs attributs. 
23.5. Les priorités 
Une fois que nous avons simplifié un système complexe il raide d'une hiérarchie, Ies 
prochaines étapes de PAHP consistent à faire des comparaisons binaires (section 2.3.2) 
afin de calculer les priorités de tous les éléments. Les priorités refletent l'ordre 
d'importance des éléments $i l'intérieur de la hiérarchie. 
23.5.1. Création d'une matrice de priorite 
Afin de nous aider à faire les comparaisons binaires, nous utiliserons une manice. 
Prenons par exemple un sous-niveau de quatre éléments, Al, A2, A3 et &, avec leur 
attribut commun, C, lequel est situé au niveau supérieur : 
Pour effectuer la comparaison binaire, l'échelle d'importaoce créée par Saaty sera 
employée flableau 25). Premiérement, nous allons comparer le premier dement, Al, 
que i'on retrouve dans la colonne, avec tous les autres é'iéments situés dans ta rangée, en 
fonction de i'attribut C, i.e.: 
La question suivante peut être posée pour aider il faire les comparaisons: Par rapport à 
l'attribut C, quelle est l'importance de l'élément A, face il l'él6ment A,'? La question 
utilisée pour faire les comparaisons s'avhe très importante car elle doit reflCter la bonne 
relation entre les deux éléments d'un certain niveau et I'él6ment au niveau supérieur. La 
premi8re comparaison correspond à l'ensemble (Ai, Ai') et contient deux éléments 
identiques. D'après la règle 2 (section 2.3.2). la valeur d'importance pour cet ensemble 
est de 1. Alors tous les ensembles qui comparent deux élements identiques ([A, Ab'] , OU 
a = b) ont une valeur d'importance dgale à 1, donc toutes les valeurs diagonales & la 
matrice sont égales à 1 : 
Ensuite, nous comparons l'dldrnent, Ai, avec tous les autres cléments A,' (oh x = (2,3,4)) 
et accordons à chaque ensemble une valeur d'importance (Karlsson & Ryan, 1997): 
La matrice nous indique que d'après l'attribut C, I'éiémnt A1 a une "fa importance" 
par rapport à I'éMment A.+' et une "faible i m p o ~ c e "  par rapport à l'&ment Az' 
(Tableau 25). 
Maintenant que nous avons termine avec PfXment AI, nous continuons nos 
comparaisons avec le deuxieme èldment de ta colonne, soit Az. Nous remarquons très 
rapidement que le premier ensemble de comparaisons (Az, Al*) est l'inverse de 
l'ensemble (Ai, Ac) (section 2.3.2). Dans une situation idéaie, si une pierre, W1, est 
deux (2) fois plus pesante que la pierre, WS, nous pourrions aussi dire que la pierre W$ 
est deux fois moins (112) lourde que la pierre, WI. Alors, le degré d'importance accordé 
à l'ensemble (A2, Al9) est le réciproque du degré d'importance pour l'ensemble (Al, Ai). 
Nous continuons les companisons de l'élbment A2 avec tous les elements A,' (où x = 
{3,4)). Les ensembles de comparaisons peuvent donc être résumds comme suit: 
À cause de la relation de réciprocit6, nous avons seulement à complèter la moitid de la 
matrice : 
23.5.2. Calcul des priarités p u r  un critère 
Maintenant, nous sommes prêts à calculer le poids relatif de chacun des n dl6rnerus. La 
représentation fomelIe de la matrice de comparaisons par paires peut s'exprimer comme 
suit : 
À l'aide de la matrice A, nous pouvons maintenant calcuier le poids relatif de chaque 
dément A,. Pour résoudre ce problbne, Saaty (1996) considére une situation idMe oil 
toutes les comparaisons s'avèrent parfaitement cohérentes. Par exemple, prenons deux 
pierres ayant des poids différents, wi et Wj, le de& d'importance de chaque élément par 
rapport à leur poids est représentt par I'équaiion suivanie : 
La matrice A est représentée de la façon suivante: 
Considérons la rangée i qui contient n valeurs: 
Donc, dans une situation idéale, si nous multiptions la première valeur de cette rangée 
avec wl et la deuxieme valeur avec wz, et ainsi de suite, nous obtenons : 
La représentation matricielle de ce que nous venons de faire est: 
Jusqu'à maintenant, nous avons considéré une situation idéale, mais pour les cas 
généraux, Saaty (19%) demontre que wi peut être représenté par l'équation : 
Cette équation décrit un système linéaire qui peut aussi être énoncé de la façon suivante : 
La constante lmax désigne la valeur propre de la matrice A et est utilisée pour la 
normalisation. La valeur w,  quant à elle, correspond au vecteur propre, Ce vecteur propre 
devient le vecteur de priorité des éléments de la matrice A. Pour une matrice positive qui 
est réciproque et dont la diagonale est égale à 1, Saaty (1996) prouve que : 
Prenons par exemple la matrice de priorite suivante dont trois projets sont comparés au 
critère C: 
C 1 Al '  A 2  A3' 
A l  1 1 3 7 
La demière rangée représente la sommation des comparaisons binaires de chaque 
colonne. Maintenant toutes les valeurs sont normalisées par la sommation de leur colonne 
respective: 
La prochaine étape consiste à calculer le vecteur propre & la matrice. Pour ce faire, nous 
additionnons les valeurs de chaque rangée et ensuite nous divisons ce résultat par le 
nombre d'éléments (n = 3): 
C 
A l  
C 1 Al' A 2  A3 
Al 1 0.68 0.71 0.54 
Al' A 2  A3' 
0.60 0.71 0.54 
Le vecteur propre, w, indique l'importance de chaque éi6mnt par rapport à rattribut C et 
démontre la distribution d'un Wment vis-&-vis un autre à I'intécïeur de l'ensemble. Nous 
pouvons donc dire que l'&l€ment A2 (w2) est deux fois moins important que l'éi€ment AI 
(w,). La prochaine drape consiste à calculer la valeur propre, Amax. Pour ce faire, nous 
calculons la valeur Ai'max dans chacune des rangées i du produit mahiciel Bw = Am 
(Leblanc, 1999): 
Ensuite, nous prenons pour Amax la moyenne des n valeurs Ai'max ainsi obtenues, i.e. 
(Leblanc, 1999): 
CA', Y. 
Amax  = t=I,. n 
n 
Les 3 solutions de Umax sont: 
La valeur moyenne estimée de Amax est: 
Amax = (3.58 + 2.64 + 3.09)/3 = 3.10 (28) 
Nous remarquons que la valeur de A m  est très proche du nombre total dP6l6rnents, n = 3. 
Mais quelle serait la signification si la valeur de Âmax s'avérait supérieure ii n ? Ce point 
sera abordé à la section 2.3.6. 
23.53. Calcd des priorités en présence de plusieurs sousniveaux 
Nous allons maintenant considérer une hiérarchie possédant plusieus sous-Riveaux- La 
Figure 2.3 représente une hiérarchie contenant trois projets (A, B et C), trois critères (Cl, 
C2 et C3) et un objectif (Q). 
Figure 23: Représentation HiOrarchique de plusieurs critères 
Premièrement, afin de calculer les poids de chacun des critères (CI, C2 et C3) nous 
devons procéder à des comparaisons binaires en rapport avec l'objectif Q. Cette exercice 
est similaire à ce que l'on a traite à la section 2.3.5.1. Afin de faciliter le travail, nous 
allons accorder des poids bgaux aux trois critères (i.e. w = 1/3), Ensuite, nous 
comparerons chaque projet, A, B et C, selon chacun des critères. La matrice de priorit6 
est représentde comme suit: 
Par la suite, le vecteur propre (w) de chaque critère est calculé: 
L'étape ha le  consiste à évaluer le poids final de chaque projet par rapport à l'objectif Q. 
Ainsi, le poids de chaque projet est multiplié avec le poids des critéres respectifs (i.e. Y3) 
et sont ensuite additionnés ensemble: 
Le résultat final démontre que, par rapport à l'objectif Q, le projet C domine legèrement 
sur B et que B domine sur A: C(0.41)>B(0.39)>A(O.18). Les priorités confirment 
egakment que les projets C et B sont deux fois plus importants que le projet A. 
2.3.6. Cohérence 
Une matrice de comparaison est généralement élaborée h partir de l'expertise 
professionnelle des usagers. À l'occasion, il arrive que le degré d'importance accord6 
durant la comparaison binaire soit incohérent. Par exemple, si l'élément A présente un 
degré d'intensité plus fort que B et que B a un degré d'intensité plus fon que C, il serait 
donc logique de dire que I'élement A possède un degré d'intensité ptus fort que C. Si par 
mbgarde ou par un moment d'inattention, nous indiquons que l'&ment A présente un 
de@ d'intensitb moins fort que C, la matrice risque d'&tre incohérente. Un Xmax 
supérieur au nombre total d'éldments, n, s'avhe un des premiers indicatifs d'une matrice 
incoherente (Saaty, 1996). Donc, plus que la valeur de hmax se rapproche de n, plus on 
peut estimer nos résultats comme coh6~nts. Saaty (1996) propose l'utilisation d'un Index 
de Cohérence 0 afin de calculer la déviation de la cohérence : 
Imrsqu'une matrice dont tous les jugements de comparaisons binaires sont faits de façon 
aiéatoire (en prenant une échelle de 119, 1/8, ln ,  ... 1, 2, 3, ..., 9). s'avère réciproque, 
l'index de coherence moyenne peut être reptesente par l'index Randomise (IR). Le 
Tableau 2.8 présente les valeurs de l'IR pour les matrices de grandeur n où (ûuz<10). 
Tableau 2.8 Valeurs de l'Index Randomisé pour Différentes Matrices. 
Si nous comparons I'IC de notre matrice contre l'IC d'une matrice dont toutes les 
comparaisons binaires sont incohérentes, nous aurions le Ratio de Cohérence: 




D'après Saaîy (1996). un RC inferieur à 0.10 (ou 10%) est considbré acceptable, c'est à 
dire que les jugements des degrés d'importance s'avèrent cohérents. il faut toutefois faire 
preuve de vigilance, puisqu'une grande cohérence ne signifie pas nkessairement une 
grande précision (Le., deux matrices diffdrentes peuvent avoir la même cohbrence sans 
p u r  autant avoir le même vecteur de priorit6). Lorsqu'un RC est élevd, la matrice de 
comparaison devrait être réétudiée afin d'apporîer des changements de degrés d'intensité 
appropriés. Lorsque le RC persiste à demeura &levé, il est recommandé que la ou les 
personnes ayant complété la comparaison binaire puissent mieux comprendre la 
signincation des éléments et rkxaminer la structure de la biCmhie. 
Afin de récapituier les sections précédentes, l'algorithme développé par Leblanc et 
coIIaboratem (1993) est présenté à la Figure 2.4. Cet algorithme se veut un résumé de la 
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ProcBder h I'agrdgation des poids obtenus dans l'arbre po 
classer les alternatives par rapport B l'objeclif principal 
(sommation des Bvaluations crit6rielles des projets par le 
poids des critbres) 
I 
Figure 2.4 : Algoriîhme du AEP pour des mesures relatives (Lebiane et al, 1993) 
24. La mesure comparative absolue 
Les sections précédentes avaient pour but d'introduire les bases fondamentales de la 
methode AHP afin de classer par ordre d'importance tous les critères à i'intérieur d'une 
hiérarchie. Maintenant, nous dons utiliser ces connaissances aiin d'dvaluer i'impact des 
critéres sur le but global. Cette caractéristique importante sera employée afin de répondre 
à un des objectifs de ce projet: & un modèle qui peut évaluer l'impact des résultats de 
métriques sur les attributs de la qualité logicielle. 
Tel que naus l'avons mentiod à la section 2.3.2, il existe, d'après certains psychologues 
cognitifs (Saaty, 1996). deux types de mesura cornpamtives: relative et absolue. La 
comparaison relative cefiete une comparaison binaire faite à partir d'un attribut commun 
aux deux éibments. La compdson absolue. d'autre part, évalue et classe par ordre 
d'importance, les critères à partir des standards basés sur notre expertise. Par exemple, 
les résultats des métriques peuvent être repIésentés par une échelle d'intensité ou de 
standards (e.g., excellent, très bon, bon, moyen, moins bon, faible et ttès faible). 
Les priorités sont attribuées à chaque intensité ou standard en faisant des comparaisons 
binaires. Ces valeurs sont ensuite normalisées en divisant par le plus grand &ment de 
i'ensemble. C'est-à-dire, le plus grand élément d'intensité se voit maintenant attribuer une 
valeur de 1 et tous les autres éI6ments possèdent des valem inférieures à 1. Saaty (1995) 
réfère B cette normalisation comme étant un "mode idhi." 
Lorsque la valeur du crit4re d'intensité est choisie (e.g., par le résultat d'une métrique), la 
priorite (en mode ideal) de cette intensité multiplie la priorité normaiisée (Le. le total des 
priorités correspond à un) de l'attribut en question. Donc, si le résultat des métriques 
correspond à l'intensité la plus elevée, la piont6 idéale du critère d'intensitd est 1 et la 
priorite de l'attribut ne se verra pas influen&. Toutefois, si la priorité de la valeur du 
crithe d'intensité est inf6riewe à 1, le total des priorités pour ce niveau sera moins de 1. 
Comme nous le verrons dans la prochaine section, une telle situation aura un impact 
direct sur le but global de la hiérarchie. 
2.5. L'impact de l'intensité d'on critère sur le but 
Pour visualiser l'impact des intensités sur le but, nous allons créer une hiérarchie sur la 
fiabilité du logiciel, laquelle dépend de trois métriques. Les métriques que nous avons 
choisies proviennent du standard sur la fiabilité Logicielle IEEE 982.1-1998 (IEEE, 1998): 
1) Densite de défaut (DD): Fenton et PReeger (1997) décrivent cette métrique 
corne  étant une mesure standard pour évaluer la qualité logicielle. Le densité 
de défaut est calcul& en divisant le n o m h  de defauts connus par le nombre 
de lignes de code. Malgr6 la simplicit6 de l'équation, il demeure que la 
signification du résultat peut s'avérer ambiguë. Un manque de consensus sur 
ce qu'est un défaut et sur la façon de compter le nombre de lignes de code 
explique cette ambiguïté. Toutefois, le DD est considéré comme étant une 
mesure indispensable dans un programme de métrique. Le DD utilise une 
echelle de ratio. 
2) "Mean The to Fuilirre" 0: La fonction MlTF représente le temps 
anticipé du prochain défaut observé. Selon le IEEE 982.1-1998 (IEEE, 1998), 
le M T ï F  "is the basic parameter required by most software reliability models 
(p. 28)." Cette métrique est basée sur une échelle ratio. 
3) Complexité cyelom~tique (CC): Cette mesure, s'appuyant sur une dcheile 
absolue, a initialement été p@ par McCabe en 1976 afin de repdsenter la 
comptait& ifun algorithme Iogiciel. La complexité cyclomatique refiète le 
nombre de chemins indépendants à travers le logiciel. Une valeur de CC 
excédant la valeur 10, signale au programmeur que le logiciel pourrait 
nécessiter plus de temps ii tester et iî réparer (Fenton et Pfleeger, 1997). 
Maintenant que nous avons défini tous les éléments de la bi6rarcbie (Figure 25), nous 
effectuerons. des comparaisons par paires des éléments afin d'etablir leur priontb. 
Fiabilité du Logiciel 1 1; 1 
Figure 25. Hiérarchie pour la fiabilit6 losfdelle 
Lobjeciif de cet exercice est de nous permettre d'évaluer l'impact des résultats de chacune 
des métriques sur la fiabilité du logiciel. Par conséquent, nous allons créer un autre sous- 
niveau composé des intensités (e.g., idéal, très bon, moyen, faible et très faible) qui refliite 
les résuliats de chaque métrique. La plage des résultats pour les intensités de chaque 
métrique se retrouve au Tableau 2.9. 
La prochaine &pe consiste Zi calculer les prioritds de ces intensités en effectuant des 
comparaisons binaires. Le Tableau 2.10 démon@ la matrice des priorités d'intensités de 
la métrique de défaut de densité PD). 
D'après Saaty (1996), les prioritds d"intensiié sont ensuite "pesées" (multipliées) avec la 
priorite àe leur critère respectif (Tableau 2.1 l), puis le mode d'intensité idéal est caiculè 
en divisant les nouvelles priorités par la plus grande valeur de î'ensemble (e.g., 0170). 
Tableau 29: Valeurs Accordées aux E~~ments d'Intensités 
1600 à 5000 Idhl 1 <O.l 1 1 i:i Très Bon 0.1 à 0.5 160 à 1600 Moyen 0.5 à 1 50à 160 
Tableau 2.10: Comparaisons d'Intensités p u r  le DD 
Faible 
Très Faible 
IdCd TlIs Bon Moyen Faibk Pdble 
1 à 3  
> 3  




Très Faible 1 115 114 ID ln 1.0 1 0.062 
5 à50 
1.6 à 5 
Tableau 2.11: Mode d9intensit6 id& par le DD 
839 
> 10 
1 .O 2.0 3 .O 4.0 5.0 
112 1 .O 2.0 3 .O 4.0 







La Figure 2.6 repfésenk la nouvelle hiérarchie pour la fiabilité du logiciet incluant le 
niveau des intensités de chque mttrique, les valeurs des priorités (entre parentheses) 
ainsi que les prioritk en mode idéal. 
1 Fiabilil4 du Logiciel 1 
ldeal 
(0.1 70) 1 .O00 
Trbs bon 

























(0.01 0) 0.1 16 
Ti6s Faibb 
(0.006) 0.070 
Figure 2.6: Hiérarchie incluant les niveaux d'intensités pour fa fiabilité lqjicielle 
Cette hiérarchie peut maintenant être utilisée dans un contexte d'6vaîuation, ce qui nous 
permettra de visualiser l'influence des intensités sur le but global de la hiérarchie (Le.: la 
fiabilité), Par exemple, si nous considérons tes deux premiers niveaux de la hiérarchie 
(Figure 2.61, le but est égal ii 1 puisqu'il s 'avh dépendant des priorités des rn6triques 
sous-jacentes et que l'addition des ces priorités normdisées @aie ib 1 ou 100%: 
Donc, une fiabilité de 100% présume que les priorith des métriques demeurent 
inchangées. De la mgme façon que le but dépend du Nveau sous-jacent, les metriques 
sont aussi dépendantes du dernier niveau d'intensité. Toutefois, conirairement au but, 
cette dependance relève directement de la valeur de l'intensité choisie par le décideur, 
puisque la priorité en d e  iddd de cette intensité multiplie Ia priorité de la dirique 
correspondante. Ainsi, si les intensités des résultats de métriques sont toutes catégorisées 
conune "Idéal," (i.e. la priorite idéale est de l), les priorites des metriques demeurent 
inchangées et la valeur de la priorité de fiabilite sera égale à 1: 
Fiabiütk du logiciel = Z [prioritk (X) * priorite ideaie de i'mtensité (x)] (37) 
= 0.4067*1 PD) + 0.3695*1 (M'ïTF) + O.2238* 1 (CC) 
= 1 
Nous pouvons alors nous questionner quant à l'impact sur le but si une ou plusieurs 
intensités etaient inf&ieures il 1. Le Tableau 2.12 propose trois scénarios comportant 
différents résultats & métriques. L'impact sur la fiabilité associé aux différentes intensités 
est illustré dans le Tableau 2.13. 
Tableau 2.12: Trois scénarios comportant des résultats de métriques différents. 
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À la lumière de ce dernier tableau, il apparaît évident que lorsque I'itensit6 de la 
métrique est au-dessous de la valeur idéale, le but de la hiérarchie peut devenir fortement 
affecté. La signification d'une diminution de la priorité du but indique au décideur que le 
logiciel n'a pas répondu aux standards. De plus, l'impact de l'intensité sur le but dépend 
également de la pnoritt5 même de la mémque. Par exemple, une forte diminution de la 
priarité du DD affectera d'avantage le but, qu'une forte diminution de la CC, car la 
priorité du DD représente 40% du but total contrairement à 22% pour la CC. Ce 
phdnomène semble donc pouvoir assister le décideur à justifier la quantité d'efforts ou de 
cofits requis à investir afin de promouvoir la valeur du but global. En d'autres mots, le 
décideur devrait être tenté d'investir davantage dans l'amélioration du résultat de la 
métrique DD (possédant la plus haute priorité) que de la métrique CC (représentant la 
plus basse priorite). 
23,l. Signülcaîion des résuhaîs 
Tel que nous venons de voir, l'influence des intensités sur la qualit6 est clairement 
dominte par la priorité des critères. Maintenant que nous savons que la priorite du but de 
la hi6rarchie peut diminuer, il s'agit de trouver la signification lorsqu'elle est inférieure B 
1. Un but possédant une priorité optimale de 1 ou 100% signifie que toutes les intensités 
répondent aux standards. que nous lui avons imposés (Le., intensité idéale = 1). Alors, 
considérant la nature de i'échelle utilisée par le AHP, si le but diminue à 0.5 ou 50%, 
nous pourrions dire que la fiabilité du logiciel s'avère deux fois moins importante que la 
fiabilite optimale. Si la fiabilité du logiciel s'évalue à 0.25 ou 2596, nous pourrions dire 
que cette fiabilité est quatre fois moins importante qu'une fiabilité idéale, et ainsi de suite. 
Puisque le pourcentage dépend des 616ments de la hiérarchie ainsi que des priorités qui 
leur ont été imposées par le décideurs, la valeur du but global reflète alors les intensités 
du système iM tel que d h i t  initialement par le décideur. Par conséquent, il semble que 
ce pourcentage ne peut etre géndralisable à l't5valuation de d'autres systèmes. 
Donc, ce type d'analyse s'avhe un indicatif de la fiabilité logicielle mesurée. Grâce aux 
concepts de prioritt-5, il nous semble possible d'augmenter la fiabilité logicielle en se 
concentrant B amdliorer Ia valeur des méûiques dont la priorité des critères est &levée. 
Ainsi, les autres criteres, ayant une priorité moins importante, pourraient être négligés ou 
discutés plus tard. 
Ji demeure important de noter que les standards ainsi que les prioritds des ctitkres doivent 
êtm calculés h partir des comparaisons binaires complWes par un groupe d'experis dans 
leur domaine (e.g., utilisateurs, dalisateurs et maîtres d'œuvres). Dans ce cas, nous 
pouvons présumer que les priorib5s mfl&tent l'opinion de tous les experts du domaine. 
D'autre part, si les comparaisons binaires avaient 6tè complétées par seulement un 
individu, les priorités seraient probablement différentes de ceux du groupe et la 
génhlisation à l'ensemble de la population deviendrait encore moins probable. 
2.6. Controverses d 6 e s  au modOle AHP 
Malgré que le AHP possède plusieurs caractéristiques avantageuses (e.g. utilisation d'une 
khelle de ratio, indice de coh&rence, évaluation de l'objectif selon I'intensid des critères), 
il demeure que cette m4thode p s è d e  certaines faiblesses qui ne peuvent bûe laissées 
sous silence. Par exemple, certains auteurs ont critique l'échelle utilisée par le modele 
AHP (Dyer 1990; Dyer et Ravin&r, 1983; Dyer et Wendell, 1985). Ces critiques portent. 
enue autres, sur la Limite de 9 proposée par Saaîy et sur le fait qu'il n'existe pas de valeur 
" 0  sur i'échelle (considérant que liechelle est de type absolu). Examinons ces points un B 
un. D'après Forman (dtb par Saaty, 1996), i'kklle de 9 points n'est pas nécessairement 
requise par les axiomes du AHP. Saaty (1996) a basé cette ümite sur des €tudes 
empiriques, de plus, cette Bcbetie aide à stnicturer la cornplexit6 du problhe en limitant 
le nombre d'é1ements h 7 g .  Toutefois, si l'&ment A s'avère 9 fois plus important que B 
et que B est 5 fois plus important que C, cause de la mesure de raiio, nous sommes 
obligés & dire que A est 45 fois plus importaat que C. Un tel anangement peut causer 
une élévation du ratio de cohhnce (section 2.3.6), mais le décideur pourrait accepter un 
ratio élevé (meme plus de 10%). s'il reconnaît que la cause est provoquée par des 
jugements exMmes (Saaty, 1996). En ce qui concerne le second point, c'est-à-dire 
l'absence de la valeur "O" de i't?chelle, cette valeur n'est pas vraiment absente, mais plutôt 
inutile. Par exemple, si deux déments ne sont pas homogènes et ne partagent aucune 
relation avec le critère du Riveau supérieur, la valeur de la comparaison par paire devrait 
être "O". Cependant, ce problème ne devrait pas survenir puisque chaque niveau de la 
hiérarchie comprend des 616ments qui s'averent homogenes et la hiérarchie ne devrait pas 
être acceptable lorsque l'homogdnéit6 n'est pas maintenue. 
Durant les années 80 et le début des annees 90, le modèle AHP fut le centre de critiques 
par plusieurs auteurs (Belton, & Gear, 1983; Boucher, & MacStravic, 1991; Dyer, & 
Ravinder, 1983; Dyer, & Wendell, 1985; Dyer, 199ûa,b; Kamenetsky, 1982; ïeblanc et 
al, 1993; Schoner, & Weàley, 1989). La nature de ces critiques sont principalement 
basées sur ce qui est communément appelé l'inversion des rangs. Leblanc et a1 (1993) 
expliquent: "par ce phénomène, certaines alternatives, lorsque rajoutées à une série 
d'alternatives ayant dejà Btd analysées et classées, provoquent une inversion des rangs 
relatifs de ces alternatives" (p. 3). Ce probl&me se présente lors de mesures relatives 
(section 2.3.2) et non en présence de mesures absolues (Saaty, 1996). Ainsi, durant une 
mesure absolue, meme si nous ajoutons une alternative. il ne devrait pas y avoir une 
inversion de rangs parmi le groupe d'alternatives. Toutefois, si nous ddcidons de faire 
l'ajout de critères additio~eis dans notre hiérarchie, nous risquons de provoquer une 
inversion des rangs parmi les critères, puisque leurs rangs ont été déterminés par la 
mesure relative. Étant donné la portée de ce problème, la prochaine sous-section y sera 
 cons^ dans le but d ' o f i  une solution. 
2.6.1. Inversion des rangs 
Afin de clarifier et de bien comprendre le problème d'inversion des rangs, Leblanc et al. 
(1993) offrent l'exemple proposé initialement par Dyer (1990) utilisant les données de 
L'exemple original de Belton et Gear (1983). 
Trois projets A, B et C sont comparés selon mis critères différents Cl, C2 et C3 
ayant des poids égaux. Les comparaisons par paires donnent les résultats suivants: 
Avec la méthode AHP classique, on obtient le classement [de priorités] 
B(0.47)>A(0.45)>C(O.08). ïes dvaluations par critère correspondent aux vecteurs 
W. Dyer (1990). reprenant les données de l'exemple de Belton et Gear (1983), 
ajoute une quatrieme alternative D qui obtient les résultats 8, 1 et 8 sur les critères 
Cl, C2 et C3. Les comparaisons par paires prennent donc l'allure suivante: 
Le résultat h a i  par AHP donne alors un classement A(037) > B(0.30) > D(027) 
>C(0.006). Ainsi, le projet A est passé en tête, devant le projet B, par le seul fait 
que l'on a ajouter D. (Leblanc et al , 1993, p. 3). 
Ce phénomhe d'inversion des rangs est principalement causé par la mécanique de la 
méthode AHP et non par une i n c o h c e  dans les comparaisons binaires. Dyer (1990) 
explique que l'inversion des rangs survient surtout lorsque un élément (e.g., attribut) 
s'ajoute ou s*av&e &min& de la hiérarchie. La caractéristique de cet élément correspond à 
sa similarité avec un ou plusieurs autres du groupe. La cause comspond à une "dilution" 
des pointages de comparaisons. En d'autres mots, la présence de "copie proche" diminue 
la dominance relative des autres alternatives. Saaty (1987) a dtudid les caractéristiques 
des "copies prochesn qui suscitent une inversion des rangs. ï i  a conclu qu'une alternative 
doit être éüminée si son score est h l'intérieur de 10% d'une autre alternative, On pourrait 
se questionner sur l'utilité d'une méîhode multicrit&ce de prise de décisions lorsque la 
dominance des alternatives s'avére dvidente. Leblanc (1999) explique que l'ordre 
d'importance est essentiel ii connaître surtout dans les situations où les alternatives 
possèdent une dominance rapprochée. De plus, Saaty (1990) mentionne que l'élimination 
ou l'ajout d'un élément de la hiérarchie, démontrent un manque de compréhension des 
intensités de la part du décideur. Malheureusement, ce commentaire ne reflète pas 
toujours la rtMté, puisque dans certaines situations des dléments, initialement absents, 
doivent être rajoutés. 
Leblanc et al. (1993) soulignent la possibilité que le classement obtenu avec le AHP soit 
incohérent du point de vue logique. Les auteurs offrent l'exemple suivant afin d'expliquer 
ce phhomène: 
Trois projets A, B et C sont comparés selon trois critéres différents Cl, C2 et C3 
ayant des poids égaux [i.e., In]. b comparaisons par paires donnent tes résultats 
suivants: 
Par la méthode AHP, nous avons le rang suivant B(0.38) > A(0.34) > C(0.28). 
Toutefois, la comparaison directe des projets A et B selon AHP conclut que 
A(O.5 1) > B(0.49). De m&ne, on obtient A(0.53) > C(0.47) et B(0.54) > C(0.46). 
Le classement final devrait donc être A > B > C. (L'inspection des données 
montre bien aussi que A domine B). (p. 6). 
De plus, ieblanc et al. (1993) ont aussi identifie plusieurs écrits: "qui utilisent AHî et 
&happent B ce probl&me, ne sont pas vraiment multicritkes, ils présentent un projet qui 
est supérieur aux autres de façon &idente" (p. 6). Il est recommandé que le décideur soit 
vigilant lors de i'interprétation des données. 
2.6.2. Intransitivité 
Leblanc et al. (1993) ont découvert une autre situation pouvant survenir lors de 
l'utilisation du AHP, celle d'mtransitivité, Le. "oiî i'agrégation du premier niveau 
débouche sur une intransitivité avec A > C, B > C et C > A, que le préordre approché du 
second niveau conclut h un préordre du type A > B > Cn (Leblanc, et al., 1993, p. 10). Ces 
auteurs offrent i'exemple ultérieur qui peut survenir avec le AHP: 
Trois projet A, B et C sont comparés selon trois crithes diff6cents Cl, C2 et C3 
ayant des poids égaux [Le., 1/31.  ES comparaisons par paires donnent les résultats 
suivants: 
La méthode AHP donne comme résultat A(0.36) > C(0.3 1) > B(0.31). Toutefois la 
comparaison des projets deux à deux donnent les résultats suivants, A(0.55) > 
B(0.45). B(0.5 1) >.C(0.49) et A(0.52) > C(0.48). Malgré la parfaite cohérence des 
matrices de comparaisons par paires, il y a intransitivitt? dans la classement des 
projets. 
ïeblanc et ses collaborateurs (1993) distinguent trois situations din6rentes en présence de 
I'intransitivit6 : 
9 L'intransitivité n'est pas acceptable pour le d6cideur. Dès lon, il faut 
remonter aux évaluations initiales ou changer de methode d'agrégation des 
comparaisons par paires afin de corriger la situation. (p. 10) 
9 L'intransitivité est acceptable (pour des décisions collectives par exemple), et 
un projet domine les autres. Dans ce cas, A est préféré à B, C. et D dans les 
comparaisons par paires, alors que B, C et D se surclassent l'un et l'autre. 
Puisque les projets sont mutuellement exclusifs, le projet dominant pu t  erre 
retenu. (p. 11) 
9 L'intransitivité est acceptable et aucun projet n'est dominant. Pour cette 
éventualité, il est nécessaire d'ajouter de l ' i n f ' w  p u r  parvenir à 
discriminer entre les projets. (Notons cependant que l'on peut souvent 
partager L'ensemble des projets en dewt classes distinctes: ceiie & retenir pour 
analyse uldrieure et celle à rejeter. Cette ddmarche, qui est au cœur de la 
méthode ELECTRE (Roy, 1993), peut égaiement &re utile à l'approche 
proposée dans ce travail) (p. Il). 
2.7. Modifications au modèle AHP 
Tel que nous venons de le voir, le AHP peut être susceptible à certaines controverses. De 
plus. fréquemment, le ddcideur n'est pas alerté aux problèmes pouvant survenir lors de 
l'utilisation du AHP ou de d'autres modèles de prise de ddcision (i.e., inversion des rangs, 
intransitivité, classement illogique). Leblanc (1999) explique que ces problèmes 
demeurent habituellement dissimulés à l'intdrieur des résultats. Donc, le décideur ne 
possède aucune façon de valider le classement final. Afin de résoudre ce probléme, 
Leblanc et ai. (1993) offient une modüication à i'algorithme AHP (Figure 2.4). Cette 
méthode "agrège les comparaisons multicritères par paires de projets plutôt que les 
préordres complets dtablis sur les projets pour chaque critère" (p. 11). L'algorithme de 
ïeblanc et al. (1993) n'apporte aucun changement à la méthodologie même du AHP. 
Cependant, elle intmduit des &tapes ayant pour but d'informer le décideur et d'anticiper 
les sources de problèmes pouvant survenir. 
Les premiéres ktape-s du modèle de Leblanc et al. (1993) s'avèrent identiques au modele 
AHP (i.e., dlaboration d'une hiérarchie et de la matrice de priorités, le calcuî du vecteur 
propre et le ratio de cohérence). Ensuite: 
Lorsque les poids relatifs des critères et sous-critères de tous les niveaux ont €te 
calculés, on fait i'agrégation des niveaux en multipüant les poids des sous-critères 
par le poids des critères associés. Par ces caiculs, on réussit à obtenir des poids 
pour tous les souscritères du dernier niveau qui tiennent compte de toute la 
hibcarchie. Une fois que cette base est établie, tous les couples d'altmatives sont 
6vaiués individuellement (ab, ac, ad, ac, bc, W, be, etc...). Les deux alternatives 
de chaque couple sont alors comparés et leurs poids relatif ûouv6 pour chaque 
sous-critères de dernier rang. À partir de ces poids relatifs et des poids des sous- 
critères, il est possibIe d'établir un classement relatif des deux alternatives par une 
simple sommation. Comme on peut le voir, cette comparaison par paires de deux 
alternatives quelconques est totalement insensible à rajout et au retrait d'une 
alternative dans le groupe de projets. Une fois que tous les couples d'alternatives 
ont et6 ainsi comparés, la constmction d'un prhrdre sur les projets peut aiors être 
entrepris. Ceci sera direct s'il n'y a aucune intraasitivit6, c'est-à-dire de situation 
telle que A > B, B > C et C > A. (Leblanc et al., 1993, p. 13). 
D'après ces auteurs, le modéle peut, non seulement, prévenir l'inversion des rangs et les 
cas d'intransitivitd, mais il s'avère egalement robuste aux alt&ations faites sur l'ensemble 
des projets (i.e. ajout ou retrait de projets). 
En appliquant le modèle de ïeblanc et ai. (1993) dans leurs prises de ddcision, les 
décideurs peuvent maintenant disposer d'une meilleure assurance sur la validation des 
résultats de classement. Autrement, le décideur devra toujours se demander si le 
classement final n'a pas été compromis par des probl&mes intrinsèques au AHP ou à toute 
autre méthode de classement (kblanc, 1999). 
Ayant considéré les écrits exposées précBdemment, nous avons réussi B créer un modèle 
visant à permettre la quantification d'attributs logiciels. La prochaine étape correspond à 
l'application du PQAL afin de pouvoir le valider et apporter les ajustements ndcessaires. 
Dans le but de procéder à I'apptication de notre modèle, une validation et une vdrification 
de la base de donntes utilisée sera amorcée dans le cadre du prochain chapitre. 
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Figure 2.7: Algorithme du ARP pour des mesures relatives (Leblanc et al, PB31 
C H A P m 3  
VÉRIFICATION ET VALIDATION DE LA BASE DE DO- 
3.1. Introduction 
Afin de pouvoir procéder à L'application de notre modéle, le Processus & Quantification 
des Attributs Logiciels (PQAL), il devenait nécessaire de valider d'abord la base de 
données mise à notre disposition. Ainsi, cette validation fera L'objet de ce chapitre. Cette 
base de données déjà existante provient des travaux de six groupes d'dtudiants qui ont eu 
pour objectif de développer un produit logiciel en s'inspirant du processus de 
développement logiciel UPEDU (Unified Process for Education), lequel correspond 
une adaptation du processus commercial RUP (Rational Unified Process) pour des fins 
pédagogiques, dans le cadre du cours IFZO1- Ateüer de Genk Logiciel à l'École 
Polytechnique de Montréal. Au cours de leur projet, chaque éhidiant avait la 
responsabilité de remplir une feuille de temps en identifiant la quantité & temps accordée 
à chacune des activités du processus. ii demeure toutefois important de noter que 
l'objectif de ce mhoire n'est pas d'évaluer le processus même, mais d'examiner si le 
suivi d'un processus s'avére directement relit5 à la qualit6 du produit. Puisque nous 
connaissons déjà la qualité finale du travail créé par chaque groupe, il nous sera 
davantage possible de c o ~ e r  si notre analyse du processus est significative. 
Pour les besoins de ce mdmoire, nous présumerons que le lecteur est familier avec le 
concept du processus de developpement logiciel. Toutefois, dans la prochaine section, 
nous allons tout de même identifier deux aspects importants du processus UPEDU. Par Ia 
suite, nous décrirons l'outil employé pour créer la base de données utiîisée pour l'analyse 
du processus. La section suivante portera sur les critètes de vdrification et de validation 
de la base de données. Pour terminer, les résultats de cette vadation seront présent& et 
une discussion sera offerte. 
Tel que mentionné plus haut, les étudiants se sont inspirés du processus WEDU pour 
développer le logiciel. Dans le but d'analyser le ddroulement du processus, nous avons 
utilisé deux aspects importants de la stnicture logique du UPEDU- 
Kmchten (2000) caractérise principalement l'architecture généraie de UPEDU par deux 
dimensions: le temps et les enchaînements d'activités (voir ). Le temps correspond à la 
première dimension, représente par l'axe horizontal, qui démontre le déroulement du 
cycle de vie du processus, lequel est exprimé en termes de cycles, de phases, d'itération et 
de jalons (Kmchten, 2000). La deuxieme dimension concerne les enchaînements 
d'activités, représentés sur l'axe vertical, qui regroupent les activités selon leur nature. 
Ceci représente l'aspect statique du processus qui s'exprime en termes de composants, de 
processus, d'activités, d'enchaînements, d'artefacts et de travailleurs. Les enchahements 
d'activités, ou uworkflows», ont pow but de produire un résultat observable ou un 
artefact (i.e., un dément d'information fabriqué, modifié ou utilisé). Les six principaux 
enchaînements relibs au processus UPEDU sont : (a) les requis ou exigences, (b) I'analyse 
et le design, (c) l'implémentation, (d) le test, (e) la gestion de la configuration et des 
changements, et finalement, (f) la gestion de projet. La Figure 3.1 illustre la distribution 
de l'effort (e.g., nombre d'heures ûavailldes par personne) pour les six enchalnements ou 
workflows durant le cycle de Me du produit logiciel (Knichten, 2000). 
Puisque les dtudiants se sont inspirés du processus UPEDU durant leur projet, ces deux 
dimensions se retrouvent kgalement dans les jetons qui seront présentes dans la section 
suivante. 
1 
Figure 3.1: Enchaînements d'activités reliées aux UPEDU. (Adapté de Knitchen, 
2000.1 
33. Description de la Base de Données 
Cette section est consacrée à la description de la base de données utiiisée pour 
I'évduation du processus de dbveloppement logiciel. Soulignons, que les données sont 
d€j& existantes et n'ont pas été recueillies en fonction de ce mémoire. Premiiirement, nous 
expliquerons l'objectif poursuivi par les étudiants dans leur projet, suivi des critères relit% 
au projet. En terminant, nous d6crirons le logiciel que les étudiants ont utilisé pour insérer 
les jetons ainsi que le produit final. 
33.1. Objectif du Projet 
En équipe, les &udiants avaient pour but de créer un logiciel, en langage lava, 
représentant un outil de feuille de temps. Le projet a duré 13 semaines et chaque 6tudiant 
devait y consacrer au moins 10 heures par semaine, incluant la présence en classe. 
Les objectifs reli& à la Spécification des Requis du Systihne (SRS) afférent à l'outil de 
feuille & temps btaient : 
4 Intégration et suivi de la composante 'budget' pour un projet donné; 
4 Enregistrernent précis du temps passé sur les différentes t&hes/activités pour 
un projet donné; 
O Systéme doit permettre de fournir suffisamment d'informations au processus 
d'évaluation (soumission et validation de tache de projet en cours) ainsi qu'à 
i'analyse de la fiabilité logicielle de nos produits; 
$ Création d'un rapport d'avancement hebdomadaire individuel, 
33.2. Description des équipes 
k s  étudiants, dans le cadre du cours iF501- Atelier de Génie Logiciei, font partie du 
programme de Génie Logiciel au niveau baccalauréat. La classe hit composée de six 
equipes, toutes en compétition sur le même projet. Chaque équipe comporte le nombre 
d'étudiants suivant: 
- Équipe 2 = 4 étudiants; 
- Équipe 3 = 6 étudiants; 
- Équipe 4 = 6 étudiants; 
- Équipe 5 = 5 etudiants; 
- huipe 6 = 5 é~diants; 
- Équipe 7 = 6 étudiants; 
33.3. Strucîure des Équipes 
Il fut recommandé aux étudiants d'adapter les rdes suivants pour chacun des membres de 
l'équipe: 
4 Assurer la coordination entre les membres de l'équipe 
4 Fixer la date et le lieu de la réunion 
4 Fier la durée de la réunion 
+ Réparer l'ordre du jour de la réunion 
Planifier et maintenir la discipline durant la réunion (i'efficacitb) 
Responsable dcj mesures 
9 Recevoir de chaque membre de I'bquipe les jetons 
4 Enregistrer les jetons dans une base de données wiccess~. 
9 Géra quotidiennement la base de données 
9 Communiquer, sur une base hebdomadaire, la mise ii jour au chargd de 
laboratoire 
Respnsuiik dt & documentation 
O S'assurer que le contenu des artefacts est concordant avec l'activité qu'il a 
gdnbré. Exmnpb : S'assurer que le document ause- case>^ est concordant avec 
l'activité de la détermination des «use-cases» 
4 S'assurer que les gabarits des artefacts sont respectés selon le UPEDU 
9 S'assurer que les mises à jour des documents sont effectuées aptés les 
uwalkthroughsu (i.e.: revues formelles). 
Secdtah &s revues 
9 Enregisirer la présence des membres à chaque réunion 
9 Proàuire les rapports des réunions 
9 S'assurer que les points soulevés durant une réunion ont été traités 
RespousabIe de l'envkonnement Physique (Réprtoùes) 
9 Maintenir I'organisation mdmoire des répertoires et fichiers 
O Gérer les versions des artefacts 
9 S'assurer que les dernières versions des artefacts sont présentes sur les 
répertoires de travail et ce, au bon endroit 
9 Exécuter les sauvegardes de m u r s  
Rtsptmable da & geshn de projet 
9 Planifier les activités et les thches en fonction des dates de livraisons, des 
ressources humaines (membres de l'équipe) et des ressources matérielles 
9 Produire les diagrammes de PERT et de GANTT 
9 Présenter hebdomadairement I ' h t  du projet au charge de laboratoire 
3.3.4. Les Jetons 
Essentiellement, un jeton associe la structure du processus {par exemple, Nom-Projet, 
Nom-TMe, Nan-Activitd, Nomomsous,activiîé) & un nombre de minutes ou d'heures. 
Cette association représente la durée passée sur une activité ou une sous activité. Chaque 
membre de l'équipe avait la responsabilité de communiquer leurs jetons au Responsable 
des Mesures, lequel enregistrait les jetons dans une base & données dccess de 
Microsoftm. il etait également important que les jetons soient g&és & façon quotidiienne 
alln de minimiser les en* erronées. 
La Figure 3.2 -te l'interface usa* (IU) du logiciel Access utilisée par les 
étudiants pour entrer leurs jetons. L'ïü comprend neufs champs: Le nom du projet, du 
travailleur, du workflow, de I'activite, de l'artefact, h daie, les heures de début et de fin, 
la durée de l'activit6 et enfin, un champ permettant à i'étudiant de fournir la description 
de leur travail. I1 est à noter que cbaque champ était indépendant, c'est à dire, pour un 
artefact donné, l'utilisateur avait la possibilité d'entrer n'importe quelle activit6 et 
worldlow. Malheureusement, cet aspect pennetîait l'introduction d'erreurs dans la base 
de données (i.e., une activité e h  un wwkflow qui ne concorde pas avec l'artefact 
emegisûé). Une discussion pIus approfmdie sur ce sujet sera présentée ultérieurement. 
La base de d m &  fiit ensuite exporh?e en famiat Excel pour fin d'analyse. 
Figure 33: Interface usager de I'ootii de jeton MS Access 
Pour les besoins de ce rn&moire, nous allons utiliser les abréviations suivantes pour 
décrire chacun des champs (voir Tableau 3.1). 
Tableau 3.1: Abréviations des Champs de la Base de Données. 
Heures de Debut ST 
Heures de Fin ET 
3.4. Critères de Vérüication et de Validation de la Base de Données 
Tel que Florac et Carleton (1999) le mentionnent, avant de pomim avec l'analyse des 
données, il existe certains critères que les données doivent satisfaire afin que les 
conclusions de l'analyse sait crédibles et significatives. Les auteurs recommandent quatre 
criteres: v&ite, synchronisation, consistance et validité. D'am ces auteurs, la 
synchronisation est présen@ lorsque les valeurs de deux ou plusieurs attributs sont reliés 
en fonction du temps. Comme nos mesures dépendent que d'un seul attribut B la fois, il 
est davantage justifiable de remplacer ce d&re par un nouveau crit&re, celui de 
«duplication». La prochaine section portera donc sur la vérification et la revue de la base 
de données et ce, à partir de l'adaptation des critères suggeds par Florac et Carleton 
( 1999). 
La vdrification des donnees a et6 réaiide afin d'assurer qu'elles ont été compilées selon 
les spécifications fournies par le professeur et le chargé de laboratoire et qu'elles ne 
contiennent aucune erreur. Nous avons corrigé le jeton lorsqu'une erreur etait identifiée. 
Lorsqu'une correction s'avérait impossible, le jeton était rejet6 de la base de données. 
Voici les caractéristiques s u g g ~ ~  par les auteurs Florac et Carleton (1999) qui ont 
guide le processus de vérité. 
Les valeurs d'échelles de ratio identifiées dans les prochains tableaux représentent le 
pourcentage d'erreur ne répondant pas correctement B la caractéristique visée pour un 
champ donné. Les pourcentages sont basés sur le nombre total de jetons. Par exemple, un 
pourcentage de 10% dans la colonne AC, nous indique que plus de 10% de toutes les 
données d'activités sont erronées. De plus, le symbole - w dans une cellule signine 
qu'aucune erreur n'a été observée. À la fh de cette section un résume de toutes les 
erreurs pour chacun des groupes sera offert. 
3.4.1.1. Est-ce que les données correspondent i nn type numérique 00 
alphantllllérique approprié? 
Cette caractéristique pennet de déterminer, pour un champ donne, si chacune des données 
est de type numérique ou alphanumérique. Par exemple, pour les champs d'activité, les 
données doivent être de type alphanumérique tandis que, pour le champ de dude, le type 
doit &tre numérique. Tel que nous pouvons le constater h la lumière du , les &ultats de la 
vérification démontrent qu'aucune erreur associée A cette caractt5ristique a été identifiée. 
Tableau 3.2: V&Mcatioa de la Caradristique: Type. 
3.4.1.2. Est-ce ce que le format est approprié? 
Cette caractéristique permet de vérifier que les donndes possèdent le format appropnd. 
Par exempte, le champ des noms doit contenir les noms de chsacun des mvaillem, le 
champ des worktlows doit contenir seulement les workflows, le champ des dates doit 
contenir seulemeni les dates, et ainsi de suite. Les résultats de cette caractéristique sont 
représentés dans le Tableau 3.3 et ddmontrent que la majorité des bases de données 
possède aucune ou très peu d'erreurs. Notons toutefois, que plus de 2096 des données du 
champ d'activités (Le.: AC) de i'équipe 4 sont erronées. La source de ces erreurs provient 
du fait que plusieurs des dom& ne correspondaient pas aux activites teks que 
retrouvées dans UPEDU. 
Tableau 33: VOrificaîion de ia Camîédstique: Format. 
3.4.13. Est-ce ce que les données sont h l'intérieur des plages? 
Ici nous désirons savoir si les valeurs numériques et alphanumériques sont à I'intérieur 
des plages qui ont été préétablies. Par exemple, est-ce que le nombre de travailleurs 
correspond au nombre d'etudiants dans l'équipe ou est-ce qu'il manque un travailleur ou 
est-ce qu'un travailleur a été rajout6 sans notification, ou encore, est-ce que les dates 
dépassent la date de remise du projet, etc. Les résultats de cette caract6ristique 
apparaissent dans le Tableau 3.4. 
Tableau 3A: VMicatim de la Carad4ristique: Plages. 
* Les dates de la présentation du projet final par les Wimts ont €té omises. 
3.4.1.4. Est-ce ce que les données sont complètes? 
La base de données doit contenir tous les éléments essentiels et textuels nécessaires pour 
comprendre et interpréter les don&. Ainsi, nous voulons savou si tous les champs sont 
complets. Les résultats de cette caractéristique sont présentés dans Tableau 35. Il s'avére 
intéressant de noter que le champ de Description, pour les équipes 2.4 et 6, sont vides et 
ne possèdent aucune donnk quelconque (Le.: IOO% erreurs). Maiheureusement, ayant 
utilisé une base de données déjà existante, il s'avére impossible de connaître l'origine de 
ces erreurs. En d'autres mots. nous ignorons si les champs sont vides à cause d'une erreur 
dans le msfert des données de MS Access B MS Excel ou si les équipes ont négligé 
d'offrir une description. 
Tableau 35: Vérification de la Caractéristique: Complet. 
*Toutes les emurs repdsentcnt des champs vides 
3.4.1.5. Est-ce ce que les équations arithmetiques sont appropriées? 
Toutes les données provenant d'une équation arithmétique doivent être examinées de 
façon ii vérifier la nature de l'équation. La seule valeur provenant d'une manipulation 
arithmétique est celle de la durée. Afin de v&ifier ces données, nous avons calculé la 
durée en soustrayant le temps final moins le temps de début. Tel que nous allons le 
constater dans le Tableau 3.6, la plupart des groupes présentaient des erreurs de durée. La 
principale raison est que i'équation originale de l'outil de jeton ne tenait pas compte si le 
temps final du jeton avait dépassé 00:00 (minuit). En d'autres mots, l'équation originale 
soustrayait le temps final du temps de début: 
Dwée (pour toutes les heures) =Temps Final -Temps Début (42) 
Toutefois lorsque le temps final est égale ou depasse ûo, î'équation doit être: 
Durée (si temps final 1 0) = 2400 - (Temps Début - Temps Final) (43) 
Tel que nous le démontre le Tableau 3.6, plusieurs corrections ont été apportées aux 
données relatives au champ de durée. 
Tableau 3.6: VMicadon de la Caractéristique: Équation. 
Rappelons ici que nous avons ajouté cette caractéristique puisque nous avons remarqué, 
suite à l'examen de la base des données, que certains jetons étaient en fait des duplicata, 
c'est à dire, deux ou plusieurs jetons avaient tous tes mêmes champs d'entrées. Nous 
avons identifik deux causes possibks <I ce phénomene, la première étant une erreur de 
transfert de domées entre les logiciels Microsoft Access et Microsoft Excel (ceci était 
confirmé par le charge de laboratoire), et la deuxième étant une erreur provenant de 
l'utilisateur lorsque le même jeton est entré deux fois ou plus par inadvertance. Pour le 
besoin de l'analyse, il n'était pas nécessaire de distinguer entre les deux sources d'emun, 
mais seulement de les identifier et de les reiirer de la base de données. Une autre erreur de 
duplication correspond au chevauchement des donnh. Cene erreur suMent lorsque 
l'utilisateur, par inattention, entre deux ou plusieurs jetons dont les heures se 
chevauchent. Par exemple, jeton A debute à 10:ûû et se termine 1200 et le jeton B 
commence <I 11:OO et se termine 15:O. La correction de ces erreurs a étt5 faite de fqon 
subjective afin d'éiiminer le chevauchement. Pour reprendre notre exemple, le temps de 
départ pour le jeton B aurait btb modifitk de 11:ûû à 12:OO. Toutefois, lorsque les heures 
de début et de fin du jeton B se trouvaient toutes les deux B i'intbrieur des heures du jeton 
A, le Jeton B était éümine. il est clair que cette manipulation diminue la fiabilite des 
données, toutefois, ce probleme ne représente qu'un faible pourcentage des données (voir 
Tableau 3.14). 
Les deux prochains tableaux démontrent la présence des duplicata et chevauchements 
pour les six équipes. Notons que seule l'équipe 4 ne possède aucune erreur de duplicata. 
Tableau 3.7: Verification de la Caractéristique: Duplication: Dupiicata. 
- Tableau 3.8: Vérification de la Caract6ristique : Dupiication: Chevauchement. 
Afin d'eviter des m u r s  d'analyses, Horac et Carleton (1999) recommandent que toutes 
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à vérifier leur exactitude. Cette investigation peut parfois exiger à l'analyste de prendre 
contact avec la source des données afin & vérifier l'exactitude des enüées. En ce qui 
concerne notre recherche, il ne s'averait pas possible d'entrer en contact avec les 
étudiants pour confîxmcr que tous comprenaient la façon d'entrer les données. Toutefois, 
en ce qui concerne la façon d'entrer les données, nous savons que les mgmes directives 
ont été fournies par le professeur et le chargé de laboratoire à tous les étudiants. De plus, 
chaque équipe avait accès au même outil de jetons Microsoft Access. 
À priori, il semble justifiable & ne pas m e t t r e  en cause la consistance des données. À 
posteriori, par contre, tel que nous allons voir, plusieurs erreurs sont survenues, ce qui 
nous laisse mire que la compréhension du processus parmi les équipes etait 
inconsistante. En d'autres mots, nous croyons que chaque équipe avait leur propre 
interprétation des differents aspects associes aux trois éléments de modélisations du 
UPEDU (i.e.: les worktiows, les activités et les artefacts). Puisque nous ne pouvons 
interroger tous les étudiants, il demeure difficile de mesurer ou même d'établir le degré 
d'inconsistance des jetons. il sera donc important, lors de l'analyse des données, de 
prendre en consid€ration la p&ence d'inconsistance des jetons entre les étudiants ou les 
équipes. 
3.4.4. Validité 
Le dernier critère consiste à demontrer que les valeurs recueillies pour deaire un attribut 
sont vraiment représentatives & l'attribut en question. En effet, lorsqu'un dtudiant insère 
un jeton, il est nécessaire de s'assurer que les artefacts, activités et workfiows 
représentent ce que l'€tudiant a accomplit dumnt la période donnée. Puisque le processus 
utilisé par les dtudiants devait être basé sur UPEDU, les règles d'associations entrent les 
artefacts, activités et worltttows s'avèrent bien definies. Ainsi, nous pouvons associer, 
pour chaque artefact, une ou plusieurs aciiviîés donmks, qui sont elles même associk à 
des workfiows préâétenninés. En d'autres mots, une activité A ne peut etre associée avec 
n'importe quel artefact ou worMow. Pour cette raison, il demeure important que tous les 
artefacts, activitt?s et workflows choisis par les utilisateurs respectent la stnicnire logique 
du IJPEDU. 
Lors de i'analyse de validation, nous avons examiné la relation entre les workfiows, les 
activités et les artefacts. La pertinence des artefacts ddpendait directement des 
commentaires offerts par les étudiants. Lorsque les commentaires ne correspondaient pas 
à l'artefact choisi, l'artefact fut remplad par celui correspondant le mieux aux 
commentaires. Par la suite, les activités et workflows furent modifiés en concordance 
avec l'artefact choisi. Toutefois. tel que mentionné dans le Tableau 3.5, pour certaines 
équipes, le champ de discussion était vide, à ce moment, seule la pertinence des activités 
et des workflows telibs à l'artefact a pu ttre vérifiée. 
S'avérant impossible & contacter chaque étudiant, les changements des artefacts basés 
sur les commentaires peuvent être considérés aubjectifs~. Ainsi, l'introduction d'erreurs 
externes demeure présente et doit être prise en considération lors de l'analyse finale des 
données. Afin de rendre l'exercice de vérification des activités et des workflows plus 
rigoureux, une macro écrit en Visual Basic pour Excel fut dée. Le Tableau 3.9, 
ddmontre la présence d'erreurs quant la relation entre les artefacts, activité et 
worknows, et ce pour chaque équipe. 
Tableau 3 3  VCrindon de la Caractéristique: VaKdit4. 
3.5. Correction et $limination des &tons 
La question suivante survient fréquemment dans le domaine des sciences expérimentales: 
Pourquoi devrait-on 6liminer des données que nous doutons emnbes? Bevington et 
Robinson (1992) répondent à cette question par une autre question: Pourquoi devrait-on 
risquer de contaminer notre échantiHonnage avec des données douteuses ou erronées, 
puisqu'elles contribuent souvent bien peu au xêsultat final? Malheureusement, il n'existe 
aucune règle unique qui puisse définir si telie donnde doit être acceptée, corrigée ou 
éliminCe. Voilà pourquoi nous avons utilisés les critères de validation et de vdrification 
6noncCs prtkbdemrnent. Toutefois, contrairement des données provenant de recherches 
empiriques, la majorité de nos jetons contiennent des valeurs qualitatives, alors, même si 
nous créons des règles de validation et de vérification pour ce type de données, il &meure 
que certaines conections seront basées sur des notions subjectives, ou ubiais naturelu, du 
correcteur. Tel que Bevington et Robinson (1992) le mentionnent, nous pouvons retirer 
un plus grand profit si nous utilisons un échantillonnage contenant peu de valeurs 
exmgmes. Ainsi, lors de la vdrification et validation de la base de données, toutes données 
douteuses ou ne répondant pas aux crit&res de validation et de vérification, ont Cté 
comgées ou blirninées. Toutefois, il s'avère important d'insister que l'introduction d'un 
biais naturel peut, en lui-meme, introâuire d'autres erreurs à la base de données. Cette 
observation sera donc prise en considération lors de l'analyse finale des données. 
En d'autres mots, p u r  fin d'analyse, nous doas considérer le tenne «erreuD> comme 
&nt de nature objective (e.g.: la ciiffince entre L'heure de début et de 6n ne 
correspondait pas à la durée) et de nature subjective (e.g.: selon notre avis, la valeur de 
i'artefact ne correspondait pas à la description faite par i'utilisateur). Le processus de 
vérification et de validation des donaées a bté complétb de façon manuelle (e.g. : 
validation des artefacts par i'entremise des commentaires) et automatique, c'est à dire par 
rentremise des mams Visuai Basic (e.g. : une rnacro a dtb créée pour vérifier si les 
activités conespondaient à i'artefact a si le workflow conespondait ?A l'activité). 
3.6. Application do Processus de Vériiication/VaMalon (VLV) de la Base de 
h n n k  
Nous avons donc procBde h la v6dfication et vaiidation de la base de données iî la lumi& 
des critères mentionnés à la section 3.4. Lors de la premike vaiidation, nous avons M d é  
de nous baser sur les artefacts pour coniger les activites et les workiïows. Cette approche 
présumait que les valeurs des arrefacb ne nécessitaient aucune correction. Une fois la 
verifkation et la correction teminées, nous avons réalisé que, d'après le champ de 
discussion, certains artefacts ne correspondaient p aux commentaires des étudiants, 
donc une dewri&ne validation fut nécessaire. Cette fois-ci, le champ de discussion (Le.: 
les commentaires des étudiants) ont servi de base LL la validation des artefacts, activitds et 
workflows. Évidemment, seulement les artefacts possédant des commentaires ont pu être 
modifiés. 
Durant le processus de V&V, a6n & faciliter l'analyse de données, nous avons déciâé 
d'éïiminer de la base de données tous les jetons faisant dfhnce au worMow Cours et 
Formation (CF). La raison pour cette àécision est que ce workflow, faisant référence aux 
périodes de cours et de laboratoire disponibks aux 6îudiants, devait 6tre identique pour 
toutes les équipes. La décision de retirer tous les jetons réftirant au workflow de CF 
semblait appropriée, puisque nous dhirons comparer Ies dl6ments du processus qui ne 
sont pas identiques pour chacune des équipes. 
3-7. Aggloméraîhn des Jetons 
À la fin du premier pzocessus & V&V1 nous avons regroupé tous Ies jetons en ordre 
d'artefact, d'activiié et de workflow, et ce, pour chacune des équipes. Le Tableau 3.6 
représente !a distribution, en nombre de jetons, des déments du processus UPEDU pour 
chacune des équipes. Il est inidressant & noter que Ia somme de tous les artefacts utilisé3 
par toute Ies équipes se chi£ûe il plus de 50. De plus, lorsque nous comparons Ies artefacts 
de chacune des équipes entre elles, nous remarquons, que, pour le même projet, chaque 
équipe a utilisé une combinaison différente d'artefacts et d'activith. Tel que nous i'avons 
mentionné au début de ce chapitre, les étudiants ont eux accès l'outil d'enregistrement 
de jetons crée avec le logiciel Access. A i'int6riew de cet outil, les étudiants avaientaccès 
ii 23 artefacts différents (voir Tableau 3.11). Cette liste représentait tous les adefacts 
nécessaires au processus du projet. Toutefois, en comparant les artefacts du Tableau 3.10 
et du Tableau 3.1 1, nous remarquons que ptusieurs artefacts ont été rajout& à la base de 
données Access (Le., 50 versus 23 artefacts). Ahsi, durant le déroulement du projet, 
certains étudiants ont décide d'ajouter des artefacts additionnels retrouvb dans UPEDU 
ou encore, d'inventer de nouveaux artefacts, croyant probablement mieux décrire les 
documents sur lesquels iIs travaiilaient. 
Étant donné que nous voulons comparer le processus de âéveloppement logiciel & 
chaque équipe, il s'avtrit donc important d'avoir une base de comparaison similaire 
pour toutes les ~ u i & s .  C'est-P-dice, il nous fmt pouvoir comparer ks mêmes ensembles 
d'artefacts entre les diffdrentes équipes. En conséquence, au moment du second processus 
de V&V, nous avons décide d'aggiomhr certains amfaers afin d'harmoniser la base de 
données. Cette agglomération consiste ii altérer un artefact par un autre afin de les 
regrouper ensembles. Cette manœuvre a et6 réalisée selon les règles combinatoires 
i l l u s ~ s  dans le Tableau 3.12. Cependant, les artefacts suivants: User help Design, 
Vision, Implementanon M M  et CM Plan, ont dQ être élimina% puisqu'ils ne pouvaient 
dtre combinés. 
Tableau 3.10: Distribution des $lémeah du Rocessus UPEDU, lh V&V. 
Tableau 3.11: Artefacts Nécessaires au Rocessus. 
Tableau 3.12: Règles combinatoires. 
Aichitecîural msign CI= Design ABD ClassDesign WgnClass  
Architecture Usc-Cw 
Analpis ABD m-cii% RealUaiiws Use-Casc Design Reaüzatioos 
Identify h g n  ks ign  packye Elemnu A&D Class Design Design Clam 
Identify Design lnltlface AQD Clms Design Urc-Case Am E l m o i s  Rcalizaiions 
Rcview the A&D Review-AD ABD CIassJsign DcsigCl~rp 
A&D Subsystcm Design Interface ABD Use-CascDesign Use-Casc 
Rcalizati. 
Usesase Usc-Case 
Am Anaiysis ABD 
U d a  
Rcalitsiions Uw-Case Ddgn ~ ~ ~ l i ~ ~ ~ ~  
L 
Implemcntation Fix Dcfca Compooeni Test lmpismen' ~omponcnr 
Components 
implemnt 
Implemniation Compomi hpkmenution Implemeni 
Co Component 
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En dépit du nombre considérable de règies de combinaison d'artefacts, seule une fûible 
proportion de ces règles a 6té utilisée. Ceci s'explique par le fait que lorsque le deuxième 
processus de V&V a éte entrepris, plusieurs des iutefacts ont été corrigés par l'entremise 
du champ de discussion. 
Le Tableau 3.13 illustre Ie regroupement & tous les artefacts suite au deuxiéme processus 
de V&V. Suite à ces modifications, on peut noter une base de comparaison accrue au 
niveau des artefacts de chaque équipe, visant ainsi faciliter l'analyse des données. Le 
deuxieme processus de V&V a donc nécessité plusieurs manipulations des données, ce 
qui peut être considéré comme une source d'mturs puisque ces changements ont et& 
entrepris de façon subjectk. Cette observation sera prise en considération lors de 
I'anaiyse finale des données. 
Tableau 3.13: Distribution des kléments du Processus UPEDU, 2- V&V. 
3.8. Résultats et Analyses Statistiques de la V&V par Equipe 
Cette section porte sur les résultats et anaiyses statistiques des jetons de chacune des 
équipes suite au deuxième processus de V&V. Le 
Tableau 3.14 illustre ces résultats statistiques. Les prochaines sous-sections sont 
consacrées à l'interprétation du tableau et des dsultats obtenus. 
3.8.1. Nombre Total Travaiii6 
Ce champ représente le nombre total d'heures ou de jetons travaillés brutes, c'est-à-dire 
avant correction ou modification, faisant partie de la base de données initiale des équipes. 
Ces valeurs sont utilisées comme référence pour calculer les pourcentages des autres 
champs. 
3.û.2. Nombre Total Accepté 
Ces valeurs représentent les nombres d'beures ou de jetons qui ont été acceptés suite au 
processus de V&V et qui seront utilisés pour fh d'analyse. Rappelons que ce champ peut 
inclure des jetons qui ont ét& modinds edou corri*. Tel que mentionné dans une section 
préc&iente, les heures consacrées au workflow Cours et Formation ne sont pas incluses 
dans ce champ. 
En consultant le tableau, il s'avère intéressant de noter que pour un meme projet, le 
nombre d'beurs consacré par ttudiant la réalisation du produit varie entre 47 heures 
pour l'&pipe 2 et 226 heures pour l'équipe 5. Seules les équipes 4 ,6  et 7 semblent avoir 
nécessité un nombre M a i r e  d'hwres de travail pour accomplir le projet, mit: 90,114 et 
99 heures nspectivement. Étant dom6 que nais présumons que tous les 6aidimts ont le 
même niveau d'expettise dans le domaine du génie logiciel, il  semble douteux d'assumer 
la quslité du produit de l'équipe 2 comme étant acceptable. A l'outre extrême, 
l'investissement de l'équipe 5 se chiffre à 226 heures, ce qui représente une différence & 
plus de 480% par rapport à L'équipe 2 et approximativement 220% par rapport a u  
équipes 4,6 et 7. Clairement, la contribution de l'&pipe 5 à L'Blaboration du produit est 
considérabk Il aurait et6 intéressant ici de connaître la charge académique de chaque 
étudiant atin d'tvaluer si cette charge a un impact sur le nombre d ' h e m  consades au 
processus. 

3.83. Nombre Total CorrigC et Accepté 
Ces champs (nombre total corrigé et accepte #I et nombre total corrigé et accepté #2) 
représentent tous les jetons qui ont été c d g é s  puis acceptds. Tel que nous pouvons le 
constater dans le tableau, bien que l'appellation s'avère identique pour ces deux champs, 
ils possèdent des pourcentages différents. Le calcul du premier pourcentage (#1) tient 
compte du nombre total d'heures travaillb tel que mentionne par les étudiants (Nombre 
Totai Travaillé), tandis que le deuxième (#2) s'appuie plutai sur le nombre total des heures 
acceptées suite à notre processus de vérification et de validation (Nombre Total Accepté). 
A premi&ce vue, nous remarquons qu'en moyenne plus de 50% des jetons de chaque 
équipe ont du tbe corrigés. En effet, Ies équipes 4 et 6 possèdent plus de 43% et 38% 
d'erreurs respectivement et les équipes 2, 3,5, et 7 ont en moyenne plus de 75% erreurs. 
En d'autres mots, un très large pourcentage des données exigeait une modification, ce qui 
est tri?s significatif. Tel que nous l'avons mentionn6 dans une section précédente, il paraît 
probable que l'introduction d'erreurs additionnelles causées par le biais naturel puisse 
contribuer à expliquer ce phénomène. De plus, en prenant en considération tous ces hauts 
pourcentages d'erreurs, il semble indiqué de prhmer que le processus UPEDU n'&ait pas . 
bien compris par les Ctudiants. En conséquence, il sera fondamental d'être très judicieux 
lors de l'interprétation des résuliats au moment de i'application du PQAL & cette base des 
données. 
La nature des erreurs émises par les Cnidiaats est teprésentée par les trois prochains 
champs: le Nombre D'murs de Chevauchement, ie Nombre D'murs de Workflows 
et/ou d'artefacts et le Nombre D'erreurs d'artefacts. 
3.8.4 Nombre D'erreurs de Chevauchement 
Comme nous l'avons explique ultérieurement, lorsque î'on inscrit 12:OO comme heure de 
départ et 15:00 comme heure de fin pour un jeton et que nws insérons 14:00 comme heure 
de départ et 17:00 comme heure de fin pour un antre jeton, et ce pour la meme date, nous 
sommes en présence d'un problème de chevauchement. Puisqu'il est peu probable qu'un 
etudiant puisse exécuter deux activités en meme temps, ce problème devait être rectifié. La 
solution enneprise est celle de modifier l'heure de départ du deuxi&me jeton par l'heure de 
fin du premier jeton (e.g.: l'heure de depart du second jeton deviendrait 15:OO). 
L'inattention de la part des étudiants explique probablement une telle erreur. Tel que nous 
pouvons le constater dans le Tableau 3.14, ce type d'erreurs ne représente pas un 
pourcentage significatif de toutes les erreurs comgées et acceptées. 
3.&5. Nombre D'erreurs de WorLnows eüou d'Artefacts. 
Lors du processus de V&V, si un artefact elait juge acceptable mais que le cboix de 
l'activité etlou du workfiow ne correspondait pas à l'artefact, l'activite etfou le workflow 
étaient alors corrigés. En s'appuyant sur le processus WEDU et sur une m a m  écrit en 
Visual Basic pour Excel, la correction de ces erreurs devenait entièrement automaîi~, 
visant ainsi à réduire au maximum l'impact du biais naturel. Le tableau indique que ce 
type d'erreurs etait plus significatif pour les équipes 4 et 6 puisque plus de 22% de tous 
leurs jetons comportait ce probkme. Seule l'équipe 3 semble avoir bien compris la 
relation entre les artefacts, les activités et les workflows puisqu'ils affichent seulement 6% 
d'erreurs pour ce champ. Nous pouvons présumer que les erreurs de ce type représente un 
manque de compréhension, de la part des étudiants, du processus UPEDU. 
3.û.6. Nombre D'erreurs d'Artefacts 
Ce champ représente tous les artefacts qui ont 616 modifiés selon le processus de V&V 
décrit dans section précédente. Suite & cette modification, une vérification supplémentaire 
des activités et wor)rflows a et6 réaiisée afin d'assurer une conformité COtlfotmes avec le 
processus UPEDU. ironiquement, l'équipe 3, qui détenait le meilleur pourcentage 
d'erreurs en ce qui concerne le nombre d'erreurs de workaows etfou d'artefacts laissant 
sous-entendre une bonne compréhension du processus UPEDU, a présenté le plus grand 
nombre d'erreurs d'artefacts, i.e., 60%. Cette valeur semble signifier, qu'en dépit d'une 
bonne compréhension de la relation entre les artefacts/activids/worldlows, que la sélection 
des artefacts était mal saisie par les étudiants de cette équipe. En consultant le tableau, ce 
commentaire paraît être applicable pour chacune des équipes. 1 est à noter que les équipes 
4 et 6 possèdent le plus bas pourcentage, toutefois, il faut réitékr que le champ de 
Description (e.g.: DS) était vide. Ce pourcentage aurait possiblement augment6 en 
présence de commentaires. 
Contrairement au champ précédent, l'impact du biais naturel lors des corrections des 
artefacts est significatif. En effet, tous ces changements ont Cté réalisés de façons manuelle 
et subjective. Même si plusieurs artefacts étaient clairement erron6sl il est donc important 
d'être vigilant lors de l'interprétation de résultats statistiques pour ce champ. N&nmoins, 
même en tenant compte du biais, le pourcentage d'erreurs demeure significatif, ce qui nous 
porte à croire que les dtudiants semblent avoir manifest6 une difficult6 à sélectionner 
correctement les artefacts appropriés. ii va sans dire que ce facteur devra être pris en 
considhion lors de l'interprétation des résultats de l'application du PQAL. 
3.8.7. Nombre Total de CF Refusé 
Suite au processus de V&V, tous les jetons faisant réference au workflow Cours et 
Formation (e.g.: les cours et laboratoires) ont été t5liminds de la base de données puisque 
ce workflow devait être similaire pour chacune des équipes. Toutefois, en examinant les 
pourcentages pour ce champ, nous remarquons que les valeurs ne sont pas identiques pour 
chaque équipe. Ceci s'explique par le fait que la présence des étudiants aux cours et 
laboratoires nietait pas obligatoire. 
388.  Nombre D'erreurs de hplicaîa 
Tel que, d'&rit dans le processus de V&V, tout duplicata trait éliminé de la base de 
donnbes. Ce problème s'avérait particulièrement significatif pour les équipes 3 et 5. Une 
erreur dans b transfert de la base de données pour ces équipes ou un manque d'atîention 
de la part des étudiants pourraient être à l'origine de ce problème. 
3.W. Nombre d'Erreurs de Chevauchement 
Contrairement aux erreurs de chevauchement décrites à la section 3.8.4, si les heures de 
départ et de fin d'un jeton A se trouvaient toutes deux à l'intérieur d'un autre jeton B, et ce 
pour la même journée, ce jeton A était dlimind. Tel que nous pouvons le constater, cette 
erreur, qui etait probablement associée à l'inattention de la part des étudiants, ne compte 
que pour une faible proportion des jetons refusés. 
3.8.10. Nombre d'Erreurs : Artefacts/Activités/Workflow 
Parmi les artefacts, activités ou workflows, quelques uns ne faisaient pas partie du 
processus UPEDU ou ne pouvaient être modifibs selon les règles d'agglomération, ces 
jetons dtaient alors dliminés. En effet, certains étudiants ont réussi à modifiet le choix 
d'artefacts, d'activités ou de workflows de l'outil de jetons afin d'inclure des choix ne 
faisant pas partie du processus UPEDU. Toutefois, cette catdgorie d'erreurs demeure 
négiigeable. 
3.8.11. Nombre d'Erreurs de Temps et Antres 
Cette catégorie consistait B éliminer tout jeton possédant des erreurs de temps (e.g.: les 
champs de Date et/ou Durée manquent) ou des erreurs qui ne pouvait etre rectifiées par Ies 
régies du processus de V&V. Selon les statistiques, nous remarquons encore une fois, que 
cette catégorie d'erreurs n'était pas significative. 
33. Vue d'Ensemble de I'Anaiyse V&V 
La section p M e n t e  illustrait les valeurs statistiques du processus de V&V, maintenant, 
nous allons pousuivre i'analyse des données en offrant quelques représentations 
graphiques de ces données. Deux graphiques ont été générés. la distribution des heures 
acceptées et refusees par étudiant et la réparîition des heures totales pour chacune des 
&pipes. 
3.9.1. Distribution da Heures Acceptées d Relii*a par lbdiant 
Mn de mieux comprendre la participation de chaque étudiant durant le projet, nous avons 
de les graphiques qui sont illustrés dans la Figure 3.3. A partir des heures toiales 
acceptées nous avons calcult5 la cmtnbution (en pourcentage) au projet de chaque 
étudiant, de plus, nous avons estime le pourcentage des heures qui ont &té rejetées par 
6tudiants. Ce dernier pourcentage est représent6 d'une part, par le nombre de duplicata et 
d'autre part, par les erreurs de chevauchements, artefacts/activit~s/workflows et autres. 
Afin de mieux comprendre la distribution du temps travaill& parmi les étudiants d'une 
même équipe, nous avons utilisé l'opération statistique de niveau de confiance à 5%. Les 
résultats sont représentés dans le Tableau 3.15. 
Tableau 3.15: Distribution du Temps Travaill4 par &pipe. 
Ce tableau nous démontre que le nombre d'heures investies par les &tudiants des équipes 3 
et 5 est unifonne. En d'autre mots, les étudiants de ces équipes ont parti-ipé équitablement 
au projet. Toutefois, cette simiIitu& n'est pas partagée par les autres équipes, et ce 
particulièrement pour les équipes 2 et 4, où nous remarquons, d'après la Figure 3.3, que 
certains étudiants ont investi plus de temps que d'autres sur le projet. Cette distribution 
sera utilisée à la £in de notre étude afin de voir s'il existe en fait une corrélation entre la 
distribution de I'effort parmi les membres d'une équipe et la qualité finale du produit. 
Quipe Niveau de Confiance 
(0.05) 

Tel que nous l'avons souligné h la section precedente, le problème de duplicata s'avérait 
significatif pour les équipes 3 et 5. En examinant la Figure 3.3, la distribution des erreurs 
pour l'équipe 3 est plut& uniforme pour tous les étudiants, ce qui pourrait signifier un 
problème dans le transfert de la base de données. Toutefois, en ce qui concerne l'équipe 
5, la distribution des duplicata est partagée seulement entre deux étudiants, à ce moment 
nous poumons aussi stipuler que les duplicaia ont éte enüaîn6s par un problème de 
transfert, mais il est également probable que l'erreur a et6 causée par l'étudiant mtrne. 
Finalement, la distribution des erreurs cau* par la catdgorie des chevauchements, 
artefacts/activit€s/workflows ou autres, semble homoghe parmi les étudiants. 
362. Rdpartition des Heures T d a k  de Chaque Equipe 
La Figure 3.4 représente la distribution, en heures, des jetons sans erreur, corrigés et 
refusés inclus dans la base de données initiale de chacune des équipes. De plus, pour fin 
de comparaison, cette distribution est normalisée par le nombre d'étudiants dans l'équipe 
et n'inclut pas les jetons du worMow Cours et Formation. 
Tel que nous l'avons mentionné la section précédente, la Figure 3.4 demontre 
clairement que les equipes 3 et 5 sont celles qui ont investi le plus de temps au projet. 
Toutefois, contrairement aux équipes 4.6 et 7, dont le nombre d'heures investies dans le 
projet semble etre représentatif d'une moyenne, les equipes 2, 3 et 5, quant à elles, 
représentent les valeurs extrêmes de la distribution (i.e.: inférieur pour l'équipe 2 et 
su#rieur pour les équipes 3 et 5). À la lumière de ce graphique, nous pouvons 
questionner les raisons qui ont engenM ces valeurs extrêmes. Sans une discussion avec 
les étudiants, il s'avère toutefois ciifîïcile d'expliquer pourquoi certains étudiants ont 
travail16 plus fort que d'autres. 
Figure 3.4 Ripartition des Heures NormaiisQes Totaies par Equipe 
3.10. Discussion du Rocessus de Vkiiication et de Vaiidation 
Ainsi, ce chapitre portait sur le processus de vérification et de validation de la base des 
donnees utilisee en vue de I'application du PQAL. S'inspirant des critères emis par Florac 
et Carleton (1999), nous avons demontré le processus de vdrification et de validation 
entrepris en vue de rendre I'analyse de la base de do& plus crédible et significative. 
Tel que mentionné, plusieurs corrections et modifications mt  6té nécessaires afin de 
respecter les critères de V&V. À la lu* des statistiques résumant le processus de 
V&V, nous pouvons constater un manque flagrant de compdknsion, par toutes équipes, 
du processus UPEDU, lequel devait servir de base aux 6tudiants dans I'élabmtion de 
leur projet. Nous avons également remaqut?, et ce pour toutes les Bquipes, une difficulté 
associée I'utiiisation de l'outil de jeioas créé pour les Biudiants. Ces observations 
corroborent les conclusions de d'autres auteurs (Bcadac et al., 2994; Petty et al., 1994; 
Robillard 2000) qui ont égaiement relevé des etreurs multiples reliées à i'emgistrement 
de jetons relatifs h l'effort. Par exemple, Robillard (2000) swléve des problemes relatifs 
i'ambigu1té des jetons, l'invalidité des donnks, de meme que la non-confonnit6 de 
l'utilisation des jetons et des intervalles de temps. Rappelons que les memes problhes se 
sont présentés pour notre base & données. 
Bien que de telles corrections et modifcations s'avèrent essentielles pour réduire au 
maximum les erreurs contenues dans la base de données brutes, elles peuvent néimoins 
entraîner d'autres types d'erreurs (Le., biais natwel). Soulignons que l'utilisation des 
critères suggérés par Fiorac et Carleton visait à promouvoir I'objectivit6 et la rigueur 
associées au processus de V&V. Toutefois, les modifications subjectives des artefacts 
suites aux commentaires des Bh~diants ainsi que la ndcessité d'agglomérer les résultats 
pour fins de comparaison, ont entraîné quelques biais qui ne pourraient büe validés que 
par les étudiants memes. Comme cette étape s'avère impossibk dans le cadre de cette 
étude, nous ne pouvons que tenir compte de ces Limites lors de I'utilisation de la base de 
don- au moment de l'application du PQAL, réalisée dans le prochain chapitre. En 
effet, en p&nce de phsieurs erreurs, Robiiiard (2000) recommande d'être vigilant quant 
à l'interprétation de Ia base de données. 
CHAPITRE 4 
APPLICATION DU PQAL 
4.1. Introduction 
Tel que détaillé au chapitre anterieur, la base de données utilisée pour l'application du 
PQAL provient des travaux de six groupes d'btudiants dans le cadre du cours IFSOI- 
Atelier de Genie Logiciel. M n  de mesurer le pmessus de dbveloppement logiciel 
entrepris par les équipes à l'aide du PQAL, deux métriques ont 6té retenues, celle de la 
distribution de l'effort et celle de l'évaluation des artefacts. Rappelons que l'effort se 
caractérise par la distribution des jetons dans le temps par personne, tandis que les 
artefacts représentent les documenis produits suite à des activités, lesquelles ont ét6 remis 
au professeur à la fin de la session pour fin d'évaiuation. 
Ce chapitre porte donc sur l'application du PQAL en regard de I'6valuation du processus 
de développement logiciel ?i partir & ces deux métriques. D'abord, nous décrirons les 
étapes entreprises pour utiliser notre modèle face ii la métrique de l'effort. Ensuite, nous 
présenterons, interpréterons et discuterons des &ultats de l'analyse de cette prerniére 
métrique. Nous poursuivrons avec le même proctdé pour la seconde métrique. 
Finalement, nous discuterons de la méthode utilisée afin de considérer la valeur globale 
du processus de développement logiciel. 
4.2. Appiication du PQAL il la Mkique de PEffort. 
Une fois le processus de Vérification et & Vaiidation des jetons complét6, il etait alors 
possible d'utiliser la base de données aün d'evaluer le processus logiciel. Toutefois, avaot 
même d'appliquer le FQAL, il s'avérait necessaire de répondre aux questions qui suivent: 
Quelie hiérarchie devrait-on utiliser? 
Quel poids devrait-on accorder aux priorités pour chacun des éléments de la hikrarchie? 
Quelle période de temps devraita utiliser pour évaluer le processus? 
Quels seront nos critères d'intensité? 
Quelles sont les plages et les priorités des criteres d'intensite? 
Les prochaines sous-sections porteront sur la ddmarche utilisée afin de répondre à toutes 
ces questions. 
4.2.1. Quelle hiérarchie devraitsn utiliser? 
Afin d'utiliser le PQAL, il s'avere nécessaire de créer une hiérarchie représentant le 
systeme que nous désirons analyser (voir Chapitre 2). La structure du processus UPEDU, 
servant de base au système en question, comporte, entre autres, trois éléments de 
modélisations: les workflows, les activités et les ariefacts. Puisque ces trois éléments ont 
bd utilisés & façon explicite par toutes les équipes et que les jetons décrivent le temps 
accordé B chacun de ces éléments, nous avons donc décide de les utiliser afin de d e r  
noûe hiérarchie. La Figure 4.1 représente lii hidcarchie qui sera utilisée dans le cadre de ce 
mtimoire. 
Le premier niveau représente la vision globale de la hiérarchie, désirant ainsi évaluer le 
processus de d6veloppement logiciel. Le niveau suivant correspond ii la distribution des 
workflows .qui composent le processus UPEDU. Le dernier niveau, quant à lui, 
caractérise la distribution des activités et de leurs artefacts, ces derniers sont placés enm 
parenthèses, pour chacun des workflows. Puisque nous retrouvons une relation 1: 1 (voir 
chapitre précédent) entre les activités et les artefacts, nous avons opté pour combiner ces 
deux él&nents dans un même niveau. Pour ceux qui connaissent bien le processus 
UPEDU, ils noteront que le nombre d'activites et d'artefacts est supérieur à celui 
représente dans la Figure 4.1. Cette dissonance s'explique par le fait que nous avons 
seulement représenté les éléments qui ont été utilisés par toutes les équipes. Bien qu'il 
aurait &té possible de créer une hidrafchie tenant compte de tous les dléments du CPEDU, 
la valeur des priorités des Clkments non utilisés par les équipes aurait été de zéro. En 
d'autres mots, tout dlkment ayant un poids de zéro n'apporterait aucune contribution à la 
Componenir 










4.2.2. Quel poids devraita accorder aux priorités pour cbacun des Cléments de la 
hi€rarchie? 
IRS jetons repdsentent la distribution de l'effort pour chaque individu et ce, pour chacun 
des élhents de modéiisation du UPEDU. La distribution des jetons durant le processus 
du dtlveloppement logiciel permet d'avoir une vue d'ensemble de l'effort pour chacun des 
mis éléments de modClisation. ï~ Tableau 4.1 illustre cette distribution pour chaque 
mipe- 
Tableau 4.1: Distribution de 19Effort des $léments de Mod6üsation 
Sous un autre angie, la Figure 4.2 dt?montre la disiribution graphique des workflows de 
chaque équipe. Tel qu'il s'avhre possible de le constater, la distribution de l'effort n'est 
pas uniforme entre les workflows. Ceci corrobore l'opinion de Royce (1998) qui explique 
que la distribution de l'effort varie entre les activités durant le processus de 
d6veloppement logiciel. Toutefois, à notre connaissance, il ne semble exister aucune 
ètude scientifique validant cette déclaration. M€me si nous avions accès à àe telles 
etudes, il demeure peu probable que l'on puisse comparer leurs conclusions à notre 
distribution puisque plusieurs variables dbpendantes (e.g.: la nature du projet, 
i'expérienœ des employés, les ressources disponibles, etc.) risquent de modifier ce type 
de distribution. 
Figure 4.2: Mstribution de l'Effort par WorMows par $qnipe 
Comme l'illustre la Figure 4.2, les pourcentages attribues à ces distributions représentent, 
en fait, l'importance de chaque workflow durant le processus, c'est-à-dire, que ces 
pourcentages pourraient être consid6rés comme 6tant le poids d'importance de chacun des 
workflows durant le projet. Tel que nous l'avons mentionné en début de chapitre, afin 
d'utiliser le PQAL pour I'6valuation du processus, il s9avi?re fmdamental d'accorder des 
poids relatifs à l'importance que chacun des élbments possède par rapport aux autres. il 
serait toujours possible, tel que Saaty (1996) suggère, de faire des comparaisons binaires 
entre les élhents. Cependant, d'après le Tableau 4.1, l'attribution des poids 
d'importance de chaque élément semble avoir dbjà kt6 ddterminee, à posteriori, par les 
équipes lors de la répartition des élements de modélisation. Ainsi, nous avons décidé de 
nous baser sur les données fournies par les dtudiants afin d'éiablir les poids d'impcntance 
dans la hiérarchie. Nous avons donc calcul6, pour une période donde. la moyenne cles 
workfiows et des activitWartefacts des six équipes dans le but de déterminer les poids de 
ces él6cnents. Par exemple, les priorités des 616ments pour la durée complète du pmcessus 
sont représentées dans le Tableau 4.2 et le Tableau 4.3. On peut noter, à la Iwnii9-e de ces 
tableaux, que plus de 50% du temps des étudiants fut consacré ii i'écriture du code et 
moins de 3% à la gestion de projet, ce qui est normal considérant que peu de gestion de 
projet était requise de la part des 6tudiants dans le travail exigé. ii est dgalement 
intéressant d'observer que quelques écarts types s'avèrent très élevés, c'est-à-dire, 
représentant, dans certains cas, plus de 80% de la moyenne. Ceci semble indiquer la non- 
homogdnéitd & notre dchantillon. 
En résumé, les priorités des éléments de mod6lisation se feront à partir de la distribution 
des jetons pour la période de temps que nous désirons analyser. Cette @riode» sera 
d6terminée à la prochaine sous-section. 
Tableau 4.2: Priorités des $iéments de Modélisation: Workflows. 
1 1 Moyenne 1 Ecart Type 
Requis 1 12.0% 3.7% 
Anslyse et Design 1 18.3% 4.8% 
Implémentation 59.2% 10.1% 
Test 7.2% 4.2% 
Gestion de Projet 3.3% 2.9% 
A 
Tableau 43: Priorités des filéments de Modélisation: Artefacts/Activités. 
42.3. Quelle période de temps dedt -on  utiliser pour Qvaluer le processus ? 
Une fois la hiérarchie du PQAL et les priorités des éléments déterminees, il devenait 
important de &cider si on allait évaluer le processus de façon globale ou de façon 
temporelle. Une dvaluation globale consiste principalement à regrouper tous les jetons, du 
début jusqu'à la fin du processus. L'Cvaluation temporelle, quant a elle, implique une 
subdivision du cycle de vie en plusieurs sections (e.g., journalière, hebdomadaire ou 
mensuelle) afin d'6valuer le processus séparément pour chacune de ces sections. 
L'avantage de cette dernihre permettrait d'évaluer L'&olution du processus dans le temps. 
Puisque le processus s'avète un enchaînement d'activités durant le cycle de vie, où 
certaines activités peuvent précéder (e-g.: les activités des requis pdddent ceux de 
i'*hpldmentation) etlou avoir plus d'importance que d'autres activités, une évaluation 
giobde ne tiendrait pas compte de tels aspects du processus. Pour cette raison, nous avons 
opté pour 1'6valuation du processus en tenant compte du facteur temporel afin de mesum 
l'6volution des eldments de modélisation. 
Afin de pouvoir conserver l'aspect temporel tout en examinant la globdite du processus, 
il serait intbressant d'integrer ces multiples évaluations dans une autre hietarchie, teile 
que nous le d&nontre la Figure 4.3. Dans un tel schwio, la priorite accordée il chacune 
de ces évaluations pourrait alors être d6terminée par des companisons binaires. Dans 
notre contexte, puisque nous consid6retons chaque evaluation comme &nt  d'bgale 
importance dans le cycle de vie du processus, nous avons decide d'accorder le meme 
poids P chacune de ces Cvaluations. La priorite, il ce moment. sera représentée par le ratio . 
du nombre de sections (i.e.: chaque d o n  aura une priorite = lln, où n représente le 
nombre de sections). 
1 Bvaiuation Globale 
de la Distribution de l'Effort 1 
Figure 43: $voluation Globale du Processus. 
Une fois notre choix du type d'6valuation fixé, nous devions décider quant h la wuence 
du facteur temporel. La granularité d'une 6valuation joumalike risquerait d'&e hop fine 
puisque les etudiants ne travaillaient pas quotidiennement sur le projet. D'autre part, la 
granularite d'une 6valuation mensuelle pourrait s'averer trop grande Ciaat donne que la 
durée globale du projet n'a et6 que de trois mois. Ainsi, une evaluation mensuelle ne 
tiendrait pas compte de plusieurs détails importants. Pour ces raisons, nous avons opte 
pwr une granularite hebdomadaire. Tout d'abord, nous avons sectionne le projet en 
parties egaies & 13 semaines, pour ensuite evalua le pmccssus pour chacune de ces 
périodes. Nous avons donc regroupé les jetons de fqon hebdomadaire pour toutes les 
équipes. Uw analyse graphique de la distribution de l'effort pour chaqile équipe nous a 
permise d'identifier quelques observations que nous croyons pertinentes de partager lors 
de la prochaine sous-section. 
4.2.3.1. Analyse de la distribution hebdomadaire de l'effort. 
k s  prochaines six figures dhontrent la distribution hebdomadaire des workfiows 
normalisés pour chacune des équipes. À partir de ces graphiques, nous pouvons déjh faire 
quelques observations quant au d6roulement du processus. Par exemple, bien que la 
distribution de l'effort entre les workflows varie d'une équipe Zî l'autre, il n'en demeure 
pas moins que toutes les équipes ont suivi un certain cheminement associés aux 
différentes étapes de UPEDU. En d'autres mots, ils ont tous débuté par le workflow des 
requis, suivi de l'analyse et design, puis ont termine avec le workflow de 
i'implbmentation. 
Malgré que le projet est essentiellement le même pour toutes les équipes, il demeure que 
la aignature~ graphique de la distribution de I'effort pour chacun des workflows, s'avére 
diff4rente pour chacune des équipes. En d'autres mots, chaque équipe a utilisé une 
combinaison différente d'activités durant le ddroulement du processus d'un même projet. 
Plusieurs facteurs peuvent contribuer expliquer ce phhomène, par exemple, le nombre 
d'&udiants par equipe, l'expérience de vie de chaque individu, le nombre de requis 
implantés, les différentes interprétations des requis entre les équipes, la présence ou non 
d'un leader, le niveau de compréhension du processus par chaque membre de l'équipe, 
etc. Bien que la compréhension de ce phénom&ne et de tous les facteurs pouvant 
L'influencer surpasse clairement les limites de œ mdmoire, nous pounions tout de même 
dmettre I'hypothése, même en présence d'un échantillonnage limite, que la distribution de 
l'effort est unique, non pas au projet, mais à chacune des équipes. 
Figure 4.4: Signature du Processus de l'Effort : Eqnipe 2 
Pi- 45: Signature du RofasDs de IpElhct : Équipe 3 
Figure 4.6: Signature du PMeessas de l'Effort : fiqaipc 4 
Figure 4.R Signature du Pmesms de PEffort : &pipe 5 
Figure 4.8: Signatun du Racessiw do l'Effort : Equipe 6 
Figure 49: Signature du Roeessiis de PEUort : W p e  7 
D'autres observations possibles i& partir de ces graphiques correspondent à la quantid 
d'effort accordée aux activiids de test, & même qu'B la gestion de projet. Ces deux 
ph6nomènes ont &galement bté observk par Robillard et Robillard (1998) lors d'une 
&uàe comparative entre une équipe d'btudiants et une équipe de professionnels. Ces 
auteurs expliquent que la diminution d'effort, de la part des btudiants. pour tes activit6s 
de gestion est probablement reliée un manque de compréhension de l'activité même. 
Puisque i'activit6 de gestion peut ttre considérée comme une activité de col1;iboration 
obligatoire (e.g.: des rencontres formelles planifiées sur une base regulière), Robillard 
(2000), & même que Robillard et Robillard (1998) notent que ce genre d'activités ne 
représente que 4% du temps total accordé aux activités de collaboration durant un projet. 
De plus, ils mentionnent que la nécessité de gestion ne s'av8re plus requise lorsque tous 
les membres de l'équipe connaissent bien leurs tâches i I'int6rieur du processus. Quant il 
l'activite de test, ces auteurs ont dgalement  marqué que cette dernière demeure très 
faible durant un projet de session. Ces auteurs croient que les dtudiants, ayant tendance ii 
coder jusqu'à la fin de leur projet, arrivent 2i l'échhnce du travail avant de pouvoir 
exécuter les tests. Puisque leur logiciel est considéré comme étant  jetable*, les étudiants 
considhent peu les avantages que les tests peuvent apporter une fois le logiciel compl6té. 
Dans leur étude, Robillard et Robillard (1998) ont découvert que les étudiants, 
conmirement aux professionnels, ont souvent tendance B mettre plus d'effort aux 
activités de codage qu'aux autres activités (e.g.: analyse et design, requis, tests). Par 
exemple, ces auteurs rapportent que les étudiants ont attribue en moyenne 42% & leur 
temps au d&eloppement, conmirement A seulement 20% pour les professionnels. Ce 
phénomène s'est clairement reproduit parmi [es équipes d'étudiants analysées dans le 
cadre de ce mémoire. Tel que mentionné lors d'une section précédente, les équipes ont 
investi plus de 50% de leur temps ii I'impldmenîation. Toutefois, Royce (1998) 
mentionne que selon son expérience, plus de 65% de i'effort conespond à la phase de 
construction du cycle & vie du RUP, laquelle consiste principaiement aux activités 
d'implémentation. wlques expücations peuvent sans doute contribuer B comprendte 
cette diffknce marquée entre les résultats de L'étude mede par Robiilard et Rdillard 
(1999) et L'intuition de Royoe (1998). La premi8re explication, la plus &idente, est que, 
contrairement à Robillard et Robillard (1998), la distribution des pourcentages de Royce 
(1998) ne coerespond pas aux résultais d'une étuûe scientifique. Une deuxieme 
explication possible est que ces auteun se sont basés sur un processus de d6veloppement 
logiciel différent. En effet, le pracessus utifisé dans l'étude de RobiHard et Robillard 
correspond aux standards du JEEE, contrairement ii Royœ qui s'est appuy6 sur une 
version du RUP. Ainsi, les activités incluses dans une phase peuvent étre differentes d'un 
processus un autre. Si la distribution de l'effort s'avére vraiment unique 21 chaque 
équipe, on pourrait dire qu'il existe autant de signatures de la distribution de l'effort qu'il 
existe d'équipes. h n c ,  il semblerait difficile de généraliser cette dishibution B toutes les 
équipes, encore plus à tous I e s  projets. hisqu'il existe peu &des empiriques sur la 
distribution de l'effort durant un processus, il s'avère toutefois difficile de supporter cette 
hypoth&se. 
4.2.3.2. Calcul des Priorités des Artefacts et Workiiows 
Puisque nous avons décidé d'dvaiuer le processus & façon hebdomadaire, il devient 
ndcessaire & calculer, pour chaque semaine, les priorilés des élbrneats faisant partie de la 
hiérarchie du PQAL O i.e.: les workaows et artefacîdactivités. Tel que nous l'avons 
expliqué i la section , nous avons calcuK les priorités de chacun des Cl6ments en prenant 
les moyennes des équipes. T.e Tableau 4.4 illustre les priorités bebdomadaVes pour les 
workfhws et le, celies pour les artefacWadivith. 
Tableau 4.4: Priorités Hebdomadaires des Workfiows. 
Tableau 45: Priorités Hebdomadaires des Artelacts/ActivitCs. 
4.2.4. Quels seront nos critères d'intensiîé? 
Tel que nous l'avons mentiomt durant la discussion du PQAL au Chapitre 2, afin & 
mesurer l'impact des résultats des métriques sur le but global, il s'avére nècessaire 
d'établir des niveaux d'intensité pour ces résultats. Une fois ces intensités détermindes, 
nous pouvons ensuite accorder des priorités à chacune. Cette procédure s'avére 
essentiele puisque i'impact des résultats des méthqyes sur le but global de la hiérarchie 
&pend directement du poids accord6 iî l'intensité. 
Rappelons que dans notre analyse, nous avons etabU une hi6rarchie basée sur la 
distribution d'effort des worldlows et des activiîéslartefacts. La dtrique utilisée pour 
évaluer l'effort & chaque artefact conespond aux jetons enregistrb dans l'outil de jetons 
utilisé par iraque équipe (voir Chapitre 3). Ces jetons décrivent le temps allout5 à chaque 
artefact par chaque btudiant. Puisque chaque équipe a investi une quantith & temps 
hebdomadaire diffknte pour les mêmes artefacts, il s'avère nkessaire de déâetminer une 
plage d'intensites qui accotdera un ordre d'importance à ces périodes de temps. En 
d'autres mots, pour un artefact et une semaine donnés, nous voulons connaître les crithes 
d'intensite ou les plages, qui nous indiqueront si le temps investi par une équipe est idéal, 
acceptable, pauvre ou inacceptable. Cependant, ceci soulkve une quesuon importante. 
Ainsi, puisqu'un des objectifs de l'6vduation de la distribution de l'effott consiste à 
comparer les valeurs entre les Bquipes, il s'avhe important d'identifier le type d'tchelles 
de mesure B utiliser. À premiere vue, les jetons définissent le nombre d'heures passées sur 
un artefact, ce qui représente une échelte absolue, Toutefois, il est aussi possible de 
normaliser ces valeurs par le temps global du projet, ce qui cornpond une échelle de 
ratio. Bien que ces deux écbeiles de mesure soient riches en information (voir Chapitre 
2), le type d'information contenue dans chacune s'avère différent. Quelle serait donc la 
différence entre une comparaison exécutée partir de valeurs globales basées sur une 
échelle absolue versus une échelle de ratio ? 
Nous avons constaté que les comparaisons basées sur l'échelle absolue ne tiennent pas 
compte de l'expérience des équipiers. Par exemple, nous savons que l'&pipe 2 a investi 
325 heures durant Ie projet conûe 1459 heures pour l'équipe 5. Considérant que les 
équipes sont composées d'étudiants, il semble valable de présumer que le travail de 
l'équipe 2 s'aven probablement inf&ieur à celui de l'&pipe 5, et ce, avant même 
d'appliquer le PQAL. Ea effet, il nous est possible d'émeme une teUe supposition 
puisque nous p&umons que les étudiants ont, en g4néral. ii peu près tous le même niveau 
d'expérience. Toutefois, si ces mêmes valeun provenaient & deux Bquipes en milieu 
industriel, il serait, ii ce moment, injustifiable de poser la m&ne hypothhe, puisque nous 
ignorons le niveau d'expérience des équipiers. Malgré que les valeurs provenant des 
milieux académique et industriel pourmient être similaires. nous ne pounions en tirer la 
&me conclusion. 
Par conséquent, ceci nous conduit à I'utilisation de I'khelle de ratio. Prenons par 
exemple la Figure 4.4 et Figure 4.7 qui représentent la disiribution hebdomadaire 
normalisée des workflows pour les équipes 2 et 5 respectivement. Ces figures nlo€ïrent 
aucune information quant ii la durée des wotkfiows. Par conséquent, il serait tout à fait 
possible que les équipes 2 et 5 possèdent une signature de distribution similaire en dépit 
d'une différence significative quant au temps investi dans le projet. Donc ce ratio, allant 
au delà de la quantitk même de temps, reflkte la distribution de l'effort. Toutefois, il est 
important de noter que nous perdons de l'information, c'est-&-dite la quantid de temps 
investie, lorsque nous passons d'une échelle absolue h celle de ratio. Donc, le choix 
d'échelle dépend essentiellement & ce que l'on veut bvaluer. Ainsi, il serait favorable 
d'utiliser l'échelle absolue pour évaluer la ~uantit6 de temps accordée aux artefacts, 
d'autre part, l'échelb de ratio semble plus avantageuse lorsque nous sommes 
principatement i n t h &  la distribution & L'effort. Mentionnons toutefois qu'il s'avère 
également possible, à i'aide du PQAL, & combiner les deux types khelles. Consiàérant 
que notre intérêt primaire pour ce mémoire consiste ii dvaiuer la distribution de l'effort, 
nous avons opté pour l'utilisation, comme intensité, & i'échelle de ratio à partir des 
sommes hebdomadaires nonnaIisées. 
Une fois l'échelle de mesure des intensites identifiée, il s'agit ensuite & determiner les 
critères d'intensité qui seront utilisés pour comparer les valeurs normalisées des artefacts 
à une base de réfknce. Par exemple, pis sefont les critères qui, pour un certain 
artefact, p o m t  classifier b pourcentage d'effort mesuré pour uae semaime donnée, 
comme étant un résultat idéai, acceptable ou pauvre? Ayant toujours la même limite. 
c'est-adire le manque d'dtudes scientifiques reliées à la disiribution de l'effort durant 
l'application du processus UPEDU, nous avons décidé de choisir, comme base de 
référence pour chaque artefact, les valeurs moyennes hebdomadaires de l'effort. En effet, 
bien qu'il existe plusieurs façons de comparer une valeur mes* à une valeur idéale, 
nous avons opté pour un schème utilisant la moyenne (p) ainsi que les écarts types (a) des 
distributions de l'effort pour un artefact et une période de temps donnés. Cette technique 
permet de déterminer la distance d'une valeur hebdomadaire normalisée d'un artefact 
quelconque, en écart type, par rapport à la moyenne. Par exemple, si la valeur moyenne 
d'effort mesuré pour un artefact quelconque conespond à 5% avec un écart type de 2% et 
que la valeur d'effort mesuré de cet artefact pour l'équipe X est 396, nous pouvons dire 
que la distance cet l'artefact est B 1 écart type de la moyenne. Ensuite, nous pouvons 
établir une plage d'intensité, telle qu'illustrée dans le Tableau 4.6. L'avantage d'utiliser 
un tel critère d'intensité présume qu'il existe une plage idéale d'effort pour un artefact 
donné. Si par exemple, une équipe n'investit pas suffisamment d'effort ou investit trop 
d'effort pour l'artefact en question, l'écart type, dans les deux cas, s'avhe significatif. En 
d'autres mots, investir trop de temps sur un artefact n'est guère mieux que d'en investir 
insuffisamment. 
Tableau 4.6: Exemples de Plages d'intensités Basdm sur la distance en Écart typc. 
[plage Idéale 1 
[plage Acceptable 1 (1 a, 2 O] 
Puisque nous désirons mesurer le processus de chaque équipe il toutes les semaines afin 
de tenir compte de i'6volution temporelle des artefacts, il s'avère nécessaire de calculer la 
moyenne ainsi que l'écart type de chaque artefact de façon hebdomadaire. Nous avons 
alors répertorib, dans le Tableau 4.7 et le Tableau 4.8, les valeurs normalisées 
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hebdomadaires (Le.: I'effort d'un artefact pour une semaine divisé par la somme totale de 
l'effort pour la durée du projet) de chacune des équipes. A la suite de cet exercice, nous 
avons constaté que plusieurs artefacts possédaient des valeurs extrêmes, c'est-à-dire que 
les valeurs des écarts types ddpassaient souvent 75% de la moyenne (e.g.: p = 4 et a = 3), 
ce qui représente en soit, une grande variation entre les valeurs. Pou remMer à ce 
problème, nous avons ddcidé d'eliminw certaines valeurs extrêmes afin d'augmenter 
l'homogénéité au niveau de la moyenne et de l'&ut type. Pour ce faire, nous avons 
analysé toutes les vaieurs hebdomadaires normalisées de chaque artefact en se servant de 
trois règles d'élimination de valeurs extrêmes, iilustrées dans le Tableau 4.9. 
Tableau 4.7: Valeurs NomaliseeS Eebdomadairts pour les Equipes 2,3 et 4. 
Tableau 43: Regies d'fhùnation de Valeurs Ext&mes 
' 
R'gle 
Ann d'6liminer des valeurs extrêmes, il est nhsaire  que plus de 
aois valeurs oormaüsées soient mntes. 
Suite à l'élimination de valeurs extrêmes, on doit préserver, au 
plus, deux viiians maiisées. 
R'@e 
L'élimination des valem exûêmes est ces& lorsque !'écart type 
représente moins de 25% de kt moyenue. 
IRS valeurs extrêmes qui ont 616 dliminées sont illustrées en gris dans le Tableau 4.7 et le 
Tableau 4.8. Le Tableau 4.10 et le Tableau 4.L1, quant il eux, représentent toutes les 
valeurs, moyennes et &uts types respectivement, qui seront utilisées pour classifier les 
valeurs normalisées. 
Tableau 4.10: Valeum des Moyennes UtWes  pour Déterminer les Intensités 
- -- -- 
Tableau 4-11: Valeurs d a  &arts Types Utilirb pour Déterminer In intemit& 
La prochaine drape consiste alors definir, pour chaque équipe, la distance de chaque 
valeur hebdomadaire de la moyenne, en terme d'écart type, tel qu'illustnk dans le 
Tableau 4.12 et le Tableau 4.13. Afin d'appliquer le PQAL, il s'avère maintenant 
nécessaire d'accorder une priorité ou un poids d'importance à chacune des intensités 
identifiées ci-haut. Pour ce faire, nous utiliserons la méthode des plages, laquelle sera 
daborée la prochaine section. 
Tableau 4.12: Distance en &art Type pour les kquipes 2,3 et 4 
Tableau 4.13: Distance en hart T y p  pwr les Equipes 5,6 et 7. 
4.2.5. Queiies sont les plages et ia priorith des critères d9intensit6? 
Aymt i'intensité de toutes les valeurs hebdomadaires, il nous faut maintenant déterminer 
les plages afin de pouvoir classifier ces valeurs et leur accorder un poids d'importance. 
Pour ce faire, nous allons nous baser mr I'infonnation à posteriori que nous possédons, 
c'est-à-dire, nous connaissons déjh les équipes qui ont réussi avec excellence leur projet. 
En effet, le professeur et le chargé de laboratoire du cours ont conclu que le meilleur 
travail a été accompli par l'équipe 5, suivi de l'équipe 3. En comparant les intensités de 
ces deux équipes contre ceux des quatre autres équipes, il sera ainsi possible de 
déterminer les plages en écarts types. En d'autres mots, nous allons subjectivement 
favoriser ces deux équipes en leur donnant le plus grand poids pour un artefact donné. 
Pour ce mémoire, nous avons decidé d'établir quatre plages d'écarts types pour chaque 
artefact et de fixer des poids d'importance pour chacune des plages. Par conséquent, le 
poids des quatre plages correspondent 9: 1.0 (Le.: pour les distances que l'on considére 
idéaies), 0.75 (Le.: pour les distances que L'on estime acceptables), 0.5 (Le.: pour les 
distances identifiées comme pauvres) et 0.0 (i.e.: pour les distances jugées inacceptables). 
Pour débuter, nous avons créé deux groupes agglomérant toutes les distances encourues 
durant le projet, un pour les équipe 3 et 5 et un autre, pour les équipes 2, 4,6 et 7. En 
prenant un artefact à la fois et en comparant ces deux groupes, il a été possible de 
determiner les plages de façon subjective. Ces résultats sont représentés dans le Tableau 
4.14. Le Tableau 4.15, quant à lui, représente les poids accordés aux intensités de chaque 
éldment hebdomadaire (voir et ), et ce, en se basant sur les plages d'intensités. Une fois 
toutes les valeurs nécessaires à l'application du PQAL identifiées (i.e.: poids 
d'importance de chaque élément de la hiérarchie), la prochaine etape consiste à regrouper 
simplement ces valeurs afin d'évaluer Ia globalité des distributions hebdomadaires de 
l'effort de cbaque équipe. 
Tableau 4.14: Plages d'Intensités pour Utilisation du PQAL. 
Tableau 4-15: Poids Accordés aux Intensités de Cbaque Vdeur Hebdomadaire 
43. Calcul et Analyse des Résuitab de l'&valuation de la Globalité des 
Distributions Hebdomàaires de l'Effort. 
La prochaine étape dans l'évaluation du processus consiste à tout simplement regrouper 
les valeurs (i.e., priorités des wotkflows, artefacts et intensités) calculées dans les sections 
précddentes pour ensuite les incorporer dans le PQAL La 
Figure 4.10 illustre un exemple de l'application du PQAL pour la septième semaine (Le.: 
2000/02/21), ici, il est possible de constater toutes les valeurs necessaires aux calculs des 
priorités en ce qui concerne 1'6valuation de la disûibution hebdomadaire de chacune des 
equipes. Le Tableau 4.16 regroupe les valeurs des priorites hebdomadaires de chaque 
équipe au niveau de l'évaluation du processus. Tel que mentionné antérieurement, nous 
sommes intéressés à évaluer la distribution globale (Le.: du projet en entier) de l'effort en 
évaluant la distribution de façon hebdomadaire afin de tenir compte de l'aspect temporel. 
Tableau 4.16: Valeurs des PrioritCs Hebdomadaires de la Distribution de l'Effort, 
La Figure 4.11 représente la distribution graphique de l'évduation hebdomadaire de 
l'effort pour chaque équipe. Mentiornons d'abord qu'un poids de O lors de la première 
semaine signifie que i'équipe n'a pas travaillt? ii ce moment, mais n'a débuté ses effons 
qu'en deuxième semaine. Toutefois. un poids de O pour les semaines suivantes peut 
O également signifier que les intensités des mefacts correspondent ii la plage ainacceptablew (voir section précédente). 
Figure 4.10: Appiicatîon du PQAL pour la Semaine da 200(U02/21. 
Figure 4.11: Dfstribntbn Grapûfque de 19$vduation Hebdomadaire de 19EKort 
À la lumière de la Figure 4.11, nous observons que I'tvaluation de la distribution de 
l'effort gtnérée par l'équipe 5 demeure élevte de façon constante tout au long du projet. 
Toutefois, nous ne pouvons tirer les m2rne.s conclusions pour les autres équipes. Par 
exemple, l'équipe 2 semble avoir éprouvé des difficult6s h distribuer leur effort entre la 
première et la septibme semaine du projet. Rappelons que cette période correspond à la 
phase d'inception et d'élaboration. En effet, ce phénomene semble se produire également 
pour les équipes 3, 6 et 7. De la huitième à la douzième semaine, on note une 
améiioration quant à 1'6valuation du processus, et ce pow la plupart des équipes. Une des 
raisons pouvant expliquer ce phénomène est que cette période conespond à la phase de 
construction pour la majorite des équipes, laquelle est dominée par le worknow 
d'implémentation qui ne contient qu'une seule activité, celle de lmplement Component. 
Ceci semble comborer i'observation soulignée antérieurement, à savoir que les étudiants 
ont généralement l'habitude d'investir plus de temps durant les activités de 
dtveloppement que pour toutes autres activids. Au cours de la dernière semaine, la 
dominance du worMow d'implémentation laisse place à celui des tests, qui ne contient 
que deux activités, celles de Design Test et Execute Test. Tel que nous pouvons le 
constater (Tableau 4.7 et Tableau 4.8), peu d'équipes ont réalisé ces tests, expliquant 
riinsi leur faible évaluation. 
En somme, l'application du PQAL nous a permis & constater que la plupart des équipes, 
mise à part l'équipe 5, semblent présenter des difncultés avec la distribution de l'effort 
durant les huit premières semaines du projet. Notons que cette période est dominée par 
les workfîows des requis, analyse et design, et tests, lesquels se caracttrisent par plusieurs 
artefacts. Toutefois, on note une amélioration pour la majorité de ces équipes lors de la 
phase de codage. De plus, tel que nous i'avons mentionne, cette période est dominée par 
le workflow d'impI&nentation, représenté par un seul artefact, les ucomponents~ (i.e.: le 
code même). Ceci semble indiquer une diminution dans la sensibilitb du PQAL En effet, 
les résultats nous ment à mire que plus notre bierarchie contient dXlbrnents, c'est-à- 
dire plusieurs artefacts pwr un meme workflow, plus le PQAL s'avère sensible ce qui 
permettrait une meilleure discrimination entre les équipes. 
La prochaine &pe consiste à calculer et analyser les valeurs giobales de la distribution de 
l'effort pour le projet entier. 
4.4. Calcul et Analyse des Résultats de 19&viihiation de la Distribution Globaie de 
l'Effort. 
Rappelons que la valeur globale du projet a éte calculée en utilisant le principe du AHP, 
c'est-Mire que nous avons agglomtr6 toutes les valeurs globales hebdomadaires sous 
une hiérarchie et les priorités ont 4té distribuées de façon tquivalente (i.e.: cbaque 
évaluation hebdomadaire possede une priorité = 1/13, voir section ). Le Tableau 4.17 
représente la disiribution de I'6valuation globale chi processus de chaque &pipe. 
Tableau 4.17: Valeur Globale de 19$valuation de la Distributton de 19E€fort, 
À L'aide du PQAL, nous pouvons constater que toutes les équipes, mise à part l'équipe 5, 
présentent une faibIe 6valurition de Ia distribution gîobale & l'effort. Cette observation 
démontre que le processus UPEDU était, en général, mal compris des étuàiants. Nous 
pouvons dgalement stipuler une gestion inefficace au niveau du temps et des tâches, et œ 
pour la plupart des équipes. Toutefois, il s ' a v k  surprenant de constater un faible résultat 
pour l'équipe 3, considérant sa performance initialement établie par le professeur et 
chargé de laboratoire. 
Maintenant que nous avons évalué la distribution de l'effort, il est nécessaire d'ajouter 
une seconde métrique afin d'être en mesure d'6valuer le processus global. La prochaine 
section présenten cette nouvelle métrique concernant l'évaluation des artefacts. 
45. Métrique Additionnelle 
De façon à exploiter la flexibilité du PQAL à agglomérer diverses métriques, nous allons 
utiliser, en plus de la distribution de l'effort, l'évaluation des artefacts remis par les 
étudiants au professeur et au chargé de laboratoire. D'après UPEDU, les artefacts 
correspondent aux résultats finaux des activités, et leur evaluation est représentative de la 
«qualité» de la productivité de I'effort entrepris ii générer les iutefacts. En d'autres mots, 
même si les équipes ont reçu une évaluation éievée quant à la distribution de l'effort 
d m t  le projet, ceci n'est pas nécessairement un indicateur quant à I'excelfence des 
artefacts créés. Par exemple, une dquipe peut avoir une valeur globale de la distribution 
de l'effort élevée mais avoir cré6 des artefacts de pauvre qualité. Donc, nous allons 
considt5rer les évaluations du professeur et du chargé de laboratoire comme étant les 
résultats de la métrique à utiliser dans le PQAL, afin d'évaluer la qualité» globale des 
artefacts de chaque équipe. 
Ainsi, cette section p&nte la création d'une nouvelle hidrarchie, laquelIe va inclure les 
deux niveaux suivants: les workfiows et les artefacts. Nous discuterons égaiement de la 
tecbnique utilisée pour déterminer les priorités de chacun de ces éldments ainsi que le 
modkle d'intensité utilisé. Enfin, à l'aide du PQAL, nous allons démontrer qu'il s'avère 
possible d'agglomérer deux hiétarchies différentes a611 d'évaiuer le processus de 
developpement logiciel, celle de I'évaluation globale de la disiribution de I'effort et celle 
de l'évaiuation globaie des artefats. 
4.5.1. Evduation Globde des Artefacts 
En s'inspirant du PQAL, la Figure 4.12 représente la nouvelle hiérarchie comspondant à 
l'évaluation globale des artefacts. Mentionnons que le but global de cette hiérarchie 
consiste en une évduation globale des artefacts. Le second niveau de cette hiérarchie se 
caractérise par les différents workflows. Tel que nous pouvons le constater, le troisi8me 
niveau comporte les différents artefacts comspondant chacun des workfiows. 
Rappelons que nous n'avons pas inclus un niveau pour les activités à cause de la relation 
1: 1 (voir chapitre précédent) entre les artefacts et les activités. 
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Figure 4.12: Hiérarchie pour I'6valaation gtobaie des Artefacts. 
Dans le but d'appliquer notre modèle, il s'avérait alors pertinent d'identifier les priorités 
des workfîows et des artefacts. Pour ce faire, nous avons utilisé les priorités identifiées 
par le professeur et le chargé de laboratoire à l'aide la methode AHP. ï e  char@ de 
laboratoire a d'abord déterminé les priorités en faisant une comparaison binaire, une fois 
terminée, les priorites ont Bt6 authentifiées, puis ajustées par le professeur. Les deux 
prochains tableaux dkmontrent les résultats des priorités pour chacun des éléments de la 
hiérarchie. 
Tableau 4.18: Priorités des Worknows pour l'Évaluation des Artefacts. 
Gestion de Projet 1 7.0% 
Tableau 4.19: Riorit& des Artefacts pour 19$valualion des Artefacts. 
- .- 1-- Mode1 dcs Use Cases 125% 
Spécifications Non Fonctio~eilcs 125% 
W0RFM)WS 
Rea* 





Tests Unitaires 1333% 
Tes4 Tests d'intCgration 1333% 
Tests d'Accepta 13% 
Gcrao~m &Projet Plan d e  
PRIOIUTI~S 
25% 
U semble important de souligner ici que les priorites des éidments de modélisation 
employées pour évaluer les artefacts ne peuvent être utilisées pour évaluer la distribution 
de l'effort. En effet, les artefacts ont dt6 remis par les étudiants et 6valués par le 
professeur et char@ de laboratoire seulement en fin de projet, fournissant ainsi une 
évaluation globale plut& que temporelle, teile que requise par i'évaluation hebdomadaire 
de distribution de l'effort. De plus, un artefact qui domine au point vue de l'effort (Le.: 
nécessitant un facteur d'heudpersonue élevé) ne veut pas adcessairement â h  que la 
prioritd de l'artefwt produit par cet effort sera le plus important. 
Suécifications des Use Cases - 25% 
Design des Pacltctages 
Réaiisation des Use C;rses 
Graphical Usa Interface 





Maintenant, nous pouvons identifier la stratégie à utiliser pour déterminer les intensités 
reliées à l'évaluation faite par le professeur et chargé de laboratoire pour les artefacts. 
Puisque l'intensité des artefacts reflbte le poids qui leur est accordé suite à une mesure, 
nous avons décidé de nous servir des notes décernées par k professeur et le chargé & 
laboratoire pour chaque artefact remis par chacune des équipes. Le Tableau 4.20 
représente donc les notes accordées aux diffdrentes équipes pour chacun des artefacts 
remis. 
Tableau 4.20: Notes Accordées B Chacun des Artefacts. 
Maintenant que toutes les priorités ont 6té identifiées, nous pouvons utiliser le PQAL afin 
d'6valuer la priorité globale des artefacts. Ainsi, la illustre la hit?rarchie nécessaire il cette 
évaluation ainsi que les résultats des priorités globales des artefacts pour chacune des 
e s u i ~ .  
an I ais 
al1 1 ais 
Figure 4.13: Représentation da PQAL P 19€vduation #lobale des artefacts. 
b PQAL nous a permis de constater, qu'en comparaison, I'evaluation des artefacts 
s'avére plus élevée que celle de la distribution de I'effort. Mise h part I'equipe 5, 
1'6vaiuation des artefacts semble ainsi favoriser considérablement toutes les équipes. 
Rappelons que ces dernières présentaient de faibles 6valuations concernant la distribution 
de l'effort. Par conséquent, l'application de notre modèle nous incite mire que les 
évaluations de ces deux mecriques sont indépendantes. En effet, on ne semble pauvoir 
prédire l'effort en ne se servant que de la qualité des artefacts gdntrés. La nature 
indépendante de ces métriques s'avère toutefois avantageuse lorsque nous les 
combinerons afin d'tvaluer la valeur globale du processus de développement logiciel à 
l'aide du FQAL. 
Ayant mesuré la valeur globale de la distribution de l'effort et I'évaluation globale des 
artefacts, nous pouvons re-utiliser le PQAL afin d'évaluer la valeur globale du processus 
de chaque équipe. La Figure 4.14 présente la hit5rarchie nécessaire au calcul nous 
permettant d'dvaluer le processus entier, c'est-Mire, dans sa globalité. 
Évaluation Globale 
du Processus 
Évaluation Globale kvaluation Globale 
des Artefacts de la Distribution de l'Effort 
Figure 4.14: HiCrarchie pour l'&vaiuaüon giobaie du processus. 
Suite à une discussion avec k professeur, nous avons décidé, comme l'artefact 
correspond davantage à la reprfhntation du produit final que ne l'est l'effort, d'attribuer 
un poids de 0.6 ii l'artefact et de 0.4 à l'effortt Une fois de plus, les résultats confiment 
les équipes 5 et 3 comme celles ayant réalisé le meilleur projet et l'équipe 2 comme celle 
ayant le moins réussi l'objectiffix6 par le travail exigé par le professeur (voir Figure .). 
Figure .: Représentation de Ip6valaation globale da processrui. 
Le Tableau 4.21 permettra au lecteur de comparer nos résultats d'evaluation globale du 
processus de développement logiciel avec les notes finales accordées par le professeur à 
chacune des équipes. A la Iumi&re de ce tableau, nous pouvons constater une concordance 
dans le rang attribue par notre modele et celui assigné par le professeur. semble que 
cette corroboration puisse soutenir la nature prometteuse de i'application de notre 
mod8le. 
Tableau 4.21: Comparaison entre les Résiiltats du PQAL et ceux des Nota Finales. 
On peut maintenant se questionner sur les avantages de combiner deux métriques pour 
évaluer le processus. En d'autres mots, ne serait-il pas suffisant d'evaluer le processus en 
ne se servant que de la distribution de l'effort ou que de I'6valuation des artefacts? 
Puisque l'effort correspond davantage au temps, par personne, attnbué lors de la 
réaIisation d'un projet, il semble offrir peu d'information quant à la création &me des 
artefacts. D'autre part, la mesure de l'artefact ne fournit aucune information quant à la 
distribution de l'effort dispensé à l'élaboration et au développement de cet artefact. II 
semble donc justifié de considérer ces deux mdtriques afin d'obtenir un pomait plus 
détaillk du processus global dans le but de pouvoir fournir une Bvduation pius compl6te. 
R va sans dire que le choix des métriques ainsi que des critères utilisés lors de cette 
application du PQAL ne correspond pas à l'unique solution pour &ûiser i'&aluation 
globale du pcocessus de développement logiciel. Par conséquent, le choix et/ou l'ajout 
d'une ou de plusieurs métriques additionnelles h l'évaluation du processus s'avérerait 
sûrement justifiable pour parfaire notre évaluation giobale. Toutefois, ceci dépasse 
i'objectif fixé dans le cadre de cette Btude de deuxi&me cycle. 
Nos conclusions, contributions et recommandations feront l'objet du prochain chapitre. 
CBAPITRE5 
CONCLUSION 
Dans le cadre de ce chapitre, nous @enterons d'abord nos conclusions relatives aux 
résultats de cette étude. Par la suite, une discussion quant aux contributions possibles sur 
le plan théorique, indusiriel et académique suivra. Enf?n, nous t5laborerons quelques 
recommandations au niveau de la pratique et de la recherche. 
5.1. Conclusion 
i'l existe une multitude de mdtn'ques en génie logiciel, mais l'importance qu'occupe 
chacune d'elles dans l'evaluation des attributs logiciels demeure toujours incomprise et 
ce, principalement en raison des lois de la thbrie de la mesure. En effet, à notre 
connaissance, aucun des articles recensés portant sur les métriques en gt5nie logiciel 
n'offre une solution pour l'agglomération des résultats de métriques. Ainsi, la résolution 
d'une telle problematique pourrait contribuer au renouvellement des pratiques de 
l'ingénieur dans le domaine du genie logiciel. 
Le but de ce mémoire consistait donc développer un modèle permettant l'agglomération 
des résultats de diverses métriques, et ce indépendamment des échelles de mesure 
utilisées, permettant ainsi la quantification de l'évaluation des attributs de la qualit& Pour 
ce faire, après avoir exposé la problt?matique, nous avons décrit le modèle Analytical 
Hierrirchy Process (AHP) de Saaty (19%) dans le but de i'integrer au domaine du ghie 
logiciel, afin de créer notre modèle, que nous avons surnommé le Processus de 
Quantification des Attributs Logiciel (PQAL). Comme attribut de la qualité, nous avons 
utilisé le processus de développement logiciel, tel que mentionné dans le modèle de 
qualité de Boloix et Robillard (1995). Dans Ie bat de pouvoir appliquer notre modèle 
1'4vaiuation d'un processus de développement logiciel en milieu académique, nous avons 
initialement validé une base de données existanie qui à été &nede par six équipes 
d'étudiants travaillant sur le même projet dans le cadre d'un cours de premier cycle, 
Atelier de Génie Logiciel. Cette étape a éî6 W s é e  en nous servant des critères de 
vèrification a de validation s u g g e  par Florac et Carleton (1999). Finalement, nous 
avons procédé ?î l'application du madèle et à l'évaluation du processus de 
développement. 
Dans le cadre de ce mbmoire, nous avons urilid comme attnbut de qualité, le processus 
de développement logiciel, tel qu'identifie dans le modèle de  qualité de Boloix et 
Robiilard (1995a). Rappelons que deux métriques, celle & la distribution de l'effort, 
représentant un élément qui est absorbé par le processus, et celle de I'évaluation des 
artefacts, correspondant LL un élément produit suite au processus, ont été retenues afin de 
mesurer le processus de développement logiciel. Malgré que le projet etait 
essentiellement le même pour toutes les équipes d'étudiants, le PQAL nous a permis 
d'observer que la acsignaturew graphique de la disiribution de l'effort pour chacun des 
workflows différait pour chacune des équipes. Cette observation indiquait que la 
distribution de i'effint semblait peu ddpendante du projet, mais plutôt des équipiers. À 
l'aide de notre modble, nous avons constaté que toutes les équipes, mise à part l'équipe 5, 
présentaient une faible dvaluation de la distribution globale de l'effort. Cette observation 
pouvait nous laisser supposer une mauvaise compréhension du processus UPEDU et/ou 
une gestion inefficace au niveau du temps et des tâches, et œ pour la plupart des dquipes. 
Toutefois, il s'avérait surprenant de constater un faible résultat pour l'équipe 3, 
considérant sa performance initialement établie par le professeur et le charge de 
laboratoire. On pouvait donc présumer que l'évaluation qui nous a tté initialement offerte 
par le professeur et le chargé de laboratoire, s'inspirait davantage des artefacts génMs 
par les équipes que de leur effort. 
À L'ajout de la seconde metrique, le PQAL nous permettait de constater, qu'en 
comparaison, i'dvaluation des artehts s'avérait significativement plus éievée que celle 
de la disiribution de l'effort. Mise % part l'équipe 5, i'evaluation des artefacts semblait 
ainsi fgvoriser considérablement toutes les équipes. Rappelons que ces dernières 
présentaient de faibles evaluations concemant la distribution de l'effort. Par conséquent, 
L'application de notre modéle nous incitait iî croire que les évaluations de ces deux 
métriques &aient indépendantes I'une de l'autre. En effet, il semblait improbable de 
prédire l'effort en ne se servant que de la qualité des artefacts g6nérés. 
L'dtape suivante consistait à agglombrer les résultats des deux métriques afin de pouvoir 
evaluer le processus dans sa globalité. À la lumière des résultats obtenus à l'aide du 
PQAL, il nous était possible de noter une concordance entre le rang attribué aux équipes 
par notre modele et celui assigne par le professeur. Tel que nous l'avons mentionné au 
chapitre 3, nous devons être vigilant lors de l'interprétation des résultats suite au PQAL 
en raison du nombre dev6 de corrections subjectives et objectives lors de la vérification 
et de la validation de la base de donnbes. Toutefois, une telle corroboration nous porte à 
mire en l'utilité future de notre modèle. 
En conclusion, il a 6 3  demontré qu'il dtait possible, par l'entremise du PQAL, 
d'agglombrer les résultats de plusieurs métriques afin de générer une seule valeur 
quantitative quant à l'attribut de qualité logicielle visé, et ce, tout en respectant la thdorie 
de la mesure. D'ailleurs, cette conformité est tributaire à la validité & la plupart des tests 
statistiques. Bien que la théorie de pise de dkisions multicntères (PDMC) existe depuis 
plus de 50 ans dans les domaines mathématique et économique, elle s'avérait, jusqu'à 
présent, peu utilisée dans notre discipline. De plus, on utilise davantage cette thhie 
comme modèle de classement et non comme modèle d'évaluation. Le EQAL, au 
contraire, se veut un modèle d'évaluation s'appuyant sur le modéle AHP. L'application 
d'une théorie ecempnintb à une discipline connexe peut donc s'avérer une contribution 
inddite, particulièrement lorsqu'un modèle d'évaluation est créé afin d'op4ratio~aliser 
cette théorie. 
5.2.1. Contributions au Niveau Théorique et de Recherche 
Le modéle développé dans le cadre de ce mémoire, le Processus de Quantification des 
Attributs Logiciels (PQAL), pouma pennetûe aux etudiants ainsi qu'aux enireprises de 
mieux comprendre l'implication ainsi que l'interaction des métriques lors de i'évaluation 
des attributs logiciels. 
L'utilisation du PQAL dans le cadre de recherches ult6rieures pourrait contribuer à 
développer les connaissances quant aux interactions existant entre différentes métriques 
dans le domaine du génie logiciel. De telles études pournient éventuellement permettre 
aux utilisateurs une sélection informée des metriques nkessaires à l'évaluation des 
attributs de la qualité. 
5.2.2. Applications Futures 
Dans le cadre de ce mémoire, nous avons évaiué la distribution de l'effort de chaque 
équipe à posteriori, c'est-à-dire que nous avons mesuré l'effon de chaque équipe une fois 
leur pmjet terminé. Toutefois, nous croyons qu'il s'avère possible d'utiliser le PQAL 
ainsi que les données à priori, afin de mesurer i'effort au fil du projet (mesure progressive 
de l'effort) ou de façon prédictive (mesure prédictive de l'effort), permettant ainsi de 
constater la diction que prendra L'effort global. Les deux prochaines sections simuleront 
ces approches. 
5.U.1. Mesure Rogressive de l'Effort 
Cette simulation présume que nous ne possddons aucune des données en début de projet. 
On recevrait plutôt les jetons de chacune des &pipes sur une base hebdomadaire. Par 
exemple, à la fin de la seconde semaine du projet, nous amions recueilli deux semaines 
de jetons. En prenant pour acquis que Ic poids de chque semaine demeure équivalent, il 
nous serait alors possible de mesurer l'effort global pour cette période en utiiisant les 
mesures hebdomadaires de ces deux semaines. Cette mesure progressive de I'effort 
permettrait un ajustement en c m  & projet, puisqu'il fournirait un indicateur de la 
mesure globale jusqu'au moment présent. Ainsi, une faible mesute globale de L'effort à 
mi-projet pourrait contriier à repenser la strategie employée jusqu'à maintenant de 
façon à redistribuer I'effort de manière plus efficace. 
La Figure 5.1 illustre la distribution de l'effort pour cette simulation pour chacune des 
équipes de nom base de données. À la lumière de cette figure, nous pouvons observer 
que l'équipe 5 a maintenu un pourcentage élevd de l'effort tout au long du projet. Une 
telle observation n'était pas applicable pour les autres dquipes. Par exemple, on notait une 
baisse de t'évduation de l'effort pour I'huipe 4 iî partir de la quatriéme semaine du 
projet. Cette information aurait pu fournir au professeur une aide pédagogique ptecieuse 
en cours de trimestre, afin de sensibiliser l'&pipe visuidiser les points à améliorer, et 
par le fait même B réajuster la distribution de leur effort. Ceci s'avère applicable pour les 
autres équipes ayant une faible évaluation. En présence d'une forte évaluation, le 
professeur pourrait Bgalement utiliser cette approche de façon encourager l'équipe à 
maintenir l'effort fournit jusqu'à présent. 
Cette simulation nous a également permis de constater qu'une telle approche poumit 
m i t r e  la sensibilité du PQAL, quant à l'évaluation du but global, dans un contexte 
commercial ou industriel. Lors de notre discussion au sujet de l'attribution des priorités 
des éldments de la hiérarchie (voir Cbapitre 41, nous avious signalé la difficulté A justiner 
cette répartition. En s'inspirant de cetle simulation, un chef de projet pourrait ré-ajuster 
les priorites âu PQAL suite à une 6vaIuation. Par exemple, il la quatrieme semaine, si le 
PQAL indiquerait une faible évaluation de L'effort, le chef de projet ainsi que son équipe 
pourrait considérer que le projet se dérouIe mieux que ce que laisse mire L'~vaIuati0n. A 
ce moment, le chef de p j e t  pourrait utiliser ces informations ûe manière B ré-ajuster les 
pioritds afin que celles-ci reflétent davantage la réalité. À I'oppod, si la valeur globale 
de l'effort s'avi?rerait élevée mais que le chef de projet considérait que le projet ne se 
déroute pas bien, il serait alors possible de ré-ajuster les priorités afin que le PQAL 
indique, de façon plus précise, l'état actuel du projet. En d'autres mots, il ne semble pas 
primordial de se baser uniquement sur des données historiques ou empiriques pour 
évaluer les priorités. Une considération de la situation réeue actuelle peut fortement 
contribuer A i'évaluation des priorités et au ré-ajustement des strategies mises en place. 

Cette simulation présume également que nous ne sommes pas en possession de toutes les 
données. Toutefois, contrairement à i'appcoche précédente, nous désirons conniûtre 
immédiatement, quelle sera 1'6vduation finale future de l'effort pour le projet, en se 
basant sur les données recueillies jusqu'au moment présent. Cette simulation suppose que 
nous accorderions, en début de projet, ii chacune des évaluations hebdomadaires de 
I'effort un poids Quivalent de 1 ou 100% (i.e., une valeur normalisée de 111 3 (0.08) pour 
un projet d'une durée dc 13 semaines). Ainsi, toujours en début de projet, le poids global 
associe au projet en entier correspondrait h 100%. Au fur et à mesure, chacune de ces 
valeurs serait remplacée par l'évaluation hebdomadaire de l'effort actuel. Pa.  exemple, si 
l'6valuation de l'effort pour la première semaine correspondait à 1, le poids global de 
l'effort demeurerait 100%. Toutefois, si l'dvahation s'annonçait inférieure à 1, 
I'6valuation de cette semaine senit normalisée pour les 13 semaines et ferait. par 
conséquence, diminuer le poids global & I'effort. 
b s  jetons de la base de données empIoy6e dans le cadre de ce mémoire ont été utilisés 
afin de démontrer l'effet de cette simulation. La Figure 5.2 illustre les résuliats associt?s A 
cette simulation. Sauf pour les équipes 4 et 5, nous observerions que l'impact de 
I'kvaluation globale pour la premiére semaine entraînerait une diminution significative de 
l'évaluation globale. Remarquons également que cette diminution est presque linéaire 
pour chacune des équipes. Toutefois, nous pouvons noter que la pente de cette descente 
varie entre les équipes. Ii serait donc possible, et probablement fort utile, à un cbef de 
projet, de calculer la pente des évaluations p W n t e s  et d'extrapoler sur les 13 semaines 
(OU la durée estimée du projet), afin & prédire î'Evaluation 6ventuelle de la distribution 
de l'effort globai de son équipe. Par exemple, plus la pente s'avère négative, plus 
l'6valuation globale diminuera et vice-versa Ainsi, autant que la simulation prBcédente 
peut permettre au chef de projet d'évaluer i'effort encouru jusqu'au moment présent, cette 
simulation prédictive pourrait lui foumir des informations pertinentes quant ii la direction 
Bventuelle, ainsi que le degré de diminution de la distribution de l'effort global. 
Une telle simulation semble egalement prometteuse dans le domaine de l'enseignement. 
Un professeur pourrait utiliser cette approche afin d'indiquer aux étudiants la direction 
que prendra l '&htion globale de l'effort, en s'appuyant sur la distribution présente de 
leur effort B I'intérieur du projet. 
Figure 5.2: Repbtation Rédküve de l'Effort. 
5.2.3. Contributions daas le Milieu Industriel 
Nous croyons que le PQAL pourra faciliter les prises de ddcisions reliées au choix et au 
nombre de métriques requises aiin & mesurer divers amibuts d'un produit logiciel 
quelconque. Le PQAL pourra ainsi conhribuer aux prises de décisions associées aux 
ressources financières et bumaines &essaires pour promouvoir le but global 
préaiablement visé (i.e., la qualité). D'autre part, une compagnie pourrait davantage 
justifier les dépenses associées aux métriques ayant des priorités &levées, puisque leur 
impact sur l'indicateur s'avère significatif. Bref, le PQAL pourra faciliter, dans le cadre 
d'une entreprise, le choix des métriques afin que le ratio cofltménéfice soit optimal. 
53.1. Recommandations sur le Plan Ratfque 
Suite aux résultats de cette dmde de deuxihne cycle, nous recommandons aux utilisateurs 
d'agglomérer, & l'aide du PQAL, des metriques déjà existantes dans leur milieu. Le 
PQAL pourra ainsi contribuer à la pratique du g€nie Iogiciel en permettant de quantifier 
les attributs logiciels, tâche qui, jusqu'a maintenant, s'avère probldmatique. Ainsi, 
l'utilisation du PQAL dans les entreprises pourrait faciliter i'assurance quaiite, la 
compréhension et le suivi du développement logiciel, lesquelles sont essentielles à la 
répartition des ressources. 
53.2. Recommandations sur k Pian Recherche 
Nous croyons qu'il serait pertinent de rQliquer m e  étude en utilisant, cette foisçi, une 
base de données provenant du milieu i n d a e l .  En plus, d'une corroboration quant à 
l'application du FQAL, une teUe recherche pcmrrait également faire I'objet & 
comparaison entre les milieux indusiriel et académique. 
IL serait tgalement important d'entreprendre une étuâe visant B determiner le nombre 
optimal de métriques requises par le PQAL pour l'évaluation d'un attribut de la quaiitb 
logicielic. Ces rhulrats pourraient contribuer à optimiser la mise en application du 
PQAL. 
Plusieurs bénéfices financiers semblent associés ii la qualité logicielle (e.g., augmentation 
de la fiabilité entraînant une diminution des coûts de maintenance, identification des 
priorités facilitant la gestion des ressources, etc.). Bien que le PQAL à lui seul ne peut 
garantir un logiciel de qualit6 TOTALE, il pourra toutefois agir ii titre d'indicateur, 
contribuant ainsi à promouvoir, de façon significative, la qualit6 globale du produit. 
Toutefois, ii n'en demeure pas moins que toutes Ies méthodes de PDMC possèdent des 
problhnes qui leur sont intrinsèques. ii s'avete, par conséquent, nécessaire d'&e vigilant 
lors de i'inteqdtation des don&. ies méthodes de PDMC ne peuvent donc dtre 
considérées des panacées h tous Ies pmbkmes multiaitbs,  ce sont plutat des outils ou 
processus visant h faciliter les prises décisions pour L'utilisateur. En effet, on ne doit pas 
négliger le fait que la décision finde revient toujours au décideur et non au modèle 
utilisd. 
55. Mot de la Fin 
Jusqu'A Ment,  les dalisateurs en génie logiciel éprouvent des diicultf5s à interpréter, 
de façon globale, les résultats de métriques puisqu'il n'existe aucun processus 
d'agglomBradon respectant la ?&rie de Ia mesure. Le PQAL. quant & lui, pouvant 
agglomérer les résultats en respectant la t h M e  & la mesure, contribuera de façon 
certaine à I'bvaluation holistique du produit logiciel, visant éventueilement promouvoir 
une qualité giobale. Les Wdfices financiers associés il la qualité logicielle s'avèrent 
nombreux. Bien que le PQAL à lui seul ne peut garantir un togiciel de p i i t é ,  il pourra 
toutefois agir à titre d'indicateur, coniribuant ainsi promouvoir de façon significative la 
qualit6 globale du produit. Les Iogiciels étant omniprésents dans notre societ€ actuelle, 
leur qualité s'avère tributaire à la SecUrite de la population. Toute contribution pouvant 
collaborer à la promotion de la quaté logicielle, telle que celle offerte par le PQAL, 
s'avete donc pertinente. 
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