Improvement on the Wi-Fi vehicle simulator ERA by Errahmouni Barkam, Hamza
Improvement on the Wi-Fi vehicle simulator
ERA
A Thesis Presented in Partial Fulfillment of
the Honors Bachelor’s Degree
Hamza Errahmouni Barkam
Department of Computer Science - Telecommunications Engineering
Under the supervision of Prof. Marco Levorato and Prof. Jordi Casademont






In recent years, the boom generated by the IoT is allowing many technologies to move towards automa-
tion. One of the fields taking advantage of it is autonomous driving. What we can observe is that most
vehicle manufacturers are using sensor redundancy to solve the problem of erroneous detection in order to
achieve secure systems. However, it is inefficient as a solution in general. One approach that has been gaining
momentum in recent years is collaborative perception (”Swarm Intelligence Technologies”), where the data
that sensors capture between vehicles is transmitted, gaining a general overview of the situation.
So, are ”Swarm Intelligence Technologies” the future? Can we check this without having to invest mil-
lions of dollars in experimental vehicles, save ourselves from doing tests in cities and thus not having to
endanger pedestrians? Is a simulator a good idea? How realistic is it? What are its limitations? These are
all the different questions we asked ourselves when we started this project.
In order to be able to demonstrate that these technologies are more optimal in V2X communications
environments, it is necessary to experiment and contrast results. At the same time, being able to do tests
and get results with different scenarios without increasing the cost of experimentation is important. In this
project, you will notice that it starts with a tool called ERA that allows vehicular communication in a basic
simulation environment called Gazebo. However, tool is quite simple and does not present any experiment
that can be translated to a vehicle and that is why it was essential to move it to a more realistic environment.
If we manage to adapt to an environment as realistic as possible, from there we can create many different
experiments to check how the DSRC (Dedicated Short Range Communication) behaves and whether the
solutions regarding vehicle perception are efficient and good. This will drastically shorten the time needed
for us to live in a safer world with reliable autonomous vehicles.
This project has started with the introduction to the tools needed for project development (ROS, C ++,
Unreal Engine), experimenting with the current state of the ERA tool and understanding exactly what it
does and how it achieves it. Afterwards, we created a base experiment in the new Carla environment with
the code that binds the ERA tool to the simulator. Finally, we switched from V2V unicast to multicast
communications (much more efficient).
At last, an important comment is that the project included some concepts outside the simulation scope
improvement to have more tools for future experimentation such as basic object detection and Operative Sys-




En aquests darrers anys el boom que ha generat el IoT està permetent que moltes tecnologies avancin
cap a la automatització. Un dels camps on més s’ha vist beneficiat és el de la conducció autònoma. El
que veiem és que la majoria de fabricants de vehicles utilitzen redundància als sensors per a solucionar el
problema de deteccions errònies i tenir sistemes segurs. Malgrat això, és poc eficient com a solució en general.
Un plantejament que està guanyant força els últims anys és el de la col·laboració perceptiva entre vehicles
(”Swarm Intelligence Technologies”), on es transmeten les dades que els vehicles capten entre ells, guanyant
una visió global de la situació.
Llavors, són les ”Swarm Intelligence Technologies” el futur? Podem comprovar-ho sense haver d’invertir
milions de dolars en vehicles experimentals, estalviar-nos fer tests en ciutats i aix́ı no haver de posar en
perill als vianants? És un simulador una bona idea? Quant de semblant és? Quines són les limitacions que
presenta? Totes aquestes són les diferents preguntes que ens hem plantejat al començar aquest projecte.
Per a poder demostrar que les aquestes tecnologies són mès optimes en entorns de comunicacions V2X cal
experimentar i contrastar resultats. Al mateix temps, poder fer tests i obtenir resultats amb diferents esce-
naris sense augmentar el cost d’experimentació és important. En aquest projecte, observareu que es parteix
del software ERA que permet la comunicació vehicular en un entorn de simulació bàsic com és Gazebo.
Malgrat això, aquesta eina és força simple i no presenta cap situació que es pugui traslladar a un vehicle i
és per això que és essencial traslladar-ho a algun entorn més realista.
Si aconseguim adaptar-nos a un entorn el més objectiu possible, a partir d’aqúı es podran crear nom-
brosos i diferents experiments per a comprovar com el DSRC (Dedicated Short Range Communication)
es comporta i si les solucions respecte a la percepció vehicular són eficients i bones. Això permet escurçar
dràsticament el temps necessari per a que puguem viure en un món més segur amb vehicles autonòms fiables.
Aquest projecte ha començat amb la introducció a les eines necessàries per al desenvolupament del pro-
jecte (ROS, C ++, Unreal Engine), experimentant l’estat actual de l’eina ERA i entenent exactament què fa
i com ho aconsegueix. Després, s’ha creat un experiment base al nou entorn Carla i el codi que uneix l’eina
ERA al simulador. Finalment, s’ha passat de comunicacions unicast V2V a comunicacions V2V multicast
(molt més eficients).
Finalment, un comentari important és que el projecte ha inclòs un annex fora del projecte per a tenir
més eines per a futurs experiments com ara la detecció d’objectes bàsics i els sistemes operatius espećıfics




En estos últimos años el boom que ha generado el IoT está permitiendo que muchas tecnoloǵıas avan-
cen hacia la automatización. Uno de los campos donde más se ha visto beneficiado es el de la conducción
autónoma. Lo que vemos es que la mayoŕıa de fabricantes de veh́ıculos utilizan redundancia en los sensores
para solucionar el problema de detecciones erróneas y tener sistemas seguros, pero es poco eficiente como
solución. Un planteamiento que está ganando fuerza los últimos años es el de la colaboración perceptiva
entre veh́ıculos ( ”Swarm Intelligence Technologies”), donde se transmiten los datos que los vehiculos captan
entre ellos, ganando una visión global de la situación.
Entonces, son las ”Swarm Intelligence Technologies” el futuro? Podemos comprobarlo sin tener que in-
vertir million de dólares en veh́ıculos experimentales, ahorrarnos hacer tests en ciudades y aśı no tener que
poner en peligro a los peatones? Es un simulador una buena idea? Cuánto semejante es? ¿Cuáles son las
limitaciones que presenta? Todas estas son las diferentes preguntas que nos hemos planteado al comenzar
este proyecto.
Para poder demostrar que las estas tecnoloǵıas son más óptimas en entornos de comunicaciones V2X
hay que experimentar y contrastar resultados. Al mismo tiempo, poder hacer tests y obtener resultados con
diferentes escenarios sin aumentar el coste de experimentación es importante. En este proyecto, observará
que parto de una herramienta llamada ERA que permite la comunicación vehicular en un entorno de simu-
lación básico como es Gazebo. Esta herramienta es bastante simple y no presenta ninguna situación que se
pueda trasladar a un veh́ıculo y es por eso que es esencial trasladarlo a algún entorno más realista.
Si conseguimos adaptarnos a un entorno lo más objetivo posible, a partir de ah́ı se podrán crear nu-
merosos y diferentes experimentos para comprobar como el DSRC (Dedicated Short Range Communication)
se comporta y si las soluciones respecto a la percepción vehicular son eficientes y buenas. Esto permitirá
acortar drásticamente el tiempo necesario para que podamos vivir en un mundo más seguro con veh́ıculos
autónomos fiables.
Este proyecto ha empezado con la introducción a las herramientas necesarias para el desarrollo del
proyecto (ROS, C ++, Unreal Engine), experimentando el estado actual de la herramienta ERA y entendi-
endo exactamente qué hace y cómo lo consigue. Después, se ha creado un experimento base al nuevo entorno
Carla y el código que une la herramienta ERA al simulador. Finalmente, se ha pasado de comunicaciones
unicast V2V comunicaciones V2V multicast (mucho más eficientes).
Finalmente, un comentario importante es que el proyecto ha incluido un anexo fuera del proyecto para
tener más herramientas para futuros experimentos como son la detección de objetos básicos y los sistemas op-
erativos espećıficos para drones. Estos, pueden ser útiles para tener casos de prueba en veh́ıculos en el futuro.
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1 Introduction
The world evolves fast and it mainly is due to one factor, technology. It made us able to communicate
with each other instantly even when thousands of kilometers are between us. As humans, we want to improve
our lives in many different ways such as health, communicating with each other or arriving to our destinations
safely. However, we want to do so in a safely manner, causing the minimum amount of harm towards the
world and its population. This projects tackles one of the solutions to improve the world with least amount
of negative impact around the world, the sector of simulations, specifically, applied on autonomous driving.
Artificial Intelligence is the new technological trend, and its unlimited reach has collided with communi-
cations, especially on the automotive sector. Using vehicle communications and machine learning to improve
the information that we have on the road can create an immense impact on our safety. The main road to
get to a more efficient and safe driving needs a wealthy amount of data and safe tests. What better way to
get both if we can run an infinite way of experiments in a world of ones and zeros that cause no harm to our
pedestrians and environment?
On this project, the objective is to improve the ERA (EPOCHS1 Reference Application) project where
IBM and the research group of Marco Levorato at UCI (University Of California Irvine) are working on. They
want to create an environment with a simulator that includes the novel idea of having DSRC2 communications
and to observe how Adaptive Swarm Technology impacts on the different scenarios, specially the bandwidth
limitations and the transmission of the data between cars (obstacles, weather, throughput, etc).
The main milestones are going to be create a bridge between the ERA tool and the Carla simulator
(instead of the current simulator, named Gazebo), create an experiment to check the improvement of col-
laborative perception against sensor redundancy and finally try to improve the DSRC communication tool
from P2P to multicast. This thesis is structured by stating where the project is situated (context), where
we want to go (objectives) and how (methodology). Then, it describes the final solution3 for each one of
the objectives and at last, it presents the results, the environmental and economical impact with and the
conclusions of the project.
Some deviations appeared on the thesis that are explained more specifically on the Gantt Annex. To
briefly comment them, at the beginning some limitations on the knowledge of ROS (Robot Operating System)
appeared, that have delayed greatly the initial tasks. Furthermore, the process of adaptation after Covid-19
at home and a personal injury created some time constraints. However, all the objectives have been achieved.
The final part, that is the experiment to check Collaborative perception and the writing of the tutorial on
a GitHub repository[19] will be done on July (because I am doing the Balsells Scholarship Program and
my Mobility has a duration of 6 months). Some other tasks would consist on the improvement of the
communications and the scripts to automate experiments.
Ultimately, as a final comment, this Final Thesis Memory has been done with Latex, because it is an
important tool that can be important for the academic future on research.
Figure 1: Future of Vehicle Communications
1Efficient Programmability of Cognitive Heterogeneous Systems
2Dedicated Short Range Communication (DSRC) is an 802.11p-based wireless communication technology that enables
highly secure, high-speed direct communication between vehicles and the surrounding infrastructure, without involving any
cellular infrastructure.
3There is a deep dive on the theoretical concepts needed to understand the solution on Annex A
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2 Context
2.1 Machine Learning and Telecommunications
Most of tech companies are being drawn to the AI world, they are pouring all their resources and attention
to convince us that the revolution of intelligent systems is arriving now. More specifically, researchers are
focusing on Machine Learning, that is powering the novel self-driving cars, virtual assistants and more. This
has created a harmony between the software and the electronic components that enables it. For example,
scientists are creating new types of hardware accelerators, better systems and making a smoother transition
to this new technology.
Figure 2: Examples of application of Machine Learning
Telecommunications is taking advantage of this transition and it has to ensure that the communication
limitations that appear on AI systems get solved. This will give the green light for a faster evolution. One
of its biggest challenges is Autonomous Driving and its communication constraints.
2.2 Autonomous Driving and systems
Research [10] predicts that by 2050 owning a smart autonomous vehicle will become the norm for con-
sumers. Because the technology is improving fast, many of the key pieces of the machinery needed for the
assembling of autonomous vehicles are continuing to get cheaper. While the price of a self-driving car is still
outside the price range of most consumers, its general interest is increasing. A great example can be the rise
of popularity of Tesla and Nissan.
The full adoption of autonomous vehicles will probably take more than expected. Even though, the safety,
economy and convenience will no doubt help the customers to prefer this option and erode the resistance
to buy a self driving car, specially if we make use of simulators to create test cases and get reliable data.
Car manufacturers need to ensure that all the possible vulnerabilities, errors and mistakes in the system
are being taken care of. The safety and reliability aspects must be properly addressed and assessed before
adoption becomes more general for the consumer.
Figure 3: Example of wrong detection on vehicles
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What is observable is that most vehicle manufacturers are using sensor redundancy to solve the problem
of erroneous detection in order to achieve secure systems. However, it is inefficient as a solution in general.
A better idea that is gaining strength the last years would be using multi-vehicle (cooperative) sensor fusion.
This could mean:
• Cars exchange locally-generated maps.
• Each vehicle merges its local map and the received ones in real time.
Is the current state of hardware and technology able to support constant communication between cars?
The answer could be ”not yet but really close”. Researchers and engineers are working constantly to solve
hardware and software constraints, such as a GPU capable of processing more data but fast enough for
a vehicle to use it while moving at high speed, improving the communication protocols that enable
to send more data or compressing techniques to send more complex situations and not suffer traffic
congestion.
Currently, automakers are having a hard time to have their AI algorithms checked in real-life conditions.
This is mainly due to a group of laws [16] that proclaim the following: ”a human must be in control of a
vehicle”. Regulators are making advancements for testing AD vehicles on roads but it is a slow process. While
they wait, automakers are using their software symbiotically with human drivers. With these ”loopholes”,
they are gaining ground and checking their advancements to win the AD marathon.
Even though, manufacturers can’t go as fast as they want because the legal framework is making the
process slow down, blocking the inertia that this technology could already have. That is why there are some
details on the software with minimal impact that could be tested but are not worth enough, in terms of
costs. They still are factors on the general improvement of vehicles and their safety. What could improve
the situation?
2.3 Solution to the problem
2.3.1 Simulation
When we want to analyze, understand, design, or operate with complex systems, simulation is a powerful
tool to do so. It facilitates us to test hypotheses without having to accomplish them out on the real world,
saving us resources and time. It is a a method that allows us to get better results on a faster way by checking
our understanding of the world around us, if we are able to produce the same results on a computer, it means
that we are creating consistent models that explain what we have around.
Simulation provides the ideal mechanism for researchers that suffer from economical constraints, legal
blocking for tests, infrastructure or physical impossibilities and so on. On the automotive sector, gaining
knowledge of things such as driver performance, behavior or testing the software of AD without harming
any pedestrian are invaluable.
Figure 4: Example of car simulator
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Here you can see some of the benefits of using simulators on different situations:
• We can tweak different variables and check its different results on the same setup, such as time, weather
or CPU load.
• We can put vehicles into realistically risky driving situations, but with 100 percent safety.
• The costs are lowered drastically.
• Simulators can be used all the time.
• We can recreate the same experiment countless times on the same conditions or we produce results
that depend only from few variables. With this, we can give reasoning and create new hypothesis for
future experiments.
• We can recreate the experiment faster. Studies that use simulators take much less time than real world
ones.
2.4 Situation of the project
2.4.1 DSSoC Program
This thesis is based on one of the initial phases of the DARPA Project [20] called DSSOC4. Within this
endeavour, the IBM + UCI team targets the domain of embedded processors for autonomous/connected cars
where they put the attention primarily to computer vision and software radio applications.
Figure 5: Phases of the DSSOoC program
As you could observe from Figure 5, the solution for the DSSoC project is called EPOCHS5 and it has
different phases. It is based on the Agile Methodology, that has gained strength and visibility the last decade.
As you can observe, the EPOCHS Reference Application is the first phase of the project and it is where I’ve
been working on. ERA, consists of a use case for Adaptive Swarm Intelligence that has two components,
the communication fabric (between vehicles) and the sensing fabric (the data that is being taken from the
world).
4Domain-Specific System on Chip Program
5Efficient Programmability Of Cognitive Heterogeneous Systems
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2.4.2 Adaptive Swarm Intelligence
As Dr. Lung-Hsiang Wong states [1]: ”The notion of a system adapting itself to provide support for
learning has always been an important issue of research for technology-enabled learning. One approach to
provide adaptability is to use social navigation approaches and techniques which involve analysing data of
what has previously worked for a user X and to use such analysis to guide and help the current user.”
One such technique is swarm intelligence, that is the collective behavior of decentralized and self-
organizing systems, natural or artificial.
On Figure 6, you can observe what exactly has enabled this type of technology to become possible:
Figure 6: Enablers of Adaptive Swarm Intelligence
Many researchers are pointing towards these technology and using it on Autonomous Driving. There are
many challenges that Autonomous Driving has, but one of them is that the sensors can get a limited amount
of data, and sometimes even when you have the best sensor of the world (that means expensive) a simple
car obstructing your vision makes redundancy useless.
Collaborative Perception and Swarm Intelligence solves these situations and creates an environment where
we can have more information that a single vehicle would have.
Figure 7: Difference between Swarm Intelligence and Redundancy Sensors
Now, what are the challenges that these solution has? Testing these takes millions of dollars, time and
resources that are not available to many research teams. A better approach is using good and reliable
simulators.
2.4.3 ERA
With ERA, Adaptive Swarm Intelligence can be tested on a simulator and check its performance. On
a higher level explanation, ERA creates a scenario where two vehicles share their information in the form
of maps, so one can take advantage of the information that the other has (these maps are created from the
data that the sensing fabric gives).
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Figure 8: First phase of the DSSoC program
The sensing fabric depends on the simulator being used. The initial state used a Gazebo simulated world
(click here for more information) with two Turtlebots [9]. After some usage of the environment, it is
appreciated that this simulator has a very basic world (as you can observe on the right Figure 9) and the
results from these experiments are not usable for real vehicle research.
Figure 9: General View of Gazebo and Turtlebot
The communication fabric consists of a WiFi 802.11p transceiver implemented in GNU6 Radio(click here
for more information) by Dr.Bastian Bloessl [bastianb] [3] and it consists of a receiving and transmitting
flow graph with different blocks that simulate the communications that happen on V2V communications. It
is limited by not having the capability of multicasting and being only V2V unicast.
Figure 10: Block distribution of the Wifi Transceiver
They have written a paper where they improved the pipeline of their processor in order to improve the




Because the Undergraduate Thesis ends on June 22nd and my mobility program ends on July 31st, the
objectives of this project will be to have the ERA tool ready to start experimenting for the deadline of
the thesis and the month left to prepare an experiment for Collaborative Perception with some automation
scripts and repository.
3.1 Export ERA project towards a better simulator
ERA uses Gazebo as the graphics and physics simulator. Although Gazebo performs well in the previous
use cases, it is not able to generate photo-realistic camera images that can be used for object detection
or real vehicle situations that can be assessed using autonomous driving software. Also, regarding vehicle
communications, I found the following problems:
• Poor space to recreate real time V2V communications.
• Data being taken from this simulator is not scalable to real communications in terms of throughput
(bytes/s).
• Obstacles and distance are not being considered on the communication.
That is why the thesis started by migrating to a higher fidelity simulator such as Carla (http://carla.org).
This requests significant amount of work to make Carla work with a ROS Melodic environment with multiple
cars. This milestone involves:
• Use ROS nodes communicating with Carla API.
• Enabling multiple cars in the Carla simulation environment.
• Adapt the Costmap to handle Carla PointCloud2 data.
• Modify ERA Message Builder and Interpreter in order to accept Carla data instead of the current
Gazebo data.
• Designing scenarios that show the importance of V2V communication and comparing them to “base-
line” cases where V2V does not exist.
• Creating scenario scripts and files which help the system to easily run use cases.
3.2 Redesigning of the communication layer
The idea is to have a large number of vehicles (10+) communicating simultaneously using DSRC pro-
tocol. ERA uses GNU Radio to achieve the exchange data between vehicles but the current version of the
communication layer is designed to be used with two vehicles, with each vehicle sending data to the other
one (V2V Unicast).
When porting ERA to the real world we expect situations where there are more than two cars present
in the environment. We would like to redesign the transceiver to enable multicasting and receive data from
a large number of vehicles. This milestone will include:
• Replacing peer-to-peer communication with multicast.
• Test and evaluate the performance of the communication layer when dealing with a large number of
vehicles.
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Figure 11: Difference between communications
What is important to note aside, is that apart from these objectives, we have worked on basic Object
Detection and got in touch with Nvidia Machine Learning approached Operative Systems for two weeks,
with future research in mind even though it took some time out of the two milestones. However, it was a
really enjoyable part of the project and it had useful concepts (available on Annex D ).
Finally, the experimenting part of the project that checks if Collaborative Perception is a good idea will
be finished outside of the deadline that the Undergrad Final Thesis has. We know this is something outside
of the principal objectives of the TFG but it was on the scope of my mobility program. That is why, this
memory will have the solution (with problems faced) and the results of these objectives.
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4 Methodology
The methodology followed on this project can be synthesized on three blocks. They have been essential for
me to achieve the ambitious objectives that this project has and also to make me realize from the beginning
that constant work and diligence where important. I also will comment about the experiments and testing
during the project.
Preparation before a project it has been one of the key components of my Methodology. It consists on
having a framework and understanding the months prior to the start of my program where this project was
situated and which where the tools that I was going to be using.
Also, knowing the different objectives, on the preparation I read different papers, got introduced on the
software tools that I was going to use and then create blocks of processes that had to be solved or dealt with
during the project. Obviously, this process hasn’t only been done before the start of the project because
problems appeared, and in order to continue with the final goal, they needed preparation against them and
because I already followed that process, it was an easier thing to do.
The next essential part was multitasking and organization. On my mobility research assistanship
schedule, it did not include the time to work on my undergraduate research thesis but I wanted not only to
write it on Latex but to make an extensive work in order for someone to learn from this tools and use them
for research.
Having my work organized on blocks and tasks, it became a process of creating something similar to a
Gantt where I connected all the essential things and dependencies to achieve the goals.
For last, during the solution of the project, I followed an Agile Methodology. For every problem
encountered, I simplified what would be a minimal solution, created it, evolved it and started the loop again.
With the help of the research lab team where we had weekly meetings on Fridays, I presented my work
and received feedback on how it was going. Also, the problem was very specific so I counted with the help of
PhD student Davide Callega and IBM Software Developer Akin Sisbot for topics that were out of my reach.
The process of finding solutions has been something like this:
• Definition of tools needed.
• What do I need to learn?
• Brainstorming session of solution.
• How many time it will take?
• Assessment with team and feedback.
• Application and tests.
• Results and conclusions.
• What can I improve?
Most of the experiments and tests done, to check if the solution works, are part of the project and
the process followed on it has been the following:
• Definition of tools needed.
• Brainstorming session.
• Propose to team and feedback.
• Project scenario on interface.
• Experiment evaluation with results and conclusions.
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5 Solution
The solution consists on a series of implementations done to achieve the two main milestones7. Each one
will have some comments on the elements of the architecture modified and the explanation the problems and
final solution:
5.1 Carla Migration
To start with this section, Figure 12 presents a similar architecture to what Gazebo and ERA used
together. The only difference is that now Carla is the simulator and the types of data being sent to the
costmap 2D and ERA Message Builder are different.
Figure 12: Deep Architecture of one car on ERA with Carla
Point Cloud[22] is the type of data that real vehicles receive from Lidar sensors and the one Carla injects
to the ERA software. This gives a more realistic approach compared to the the Laser Scan used on Gazebo.
ERA also receives the position of the vehicle with a co-variance. This small variation doesn’t provoke big
changes on the implementation, it will require to encapsulate it as object defined as Pose. This value has an
important role because when the map is sent to the receiver, he has to know where the vehicle is (relative
positioning) respect him so he knows where he has to fuse the received map.
Before going deeper on the implementation and problems found, it is interesting to present some of the
key elements of the architecture:
• Element of architecture - Era Message Builder:
If you go back to Figure 12, you will observe that the element connected to the WiFi Transceiver is
the Era Message Builder.
Its objective consists on encapsulating the map created from the Costmap2D node on a packet with a
structure acceptable for GNU Radio.
Consequently, the WiFi transceiver, that has a ROS Interface, generates a GNU Radio message that
goes through a simulated channel (of our choice) until the receiver gets it.
7If you want to have further knowledge of the theory and software involved on the solution, click here to go for the Annex
A
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• Flow of Data - ROS Messages:
If we simplify the Figure 12 architecture, just to represent the data that goes from tool to another
tool, we have Figure 13:
Figure 13: Flow of Messages and Data
This is important because we have to understand that what makes the connection between two different
software programs are the bridges created between them and they have to be synchronized so the
callbacks work.
• Element of architecture - Carla ROS Bridge:
The ROS bridge enables two-way communication between ROS and Carla. The information from the
Carla server is translated to ROS topics. In the same way, the messages sent between nodes in ROS
get translated to commands to be applied in Carla.
Also, the Carla ROS bridge contributes with some example launch files on how to connect to the Carla
server and how to spawn vehicles and pedestrians. This was really useful to me in order to make some
tests and learn how to use the tool.
Every vehicle on ROS can be found in two different groups, the first one are what they call ego vehicles.
These vehicles are the ones that create topics (channels of data) from their sensors and they are the
ones that let you control them on the world. The other type are normal vehicles, that you have no
control on and they only are used as a mobile obstacle that the ego vehicles can use as training.
Figure 14: Example with ego vehicle
• From Carla to ROS - Data extraction:
Before trying to implement the bridge between Carla and ROS, tests had to be done in order to check
that the vehicle was sending the data. Also, it had importance to understand how the data was being
sent on the ROS topics [18]. Finally, it allowed us to check if the data was somehow similar to what
we see on the real world.
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Afterwards, results obtained were positive, the information is realistic and as the designers of the
simulator intended, it follows all the movements, physics laws, materials and response that normal
sensors offer. Following, the figure 15 shows the output of the sensors using rviz, the ROS tool to
represent data being sent through topics on a visual way instead of 1s and 0s using the terminal
output.
Figure 15: Data taken from Carla
• Problems:
Before going to the results of the tests to check the Carla Migration, there has been some problems
that took more time than others, specifically these three:
1. Errors on the ERA code: The first months, due to a lack of knowledge on ROS, many of syntax
mistakes were made that had to be solved by debugging. ROS has a different way of displaying
errors, even some are encapsulated on the same way. It is important to learn how to debug with
this tool and it has been useful on this project.
2. Sensor positioning: This problem had its root on a specific thing from Carla and will be briefly
commented on a subsection. To sum it up, the solution was attaching the sensor to the parent
vehicle and position it relatively to the vehicle.
3. Transform tree and Vehicle Model: Finally, this one has been the main trigger of all the problems
on the communication between Carla, ROS and ERA. It has a deeper explanation further of
the document and the main source was the lack of knowledge on robotics and the importance
of maintaining the reference of the data taken between sensors and their carriers on a simulated
world.
• Sensor positioning:
Sensors, attached to the ego vehicle can be defined via a JSON file. The Carla ego vehicle reads it from
the file location defined via the private ROS parameter sensor definition file. The format is defined
like this:
{ ” s e n s o r s ” = [ {
” type ” : ”<SENSOR−TYPE>” ,
” id ” : ”<NAME>” ,
”x” : 0 . 0 , ”y” : 0 . 0 , ”z” : 0 . 0 , ” r o l l ” : 0 . 0 ,
” p i t ch ” : 0 . 0 , ”yaw” : 0 . 0 , # pose o f the
sensor , r e l a t i v e to the v e h i c l e
<ADDITIONAL−SENSOR−ATTRIBUTES>
} , . . . ] }
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The root of the problem was that we had not defined correctly the position of the sensor respect the
origin of the vehicle. This means that the x,y,z coordinates were not respect where we did place the
vehicle on the map, but from taking the vehicle dimensions and its center as (0,0,0).
Once this was done, the next problem was that the brand of the EGO Vehicle (which is the name given
to differentiate any vehicle that gives information to ROS from the others that are just obstacles),
spawned randomly and sometimes you could get a vehicle that is taller than another or sometimes you
could even get a bike. This crated problems, specially for the lidar that had to be at the top of the
vehicles. The solution was using only two vehicle brands all the time (on further sections you will find
which ones and the reasoning behind them).
• Costmap Improvement:
Now that the sensor positioning issue was solved, the focus switched to the data that is going to
be sent between vehicles (the costmaps) and make this information as accurate as possible (so it is
useful for Autonomous Driving experiments). If the ERA software is run without the communication
between vehicles, just the creation of the map from Carla data, the output is shown on Figure 16. The
map looks very small and simple. Why? The reason is that the configuration was created thinking of
the Gazebo world, a simple scenario with few objects and no precision needed.
Figure 16: Initial costmap2D representation
After moving the lidar to a better position, now that only two vehicles are being used (Tesla Model 3
and a Prius), it is observed that the lidar data is richer but it does not have enough points. There are
two main problems found here, the costmap resolution is really low and the lidar is sending a scarce
number of points compared to real world lidars. The advantage is that this is a simulator and these
features are configurable.
Figure 17: Old configuration of Costmap
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A normal Lidar used on vehicles can exhibit close to 10 million points per second. The resolution of
the costmap was changed to 0.5 meters / grid after some trial and error. This had some impact on
the computer running because it demanded a lot of processing but a solution was found that will be
commented later. On figure 18 you have some results:
Figure 18: Costmap2D improvement
Then, the next focus is the connection between ROS and ERA and what Gazebo was doing that
Carla is not, because figure 12 gave the impression that by connecting Carla to ROS, ERA would keep
working as it did with the simpler simulator.
• Transform Solution:
From the costmap configuration file mentioned on Figure 19, we can observe that frames are being
circled in blue. What are those ”frames” and which is their importance?
Figure 19: Costmap2D configuration file
In order for the costmap to be created, it must know where the vehicle is relatively positioned respect
all the Carla world. For this to be possible we have to define two types of points of reference, the origin
of all the world or what we call the map frame, and the vehicle position respect this map, the robot
base frame. This data is usually generated by what ROS calls Transforms.
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1. ROS transforms
If you think about it, it is difficult to think about a useful “robot” that doesn’t move or is watching
something move. With that, any useful application in ROS will inevitably have components that
need to monitor the data of a sensor, robot link, or tool. In this software, there is a library that
facilitates this and it is called tf. It is a fundamental tool that allows to receive the transformation
between any connected frames given from a part of the robot or sensor, even back through time.
With that, you can receive data from one part A to part B and represent it from a B perspective.
It is important because if a part needs information from the other one, we need to transform the
data from one point to the other one. If we create a map from a Lidar sensor, we need to know the
position of the sensor respect the car (sensor frame). For more information, you can check this [15].
2. Gazebo Transform Tree
To make our transform tree work properly, observing how the Gazebo + ERA tree is distributed
is a good idea.
Figure 20: Transform tree of one turtlebot generated by ERA and Gazebo
The end of the tree is not that important because it is related to the Gazebo sensors and this will
change. What is essential is to observe the dependency between the robot frames and the world
frames. If we take a closer look at Figure 21:
Figure 21: Closer look to the tree - Gazebo
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From the map frame, which is absolute and fixed with the world, we get the r0 odom. Sometimes,
we may even get between them, the robot frame, which is attached to our robot and moves with
its frame. The odometry frame will have a position of the robot that will drift during time of a
little bit from the true position. So the position of our robot cannot anymore considered absolute
and precise, because there will be a small offset which will get bigger and bigger.
Some of the odom characteristics are that it is continuous, it evolves in a smooth manner, without
discrete jumps and it is an accurate local reference. And then this one acts as a parent of r0 base
footprint. It is defined as the center of the car’s rear axle and the frame moves with the car (it is
not fixed).
This is super important because when we do lidar scanning, we need to know the transformation
of frames between the lidar position and the base link of the car frame.
3. Carla Transform Tree
If we then compare it to the Carla transform tree generated by its developers, the tree map is
represented on Figure 22 but the contents are not as important as the shape of the tree:
Figure 22: Transform tree generated by Carla ROS Bridge
The main difference between Carla and Gazebo is that all the frames have the world map as a
parent except the id of the vehicles. What impact does this have? By not having parents and
siblings, the error that came from transforming map to odom disappears.
Figure 23: Closer look to the tree - ERA
The closer left side on the map of Figure 23, shows both frames hero1 and hero2 (which represent
EGO Vehicles) and their robot frame setup. The difference here is that the Carla development
team, decided not have the EGO Vehicles as a parent of the sensor frames (Figure 24).
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Figure 24: Closer look to the tree sensors part
With this, it is observed that the migration doesn’t lack anything respect the frame tree of Carla
even though they have different ways of achieving the same objective, that is to create a reference
that calls back the ERA Message Builder? Then, where is the problem?
4. Transform Tree Problem Solution:
The main issue is that after observing the ROS nodes on ERA+Gazebo compared to the ones
used on ERA+Carla (by using the commands rosnode list and rosnode info), there was one node
called robot state publisher. It was assumed to be a configuration node for the Gazebo robot so
it was not something needed on Carla.
The robot state publisher (combined with its child node, the joint state publisher) were the main
cause of having the vehicles not sending messages. But first, what does this node do?
The robot state publisher allows you to publish the state of a robot to tf. Once the state gets
published, it is available to all components in the system that also use tf (ERA Message Builder).
The package takes the joint angles of the robot as input (joint state publisher) and publishes the
3D poses of the robot links, using a kinematic tree model of the robot. The package can both be
used as a library and as a ROS node. We need a robot state publisher and the issue gets solved.
However, one of the parameters that this node needs is an URDF file of the vehicle. The Unified
Robotic Description Format (URDF) is an XML file format used in ROS to describe all elements
of a robot. What is available from Carla, the vehicle models, use Unreal Enigne 4[8] and they are
uncompatible with URDF files.
Figure 25: URDF files define relationships between the robot
After contacting with the Carla development team they provided a repository of URDF files of
specific vehicles (Prius and Tesla Model 3) that they have using on some of their AD experiments.
These files have similar characteristics as the ones the UE4 models describe.
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With that, the problem of the transmitter and ERA Message Builder is solved. The vehicle now
receives the callback from the robot state publisher and the output of data is being shown on the
terminal.
Figure 26: Output ERA Message Builder on the terminal. Only transmission
• Costmap Size Problems
After executing the ERA+Carla migration code, with both cars and their WiFi transceivers, the size
of the costmap was higher than 1500 B. This limit was applied by IBM software developers to adapt
to the MTU8 of Ethernet in order to avoid segmentation on the non wireless communication. Also,
the WiFi did not implement segmentation.
Figure 27: Problem with size
That is why it was decided to check first that at least the maps were being shared and fused one respect
the other. It was achieved by lowering the resolution and size of the costmaps (that is why lower
quality costmap will be displayed).
• From Carla to ERA - Final Check:
Figure 28 shows how it was checked that the ERA and Carla setup is working.
Figure 28: Graphical image of how the test will be done
8Maximum transmission unit
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On figure 29, it is displayed the setup on the Carla world
Figure 29: Visualization of the setup on Carla
On figure 30, you can observe the contrast between the map of one single car at the left, and the fused
map. The pink zone indicates what the car already had and the black zones are new information:
Figure 30: Representation of right vehicle costmap
Both that the maps were exchanged and the shared map was mixing the information of both cars
properly. Now we could improve the quality of the map by solving segmentation but the real focus
and next milestone is to change from V2V unicast to V2V multicast.
5.2 Multicast WiFi Transceiver
To get this milestone achieved, the knowledge of what was already developed had been used as template.
The source code of the V2V transceiver was analyzed and from its configuration files to the GNU Radio
blocks.
Eventually, it was found out that this transceiver needs no configuration to be used on broadcast on the
transmitter side but it would need configuration from the receiver side. The issue was that the receivers
needed to know which IP9 address to wait for and this is a problem the multicast also faces. Because the




5.2.1 GNU Radio Architecture
A good feature that GNU Radio has is the fact that if you define a C++ or Python Software Defined
Radio and you upload it on its interface, the program creates a flow graph with the parameters and blocks
that conform this radio. On figure 31 you can observe the representation of the main parameters of the V2V
WiFi radio:
Figure 31: Parameters defined on the V2V radio
Figure 32 shows the different blocks that the transceiver has and they display the connections and
direction of the data between them.
Figure 32: Blocks of the V2V radio
What is important to notice here is not the specific encoding or decoding blocks being used. The
important blocks are the receiver and transmitter components, that here are called UDP10 Source and
UDP Sink. They are the ones that take send the maps or receive them through the ROS Interface and
10User Datagram Protocol
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the ones that we will have to change. Even though they are called UDP Sink and Source, they can be
swapped for TCP11, that is not an issue.
The rest will for now stay the same, specially because on the physical level it is not needed to be modified.
For the second layer, it will later be checked in case it needs to be changed.
5.2.2 Carla + ERA multicast
With the current knowledge available, we developed ourselves a UDP Multicast Source with one small
flaw. Because every vehicle sends to an IP Multicast Address but expects to receive from the same IP
Multicast Address maps, when you send a Map, you end up receiving the same now.
We know this is a flaw but we can change this on the future, it is not a big problem that must be solved
for now. As you can see on the parameters, we do not have a remote IP address anymore and it has become
a Multicast IP:
Figure 33: Parameters defined on the Multicast radio
The UDP Sink will still be the same one, where we write the data from our source IP to the Multicast
Address and the Multicast UDP Source will read from that address too:
Figure 34: Addition of the V2V radio to have multicast




5.3.1 Carla UCI Vehicle
We configured a Carla UCI Vehicle from the EGO vehicle predefined on Carla ROS Bridge. The difference
is that we added more cameras to check image detection on the future, a radar sensor and a GNSS12 sensor.
Figure 35: Sensor Positioning of the UCI Vehicle
5.3.2 Pedestrians Route Definition
We also added some pedestrians and defined their own routes so they move specifically how we want (in
order to check if our tool is working properly or not).
Figure 36: Sensor Positioning of the UCI Vehicle
12Global Navigation Satellite System
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6 Experiment
This section will explain the setup to demonstrate that Collaborative Perceptions is useful and the future
of AD systems and that ERA is the best tool when it is combined with Carla. The following experiment
will work by running two vehicles that are sharing their maps and the main objective is to demonstrate that
Collaborative Perception is a good idea for the future instead of sensor redundancy. As of now, the vehicles
will not use the multicast feature because we are still trying to improve it but if we want to, on the future,
it will be solved by changing some files (the code was modularized in an efficient way).
6.1 Peer to Peer Vehicle Communication
The vehicles are using a simplified AWGN13 channel because the objective here is to focus on the real
time implementation and if Collaborative Perception is really useful. On the future, thanks to the GNU
Radio features, I will be able to add fading channels, LoS situations, having many possible experiments for
the future. With that, the setup will be the following:
Figure 37: Experiment to check collaborative perception
The map shows how vehicle 1 (pink) and vehicle 2 (red) are communicating, and the blue car (3) is
going with its own setup of sensors. On the first phase of the experiment, pedestrian 1 is crossing the
street with a red light, this will make the blue vehicle to stop abruptly. Vehicle 2 (a big truck) is blocking
the view of the other vehicles but has data of both pedestrians. The Truck (number 2) will send his map
to vehicle 1 that will stop before knowing that there is a pedestrian on a dangerous zone and avoiding a
collision with car 3. The project is implemented by using AD software that uses Point Cloud Data (Carla
ROS Scenario Runner feature), so I get to see if it is rigorous or not and what would have happened without
the Collaborative Perception. We will test the limitations of speed, bandwidth, reliability, etc.
As novel ideas or future phases, we could use a scenario where the truck 2, will use the left camera and
will detect the second pedestrian using image detection software and will notify the other vehicles, how much
time does he need? Can the truck use infrastructures (servers) to make ML algorithms faster and then send
the results to other vehicles? Will he be able to do it on time?. Also, another idea could be the use of a
scenario where we send information about the traffic lights or malfunctioning of communication (hackers)
and contrast our own information with the rest of the vehicles. We could ask the time constraints again,
because vehicles are going at high speeds, the channel bandwidth, etc.
13Additive white Gaussian noise
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6.2 Application of Collaborative Perception
Apart from talking about the novel improvements and future lines of research that collaborative percep-
tion presents, we also need to contrast our ideas with other ones. One of them is Hang Qiu’s research about
how to handle the Bandwidth limitations on DSRC channels [4]. One of the main constraints that we observe
on V2X communications is the channel bandwidth and capacity. WiFi communications share the channel,
this means that the data exchanged per second is limited. As we can observe, DSRC communications are
limited from 6 to 27 Mbps. A normal Lidar (Point Cloud data) usually gives at 30 fps approximately 79.2
Mbps and this is a big issue.
Hang Qiu’s approach to solve the problem is that instead of sending the full point cloud we could exchange
what he calls motion vectors. Here on the following figures you can observe how the vectors are computed.
The front black vehicle observes the position change of the blue vehicle and with relative positioning, the
car behind computes it thanks to DSRC communications:
Figure 38: Hang Qiu’s Research Presentation 1
We get the Object Motion Vector using the initial position of the blue vehicle that only the front vehicle
has:
Figure 39: Hang Qiu’s Research Presentation 2
We can compute the Object Motion Vector for every element in the map:
Figure 40: Hang Qiu’s Research Presentation 3
On the conclusions, our point of view will be stated contrasted with this investigation line and what are




7.1 Carla UCI Vehicle and Pedestrian Route Definition
Regarding the UCI Vehicle, it has not been used on the experiment presented on section 6. The main
reason was that we did not need all these cameras and sensors right now and we wanted the environment
light on processing the packet exchange. Also, when we used this vehicle on the experiment, the laptop
couldn’t handle all the sensor data. In order to not crash, the client got slower and it was not something
that we wanted. That is why, on the final scenario, we used the Hero vehicles, that are simplified versions
with one camera, a lidar, a radar and IMU14 sensors, instead of all those cameras.
Even though, the vehicle is still available for when we needed. The computer performance will not be
an issue by virtue of Carla’s client and server architecture. This will mean that we will have more complex
information that can be used on new experiments and then have better DSRC communications.
Regarding the pedestrians, to make them walk a certain route, we needed the component of Carla Walker
Agent. The configuration was simple and easy to follow but it took a lot of time. Later, we used the Carla
Scenario Runner, the results were the same with much less complexity. So, on these two improvements that
we added, the results were satisfactory.
7.2 GNU Radio Multicast
About the current situation of the project, on date 29th of June, the multicast transceiver is working
after using a simple scenario of three vehicles. We observe that if only one of them transmits, the other two
receive their maps. However, when all three of them transmit, a lot of packet loss appears. We are trying to
work out the issue because there still is one whole month on the project. The objective now is to understand
what is making this exaggerated packet loss and we have three main theories:
Bandwidth Capacity: Maybe the channel is suffering congestion because the costmaps are using the
maximum bandwidth of the channel and we have to send smaller and more compact maps.
GNU Radio Software: GNU Radio doesn’t provide source or example that uses Multicast. Maybe its
software is not made to be able to handle these type of communications. It would the worst case scenario,
because it would take a lot of time to migrate to another SDR (Software Defined Radio).
Code error: Finally, another possible issue might be that we have some errors on the code.
Furthermore, by using the multicasting feature, we found out that the map fuser is only capable of fusing
two maps at the same time. This means that the receiver, let’s call it vehicle 1, will have 1+2 or 1+3
combinations of a map instead of 1+2+3. A solution found was keeping the same map fuser but instead
of using the latest two maps, use the last combined map and the latest map received. It is a temporal
solution and we know it is not the most optimal one because some data might be outdated and in need to
get actualized. Another solution is the future line of research of section 6, where we send chunks of map and
combine them all on a global map, but this solution is out of reach of this thesis.
Finally, we cannot forget about the segmentation issue and the flaw that our ”multicast” sends the packet
to other vehicles but also to itself. These details will need to be worked out but we are satisfied of what we
achieved in this amount of time.
7.3 ERA + Carla Migration
For the message exchange and the implementation with ERA, the results have been evolving during the
project (Agile Methodology). After solving the sensor problem, we improved the costmaps. We got blocked
because the maps were not being sent by ERA, so we worked out the transform problem. With that the
communication was on. Since then, we observed that using the UCI Vehicle was taking a lot of resources as
we commented before, due to the high performance needed.
14Inertial measurement unit
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When we changed to the Hero Vehicle, we observed that the performance improved, but it was not
good enough, the frames per second were still low and the execution was somewhat sloppy. After taking in
consideration what the probable causes were and executing all of them in different combinations, we found
out that the main tools that took the performance of the project down drastically were GNU Radio and
Unreal Engine 415.
The software defined radio takes a toll on the computer that you are using, mainly because it is sending
data constantly. The issue is that we cannot change this part, because vehicle communications are the
foundation of our experiments. The solution was that instead of using the built in version of Unreal Engine
416 as the server, we decided to use a lighter version that Carla development team provides. It has all the
capabilities needed. For example, we may not be able to modify the buildings position on the world, but
this is not a subject of interest on the research.
We also discovered and tested the different rendering options18 (both on the built in and the lighter
version) and its impact on the Point Cloud Data. We found out that it was merely an aesthetic feature,
so the rendering quality was downsized to Low. The results were still good and the costmaps remained
unchanged, gaining more speed of execution.
However, we are struggling to make improvements on a situation with two, three vehicles, and we want
this tool to become more scalable by having more cars without worrying about the performance of our
laptop. Carla is scalable19, and the IBM team made sure ERA has also the same capabilities. Consequently,
we are able to have a public IP for the Carla world (Server) and then use ERA on the Client side with the
vehicles sending data. We can always get the interface of the Carla world in general on another computer
later, to observe the results and the state of the simulation.
As for the dynamics and consistency with the real world physics, this tool is great and the advantages
stated on the context section of the thesis about using simulators have been proved. The only comments or
improvements that may be useful on the future is the featuring of impacts with surfaces and pedestrians.
Mainly if this tool wants to be used as a safety measure for AD systems. If the vehicle crashes on a wall,
how much it would affect? Would it be worth to turn left and crash here or crash on the right side? These
are small details for future experiments that could improve what is already a good tool. As of now, they are
not concerning to us, because what we wanted to emulate was WiFi 802.11p communications of ”real world
data” on a simulator.
From the exchange point of view, the migration to Carla was successful and the experiment was possible
to design and create. From the ERA tool, we already checked at the beginning of the project that the WiFi
transceiver was realistic and used the same codification schemes that are being used on the real world [3].
7.4 Rest of the Project
Last but not least, we will leave for July to tackle the segmentation problem, final touches on the
experiment and scenario, make some basic scripts for easier executions and finally, end the GitHub repository
to be available so that everyone can start working with this tool. On the future, we will start to create code
for the new ideas and experiments, get some numbers and get the most of this tool, saving tons of money
that would have to go to vehicles and electronic equipment.
15UE4 is the 3D tool that Carla uses to generate the environment and works as the server of the world. For more information,
go to Annex A
16Carla has two ways of being executed. The first one is the built in version uses UE417 to launch and permits to modify
laws of physics, the map, vehicles or pedestrians attributes. Then we have the install version of Carla, which is lighter but has
less configuration capabilities.
18They define the quality of the Carla world components in terms of interface and visuals
19It uses a client server architecture
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8 Economical and Environmental Analysis
8.1 Analysis of the Economical results
The economical analysis of this project is pretty simple, all of the software used is Open Source (ROS,
Gazebo, Carla, WiFi Transceiver, GNU Radio, even the Latex editor to write this project).
The costs of running the software on a server would be 0,192 USD per hour (Amazon Web Services price)
and this includes the utilities cost. On the worst case scenario, where we would need the server simulating
the project all the time, if we work 6 hours per day five times per week it would cost 152,06 USD for the 6
months duration of the project.
If we add a desk, chair, usual material such as pens, paper and others, with the cost of a software engineer
at UPC minimum salary and the utilities that I paid for the project at home (COVID-19 situation), we have
a total of 7.707,02 dollars.
Figure 41: Server Icon
8.2 Analysis of the Environmental impact
There is a growing concern for ecosystem conservation and environmental care, therefore, more and more
companies are deciding to integrate the established requirements into their organization, to ensure that the
company is respectful and cares for the environment.
All companies make an impact in the environments in which they operate. Some more than others, of
course, but none is exempt from it. When we talk about environmental impact, it is about examining the
level of incidence that the activities of companies have on the ecosystems that surround them. Ecology is
generally the discipline that measures this impact. However, sometimes it is not easy to determine.
Our project is mainly based on software running simulations, so the impact is focused on electricity and
load based executions that will probably be run on a server. As of this project, we thought about having a
local server installed or using the services of cloud providers. We made some research to compare them.
The main provider for servers online is Amazon Web Services (AWS) and can be a good option analyze
its environmental impact. To check the enviromental impact of a server-based data center, we analyzed the
results given by the AWS website [6]. They give special consideration to resource utilization and energy
efficiency. When the compute their carbon emission, they use variables such as the number of servers in
operation, the energy required to power each server and the percentage of use of energy sources that emit
polluting gases.
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As they state on their research, large-scale cloud service providers have a 65 percent usage of
their resources compared to the 15 percent for local servers on the companies (almost more than
four times of what servers would need on-cloud). In addition, the energy efficiency of a local data
center is typically 29 percent lower compared to the cloud service provider. This is mainly
thanks to their facilities, cooling systems, and equipment optimized for network loads. To conclude with the
calculations given, they state that customers only need 16 percent of the power compared to a local
infrastructures, representing an energy cost reduction of 84 percent.
With these results from the AWS website, we can demonstrate that environmental awareness is present
in the corporate social responsibility of large companies, since the increased use of the ”cloud” to store
computer content has triggered the energy consumption of data centers around the world. The decision
is easier then, using cloud servers to process the simulator and even the clients and use only the interface
locally, is a more sustainable and intelligent decision for the world.
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9 Conclusions of the Project
9.1 ERA + Carla + Multicast performance
In general, the whole project together gives us positive results in terms of performance and objectives.
It is then an ideal case scenario that using by spending only a semester on developing and configuring a
simulator, as reliable as Carla is, will good idea for future experimentation with AD systems. This simulator
is going to be even better after because the Carla community from all around the world is trying to add
more assets to the tool and share their tests and results as fast as they can.
The multicast tool worked in general, but it still has lots of improvements to do but we can use small
scenarios to demonstrate the usefulness of Collaborative Perception. At the same time, I think that is not
going to be trivial to solve future issues to make the communication side more and more reliable, because the
more precise you try to become, the more details are going to be needed. Even though, using a simulator will
always pay off not only economically but in terms of first phase testing of AD, because right now, specially
in the USA, there are many laws that make this process difficult.
Furthermore, you can execute the same experiment multiple times, check results and make modifications
faster and not have to worry for jurisdictions or putting in danger real human lives. A simulator gives you
the option of trying the same concept on different scenarios with just a couple of clicks. The issue is going
to be complexity of software in the end. Most of these tools are not trivial and we need to make them easier
and more accessible to undergraduate students, so they are more prepared for something that is clearly going
to be a tool for the future.
Overall, I am satisfied with the job that I have done during these month, because I have achieved all the
ambitious objectives that I had. Also, I will try to solve the rest of the tasks on this last month left (July)
and leave it ready for the Master Thesis.
9.2 Future Work
On our point of view, we think that Hang Qiu’s approach is flawed on some situations. For example,
there are sometimes that we send non important data and computing the vector takes execution time that
could be used on image detection instead. Sometimes, even these Motion Vectors are redundant because
there are static objects. That is why on the following years, we will work on a different approach.
The objective will be that every vehicle only sends what changes on his map, if the top right corner
presents a new change, the car will send just this piece of the map, reducing the Mbps being transmitted.
This is just an idea and we have to check if the complexity of the map fuser is going to be a constraint
because we need time to make control decisions on AD.
How are we going to detect these map changes? A basic approach might be to get the full map every
X fps and then compare to the last map (a buffer) available. Because they are costmaps, every grid has a
value, we would only have to send the values of the grids that changed their values drastically. Other ideas
would be using Machine Learning techniques. Because the vehicle is moving North for example, we now
that the part of the map that will change is the top and the rest will be going down, we can compute with
the velocity a good section of the map that we know will change and create an autonomous software that
adapts to the velocity of the vehicle. That would reduce the data needed to be sent on the channel and the
collaborative perception bottleneck would be solved.
With this solution that we propose to reduce the congestion, some problems appear. For example, when
we have new users on the scenario, these have no data or memory of the completed and shared map. A good
approach would be that the cars send their full maps every X seconds or using infrastructure to download
the shared maps.
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Another problem, would be that by only sending pieces of the map, we would need more complex
techniques of map combination. A good solution would be using infrastructure computing and split the
neural networks to divide computing capabilities between the vehicles and the Edge Servers (used on UAV20
communications and image detection by some researches on the team).
Also, we are interested on working on how typical DSRC situations affect Collaborative Perception. For
example, we want to change the AWGN21 channel that we are using for the basic experiment and have
instead fading channel, so that we can check the viability of this idea on zones with walls and buildings. For
this specific example, we would need to compute the distance that the packet is crossing through air and
the distance crossing walls (we could use the costmaps) and then send the distances to the GNU Radio and
compute their attenuation.
Finally, another thing on mind, was that we used the examples on distances were the WiFi communica-
tions was assured but we should implement some limitations to the distance of the vehicles and the possibility
to receive them. On the future, we will make this a requirement, but it was not as important as preparing
the tool for proper Collaborative Perception experiments.
20Unmanned Aerial Vehicle




One of the main conclusions that I took from this project is that my initial approach was not the good
one. I am used to understand everything and try to adapt and learn as much as I can from new things, such
as the programming language, the software and tools that I use and this derailed me on the solution process.
I think that if I took a solution based angle directly, I could have tried different things that were already
done by other people. Once I had the solution, then I would understand what they were doing. With that,
this project could have been done faster and the numerical results and multicast problem assessment would
be available for the end of June.
On the other side, this mistake has as a positive side. It is a good approach because I think that the
knowledge and ability that I gained with these tools is deeper and more granular. It will most definitively
help me on future instances of the ERA project. Also, other problems that I had during the thesis were for
example, not focusing on details such as the transforms and frames, that took a lot of time on the project or
not asking for help to the advisors and the graduate researchers earlier. Usually I would keep stuck a whole
week to not disturb them with an issue that they could have solved in a matter of minutes. Usually, giving
the ego full control is not a good thing to do if you want to get things done.
10.2 Mobility Program
This Mobility Program is just the beginning, but this experience has been intense. My first time outside
my home, by myself, with new people and a new culture. The adaptation was not easy but I loved every
inch of it. I learned as much as I could from the way people work here and I will still do so on the future
I could start complaining of not having done much during this Mobility in terms of meeting new people,
sharing stories and exchange culture but I can’t, it would be unfair to the hundreds of thousands of people
who have and are still in danger of Covid-19. We have a lifetime to enjoy and travel around.
10.3 Research world first contact
After coming here to UCI and get close to the research group of my advisor, I definitely found what I
want to do on my life. Academics and research are the best option for me and it has been thanks to this
opportunity and project.
Learning and discovering things has been something that have always interested me but the practicality
of it is what makes it even better, that is why engineering is so interesting, I bring solutions to theory and the
research behind it is more complex and attractive than going to an enterprise and make the same product
every day. I am mostly sure that a 9 to 5 job is not made for me and will never be and that is why I am
reassured that I will be taking part of the PhD of Computer Sciences at UCI.
10.4 General overview of undergraduate
Well, this is what I know as the typical ”When a door closes, a new one appears”. This thesis is the end
of 4 intense years where I met friends who will be next to me for the rest of my life, where I developed skills,
resilience and attitudes that will help me all through the problems that I will find on the future.
Anyways, this is surely not the end, the next step is going towards a PhD as I said previously but I must
not forget what made me arrive here, and it was not surely talent nor intelligence, it was hard work and
consistency. I would never change the decisions I made through all these years and what brought me to the
current position that I am in.
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Annex A - Theoretical Framework for ERA
To understand some things on the solution of the project, it is essential to have a theoretical background.
This annex is the perfect part to understand the basic concepts that the solution uses on every step.
Background of ERA
As we said on the Context, ERA is the first phase of the DARPA Project called DSSoC [20]:
Domain-Specific System on Chip goal [20] is to develop a heterogeneous system-on-chip (SoC) com-
prised of many cores that mix general purpose processors, special purpose processors hardware accelerators,
memory, and input/output (I/O) devices to significantly improve performance of applications within a do-
main.
From all the domains possible, they target the “super” domain of embedded processors for autonomous/-
connected cars. Within this super domain, they put the attention primarily to computer vision and software
radio applications.
ERA then, is an Adaptive Swarm Intelligence case to test the advances of the program. The current tool
has been used fusing ROS, Gazebo and GNU Radio. In general, it is a “Cooperative Perception” tool for
connected/autonomous vehicles where we have:
• Multimodal sensing
• Local occupancy map generation
• DSRC-based V2V communication
• Real-time (global) maps fusion
ERA goal is to turn ERA into a benchmark platform for cooperative mobility with integrated perception
and communication capabilities, for open collaborative development.
To go further deep, here you will have an explanation of what the tools that ERA uses are and what
they do on the general architecture of the program.
ROS (Robot Operating System) [11] is a free software robotic middleware. This means that it is a
collection of frameworks for the development of robot software.
Figure 42: ROS Logo
ROS has three basic parts:
• Implementations of the libraries
• Language and platform independent tools
• Packages
ROS graph model
The computation in ROS is done using a network of processes called ROS nodes. This computation
network can be called the computation graph. Each concept in the graph is contributed to this graph in
different ways.
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Figure 43: ROS Computational Graph Model
• Nodes
A node is a process that performs some type of computing on the system. The nodes are combined
within a graph, sharing information between them, to create complex executions.
• Master
Master provides naming and registration services to the rest of the nodes in the ROS system. It tracks
publishers and subscribers to topics as well as services. The role of the Master is to enable individual
ROS nodes to locate one another. Once these nodes have located each other they communicate with
each other peer-to-peer.
• Messages
It is a ROS data type that is used during the subscription and publication of a topic.
• Topics
They are information channels between the nodes. A node can issue or subscribe to a topic. Any nodes
can be subscribed. The issuing node does not control who is subscribed. The information is, therefore,
unidirectional (asynchronous). If what we want is synchronous communication (request / response)
we must use services instead.
• Bags
A bag is a file format in ROS for storing ROS message data and recreate experiments in the same
conditions.
Gazebo
It is an open source program distributed under the Apache 2.0 license that has been used for a long time
in research fields in robotics and Artificial Intelligence. It has a very friendly interface, with little learning
curve and a community that grows daily.
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Among the many features of Gazebo stand out its multiple physics engines, advanced rendering engine,
support for plugins, programming in the cloud, a huge repository with most commercial robots and an
extensive range of sensors and cameras that allow simulating, for example, image recognition. Gazebo
integrates well with ROS, the increasingly popular Linux-based robot operating system, allowing the same
simulation code to be used on a real robot.
Figure 44: Gazebo Logo
GNU Radio
GNU Radio [17] is a free and open-source software development toolkit that provides signal processing
blocks to implement software radios. It can be used with readily-available low-cost external RF hardware
to create software-defined radios, or without hardware in a simulation-like environment. It is widely used in
research, industry, academia, government, and hobbyist environments to support both wireless communica-
tions research and real-world radio systems.
What is a software defined radio? In brief, a software radio [21] is a radio system which performs the
required signal processing in software instead of using dedicated integrated circuits in hardware. The benefit
is that since software can be easily replaced in the radio system, the same hardware can be used to create
many kinds of radios for many different communications standards; thus, one software radio can be used for
a variety of applications.
Figure 45: GNU Radio Logo
General Scheme of ERA
To understand how ERA works, the best approach is using images and then describe and give some
inputs on them. The first one, is to remember that ERA has two general ideas, the sensing fabric and the
communication fabric.
Figure 46: Two Main Pieces of ERA
47
Then, if you open the file system of ERA, you can synthesize it on the following:
Figure 47: General Architecture
On the robot launch file, we generate all the nodes that are related to the robot, the camera, the sensing
fabric, the communication fabric and the map fuser.
The sensing fabric receives input from the Gazebo world (obstacles), but the sensor and the robot modules
are generated and managed from ROS using a Laser Scan package. Consequently, the data is transformed
into a map using the Costmap 2D package and sent to the V2V communication launch file.
There, we create an ERA specific built message and we send it through GNU Radio. Here you can
observe a more detailed look of the flow of data:
Figure 48: Deep Architecture of ERA between two robots
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And then, with only one side (one robot):
Figure 49: One Robot ERA Architecture
We found out that drawing the architecture was helpful for the design of the solution when we swapped
Gazebo for CARLA. We observed that we only needed to change the Costmap2D parameters and the ERA
message builder, the rest should still work.
If you want more information or a practical execution of ERA with Gazebo, visit visit this URL and
you will find the repository that we wrote in order to help future students that want to participate on the
project. You will find not only that part but also the solution to use ERA with CARLA.
Carla Simulator
Then, as we stated on the Context and Objectives, Gazebo has some constraints that can be improved
using a more realistic 3D simulator such as CARLA. Then, what exactly gives CARLA as a better source?
Figure 50: CARLA Logo
CARLA [7] has been developed from the ground up as a support for development, training, and validation
of autonomous driving systems. In addition to open-source code and protocols, CARLA provides open digital
assets (urban layouts, buildings, vehicles) that were created for this purpose and can be used freely. The
simulation platform supports flexible specification of sensor suites, environmental conditions, full control of
all static and dynamic actors, maps generation and much more.
49
The most characteristic features are:
• Scalability via a server multi-client architecture: multiple clients in the same or in different
nodes can control different actors.
• Flexible API: CARLA exposes a powerful API that allows users to control all aspects related to the
simulation, including traffic generation, pedestrian behaviors, weathers, sensors, and much more.
• Autonomous Driving sensor suite: users can configure diverse sensor suites including LIDARs,
multiple cameras, depth sensors and GPS among others.
• Fast simulation for planning and control: this mode disables rendering to offer a fast execution
of traffic simulation and road behaviors for which graphics are not required.
• Maps generation: users can easily create their own maps following the OpenDrive standard via tools
like RoadRunner.
• Traffic scenarios simulation: our engine ScenarioRunner allows users to define and execute different
traffic situations based on modular behaviors.
• ROS integration: CARLA is provided with integration with ROS via our ROS-bridge
• Autonomous Driving baselines: we provide Autonomous Driving baselines as runnable agents in
CARLA, including an AutoWare agent and a Conditional Imitation Learning agent.
Core Concepts of Carla
To understand a little bit about CARLA before diving into the solution of the project, it is important
to understand the blocks that are inside the simulator and the capabilities. We have the world (server), the
client, Actors, blueprints, maps, navigation and the sensors with its data.
1. The client is the module the user runs to ask for information or changes in the simulation. A client
runs with an IP and a specific port. It communicates with the server via terminal. There can be many
clients running at the same time. Advanced multiclient managing requires thorough understanding of
CARLA and synchrony.
2. The world is an object representing the simulation. It acts as an abstract layer containing the main
methods to spawn actors, change the weather, get the current state of the world, etc. There is only
one world per simulation. It will be destroyed and substituted for a new one when the map is changed.
3. An actor is anything that plays a role in the simulation such as vehicles, walkers, sensors, spectators,
traffic signs and traffic lights
4. Blueprints are already-made actor layouts necessary to spawn an actor. Basically, models with
animations and a set of attributes. Some of these attributes can be customized by the user, others
don’t. There is a Blueprint library containing all the blueprints available as well as information on
them.
5. The map is the object representing the simulated world, the town mostly. There are eight maps
available. All of them use OpenDRIVE 1.4 standard to describe the roads.
6. Roads, lanes and junctions are managed by the Python API to be accessed from the client. These
are used along with the waypoint class to provide vehicles with a navigation path.
7. Traffic signs and traffic lights are accessible as carla.Landmark objects that contain information
about their OpenDRIVE definition.
Additionally, the simulator automatically generates stops, yields and traffic light objects when running
using the information on the OpenDRIVE file. These have bounding boxes placed on the road. Vehicles
become aware of them once inside their bounding box.
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8. Sensors wait for some event to happen, and then gather data from the simulation. They call for a
function defining how to manage the data. Depending on which, sensors retrieve different types of
sensor data.
Figure 51: Point Cloud being taken from sensor
A sensor is an actor attached to a parent vehicle. It follows the vehicle around, gathering information
of the surroundings. The sensors available are defined by their blueprints in the Blueprint library.
The current sensor setup available is:









Carla has a deep Python API able to do many things and capitalize all the capabilities that are
needed for the development of Autonomous Driving systems such as Imitational Learning, representation
and transmission of data combining it with a good and easy to use documentation22.
22URL of the documentation
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Figure 52: Architecture of Unreal Engine+CARLA and the Python API
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Annex B - Image Detection for UAV
UAV Operating System
NVIDIA Jetson Nano [12] enables the development of millions of new small, low-power AI systems. It
opens new worlds of embedded IoT applications, including entry-level Network Video Recorders (NVRs),
home robots, and intelligent gateways with full analytics capabilities.
It is a single board computer for computation-intensive embedded applications that includes a 128-core
Maxwell GPU and a quad-core ARM A57 64-bit CPU. Also, the single board computer is very suitable for
the deployment of neural networks from the Computer Vision domain since it provides 472 GFLOPS of FP16
compute performance with 5–10W of power consumption.
Figure 53: Jetson Nano
It’s simpler than ever to get started, we just need to insert a microSD card with the system image, boot
the developer kit, and begin using the same NVIDIA JetPack SDK used across the entire NVIDIA Jetson
family of products. JetPack [13] is compatible with NVIDIA’s world leading AI platform for training and
deploying AI software, reducing complexity and effort for developers.
TensorRT TensorRT [14] enables the optimization machine learning models trained in one of your
favorite ML frameworks (TensorFlow, Keras, PyTorch, . . . ) by merging layers and tensors, picking the
best kernels for a specific GPU, and reducing the precision (FP16, INT8) of matrix multiplications while
preserving their accuracy.
Since this significantly (at least in most cases) reduces the inference time and increases the resource
efficiency, this is the ultimate step for the deployment of a machine learning model in robotics, embedded
systems (with GPU), autonomous driving, and data centers.
Figure 54: TensorRT diagram
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YOLO: Real Time Object Detection
You only look once (YOLO) [23] is a system for detecting objects on the Pascal VOC 2012 dataset. It can
detect the 20 Pascal object classes:
• person
• bird, cat, cow, dog, horse, sheep
• aeroplane, bicycle, boat, bus, car, motorbike, train
• bottle, chair, dining table, potted plant, sofa, tv/monitor
YOLO is a joint work made by Santosh, Ross, and Ali on their [2]. All prior detection systems re-purpose
classifiers or localizers to perform detection. They apply the model to an image at multiple locations and
scales. High scoring regions of the image are considered detections.
They use a totally different approach. Then, they apply a single neural network to the full image. This
network divides the image into regions and predicts bounding boxes and probabilities for each region. These
bounding boxes are weighted by the predicted probabilities.
Figure 55: Experiment to check collaborative perception
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Annex C - Final Gantt
When we want to have a successful project, some resources are needed to help the planning of the different
processes and to keep track and record the tasks and activities that comprise it. One of these resources is
the Gantt schedule.
The Gantt chart is an effective tool for project management, which allows you to see, graphically, the
schedule of activities that are part of the program, its duration and sequence.
It shows the stages of the designed program and the activities planned to develop it. For this, the
beginning and end of each of these phases is indicated by means of bar charts. wen this way, the global
calendar of the project can be easily viewed.
Comments:
As I mentioned before on the Critical Review, I had not checked out the importance of the transformations
and the frames of the sensors, these were problems that showed no error on the output and I did not realize
that they were the source of most of problems regarding the communication process. So because of that, no
one was waking up the ERA Message Builder and the interpreter nodes (that I talked about on the Solution
section) and no messaging was being sent. From my point of view, I had a superficial knowledge on ROS
and I needed to deepen it in order to do it on the time expected.
Inn addition, most of the problems that appeared here were related to the CARLA implementation of
the ROS bridge. Because I did understand what happened between ERA and Gazebo I thought it would be
the same so it would be kicker, but it was different but because I learnt to take a more calmed approach, the
end result was much easier. Also, I did add a new section regarding the presentation of the thesis, I think
that also helped on the same way as for writing the thesis.
Finally, I had no knowledge on how to redefine the GNU Radio layer to have multicasting (I changed the
objective from broadcasting on the middle of the project) so I thought that it would take a lot of time. I
researched a lot on the differences between 802.11p transceivers and 802.11a SDR that already implement
broadcasting and multicasting. In the end, the final implementation was much easier than I thought, thanks
to the source of one of the IBM workers, so this was great news.
As a comment, the GitHub repository and the automation scripts are being finished by July, and this is
why they have not appeared as done.





Annex D - Generic Competences
Entrepreneurship and innovation: Working with Prof. Levorato and the company IBM, must have
constant contact with both groups to plan and carry out tasks in the best possible way, especially in terms
of communication and efficiency.
In addition, most of the topics we are dealing with are in the world of research and that is why we are in
an environment of entrepreneurship and innovation, many of the things we are dealing with have not been
implemented yet and can help take big steps for the evolution of wireless communication technologies in
cars.
Description: Know and understand the organization of a company and the sciences that govern its
activity; ability to understand labor rules and the relationships between planning, industrial and business
strategies, quality and profit.
Level 2: Take initiatives that generate opportunities, new objects or new solutions, with a vision of
process and market implementation, and that involve and involve others in projects to be developed.
Third language
Carrying out mobility in the United States gives me the opportunity to improve and practice the English
necessary to develop in professional work environments. In addition, in order to be able to apply for the
possibility of doing a Master’s and a Doctorate in the USA, I had to take the TOEFL and GRE exams (I
also took the CAE). In addition, oral and written communication are also in English.
Description: Know a third language, which will preferably be English, with an adequate level of oral
and written form and in line with the needs of the graduates in each course. Generic competence in a third
language will be considered achieved in the following cases:
• Have obtained at least 9 ECTS credits corresponding to subjects taught in a third language.
• Develop and defend the Final Degree Project or Project in a third language.
• Accredit a minimum level corresponding to level B2.2 of the Common European Framework of Refer-
ence for Languages.
• Carry out a stay at a foreign university within the framework of a mobility agreement and have obtained
a minimum of 9 ECTS credits
Effective oral and written communication
Every Friday I have to give an oral presentation of the progress I am making in the field and what problems
I am having. At the same time, due to the need to carry out a final degree project, a report must be written
and a final presentation made. In addition, most people who are on the team, to communicate the situations
usually use email.
Description: Communicate orally and in writing with others about learning outcomes, thought-making,
and decision-making; participate in debates on topics of their own specialty.
Level 3: Communicate clearly and efficiently in oral and written presentations adapted to the type of
audience and the objectives of the communication using the appropriate strategies and means.
Teamwork
In the project, we have the direction of Prof. Levorato and as supervisor the doctoral candidate Davide
Callega. I am below as a Junior Research Specialist helping as another member of the team. We also have
the support of IBM where Augusto Vega is in charge of giving us the tools developed by the company and
guiding us with advice on which path we could choose regarding different issues that may arise.
Description: Be able to work as a member of a team, either as another member, or performing man-
agement tasks in order to contribute to developing projects with pragmatism and a sense of responsibility,
assuming commitments considering the available resources.
Level 2: Contribute to consolidating the team, planning objectives, working effectively and promoting
communication, distribution of tasks and cohesion.
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Solvent use of information resources
Like any final degree project, a lot of data, results and final conclusions will have to be managed. These
data in our case will be the results of using the CARLA simulator, V2V communication experiments and
having broadcast communications in the simulator.
Description: Manage the acquisition, structuring, analysis and visualization of data and information
in the field of specialization and critically evaluate the results of this management.
Level 3: Plan and use the information needed for an academic work (for example, for the final degree
project) based on a critical reflection on the information resources used.
Autonomous Learning
Still under the supervision of Davide Callega and Prof. Levorato, a lot of the work I’m doing on my own,
since the two are on a couple of projects and won’t be much in this project for the first two months. That’s
why the first few months will be critical for me to develop the knowledge I need on my own so that when
the two can get together, the work will go as agile as possible.
Description: Detect gaps in one’s own knowledge and overcome them through critical reflection and
choosing the best course of action to expand that knowledge.
Level 3: Apply the knowledge acquired to the performance of a task according to its relevance and
importance, deciding how to carry it out and the time to be devoted to it and selecting the most appropriate
sources of information.
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