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Abstract
For transcendental values of q the quantum tangent spaces of all
left-covariant first order differential calculi of dimension less than four
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2
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1
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1 Introduction
The theory of bicovariant differential calculus over Hopf algebras is one of
the commonly used and best understood theories related to quantum groups.
Its origin was a paper of S. L. Woronowicz [14] where also left-covariant dif-
ferential calculi were considered.
It is well known that bicovariant differential calculi on quantum groups
often (but not always, see [6],[2]) have the unpleasant property (besides non-
uniqueness) that their dimensions do not coincide with the dimensions of the
canonical differential calculi of the corresponding Lie groups. There were
made some attempts using a generalized adjoint action in order to circum-
vent this defect [3],[12]. Another way is to look for left-covariant differential
calculi on the quantum group. Then the corresponding quantum tangent
spaces are not invariant under the adjoint action in general. The first such
example (the legendary 3D-calculus) was developed by S. L. Woronowicz [13]
for the quantum group SUq(2). Among others it was shown therein that the
cohomology spaces of the differential complex are the same as in the classi-
cal situation. Further examples of such kind were given by K. Schmu¨dgen
and A. Schu¨ler [9, 10]. The paper [9] contains also a first classification of
left-covariant differential calculi on the quantum group SLq(2) (under very
restrictive conditions). A method for the construction of left-covariant differ-
ential calculi on a quantum linear group was initiated by K. Schmu¨dgen [8].
Since the pioneering work of Woronowicz the general theory of differential
calculi on quantum groups was refined and developed further. An extensive
overview can be found in Chapter 14 of the monograph [7].
In contrast to the classical situation there is no distinguished differential
calculus on a quantum group and the non-commutative geometry of a quan-
tum group depends on the differential calculus in general. Thus it seems to
be natural to ask how many such calculi (satisfying other additional natural
conditions) do really exist. This problem is studied in the present paper. Our
aim is to give a step-by-step classification of left-covariant differential calculi
(Γ, d) on the quantum group SLq(2) under rather general assumptions. In
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order to motivate the addition of further assumptions we investigate the out-
come of the classification after each step. Although the methods we use can
be easily described, the computations are very boring. The computer alge-
bra program FELIX [1] by J. Apel and U. Klaus was very helpful to carry
out long computations. The main result of the present paper is Theorem
9. Suppose that q is a nonzero complex number and not a root of unity.
Then the assertion of Theorem 9 states that there are exactly 11 (single)
left-covariant first order differential calculi over the Hopf algebra O(SLq(2))
having the following properties: The quantum tangent space is a subspace
of the algebra U (see Section 3), the one-forms ω(u12), ω(u
2
1) and ω(u
1
1 − u
2
2)
form a basis of the (necessarily 3-dimensional) O(SLq(2))-bimodule Γ , the
dimension of the space of left-invariant differential 2-forms in the universal
higher order differential calculus is at least 3 and the first order calculus is
invariant with respect to all Hopf algebra automorphisms of O(SLq(2)). The
list of these calculi is given in Corollary 7. Using the method of Woronowicz
[13] it is proved in Theorem 11 that the dimensions of the cohomology spaces
of these 11 differential complexes are the same as in the classical situation.
This paper is organized as follows. In Section 2 we recall some basic no-
tions and facts about the general theory of left-covariant differential calculus
on quantum groups. If not stated otherwise we follow the definitions and
notations of Woronowicz [14] and of the monograph [7]. In Section 3 the
structure of the dual Hopf algebra U of O(SLq(2)) is described. In Section 4
we determine all 4-dimensional unital right coideals of U . In Section 5 further
restrictions on the calculus are added. In Section 6 we investigate additional
structures such as ∗-structures and braidings. In Section 8 the cohomology
spaces of the most important differential complexes are studied. Section 7
contains the main theorem (Theorem 9) of the present paper. The outcoming
calculi are then studied in detail.
Throughout Sweedler’s notation for coproducts and coactions and Ein-
steins convention of summing over repeated indices are used. The symbols
⊗ and ⊗A denote tensor products over the complex numbers and over an
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algebra A, respectively. All algebras are complex and unital.
2 Left-covariant differential calculi on quan-
tum groups
First let us recall some facts of the general theory (see [14], [7]). Let A be
a Hopf algebra with coproduct ∆, counit ε, and invertible antipode S. An
A-bimodule Γ is called first order differential calculus (FODC for short) over
A, if there is a linear mapping d : A → Γ such that
• d satisfies the Leibniz rule: d(ab) = (da)b+ adb for any a, b ∈ A,
• Γ = Lin{adb | a, b ∈ A}.
An FODC Γ is called left-covariant if there is a linear mapping ∆L : Γ →
A⊗Γ such that∆L(a(db)c) = ∆(a)·(id⊗d)∆(b)·∆(c), where (a⊗b)·(c⊗ρ) =
ac⊗ bρ and (a⊗ρ) · (b⊗ c) = ab⊗ρc for any a, b, c ∈ A and ρ ∈ Γ . Elements
ρ ∈ Γ for which ∆L(ρ) = 1⊗ ρ are called left-invariant. Because of Theorem
2.1 in [14] any left-covariant A-bimodule is a free left module and any basis
of the vector space ΓL of left-invariant 1-forms is a free basis of the left (right)
A-module Γ . The dimension of ΓL is called the dimension of the FODC Γ .
In this paper we are dealing only with finite dimensional FODC.
Suppose that Γ is an n-dimensional first order differential calculus over
A. Let us fix a basis {ωi | i = 1, . . . , n} of ΓL. Then there are functionals Xi,
i = 1, . . . , n in the dual Hopf algebra A◦ such that the differential d can be
written in the form
da =
n∑
i=1
a(1)Xi(a(2))ωi, a ∈ A. (1)
Recall that A◦ is the set of all linear functionals f on A for which there exist
functionals f1, . . . , fN , g1, . . . , gN on A such that f(ab) =
∑N
i=1 fi(a)gi(b) for
all a, b ∈ A.
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The vector space XΓ := Lin{Xi | i = 1, . . . , n} is called the quantum
tangent space of the left-covariant FODC Γ . We define a mapping ω : A →
ΓL by ω(a) = S(a(1))da(2). Then by (1) the equation
ω(a) =
n∑
i=1
Xi(a)ωi, a ∈ A (2)
holds. Since d1 = 0, we have ω(1) = 0 and Xi(1) = 0 for any i. The following
lemma is the starting point for the first part of our classification.
Lemma 1. If X is the quantum tangent space of a FODC Γ , then X¯ =
X ⊕ Cε is a unital right coideal of A◦ (i. e. ∆(X¯ ) ⊂ X¯ ⊗ A◦).
Conversely, any unital right coideal X¯ of A◦ determines a unique FODC with
quantum tangent space X+ := {X ∈ X¯ |X(1) = 0}.
Proof. See [7] and [4].
In particular, the coproduct of elements of the quantum tangent space
takes the form
∆Xi = 1⊗Xi +Xj ⊗ f
j
i , (3)
where the functionals f ji ∈ A
◦ describe the bimodule structure of Γ :
ωia = a(1)f
i
j(a(2))ωj for any a ∈ A. (4)
Left-covariant first order differential calculi Γ over A are also character-
ized by the right ideal
RΓ := {a ∈ ker ε ⊂ A |ω(a) = 0} = {a ∈ A |X(a) = 0 ∀X ∈ X¯Γ} (5)
of A. Two FODC (Γ1, d1) and (Γ2, d2) over A are called isomorphic, if
RΓ1 = RΓ2 or equivalently if XΓ1 = XΓ2.
Let Γ⊗k denote the k-fold tensor product Γ⊗A · · ·⊗AΓ of the A-bimodule
Γ , Γ⊗0 := A, Γ⊗1 := Γ and Γ⊗ :=
⊕
∞
k=0 Γ
⊗k. Then Γ⊗ becomes an
algebra with multiplication ⊗A. Let S be a graded two-sided ideal in Γ
⊗,
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S ⊂
⊕
∞
k=2 Γ
⊗k, S =
⊕
∞
k=2 S ∩ Γ
⊗k. Then the A-bimodule Γ∧ := Γ⊗/S as
well as Γ∧k := Γ⊗k/(S ∩ Γ⊗k) are well defined. The bimodule Γ∧ is called
a differential calculus over the Hopf algebra A if there is a linear mapping
d : Γ∧ → Γ∧ of grade one (i. e. d : Γ∧k → Γ∧k+1) such that
• d satisfies the graded Leibniz rule d(ρ ∧ ρ′) = dρ ∧ ρ′ + (−1)mρ ∧ dρ′
for ρ ∈ Γ∧m, ρ′ ∈ Γ∧,
• d2 = 0,
• Γ = Lin{adb | a, b ∈ A}.
If Γ is left-covariant, then Γ⊗ is also left-covariant with ∆L(ρ ⊗A ρ
′) =
ρ(−1)ρ
′
(−1) ⊗ ρ(0) ⊗A ρ
′
(0). Suppose that S is an invariant subspace of the
left coaction, i. e. ∆L(S) ⊂ A⊗ S. Then Γ
∧ inherits the left coaction of Γ⊗
and Γ∧ is called a left-covariant differential calculus over A.
Suppose that Γ∧ is a left-covariant differential calculus over A. Then the
Maurer-Cartan formula
dω(a) = −ω(a(1)) ∧ ω(a(2)), a ∈ A (6)
is always fulfilled. Moreover, for any given left-covariant FODC Γ over A
there exists a universal differential calculus uΓ
∧. This means that any left-
covariant differential calculus Γ˜∧ over A with Γ˜∧1 = Γ is isomorphic to
uΓ
∧/S˜, where S˜ is a two-sided ideal in uΓ
∧. The differential calculus uΓ
∧
can be given by the two-sided ideal S generated by the elements of the vector
space
S2L := Lin{ω(a(1))⊗A ω(a(2)) | a ∈ R}. (7)
Lemma 2. The following equation holds for any left-covariant differential
calculus Γ over A with quantum tangent space X :
dim (uΓ
∧2)
L
= dim{T ∈ X¯ ⊗ X¯ |mT = 0} − dimX , (8)
where m denotes the multiplication map m : X¯ ⊗ X¯ ⊂ A◦ ⊗A◦ → A◦.
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Proof. It was proved in [11] that in the present situation the formula
dim (uΓ
∧2)
L
= dim{T ∈ X ⊗ X |mT ∈ X} (9)
is valid. Let V, V ′, and W denote the vector spaces
V := {T ∈ X ⊗X |mT ∈ X}, V ′ := {T ∈ X¯ ⊗ X |mT = 0}, and
W := {T ∈ X¯ ⊗ X¯ |mT = 0},
respectively. Then the mapping ϕ : V → V ′, ϕ(T ) = T − 1 ⊗ mT , and its
inverse ψ : V ′ → V , ψ(T ) = T − (ε ⊗ id)T give an isomorphism between V
and V ′. Obviously we have X¯ ⊗ X¯ = (X¯ ⊗ X )⊕ (X¯ ⊗ C · 1) and hence
dimW = dimV ′ + dimW ′,
where W ′ := {T ′ ∈ X¯ | ∃T ∈ X¯ ⊗ X ,m(T ′ ⊗ 1 − T ) = 0}. But the vector
space W ′ is isomorphic to X . Indeed, X ⊂ W ′ since m(X ⊗ 1− 1⊗X) = 0
but 1 6∈ W ′. The latter follows from the fact that ε(m(1 ⊗ 1)) = 1 and
ε(m(T )) = 0 for any T ∈ X¯ ⊗ X .
3 The Hopf dual of O(SLq(2))
In what follows we assume that q is a transcendental complex number. The
structure of the coordinate Hopf algebra O(SLq(2)) (with generators u
i
j,
i, j = 1, 2) of the quantum group SLq(2) is well known. We now restate
the description of the Hopf dual U = O(SLq(2))
◦ obtained in the monograph
[5]. Let U denote the unital algebra generated by the elements E, F,G and
fµ (µ ∈ C
× = C \ {0}) and by the relations
fµfν = fµ·ν , fµE = µ
2Efµ, fµF = µ
−2Ffµ, fµG = Gfµ,
GE = E(G+ 2), GF = F (G− 2), EF − FE =
fq − fq−1
q − q−1
.
(10)
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The element f1 is the unit in the algebra U . The element f−1 is also denoted
by ε−.
Let us fix one square root q1/2 of q and define K = fq1/2 . Then there is a
Hopf algebra structure on U such that
∆(E) = E ⊗K +K−1 ⊗ E, ε(E) = 0, S(E) = −qE,
∆(F ) = F ⊗K +K−1 ⊗ F, ε(F ) = 0, S(F ) = −q−1F,
∆(G) = 1⊗G+G⊗ 1, ε(G) = 0, S(G) = −G,
∆(fµ) = fµ ⊗ fµ, ε(fµ) = 1, S(fµ) = fµ−1 .
(11)
To make calculations easier we use the notation F (k) := F kK−k/[k]!, E(k) :=
K−kEk/[k]! and G(k) = Gk/k! for any k ∈ N0, where [k]! = [k][k − 1] · · · [1],
[0]! = 1 and [k] = (qk− q−k)/(q− q−1). The coproducts of these elements are
∆(F (k)) =
k∑
r=0
F (k−r)K−2r ⊗ F (r),
∆(E(k)) =
k∑
s=0
K−2sE(k−s) ⊗E(s),
∆(G(k)) =
k∑
t=0
G(k−t) ⊗G(t).
(12)
The dual pairing 〈·, ·〉 of the Hopf algebras U = O(SLq(2))
◦ andO(SLq(2))
is given by the matrices 〈·, uij〉, where
E =
(
0 0
1 0
)
, F =
(
0 1
0 0
)
, G =
(
−1 0
0 1
)
, fµ =
(
µ−1 0
0 µ
)
. (13)
For the algebra U a PBW-like theorem holds: the elements of the set
{F (i)fµE
(j)G(k) | i, j, k ∈ N0, µ ∈ C
×} form a vector space basis of the algebra
U .
Remark. That the Hopf algebra U defined above is the full Hopf dual of
the Hopf algebra O(SLq(2)) is proved in the monograph [5] for transcendental
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q. The assumption that q is transcendental is only necessary in order to
apply this theorem. If this fact holds already for q not a root of unity, then
all results of the present paper remain valid under this assumption. In what
follows, we classify the corresponding left-covariant differential calculi whose
quantum tangent space are contained in U . All these considerations hold if
q 6= 0 and q is not a root of unity.
4 Unital right coideals of U
By Lemma 1 left-covariant first order differential calculi over the Hopf algebra
A := O(SLq(2)) and unital right coideals of A
◦ are in one-to-one correspon-
dence. Now we determine all unital right coideals of U of dimension ≤ 4. In
this way we decribe all left-covariant first order differential calculi over A of
dimension less than four.
For X = F (i)fµE
(j)G(k), i, j, k ∈ N0, µ ∈ C
× we set
∂1(X) := i, ∂2(X) := µ, ∂3(X) := j, ∂4(X) := k, ∂13(X) := i+ j.
For a finite linear combination X =
∑n
i=1 aiXi of such elements we define
∂m(X) := max{∂m(Xi) | i = 1, . . . , n} for m ∈ {1, 3, 4, 13}. Then from the
PBW-theorem we conclude that U =
⊕
µ∈C×[U ]µ, where
[U ]µ := Lin{F
(i)fµE
(j)G(k) | i, j, k ∈ N0}.
Proposition 3. Let X be a right coideal of U and let X ∈ X . Then
there exist complex numbers αi,ν,j,k (ν ∈ C
×, i, j, k ∈ N0) such that X =∑
i,ν,j,k αi,ν,j,kF
(i)fνE
(j)G(k). Let us fix µ ∈ C× and r, s, t ∈ N0. Consider the
element
Xr,µ,s,t :=
∑
i,j,k
αi,µ,j,kF
(i−r)fq−r−sµE
(j−s)G(k−t) (14)
of U , where the sum is running over all i, j, k ∈ N0 with i ≥ r, j ≥ s and
k ≥ t. Then the vector space Lin{Xrµst | r, s, t ∈ N0, µ ∈ C
×} is the smallest
(with respect to inclusion) right coideal of U containing X.
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Proof. Using (12) we compute the coproduct of X and obtain
∆
(∑
iνjk
αiνjkF
(i)fνE
(j)G(k)
)
=
=
∑
iνjk
αiνjk
∑
rst
F (i−r)K−2rfνK
−2sE(j−s)G(k−t) ⊗ F (r)fνE
(s)G(t)
=
∑
rνst
∑
ijk
αiνjkF
(i−r)fq−r−sνE
(j−s)G(k−t) ⊗ F (r)fνE
(s)G(t)
=
∑
rνst
Xrνst ⊗ F
(r)fνE
(s)G(t).
Because of the PBW-theorem the elements of the right hand side of the
tensor product are linearly independent. Hence the elements Xrνst belong
to any right coideal containing X (i. e. they belong to X too). Observe that
X =
∑
µ∈C× X0µ00. Taking in account that (∆ ⊗ id)∆(X) = (id ⊗∆)∆(X)
it follows that the vector space Lin{Xrµst | r, s, t ∈ N0, µ ∈ C
×} is a right
coideal of U .
Since X =
∑
µ∈C× X0µ00 we obtain the following.
Corollary 4. Any right coideal X of U is isomorphic to the direct sum⊕
µ∈C× [X ]µ of its homogeneous components [X ]µ := X ∩ [U ]µ.
What can be said about the dimension of a right coideal X of U? Let
X be a nonzero element of X . By Corollary 4 we may assume without loss
of generality that there is a µ ∈ C× such that X ∈ [X ]µ. Due to the PBW-
theorem there is for any t ∈ N0, t ≤ ∂4(X) a unique Xt ∈ U such that
X =
∑∂4(X)
t=0 XtG
(t) and X∂4(X) 6= 0. Let now p ∈ N0, p ≤ ∂13(X). We define
t13(p) = max{m ∈ Z |Xm 6= 0, ∂13(Xm) ≥ p}.
Then the coefficients of Xrµst in Proposition 3 indicate that for any t ∈ N0,
t ≤ t13(p) there is at least one number r(t, p) ∈ N0, r(t, p) ≤ p such that
Xr(t,p),µ,p−r(t,p),t 6= 0. Since ∂2(Xr(t,p),µ,p−r(t,p),t) = µq
−p, q is not a root of
unity and ∂4(Xr(t,p),µ,p−r(t,p),t) = t13(p) − t we conclude that the elements
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Xr(t,p),µ,p−r(t,p),t, 0 ≤ p ≤ ∂13(X), 0 ≤ t ≤ t13(p) are linearly independent.
Hence the number
∂13(X)∑
p=0
(t13(p) + 1) =
∂4(X)∑
t=0
(s13(t) + 1) (15)
with s13(t) = max{∂13(Xm) |m ≥ t, Xm 6= 0} for t ∈ N0, t ≤ ∂4(X), is a
lower bound for the dimension of the right coideal X .
Example 1. Suppose that X = K6G(5) + (F (1)K6 − K6)G(4) +
(F (2)K6E(1) + K6E(3))G(2) + F (3)K6 is an element of a right coideal X of
U . We have X ∈ [U ]q3 , ∂4(X) = 5 and ∂13(X) = 3. The coefficients Xk of
G(k) in X are X0 = F
(3)K6, X2 = F
(2)K6E(1) +K6E(3), X4 = F
(1)K6 −K6,
X5 = K
6 and Xt = 0 otherwise. The values of the functions t13(n) (s13(n))
are 5, 4, 2, 2 for n = 0, 1, 2, 3 (3, 3, 3, 1, 1, 0 for n = 0, 1, 2, 3, 4, 5). Hence the
dimension of each right coideal X containing X is at least 17.
In the remaining part of this section we determine all unital right coideals
of U of dimension ≤ 4.
4.1 dimX ≤ 2
The following list contains all possibilities (if not otherwise stated, parame-
ters are arbitrary complex numbers):
• X 11 = C · 1.
• X 21 = Lin{G, 1},
• X 22 = Lin{F
(1)K2 + αK2E(1) + βK2, 1},
• X 23 = Lin{K
2E(1) + αK2, 1},
• X 24 = Lin{fµ, 1}, µ ∈ C
×, µ 6= 1.
Obviously dimX = 1 and 1 ∈ X imply that the only 1-dimensional unital
right coideal of U is X 11 .
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Suppose that dimX = 2. By (15) we have ∂4(X) < dimX = 2 for any
X ∈ X . If there is an X ∈ [X ]µ, µ ∈ C
× with ∂4(X) = 1 then we must have
s13(0) = s13(1) = 0 by (15) and we obtain X = αfµG + βfµ, α 6= 0. The
only nonzero elements Xrνst are X and X0µ01 = αfµ. Since dimX = 2 and
1 ∈ X , 1 must be one of those two elements. Therefore, fµ = 1, i. e. µ = 1.
Hence X is isomorphic to X 21 .
If ∂4(X) = 0 for any X ∈ X then by (15) s13(0) can take the values
1 and 0. In the first case we have 1 = s13(0) = ∂13(X) from which X =
αF (1)fµ + βE
(1)fµ + γfµ (α 6= 0 or β 6= 0) follows. Then X1µ00 = αK
−2fµ,
X0µ01 = βK
−2fµ and therefore K
−2fµ ∈ X . Since 1 ∈ X , we must have
fµ = K
2. This gives the coideals X 22 and X
2
3 . In the remaining case we have
∂13(X) = 0 and we get X
2
4 .
4.2 dimX = 3
By (15), ∂4(X) ≤ 2 for any X ∈ X . If ∂4(X) = 2 then s13(i) = 0 for any
i = 0, 1, 2. If ∂4(X) = 1 then s13(1) = 0 and s13(0) can take the values 0 and
1. Finally, if ∂4(X) = 0 then s13(0) can be 2, 1 or 0. We obtain the following
list of unital right coideals:
• X 31 = Lin{G
2, G, 1},
• X 32 = Lin{K
2G+ αF (1)K2 + βK2E(1), K2, 1}, |α|+ |β| 6= 0,
• X 33 = Lin{G+ αF
(1) + βE(1), K−2, 1}, |α|+ |β| 6= 0,
• X 34 = Lin{fµG, fµ, 1}, µ ∈ C
×, µ 6= 1,
• X 35 = Lin{G,F
(1)K2 + αK2E(1) + βK2, 1},
• X 36 = Lin{G,K
2E(1) + αK2, 1},
• X 37 = Lin{G, fµ, 1}, µ ∈ C
×, µ 6= 1,
• X 38 = Lin{F
(2)K4+αF (1)K4E(1)+α2K4E(2)+βF (1)K4+αβK4E(1)+
γK4, F (1)K2 + αK2E(1) + βK2, 1},
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• X 39 = Lin{K
4E(2) + αK4E(1) + βK4, K2E(1) + αK2, 1},
• X 310 = Lin{F
(1)fµ + αfµE
(1) + βfµ, fµq−1 , 1}, µ 6= q,
• X 311 = Lin{fµE
(1) + αfµ, fµq−1 , 1}, µ 6= q,
• X 312 = Lin{F
(1)K2 + αK2, K2E(1) + βK2, 1},
• X 313 = Lin{F
(1)K2 + αK2E(1) + βK2, fµ, 1}, µ 6= 1,
• X 314 = Lin{K
2E(1) + αK2, fµ, 1}, µ 6= 1,
• X 315 = Lin{fµ, fν , 1}, µ 6= ν, µ 6= 1, ν 6= 1.
4.3 dimX = 4
Finally we give the complete list of 4-dimensional unital right coideals of U .
For the proof of the completeness of the list the method explained above is
used.
• X 41 = Lin{G
(3), G(2), G, 1},
• X 42 = Lin{K
2G(2) + αF (1)K2 + βK2E(1), K2G,K2, 1}, |α|+ |β| 6= 0,
• X 43 = Lin{G
(2) + αF (1) + βE(1), G,K−2, 1}, |α|+ |β| 6= 0,
• X 44 = Lin{fµG
(2), fµG, fµ, 1}, µ 6= 1,
• X 45 = Lin{G
(2), G, F (1)K2 + αK2E(1) + βK2, 1},
• X 46 = Lin{G
(2), G,K2E(1) + αK2, 1},
• X 47 = Lin{G
(2), G, fµ, 1}, µ 6= 1,
• X 48 = Lin{F
(1)K2G+ αK2E(1)G+ βK2G+ γK2E(1) + δK2, G,
F (1)K2 + αK2E(1) + βK2, 1},
(LI) γ 6= 2α
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• X 49 = Lin{K
2E(1)G+ αK2G+ βF (1)K2 + γK2, G,K2E(1) + αK2, 1},
(LI) β 6= 0
• X 410 = Lin{K
4G+αF (2)K4+αβF (1)K4E(1)+αβ2K4E(2)+αγF (1)K4+
αβγK4E(1), F (1)K2 + βK2E(1) + γK2, K4, 1}, α 6= 0,
• X 411 = Lin{K
4G+ αK4E(2) + αβK4E(1), K2E(1) + βK2, K4, 1}, α 6= 0,
• X 412 = Lin{G+ αF
(2) + αβF (1)E(1) + αβ2E(2) + αγF (1) + αβγE(1),
F (1)K−2 + βK−2E(1) + γK−2, K−4, 1}, α 6= 0,
• X 413 = Lin{G+ αE
(2) + αβE(1), K−2E(1) + βK−2, K−4, 1}, α 6= 0,
• X 414 = Lin{fµG+ αF
(1)fµ + βfµE
(1), fµ, fµq−1 , 1},
µ 6= 1, µ 6= q, |α|+ |β| 6= 0,
• X 415 = Lin{K
2G+ αF (1)K2 + βK2E(1), G,K2, 1}, |α|+ |β| 6= 0,
• X 416 = Lin{K
2G+αF (1)K2+βK2E(1), F (1)K4+γK4E(1)+δK4, K2, 1},
|α|+ |β| 6= 0,
(LI) β 6= αγ,
• X 417 = Lin{K
2G+ αF (1)K2 + βK2E(1), K4E(1) + γK4, K2, 1},
|α|+ |β| 6= 0,
(LI) α 6= 0,
• X 418 = Lin{K
2G+ αK2E(1), F (1)K2 + βK2E(1), K2, 1}, α 6= 0,
(LI)
• X 419 = Lin{K
2G+ αF (1)K2, K2E(1), K2, 1}, α 6= 0,
(LI)
• X 420 = Lin{K
2G+ αF (1)K2 + βK2E(1), fµ, K
2, 1}, |α|+ |β| 6= 0, µ 6= 1,
µ 6= q,
• X 421 = Lin{G+ αF
(1) + βE(1), K−2G,K−2, 1}, |α|+ |β| 6= 0,
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• X 422 = Lin{G+ αE
(1), F (1) + βE(1), K−2, 1}, α 6= 0,
(LI)
• X 423 = Lin{G+ αF
(1), E(1), K−2, 1}, α 6= 0,
(LI)
• X 424 = Lin{G+ αF
(1) + βE(1), F (1)K2 + γK2E(1) + δK2, K−2, 1},
|α|+ |β| 6= 0,
(LI) β 6= αγ
• X 425 = Lin{G+ αF
(1) + βE(1), K2E(1) + γK2, K−2, 1}, |α|+ |β| 6= 0,
(LI) α 6= 0
• X 426 = Lin{G+ αF
(1) + βE(1), fµ, K
−2, 1}, µ 6= 1, µ 6= q−1,
• X 427 = Lin{fµG,G, fµ, 1}, µ 6= 1,
• X 428 = Lin{fµG,F
(1)fµq + αfµqE
(1) + βfµq, fµ, 1}, µ 6= 1,
• X 429 = Lin{fµG, fµqE
(1) + αfµq, fµ, 1}, µ 6= 1,
• X 430 = Lin{fµG,F
(1)K2 + αK2E(1) + βK2, fµ, 1}, µ 6= 1,
• X 431 = Lin{fµG,K
2E(1) + αK2, fµ, 1}, µ 6= 1,
• X 432 = Lin{fµG, fµ, fν , 1}, µ 6= ν, µ 6= 1, ν 6= 1,
• X 433 = Lin{G,F
(2)K4+αF (1)K4E(1)+α2K4E(2)+βF (1)K4+αβK4E(1)+
γK4, F (1)K2 + αK2E(1) + βK2, 1}, α 6= 0,
• X 434 = Lin{G,K
4E(2) + αK4E(1) + βK4, K2E(1) + αK2, 1},
• X 435 = Lin{G,F
(1)fµ + αfµE
(1) + βfµ, fµq−1 , 1}, µ 6= q,
• X 436 = Lin{G, fµE
(1) + αfµ, fµq−1 , 1}, µ 6= q,
• X 437 = Lin{G,F
(1)K2 + αK2, K2E(1) + βK2, 1},
(LI)
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• X 438 = Lin{G,F
(1)K2 + αK2E(1) + βK2, fµ, 1}, µ 6= 1,
• X 439 = Lin{G,K
2E(1) + αK2, fµ, 1}, µ 6= 1,
• X 440 = Lin{G, fµ, fν , 1}, µ 6= ν, µ 6= 1, ν 6= 1,
• X 441 = Lin{F
(3)K6 + αF (2)K6E(1) + α2F (1)K6E(2) + α3K6E(3) +
βF (2)K6 + αβF (1)K6E(1) + α2βK6E(2) + γF (1)K6 + αγK6E(1) + δK6,
F (2)K4 + αF (1)K4E(1) + α2K4E(2) + βF (1)K4 + αβK4E(1) + γK4,
F (1)K2 + αK2E(1) + βK2, 1},
• X 442 = Lin{K
6E(3) + αK6E(2) + βK6E(1) + γK6, K4E(2) + αK4E(1) +
βK4, K2E(1) + αK2, 1},
• X 443 = Lin{F
(2)fµ + αF
(1)fµE
(1) + α2fµE
(2) + βF (1)fµ + αβfµE
(1) +
γfµ, F
(1)fµq−1 + αfµq−1E
(1) + βfµq−1, fµq−2 , 1}, µ 6= q
2,
• X 444 = Lin{fµE
(2)+αfµE
(1)+βfµ, fµq−1E
(1)+αfµq−1 , fµq−2, 1}, µ 6= q
2,
• X 445 = Lin{F
(2)K4 + α1F
(1)K4E(1) + α2K
4E(2) + (β1 + α1β2)F
(1)K4 +
(α1β1+α2β2)K
4E(1)+γK4, F (1)K2+β1K
2, K2E(1)+β2K
2, 1}, α2 6= α
2
1,
(LI) (q2 − q−2)γ 6= qα1 + (q
2 − 1)(β21 + 2α1β1β2 + α2β
2
2)
• X 446 = Lin{F
(2)K4 + αF (1)K4E(1) + α2K4E(2) + βF (1)K4 + γK4E(1) +
δK4, F (1)K2 + αK2E(1), K2, 1}, γ 6= αβ,
(LI)
• X 447 = Lin{F
(1)K4E(1) + αK4E(2) + βF (1)K4 + (γ + αβ)K4E(1) +
δK4, F (1)K2 + γK2, K2E(1) + βK2, 1},
(LI) (q2 − q−2)δ 6= q + (q2 − 1)β(2γ + αβ)
• X 448 = Lin{K
4E(2)+αF (1)K4+βK4E(1)+ γK4, K2E(1), K2, 1}, α 6= 0,
(LI)
• X 449 = Lin{F
(2)K4+αF (1)K4E(1)+α2K4E(2)+βF (1)K4+αβK4E(1)+
γK4, F (1)K2 + (β − αδ)K2, K2E(1) + δK2, 1},
(LI) α 6= (q − q−3)γ − (q − q−1)β2
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• X 450 = Lin{F
(2)K4+αF (1)K4E(1)+α2K4E(2)+βF (1)K4+αβK4E(1)+
γK4, F (1)K2 + αK2E(1) + βK2, fµ, 1}, µ 6= 1,
• X 451 = Lin{K
4E(2)+αK4E(1)+βK4, F (1)K2+ γK2, K2E(1)+αK2, 1},
(LI) (1 + q−2)β 6= α2
• X 452 = Lin{K
4E(2) + αK4E(1) + βK4, K2E(1) + αK2, fµ, 1}, µ 6= 1,
• X 453 = Lin{F
(1)fµ + αfµE
(1) + βfµ, F
(1)K2 + γK2E(1) + δK2, fµq−1 , 1},
µ 6= q,
(LI) γ 6= α, µ2 6= q2
• X 454 = Lin{F
(1)fµ + αfµE
(1) + βfµ, K
2E(1) + γK2, fµq−1 , 1}, µ 6= q,
(LI) µ2 6= q2
• X 455 = Lin{F
(1)fµ + αfµ, fµE
(1) + βfµ, fµq−1 , 1}, µ 6= q,
(LI) µ2 6= q2
• X 456 = Lin{F
(1)fµ + αfµE
(1) + βfµ, fµq−1 , fν , 1}, µ 6= q, µ 6= qν, ν 6= 1,
• X 457 = Lin{F
(1)K2 + αK2E(1) + βK2, fµE
(1) + γfµ, fµq−1 , 1}, µ 6= q,
(LI) µ2 6= q2
• X 458 = Lin{F
(1)K2 + αK2, K2E(1) + βK2, fµ, 1}, µ 6= 1,
(LI) µ2 6= 1
• X 459 = Lin{F
(1)K2 + αK2E(1) + βK2, fµ, fν , 1}, µ 6= ν, µ 6= 1, ν 6= 1,
• X 460 = Lin{K
2E(1) + αK2, fµ, fν , 1}, µ 6= ν, µ 6= 1, ν 6= 1,
• X 461 = Lin{fµE
(1) + αfµ, K
2E(1) + βK2, fµq−1 , 1}, µ 6= q,
• X 462 = Lin{fµE
(1) + αfµ, fµq−1 , fν , 1}, µ 6= q, µ 6= qν, ν 6= 1,
• X 463 = Lin{fµ1 , fµ2 , fµ3 , 1}, µi 6= µj, µi 6= 1 for any i 6= j.
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5 Further restrictions on the calculus
5.1 Generators of the FODC
Let Γ be a 3-dimensional left-covariant differential calculus on SLq(2). We
shall look for calculi Γ satisfying the following additional condition:
(LI) The left-invariant one-forms ω(u12), ω(u
2
1) and ω(u
1
1−u
2
2) generate Γ as
a left A-module.
It is simple to check that this condition is fulfilled if and only if the subspace
X¯ of the linear functionals on the matrix elements of the fundamental corep-
resentation u is four dimensional. Note that the classical differential calculus
on SL(2) obviously has this property. All coideals from Subsection 4.3 sat-
isfying condition (LI) are marked with the label (LI). The necessary and
sufficient conditions for the parameter values are indicated after the label.
5.2 Universal (higher order) differential calculi
In the previous section we have seen that there is a very large number of left-
covariant first order differential calculi on the quantum group SLq(2). Now
the corresponding left-covariant universal (higher order) differential calculi
will be considered, too. We require that
• the dimension of the space of left-invariant differential 2-forms is at
least 3.
Recall that any differential calculus is a quotient of the universal differential
calculus. Hence if there is a calculus such that the dimension of the space of
its left-invariant differential 2-forms is equal to 3 then the universal calculus
satisfies the above condition.
In order to study this condition we use Lemma 2 and the list in Subsection
4.3. As a sample let us consider X = X 48 , γ 6= 2α. We then have
X¯ = {X1, X2, X3, X4}
= {FKG+ αKEG+ βK2G+ γKE + δK2, G, FK + αKE + βK2, 1}.
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For the elements m(Xi ⊗Xj) we obtain
X1X1 =q
−1F 2K2G2 + (1 + q−2)αFK2EG2 + q−1α2K2E2G2 (16)
+ terms of lower degree
X1X2 =FKG
2 + αKEG2 + βK2G2 + γKEG + δK2G (17)
X1X3 =q
−1F 2K2G+ (1 + q−2)αFK2EG+ q−1α2K2E2G (18)
+ terms of lower degree
X1X4 =FKG+ αKEG+ βK
2G+ γKE + δK2 (19)
X2X1−X1X2 + 2X1X4 = 4αKEG+ 2βK
2G+ 4γKE + 2δK2 (20)
X2X2 =G
2 (21)
X2X3−X1X4 + 2X3X4 = (−γ + 4α)KE + (−δ + 2β)K
2 (22)
X2X4 =G (23)
X3X1−X1X3 − 2X
2
3 = ((1− q
−2)γ − 4α)FK2E − 4q−1α2K2E2 (24)
+ terms of lower degree
X3X2−X1X4 = −γKE − δK
2 (25)
X3X3 =q
−1F 2K2 + (1 + q−2)αFK2E + q−1α2K2E2 + (1 + q−2)βFK3
+ (1 + q−2)αβK3E + (β2 + α/(q − q−1))K4 − α/(q − q−1) (26)
X3X4 =FK + αKE + βK
2 (27)
X4X1−X1X4 = 0 (28)
X4X2−X2X4 = 0 (29)
X4X3−X3X4 = 0 (30)
X4X4 =1 (31)
From Lemma 2 we conclude that there are at least 3 + dimX = 6 linearly
independent relations in X¯ 2. Hence there are at most 10 linearly independent
elements in X¯ 2. Because of the PBW-theorem the 9 elements in (16)–(19),
(21), (23), (26), (27) and (31) are linearly independent. Suppose that α is
nonzero. Then (20) and the difference (22)−(25) are further linearly indepen-
dent elements which is a contradiction. If α = 0 then γ 6= 0 because of (LI).
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Therefore, (22) and (24) are two additional linearly independent elements in
X¯ 2 and we obtain again a contradiction.
The same procedure can be applied to all right coideals of the list in
Subsection 4.3. In order to carry out these computations we used the com-
puter algebra program FELIX [1]. The result is the following (the number
of the general coideal and the corresponding parameter values are given in
parenthesis):
1. (47; α = β = γ = 0, δ = q5/(q2 − 1)2)
X¯ = {FK2E + q5/(q2 − 1)2K4, FK,KE, 1}
2. (53; α = 0, β 6= 0, γ = −(q − q−1)2β2, δ = (1 + q)β, µ = q1/2)
X¯ = {F + βK, FK − (q − q−1)2β2KE + (1 + q)βK2, K−1, 1}
3. (53; α = 0, β 6= 0, γ = −(q − q−1)2β2, δ = (1 + q)β, µ = −q1/2)
X¯ = {Fε− + βε−K,FK − (q − q
−1)2β2KE + (1 + q)βK2, ε−K
−1, 1}
4. (53; α = 0, β 6= 0, γ = (q − q−1)2β2, δ = (1− q)β, µ = iq1/2)
X¯ = {Ffi + βfiK,FK + (q − q
−1)2β2KE + (1− q)βK2, fiK
−1, 1}
5. (53; α = 0, β 6= 0, γ = (q − q−1)2β2, δ = (1− q)β, µ = −iq1/2)
X¯ = {Ff−i + βf−iK,FK + (q − q
−1)2β2KE + (1− q)βK2, f−iK
−1, 1}
6. (53; α 6= 0, γ = −α, β = δ = 0, µ = iq) dim uΓ
∧2 = 4
X¯ = {FfiK + αfiKE,FK − αKE, fi, 1}
7. (53; α 6= 0, γ = −α, β = δ = 0, µ = −iq) dim uΓ
∧2 = 4
X¯ = {Ff−iK + αf−iKE,FK − αKE, f−i, 1}
8. (54; α = β = γ = 0, µ = q3)
X¯ = {FK5, KE,K4, 1}
9. (54; α = β = γ = 0, µ = q−1)
X¯ = {FK−3, KE,K−4, 1}
20
10. (55; α = β = 0, µ = 1)
X¯ = {FK−1, K−1E,K−2, 1}
11. (55; α = β = 0, µ = −1)
X¯ = {Fε−K
−1, ε−K
−1E, ε−K
−2, 1}
12. (55; α = β = 0, µ = q−1)
X¯ = {FK−3, K−3E,K−4, 1}
13. (57; α = β = γ = 0, µ = q3)
X¯ = {FK,K5E,K4, 1}
14. (57; α = β = γ = 0, µ = q−1)
X¯ = {FK,K−3E,K−4, 1}
15. (57; γ 6= 0, α = −1/((q−q−1)2γ2), β = 1/((q−1)(q−2−1)γ), µ = q1/2)
X¯ = {FK + αKE + βK2, E + γK,K−1, 1}
16. (57; γ 6= 0, α = −1/((q−q−1)2γ2), β = 1/((q−1)(q−2−1)γ), µ = −q1/2)
X¯ = {FK + αKE + βK2, ε−E + γε−K, ε−K
−1, 1}
17. (58; α = β = 0, µ = q2)
X¯ = {FK,KE,K4, 1}
18. (58; α = β = 0, µ = q)
X¯ = {FK,KE,K2, 1}
19. (58; α 6= 0, β = −q3/((q2 − 1)2α), µ = q−1)
X¯ = {FK + αK2, KE − q3/((q2 − 1)2α)K2, K−2, 1}
20. (58; α = β = 0, µ = −q)
X¯ = {FK,KE, ε−K
2, 1}
Remark. The solutions 6 and 7 have the property dim uΓ
∧2 = 4. In all
other cases we have dim uΓ
∧2 = 3.
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5.3 Hopf algebra automorphisms
Let A be a Hopf algebra and ϕ an automorphism of A. Let Γ be an A-
bimodule. Then the actions . : A×Γ → Γ , a.ρ := ϕ(a)ρ and . : Γ ×A → Γ ,
ρ.a := ρϕ(a) determine another A-bimodule structure on Γ , since ϕ is an
algebra homomorphism. Let Γ be a left A-module. Then the mapping
∆′
L
: Γ → A ⊗ Γ , ∆′
L
(ρ) = ϕ(ρ(−1)) ⊗ ρ(0) determines a second left A-
comodule structure on Γ , since ϕ is a comodule homomorphism.
If (Γ, d) is a left-covariant FODC over A, set Γϕ := Γ with module action .
and comodule mapping ∆′
L
. Further define dϕ : A → Γ , dϕa := dϕ(a). Then
(Γϕ, dϕ) is a left-covariant FODC over A. Indeed, dϕ satisfies the Leibniz
rule and
Lin{a.dϕb | a, b ∈ A} = Lin{ϕ(a)dϕ(b) | a, b ∈ A} = Lin{adb | a, b ∈ A}
since ϕ is invertible.
Definition 1. Let (Γ, d) be a left-covariant FODC over the Hopf algebra
A. We call (Γ, d) Hopf-invariant if (Γϕ, dϕ) is isomorphic to (Γ, d) for all Hopf
algebra automorphism ϕ of A.
Proposition 5. Let (Γ, d) be a left-covariant FODC over A. The
following statements are equivalent:
(i) (Γ, d) is Hopf-invariant.
(ii) ϕ(RΓ ) = RΓ for any Hopf algebra automorphism ϕ of A.
(iii) ϕ(XΓ ) = XΓ for any Hopf algebra automorphism ϕ of A
◦ which is
implemented by A.
Proof. It suffices to show that for any Hopf algebra automorphism ϕ of
A we have RΓϕ = ϕ
−1(RΓ ) and XΓϕ = ϕ(XΓ ). For this we compute
ωϕ(a) := S(a(1)).dϕa(2) = ϕ(S(a(1)))dϕ(a(2)) = S(ϕ(a)(1))dϕ(a)(2) = ω(ϕ(a))
for any a ∈ A. Hence (with A+ = A ∩ ker ε)
RΓϕ = {a ∈ A
+ |ωϕ(a) = 0}
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= {a ∈ A+ |ω(ϕ(a)) = 0} = {ϕ−1(b) ∈ A+ |ω(b) = 0} = ϕ−1(RΓ )
and (with A◦+ := A◦ ∩ ker ε)
XΓϕ = {X ∈ A
◦+ |X(RΓϕ) = 0} = {X ∈ A
◦+ |X(ϕ−1(RΓ )) = 0}
= {Y ◦ ϕ ∈ A◦+ | Y (RΓ ) = 0} = ϕ(XΓ ).
It is easy to prove that any Hopf algebra automorphism ϕ of O(SLq(2))
is given by ϕ(u11) = u
1
1, ϕ(u
2
2) = u
2
2, ϕ(u
1
2) = αu
1
2, ϕ(u
2
1) = α
−1u21, where
α ∈ C× (see also [7, Section 4.1.2]). For this ϕ =: ϕα we obtain from (13)
the formulas
ϕα(E) = α
−1E, ϕα(F ) = αF, ϕα(fµ) = fµ, µ ∈ C
×. (32)
Proposition 6. A left-covariant FODC Γ over O(SLq(2)) is Hopf-
invariant if and only if its quantum tangent space XΓ is generated by elements
which are homogeneous with respect to the Z-grading of U .
Proof. Clearly ϕα(X) = α
−nX for any X ∈ X , degX = n. Therefore
the condition of the Proposition is sufficient.
Conversely, suppose that X =
∑k
i=1 λiXi ∈ X , k > 1, where λi ∈ C
×,
Xi ∈ X , degXi = ni and ni 6= nj for any i 6= j. If (Γ, d) is Hopf-invariant
then we have X ∋ ϕq(X)− q
−nkX =
∑k−1
i=1 (q
−ni − q−nk)Xi. Since q is not a
root of unity, we obtain that
∑k−1
i=1 µiXi ∈ X , µi ∈ C
×. By induction on k
one easily proves that Xi ∈ X for any i.
Corollary 7. The items 1, 8-14, 17, 18 and 20 are precisely the quantum
tangent spaces of the list in Subsection 5.2 which are Hopf-invariant.
6 More structures on left-covariant differen-
tial calculi on SLq(2)
The Hopf algebra O(SLq(2)) admits 3 non-equivalent real forms. Namely,
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• q ∈ R; (u11)
∗ = u22, (u
1
2)
∗ = −qu21, (u
2
1)
∗ = −q−1u12, (u
2
2)
∗ = u11;
• q ∈ R; (u11)
∗ = u22, (u
1
2)
∗ = qu21, (u
2
1)
∗ = q−1u12, (u
2
2)
∗ = u11;
• |q| = 1; (uij)
∗ = uij for any i, j = 1, 2.
The Hopf ∗-algebras corresponding to them are O(SUq(2)), O(SUq(1, 1))
and O(SLq(2,R)). Let us introduce the dual involution on U in the way
f ∗(a) := f(S(a)∗). Then the corresponding ∗-structures on U are given by
• E∗ = F , F ∗ = E, G∗ = G, f ∗µ = fµ¯,
• E∗ = −F , F ∗ = −E, G∗ = G, f ∗µ = fµ¯,
• E∗ = −qE, F ∗ = −q−1F , G∗ = −G, f ∗µ = fµ¯−1 ,
respectively. A FODC (Γ, d) over a Hopf ∗-algebra A is called a ∗-calculus
if there exists an involution ∗ : Γ → Γ such that (a (db) c)∗ = c∗(db∗)a∗ for
any a, b, c ∈ A.
Proposition 8. [7] Let (Γ, d) be a finite-dimensional left-covariant FODC
over a Hopf ∗-algebra A. Then (Γ, d) is a ∗-calculus if and only if its quantum
tangent space XΓ is ∗-invariant.
Let Γ be a left-covariant bimodule over a Hopf algebra A. An invertible
linear mapping σ : Γ ⊗A Γ → Γ ⊗A Γ is called a braiding of Γ if σ is a
homomorphism of A-bimodules, commutes with the left coaction on Γ and
satisfies the braid relation
(σ ⊗ id)(id⊗ σ)(σ ⊗ id) = (id⊗ σ)(σ ⊗ id)(id⊗ σ)
on Γ⊗3. If (Γ, d) is a left-covariant differential calculus over A then we require
that (id− σ)(S ∩ Γ⊗2) = 0. Such a braiding neither needs to exist nor it is
unique for a given left-covariant differential calculus over A.
Let (Γ, d) be a left-covariant FODC over A. Fix a basis {Xi | i = 1, . . . , n}
of its quantum tangent space XΓ and let {ωi | i = 1, . . . , n} be the dual basis
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of ΓL. If σ is a braiding of Γ with σ(ωi⊗ωj) = σ
kl
ijωk⊗ωl then we can define
a bilinear mapping [·, ·] : XΓ × XΓ → XΓ by
[Xi, Xj] := XiXj − σ
ij
klXkXl. (33)
This mapping can be viewed as a generalization of the Lie bracket of the
left-invariant vector fields if it also satisfies a generalized Jacobi identity. For
the calculi and braidings described below the mapping β := [·, ·] fulfills the
equation
(β ◦ (β ⊗ id)− β ◦ (id⊗ β))At3 = 0 (34)
where At3(Xi ⊗ Xj ⊗ Xk) = (id − σ12)(id − σ23 + σ23σ12)
ijk
rstXr ⊗ Xs ⊗ Xt.
Unfortunately, such an equation does not hold for bicovariant differential
calculi in general.
7 The calculi in detail
The main result of the considerations of the preceding sections is the follow-
ing.
Theorem 9. Suppose that q is a transcendental complex number. Let
(Γ, d) be a left-covariant FODC over O(SLq(2)) having the following proper-
ties:
• Γ is a 3-dimensional left-covariant bimodule
• the left-invariant one-forms ω(u12), ω(u
2
1) and ω(u
1
1 − u
2
2) form a basis
of the left module Γ
• the universal differential calculus uΓ
∧ associated to Γ satisfies the in-
equality dim uΓ
∧2 ≥ 3
• Γ is Hopf-invariant.
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Then Γ is isomorphic to one of the 11 left-covariant FODC 1,8-14,17,18,20
of the list in Subsection 5.2.
Remarks. 1. The calculus 17 is isomorphic to the 3D-calculus of
Woronowicz [13]. Two other 3-dimensional calculi appear in [9]. They are
isomorphic to the calculus 13 (for r = 2) and 8 (for r = 3), respectively. The
calculi 10 and 11 are subcalculi of the bicovariant 4D+- and 4D−-calculus,
respectively (see also [7, Section 14.2.4]). One can easily check all these iso-
morphisms by comparing the corresponding right ideals RΓ .
2. In [8, Section 7] the notion of elementary left-covariant FODC was intro-
duced. It is an easy computation to show that the six calculi 10–12,17,18
and 20 in Theorem 9 are elementary, while the others are not.
After the last section we list some important facts about these 11 calculi.
First we fix the basis ωH := ω((u
1
1 − u
2
2)/2), ωX := ω(u
1
2), ωY := ω(u
2
1) in ΓL
and determine the dual basis {H,X, Y } (i. e. ω(a) = H(a)ωH + X(a)ωX +
Y (a)ωY for any a ∈ O(SLq(2))). We examine whether or not the calculus is
a ∗-calculus with respect to the three given involutions on O(SLq(2)). We
compute the pairing between the quantum tangent space and linear (funda-
mental representation) and quadratic elements of O(SLq(2)). Using this the
generators of the right ideal RΓ are computed.
The quadratic-linear relations between generators of XΓ are given. Be-
cause of their simple form one can easily show that the algebra without unit
generated by the elements H,X , and Y and these relations has the PBW-
basis {Hn1Xn2Y n3 |n1, n2, n3 ∈ N0, n1 + n2 + n3 > 0}. This proves also that
dim uΓ
∧3 = 1 and dim uΓ
∧k = 0 for any k > 3 and for each of the 11 calculi.
The matrix (f ij) describes the commutation rules between one-forms and
functions (see equation (4)), where i, j ∈ {H,X, Y }. Finally, the generators
of the right ideal and equation (7) determine the vector space of left-invariant
symmetric 2-forms. If there exists a braiding σ of the left-covariant bimodule
Γ such that (id− σ)(S ∩ Γ⊗2
L
) = 0 then we give one of them by its eigenval-
ues and eigenspaces. It was determined by means of the computer algebra
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program FELIX [1].
8 Cohomology
Let us fix one of the differential calculi of Theorem 9. The differential map-
ping d : Γ∧ → Γ∧ satisfies the equation d2 = 0. Hence it defines a complex
{0}
d
−−−→ A
d
−−−→ Γ
d
−−−→ Γ∧2
d
−−−→ Γ∧3
d
−−−→ Γ∧4 = {0}. (35)
Now the corresponding cohomology spaces will be determined. In [13] Woro-
nowicz introduced a method to do this. Let us recall his strategy.
The first observation is that the algebra A = O(SLq(2)) has a vector
space basis
{vλij | λ ∈
1
2
N0;−λ ≤ i, j ≤ λ;λ− i, λ− j ∈ N0} (36)
such that ∆(vλij) = v
λ
ik ⊗ v
λ
kj for any λ, i, j. Let us fix such a basis. Then for
ρj ∈ Γ
∧
L
we obtain
d(vλijρj) = v
λ
ikXr(v
λ
kj)ωr ∧ ρj + v
λ
ijdρj . (37)
The elements
∑
r,j Xr(v
λ
kj)ωr ∧ ρj + dρk are left-invariant. Hence the differ-
ential mapping d preserves the direct sum decomposition
Γ∧ =
⊕
λ,i
C(vλi )Γ
∧
L
, (38)
where C(vλi ) = Lin{v
µ
kl |µ = λ, k = i}. Moreover, formula (37) for the
differential on C(vλi )Γ
∧
L
does not depend on i. Therefore, for any λ ∈ 1
2
N0
we obtain 2λ isomorphic differential complexes.
Let V λ = Lin{eλµ | − λ ≤ µ ≤ λ;λ − µ ∈ N0} be the representation
of A◦ defined by f.eλµ = e
λ
νf(v
λ
νµ) for any f ∈ A
◦. It is isomorphic to the
representation given by
E.eλν = [λ+ ν]e
λ
ν−1, F.e
λ
ν = [λ− ν]e
λ
ν+1,
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fµ.e
λ
ν = µ
−2νeλν , G.e
λ
ν = −2νe
λ
ν . (39)
Because of the left-covariance of the differential calculus, V λ induces a rep-
resentation of the quantum tangent space XΓ of the differential calculus. We
obtain a new complex
{0}
d
−−−→ V λ
d
−−−→ V λ ⊗ ΓL
d
−−−→ V λ ⊗ Γ∧2
L
d
−−−→ V λ ⊗ Γ∧3
L
d
−−−→ {0},
(40)
where
d(eλµ ⊗ ρµ) = e
λ
νXr(v
λ
νµ)⊗ ωr ∧ ρµ + e
λ
µ ⊗ dρµ. (41)
Lemma 10. The cohomology spaces of the complex (41) are isomorphic
to H0λ = H
3
λ = C
p, H1λ = H
2
λ = {0}, where p = 1 for λ = 0 and p = 0
otherwise.
Theorem 11. Let Γ be one of the differential calculi of Theorem 9. Then
the cohomology spaces of the differential complex (35) are isomorphic to
H0 = H3 = Cp, H1 = H2 = {0}, (42)
where p = 1 for λ = 0 and p = 0 otherwise.
Proof. The assertion follows from Lemma 10 and the preceding consid-
erations.
Proof of the Lemma. For λ = 0 we have de00 = 0 and d(e
0
0⊗ω) 6= 0 for
any ω ∈ ΓL. Since dimΓ
∧2
L
= dimΓL(= 3) < ∞, the mapping d : ΓL → Γ
∧2
L
is also surjective. Therefore, for any ξ ∈ Γ∧2
L
we obtain dξ(= d2ω) = 0.
Hence the assertion of the lemma for λ = 0 is valid.
Let now λ 6= 0. We set
∂(eλµ ⊗
k∧
j=1
ωij ) := µ+
k∑
j=1
∂(ωij ), where ∂(ωH) = 0, ∂(ωY ) = −∂(ωX) = 1.
(43)
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Then ∂ defines a direct sum decomposition of V λ ⊗ Γ∧
L
and d preserves this
decomposition: ∂(dρ) = ∂(ρ) for any homogeneous element ρ of V λ ⊗ Γ∧
L
.
Hence it suffices to check that the sequence (40) restricted to homogeneous
elements of the same degree µ is exact for any λ ∈ 1
2
N and any µ with
λ− µ ∈ Z.
For ρ = eλµ the equation dρ(= Xi.e
λ
µ⊗ωi) = 0 implies that X.e
λ
µ = Y.e
λ
µ =
0. Hence µ = −λ and µ = λ. This is a contradiction to λ 6= 0, so we have
H0λ = {0}.
Since dρ = 0 for any ρ ∈ V λ⊗Γ∧3
L
we have to show that ρ = dξ for some
ξ ∈ V λ ⊗ Γ∧2
L
. If ∂(ρ) = µ then −λ ≤ µ ≤ λ and ρ is a constant multiple of
eλµ⊗ ωH ∧ ωX ∧ωY . One can take ξ1 := c
−1eλµ+1 ⊗ωH ∧ ωX or ξ2 := c
−1eλµ−1⊗
ωH∧ωY with some c ∈ C
×. Indeed, because of ωH∧ωH∧ωX = ωX∧ωH∧ωX =
d(ωH ∧ ωX) = 0 the element d(e
λ
µ+1 ⊗ ωH ∧ ωX) = Y.e
λ
µ+1 ⊗ ωY ∧ ωH ∧ ωX is a
nonzero multiple of ρ for µ 6= λ. Similarly, d(cξ2) is a nonzero multiple of ρ
for µ 6= −λ. Therefore, H3λ = {0}.
Now we prove thatH1λ = {0}. It is easy to see that if ∂ω = µ for a nonzero
ω ∈ V λ⊗ΓL then |µ| ≤ λ+1. Hence we have to show that dω 6= 0 if |µ| = λ+1
and that the vector space {ω ∈ V λ⊗ΓL | ∂ω = µ, dω = 0} is one-dimensional
for |µ| ≤ λ. We define V λµ1 := {ω ∈ V
λ⊗ΓL | ∂ω = µ}. Since e
λ
λ⊗ωY generates
the vector space V λ,λ+11 we have to show that H.e
λ
λ⊗ωH ∧ωY + e
λ
λ⊗dωY 6= 0.
Similarly, d(eλ
−λ⊗ωX) = H.e
λ
−λ⊗ωH∧ωX+e
λ
−λ⊗dωX must be nonzero. Using
the explicit formulas for the quantum tangent space, for the differentials dωX
and dωY and (39) this is easily done.
Secondly, the elements eλµ ⊗ ωH, e
λ
µ+1 ⊗ ωX and e
λ
µ−1 ⊗ ωY generate the
vector space V λµ1 . We have dimV
λµ
1 = 2 for |µ| = λ and dimV
λµ
1 = 3 for
|µ| < λ. Moreover,
d(eλµ ⊗ ωH) =X.e
λ
µ ⊗ ωX ∧ ωH + Y.e
λ
µ ⊗ ωY ∧ ωH
+ (H.eλµ ⊗ ωH ∧ ωH + e
λ
µ ⊗ dωH) (44)
d(eλµ+1 ⊗ ωX) =Y.e
λ
µ+1 ⊗ ωY ∧ ωX + (H.e
λ
µ+1 ⊗ ωH ∧ ωX + e
λ
µ+1 ⊗ dωX) (45)
d(eλµ−1 ⊗ ωY ) =X.e
λ
µ−1 ⊗ ωX ∧ ωY + (H.e
λ
µ−1 ⊗ ωH ∧ ωY + e
λ
µ−1 ⊗ dωY ) (46)
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Observe that ξ = cHX(ξ)⊗ ωH ∧ ωX + cHY (ξ)⊗ ωH ∧ ωY + cXY (ξ)⊗ ωX ∧ ωY
for any ξ ∈ V λ⊗ Γ∧2
L
, where cHX(ξ), cHY (ξ), cXY (ξ) ∈ V
λ. Now if µ = λ then
by (46) cXY (d(e
λ
λ−1 ⊗ ωY )) = X.e
λ
λ−1 6= 0 and therefore the range of d is at
least one-dimensional. Similarly, by (45) cXY (d(e
λ
µ+1 ⊗ ωX)) 6= 0 for µ = −λ.
Hence dim ker d↾V λµ1 ≤ 1 for |µ| = λ. If |µ| < λ then cHY (d(e
λ
µ ⊗ ωH)) 6= 0,
cHY (d(e
λ
µ+1⊗ωX)) = 0 and cXY (d(e
λ
µ+1⊗ωX)) 6= 0. Therefore, dim d(V
λµ
1 ) ≥ 2
and so dim ker d↾V λµ1 ≤ 1. Together, dim ker d↾V
λµ
1 ≤ 1 for |µ| ≤ λ and
ker d ↾V λµ1 = {0} for |µ| = λ + 1. Because of de
λ
µ 6= 0, ∂(de
λ
µ) = µ and
d(deλµ) = 0 we also have dim ker d↾V
λµ
1 ≥ 1 for |µ| ≤ λ. This means that
H1λ = {0}.
The last assertion, H2λ = {0}, follows from dimension computations.
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1. Quantum tangent space XΓ :
H :=
2(q−1 − q)
q4 + 1
(
FK2E +
q5(K4 − 1)
(q2 − 1)2
)
, X := q−1/2FK, Y := q−1/2KE
Real forms: O(SUq(2)), O(SUq(1, 1)), O(SLq(2,R))
Fund. repr.: H =
2
q2 + q−2
(
q−2 0
0 −q2
)
, X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
Relations:
qHX − q−1XH =
2(q + q−1)
q2 + q−2
X
q−1HY − qY H =
−2(q + q−1)
q2 + q−2
Y
q−2XY − q2Y X =
q2 + q−2
2
H
Module structure, differentials:
(f ij) =


K4 0 0
2q−3/2(q−1−q)
q2+q−2
K3E K2 0
2q−3/2(q−1−q)
q2+q−2
FK3 0 K2


dωH = −
q4+1
2
ωX ∧ ωY
dωX =
−2(q−2+1)
q2+q−2
ωH ∧ ωX
dωY =
2(q2+1)
q2+q−2
ωH ∧ ωY
Pairing:
(u11)
2 u11u
1
2 u
1
1u
2
1 (u
1
2)
2 u12u
2
1 u
1
2u
2
2 (u
2
1)
2 u21u
2
2 (u
2
2)
2
H 2q
−2+2q−4
q2+q−2
0 0 0 2(q
−1−q)
q2+q−2
0 0 0 −2q
4
−2q2
q2+q−2
X 0 1 0 0 0 q 0 0 0
Y 0 0 1 0 0 0 0 q 0
Right ideal RΓ : u
1
1 + q
−4u22 − (1 + q
−4), (u12)
2, (u21)
2, u12u
2
1 + (q
3 − q)u11,
(u11 − 1)u
1
2, (u
1
1 − 1)u
2
1
Left-invariant symmetric 2-forms:
ωH ⊗ ωH ωX ⊗ ωX q
−1ωH ⊗ ωX + qωX ⊗ ωH
q2ωX ⊗ ωY + q
−2ωY ⊗ ωX ωY ⊗ ωY qωH ⊗ ωY + q
−1ωY ⊗ ωH
Braiding: (1− σ)(q2 + σ) = 0
ker(q2 + σ) : q−2ωH ⊗ ωX − q
2ωX ⊗ ωH, q
2ωH ⊗ ωY − q
−2ωY ⊗ ωH,
q3ωX ⊗ ωY − q
−3ωY ⊗ ωX −
4(q−q−1)
(q2+q−2)2
ωH ⊗ ωH.
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2. Quantum tangent space XΓ :
H :=
2
q−2 − q2
(K4 − 1), X := q−5/2FK5, Y := q−1/2KE
Real forms: O(SLq(2,R))
Fund. repr.: H =
2
q + q−1
(
q−1 0
0 −q
)
, X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
Relations:
q2HX − q−2XH = 2X
q−2HY − q2Y H = −2Y
q−3XY − q3Y X +
(q2 + 1)2(q2 − 1)
4q3
H2 =
q + q−1
2
H
Module structure, differentials:
(f ij) =


K4 q
2
−q−2
2
X 0
0 K6 0
0 0 K2


dωH =
−q4−q2
2
ωX ∧ ωY
dωX = −2q
−2ωH ∧ ωX
dωY = 2q
2ωH ∧ ωY
Pairing:
(u11)
2 u11u
1
2 u
1
1u
2
1 (u
1
2)
2 u12u
2
1 u
1
2u
2
2 (u
2
1)
2 u21u
2
2 (u
2
2)
2
H 2q−2 0 0 0 0 0 0 0 −2q2
X 0 q−2 0 0 0 q3 0 0 0
Y 0 0 1 0 0 0 0 q 0
Right ideal RΓ : u
1
1 + q
−2u22 − (1 + q
−2), (u12)
2, (u21)
2, u12u
2
1, (u
1
1 − q
−2)u12,
(u11 − 1)u
2
1
Left-invariant symmetric 2-forms: p = (q2 + 1)2(q2 − 1)/4
ωH ⊗ ωH − pωX ⊗ ωY ωX ⊗ ωX q
−2ωH ⊗ ωX + q
2ωX ⊗ ωH
q3ωX ⊗ ωY + q
−3ωY ⊗ ωX ωY ⊗ ωY q
2ωH ⊗ ωY + q
−2ωY ⊗ ωH
Braiding: —
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3. Quantum tangent space XΓ :
H :=
2
q2 − q−2
(K−4 − 1), X := q3/2FK−3, Y := q−1/2KE
Real forms: O(SLq(2,R))
Fund. repr.: H =
2
q + q−1
(
q 0
0 −q−1
)
, X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
Relations:
q−2HX − q2XH = 2X
q2HY − q−2Y H = −2Y
qXY − q−1Y X =
q + q−1
2
H
Module structure, differentials:
(f ij) =


K−4 q
2−q−2
2
X 0
0 K−2 0
0 0 K2


dωH =
−1−q−2
2
ωX ∧ ωY
dωX = −2q
2ωH ∧ ωX
dωY = 2q
−2ωH ∧ ωY
Pairing:
(u11)
2 u11u
1
2 u
1
1u
2
1 (u
1
2)
2 u12u
2
1 u
1
2u
2
2 (u
2
1)
2 u21u
2
2 (u
2
2)
2
H 2q2 0 0 0 0 0 0 0 −2q−2
X 0 q2 0 0 0 q−1 0 0 0
Y 0 0 1 0 0 0 0 q 0
Right idealRΓ : u
1
1+q
2u22−(1+q
2), (u12)
2, (u21)
2, u12u
2
1, (u
1
1−q
2)u12, (u
1
1−1)u
2
1
Left-invariant symmetric 2-forms:
ωH ⊗ ωH ωX ⊗ ωX q
2ωH ⊗ ωX + q
−2ωX ⊗ ωH
q−1ωX ⊗ ωY + qωY ⊗ ωX ωY ⊗ ωY q
−2ωH ⊗ ωY + q
2ωY ⊗ ωH
Braiding: (1− σ)(q2 + σ) = 0
ker(q2 + σ) : qωH ⊗ ωX − q
−1ωX ⊗ ωH , q
−1ωH ⊗ ωY − qωY ⊗ ωH ,
ωX ⊗ ωY − ωY ⊗ ωX .
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4. Quantum tangent space XΓ :
H :=
2
q − q−1
(K−2 − 1), X := q1/2FK−1, Y := q1/2K−1E
Real forms: O(SUq(2)), O(SUq(1, 1)), O(SLq(2,R))
Fund. repr.: H =
2
q + 1
(
q 0
0 −1
)
, X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
Relations:
q−1HX − qXH = 2X
qHY − q−1Y H = −2Y
qXY − q−1Y X −
q − q−1
4
H2 = H
Module structure, differentials:
(f ij) =

K
−2 q−q−1
2
X q−q
−1
2
Y
0 1 0
0 0 1

 dωH = −q
−1ωX ∧ ωY
dωX = −2qωH ∧ ωX
dωY = 2q
−1ωH ∧ ωY
Pairing:
(u11)
2 u11u
1
2 u
1
1u
2
1 (u
1
2)
2 u12u
2
1 u
1
2u
2
2 (u
2
1)
2 u21u
2
2 (u
2
2)
2
H 2q 0 0 0 0 0 0 0 −2q−1
X 0 q 0 0 0 1 0 0 0
Y 0 0 q 0 0 0 0 1 0
Right idealRΓ : u
1
1+ qu
2
2− (1+ q), (u
1
2)
2, (u21)
2, u12u
2
1, (u
1
1−q)u
1
2, (u
1
1−q)u
2
1
Left-invariant symmetric 2-forms:
ωH ⊗ ωH +
1− q−2
4
ωX ⊗ ωY ωX ⊗ ωX qωH ⊗ ωX + q
−1ωX ⊗ ωH
q−1ωX ⊗ ωY + qωY ⊗ ωX ωY ⊗ ωY q
−1ωH ⊗ ωY + qωY ⊗ ωH
Braiding: (1− σ)(q2 + σ) = 0
ker(q2 + σ) : ωH ⊗ ωX − ωX ⊗ ωH , ωH ⊗ ωY − ωY ⊗ ωH , ωX ⊗ ωY − ωY ⊗ ωX .
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5. Quantum tangent space XΓ :
H :=
2
q−1 − q
(ε−K
−2 − 1), X := −q1/2Fε−K
−1, Y := −q1/2ε−K
−1E
Real forms: O(SUq(2)), O(SUq(1, 1)), O(SLq(2,R))
Fund. repr.: H =
2
q − 1
(
q 0
0 1
)
, X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
Relations:
q−1HX − qXH = −2X
qHY − q−1Y H = 2Y
qXY − q−1Y X −
q − q−1
4
H2 = −H
Module structure, differentials:
(f ij) =

ε−K
−2 q−1−q
2
X q
−1−q
2
Y
0 ε− 0
0 0 ε−

 dωH = q
−1ωX ∧ ωY
dωX = 2qωH ∧ ωX
dωY = −2q
−1ωH ∧ ωY
Pairing:
(u11)
2 u11u
1
2 u
1
1u
2
1 (u
1
2)
2 u12u
2
1 u
1
2u
2
2 (u
2
1)
2 u21u
2
2 (u
2
2)
2
H −2q 0 0 0 0 0 0 0 2q−1
X 0 −q 0 0 0 −1 0 0 0
Y 0 0 −q 0 0 0 0 −1 0
Right idealRΓ : u
1
1−qu
2
2− (1−q), (u
1
2)
2, (u21)
2, u12u
2
1, (u
1
1+ q)u
1
2, (u
1
1+ q)u
2
1
Left-invariant symmetric 2-forms:
ωH ⊗ ωH +
1− q−2
4
ωX ⊗ ωY ωX ⊗ ωX qωH ⊗ ωX + q
−1ωX ⊗ ωH
q−1ωX ⊗ ωY + qωY ⊗ ωX ωY ⊗ ωY q
−1ωH ⊗ ωY + qωY ⊗ ωH
Braiding: (1− σ)(q2 + σ) = 0
ker(q2 + σ) : ωH ⊗ ωX − ωX ⊗ ωH , ωH ⊗ ωY − ωY ⊗ ωH , ωX ⊗ ωY − ωY ⊗ ωX .
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6. Quantum tangent space XΓ :
H :=
2
q2 − q−2
(K−4 − 1), X := q3/2FK−3, Y := q3/2K−3E
Real forms: O(SUq(2)), O(SUq(1, 1)), O(SLq(2,R))
Fund. repr.: H =
2
q + q−1
(
q 0
0 −q−1
)
, X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
Relations:
q−2HX − q2XH = 2X
q2HY − q−2Y H = −2Y
q3XY − q−3Y X −
(q2 + 1)2(q2 − 1)
4q3
H2 =
q + q−1
2
H
Module structure, differentials:
(f ij) =


K−4 q
2
−q−2
2
X q
2
−q−2
2
Y
0 K−2 0
0 0 K−2


dωH =
−q−2−q−4
2
ωX ∧ ωY
dωX = −2q
2ωH ∧ ωX
dωY = 2q
−2ωH ∧ ωY
Pairing:
(u11)
2 u11u
1
2 u
1
1u
2
1 (u
1
2)
2 u12u
2
1 u
1
2u
2
2 (u
2
1)
2 u21u
2
2 (u
2
2)
2
H 2q2 0 0 0 0 0 0 0 −2q−2
X 0 q2 0 0 0 q−1 0 0 0
Y 0 0 q2 0 0 0 0 q−1 0
Right idealRΓ : u
1
1+q
2u22−(1+q
2), (u12)
2, (u21)
2, u12u
2
1, (u
1
1−q
2)u12, (u
1
1−q
2)u21
Left-invariant symmetric 2-forms: p = (1 + q−2)2(1− q−2)/4
ωH ⊗ ωH + pωX ⊗ ωY ωX ⊗ ωX q
2ωH ⊗ ωX + q
−2ωX ⊗ ωH
q−3ωX ⊗ ωY + q
3ωY ⊗ ωX ωY ⊗ ωY q
−2ωH ⊗ ωY + q
2ωY ⊗ ωH
Braiding: (1− σ)(q2 + σ) = 0
ker(q2 + σ) : qωH ⊗ ωX − q
−1ωX ⊗ ωH , q
−1ωH ⊗ ωY − qωY ⊗ ωH ,
q−2ωX ⊗ ωY − q
2ωY ⊗ ωX.
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7. Quantum tangent space XΓ :
H :=
2
q−2 − q2
(K4 − 1), X := q−1/2FK, Y := q−5/2K5E
Real forms: O(SLq(2,R))
Fund. repr.: H =
2
q + q−1
(
q−1 0
0 −q
)
, X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
Relations:
q2HX − q−2XH = 2X
q−2HY − q2Y H = −2Y
q−3XY − q3Y X +
(q2 + 1)2(q2 − 1)
4q3
H2 =
q + q−1
2
H
Module structure, differentials:
(f ij) =


K4 0 q
−2
−q2
2
Y
0 K2 0
0 0 K6


dωH =
−q2−q4
2
ωX ∧ ωY
dωX = −2q
−2ωH ∧ ωX
dωY = 2q
2ωH ∧ ωY
Pairing:
(u11)
2 u11u
1
2 u
1
1u
2
1 (u
1
2)
2 u12u
2
1 u
1
2u
2
2 (u
2
1)
2 u21u
2
2 (u
2
2)
2
H 2q−2 0 0 0 0 0 0 0 −2q2
X 0 1 0 0 0 q 0 0 0
Y 0 0 q−2 0 0 0 0 q3 0
Right ideal RΓ : u
1
1 + q
−2u22 − (1 + q
−2), (u12)
2, (u21)
2, u12u
2
1, (u
1
1 − 1)u
1
2,
(u11 − q
−2)u21
Left-invariant symmetric 2-forms: p = (q2 + 1)2(q2 − 1)/4
ωH ⊗ ωH − pωX ⊗ ωY ωX ⊗ ωX q
−2ωH ⊗ ωX + q
2ωX ⊗ ωH
q3ωX ⊗ ωY + q
−3ωY ⊗ ωX ωY ⊗ ωY q
2ωH ⊗ ωY + q
−2ωY ⊗ ωH
Braiding: —
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8. Quantum tangent space XΓ :
H :=
2
q2 − q−2
(K−4 − 1), X := q−1/2FK, Y := q3/2K−3E
Real forms: O(SLq(2,R))
Fund. repr.: H =
2
q + q−1
(
q 0
0 −q−1
)
, X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
Relations:
q−2HX − q2XH = 2X
q2HY − q−2Y H = −2Y
qXY − q−1Y X =
q + q−1
2
H
Module structure, differentials:
(f ij) =


K−4 0 q
2−q−2
2
Y
0 K2 0
0 0 K−2


dωH =
−1−q−2
2
ωX ∧ ωY
dωX = −2q
2ωH ∧ ωX
dωY = 2q
−2ωH ∧ ωY
Pairing:
(u11)
2 u11u
1
2 u
1
1u
2
1 (u
1
2)
2 u12u
2
1 u
1
2u
2
2 (u
2
1)
2 u21u
2
2 (u
2
2)
2
H 2q2 0 0 0 0 0 0 0 −2q−2
X 0 1 0 0 0 q 0 0 0
Y 0 0 q2 0 0 0 0 q−1 0
Right idealRΓ : u
1
1+q
2u22−(1+q
2), (u12)
2, (u21)
2, u12u
2
1, (u
1
1−1)u
1
2, (u
1
1−q
2)u21
Left-invariant symmetric 2-forms:
ωH ⊗ ωH ωX ⊗ ωX q
2ωH ⊗ ωX + q
−2ωX ⊗ ωH
q−1ωX ⊗ ωY + qωY ⊗ ωX ωY ⊗ ωY q
−2ωH ⊗ ωY + q
2ωY ⊗ ωH
Braiding: (1− σ)(q2 + σ) = 0
ker(q2 + σ) : qωH ⊗ ωX − q
−1ωX ⊗ ωH , q
−1ωH ⊗ ωY − qωY ⊗ ωH ,
ωX ⊗ ωY − ωY ⊗ ωX .
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9. Quantum tangent space XΓ :
H :=
2
q−2 − q2
(K4 − 1), X := q−1/2FK, Y := q−1/2KE
Real forms: O(SUq(2)), O(SUq(1, 1)), O(SLq(2,R))
Fund. repr.: H =
2
q + q−1
(
q−1 0
0 −q
)
, X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
Relations:
q2HX − q−2XH = 2X
q−2HY − q2Y H = −2Y
q−1XY − qY X =
q + q−1
2
H
Module structure, differentials:
(f ij) =

K
4 0 0
0 K2 0
0 0 K2

 dωH =
−1−q2
2
ωX ∧ ωY
dωX = −2q
−2ωH ∧ ωX
dωY = 2q
2ωH ∧ ωY
Pairing:
(u11)
2 u11u
1
2 u
1
1u
2
1 (u
1
2)
2 u12u
2
1 u
1
2u
2
2 (u
2
1)
2 u21u
2
2 (u
2
2)
2
H 2q−2 0 0 0 0 0 0 0 −2q2
X 0 1 0 0 0 q 0 0 0
Y 0 0 1 0 0 0 0 q 0
Right ideal RΓ : u
1
1 + q
−2u22 − (1 + q
−2), (u12)
2, (u21)
2, u12u
2
1, (u
1
1 − 1)u
1
2,
(u11 − 1)u
2
1
Left-invariant symmetric 2-forms:
ωH ⊗ ωH ωX ⊗ ωX q
−2ωH ⊗ ωX + q
2ωX ⊗ ωH
qωX ⊗ ωY + q
−1ωY ⊗ ωX ωY ⊗ ωY q
2ωH ⊗ ωY + q
−2ωY ⊗ ωH
Braiding: (1− σ)(q2 + σ) = 0
ker(q2 + σ) : q−3ωH ⊗ ωX − q
3ωX ⊗ ωH, q
3ωH ⊗ ωY − q
−3ωY ⊗ ωH,
q2ωX ⊗ ωY − q
−2ωY ⊗ ωX.
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10. Quantum tangent space XΓ :
H :=
2
q−1 − q
(K2 − 1), X := q−1/2FK, Y := q−1/2KE
Real forms: O(SUq(2)), O(SUq(1, 1)), O(SLq(2,R))
Fund. repr.: H =
2
q + 1
(
1 0
0 −q
)
, X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
Relations:
qHX − q−1XH = 2X
q−1HY − qY H = −2Y
q−1XY − qY X +
q − q−1
4
H2 = H
Module structure, differentials:
(f ij) =

K
2 0 0
0 K2 0
0 0 K2

 dωH = −qωX ∧ ωYdωX = −2q−1ωH ∧ ωX
dωY = 2qωH ∧ ωY
Pairing:
(u11)
2 u11u
1
2 u
1
1u
2
1 (u
1
2)
2 u12u
2
1 u
1
2u
2
2 (u
2
1)
2 u21u
2
2 (u
2
2)
2
H 2q−1 0 0 0 0 0 0 0 −2q
X 0 1 0 0 0 q 0 0 0
Y 0 0 1 0 0 0 0 q 0
Right ideal RΓ : u
1
1 + q
−1u22 − (1 + q
−1), (u12)
2, (u21)
2, u12u
2
1, (u
1
1 − 1)u
1
2,
(u11 − 1)u
2
1
Left-invariant symmetric 2-forms:
ωH ⊗ ωH +
1− q2
4
ωX ⊗ ωY ωX ⊗ ωX q
−1ωH ⊗ ωX + qωX ⊗ ωH
qωX ⊗ ωY + q
−1ωY ⊗ ωX ωY ⊗ ωY qωH ⊗ ωY + q
−1ωY ⊗ ωH
Braiding: (1− σ)(q2 + σ) = 0
ker(q2 + σ) : ωH ⊗ ωX − ωX ⊗ ωH , ωH ⊗ ωY − ωY ⊗ ωH , ωX ⊗ ωY − ωY ⊗ ωX .
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11. Quantum tangent space XΓ :
H :=
2
q − q−1
(ε−K
2 − 1), X := q−1/2FK, Y := q−1/2KE
Real forms: O(SUq(2)), O(SUq(1, 1)), O(SLq(2,R))
Fund. repr.: H =
2
1− q
(
1 0
0 q
)
, X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
Relations:
qHX − q−1XH = −2X
q−1HY − qY H = 2Y
q−1XY − qY X +
q − q−1
4
H2 = −H
Module structure, differentials:
(f ij) =

ε−K
2 0 0
0 K2 0
0 0 K2

 dωH = qωX ∧ ωYdωX = 2q−1ωH ∧ ωX
dωY = −2qωH ∧ ωY
Pairing:
(u11)
2 u11u
1
2 u
1
1u
2
1 (u
1
2)
2 u12u
2
1 u
1
2u
2
2 (u
2
1)
2 u21u
2
2 (u
2
2)
2
H −2q−1 0 0 0 0 0 0 0 2q
X 0 1 0 0 0 q 0 0 0
Y 0 0 1 0 0 0 0 q 0
Right ideal RΓ : u
1
1 − q
−1u22 − (1 − q
−1), (u12)
2, (u21)
2, u12u
2
1, (u
1
1 − 1)u
1
2,
(u11 − 1)u
2
1
Left-invariant symmetric 2-forms:
ωH ⊗ ωH +
1− q2
4
ωX ⊗ ωY ωX ⊗ ωX q
−1ωH ⊗ ωX + qωX ⊗ ωH
qωX ⊗ ωY + q
−1ωY ⊗ ωX ωY ⊗ ωY qωH ⊗ ωY + q
−1ωY ⊗ ωH
Braiding: (1− σ)(q2 + σ) = 0
ker(q2 + σ) : ωH ⊗ ωX − ωX ⊗ ωH , ωH ⊗ ωY − ωY ⊗ ωH , ωX ⊗ ωY − ωY ⊗ ωX .
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