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Abstract
GARCH models are commonly used as latent processes in econometrics, Þnancial eco-
nomics and macroeconomics. Yet no exact likelihood analysis of these models has been
provided so far. In this paper we outline the issues and suggest a Markov chain Monte Carlo
algorithm which allows the calculation of a classical estimator via the simulated EM algo-
rithm or a Bayesian solution in O(T ) computational operations, where T denotes the sample
size. We assess the performance of our proposed algorithm in the context of both artiÞcial
examples and an empirical application to 26 UK sectorial stock returns, and compare it to
existing approximate solutions.
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1 Introduction
A key feature of the parametric ARCH models pioneered by Engle (1982) and Bollerslev (1986)
ft = εtλ
1/2
t , εt|Fft−1 ∼ N(0, 1),
is that the volatility process {λt} is measurable by construction with respect to the sequence of
natural Þltrations generated by the past values of the {ft} ARCH process, Fft−1, at least up to
a Þnite dimensional vector of unknown parameters ϕ. An extensive review of the econometric
literature on this topic is given in Bollerslev, Engle, and Nelson (1994). An immediate conse-
quence of this setup is that the usual prediction decomposition delivers the likelihood function
of the sample conditional on initial values F0 as
p(f |ϕ,F0) =
TY
t=1
p(ft|Fft−1,ϕ) =
TY
t=1
1p
λt (ϕ)
φ
Ã
ftp
λt (ϕ)
!
,
where T is the sample size, f = (f1, ..., fT )
0, and φ(.) denotes a standard normal density. This
means that inference on unknown parameters can be carried out relatively easily. This argument
continues to hold when the normality assumption is replaced by another parametric distribution,
such as the Student t (e.g. Bollerslev (1987)) or the normal inverse Gaussian (e.g. Jensen and
Lunde (2001)). Further, it does not really get any more complicated when we deal with the
fractional ARCH models of Baillie, Bollerslev, and Mikkelsen (1996), although some care has to
be taken with dealing with F0 appropriately (see Diebold and Schuermann (2000)). The same
prediction decomposition has been used in the multivariate ARCH context by Engle and Kroner
(1995) among many others (see again Bollerslev, Engle, and Nelson (1994)). The fact that the
conditional likelihood function for ARCH models is easily computed is a major reason for the
rapid adoption of this class of models by economists. However, the analysis becomes substantially
more complicated if an ARCH model is used as a latent process, for the log-likelihood function
of the observed variables can no longer be written in closed form.
The main modern way of carrying out likelihood inference on latent models is via a Markov
chain Monte Carlo (MCMC) algorithm (see Chib (2001) for an extensive review). The MCMC
algorithm generates simulations from the distribution of the latent process {ft} conditional
upon the data {xt} and parameters ϕ. This simulation procedure can be used either to carry
out Bayesian inference on the unknown ϕ, or to classically estimate ϕ by means of a simulated
EM algorithm. In either case, a crucial feature of these methods is the continual conditional
simulation of the latent vector f given x = (x01, ..., x0T )
0 and ϕ, either one element at a time or
in blocks. Unfortunately, the non-Markovian nature of the GARCH process implies that each
time we simulate a single ft, we implicitly change all future conditional variances. As pointed
1
