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Biological systems process information under noisy environment. Sensory adaptation model of E.
coli is suitable for investigation because of its simplicity. To understand the adaptation processing
quantitatively, stochastic thermodynamic approach has been attempted. Information processing
can be assumed as state transition of a system that consists of signal transduction molecules us-
ing thermodynamic approach, and efficiency can be measured as thermodynamic cost. Recently,
using information geometry and stochastic thermodynamics, a relationship between speed of the
transition and the thermodynamic cost has been investigated for a chemical reaction model. Here,
we introduce this approach to sensory adaptation model of E. coli, and examined a relationship
between adaptation speed and the thermodynamic cost, and efficiency of the adaptation speed. For
increasing external noise level in stimulation, the efficiency decreased, but the efficiency was highly
robust to external stimulation strength. Moreover, we demonstrated that there is the best noise
to achieve the adaptation in the aspect of thermodynamic efficiency. Our quantification method
provides a framework to understand the adaptation speed and the thermodynamic cost for various
biological systems.
1. INTRODUCTION
In biological systems, external information is processed
under noisy environment. Sensory adaptation is one of
the important factors for information processings to ad-
just sensitivity in various strength of stimulation. To
implement the adaptation, negative feedback is widely
observed in numerous biological systems [1–7]. To under-
stand the process under noise quantitatively, stochastic
thermodynamic approach has been used [6, 8–11]. Espe-
cially, sensory adaptation of Escherichia coli chemotaxis
is suitable model to investigate [5, 12, 13], and ther-
modynamic cost on the adaptation is well understood
[3, 6, 8, 10]. In E. coli sensory system, an external ligand
is received by a receptor named methyl-accepting chemo-
taxis protein (MCP), and inhibits autophosphorylation of
a kinase CheA. CheA phosphorylation inhibits forward
movement via CheY activation. CheA phosphorylation
also phosphorylates CheB, and CheB inhibits MCP by
methylation of MCP. This negative feedback, which con-
sists of the kinase activity and methylation level, leads
the adaptation to the ligand (Fig. 1). In previous re-
search [6], a relationship between energy-speed-accuracy
of the adaptation is formulated. In the research, the ac-
curacy of the adaptation is represented by a difference be-
tween initial level and the level after the adaptation of the
kinase, and the speed of adaptation is demonstrated by
time constant of the adaptation model. The thermody-
namic cost can be formulated by these parameters. There
is no way to consider an efficiency of the adaptation speed
over time by this relationship because only time constant
can be discussed. Recently, by introducing information
geometry to stochastic thermodynamics, a relationship
between speed of chemical-state transition and the ther-
modynamic cost is described under a chemical reaction
model [11]. Moreover, general Langevin equation is in-
vestigated by information geometric approach [14]. This
approach enables to argue efficiency of the adaptation
speed over time.
Here, we introduce the information geometric and
stochastic thermodynamic approach to sensory adapta-
tion model of E. coli. A relationship between speed of the
adaptation and thermodynamic cost was investigated by
numerical simulation on this adaptation model. As a re-
sult, the efficiency showed robustness for external stim-
ulation strength, but for increasing external noise level
in stimulation, the efficiency decreased. Moreover, there
was an appropriate noise level for efficient adaptation.
2. MATERIALS AND METHODS
2.1. Sensory adaptation model of E. coli
For mathematical model of E. coli adaptation model
for chemotaxis, we used coarse-grained coupled Langevin
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2equations described in previous research [3, 8, 10] as
da(t)
dt
= − 1
τa
[a(t)− a(t)] + ξa(t)
= − 1
τa
[a(t)− αm(t) + βl(t)] + ξa(t) (1)
dm(t)
dt
= − 1
τm
a(t) + ξm(t) (2)
where a(t) is a kinase activity, m(t) is a methylation
level of a receptor, and l(t) is an external ligand level.
a(t) is a stationary value of the kinase activity under the
adaptation (Fig. 1). ξa(t) and ξm(t) are independent
Gaussian white noise which strength is 2Ta and 2Tm,
respectively. This model is coarse-grained models, but
validated by experiments [3]. From previous research,
parameters were determined as follows: τa = 0.02, τm =
0.2, α = 2.7 and Ta = Tm = 0.005 [3, 6, 15]. We noted
that the parameters are dimensionless quantities.
2.2. Numerical simulation
We performed numerical simulation for calculating a
square of an infinitesimal distance ds2, the thermody-
namic cost change C , and statistical length L as intro-
duced in Result section by Python (version 3.6.1) with
numpy library (version 1.12.1). To calculate them, prob-
ability distribution of a and m is necessary. For case
which initial condition is Gaussian, linear Langevin equa-
tions follow Gaussian distribution; the mean and covari-
ance of them are sufficient information to describe the
distribution [16] as follows,
∂p(a,m)
∂t
=
1
τa
p(a,m) +
1
τa
[a(t)− αm(t) + βl(t)]∂p(a,m)
∂a(t)
+
1
τm
a(t)
∂p(a,m)
∂m(t)
+ Ta
∂2p(a,m)
∂a(t)2
+ Tm
∂2p(a,m)
∂m(t)2
.
(3)
Transition of the mean and the covariance to small time
change can be formulated under linear Langevin equa-
tions with Gaussian white noise [16]. Therefore, the
mean and the covariance were calculated by Euler meth-
ods with small time change (∆t = 0.0001). For ini-
tial condition, initial probability of a and m was deter-
mined as stationary-state distribution without stimula-
tion (l = 0). ds2 can be calculated from Fisher informa-
tion matrix and Kullback-Leibler divergence as described
below, and these were calculated from the mean and co-
variance of Gaussian distribution [12, 17] as
G(θ) = dµTΣ−1dµ+
1
2
tr(Σ−1dΣΣ−1dΣ) (4)
DKL(p(a,m; θ)||p(a,m; θ + dθ))
=
1
2
[
(Σ−1)TdΣ + tr(I − Σ−1dΣ)
+ (dµ)T (Σ−1 − Σ−1dΣΣ−1)(dµ)
− dim(p(a,m))
]
(5)
where I denotes a unit matrix, dim(·) denotes dimension
of a vector, Σ is the covariance matrix of a(t) and m(t),
and µ is the mean vector of a(t) and m(t). In all case, we
changed stimulation l(t) from 0 at time 0. In Fig. 3, we
fixed Ta = 0.005, and in Fig. 4, we changed Ta at time
0.
3. RESULT
FIG. 1: Schematic model of E. coli sensory adaptation. Ex-
ternal ligand is received by the receptor MCP, and inhibit the
kinase CheA autophosphorylation. CheA phosphorylation in-
hibits forward movement. CheA phosphorylation also phos-
phorylates CheB, and CheB inhibits MCP by methylation of
MCP. The variables in the model are as follows: the exter-
nal ligand level l(t), the CheA activity a(t), and the MCP
methylattion level m(t).
3.1. Information geometry in E. coli sensory
adaptation model
In E. coli, sensory adaptation for chemotaxis has been
described in detail, and an external ligand is received by
a receptor, and inhibit a kinase phosphorylation (Fig. 1)
[5, 12, 13]. As previous research, mathematical model of
the adaptation was formulated as linear Langevin equa-
tions (Eqs. 1 and 2) [3, 8, 10]. This model is a coarse-
grained model, which is enough simple for thermody-
namic analysis, and a(t) expresses the kinase activity cor-
responding to CheA, and m(t) expresses the metylation
level of the receptor MCP. As described above, an ex-
ternal signal inhibits the kinase activity, and methylates
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FIG. 2: Numerical simulation of time evolution of squared
the time derivative of line element ds2/dt2 and the thermo-
dynamic relationship on E. coli adaptation model. Mean ac-
tivity of the kinase 〈a〉 and mean methylation level of the
receptor 〈m〉 (A) and ds2/dt2 (B) are shown. The thermo-
dynamic cost C , statistical length L and L2/C are shown in
C. L2/C and τ are shown in D. τ indicates elapsed time from
time 0 in Fig. 1. The inequality L2/C ≥ τ is shown. The
efficiency η is shown in E.
the receptor (Fig. 2A). The levels are random variables
because they fluctuate by noise; therefore, the levels can
be expressed by probability distributions. The probabil-
ity of a(t) and m(t) follows Gaussian distribution under
a condition that initial distribution is Gaussian for linear
Langevin equation.
Next, we applied information geometry to this model.
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FIG. 3: Numerical simulation of the relationship between
the speed of the adaptation and the thermodynamic cost on
E. coli adaptation model with different stimulation level. The
thermodynamic cost C (top), the statistical length L (top mid-
dle), L2/C (bottom middle) and the efficiency η (bottom) are
shown. In all case, L2/C and η are almost same values.
In information geometry, we can measure local distance
between two different distribution on a statistical mani-
fold [17]. For exponential family, such as Gaussian distri-
bution, a square of an infinitesimal distance ds between
p(x; θ) and p(x; θ + dθ) is defined as
ds2 = 2DKL(p(x; θ)||p(x; θ + dθ)) (6)
=
∑
gij(θ)dθidθj (7)
where θ is a parameter which expresses the distribu-
tion, DKL indicates Kullback-Leibler divergence, and
G(θ) = (gij(θ)) is Fisher information matrix [17]. As
noted above, in this model, the probability of a(t) and
m(t) is according to Gaussian distribution when initial
distribution is Gaussian. Therefore, initial probability
distribution of a(t) and m(t) must be a Gaussian as an
assumption. By this assumption, the distribution of a(t)
and m(t) is considered as exponential family.
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FIG. 4: Numerical simulation of the efficiency η on E. coli
adaptation model with different noise level.
As previous research [11, 14], we consider the value
ds2/dt2 as
ds2
dt2
=
(√
ds2
dt
)2
(8)
=
(
1
2
√
ds2
ds2
dt
)2
. (9)
We noted that ds2/dt2 =
∑
gi,jdθi/dtdθj/dt.
Next, the statistical length L from time 0 to τ is defined
as L = ∫ ds = ∫ ds/dtdt as previous research [11, 18].
Therefore,
L =
∫ τ
0
ds
dt
dt. (10)
Moreover, thermodynamic cost C is defined as
C =
∫ τ
0
(
ds
dt
)2
dt. (11)
As described in previous research [14], this quantity C
is related to entropy change of the system σsys. Time
derivative of entropy change of the system for transition
−∂σsys/∂t is equivalent to the thermodynamic cost C.
From Cauchy-Schwarz inequality [19], a relationship be-
tween the speed of the adaptation and the thermody-
namic cost is∫ τ
0
dt
∫ τ
0
(
ds
dt
)2
dt ≥
(∫ τ
0
ds
dt
dt
)2
(12)
τ ≥ L
2
C (13)
according to the previous studies [11, 14]. This inequal-
ity expresses the lower bound of the state transition of
a(t) and m(t). The state transition means dynamics of
the adaptation; this inequality gives the bound for the
adaptation speed. The equality holds if speed of ds2/dt2
is independent from time. Moreover, the efficiency of the
transition η is defined as
η =
L2
τC (14)
0 ≤ η ≤ 1. (15)
When η is 1, the transition is most efficient.
Next, we numerically calculated the values described
above (Fig. 2). Numerical simulation showed that
ds2/dt2 ≥ 0. This property is due to the non-negativity
of the squared value. Moreover, the relationship between
the speed of the adaptation and the thermodynamic cost
gives tight bound to transition time τ (Fig. 2 D). From
these results, we showed the relationship with numeri-
cal simulation. As shown in Fig. 2 E, there are three
phases for L2/C and η dynamics: ˜0.02 (respond to lig-
and), ˜0.05 (adapting), and 0.05˜(completion of adap-
tation). The first phase is almost efficient as the ther-
modynamic boundary (the efficiency η is almost 1). Af-
ter starting adaptation, the transition became inefficient.
After achieving adaptation, L2/C became stable because
a(t) and m(t) are under stationary state. Next, stimula-
tion levels were changed (Fig. 3). The thermodynamic
cost C and statistical length L were changed by stimu-
lation level, but the efficiency was not changed. Finally,
we changed the noise levels of stimulation (Fig. 4). In-
tuitively, small noise makes high efficiency. We obtained
similar tendency to intuition, but for small noise, this
is not correct. For the efficiency of first phase as de-
scribe above, the efficiency at noise level Ta = 0.0005 is
higher than one at noise level Ta = 0.005. For the sec-
ond phase, the efficiency at Ta = 0.0005 is worse than
one at Ta = 0.005. At Ta = 0.00005, the efficiency
became worse. These results indicate that there is the
best noise level to achieve the adaptation. These results
firstly demonstrated that the efficiency of the adaptation
speed is highly robust for ligand strength, but drastically
changed for noise level of ligand on E. coli adaptation.
4. DISCUSSION
Introducing stochastic thermodynamics and informa-
tion geometry, we succeeded in defining the relationship
between the speed of the adaptation and the thermo-
dynamic cost in sensory adaptation model of E. coli.
We assumed that the initial distribution is Gaussian and
Langevin equations are linear, but the scope of applica-
tion is still wide. In previous research [11], only master
equation model is discussed, but the Langevin equation,
which we applied is also used for numerous models includ-
ing osmotic sensing in yeast, olfactory sensing in neurons
and light sensing [1, 2, 4–7]. Therefore, our quantification
can be used for various systems in biology.
We introduce stochastic thermodynamics and informa-
tion geometry to E. coli sensory adaptation model. This
5model has been investigated well by stochastic thermo-
dynamic approach [6, 8–11]. However, the speed of the
adaptation has been less discussed than the thermody-
namic cost and robustness of the adaptation. These fac-
tors are important components for the adaptation; how-
ever, the speed of the adaptation is also important factor
because the adaptation speed changes by repetitive stim-
ulation [7, 20]. Previous research discussed the speed of
the adaptation by energy-speed-accuracy relationship [6].
Using the formulation, we can discuss the relationship
between time constant of the models and the thermody-
namic cost. On the other hand, using our formulation,
we can discuss the efficiency over time as shown in Figs. 3
and 4. Therefore, the relationship described in this work
is crucial for understanding adaptation quantitatively.
The efficiency of the adaptation did not show propor-
tional relationship against the noise level (Fig. 4), and
seems to have appropriate noise level for efficient adap-
tation. In the context of signal detection, small noise
improves detection performance, and this is known as
stochastic resonance [21, 22]. This phenomenon is sim-
ilar as our observation (Fig. 4). There is no research
directly related to our result. However, stochastic res-
onance has been reported in some types of adaptation
[22–24]; therefore, our result might be new type of the
stochastic resonance.
We showed that the efficiency of the adaptation
speed with different noise levels and different stimula-
tion strengths. For stimulation level, the efficiency is
highly robust, but drastically changed for noise level. In
olfactory system in Caernohabditis elegans, the adapta-
tion speed of a second messenger (cGMP) is highly ro-
bust for different stimulation strengths [7]. Therefore,
our result is coincident with biological experiment. For
the adaptation speed, although the time constant is usu-
ally measured, it is difficult for further quantification in
experimental study [6]. Moreover, quantifying the effi-
ciency of the adaptation speed is hardly difficult by ex-
periments only. Using optogenetics, stimulation strength
and noise level can be controlled [25–27]. Therefore, our
result can be applied to not only theoretical models, but
also experimental research, and provides quantitative un-
derstanding for adaptation mechanism.
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