This paper o¤ers empirical evidence that real exchange rate volatility can have a signi…-cant impact on long-term rate of productivity growth, but the e¤ect depends critically on a country's level of …nancial development. For countries with relatively low levels of …nan-cial development, exchange rate volatility generally reduces growth, whereas for …nancially advanced countries, there is no signi…cant e¤ect. Our empirical analysis is based on an 83 country data set spanning the years 1960-2000; our results appear robust to time window, alternative measures of …nancial development and exchange rate volatility, and outliers. We also o¤er a simple monetary growth model in which real exchange rate uncertainty exacerbates the negative investment e¤ects of domestic credit market constraints. Our approach delivers results that are in striking contrast to the vast existing empirical exchange rate literature, which largely …nds the e¤ects of exchange rate volatility on real activity to be relatively small and insigni…cant.
Introduction
Throughout the developing world, the choice of exchange rate regime stands as perhaps the most contentious aspect of macroeconomic policy. Witness, on the one hand, the intense international criticism of China's in ‡exible exchange rate system. On the other hand, South African policymakers are chastized for not doing enough to stabilize their country's highly volatile currency. Yet, despite the perceived centrality of the exchange rate regime to longrun growth and economic stability, the existing theoretical and empirical literature o¤ers little guidance. The theoretical literature is mainly tailored to richer countries with highly developed institutions and markets (e.g., Garber and Svensson 1995 and Obstfeld and Rogo¤, 1996) , and there is almost no discussion of long-run growth. The empirical literature is largely negative, suggesting to some that the degree of exchange rate ‡exibility simply does not matter for growth, or for anything except the real exchange rate. 1 In this paper, we develop and test a simple framework suggesting that a country's level of …nancial development ought to be central in choosing how ‡exible an exchange rate system to adopt, particularly if the objective is long-run productivity growth. Interestingly, we …nd striking and apparently robust evidence that the more …nancially developed a country is, the better it will do with a more ‡exible exchange rate. The volatility of real shocks relative to …nancial shocks -which features so prominently in the literature on developed country exchange rate regimes -also matters for developing countries. But because …nancial shocks tend to be greatly ampli…ed in …nancially underdeveloped economies, one has to adjust calibrations accordingly. Figure 1 shows the relationship between productivity growth and exchange rate ‡exibil-ity for countries at di¤erent levels of …nancial development. The upper graphs consider the volatility of the e¤ective real exchange rate and the lower graphs deal with the exchange rate 1 The classic paper is Baxter and Stockman (1989) . In their survey, Gosh, Gulde, and Wolf (2003) state that "perhaps the best one can say is that the growth performance of pegged regimes is no worse than that discusses this literature in more details. We note that Baldwin (1992) , in his analysis of European Monetary Union, argued that a single currency might have growth e¤ects on Europe by reducing the exchange rate premium on capital within Europe. Husain et al. (2005) argue informally that …xed rates may be more important for countries with more fragile political and …nancial institutions, but they do not provide any direct evidence for this view. There is some evidence of an e¤ect of exchange rate volatility on trade levels (Frankel and Wei, 1993 and Rose, 2000) . The e¤ect, however, does not appear to be large and it is even less clear that the resulting trade expansion has any great impact on welfare (see Krugman, 1987, or Bacchetta and van Wincoop, 2000) . regime classi…cation proposed by Reinhart and Rogo¤ (2004) . In each case, we compare the residuals of a productivity growth regression on a set of variables with the residuals of an exchange rate ‡exibility regression on the same variables. 2 By doing so, we obtain adjusted measures of volatility and ‡exibility that are purged from any collinearity with the standard growth determinants. Countries are ranked in function of their …nancial development measured by private credit to GDP over …ve-year averages. The left-hand side of both Panels shows the lower quartile and the right-hand side shows the upper quartile of the distribution. There is clearly a negative relationship between productivity growth and exchange rate ‡exibility for less …nancially developed countries, while we see no relationship for the most developed economies.
We take the results in Figure 1 as preliminary evidence that the growth e¤ects of real exchange rate volatility and the ‡exibility of the exchange rate regime vary with the level of …nancial development. The main purpose of this paper is to rationalize and then explore the robustness of this …nding. In Section 2 we develop a model of an open monetary economy with wage stickiness, where exchange rate ‡uctuations a¤ect the growth performance of creditconstrained …rms. Exchange rate ‡uctuations in turn are caused by both real and …nancial aggregate shocks. The basic mechanism underlying the positive growth interaction between …nancial development and exchange rate volatility can be explained as follows. Suppose that the borrowing capacity of …rms is proportional to their current earnings, with a higher multiplier re ‡ecting a higher degree of …nancial development in the economy. Suppose in addition that the nominal wage is preset and cannot be adjusted to variations in the nominal exchange rate. Then, following an exchange rate appreciation, …rms' current earnings are reduced, and so is their ability to borrow in order to survive idiosyncratic liquidity shocks and thereby innovate in the longer term. This, in turn, may help explain why in Figure 1 growth in countries with lower …nancial development bene…ts more from a …xed exchange rate regime. 3 We also show in Section 2 that the superior growth performance of a more stable 2 We perform a pooled regression using …ve-year average data for 83 countries over 1970-2000. The controls include initial productivity, secondary schooling, …nancial depth, government expenditure, trade openness, term-of-trade growth and an indicator of banking and currency crises. The variables are de…ned in Section 2 and in the Appendix. For each quartile, we regress growth residuals on the adjusted measures of real exchange rate volatility and the ‡exibility of the exchange rate regime. 3 A related explanation, which can be easily formalized in the context of our model, is that the lower …nancial development, the more the anticipation of exchange rate ‡uctuations should discourage R&D investments. This would lower growth if these investments were to be decided before …rms know the realization of the aggregate shock (since …rms anticipate that with higher probability, their R&D investment will not pay out in the long run as it will not survive the liquidity shock).
exchange rate holds as long as the volatility of …nancial market shocks is large compared to the volatility of real shocks. However, the source of shocks only matters at lower levels of …nancial development.
In the second part of the paper, we test our theoretical predictions by conducting a systematic panel data analysis with a data set for 83 countries over the years . When a country's de facto degree of exchange rate ‡exibility is interacted with its level of …nancial development the results prove both robust and highly signi…cant. We consider various measures of exchange rate ‡exibility, including the volatility of the real e¤ective exchange rate and the exchange rate regime. We use the classi…cation of Reinhart and Rogo¤ (2004) in the main analysis, but …nd that our results are generally robust to other de facto classi…cations. 4 We consistently …nd that a high degree of exchange rate ‡exibility leads to lower growth in countries with relatively thin …nancial markets. Moreover, these e¤ects are not only statistically signi…cant, they appear quantitatively signi…cant as well. For example, our estimates indicate that a country which lies in the middle of the lower quartile (e.g., Zambia in 1980), with credit to GDP of 15%, would have gained 0.94 percent of annual growth had it switched from a ‡exible to a totally rigid exchange rate. Even a country in the middle of the second quartile (like Egypt in 1980), with credit to GDP of about 27%, would have gained 0.43 percent growth per year by adopting a uniform pegged exchange rate. Our core results appears to hold intact against a variety of standard robustness tests, including attempts to quarantine the results against outliers and regional e¤ects and allowing for alternative control variables. We also consider alternative measures of exchange rate volatility, as well as considering distance to the technological frontier as both alternative, and supplementary, interaction variables. Finally, we adopt a variety of approaches to addressing the problem of exchange regime endogeneity, both using techniques within our GMM methodology and by examining the broader historical evidence on the choice of exchange rate regime.
Our results markedly depart from the dominant view of an exchange rate "disconnect" (Obstfeld and Rogo¤, 2001) , and in doing so they suggest new directions for research on the choice of exchange rate regime. For example, we show that while exchange rate ‡exibility has the desirable property of dampening the impact of real shocks, on average it still has a negative impact of productivity growth in less …nancially developed economies.
The remaining part of the paper is organized as follows. Section 2 presents the model and 4 The classi…cation of Reinhart and Rogo¤ is more appropriate in our context, since they focus mainly on exchange rate volatility, in particular including dual and multiple exchange rates. Other classi…cations, such as Levy-Yeyati and Sturzenegger (2003), capture better the constraints on monetary policy by including changes in reserves in de…ning their classi…cation. However, our focus is on exchange rate volatility.
derives the theoretical predictions. Section 3 develops our empirical analysis and results. The data are detailed in an appendix, which also includes the results of further robustness tests.
A Simple Model
The model in this section combines three main elements. First, productivity grows as a result of innovation by those entrepreneurs with su¢ cient funds to meet short-run liquidity shocks.
This feature is similar to Aghion, Angeletos, Banerjee, and Manova (2005). Second, macroeconomic volatility is driven by nominal exchange rate movements in presence of wage stickiness.
This monetary feature borrows from the recent New Open Economy Macroeconomics literature. We assume that the central bank either …xes the nominal exchange rate or lets it ‡oat and follows an interest rate rule. Third, the exchange rate is imperfectly correlated with other macroeconomic variables, e.g., aggregate productivity, which in turn is consistent with the evidence. We model this by introducing risk premium shocks that are exogenous to the real economy. Thus, exchange rate volatility depends upon both the variance of real shocks and that of risk premium shocks.
A small open economy with sticky wages
We consider a small open economy populated by successive overlapping generations of twoperiod lived entrepreneurs and workers. The economy produces a single good identical to the world good. One half of the individuals are selected to become entrepreneurs, while the other half become workers. Individuals are risk neutral and consume their accumulated income at the end of their life. Growth will be determined by the proportion of entrepreneurs who innovate.
Since …rms in the small domestic economy are price-takers, they take the foreign price of the good at any date t, P t , as given. Assuming purchasing power parity (PPP), converted back in units of the domestic currency, the value of one unit of sold output at date t is equal to:
where P t is the domestic price level and S t is the nominal exchange rate (number of units of the domestic currency per unit of the foreign currency). We will assume that P t is constant and normalize it to 1. 5 Thus, P t = S t . 5 We implicitly assume that the foreign country strictly targets the price level.
In a …xed exchange rate regime, S t is constant, whereas under a ‡exible exchange rate regime S t is random and ‡uctuates around its mean value E(S t ) S. 6 The reason why ‡uctuations in the nominal exchange rate S t will lead to ‡uctuations in …rms' real wealth, with consequences for innovation and growth, is that nominal wages are rigid for one period and preset before the realization of S t . This in turn exposes …rms' short-run pro…ts to an exchange rate risk as the value of sales will vary according to S t whereas the wage bill will not. 7 For simplicity, we take the wage rate at date t to equate the real wage at the beginning of that period to some reservation value; kA t . The parameter k < 1 refers to the workers' productivity-adjusted reservation utility, say from working on a home activity, and A t is current aggregate productivity which we …rst assume to be non-random. We thus have:
where W t is the nominal wage rate preset at the beginning of period t and E(P t ) is the expected price level. Using the fact that E(P t ) = E(S t ) = S; we immediately get
The behavior of …rms
Individuals who become entrepreneurs take two types of decisions. 8 First, at the beginning of their …rst period, they need to decide how much labor to hire at the given nominal wage; this decision occurs after the aggregate shocks are realized. Second, at the end of their …rst period entrepreneurs face a liquidity shock and must decide whether or not to cover it (if they can) in order to survive and thereby innovate in the second period. The proportion t of entrepreneurs who innovate determines the growth rate of this economy. We …rst describe production and pro…ts and then consider these two decisions in turn. 6 A constant foreign interest rate can be justi…ed if we assume a technology with constant real return r .
Since there is no in ‡ation in the foreign country we have i = r . 7 In this benchmark model, the interesting measure of the real exchange rate is based on labor costs. The real rate based on price levels becomes of interest once we introduce non-traded goods or distribution services.
That real exchange rates are more volatile under a ‡exible exchange rate regime is documented in Appendix D. 8 One can easily extend the model so as to allow …rms to increase the probability of innovation by investing more in R&D ex ante.
Production and pro…ts
The production of an entrepreneur born at date t in her …rst period, is given by
where l t denotes the …rm's labor input at date t. 9 Given current nominal wages, nominal pro…ts at the end of her …rst period are given by
In her second period, the entrepreneur innovates and thereby realizes the value of innovation v t+1 ; with probability t which depends upon whether the entrepreneur can cover her liquidity cost at the end of her …rst period. As we shall see, in an economy with credit constraints, the latter depends upon the short-term pro…t realization and therefore upon both employment and the aggregate shocks in the …rst period.
Employment in the …rst period is then chosen by the entrepreneur in order to maximize her net present value:
where denotes the entrepreneur's discount rate.
Innovation, liquidity shocks and credit constraints
Innovation upgrades the entrepreneur's technology up by some factor > 1, so that a successful innovator has productivity A t+1 = A t . It is natural to assume that the value of innovation v t+1 is proportional to the productivity level achieved by a successful innovator, that is
with v > 0.
Next, we assume that innovation occurs in any …rm i only if the entrepreneur in that …rm survives the liquidity shock C i t that occurs at the end of her …rst period. Absent credit constraints, the probability of overcoming the liquidity shock would be equal to one, if the value of innovation is larger than the cost, and to zero otherwise. In either case, this probability would be independent of current pro…ts. However, once we introduce credit constraints, the probability of the entrepreneur being able to innovate will depend upon her current cash- ‡ow and therefore upon the choice of l t : 9 Our choice of production technology is made for analytical simplicity, but at the end of this section we discuss how our model and results extend to more general settings.
We assume that the liquidity cost of innovation is proportional to productivity A t ; according to the following linear form (multiplied by P t as it is expressed in nominal terms):
where c i is independently and identically distributed across …rms in the domestic economy, with cumulative distribution function F which we assume to be strictly concave over the interval between 0 and c. While all …rms face the same probability distribution over c i ex ante, ex post the realization of c i di¤ers across …rms. We assume that the net productivity gain from innovating (e.g., as measured by v ) is su¢ ciently high that it is always pro…table for an entrepreneur to try and overcome her liquidity shock.
In order to pay for her liquidity cost, the entrepreneur can borrow on the local credit market. However, credit constraints will prevent her from borrowing more than a multiple 1 of current cash ‡ow t : We take as being the measure of …nancial development and we assume that is it constant. 10 The borrowing constraint is no longer binding if becomes large.
Thus, the funds available for innovative investment at the end of the …rst period are at most equal to t ;
and therefore the entrepreneur will innovate whenever:
Thus; the probability of innovation t is equal to 11
Equilibrium pro…ts
Now, we can substitute for t in the entrepreneur's maximization problem. The entrepreneur will choose l t to maximize (4) which yields
and therefore
1 0 If was endogenous, it would decrease with more volatile pro…ts, thus reinforcing the negative impact of exchange rate volatility. 1 1 We always have t > 0 since t > 0 in equilibrium and St > 0 .
where
1=(4kS):
We thus see that equilibrium pro…ts are increasing in the nominal exchange rate S t :
Next, from (6), we can express the probability of innovation as:
Productivity growth and the main theoretical prediction
Expected productivity at date t + 1 is equal to:
The expected rate of productivity growth between date t and date (t + 1), is correspondingly given by
We can then establish:
Proposition 1 Moving from a …xed to a ‡exible exchange rate reduces average growth; the growth gap goes to zero as …nancial development measured by becomes large:
Proof: From (9), the average growth rate g t is proportional to the expected proportion of innovating …rms. Thus, to compare a …xed exchange rate (i.e., no exchange rate volatility)
with a ‡exible rate, we just need to look at the di¤erence between the corresponding expected innovation probabilities:
and
The …rst part of the proposition follows immediately from the concavity of F: And the second part follows from the fact that both F ( S) and E (F ( S t )) converge to 1 as goes to in…nity.
Remark 1: Convergence: The model can be turned into a convergence model, for example by assuming that innovating …rms catch up with a world technology frontier growing at some rate g, at a cost which is proportional to the world frontier productivity: Based upon the convergence analysis in Aghion, Howitt, and Mayer (2005), we conjecture that the lower the degree of …nancial development in a country, the more likely it is that higher exchange rate volatility will prevent the country from converging to the world technological frontier in growth rates and/or in per capita GDP levels.
Remark 2: More general cost distributions and production technologies: Proposition 1 makes use of the concavity of the cumulative distribution function on liquidity shocks F:
First, note that this assumption is satis…ed, at least over large intervals, for a large class of density functions. Second, even if this assumption is violated, or with more general production technologies, Proposition 1 holds as long as is su¢ ciently close to one. The intuition is very simple: in this case, more volatility around S implies essentially the same ability to overcome the liquidity shocks in a boom when S t is high, whereas it implies lower values of S t and therefore a lower survival probability t in slumps, all the lower when is smaller. It then follows immediately that E( t ) must be positive. Finally, when << 1; then there is the possibility that more volatility could stimulate innovation and thereby productivity growth in expansions, which we refer to as a "gambling for resurrection" e¤ect. However, Figure 1 and our regressions in the next section suggest that this latter e¤ect is dominated.
On the stabilizing role of ‡exible exchange rates
Even though the exchange rate is more volatile than other fundamentals, it is endogenous and is potentially correlated with other variables. In this section, we sketch a simple general equilibrium model where the nominal exchange rate reacts to productivity and risk premium shocks. Assume that domestic productivity is random and can be expressed as:
where: (i) A t is the country's level of knowledge at date t; which in turn results from innovations in period t 1; according to:
(ii) u t is a productivity shock with mean E(u t ) = 0 and variance 2 u : We assume that the nominal wage is set before the productivity shock is known. Thus, analogously to equation (2) we have W t = kSA t . It is easy to show that equation (7) is replaced by:
where t 1=(4kSA t ): Thus, the probability of innovation is given by: This probability is determined by the volatility of the product A t S t .
We now describe the exchange rate behavior. Arbitrage between domestic and foreign bonds by foreign investors yields the following interest parity condition (expressed in logs):
where i t and i represent domestic and foreign nominal interest rates (on one-period bonds) and s t = ln S t . The foreign interest rate is taken as given and assumed to be constant. The variable t represents a time-varying risk premium determined by investors in the foreign exchange market. Risk-premium shocks are introduced to model the "disconnect" between nominal exchange rate variations and other fundamental variables. 12 The variance of the risk premium is 2 and we assume that E( t ) = 0 and cov( t ; u t ) = 0.
For notational simplicity, we assume that when the exchange rate regime is …xed, it is set at s t = 0. When the exchange rate regime is ‡exible, the central bank follows an interest rate rule and the exchange rate is determined by the market. 13 In order to stabilize pro…ts, the central bank reacts to exchange rate shocks (equivalent to price level shocks) and to productivity shocks. 14 The rule takes the form:
where we assume that 0 = ln(1 + i ) and that 1 and 2 are given.
By substituting this rule back into (13), integrating forward and ruling out speculative bubbles, we …nd that the equilibrium exchange rate can be expressed as:
In particular, we see that the exchange rate reacts negatively to productivity shocks. heterogenous information, small shocks to hedging trade have a large impact on the exchange rate. 1 3 Our focus in this section is on comparing the impact of di¤erent exchange rate regimes on productivity growth, rather than examining the factors that lead a country to choose one or the other regime. In practice, economic ideology, history, political considerations and many other "exogenous" factors almost surely play a role in the choice of exchange rate regime, yet analyzing them goes behind the scope of this paper. Since the probability of innovation is determined by the volatility of A t S t , we need to compare this volatility under …xed and ‡exible exchange rates. It is easy to show that the growth gap between …xed and ‡exible rates increases with the relative variances of risk premium to productivity shocks, 2 = 2 u . 15 Moreover, when productivity shocks are large compared to risk premium shocks, a ‡exible rate gives higher growth. More precisely, expected growth E( t ) is higher under a ‡exible exchange rate when:
2 )]. Thus, Proposition 1 holds as long as the volatility of productivity shocks is not too large relative to the volatility of risk premium shocks. When real shocks dominate in the foreign exchange market, a ‡exible exchange rate may be preferred. 16 However, the source of shocks only matters at low levels of …nancial development: when is very large the growth gap between …xed and ‡exible rates goes to zero independently of the source of shocks.
Empirical Analysis
Previous studies have shown that …nancial development fosters growth and convergence, conditions macroeconomic volatility, or may play a crucial role in …nancial crises. An interesting question is whether the level of …nancial development also conditions the impact of monetary arrangements, such as the exchange rate regime. Our basic hypothesis is that the exchange rate regime, or more generally exchange rate volatility, has a negative impact on (long-run) growth when countries are less developed …nancially.
To test these predictions, we consider standard growth regressions to which we add a measure of exchange rate ‡exibility, as well as an interaction term with exchange rate ‡exibility and …nancial development or some other measures of development. In this section, we consider three measures related to exchange rate ‡exibility: i) the exchange rate regime based on the natural classi…cation of Reinhart and Rogo¤ (2004) , henceforth RR; ii) the standard deviation 1 5 Under a …xed exchange rate, we simply have ln AtSt = ln At + ut, while under a ‡exible rate we have
. We can simply compare var(ln AtSt) in each case. 1 6 Notice that we ignore the impact of interest rate volatility. It is usually argued that interest rates are more volatile under a …xed exchange rate. This would be true in our model if 2 is the same across regimes.
However, it is seems likely that 2 is lower under a peg. Empirically, interest rates do not appear much more volatile under …xed exchange rates. We found the following nominal interest volatility in our sample: peg:
6.2%; limited ‡ex: 9.2%; managed ‡oat: 9.4%; ‡oat: 5.4%. Using another classi…cation, Shambaugh (2004) …nds that interest rates are more volatile under ‡exible rates.
of the real e¤ective exchange rate; iii) the degree of real "overvaluation", as a deviation of the real exchange rate from its long-term value. We also examine the interaction between termsof-trade shocks, the exchange rate regime, and growth. We …rst present the methodology and the variables used and then the results based on a dynamic panel of 83 countries over the 1960-2000 period.
Data and methodology
As is now standard in the literature, we construct a panel data set by transforming our time series data into …ve-year averages. This …lters out business cycle ‡uctuations, so we can focus on long-run growth e¤ects. Our dependent variable is productivity growth, rather than total growth. We use the GMM dynamic panel data estimator developed in Arellano and Bond Our benchmark speci…cation follows Levine, Loayza and Beck (2000) who provide evidence of a growth enhancing e¤ect of …nancial development; they were the …rst to use the system GMM estimation we are using. We consider productivity growth instead of total growth, but our regressions are estimated with the same set of control variables. 18 Starting from this benchmark, we examine the direct e¤ect on growth of our exchange rate ‡exibility measures.
Then, we look at the interaction between these measures and the level of …nancial development.
More speci…cally, we estimate the following equation:
where y i;t is the logarithm of output per worker; ER i;t is either the degree of ‡exibility of the exchange rate regime, real exchange rate volatility, or a measure of overvaluation; I i;t is the dimension of interaction, i.e., …nancial development; Z it is a set of other control variables, t is the time-speci…c e¤ect, i is the country-speci…c e¤ect, and " i;t is the error term.
Our hypothesis is that 1 < 0 and 2 > 0 so that the impact of exchange rate ‡exibility 1 + 2 I i;t is more negative at low levels of …nancial development. Moreover, when 1 and 2 have opposite signs, a threshold e¤ect arises:
In Tables 1 to 3 , we report threshold levels of …nancial development above which a more ‡exible exchange rate becomes growth enhancing. The standard errors of the respective threshold levels are computed using a delta method, that is by taking a …rst order Taylor approximation around the mean. Notice that in small samples, the delta method is known to result in excessively large standard errors.
We use three measures for the variable ER i;t . First, we compute an index of ‡exibility of the exchange rate regime in each …ve-year period based on the RR exchange rate classi…cation.
Ignoring the free falling category, the RR annual natural broad classi…cation orders regimes from the most rigid to the most ‡exible: ERR t 2 f1; 2; 3; 4g = ff ix; peg; managed f loat; f loatg.
Hence, we construct the index of exchange rate ‡exibility in each …ve-year interval as: 19 F lex t;t+5 = 1 5
The second measure we consider for ER i;t is the …ve-year standard deviation of annual log di¤erences in the e¤ective real exchange rate. We construct the e¤ective rate as a tradeweighted index of multilateral real rates as explained in Appendix A. The third measure is the …ve-year average deviation from a predicted level of the real e¤ective exchange rate. 20 For the interaction variable I i;t we consider …nancial development measured as in Levine, Loayza and Beck (2000) by the aggregate private credit provided by banks and other …nancial institutions as a share of GDP. The dependent variable is growth in real GDP per worker. Our set of control variables includes average years of secondary schooling as a proxy for human 1 9 The information on the ‡exibility of exchange rate is reported for each country-5 years interval during which the RR classi…cation indicates a non free falling regime for at least 3 out of 5 years. 2 0 We compute the average log di¤erence between the actual exchange rate and the exchange rate predicted by country and time speci…cic characteristics (income per capita, population densisty, regional and time dummies) as in Dollar (1992) . We also considered average log di¤erences from a HP detrended multilateral exchange rate series as in Goldfajn and Valdes (1999) , and found similar results.
capital, in ‡ation and the size of the government (government expenditure as proportion of GDP) to control for macroeconomic stability, and an adjusted measure of trade openness. 21 A dummy indicating the frequency of a banking or a currency crisis within each …ve-year interval is introduced in the robustness checks. This indicator controls for rare but severe episodes of aggregate instability likely to be associated with large changes in the variables of interest. 22 De…nition and sources for all variables are given in Appendix C. Tables 1, 2 The second regression adds a variable interacting the exchange rate measure and the measure of …nancial development in order to test our main prediction: the presence of a non-linear e¤ ect of exchange rate volatility on growth depending on the level of …nancial development.
Exchange rate ‡exibility and …nancial development
The third and fourth regressions replicate the same regressions with the addition of a dummy variable indicating the frequency of a currency or banking crisis in the …ve-year interval.
In Table 1 , regression [1.1] illustrates the absence of a linear e¤ect of the exchange rate regime on productivity growth. This result is consistent with many previous studies. In contrast, regression [1.2] shows that the interaction term of exchange rate ‡exibility and …nancial development is positive and signi…cant. The more …nancially developed an economy is, the higher is the point estimate of the impact of exchange rate ‡exibility on productivity growth. Furthermore, the combined interacted and non-interacted coe¢ cient of ‡exibility becomes signi…cant at the 5% level (as indicated by the Wald Test in Table 1 ). Combining these two terms enables us to identify a threshold of …nancial development below (above) which a more rigid ( ‡exible) regime fosters productivity growth. The point estimate of the threshold is close to the sample mean of the …nancial development measure. In regressions [1.3] and [1.4] , we introduce the crisis dummy described above. While the frequency of crisis indeed has a negative impact on productivity growth, the non-linear e¤ect of exchange rate regime on growth remains robust and its point estimate stays almost unchanged.
2 1 More precisely we use the residuals of a pooled regression of (imports + exports)/GDP against structural determinants of trades such as landlock situation, an oil producers dummy, and population. 2 2 For instance, Loayza and Hnakovska (2003) present evidence that crisis volatility can explain an important part of the negative relashionship between volatility and growth observed in middle-income economies.
The main result of Table 1 is that letting the degree of exchange rate ‡exibility vary with the level of …nancial development allows us to identify signi…cant growth e¤ects of the exchange rate regime. The implication is that less …nancially developed economies may derive growth bene…ts from maintaining a rigid exchange rate regime. As illustrated by the examples given in the Introduction, these bene…ts can be economically large. This result provides a novel rational interpretation for the "fear of ‡oating" behavior based on long run productivity growth. Table 3 presents regressions that focus on the e¤ect of real exchange rate overvaluation.
We present the results using the deviation between the actual e¤ective real exchange rate and its predicted value. 24 In the baseline regression [3.1] , real overvaluation has a signi…-cant and economically important negative e¤ect on growth: a 20% overvaluation translates into a reduction of 0.2% in annual productivity growth (computed from regression [3.1] as 0.99*ln(120/100)). Regression [3.2] studies the e¤ect of interacting real overvaluation and …nancial development and shows that the more …nancially developed an economy is, the less vulnerable it becomes to real overvaluation. Using the previous example, a change in …nancial depth comparable to the one experienced by Chile over 1975-2000 results in a reduction by 2 3 These are countries with a private credit to GDP ratio in the range of [90%,120%]. This includes the euro aera, the U.K., Switzerland, Finland, Sweden, the US, and Australia. 2 4 We obtain similar results when we consider HP deviation from trend when -as in Golfajn and Valdes (1999) -the HP …lter parameter is set high enough (lamba=10 8 ).
two of the negative e¤ect of real overvaluation on productivity growth. show that this stabilization e¤ect fully coexists with the growth enhancing e¤ect of a more …xed regime at low level of …nancial development. Thus, the empirical evidence shows that even though exchange rate ‡exibility dampens the impact of terms-of-trade shocks, it has a negative overall impact on growth for …nancially less developed countries since on average, terms-of-trade growth is close to zero.
Terms-of-trade growth and exchange rate ‡exibility
In regression [4.4] , we show that terms-of-trade volatility has a negative e¤ect on productivity growth: a one standard deviation increase in terms-of-trade volatility reduces growth by 0.4 percentage point. In regression [4.5] , we …nd that a more ‡exible exchange rate regime dampens the negative impact of terms-of-trade volatility. In fact, the total e¤ect of termsof-trade volatility on productivity growth becomes close to zero under a fully ‡exible regime.
In regression [4.6] , we …nd that the interaction of exchange ‡exibility with …nancial development and with terms-of-trade volatility are both positive and signi…cant suggesting that both variables condition the impact of exchange rate ‡exibility on productivity growth. However, even under the assumption of large terms-of-trade volatility -set at the 75th percentile of the variable sample distribution-a more …xed exchange regime is growth enhancing for countries in the lowest quartile of …nancial development. 26 2 5 Our …ndings con…rms the results of Mendoza (1997) who show that both negative terms-of-trade change and terms-of-trade uncertainty lower economic growth. 2 6 The 75th percentile of the sample distribution of terms-of-trade volatility in log is 2:38 and the 25th
Endogeneity issues
At this point, the main quali…cation to our results would seem to be the standard question of endogeneity. To examine whether this is a serious issue in our context, we can i) make various test within our GMM methodology and ii) examine the broader existing empirical evidence on the determinants of exchange rate regimes or exchange rate volatility. Both perspectives indicate that endogeneity is not a major factor behind our results. First, our dynamic panel procedure using the GMM system estimator controls for the potential endogeneity of all the explanatory variables and accounts explicitly for the biases induced by including the initial level of productivity in the growth regressors. It is true that the estimation procedure is valid only under the assumption of weak exogeneity of the explanatory variables. That is, they are assumed to be uncorrelated with future realizations of the error term. We can test this assumption by a Sargan test of overidenti…cation which evaluates the entire set of moment conditions in order to assess the overall validity of the instruments. The results of the Sargan test in Tables 1 to 4 show that the validity of the instruments cannot be rejected. 27 Nevertheless, as pointed by Baum and al. (2003), the Sargan test may fail to detect the lack of validity of a subset of instruments. We address this issue through two robustness checks. First, we use "di¤erence-in-Sargan" statistics to directly test the validity of subsets of orthogonality conditions. We could not reject the validity of any particular subset of instruments. Second, we re-estimate our baseline regression by substituting in the instrument matrix the second lag level by the third lag level of the explanatory variables. 28;29 This estimation yields very similar results and insures that our results are not biased by the presence of some omitted variables that could be correlated with exchange rate ‡exibility and have an independent e¤ect on next period innovation in productivity growth.
Furthermore, our empirical approach has several features that makes it less vulnerable percentile of the sample distribution of …nancial development in log is 2:65: The total growth e¤ect of exchange rate ‡exibility, moving up one step in the RR classi…cation, for a country with such levels of terms-of-trade volatility and …nancial development is therefore 2:748 + 0:476 2:38 + 0:525 2:6 = 0:25: 2 7 A second test examines whether the di¤erenced error term is second-order serially correlated, a necessary condition for the consistency of the estimation. In all regressions, we can safely reject second order serial correlation. 2 8 For predetermined variables such as initial income or initial secondary schooling, the …rst lag level is replaced by the second lag level. 2 9 The results reported in the main tables are obtained with an instrument matrix that includes only the closest appropriate lags of the explanatory variables. The choice to restrict the instrument matrix is dictated by two considerations: (i) the Sargan test loses power when the set of instruments becomes large; (ii) if we used more instruments, we would run into a classical over…tting problem.
to a potential endogeneity bias. First, we focus on identifying contrasting growth e¤ ects of exchange rate ‡exibility and volatility at di¤erent levels of …nancial development. Endogeneity will be less of an issue with an interaction term than with single variables. 30 Second, we note that we obtain similar results for various measures of exchange rate volatility, as well as when we look at other measures of …nancial development (see below). Finally, by excluding high in ‡ation "freely falling" exchange rate regimes in our baseline regressions, we are hopefully eliminating the most egregious cases where weak institutions would simultaneously explain low productivity growth and the choice of exchange rate regime (generally ‡exible because high in ‡ation makes a sustained …x impossible).
The second avenue to evaluate the potential endogeneity problem is to rely on the existing literature that tries to explain exchange rate volatility or exchange rate regimes. The literature on exchange rate volatility is small, but it …nds some robust determinants for the degree of volatility. The literature on the endogeneity of exchange rate regimes is more extensive, but it has been largely inconclusive. For instance, Juhn and Mauro (2002) apply the extreme bound method of Levine and Renelt (1992) on the e¤ect of a large set of variables on the exchange rate regime and do not …nd any robust determinant. 32 However, in a recent paper, Levy-Yeyati, 3 0 Assume for instance that the choice of exchange rate regime coincides with the choice of other policies associated with higher future growth opportunities unaccounted for by the set of explanatory variables. This could directly bias the estimation of the e¤ect of exchange ‡exibility in a linear regression set up. In contrast, this could bias the estimation of the interaction coe¢ cient in our set-up only to the extent that the correlation between such policies and exchange rate ‡exibility or volatility varies signi…cantly with the level of …nancial development. 3 33 When we include this instrument in our GMM analysis, we …nd results similar to those of Table 1 .
Beyond econometric tests, one can use the broad historical evidence to form a judgement on the endogeneity of exchange rate choices to future growth prospects. This is the approach followed by Eichengreen (1992) in his classical treatise. He shows that countries'choice to exit the inter-war gold standard had a huge impact on their subsequent growth trajectories. At the same time, the undisputed dogma in that period was that staying within the gold standard system was a necessary condition for economic recovery. A detailed discussion of the history of post-War exchange rate regimes falls outside the scope of this paper. However, our reading politics, history and ideology playing a dominant role in most countries' choice of exchange rate or monetary policy regime. 34 Indeed, although it is hard to deny that growth was always an objective of monetary policy, these histories make clear that there is a very large exogenous (for our purposes) component to exchange regime choice as well. 35 
Robustness tests
The set of regressions presented in Tables 1 to 4 o¤ers solid evidence that the level of …nan-cial development plays an important role in mitigating the negative e¤ects of exchange rate volatility on productivity growth. It is also reassuring that control variables in the regressions and found the same result. We would like to thank Paulo Mauro for sharing his methodology. 3 3 We would like to thank Eduardo Levy-Yeyati for providing us the data. VetoPoints is an index measuring the extent of institutionalized constraints on the decision-making powers of chief executives. Notice that the non-political variables used in Levy-Yeyati et al. are already included in the set of our control variables. 3 4 The dominant view of the IMF on exchange rate arrangement changed several time the last thirty years of the past century. In the early seventies, the IMF proposed to substitute to the failing Bretton Woods system, a system of …xed but adjustable exchange rate. Later in the decade, the conventional wisdom in the Fund became that the ‡oating-rate regimes were working reasonably well. In the eighties, the Fund became gradually more favorable to …xed exchange rates regimes and their associated stabilizing and trade-promoting virtues. This position was later reversed in the nineties and the IMF started promoting exit strategies for countries seeking exchange rate ‡exibility (Eichengreen and al., 1998). 3 5 Mussa (1986), especially, presents compelling evidence that the di¤erent behavior of real exchange rates under …xed versus ‡oating regimes cannot possibly be attributed to exchange rate regime endogeneity (in part because the change typically occurs exactly on the day a country switches regimes even when the decision is announced long in advance.) have the expected e¤ects: education and trade openness have a positive and often signi…cant impact on growth while the e¤ect of in ‡ation and government burden is negative although not always statistically signi…cant. Moreover, the results stay unchanged when the e¤ects of crises are accounted for.
In this subsection, we discuss further evidence on the robustness of our main empirical …ndings. We examine whether the results are robust to di¤erent time periods, alternative exchange rate classi…cations, di¤erent measures of …nancial development and the omission of subgroups of countries. The main results corresponding to this discussion are presented in tables A1 to A8.
Di¤erent time windows
Using time e¤ects in all our regressions, we control for any common factor that could a¤ect all countries in any …ve-year interval. Moreover, our non-linear speci…cation implicitly allows for time and cross-country variation in the e¤ect of the ‡exibility of the exchange rate regime on productivity growth. However, we would like to check if our results hold when di¤erent …nding is actually stronger when we restrict our regression analysis to the post Bretton-Woods era. Performing the same robustness test on the e¤ect of the interaction between …nancial development and real exchange rate volatility leads to the same conclusions. As shown in Table A2 , the interaction e¤ect is stronger when the information available is restricted to 1970-2000.
Alternative exchange rate regime classi…cations
We have already examined the impact of three substantially di¤erent measures of exchange rate ‡exibility and obtained very similar results. However, it is useful to examine the results with other exchange rate classi…cations. Table A3 presents the robustness test to four alternative exchange rate classi…cations. In three out of four cases, our main result holds. First, our result is con…rmed when the degree of exchange rate ‡exibility is measured on a more detailed scale using RR coarse classi…cation (i.e., using 13 categories instead of the 4 used in the other tables). We notice that the implicit threshold above which a ‡exible exchange rate regime is growth enhancing is almost identical for the gross and coarse RR classi…cations. 36 Second, the alternative de facto "consensus" classi…cation of Gosh et al. (2003) In order to understand the di¤erences between the results obtained with the RR and LYS classi…cations, we modify the latter in the following way: …rst, we eliminate the observations classi…ed as free-falling by RR; second, we reclassify the observations with a dual exchange rate according to the RR classi…cation. We then obtain a classi…cation that combines the LYS clustering approach with the main innovations of RR. Interestingly, when this modi…ed classi…cation is used in the baseline regression, our main …nding is con…rmed. 37 In that case, the point estimate of the interaction term is slightly higher than the point estimate of the interaction term in the regression using the RR classi…cation on the same sample period (0.68 vs. 0.43).
Alternative measures of real exchange rate volatility
We consider two alternative measures of exchange rate volatility: …rst, a measure of real e¤ective exchange rate volatility computed with CPI indices and nominal exchange rates;
second, a measure of nominal e¤ective exchange rate volatility computed only with nominal exchange rates (see Appendix A for details). Table A4 reproduces the …rst two regressions presented in Table 2 over the full sample period and over a subsample period restricted to the post Bretton-Woods era.
When CPI-based real exchange volatility is introduced in the linear growth regression, it exerts a negative and signi…cant impact of productivity growth. The non-linear speci…cation gives results very similar to our baseline estimation: the point estimate of the interaction term between exchange rate volatility and …nancial development is almost identical. The nonlinear speci…cation using nominal e¤ective exchange rate volatility delivers results similar to our baseline speci…cation when the estimation is restricted to the post Bretton-Woods era. In that case, the magnitude of the interaction e¤ect is close to the one obtained with real volatility (0.69 vs. 0.74). However, this result is not robust to the inclusion of the pre Bretton-Woods era: in that case, the interaction coe¢ cient becomes small and insigni…cant. This result may not be surprising since nominal volatility was much lower under Bretton Woods. Table A5 shows the robustness of our main result to the use of alternative measures of …nancial development. Our initial and preferred measure is private credit to GDP from banks and other …nancial institutions. Our main result still holds when we consider the other side of the …nancial sector balance sheet (liquid liabilities over GDP) or when we restrict ourselves to a measure of the degree of …nancial intermediation provided by deposit money banks (deposit money banks assets over GDP).
Alternative measures of …nancial development

Alternative measure of economic development
Instead of …nancial development we consider the distance to the technology frontier (represented by the US) expressed as:
where y i;t and l i;t are the initial level of output and the labor force at the inception of each …ve year period. As our regressions include a common time e¤ect, we can simply ignore the term ln(y us;t =l u;t ) and measure the distance to the frontier using the absolute level of labor productivity, ln(y i;t =l i;t ).
As we are using the same baseline speci…cation, the regressions without interacted terms are identical to the ones presented in columns 1 and 3 of Tables 1, 2 , and 3. Notice that in the pure linear speci…cation the coe¢ cient on initial output per worker, i.e., the convergence term, is negative but not signi…cant, except in the regression using real exchange rate volatility. Table A6 presents the results of regressions performed using the ‡exibility of exchange rate regime, real exchange rate volatility and real overvaluation.
The three regressions shown in Table A6 show that the interaction between labor productivity and exchange rate ‡exibility has a positive and signi…cant impact on growth. The interpretation is that the higher the level of productivity is, the better (or the less detrimental) is the impact of a more ‡exible exchange rate on productivity growth. We can identify a threshold level of output per worker above (below) which a more ‡exible (rigid) regime fosters productivity growth. For example, in the …rst column the point estimate of this threshold is US$ 5000 (constant 1995 US$), which is close to the current productivity levels of present-day
Thailand and Peru and to the levels of Korea and Chile in the seventies. Table A7 and Table A8 show that our main result remains stable and signi…cant when subgroups of countries are omitted in a systematic way. Our sample is partitioned into seven "continents" according to the World Bank classi…cation. Then, the two baseline regressions (Regression [2] , Table 1 and Regression [2] , Table 2 ) are repeated with the omission of one continent at a time. The interaction term between exchange rate ‡exibility or volatility and …nancial development remains positive and signi…cant at the 10 percent con…dence level in thirteen out of fourteen regressions. 38 Moreover, its point estimate is also stable and varies within a one standard error band around the corresponding benchmark point estimate.
Omission of continents
Crises and regime switching
A typical scenario of a currency crisis is a period of a …xed exchange rate with growth followed, after a large devaluation, by a more ‡exible exchange rate and a depressed economy (e.g., the
Asian, Mexican and Southern Cone crises). To determine whether this might be the driving force behind our results in Table 1 , we made various tests. First, we introduced a crisis dummy in Table 1 and showed that this does not signi…cantly a¤ect our results. Second, we identi…ed the cases in our sample where a switch from …xed to ‡oat was associated with a large decline in growth. We only found 6 episodes with a decline in growth larger than 5%. Removing them from the sample does not a¤ect the results of Table 1 . 39 
Robustness against alternative non linear hypotheses
We use an interaction term to test the hypothesis of a non linear growth e¤ect of exchange rate ‡exibility or exchange rate volatility in the level of …nancial development. It is therefore important to distinguish our hypothesis from other alternative non-linear hypotheses. As a …rst robustness test, we add to our speci…cation a quadratic term in exchange rate ‡exibility and a quadratic term in …nancial development. 40 Our main result changes very little in this speci…cation. A second robustness test is performed using the following procedure: 41 (i) …rst we regress exchange rate ‡exibility on the other regressors and obtain a ‡exibility residual;
(ii) second, we regress …nancial development on the other regressors and obtain a …nancial development residual; (iii) we perform our baseline estimation replacing the interaction term by the interaction of the computed residuals. By this method, we exclude the possibility that our result is in ‡uenced by other interaction e¤ects between …nancial development or exchange rate ‡exibility and the rest of the explanatory variables. 42 In this speci…cation, the interaction e¤ect between exchange rate ‡exibility and growth remains signi…cant. Its point estimate is indeed slightly larger suggesting that if anything, the baseline speci…cation tends to underestimate the magnitude of the interaction e¤ect.
Conclusion
The vast empirical literature following Baxter-Stockman (1989) and Flood-Rose (1994) generally …nds no detectable di¤erence in macroeconomic performance between …xed and ‡oating exchange rate regimes. In this paper, we argue that instead of looking at exchange rate volatility in isolation, it is important to look at the interaction between the exchange rate volatility and both the level of …nancial development and the nature of macroeconomic shocks. We develop a theoretical model in which higher levels of exchange rate volatility can stunt growth, especially in countries with thin capital markets and where …nancial shocks are the main source of macroeconomic volatility. Our predictions are then shown to be largely validated by cross-country panel data, which thus provide fairly robust evidence suggesting the importance of the …nancial development for how the choice of exchange rate regime a¤ects growth. 43 4 0 The idea of the test is that if …nancial development is correlated with exchange rate ‡exibility, the interaction term can capture a quadratic e¤ect in …nancial development or in exchange rate ‡exibility. 4 1 We are grateful to Ben Sorensen for having suggested this robustness test. 4 2 We also exclude once more the hypothesis of a quadratic e¤ect in …nancial development or exchange rate ‡exibility 4 Are our result at odds with the prescriptions of the standard exchange rate models? Not necessarily. The classical literature holds that the greater the volatility of real shocks relative to …nancial shocks a country faces, the more ‡exibility it should allow in its exchange rate. Our analysis shows that this prescription has to be modi…ed to allow for the fact that …nancial market shocks are ampli…ed in developing countries with thin and poorly developed credit markets. Clearly, more fully articulated structural models are needed to properly measure the tradeo¤s, and this would appear to be an important challenge for future research.
they do not incorporate any structural variables in their regressions such as private credit to GDP, or distance to frontier, they only found signi…cant and robust e¤ects of exchange rate regime choice on growth in advanced economies. Note: The specification of the regression is identical to regression 3, Table 1 is the CPI index in country i and S ij is the nominal exchange rate between country i and country j. A corresponding index of nominal effective exchange rate is computed as
(1/S ij ) w i,j
A.2 Real Exchange Rate Volatility
The volatility of the real exchange rate used in the regression analysis is computed in each five year interval as the annual standard deviation of the growth rate of the effective real exchange rate: 44 σ i,t,t+5 = stdev[ln(RER An alternative measure of real exchange rate volatility and a measure of nominal exchange rate volatility are derived with the same formula using respectively the second measure of real 44 Using growth rates to control for trending behavior in real exchange rate is standard in the literature (e.g. 
A.3 Real Overvaluation
In order to construct a measure of real exchange rate overvaluation, we follow Dollar (1992) .
The equilibrium concept for the real exchange rate is Purchasing Power Parity adjusted from differences in the relative price of non tradeables to tradeables attributed to differences in factor endowments (i.e. the "Balassa-Samuelson" effect). Following Dollar (1992), we perform the following pooled OLS regression where income per capita and geographical dummies are used as proxies for factor endowments: ln(RER SH i,t ) = α + β t d t + γ ln(Y it ) + δlac + ηaf ri + ε i,t
where d t is a time dummy, Y it GDP per capita, lac and af ri continental dummies for LatinAmerican and African countries. Therefore, the real overvaluation measure is defined as:
where \ RER SH i,t is obtained by taking the antilog of the predicted series in regression (17) . 45 An alternative measure of Real Overvaluation is derived following Goldfajn-Valdes (1999) as the log deviation of the CPI based measure of real exchange rate, RER CP I i from a stochastic trend constructed using a Hodrick-Prescott filter with a smoothing parameter λ = 10 8 . 45 The estimation of equation (17) 
