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DYNAMICAL BOUNDARY CONDITIONS IN A NON-CYLINDRICAL
DOMAIN FOR THE LAPLACE EQUATION
PEDRO T. P. LOPES AND MARCONE C. PEREIRA
Abstract. In this paper, we study existence, uniqueness and asymptotic behavior of the Laplace
equation with dynamical boundary conditions on regular non-cylindrical domains. We write the
problem as a non-autonomous Dirichlet-to-Neumann operator and use form methods in a more
general framework to accomplish our goal. A class of non-autonomous elliptic problems with
dynamical boundary conditions on Lipschitz domains is also considered in this same context.
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1. Introduction
In this paper, we consider the following problem:
(1.1)


(λ+∆)u (t, x) = 0, (t, x) ∈ D, t > t0,
∂u
∂t
(t, x) = −
∂u
∂n
(t, x) + f (t, x) , (t, x) ∈ S, t > t0,
u (t0, x) = u0 (x) , x ∈ ∂Ωt0 ,
where λ < 0 is a constant, t0 ≥ 0, D ⊂ R
n+1 is an appropriate open set of real variables (t, x) =
(t, x1, ..., xn) bounded by a bounded domain Ω0 ⊂ Rn at t = 0 and a n-dimensional surface S on the
half space t > 0. We denote by Ωτ and by ∂Ωτ , τ > 0, the intersections D ∩ {(t, x) ∈ Rn+1; t = τ}
and S∩{(t, x) ∈ Rn+1; t = τ}, respectively. ThereforeD = ∪t>0Ωt and S = ∪t>0∂Ωt. The outward
normal derivative at the point x ∈ ∂Ωt is denoted by
∂u
∂n
(t, x), and n is the unit outward normal
vector to the boundary ∂Ωt.
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Our main goal is first to show the existence and uniqueness of the solutions of this Laplace
equation with dynamical boundary conditions. Notice that this task is not trivial since problem
(1.1) is posed in a non-cylindrical domain D. Furthermore, we study the asymptotic behavior of
the solutions at infinite time, when Ωt converges to a domain Ω, and f (t, .) converges to a function
f∞ (.). In this situation, we obtain that the solutions converge to the stationary problem

(λ+∆) u∞ (x) = 0, x ∈ Ω
∂u∞
∂n
(x) = f∞ (x) , x ∈ ∂Ω
.
We set the non-cylindrical domain D by smooth perturbations of a fixed open set Ω which are
defined by diffeomorphisms according, for instance, to D. Henry in [17]. Performing a change of
variable, we transform (1.1) in a non-autonomous Dirichlet-to-Neumann operator posed in the cylin-
drical set ]t0,∞[×Ω, which leads us to consider non-autonomous elliptic equations with dynamical
boundary conditions. We introduce these non-autonomous equations in the following way:
Let P (t, x,D) be a second order elliptic operator acting on the bounded domain Ω ⊂ Rn given
by
(1.2)
P (t, x,D) := −
n∑
i,j=1
∂xi
(
aij (t, x) ∂xju (x)
)
+
n∑
j=1
bj (t, x) ∂xju (x)
−
n∑
j=1
∂xj (cj (t, x) u (x)) + d (t, x) u (x) .
Suppose that for every suitable function g defined on the boundary ∂Ω, there exists a unique solution
to the Dirichlet problem: P (t, x,D) u = 0 and u|∂Ω = g. In this case, the Dirichlet-to-Neumann
operator, denoted here by A (t), is the operator that maps g to the conormal derivative of u on ∂Ω:
(1.3) A (t) (g) = C (t, x,D) (u) :=
n∑
i,j=1
aij (t, x) νi (x) ∂xju (x) +
n∑
j=1
cj (t, x)u (x) νj (x) ,
where ν(x) = (ν1(x), ..., νn(x)) denotes the outer unit normal at x ∈ ∂Ω.
Thereby, we introduce the non-autonomous problem defined on the boundary ∂Ω:
(1.4)
du
dt
(t) +A (t)u (t) = f (t) , t ≥ t0
u (t0) = u0
.
Here, we give simple conditions that guarantee that the above problem is well-posed. In order to
do that on H−
1
2 (∂Ω), we use form methods and assume Hölder continuity with exponent α ∈]0, 1]
in time of the forms that define the operators {A (t)}t≥t0 . We are then able to show that the
operators satisfy the Tanabe-Sobolevskii conditions. On L2(∂Ω), we assume Hölder continuity of
the forms with an exponent α ∈] 12 , 1] and prove that the operators satisfy the Yagi conditions.
Our assumptions also allow us to study the asymptotic behavior at infinity of the Problem (1.4).
Consequently, the results concerned with (1.1) are directly obtained as an application of the results
obtained for (1.4).
Our approach follows W. Arendt and A. Elst [3,4], see also [5,6], where form methods were used
to deal with the Dirichlet-to-Neumann problem defined by the Laplace operator. Their technique
has been also used for general second order problems by J. Abreu and E. Capelato [1], and E.
M. Ouhabaz [10]. The novelty here is to study non-autonomous problems in bounded domains
combining form methods for the Dirichlet-to-Neumann problem with the Tanabe-Sobolevskii and
the Yagi conditions [25, 26, 28].
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Notice that dynamical boundary conditions have been studied by many authors. Among them,
we mention: J. Lions [19], J. Escher [11, 12], J. Escher and J. Seiler [13], T. Hintermann [18],
A. Friedman and Shinbrot [15] and L. Vazquez and E. Vitillaro [27]. Although there exists a
big literature on the study of parabolic equations on non-cylindrical domains, among which we
can mention the pioneering work of A. Friedman [14], as well S. Bonaccorsi and G. Guatteri [8],
the recent papers by Ma To Fu et al. [22] and J. Calvo et al. [9], we could not find any result
for the Laplace equation with dynamical boundary conditions on non-cylindrical domains. Thus,
we are fulfilling this gap with this work, besides our study of non-autonomous equations with
dynamic boundary conditions. It is interesting to note that convergence of the Dirichlet-to-Neumann
operators associated with the Laplacian on varying domains was considered by A.F.M. ter Elst and
E.M. Ouhabaz [10], but they did not studied it as a change in time and their results are quite
different from ours.
The organization of the paper is as follows: In the Section 2, we give a rigorous definition of
the Dirichlet-to-Neumann operators on Lipschitz domains and we characterize them as bounded
operators fromH
1
2 (∂Ω) toH−
1
2 (∂Ω) using forms. Next, we recall the Tanabe-Sobolevskii conditions
discussing how to recover them using form methods, to finally study existence, uniqueness and
asymptotic behavior to Problem (1.4) on H−
1
2 (∂Ω). Using the Yagi conditions, we are then able
to extend the study to L2 (∂Ω) functions. In Section 3, we apply the results of Section 2 to a non-
autonomous elliptic equation with dynamic boundary conditions in bounded Lipschitz domains,
and then, to the Laplace equation with dynamic boundary conditions on non-cylindrical domains.
2. Non-autonomous Dirichlet-to-Neumann problem
In this section, Ω ⊂ Rn is a Lipschitz bounded domain. We set some notations and recall some
facts, whose proofs can be found, for instance, in P. Grisvard [16]. For m ∈ Z, the Sobolev spaces
are defined by:
Hm (Ω) :=
{
u ∈ L2 (Ω) ;
∑
|α|≤m ‖∂
α
x u‖
2
L2(Ω) <∞, ifm ≥ 0
u ∈ D′ (Ω) ; ∃uα ∈ L2 (Ω) , |α| ≤ |m|, such thatu =
∑
|α|≤|m| ∂
α
x uα, ifm < 0
.
The norms are denoted by u ∈ Hm (Ω) 7→ ‖u‖Hm(Ω). The Sobolev space H
s (∂Ω), 0 < s < 1, is
defined as the space of all measurable functions u : ∂Ω→ C such that
‖u‖2Hs(∂Ω) :=
∫
∂Ω
|u (x)|2 dσx +
∫
∂Ω×∂Ω
|u (x)− u (y)|2
‖x− y‖n−1+2s
dσxdσy <∞,
where σx is the surface measure of ∂Ω. We denote by C
m
(
Ω
)
the set of all functions u such
that the derivatives ∂αu exist for all |α| ≤ m and are continuous functions up to the boundary.
The set of functions of class Cm whose support is contained in Ω will be denoted by Cmc (Ω).
The trace operator γ0 : H
1 (Ω) → H
1
2 (∂Ω) is the unique continuous extension of the function
C1
(
Ω
)
∋ u 7→ u|∂Ω ∈ C (∂Ω). As usual we denote H
1
0 (Ω) := ker (γ0). Note that there exists a
continuous extension operator E : H
1
2 (∂Ω) → H1 (Ω) such that γ0 ◦ E is the identity. Denoting
by (., .)L2(Ω) and by (., .)L2(∂Ω) the usual scalar products of L
2 (Ω) and L2 (∂Ω), respectively, it
is well known that (., .)L2(Ω) : C
1
(
Ω
)
× C1c (Ω) → C extends uniquely to a sesquilinear form
〈., .〉H−1(Ω)×H10 (Ω)
: H−1 (Ω) ×H10 (Ω) → C that allows the identification of H
−1 (Ω) with the set
of all continuous anti-linear functionals of H10 (Ω). The anti-dual space of H
1 (Ω) is denoted by
H1 (Ω)
∗
and the dual product of u ∈ H1 (Ω)∗ and v ∈ H1 (Ω) is denoted by 〈u, v〉H1(Ω)∗×H1(Ω).
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Similarly we define H−
1
2 (∂Ω) as the anti-dual space of H
1
2 (∂Ω) and denote the dual product of
u ∈ H−
1
2 (∂Ω) and v ∈ H
1
2 (∂Ω) as 〈u, v〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
. As the inclusion H
1
2 (∂Ω) →֒ L2 (∂Ω) is
injective with dense range, we can define an injective map with dense range L2 (∂Ω) →֒ H−
1
2 (∂Ω)
as 〈u, v〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
:= (u, v)L2(∂Ω), when u ∈ L
2 (∂Ω) and v ∈ H
1
2 (∂Ω).
If E and F are Banach spaces, B (E,F ) is the set of all continuous maps from E to F and
B (E) := B (E,E). The space Cαu ([t0,∞[ , E) is the space of all uniformly α-Hölder continuous
functions from [t0,∞[ to E, that is, if f ∈ Cαu ([t0,∞[ , E), then there is C > 0 such that
‖f (t)− f (s)‖E ≤ C |t− s|
α
, ∀t, s ≥ t0.
Similarly C1,αu ([t0,∞[ , E) is the set of all C
1 functions f such that f and df
dt
belong to Cαu ([t0,∞[ , E).
In order to study the Dirichlet-to-Neumann problem, we consider the following forms at :
H1 (Ω)×H1 (Ω)→ C, t ∈ [t0,∞]:
(2.1)
at (u, v) =
∫
Ω
(∑n
i,j=1 aij (t, x) ∂xju (x) ∂xiv (x) +
∑n
j=1 bj (t, x) ∂xju (x) v (x)
+
∑n
j=1 cj (t, x)u (x) ∂xjv (x) + d (t, x) u (x) v (x)
)
dx.
These are the forms associated with the differential operators P (t, x,D) defined in (1.2). Below
are the basic assumptions we shall use in this paper.
Assumption 1. The coefficients of the forms {at}t∈[t0,∞] satisfy the assumptions for H
− 12 (∂Ω)
if:
1) There is an α ∈]0, 1] such that aij , bj, cj , and d ∈ Cαu ([t0,∞[ , L
∞ (Ω)), for all i, j.
2) aij (∞, .) , bj (∞, .) , cj (∞, .) and d (∞, .) ∈ L∞ (Ω).
3) There is a constant C > 0 such that
(2.2) Re (at (u, u)) ≥ C ‖u‖
2
H1(Ω) , ∀t ∈ [t0,∞] , ∀u ∈ H
1 (Ω) .
4) limt→∞ aij (t, .) = aij (∞, .), limt→∞ bj (t, .) = bj (∞, .), limt→∞ cj (t, .) = cj (∞, .) and
limt→∞ d (t, .) = d (∞, .) in L∞ (Ω), for all i, j.
Assumption 2. The coefficients of the forms {at}t∈[t0,∞] satisfy the assumptions for L
2(∂Ω) if
they satisfy all conditions of Assumption 1 for α ∈
]
1
2 , 1
]
.
We will always assume that, at least, the Assumption 1 holds. The stronger Assumption 2 will
only be necessary when we deal with the problem on L2(∂Ω), as it will be the case in Sections 2.1.4
and 3.2.
Remark 1. Conditions 1 and 4 of the Assumption 1 imply that the coefficients are bounded. Hence
there is a constant M > 0 such that
|at (u, v)| ≤M ‖u‖H1(Ω) ‖v‖H1(Ω) , ∀t ∈ [t0,∞] , u, v ∈ H
1 (Ω) .
The above conditions together with the Lax-Milgram Theorem can be used to define two im-
portant operators: Bt,D : H10 (Ω) → H
−1 (Ω) and Bt,N : H1 (Ω) → H1 (Ω)
∗
. They are the unique
isomorphisms that satisfy
at (u, v) = 〈Bt,D (u) , v〉H−1(Ω)×H10 (Ω),
for all u, v ∈ H10 (Ω) ,
and
at (u, v) = 〈Bt,N (u) , v〉H1(Ω)∗×H1(Ω), for all u, v ∈ H
1 (Ω) .
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It is easy to see that Bt,D is equal to the operator P (t, x,D) acting on H10 (Ω) in the sense of
distributions and that, for all t ∈ [t0,∞]:
‖Bt,D‖B(H10 (Ω),H−1(Ω))
≤M , ‖Bt,N‖B(H1(Ω),H1(Ω)∗) ≤M∥∥∥B−1t,D∥∥∥
B(H−1(Ω),H10 (Ω))
≤
1
C
and
∥∥∥B−1t,N∥∥∥
B(H1(Ω)∗,H1(Ω))
≤
1
C
.
Definition 2. Let u ∈ H1 (Ω). We say that C (t, x,D) u exists in the H−
1
2 (∂Ω)-weak sense and it
is equal to y ∈ H−
1
2 (∂Ω) if
at (u, v) = 〈y, γ0 (v)〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
, ∀v ∈ H1 (Ω) .
If y ∈ L2 (∂Ω), then we say that C (t, x,D)u exists in the L2 (∂Ω)-weak sense.
By the divergence theorem, the above definition coincides with the usual conormal derivative if
P (t, x,D)u = 0 and if we impose sufficiently regularity to u and to the coefficients. Our definition
of weak conormal derivative can be found in a similar way in [1, 4, 10].
If u ∈ H1 (Ω) is such that C (t, x,D) u exists in the H−
1
2 (∂Ω)-weak sense, then considering
v ∈ C∞c (Ω) in the Definition 2, we conclude that P (t, x,D)u = 0. On the other hand, we have:
Proposition 3. Let u ∈ H1 (Ω) be such that P (t, x,D)u = 0. Then C (t, x,D)u exists in the
H−
1
2 (∂Ω)-weak sense. Moreover, there exists a constant C > 0, which does not depend on t ∈
[t0,∞[, such that
‖C (t, x,D) u‖
H
−
1
2 (∂Ω)
≤ C ‖u‖H1(Ω) ,
whenever t ∈ [t0,∞] and u ∈ H
1 (Ω) is such that P (t, x,D)u = 0.
Proof. Let u ∈ H1 (Ω) be such that P (t, x,D)u = 0. We define y ∈ H−
1
2 (∂Ω) as
(2.3) 〈y, z〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
= at (u, E (z)) , z ∈ H
1
2 (∂Ω) .
First we show that the above definition is independent of the extension of z we choose: if
z˜ ∈ H1 (Ω) is such that γ0 (z˜) = z, then
(2.4) 〈y, z〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
= at (u, z˜) .
Indeed, by the construction of y, the expression (2.4) holds if z˜ = E (z). Let us now suppose that
z˜ ∈ H1 (Ω) is any other function such that γ0 (z˜) = z. As C∞c (Ω) is dense in H
1
0 (Ω), we know that
at (v, w) = 〈P (t, x,D) v, w〉H−1(Ω)×H10 (Ω)
, ∀v ∈ H1 (Ω) and w ∈ H10 (Ω) .
Since E (z)− z˜ ∈ H10 (Ω) and P (t, x,D) u = 0, we have
at (u, E (z)− z˜) = 〈P (t, x,D)u, E (z)− z˜〉H−1(Ω)×H10 (Ω)
= 0.
This implies that 〈y, z〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
= at (u, E (z)) = at (u, z˜). In particular,
at (u, v) = 〈y, γ0 (v)〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
, ∀v ∈ H1 (Ω) .
Therefore C (t, x,D)u exists in the H−
1
2 (∂Ω)-sense and it is equal to y.
Finally note that (2.3) implies that
‖C (t, x,D)u‖
H
−
1
2 (∂Ω)
= ‖y‖
H
−
1
2 (∂Ω)
≤M ‖E‖
B
(
H
1
2 (∂Ω),H1(Ω)
) ‖u‖H1(Ω) ,
where M is the constant of Remark 1. 
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The definition of the Dirichlet-to-Neumann operator and the study of its asymptotic behavior
require the next simple proposition.
Proposition 4. 1) (Dirichlet Problem) Let y ∈ H
1
2 (∂Ω). Then there is a unique ut ∈ H1 (Ω) such
that P (t, x,D)ut = 0 and γ0 (ut) = y. It is given by E (y)− B
−1
t,DP (t, x,D) E (y).
2) (Neumann Problem) Let y ∈ H−
1
2 (∂Ω). Then there is a unique ut ∈ H
1 (Ω) such that
P (t, x,D)ut = 0 and C (t, x,D)ut = y. It is given by B
−1
t,N ◦ k (y), where k : H
− 12 (∂Ω)→ H1 (Ω)∗
is defined as
〈k (w) , v〉H1(Ω)∗×H1(Ω) = 〈w, γ0 (v)〉H−
1
2 (∂Ω)×H
1
2 (∂Ω)
, v ∈ H1 (Ω) .
Proof. 1) ut = E (y) − B
−1
t,DP (t, x,D) E (y) is clearly a solution of the Dirichlet problem. If vt ∈
H1 (Ω) is another solution, then γ0 (ut − vt) = 0. Hence ut − vt ∈ H10 (Ω) and, due to item 3 of
Assumption 1,
C ‖ut − vt‖
2
H1(Ω) ≤ Re (at (ut − vt, ut − vt))
= Re
(
〈P (t, x,D) (ut − vt) , (ut − vt)〉H−1(Ω)×H10 (Ω)
)
= 0.
2) Let ut = B
−1
t,N ◦ k (y). Then, for v ∈ H
1(Ω),
(2.5) at
(
B−1t,N ◦ k (y) , v
)
=
〈
Bt,N
(
B−1t,N ◦ k (y)
)
, v
〉
H1(Ω)∗×H1(Ω)
= 〈y, γ0 (v)〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
.
We conclude that y is the H−
1
2 (∂Ω)-weak conormal derivative of ut and, therefore, the solution of
the Neumann problem. If vt ∈ H1 (Ω) is another solution, then
at (ut − vt, ut − vt) = 〈C (t, x,D) (ut − vt) , γ0 (ut − vt)〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
= 0.
Hence ut = vt. 
Finally we give a precise definition of the Dirichlet-to-Neumann operator.
Definition 5. For each t ∈ [t0,∞], we define a bounded operator A (t) : H
1
2 (∂Ω) → H−
1
2 (∂Ω),
called Dirichlet-to-Neumann operator, as
A (t) y = C (t, x,D)
(
E (y)− B−1t,DP (t, x,D) E (y)
)
.
Proposition 6. The operators A (t) are invertible for all t ∈ [t0,∞]. Moreover the families{
A (t) ∈ B(H
1
2 (∂Ω) , H−
1
2 (∂Ω))
}
t∈[t0,∞]
and
{
A (t)
−1 ∈ B(H−
1
2 (∂Ω) , H
1
2 (∂Ω))
}
t∈[t0,∞]
are uniformly bounded.
Proof. In order to conclude that the family {A (t)}t∈[t0,∞] is uniformly bounded, it is enough to note
that B−1t,D : H
−1 (Ω) → H10 (Ω), P (t, x,D) : H
1 (Ω) → H−1 (Ω) and C (t, x,D) : ker (P (t, x,D)) ⊂
H1 (Ω)→ H−
1
2 (∂Ω) are uniformly bounded.
For the family
{
A (t)−1
}
t∈[t0,∞]
, we first need a good representation of the inverse. We have
seen that A (t) y = C (t, x,D)ut, where ut = E (y) − B
−1
t,D (P (t, x,D) E (y)). Hence ut solves the
Neumann problem P (t, x,D)ut = 0 and C (t, x,D)ut = A (t) y. Proposition 4 (2) implies that
ut = B
−1
t,N ◦ k (A (t) y). Therefore y = γ0 (ut) = γ0 ◦ B
−1
t,N ◦ k (A (t) (y)).
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On the other hand, if z ∈ H−
1
2 (∂Ω), then, due to (2.5), vt = B
−1
t,N ◦ k (z) is such that
at (vt, v) = 〈z, γ0 (v)〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
, ∀v ∈ H1 (Ω) .
Thus we conclude that A (t)
(
γ0 ◦ B
−1
t,N ◦ k (z)
)
= A (t) (γ0 (vt)) = z.
The above discussion implies that A (t)
−1
= γ0◦B
−1
t,N ◦k. Therefore
{
A (t)
−1
}
t∈[t0,∞]
is uniformly
bounded, since B−1t,N : H
1(Ω)∗ → H1(Ω) is uniformly bounded. 
We end this subsection giving a characterization of the Dirichlet-to-Neumann operators from
H
1
2 (∂Ω) to H−
1
2 (∂Ω) using form methods.
Theorem 7. For every y ∈ H
1
2 (∂Ω), there is a ut ∈ H
1 (Ω) such that
(2.6) γ0 (ut) = y and at (ut, v) = 〈A (t) y, γ0 (v)〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
,
for all v ∈ H1 (Ω). The Dirichlet-to-Neumann operators A (t) ∈ B
(
H
1
2 (∂Ω), H−
1
2 (∂Ω)
)
are the
only operators with this property.
Proof. By definition, A (t) y = C (t, x,D)ut, where ut = E (y) − B
−1
t,DP (t, x,D) E (y). Using the
definition of C (t, x,D)ut, we see that
at (ut, v) = 〈C (t, x,D)ut, γ0 (v)〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
, v ∈ H1 (Ω) ,
which is equivalent to (2.6).
Let us now prove uniqueness. Suppose that A (t) : H
1
2 (∂Ω)→ H−
1
2 (∂Ω) and A˜ (t) : H
1
2 (∂Ω)→
H−
1
2 (∂Ω) are operators that satisfy the properties stated in the theorem. Then, for every y ∈
H
1
2 (∂Ω), there exist ut ∈ H1 (Ω) and u˜t ∈ H1 (Ω) such that γ0 (ut) = γ0 (u˜t) = y, and, for all
v ∈ H1 (Ω),
at (ut, v) = 〈A (t) y, γ0 (v)〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
and at (u˜t, v) =
〈
A˜ (t) y, γ0 (v)
〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
.
In this case,
at (ut − u˜t, v) =
〈
A (t) y − A˜ (t) y, γ0 (v)
〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
, ∀v ∈ H1 (Ω) .
Choosing v = ut − u˜t, we have at (ut − u˜t, ut − u˜t) = 0. Hence ut = u˜t and〈
A (t) y − A˜ (t) y, γ0 (v)
〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
= 0, ∀v ∈ H1 (Ω) ,
which implies that A (t) = A˜ (t). 
Remark 8. The proof of Theorem 7 implies that the function ut associated to y is unique and it
is given by E (y) − B−1t,D (P (t, x,D) E (y)). As B
−1
t,D : H
−1(Ω) → H10 (Ω) and P (t, x,D) : H
1(Ω) →
H−1(Ω) are uniformly bounded, there is a constant C > 0, which does not depend on t ∈ [t0,∞],
such that
‖ut‖H1(Ω) ≤ C ‖y‖H
1
2 (∂Ω)
= C ‖γ0 (ut)‖
H
1
2 (∂Ω)
, ∀y ∈ H
1
2 (∂Ω) .
2.1. Well-posedness and asymptotic behavior.
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2.1.1. The Tanabe-Sobolevskii conditions. Let H and D be Hilbert spaces such that D ⊂ H is a
dense subset and the injection D →֒ H is continuous. We consider a family of bounded operators
{S (t) ∈ B (D, H)}t∈[t0,∞].
Definition 9. The family of operators {S (t)}t∈[t0,∞] satisfies the Tanabe-Sobolevskii conditions if
1) The set {λ ∈ C, Re (λ) ≤ 0} is contained in the resolvent set of the linear operator S(t) : D ⊂
H → H , t ∈ [t0,∞], and there is a constant C > 0 such that∥∥∥(λ− S (t))−1∥∥∥
B(H)
≤
C
1 + |λ|
, Re (λ) ≤ 0, t ∈ [t0,∞[ .
2) The function [t0,∞[ ∋ t 7→ S (t) ∈ B (D, H) belongs to Cαu ([t0,∞[ ,B (D, H)), for some
α ∈ ]0, 1].
3) limt→∞ ‖S (t)− S (∞)‖B(D,H) = 0.
4) The families {S (t) ∈ B (D, H)}t∈[t0,∞[ and
{
S (t)
−1 ∈ B (H,D)
}
t∈[t0,∞[
are uniformly bounded.
Theorem 10. (Tanabe-Sobolevskii) Let f ∈ Cαu ([t0,∞[ , H). Then, for every u0 ∈ H, there is a
unique function u ∈ C ([t0,∞[ , H) ∩ C
1 (]t0,∞[ , H) ∩ C (]t0,∞[ ,D) such that
(2.7)
du
dt
(t) + S (t)u (t) = f (t) , t > t0
u (t0) = u0
.
The operator S (∞) : D → H is invertible and if limt→∞ f (t) = f∞ ∈ H, then u∞ =
S (∞)−1 f∞ ∈ D is such that limt→∞ ‖u (t)− u∞‖D = 0. In other words, u (t) converges to the
stationary solution S (∞)u∞ = f∞.
Proof. The existence and uniqueness of u follows from Theorem 6.8 in [23, Chapter 5.6]. One can
even show that the solution is Hölder continuous [2, Theorem 1.2.1].
From Tanabe [26, Theorem 5.6.1] (see also A. Pazy [23]), we know that S (∞) : D → H is a
bijective operator and, for u∞ = S (∞)
−1
f∞ ∈ D, we have
(2.8) lim
t→∞
‖u (t)− u∞‖H = 0 and limt→∞
∥∥∥∥dudt (t)
∥∥∥∥
H
= 0.
As du
dt
(t) +S (t)u (t) = f (t), we conclude that limt→∞ ‖u (t)− u∞‖D = 0. In fact, we have that
‖u (t)− u∞‖D =
∥∥∥∥S (t)−1 f (t)− S (t)−1 dudt (t)− S (∞)−1 f∞
∥∥∥∥
D
≤
∥∥∥S (t)−1∥∥∥
B(H,D)
‖f (t)− f∞‖H +
∥∥∥S (t)−1 − S (∞)−1∥∥∥
B(H,D)
‖f∞‖H
+
∥∥∥S (t)−1∥∥∥
B(H,D)
∥∥∥∥dudt (t)
∥∥∥∥
H
→ 0.
Note that the first and last terms on the right hand side of the above inequality go to zero
due to (2.8), to the convergence of the functions f(t) and to the uniform boundedness of the set{
S(t)−1
}
t∈[0,∞[
. Also the second one goes to zero, due to the third and forth items of Definition 9
and the inequality below∥∥∥S (t)−1 − S (∞)−1∥∥∥
B(H,D)
≤
∥∥∥S (t)−1∥∥∥
B(H,D)
‖S (t)− S (∞)‖B(D,H)
∥∥∥S (∞)−1∥∥∥
B(H,D)
.

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2.1.2. The Dirichlet-to-Neumann operator in H−
1
2 (∂Ω). The scalar product of L2(∂Ω) allows the
definition of the map y ∈ H
1
2 (∂Ω) 7→
(
x ∈ H
1
2 (∂Ω) 7→ (y, x)L2(∂Ω) ∈ C
)
∈ H−
1
2 (∂Ω). Using
this map, we can identify H
1
2 (∂Ω) as a dense subspace of H−
1
2 (∂Ω). As always, we assume that
Assumption 1 holds.
Theorem 11. The family
{
A (t) ∈ B
(
H
1
2 (∂Ω) , H−
1
2 (∂Ω)
)}
t∈[t0,∞]
of Dirichlet-to-Neumann op-
erators defined by Definition 5 satisfies the Tanabe-Sobolevskii conditions.
Proof. Let us check all conditions of Definition 9.
1. We define the form at,λ : H
1 (Ω)×H1 (Ω)→ C by
at,λ (u, v) = at (u, v)− λ 〈γ0 (u) , γ0 (v)〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
.
The form at,λ is continuous and, as Re (λ) ≤ 0, it satisfies Re (at,λ (u, u)) ≥ C ‖u‖
2
H1(Ω). Hence, by
the Lax-Milgram Theorem, there is an isometry Bt,λ,N : H1 (Ω)→ H1 (Ω)
∗
such that
at,λ (u, v) = 〈Bt,λ,N (u) , v〉H1(Ω)∗×H1(Ω) , u, v ∈ H
1(Ω).
Using this form, we conclude that A (t)−λ is invertible and that (A (t)− λ)−1 = γ0◦B
−1
t,λ,N ◦k, where
k is the map defined in Proposition 4. In fact, using the characterization provided by Theorem 7,
we have
y ∈ H
1
2 (∂Ω) , (A (t)− λ) y = f
⇐⇒ ∃ut ∈ H
1 (Ω) s.t. γ0 (ut) = y and at,λ (ut, v) = 〈f, γ0 (v)〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
, v ∈ H1 (Ω) .
⇐⇒ ∃ut ∈ H
1 (Ω) s.t. γ0 (ut) = y andBt,λ,N (ut) = k (f) ⇐⇒ y = γ0 ◦ B
−1
t,λ,N ◦ k (f) .
Now suppose that (A (t)− λ) y = f . Then there is a unique ut ∈ H1 (Ω) such that γ0 (ut) = y
and
(2.9) at,λ (ut, v) = 〈f, γ0 (v)〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
, v ∈ H1 (Ω) .
Setting v = ut in Equation (2.9) and recalling that Re(λ) ≤ 0, we obtain that
(2.10)
C‖ut‖2H1(Ω) ≤ Re at (ut, ut) ≤ Re 〈f, γ0 (ut)〉H−
1
2 (∂Ω)×H
1
2 (∂Ω)
≤ ‖f‖
H
−
1
2 (∂Ω)
‖γ0 (ut)‖
H
1
2 (∂Ω)
.
Equation (2.10) and the boundedness of γ0 : H
1 (Ω)→ H
1
2 (∂Ω) imply that
(2.11) ‖γ0 (ut)‖
H
1
2 (∂Ω)
≤ C ‖γ0‖
2
B
(
H1(Ω),H
1
2 (∂Ω)
) ‖f‖
H
−
1
2 (∂Ω)
.
The Equations (2.9) and (2.10) show us that, for all z ∈ H
1
2 (∂Ω), we have
(1 + |λ|)
∣∣∣〈γ0 (ut) , z〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
∣∣∣
≤ |at (ut, E (z))|+
∣∣∣〈f, z〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
∣∣∣+ ∣∣∣〈γ0 (ut) , z〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
∣∣∣
≤ M ‖ut‖H1(Ω) ‖E (z)‖H1(Ω) +
(
‖f‖
H
−
1
2 (∂Ω)
+ ‖γ0 (ut)‖
H
−
1
2 (∂Ω)
)
‖z‖
H
1
2 (∂Ω)
.
Using the Remark 8, the boundedness of E and Equation (2.11), we conclude that
(2.12)
∣∣∣〈γ0 (ut) , z〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
∣∣∣ ≤ C
1 + |λ|
‖f‖
H
−
1
2 (Ω)
‖z‖
H
1
2 (∂Ω)
, ∀z ∈ H
1
2 (∂Ω) .
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The above expression implies that∥∥∥(A (t)− λI)−1 f∥∥∥
H
−
1
2 (∂Ω)
≤
C
1 + |λ|
‖f‖
H
−
1
2 (∂Ω)
.
2. First, we prove that ‖Bs,N − Bt,N‖B(H1(Ω),H1(Ω)∗) ≤ C |t− s|
α. Indeed, due to Assumptions
1, we have∣∣∣〈Bs,N (u)− Bt,N (u) , v〉H1(Ω)∗×H1(Ω)∣∣∣ = |as (u, v)− at (u, v)| ≤ C |t− s|α ‖u‖H1(Ω) ‖v‖H1(Ω) .
Second, we show that
∥∥∥B−1s,N − B−1t,N∥∥∥
B(H1(Ω)∗,H1(Ω))
≤ C |t− s|α. This follows from:
∥∥∥B−1t,N − B−1s,N∥∥∥
B(H1(Ω)∗,H1(Ω))
=
∥∥∥B−1s,N (Bs,N − Bt,N )B−1t,N∥∥∥
B(H1(Ω)∗,H1(Ω))
≤
∥∥∥B−1s,N∥∥∥
B(H1(Ω)∗,H1(Ω))
‖Bs,N − Bt,N‖B(H1(Ω),H1(Ω)∗)
∥∥∥B−1t,N∥∥∥
B(H1(Ω)∗,H1(Ω))
.
Finally, the uniform boundedness of the family of operators
{
A (t) ∈ B
(
H
1
2 (∂Ω) , H−
1
2 (∂Ω)
)}
t∈[t0,∞]
and the fact that A (t)
−1
= γ0 ◦ B
−1
t,N ◦ k imply the second condition of Definition 9, due to
‖A (t)−A (s)‖
B
(
H
1
2 (∂Ω),H−
1
2 (∂Ω)
) =
∥∥∥A (s)(A (s)−1 −A (t)−1)A (t)∥∥∥
B
(
H
1
2 (∂Ω),H−
1
2 (∂Ω)
) .
3. The Assumption 1 implies that limt→∞
(
sup‖u‖H1(Ω)=‖v‖H1(Ω)=1 |at (u, v)− a∞ (u, v)|
)
= 0.
The proof then follows the same arguments of the second item.
4. The forth condition follows from Proposition 6. 
Corollary 12. Let f ∈ Cαu
(
[t0,∞[ , H−
1
2 (∂Ω)
)
and A (t) : H
1
2 (∂Ω) ⊂ H−
1
2 (∂Ω)→ H−
1
2 (∂Ω) be
the Dirichlet-to-Neumann operators associated with the forms
{
at : H
1 (Ω)×H1 (Ω)→ C
}
t∈[t0,∞]
defined by (2.1) and satisfying Assumption 1.
Then, for every u0 ∈ H−
1
2 (∂Ω), there is a unique function u ∈ C
(
[t0,∞[ , H−
1
2 (∂Ω)
)
∩
C1
(
]t0,∞[ , H−
1
2 (∂Ω)
)
∩ C
(
]t0,∞[ , H
1
2 (∂Ω)
)
that solves Problem (1.4).
Moreover, A(∞) : H
1
2 (∂Ω) → H−
1
2 (∂Ω) is invertible and if limt→∞ f (t) = f∞ ∈ H
− 12 (∂Ω),
then limt→∞ ‖u (t)− u∞‖
H
1
2 (∂Ω)
= 0, where u∞ is the unique solution of A(∞)u∞ = f∞.
Proof. It is a consequence of Theorem 10 and 11. 
2.1.3. The Yagi conditions. It is natural to consider the operator Dirichlet-to-Neumann acting on
functions instead of distribution spaces. In order to study the Dirichlet-to-Neumann problem in
L2(∂Ω), we will apply the results of A. Yagi [28, Chapter 3]. Let us recall them in this section. We
fix a complex Hilbert space H .
Definition 13. We say that a family {S (t) : D (S (t)) ⊂ H → H}t∈[t0,∞] of closed and densely
defined operators satisfies the Yagi conditions if there exist constants M ≥ 1, 0 < ν ≤ 1, 0 < α ≤ 1
with α+ ν > 1, such that
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1) The set {λ ∈ C, Re (λ) ≤ 0} is contained in the resolvent set of the linear operator S(t) :
D(S(t)) ⊂ H → H , t ∈ [t0,∞], and∥∥∥(λ− S (t))−1∥∥∥
B(H)
≤
M
1 + |λ|
, Re (λ) ≤ 0, t ∈ [t0,∞[ .
2) For all t, s ∈ [t0,∞], we have D (S (s)) ⊂ D (S (t)
ν
) and
∥∥∥S (t)ν (S (t)−1 − S (s)−1)∥∥∥
B(H)
≤ C |t− s|α .
Remark 14. If ν = 1, then the item 2) implies that the domains of the operators are constant.
Moreover, if ‖S (t)‖B(H) and
∥∥∥S (t)−1∥∥∥
B(H)
are uniformily bounded, then it is equivalent to condition
2 of Definition 9.
The following theorem of A. Yagi can be found in [28, Theorem 3.9 on page 147].
Theorem 15. (Yagi) Let f ∈ Cαu ([t0,∞[ , H) and {S (t) : D (S (t)) ⊂ H → H} be a set of op-
erators that satisfy the Yagi conditions. Then, for every u0 ∈ H, there is a unique function
u ∈ C ([t0,∞[ , H) ∩ C1 (]t0,∞[ , H) such that u (t) ∈ D (S (t)), for all t ∈ ]t0,∞[, and
du
dt
(t) + S (t)u (t) = f (t)
u (t0) = u0
.
2.1.4. The Dirichlet-to-Neumann operator in L2 (∂Ω). In this section, we assume that the stronger
Assumption 2 holds, that is, α ∈
]
1
2 , 1
]
. Our aim is to study the Dirichlet-to-Neumann operator on
L2(Ω) according to W. Arendt and A. Elst [3, 4]. For each t ∈ [t0,∞], we set
A (t)|L2(∂Ω) : D
(
A (t)|L2(∂Ω)
)
⊂ L2 (∂Ω)→ L2 (∂Ω)
as the part of our previous operators A (t) in L2 (∂Ω). It is the operator A (t) acting on the domain
D
(
A (t)|L2(∂Ω)
)
=
{
y ∈ H
1
2 (∂Ω) ; A (t) y ∈ L2 (∂Ω)
}
.
The part of A (t) in H
1
2 (∂Ω), that is, the operator
A (t)|
H
1
2 (∂Ω)
: D
(
A (t)|
H
1
2 (∂Ω)
)
⊂ H
1
2 (∂Ω)→ H
1
2 (∂Ω)
defined as the operator A (t) acting on
D
(
A (t)|
H
1
2 (∂Ω)
)
=
{
y ∈ H
1
2 (∂Ω) , A (t) y ∈ H
1
2 (∂Ω)
}
,
is also useful in our analysis.
Notice that, for all t ∈ [t0,∞], the operators A (t)|L2(∂Ω) and A (t)|H
1
2 (∂Ω)
are densely defined.
In fact, A (t)−1 : H−
1
2 (∂Ω) → H
1
2 (∂Ω) is an isomorphism, H
1
2 (∂Ω) is dense in L2 (∂Ω) and in
H−
1
2 (∂Ω), D
(
A (t)|L2(∂Ω)
)
= A (t)
−1 (
L2 (∂Ω)
)
and D
(
A (t)|
H
1
2 (∂Ω)
)
= A (t)
−1
(
H
1
2 (∂Ω)
)
.
Proposition 16. For all Re(λ) ≤ 0 and t ∈ [t0,∞], the operators
A (t)|L2(∂Ω) − λ and A (t)|H
1
2 (∂Ω)
− λ
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are invertible. Moreover, there is a constant C > 0 such that∥∥∥∥(A (t)|L2(∂Ω) − λ)−1
∥∥∥∥
B(L2(∂Ω))
≤
C
1 + |λ|
and ∥∥∥∥(A (t)|H 12 (∂Ω) − λ
)−1∥∥∥∥
B
(
H
1
2 (∂Ω)
) ≤
C
1 + |λ|
for all Re(λ) ≤ 0 and t ∈ [t0,∞].
Proof. It is clear A (t)|L2(∂Ω)−λ and A (t)|H
1
2 (∂Ω)
−λ are bijections, since A (t)−λI : H
1
2 (∂Ω)→
H−
1
2 (∂Ω) is also one.
Let us prove the inequality for A (t)|L2(∂Ω). We consider Re (λ) ≤ 0, y ∈ H
1
2 (∂Ω) and f ∈
L2 (∂Ω) such that (A (t)− λ) y = f . Then there exists a ut ∈ H1(Ω) that satisfies Equation (2.9)
and is such that γ0 (ut) = y. Consequently, we obtain that
(1 + |λ|) ‖γ0 (ut)‖
2
L2(∂Ω)
≤ |at (ut, ut)|+
∣∣∣〈f, γ0 (ut)〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
∣∣∣+ ∣∣∣〈γ0 (ut) , γ0 (ut)〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
∣∣∣(2.13)
≤ C
(
‖ut‖
2
H1(Ω) + ‖f‖L2(∂Ω) ‖γ0 (ut)‖L2(∂Ω) + ‖γ0 (ut)‖
2
L2(∂Ω)
)
.
Arguing as in Equation (2.10), and noting that, if f ∈ L2 (∂Ω), then
〈f, γ0 (ut)〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
= (f, γ0 (ut))L2(∂Ω) ,
we get that
(2.14) ‖ut‖
2
H1(Ω) ≤ C ‖f‖L2(∂Ω) ‖γ0 (ut)‖L2(∂Ω) .
Now, using the continuity of the trace and Equation (2.14), we have that
(2.15)
‖γ0 (ut)‖
2
L2(∂Ω) ≤ ‖γ0 (ut)‖
2
H
1
2 (∂Ω)
≤ ‖γ0‖
2
B
(
H1(Ω),H
1
2 (∂Ω)
) ‖ut‖2H1(Ω)
≤ C ‖f‖L2(∂Ω) ‖γ0 (ut)‖L2(∂Ω) .
Applying Equations (2.14) and (2.15) to the Equation (2.13), we conclude that
‖γ0 (ut)‖L2(∂Ω) ≤
C
1 + |λ|
‖f‖L2(∂Ω) .
Finally, let us prove the inequality for A (t)|
H
1
2 (∂Ω)
. We take Re (λ) ≤ 0 and f ∈ H
1
2 (∂Ω). As
λ (λ−A (t))−1 f = (λ−A (t))−1A (t) f + f,
we conclude that
(2.16)
|λ|
∥∥∥(λ−A (t))−1 f∥∥∥
H
1
2 (∂Ω)
=
(∥∥∥(λ−A (t))−1∥∥∥
B
(
H
−
1
2 (∂Ω),H
1
2 (∂Ω)
) ‖A (t)‖
B
(
H
1
2 (∂Ω),H−
1
2 (∂Ω)
) + 1
)
‖f‖
H
1
2 (∂Ω)
≤ C ‖f‖
H
1
2 (∂Ω)
.
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The last inequality was obtained using Equation (2.11) and the uniform boundedness of A(t).
The inequality from the statement of the Theorem follows then from Equation (2.16) and the fact
that λ−A (t), and therefore λ− A (t)|
H
1
2 (∂Ω)
, is invertible in a neighborhood of the origin. 
The Dirichlet-to-Neumann problem on L2 (∂Ω) can now be defined by:
(2.17)
du
dt
(t) + A (t)|L2(∂Ω) u (t) = f (t) , t > t0
u (t0) = u0,
where u0 ∈ L2 (∂Ω) and f ∈ Cαu
(
[t0,∞[ , L2 (∂Ω)
)
.
The well-posedness of the above problem is the main Theorem of this section:
Theorem 17. Suppose that the forms (2.1) satisfy the Assumption 2, that is, α ∈
]
1
2 , 1
]
, and let
f ∈ Cαu
(
[t0,∞[ , L
2 (∂Ω)
)
. Then there is a unique u ∈ C
(
[t0,∞[ , L
2 (∂Ω)
)
∩C1
(
]t0,∞[ , L
2 (∂Ω)
)
∩
C
(
]t0,∞[ , H
1
2 (∂Ω)
)
such that u (t) ∈ D
(
A (t)|L2(∂Ω)
)
, for all t > t0, and such that u is a solution
of the Problem (2.17).
An elegant way to prove Theorem 17 is due to A. Yagi. In [28, 29], well-posedness of non-
autonomous problems were obtained to operators defined by forms in the traditional way, when the
domain of the operator is a subset of the domain of the form. In the case we are considering here,
the domain of the form is H1 (Ω), and the domain of the operator is a set contained in H
1
2 (∂Ω).
One set is not even included in the other. It is clear that some changes are necessary.
In order to provide a full proof, we argue as Yagi. Lemma 20 below is essentially contained in
[28, Theorem 2.32, page 110]. The idea of proof of Theorem 18 comes from [28, page 149], although
here it requires some results obtained in the previous sections of this paper. A different prove
could be given using the methods of Tanabe [26, Section 5.4], although it would also require some
modifications and the same hypothesis α ∈
]
1
2 , 1
]
.
Theorem 17 is obtained as a consequence of Corollary 12 and the following result.
Theorem 18. If the Assumption 2 is fulfilled, then for all ν ∈
]
1− α, 12
[
, the family of operators{
A (t)|L2(∂Ω) : D
(
A (t)|L2(∂Ω)
)
⊂ L2 (∂Ω)→ L2 (∂Ω)
}
t∈[t0,∞]
satisfies the Yagi conditions.
First, we fix some notation. Using the duality ofH
1
2 (∂Ω) andH−
1
2 (∂Ω), for eachA : H
1
2 (∂Ω)→
H−
1
2 (∂Ω), we define A∗ : H
1
2 (∂Ω)→ H−
1
2 (∂Ω) as the operator such that
〈Au, v〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
= 〈A∗v, u〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
, ∀u, v ∈ H
1
2 (∂Ω) .
If B : H−
1
2 (∂Ω)→ H
1
2 (∂Ω), we define B∗ : H−
1
2 (∂Ω)→ H
1
2 (∂Ω) as the operator such that
〈u,Bv〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
= 〈v,B∗u〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
, ∀u, v ∈ H−
1
2 (∂Ω) .
By the above definitions, it is clear that A∗ and B∗ are uniquely defined and (A∗)
−1
=
(
A−1
)∗
.
Moreover, if A is the Dirichlet-to-Neumann operator associated with the form a : H1(Ω)×H1(Ω)→
C, then A∗ is operator associated with a∗ : H1(Ω)×H1(Ω)→ C defined by a∗ (u, v) = a (v, u).
DYNAMICAL BOUNDARY CONDITIONS IN NON-CYLINDRICAL DOMAINS 14
Lemma 19. Let A : H
1
2 (∂Ω) ⊂ H−
1
2 (∂Ω) → H−
1
2 (∂Ω) be an operator such that Re (λ) ≤ 0 is
contained in the resolvent set and
∥∥∥(λ−A)−1∥∥∥ ≤ C1+|λ| . Then, if u ∈ H− 12 (∂Ω) and v ∈ H 12 (∂Ω),
we have
〈
A−θu, v
〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
=
〈
u, (A∗)−θ v
〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
for all θ ∈ ]0, 1[.
Proof. It follows from the definitions given. In fact,
π
sin (θπ)
〈
A−θu, v
〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
=
∫ ∞
0
ρ−θ
〈
(ρ+A)
−1
u, v
〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
dρ
=
∫ ∞
0
ρ−θ
〈
v,
(
(ρ+A)
−1
)
u
〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
dρ =
∫ ∞
0
ρ−θ
〈
u,
(
(ρ+A)
−1
)∗
v
〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
dρ
=
∫ ∞
0
ρ−θ
〈
u, (ρ+A∗)
−1
v
〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
dρ =
π
sin (θπ)
〈
u, (A∗)
−θ
v
〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
.

As A (t), A (t)|L2(∂Ω) and A (t)|H
1
2 (∂Ω)
are sectorial, we can define A (t)
−θ ∈ B
(
H−
1
2 (∂Ω)
)
,(
A (t)|L2(∂Ω)
)−θ
∈ B
(
L2 (∂Ω)
)
and
(
A (t)|
H
1
2 (∂Ω)
)−θ
∈ B
(
H
1
2 (∂Ω)
)
for all θ ∈ ]0, 1[. By the def-
inition of the fractional powers of an operator, it is clear that A (t)−θ coincides with
(
A (t)|L2(∂Ω)
)−θ
and
(
A (t)|
H
1
2 (∂Ω)
)−θ
in L2 (∂Ω) and H
1
2 (∂Ω), respectively. In particular, A (t)
−θ
takes elements
from L2 (∂Ω) into L2 (∂Ω) and elements from H
1
2 (∂Ω) into H
1
2 (∂Ω). Actually we can say a little
more about their mapping properties.
Lemma 20. Let θ ∈
]
1
2 , 1
]
. If y ∈ L2 (∂Ω), then A (t)−θ y ∈ H
1
2 (∂Ω) and A (t)
−θ
: L2 (∂Ω) →
H
1
2 (∂Ω) is a continuous operator. In particular,
(
A (t)
∗)−θ
: L2 (∂Ω)→ H
1
2 (∂Ω) is continuous.
Proof. First, note that
(
H−
1
2 (∂Ω) ,D (A (t))
)
1
2 ,∞
⊂ D (A (t)σ), [21, Proposition 1.1.4 and 4.1.7],
for all 0 < σ < 12 , where the real interpolation space
(
H−
1
2 (∂Ω) ,D (A (t))
)
1
2 ,∞
is equal to
{
y ∈ H−
1
2 (∂Ω) ; supρ∈[0,∞[
∥∥∥ρ 12A (t) (ρ+A (t))−1 y∥∥∥
H
−
1
2 (∂Ω)
<∞
}
by [20, Propositions 2.2.2 and 2.2.6]. We divide the proof into steps.
First step: If (A (t)− λ) y = f , for y ∈ H
1
2 (∂Ω), f ∈ L2 (∂Ω) and Re (λ) < 0, then
‖y‖
H
1
2 (∂Ω)
≤ C |λ|−
1
2 ‖f‖L2(∂Ω) .
In order to prove it, let ut = E(y)− B
−1
t,D (P (t, x,D)E(y)). Since y = γ0(ut), we have
‖y‖2
H
1
2 (∂Ω)
(1)
≤ C ‖ut‖
2
H1(Ω)
(2)
≤ C Re (ut, ut)
(3)
≤ C ‖f‖L2(∂Ω) ‖γ0 (ut)‖L2(∂Ω)
(4)
≤ C |λ|−1 ‖f‖2L2(∂Ω) .
We have used the continuity of the trace in (1), Equation (2.2) in (2), Equation (2.14) in (3) and
Proposition 16 in (4). The constants C > 0 can change from one inequality to another.
Second step: If 0 < σ < 12 , then L
2 (∂Ω) ⊂ D (A (t)σ) and the inclusion is continuous.
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Let y ∈ L2 (∂Ω). Then
ρ
1
2
∥∥∥A (t) (ρ+A (t))−1 y∥∥∥
H
−
1
2 (∂Ω)
≤ ‖A (t)‖
B
(
H
1
2 (∂Ω),H−
1
2 (∂Ω)
) ρ 12
∥∥∥(ρ+A (t))−1 y∥∥∥
H
1
2 (∂Ω)
≤ C ‖A (t)‖
B
(
H
1
2 (∂Ω),H−
1
2 (∂Ω)
) ‖y‖L2(∂Ω) .
This implies that y ∈
(
H−
1
2 (∂Ω) ,D (A (t))
)
1
2 ,∞
⊂ D (A (t)σ) and that the inclusions are continu-
ous. Hence ‖A (t)σ y‖
H
−
1
2 (∂Ω)
≤ C ‖y‖L2(∂Ω), where the constant C does not depend on t, due to
the uniform boundedness of A(t) and its resolvent (ρ+ A(t))
−1
, for ρ > 0.
Third step: If θ ∈
]
1
2 , 1
]
, then A (t)
−θ
: L2 (∂Ω)→ H
1
2 (∂Ω) continuously.
Let y ∈ H−
1
2 (∂Ω) and x ∈ H
1
2 (∂Ω). Then∣∣∣∣〈y,A (t)−θ x〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
∣∣∣∣ =
∣∣∣∣〈y,A (t)−1A (t)1−θ x〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
∣∣∣∣
=
∣∣∣∣〈A (t)1−θ x,(A (t)−1)∗ y〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
∣∣∣∣ ≤ ∥∥∥A (t)1−θ x∥∥∥
H
−
1
2 (∂Ω)
∥∥∥(A (t)−1)∗ y∥∥∥
H
1
2 (∂Ω)
≤ C ‖y‖
H
−
1
2 (∂Ω)
‖x‖L2(∂Ω) .
Hence
∥∥∥A (t)−θ x∥∥∥
H
1
2 (∂Ω)
≤ C ‖x‖L2(∂Ω), where C is again a constant that does not depend on t.
As H
1
2 (∂Ω) is dense in L2 (∂Ω), we obtain the result.
Finally, we see that
(
A (t)
∗)−θ
: L2 (∂Ω)→ H
1
2 (∂Ω) is also a continuous operator, as A (t)
∗
is the
operator associated to the sesquilinear form a∗t : H
1 (Ω)×H1 (Ω)→ C defined as a∗t (u, v) = at (v, u),
which has the same properties of at. 
We now proceed to prove Theorem 18.
Proof. (of the Theorem 18)
We have to check all conditions of Definition 13. The Item 1) follows from Proposition 16. It
remains to prove Item 2).
For all x, y ∈ H
1
2 (∂Ω), we have
∣∣∣∣(A (t)|νL2(∂Ω) (A (t)|−1L2(∂Ω) − A (s)|−1L2(∂Ω)) x, y)
L2(∂Ω)
∣∣∣∣
=
∣∣∣∣〈A (t)ν (A (t)−1 −A (s)−1)x, y〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
∣∣∣∣
=
∣∣∣∣〈A (t)ν−1A (t)(A (t)−1 −A (s)−1) x, y〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
∣∣∣∣
(1)
=
∣∣∣∣〈A (t)(A (t)−1 −A (s)−1)x, (A (t)∗)ν−1 y〉
H
−
1
2 (∂Ω)×H
1
2 (∂Ω)
∣∣∣∣
(2)
≤ C
∥∥∥(A (s)−1 −A (t)−1)x∥∥∥
H
1
2 (∂Ω)
∥∥∥(A (t)∗)ν−1 y∥∥∥
H
1
2 (∂Ω)
(3)
≤ C |t− s|α ‖x‖
H
−
1
2 (∂Ω)
∥∥∥(A (t)∗)ν−1 y∥∥∥
H
1
2 (∂Ω)
(4)
≤ C |t− s|α ‖x‖L2(∂Ω) ‖y‖L2(∂Ω) .
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We have used Lemma 19 in (1), Proposition 6 in (2). In (3), we use that A (t)
−1
= γ0 ◦ B
−1
t,N ◦ k
as proved in Proposition 6 and that B−1t,N is Hölder continuous as proved in Theorem 11. Finally,
in (4), we have used Lemma 20.

3. Applications
3.1. Non-autonomous elliptic equations with dynamic boundary conditions. In this sec-
tion, we first consider the following problem:
(3.1)


P (t, x,D) u (t, x) = 0, (t, x) ∈ ]t0,∞[× Ω
∂u
∂t
(t, x) = −C (t, x,D)u (t, x) + f (t, x) , (t, x) ∈ ]t0,∞[× ∂Ω
u (t0, x) = u0 (x) , x ∈ ∂Ω,
where Ω ⊂ Rn is a bounded Lipschitz domain, P (t, x,D) and C (t, x,D) are the operators defined
in (1.2) and (1.3) with coefficients that satisfy the conditions of Assumption 1 for the H−
1
2 (Ω)
problem and Assumption 2 for the L2(Ω) problem.
Theorem 21. Suppose that the Assumption 1 holds, that is, α ∈]0, 1], and let u0 ∈ H−
1
2 (∂Ω) and
f ∈ Cαu
(
[t0,∞[ , H−
1
2 (∂Ω)
)
. Then, there is a unique function u ∈ C
(
[t0,∞[ , H1 (Ω)
)
such that:
1) γ0 (u) ∈ C1
(
]t0,∞[ , H−
1
2 (∂Ω)
)
∩ C
(
[t0,∞[ , H−
1
2 (∂Ω)
)
∩ C
(
]t0,∞[ , H
1
2 (∂Ω)
)
.
2)
(3.2)


P (t, x,D)u (t) = 0, ∀t ∈ [t0,∞[
dγ0(u)
dt
(t) = −C (t, x,D)u (t) + f (t) , t ∈ ]t0,∞[
γ0(u) (t0) = u0
.
Moreover, if limt→∞ f (t) = f∞ in H
− 12 (∂Ω), then limt→∞ u (t) = u∞ in H
1 (Ω), where u∞ is
the unique solution of
(3.3)
{
P (∞, x,D)u∞ = 0
C (∞, x,D)u∞ = f∞
.
If the Assumption 2 holds, that is, α ∈] 12 , 1], and if u0 ∈ L
2 (∂Ω) and f ∈ Cαu
(
[t0,∞[ , L2 (∂Ω)
)
,
then there is a unique u ∈ C
(
[t0,∞[ , H1 (Ω)
)
such that its trace γ0 (u) ∈ C1
(
]t0,∞[ , L2 (∂Ω)
)
∩
C
(
[t0,∞[ , L2 (∂Ω)
)
∩ C
(
]t0,∞[ , H
1
2 (∂Ω)
)
and (3.2) holds. In particular, C (t, x,D)u (t) exists
in the L2(∂Ω)-weak sense.
Moreover, if limt→∞ f (t) = f∞ in L
2 (∂Ω), then limt→∞ u (t) = u∞ in H
1 (Ω), where u∞ is the
unique solution of (3.3).
Proof. Suppose that u ∈ C
(
[t0,∞[ , H1 (Ω)
)
satisfies the conditions of item 1 and 2 of the theorem.
As P (t, x,D)u (t) = 0, the expression C (t, x,D)u (t) is equivalent to A (t) (γ0(u)(t)), where A (t)
is the Dirichlet-to-Neumann operator. Hence γ0(u) must be the solution of the Equation (1.4) and
it is uniquely determined by u0 and f . By Proposition 4, we conclude that
(3.4) u (t) = E (γ0 (u) (t))− B
−1
t,D (P (t, x,D) E (γ0 (u) (t))) .
Thus u is also uniquely determined by u0 and f . On the other hand, if we use (3.4) as the definition
of u (t), where γ0 (u) is the solution of Equation (1.4), then u satisfies properties 1 and 2 stated in
the theorem. This proves existence.
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If limt→∞ f (t) = f∞ in H
− 12 (∂Ω), then, by Corollary 12, limt→∞ γ0 (u) (t) = γ0 (u) (∞) in
H
1
2 (∂Ω), where A (∞) (γ0 (u) (∞)) = f∞. Hence limt→∞ u (t) = u∞ in H1 (Ω), where
u∞ = E (γ0 (u) (∞))− B
−1
t,D (P (t, x,D) E (γ0 (u) (∞)))
and, therefore, it is the unique solution of Equation (3.3). The results for L2 (∂Ω) case follow from
similar arguments and Theorem 17. 
3.2. Dynamical boundary conditions on non-cylindrical domains. .
Finally, we consider the Laplace equation with dynamic boundary conditions on a non-cylindrical
domain as described in the Introduction:
(3.5)


(λ+∆) u (t, x) = 0, (t, x) ∈ D, t > t0
∂u
∂t
(t, x) = −
∂u
∂n
(t, x) + f (t, x) , (t, x) ∈ S, t > t0
u (t0, x) = u0 (x) , x ∈ ∂Ωt0 ,
where λ < 0 and t0 ≥ 0.
In order to define the set D, we consider a bounded domain Ω ⊂ Rn with C2-regular boundary
∂Ω and a map
(3.6) h ∈ Cαu
(
[0,∞[ ,Diff2 (Ω)
)
∩ C1,αu
(
[0,∞[ , C
(
Ω,Rn
))
where Diff2 (Ω) is an open set of C2
(
Ω,Rn
)
, defined as
Diff2 (Ω) :=
{
g ∈ C2
(
Ω,Rn
)
; g is injective and det
(
∂gi
∂xj
(y)
)
6= 0, ∀y ∈ Ω
}
.
The set D ⊂ Rn+1 is defined as the image of the function H : [0,∞[× Ω → [0,∞[× Rn, given by
H (t, y) = (t, h (t, y)) . According to (3.6), D is an open set of Rn+1 since H is a diffeomorphism
onto its image. We notice that h defines a family of diffeomorphisms {ht : Ω→ Ωt}t≥0 given as
ht(y) = h(t, y) and that
Ωt = {(t, ht (y)) ; y ∈ Ω} , ∂Ωt = {(t, ht (y)) ; y ∈ ∂Ω} , for t ≥ 0,
and S = h (]0,∞[× ∂Ω).
Assumption 3. The function h satisfies:
i) limt→∞ h (t, .) = I in C
2
(
Ω,Rn
)
where I : Ω→ Ω is the identity.
ii) There is a function c ∈ Cαu ([0,∞[), where α ∈
]
1
2 , 1
]
such that ∂h
∂t
(t, y) = c (t)n (t, h (t, y)),
for all y ∈ ∂Ω, where n (t, h (t, y)) is the outward normal vector to Ωt at the point h (t, y) ∈ ∂Ωt.
The item i) gives a precise meaning to the convergence of the sets Ωt to Ω as t→∞. Intuitively
it also says that Ωt are temporal perturbations of the set Ω. The Hölder continuity of h and
dh
dt
assumed in (3.6) implies that the perturbations and its rate of variation do not change rapidly. The
second item of Assumption 3 says that we allow only small perturbations of the domain along the
normal vector.
Example 22. Let Ω be a bounded domain with C3-regular boundary. Let ν : ∂Ω → Rn be
the outward normal vector field and BNr (y) := {y + tν (y) , |t| ≤ r}, for y ∈ ∂Ω. By the collar
neighborhood theorem, there is an r > 0 such that U := ∪y∈∂ΩBNr (y) is an open set and B
N
r (w)∩
BNr (y) = ∅, if w 6= y, w, y ∈ ∂Ω. Moreover there is a unique function π : U → ∂Ω of class C
2 such
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that π (z) = y, when z ∈ BNr (y). Let χ ∈ C
∞
c (U) be equal to 1 in a neighborhood of ∂Ω. Now
take f ∈ C2 ([0,∞[) and define h : [0,∞[× Ω→ Rn as
h (t, y) = y + f (t)χ (y) ν (π (y)) .
If ‖f‖L∞([0,∞[) is small, it is clear that the above formula defines a C
2 diffeomorphism, for all
t ∈ [0,∞[. Moreover, take y ∈ ∂Ω and let φ : B1 (0) =
{
w ∈ Rn−1; ‖w‖ < 1
}
⊂ Rn−1 → ∂Ω
be an embedding of class C3 such that φ (0) = y. Hence x ∈ B1 (0) 7→ h (t, φ (x)) ∈ ∂Ωt is an
embedding of class C2. The tangent space Th(t,y)∂Ωt consists of the linear span of the vectors
∂
∂xj
h (t, φ (x))
∣∣∣
x=0
, j = 1, ..., n− 1. Denoting by 〈a, b〉
Rn
the usual scalar product of vectors a and
b in Rn, we have
〈
∂
∂xj
(h (t, φ (x))) , ν (φ (x))
〉
Rn
=
〈
∂φ
∂xj
(x) , ν (φ (x))
〉
Rn
+ f (t)
〈
∂
∂xj
ν (φ (x)) , ν (φ (x))
〉
Rn
=
〈
∂φ
∂xj
(x) , ν (φ (x))
〉
Rn
+ f (t)
1
2
∂
∂xj
〈ν (φ (x)) , ν (φ (x))〉
Rn
= 0.
Hence ν (y) = ν (φ (0)) is the normal vector at h (t, y), that is, n (t, h (t, y)) = ν (y). In particular,
∂h
∂t
(t, y) = df
dt
(t)n (t, h (t, y)), when y ∈ ∂Ω. Hence, all items of Assumption 3 hold if ‖f‖L∞ is
sufficiently small, if the first and second derivatives of f are bounded and if limt→∞ f (t) = 0. In
particular, we can take f behaving as t−β sin tα, for t large enough, and positive constants α and β
satisfying 2(α− 1) < β. Consequently, our assumptions also allow a kind of oscillatory behavior to
the boundary S of the non-cylindrical domain D at infinite time.
Remark 23. Assumption 3 implies the following convergences, for all i, j, k ∈ {1, ..., n}:
lim
t→∞
∥∥∥∥∂hi∂yj (t, .)− δij
∥∥∥∥
L∞(Ω)
= lim
t→∞
∥∥∥∥ ∂hi∂yj∂yk (t, .)
∥∥∥∥
L∞(Ω)
= lim
t→∞
∥∥∥∥∂h∂t (t, .)
∥∥∥∥
L∞(Ω)n
= 0.
The first two limits follow directly from to item i) of Assumption 3. For the third one, we consider
(t, y) such that ∂hi
∂t
(t, y) > 0, for some i ∈ {1, ..., n}, and k :=
(
1
2C
∂hi
∂t
(t, y)
) 1
α , where C > 0 is the
constant of Hölder continuity expressed in (3.6). Then∥∥∥∥∂hi∂t (t+ θk, .)− ∂hi∂t (t, .)
∥∥∥∥
L∞(Ω)
≤ C (θk)α ≤
1
2
∂hi
∂t
(t, y) .
Therefore, for all θ ∈ [0, 1], we have ∂hi
∂t
(t+ θk, y) ≥ 12
∂hi
∂t
(t, y). We then conclude that
1
2
(
1
2C
) 1
α
∣∣∣∣∂hi∂t (t, y)
∣∣∣∣
1+α
α
≤ k
∣∣∣∣
∫ 1
0
∂hi
∂t
(t+ θk, y) dθ
∣∣∣∣ ≤ |hi (t+ k, y)− hi (t, y)| .
The above estimate holds also if ∂hi
∂t
(t, y) < 0 by same arguments. As limt→∞ ‖h (t, .)− I‖L∞(Ω)n =
0, we conclude that limt→∞ ‖hi (t+ k, .)− hi (t, .)‖L∞(Ω) = 0 and that
∥∥∂h
∂t
(t, .)
∥∥
L∞(Ω)n
converges
to zero. In particular, limt→∞ c (t) = 0.
In order to understand the Problem (3.5), let us consider a function u : {(t, x) ∈ D; t > t0} →
C that can be extended to a continuous function in
{
(t, x) ∈ D; t ≥ t0
}
and such that ∂u
∂t
, ∂u
∂xj
and ∂
2u
∂xi∂xj
exist and are continuous up to
{
(t, x) ∈ D; t > t0
}
, for all i, j. Suppose that u is a
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classical solution of the Problem (3.5). It is worth to mention that, in a point (t, x) ∈ ]t0,∞[ × S,
∂u
∂t
(t, x) must be interpreted as the continuous extension of ∂u
∂t
to this point. In fact, the limit
limh→0
u(t+h,x)−u(t,x)
h
does not always make sense, as it is not even clear that (t+ h, x) ∈ D for
some h 6= 0, when (t, x) ∈ S.
For such a function, we can make a change of variables as in [17, Chapter 2]. We define
v (t, y) := u (t, h (t, y)), and consider the matrix
(
∂h
∂y
)
, whose entries are
(
∂h
∂y
)
kj
(t, y) := ∂hk
∂yj
(t, y),
and
(
∂h
∂y
)−1
is the inverse of this matrix. Moreover we denote by ν (y) the normal vector at y ∈ ∂Ω
and by n (t, x) the normal vector at x ∈ ∂Ωt. We then have
(3.7)
i) ∂u
∂xj
(t, h (t, y)) =
∑n
k=1
(
∂h
∂y
)−1
kj
(t, y) ∂v
∂yk
(t, y) .
ii)∂u
∂t
(t, h (t, y)) = ∂v
∂t
(t, y)−
∑n
l=1
(∑n
k=1
(
∂h
∂y
)−1
lk
(t, y) ∂hk
∂t
(t, y)
)
∂v
∂yl
(t, y) .
iii) ∂u
∂n
(t, h (t, y)) =
∑n
k=1
(∑n
j=1
(
∂h
∂y
)−1
kj
(t, y)nj (t, h (t, y))
)
∂v
∂yk
(t, y) .
iv) νj (y) =
∑n
k=1( ∂h∂y )kj(t,y)nk(t,h(t,y))√∑
n
j=1
(∑
n
k=1( ∂h∂y )kj(t,y)nk(t,h(t,y))
)2 .
Using item ii) of Assumption 3, we conclude that the Equation (3.5) is formally equivalent to
the following non-autonomous elliptic equation with dynamic boundary conditions:
(3.8)
0 = λv +
∑n
j=1
∑n
k=1
∑n
l=1
(
∂h
∂y
)−1
lj
(t, y) ∂
∂yl
((
∂h
∂y
)−1
kj
(t, y) ∂v
∂yk
(t, y)
)
, ]t0,∞[× Ω
∂v
∂t
(t, y) =
∑n
l=1
(∑n
k=1
(
∂h
∂y
)−1
lk
(t, y) (c (t)− 1)nk (t, h (t, y))
)
∂v
∂yl
(t, y)
+f (t, h (t, y)) , ]t0,∞[× ∂Ω
v (t0, y) = u0 (h (t0, y)) , y ∈ ∂Ω.
The above equation can be studied using suitable forms. To define them, we fix a C1 extension of
ν : ∂Ω→ Rn to Ω and call it, with a slight abuse of notation, by the same letter ν : Ω→ Rn. The
normal vector n can also be extended by the expression below:
(3.9) nj (t, h (t, y)) =
∑n
k=1
(
∂h
∂y
)−1
kj
(t, y) νk (y)√∑n
j=1
(∑n
k=1
(
∂h
∂y
)−1
kj
(t, y) νk (y)
)2 .
Again we have used the same letter to denote its extension, n = (n1, ..., nn) : D → Rn.
Let U ⊂ Rn be an open set that contains ∂Ω and such that ν(y) 6= 0 for all y ∈ Ω ∩U . We fix a
function χ ∈ C∞c (U) that satisfies χ|∂Ω ≡ 1 and define N : [0,∞[× Ω→ R as
(3.10) N (t, y) = χ (y)

 n∑
j=1
(
n∑
k=1
(
∂h
∂y
)−1
kj
(t, y) νk (y)
)2
− 12
+ 1− χ (y) .
This function has the following easily verified properties:
• N (t, y) > 0, for all (t, y) ∈ [0,∞[× Ω.
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• t ∈ [0,∞[ 7→ (x ∈ Ω 7→ N (t, x)) is a function that belongs to Cαu
(
[0,∞[ , C1
(
Ω
))
.
• limt→∞ ‖N (t, .)− 1‖C1(Ω) = 0.
We finally set the forms
{
at : H
1 (Ω)×H1 (Ω)→ C
}
t∈[t0,∞]
. The definition is obtained by the
multiplication of Equation (3.8) by N (t, y)(c(t) − 1) and integration by parts. We set
(3.11)
at (v, w) =
∫
Ω
[∑n
j=1
∑n
k=1
∑n
l=1
((
∂h
∂y
)−1
kj
(t, y) ∂v
∂yk
(y)
)
× ∂
∂yl
((
∂h
∂y
)−1
lj
(t, y) (1− c (t))N (t, y)w (y)
)
− λv (y) (1− c (t))N (t, y)w (y)
]
dy
a∞ (v, w) =
∫
Ω
(
∇v (y) .∇w (y)− λv (y)w (y)
)
dy.
Items i) and ii) of Assumption 3 and Remark 23 imply that the above forms satisfy the conditions
of Assumption 2 for all t ≥ t0, if t0 > 0 is big enough. In particular, we can assume c (t) < 1 taking
t0 sufficiently large.
The conormal derivative associated to the form a∞ of Equation (3.11) is the normal derivative
∂
∂ν
. For t0 < t <∞, we first note that Equations (3.9) and (3.10) imply at y ∈ ∂Ω, that√√√√ n∑
j=1
(
n∑
k=1
(
∂h
∂y
)
kj
(t, y)nk (t, h (t, y))
)2
=

 n∑
j=1
(
n∑
k=1
(
∂h
∂y
)−1
kj
(t, y) νk (y)
)2
− 12
= N (t, y) .
Comparing the forms (3.11) and (2.1), we see that, in this case, the coefficients cj are equal to
zero and
akl =
n∑
j=1
((
∂h
∂y
)−1
kj
(t, y) (y)
)((
∂h
∂y
)−1
lj
(t, y) (1− c (t))N (t, y)
)
.
Using (3.10) and (3.7). iv), we see that the conormal derivative is equal to
(3.12)
C˜(t, y,D)v
=
∑n
j=1
∑n
k=1
∑n
l=1
((
∂h
∂y
)−1
kj
(t, y) ∂v
∂yk
(y)
)((
∂h
∂y
)−1
lj
(t, y)N (t, y) (1− c (t)) νl (y)
)
=
∑n
j=1
∑n
k=1
(
∂h
∂y
)−1
kj
(t, y) (1− c (t))nj (t, h (t, y))
∂v
∂yk
(y) , y ∈ ∂Ω.
We conclude that the Dirichlet-to-Neumann operator associated with the forms (3.11) are the
operators that take g ∈ H
1
2 (∂Ω) to the H−
1
2 (∂Ω)-weak conormal derivative C˜ (t, x,D)ut, defined
in (3.12), where ut ∈ H1 (Ω) is the unique solution of the Dirichlet problem:
(3.13)
P˜ (t, y,D)ut = λut (y) +
n∑
j=1
n∑
k=1
n∑
l=1
(
∂h
∂y
)−1
lj
(t, y)
∂
∂yl
((
∂h
∂y
)−1
kj
(t, y)
∂ut
∂yk
(y)
)
= 0, γ0(ut) = g.
The above discussion together with Theorem 21 implies:
Theorem 24. Let u0 ∈ L
2 (∂Ωt0) and f : S → C be such that the map defined by t ∈ [t0,∞[ 7→
(y ∈ ∂Ω 7→ f (t, h (t, y))) belongs to Cαu
(
[t0,∞[ , L2 (∂Ω)
)
, where, as always in this section, α ∈]
1
2 , 1
]
. Then, there exists a unique function u : D → C such that the function v defined by v(t, y) =
u(t, h(t, y)) belongs to C
(
[t0,∞[ , H1 (Ω)
)
and satisfies:
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1) γ0 (v) ∈ C1
(
]t0,∞[ , L2 (∂Ω)
)
∩ C
(
[t0,∞[ , L2 (∂Ω)
)
∩ C
(
]t0,∞[ , H
1
2 (∂Ω)
)
,
2)
P˜ (t, y,D) v (t) = 0
d
dt
γ0(v) (t) = −C˜ (t, y,D) v (t) + f˜ (t) , t ∈ ]t0,∞[
γ0 (v) (t0) = v0
with f˜ (t, y) = f (t, h (t, y)) and v0 (y) = u0 (h (t0, y)).
Moreover, if limt→∞ f˜ (t) = f∞ in L
2 (∂Ω), then limt→∞ v (t) = u∞ in H
1 (Ω), where u∞ is the
unique solution of 

(λ+∆) u∞ (x) = 0, x ∈ Ω
∂u∞
∂n
(x) = f∞ (x) , x ∈ ∂Ω
.
It is clear, by our discussion, that P˜ (t, y,D) v (t) = 0 is equivalent to (λ+∆)u (t) = 0, and
d
dt
γ0(v) (t) = −C˜ (t, y,D) v (t) + f˜ (t)
is formally equivalent to the dynamic boundary conditions of (3.5), after change of variables.
References
[1] J. Abreu and E. Capelato, Dirichlet-to-Neumann semigroup with respect to a general second order eigenvalue
problem, arXiv preprint arXiv:1606.03961 (2016).
[2] Herbert Amann, Linear and quasilinear parabolic problems. Vol. I, Monographs in Mathematics, vol. 89,
Birkhäuser Boston, Inc., Boston, MA, 1995. Abstract linear theory. MR1345385
[3] W. Arendt et al., Form methods for evolution equations, and applications, Lecture Notes of the 18th Internet
Seminar on Evolution Equations. https://www.mat.tuhh.de/veranstaltungen/isem18/pdf/LectureNotes.pdf.
[4] W. Arendt and A. F. M. ter Elst, Sectorial forms and degenerate differential operators, J. Operator Theory 67
(2012), no. 1, 33–72. MR2881534
[5] , The Dirichlet-to-Neumann operator on rough domains, J. Differential Equations 251 (2011), no. 8,
2100–2124, DOI 10.1016/j.jde.2011.06.017. MR2823661
[6] W. Arendt, A. F. M. ter Elst, J. B. Kennedy, and M. Sauter, The Dirichlet-to-Neumann operator via hidden
compactness, J. Funct. Anal. 266 (2014), no. 3, 1757–1786. MR3146835
[7] J. Behrndt and A. F. M. ter Elst, Dirichlet-to-Neumann maps on bounded Lipschitz domains, J. Differential
Equations 259 (2015), no. 11, 5903–5926, DOI 10.1016/j.jde.2015.07.012. MR3397313
[8] S. Bonaccorsi and G. Guatteri, A variational approach to evolution problems with variable domains, J. Differ-
ential Equations 175 (2001), 51–70, DOI 10.1006/jdeq.2000.3959.
[9] Juan Calvo, Matteo Novaga, and Giandomenico Orlandi, Parabolic equations in time-dependent domains, J.
Evol. Equ. 17 (2017), no. 2, 781–804, DOI 10.1007/s00028-016-0336-4. MR3665229
[10] A. F. M. ter Elst and E. M. Ouhabaz, Convergence of the Dirichlet-to-Neumann operator on varying domains,
Operator semigroups meet complex analysis, harmonic analysis and mathematical physics, Oper. Theory Adv.
Appl., vol. 250, Birkhäuser/Springer, Cham, 2015, pp. 147–154. MR3468214
[11] Joachim Escher, Nonlinear elliptic systems with dynamic boundary conditions, Math. Z. 210 (1992), no. 3,
413–439, DOI 10.1007/BF02571805. MR1171181
[12] , The Dirichlet-Neumann operator on continuous functions, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4)
21 (1994), no. 2, 235–266. MR1288366
[13] J. Escher and J. Seiler, Bounded H∞-calculus for pseudodifferential operators and applications to the Dirichlet-
Neumann operator, Trans. Amer. Math. Soc. 360 (2008), no. 8, 3945–3973, DOI 10.1090/S0002-9947-08-04589-3.
MR2395160
[14] Avner Friedman, Asymptotic behavior of solutions of parabolic equations of any order, Acta Math. 106 (1961),
1–43, DOI 10.1007/BF02545812. MR0136869
[15] Avner Friedman and Marvin Shinbrot, The initial value problem for the linearized equations of water waves, J.
Math. Mech. 17 (1967), 107–180. MR0214932
DYNAMICAL BOUNDARY CONDITIONS IN NON-CYLINDRICAL DOMAINS 22
[16] Pierre Grisvard, Elliptic problems in nonsmooth domains, Classics in Applied Mathematics, vol. 69, Society for
Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2011. Reprint of the 1985 original [ MR0775683];
With a foreword by Susanne C. Brenner. MR3396210
[17] Dan Henry, Perturbation of the boundary in boundary-value problems of partial differential equations, London
Mathematical Society Lecture Note Series, vol. 318, Cambridge University Press, Cambridge, 2005. With editorial
assistance from Jack Hale and Antônio Luiz Pereira. MR2160744
[18] Thomas Hintermann, Evolution equations with dynamic boundary conditions, Proc. Roy. Soc. Edinburgh Sect.
A 113 (1989), no. 1-2, 43–60, DOI 10.1017/S0308210500023945. MR1025453
[19] J.-L. Lions, Quelques méthodes de résolution des problèmes aux limites non linéaires, Dunod; Gauthier-Villars,
Paris, 1969 (French). MR0259693
[20] Alessandra Lunardi, Analytic semigroups and optimal regularity in parabolic problems, Modern Birkhäuser Clas-
sics, Birkhäuser/Springer Basel AG, Basel, 1995. [2013 reprint of the 1995 original] [MR1329547]. MR3012216
[21] , Interpolation theory, 2nd ed., Appunti. Scuola Normale Superiore di Pisa (Nuova Serie). [Lecture Notes.
Scuola Normale Superiore di Pisa (New Series)], Edizioni della Normale, Pisa, 2009. MR2523200
[22] To Fu Ma, Pedro Marín-Rubio, and Christian Manuel Surco Chuño, Dynamics of wave equations with moving
boundary, J. Differential Equations 262 (2017), no. 5, 3317–3342, DOI 10.1016/j.jde.2016.11.030. MR3584894
[23] A. Pazy, Semigroups of linear operators and applications to partial differential equations, Applied Mathematical
Sciences, vol. 44, Springer-Verlag, New York, 1983. MR710486
[24] E. M. Ouhabaz, A "milder" version of Calderón’s inverse problem for anisotropic conductivities and partial
data., arXiv preprint arXiv:1501.07364 (2015).
[25] P. E. Sobolevski˘ı, Equations of parabolic type in a Banach space, Trudy Moskov. Mat. Obšč. 10 (1961), 297–350
(Russian). MR0141900
[26] Hiroki Tanabe, Equations of evolution, Monographs and Studies in Mathematics, vol. 6, Pitman (Advanced
Publishing Program), Boston, Mass.-London, 1979. Translated from the Japanese by N. Mugibayashi and H.
Haneda. MR533824
[27] Juan Luis Vázquez and Enzo Vitillaro, On the Laplace equation with dynamical boundary conditions of reactive-
diffusive type, J. Math. Anal. Appl. 354 (2009), no. 2, 674–688, DOI 10.1016/j.jmaa.2009.01.023. MR2515249
[28] Atsushi Yagi, Abstract parabolic evolution equations and their applications, Springer Monographs in Mathemat-
ics, Springer-Verlag, Berlin, 2010. MR2573296
[29] , Fractional powers of operators and evolution equations of parabolic type, Proc. Japan Acad. Ser. A
Math. Sci. 64 (1988), no. 7, 227–230. MR974079
Instituto de Matemática e Estatística, Universidade de São Paulo, Rua do Matão 1010, 05508-090,
São Paulo, SP, Brazil
E-mail address: pplopes@ime.usp.br
Instituto de Matemática e Estatística, Universidade de São Paulo, Rua do Matão 1010, 05508-090,
São Paulo, SP, Brazil
E-mail address: marcone@ime.usp.br
