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Abstract
Data-driven exploration of the chemical space has become an increasingly important aspect
of computational chemistry over the last decade. In particular, there has been a concerted
effort with regard to catalyst design. Species capable of performing catalytic conversions
of otherwise impractical reactions are necessary for most chemical processes. Even the
dissociation of small molecules such as N2, O2, and CH4 require energy intensive methods for
conversion and functionalization. However, conventional experimental and computational
methods of searching for novel catalytic species can often prove to be costly and time-
consuming. Using state-of-the-art featurization methods developed by the chemistry
community as well as those generated by computational chemistry can help to develop
machine learning models capable of accurately predicting indicators of catalytic viability
as well as elucidating trends that are not otherwise evident to the observer. This process
can accelerate the search for novel catalytic materials. Herein, a full story is shown from
the perspective of studying small molecule activation with conventional quantum mechanical
methods in order to understand the direct structure-function relationships of materials. This
information is extrapolated into a proof-of-concept preliminary study of a data set of 65
iron(IV)-oxo species in which a subset have had machine learned predictions. From this
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1.1 Quantum Mechanical Investigations of Small Molecule
Activation
The activation of small molecular systems such as dinitrogen, dioxygen and methane plays
an important role in biological and industrial systems. For instance, N2 is fixed by bacteria
in soil in order to provide ammonia and nitrates as nutrients for plant-life. In an effort to
mimic this reactivity, theorists and experimentalists alike have worked toward developing
catalytic systems for activating and functionalizing N2.
5,6 However, industry and academia
have often found difficulty in properly imitating the reactivity that nature manages to
perform at ambient conditions. The current industrial method for functionalizing dinitrogen
to ammonia is known as the Haber-Bosch process, which is performed at high pressure and
temperature environments, effectively using approximately 1 percent of the world’s primary
energy supply.7 However, this is just one example of the ongoing need for effective catalysts
to perform small molecule activation. Activation of dihydrogen, dioxygen, carbon dioxide,
nitrous oxide, and methane are also extensively researched in order to find novel forms of
catalytic conversion that are atomic and financially economical.
Experimental investigation of novel catalysts and their viability can often prove to
be expensive with regards to both time and materials. The workflow typically involves
design and synthesis of novel ligand structures requiring benchmarking and extensive testing.
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Computational chemistry can help aid the discovery of these materials in a number of ways.
Theory allows for the calculation of reaction pathways to determine quantitative kinetic
and thermodynamic barriers along a reaction coordinate. Through this computational
methodology, theorists can corroborate experimental findings or determine the effects of
new ligand environments without the need for extensive experimental elucidation. While an
exhaustive search on examples of this subject is infeasible due to the wealth of literature, a
few recent examples are provided here in References 8-13.8–13 For a comprehensive review of
3d transition metal catalysis studied with computational methods, please refer to the review
by Vogiatzis et al..14
Typical reaction studies regarding homogeneous catalysis involves the calculation of
thermodynamic quantities across the reaction coordinate. This includes the energies of
all reactants, product, intermediates and transition states. Given the relatively complex
electronic structure of transition metal complexes, the aforementioned complexes must also
be benchmarked across several spin states to ensure proper energetics are obtained. Further
calculations are necessary in order to elucidate each structure’s position on its respective
energy potential surface (PES). Reactants, products and intermediates should be converged
to local minima on the PES, corresponding to zero imaginary frequencies upon a frequency
analysis of the structure. Meanwhile, transition state species must be on what is known as
a saddle-point on the PES where there exists a single imaginary frequency corresponding
to the respective reaction coordinate being studied. This is the frequency associated
with the desired bond breaking/formation to transition from reactant to intermediate or
product. Calculations regarding reaction mechanisms are nontrivial, especially with regard
to transition states as certain reaction pathways can take months to elucidate. Once again,
the reader is referred to the review by Vogiatzis et al. on computational investigations 3d
transition metal complexes which discusses this concept in more detail with regards to expert
bias and nature of such calculations in the literature.14
1.1.1 Methane Activation and Conversion to Methanol
With an increasing global population and rapid urbanization, the global consumption of
energy has increased exponentially over the last few decades. Methane is the main component
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of natural gas and is distributed across the world as a form of clean fossil energy.15,16 Figure
1.1 from the review of Sun et al.3 shows the common processes employed with methane. It
is evident that methane acts as a useful resource as both a form of energy and as a chemical
feedstock for further functionalization. However, transportation of methane across long
distances in its gaseous form through pipeline systems is not entirely practical. Typically,
methane is transported as a liquefied natural gas (LNG) at temperatures less than 111 K.
Container fragmentation and leakage of LNGs can occur which releases the methane which
proves particularly harmful due to its capacity as a greenhouse gas.3,17 Therefore the storage
and transportation of methane could be greatly aided if it were converted to a liquid product
such as methanol for simpler transportation.
The difficulty with methane conversion to methanol lies with it strong C-H bond energy of
438.8 kJ mol-1 which requires intensive temperature and pressure conditions and aggressive
reactant complexes;18–20 in addition, methanol is more reactive (with a bond dissociation
energy of 0.8 eV).21 In recent history, there has been a concerted effort to developing
catalysts capable of performing methane-to-methanol conversion in ambient conditions
to bypass the first limitation.22 There have been many computational studies regarding
the catalysis and functionalization of methane in both homogeneous, heterogeneous, and
enzymatic environments.11,23–42 The range of catalytic substrates range from mono- and
di-nuclear homogeneous catalysts to metal-organic frameworks and zeolites with transition
metal active sites.
Several of these materials employ iron(IV)-oxo active sites as biomimetic alternatives to
the high-spin iron(IV)-oxo intermediates found in both heme and non-heme enzymes which
can perform direct oxidation of methane to methanol. Iron(IV)-oxo complexes perform
methane oxidation through an oxygen rebound mechanism which extracts a hydrogen by
breaking the relatively inert C-H bond, forming a methyl radical and an iron hydroxide
species. The methyl radical subsequently binds to the Fe-OH active site to form an alcohol
group on the iron. Finally, the methanol releases from the iron center to allow the cycle to
begin again. Figure 1.2 shows an illustration of this process. A more thorough discussion of
these complexes and previous literature will be provided in Chapters 4 and 5.
3
Figure 1.1: Processes for methane activation and utilization. Reprinted from Ref. 3.
Copyright 2019 John Wiley and Sons.3
4
Figure 1.2: Scheme for an oxygen rebound mechanism for an iron(IV)-oxo active site.
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1.1.2 Investigation of Small Molecule Activation Reported Herein
Herein, we show examples of systems which can activate O2 (Chapter 3) and CH4 (Chapter
4) through the use of quantum mechanical methods. Chapter 3 discusses dioxygen activation
by iron and manganese anionic metalloporphyrins through experimental gas-ion chemistry
with Fourier-Transform-Ion-Cyclotron-Resonance (FT-ICR) to probe reaction kinetics by
the groups of Drs. Gereon Niedner-Schatteburg, Oliver Hampe, and Manfred M. Kappes
and electronic structure theory calculations performed by the groups of Drs. Karin Fink
and Konstantinos D. Vogiatzis.43 Chapter 4 discusses our work on studying the reaction
channels of iron(IV)-oxo model complexes using high-level wavefunction methods such as
multi-reference configuration interaction (MRCI) calculations by the Miliordos group and
multi-reference perturbation theory methods (CASPT2) by the Vogiatzis group.44 and The
computational methodology and background introduction for each project is discussed within
their respective chapters in lieu of an exhaustive discussion of each within this introduction.
1.2 Machine Learning for Structure Prediction
While quantum mechanical exploration of via catalysts can be more time and resource effi-
cient than modern experimental methods, quantum computational-based searches through
the chemical space still take time and precise study. Optimization of transition states
for elucidation of reaction mechanisms and analysis of electronic structure are not trivial
computations. Therefore, chemists have turned toward machine learning for property
prediction. By training a model with quantum chemical calculations, one can make rapid
predictions on previously unstudied materials A number of studies have been performed
using data science methodologies for prediction of chemical properties,45–50 catalysis,51–62
and structure prediction.63–71
The usage of machine learning methods in chemistry for materials prediction accelerates
a process that would be almost intractable with conventional quantum chemical study
by predicting relevant target values based on the geometric and/or electronic structure of
systems. Serving as a successful example, Sigman et al. have shown in a series of manuscripts,
they were capable of determining the efficiency of an array of enantioselective reactions
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using features derived from classical quantitative structure-activity relationships.72–74 Doyle
et al. in collaboration with Merck Research Laboratories were able to predict reaction
performance of C-N cross-coupling reactions using atomic, molecular and vibrational features
extracted from density functional theory (DFT) calculations. The machine learning model
managed to predict experimental yields of the training set with an R2 value of 0.92. More
importantly, analysis of feature importance demonstrated an impressive correlation between
the electrophilic character of their reactive additive with the experimental yield, which was
subsequently verified via experiment. In cases where there are pre-built data sets from
the chemistry community, this allows for an unprecedented level of statistical analysis for
benchmarking methods for machine learning chemistry.
Figure 1.3 from the article by Alexandre Tkatchenko4 displays a schematic for chemical
discovery through machine learning methodologies. In this schematic, a subset of the
chemical compound space (CCS) proceed through high-throughput screening with the
application of quantum chemical calculations to generate a database of relevant quantum
chemical information. The properties stored within the database undergo machine learning
analysis in order to interpolate between compounds and provide predictive modeling and
extract insights that would have been impractical to make through mere observation.
In particular, the search for viable transition metal catalysts has had a surge in recent
history as traditional experimental and theoretical methods often require extensive studies for
the determination of a complex’s catalytic viability. The Kulik group has published several
studies elucidating chemical properties from machine learning methods based on transition
metal complexes in general and for the purposes of catalysis.48,54,75–79 The work of the Kulik
group cited herein discusses not only determination of catalytic viability by machine learning
methods but also the study of transition metal complexes in general and their place in world
of chemical machine learning. This work involves elucidation of featurization methods for
converting the structural information of transition metal complexes into vectorizable input
for machine learning.
Works by Maley et al. and Rollins et al. have also used machine learning for direct
prediction of transition state energy differences and dynamics trajectories, respectively,
for the purpose of catalyst prediction and design, circumventing the need for costlier
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Figure 1.3: Illustration of computational chemical material discovery through machine
learning. Reprinted from Ref. 4. Copyright 2020 Springer Nature4
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traditional theoretical studies.80,81In particular, the work of Maley and co-workers developed
a model for predicting selectivity of 1-octene formation versus 1-hexene in Cr-mediated
olefin oligomerization.80 From this work, they were able to determine the importance of
geometrical and electronic structure-based features and their impact on the selectivity.
Additionally, a recent study by Friederich et al. provides an in-depth analysis of structure
generation, data-driven model benchmarking, machine learning predictions and derivation
of structure-function relationships through the study of functionalized Vaska complexes.82
This study additionally provides a roadmap and guidelines for performing similar studies of
complex catalytic reactions with quantum chemical and machine learning methodologies.
Additionally, the works by Tkatchenko4 and by Funoz-Ardoiz83 provide further insight
into the subjects of chemical design and the study of homogeneous catalysis with machine
learning, respectively.
1.2.1 Dissertation Organization.
Herein, we show examples of systems which can activate O2 (Chapter 3) and CH4 (Chapter
4) through the use of quantum mechanical methods. Chapter 3 discusses dioxygen activation
by iron and manganese anionic metalloporphyrins through experimental gas-ion chemistry
with Fourier-Transform-Ion-Cyclotron-Resonance (FT-ICR) to probe reaction kinetics by
the groups of Drs. Gereon Niedner-Schatteburg, Oliver Hampe, and Manfred M. Kappes
and electronic structure theory calculations performed by the groups of Drs. Karin Fink
and Konstantinos D. Vogiatzis.43 Chapter 4 discusses our work on studying the reaction
channels of iron(IV)-oxo model complexes using high-level wavefunction methods such as
multi-reference configuration interaction (MRCI) calculations by the Miliordos group and
multi-reference perturbation theory methods (CASPT2) by the Vogiatzis group.44 and The
computational methodology and background introduction for each project is discussed within
their respective chapters in lieu of an exhaustive discussion of each within this introduction.
In Chapter 5, data-driven approaches to catalytic design will be discussed with regards
to correlating both geometric and electronic structure of iron(IV)-oxo species to a target
value (in this case, the barrier to C-H activation) which indicates a structure’s viability as a




Molecular Catalysis by 3d Transition
Metals: Challenges and Opportunities
- Metal–Metal Cooperativity
2.1 Disclosure
The following chapter has been taken, with permission, from a journal article
published in Chemical Reviews with mostly minor modifications.14 This review
has been authored by Dr. Konstantinos D. Vogiatzis, Jacob Townsend, and
myself in collaboration with the group of Dr. Evgeny A. Pidko with himself
and his group members Mikhail V. Polynski, Ali Hashemi, and Chong Liu.
This specific chapter was authored by myself with edits from the other authors;
therefore, the remainder of the manuscript was not reprinted herein.
2.2 Abstract
Computational chemistry provides a versatile toolbox for studying mechanistic details of
catalytic reactions and holds promise to deliver practical strategies to enable the rational
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in silico catalyst design. The versatile reactivity and nontrivial electronic structure effects,
common for systems based on 3d transition metals, introduce additional complexity that
may represent a particular challenge to the standard computational strategies. In this
review, we discuss the challenges and capabilities of modern electronic structure methods for
studying the reaction mechanisms promoted by 3d transition metal molecular catalysts. This
particular chapter contains an excerpt from a review on this topic concerning metal-metal
cooperativity with 3d transition metals for catalytic activity, as studied with computational
methods.
2.3 Introduction
Metal-metal cooperativity refers to interaction of multiple metals within a molecular complex
for the enhancement of a specific property. For catalytic applications, this can refer to the
promotion of a reaction step by the presence of multiple metal sites.84 This can be achieved
by two different possible mechanisms. In the first, the metal centers act synergistically,
where two or more metals interact with a reactant for the efficient reduction of a reaction
barrier. The second mechanism involves a catalytically active transition metal supported by
one or more metals. In that case, the supporting centers affect the electronic properties of
the active site and enhance its catalytic behavior. Polynuclear complexes can give access to
reaction intermediates or selectivities that are not available to mononuclear species. These
effects are a result of unique electronic structure (oxidation states or spin states) and ligand
environment.85–90
Many examples of such mechanisms exist in nature, such as the nickel-iron and iron-iron
hydrogenases that oxidize molecular dihydrogen,91 the iron-molybdenum co-factor present
in the nitrogenase enzyme performing nitrogen fixation,92–94 or the manganese metallo-oxo
cluster which performs water oxidation within the photosystem II protein complex.95 These
inorganic active sites contain multiple metals that work in a cooperative effort, such as
providing extra coordination sites for binding substrates or helping to manage electron
counts. In an effort to search for more viable catalysts, science has taken a cue from nature
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Figure 2.1: Molecular structure of [Re2Cl8]
2- and a qualitative molecular orbital diagram.
Adapted from Ref. 77. Copyright 2016 American Chemical Society.
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and has attempted to develop biomimetic compounds to reproduce the efficiency of the
co-factors of these biological enzymes.
Transition metals find such a prominent role in catalysis due to their large reservoir of
electrons and their ability to create complex structures with their d orbitals, creating covalent
bonds with organic ligands. Metals can also form direct and stable metal-to-metal bonds with
one another using their d orbitals.96 With the characterization of the [Re2Cl8]
2- structure
(Figure 2.1), metal-metal interactions became an extensively researched subject in an effort
to elucidate the nature of the Re2 bond.
97,98 In 1965, Cotton proposed a bonding model for
the interaction between the two Re metals, which involved the concept of a δ-type bonding
interaction in a scheme that introduced a quadruple bond.99,100 For more general reviews
concerning the role of direct metal-metal bonds in catalysis or specific heterobimetallic pairs
for particular reaction types, please refer complexity of the electronic structure of these
systems, they are to the reviews of Uyeda96 and Braunstein.90 Due to the ripe for study
with high-level computational methods
2.4 Enzymatic Systems
Nature is often used as a source of inspiration toward new catalysts. Active site cooperativity
including the metal-ligand synergy outlined in the previous subsection and the metal-metal
cooperativity that is the focus of this part of the review are quite common mechanisms
and are realized in enzymatic systems to enable highly selective and efficient chemical
transformations. Numerous computational studies on enzymatic active sites have provided
insight into the electronic and steric effects on important biological processes involving
metalloenzymes.101 Similarly, computational work on synthetic model complexes that mimic
the enzymatic reactivity has provided a better understanding of mechanistic and electronic
structure properties that are difficult to probe from spectroscopic techniques. Combination
of experimental and computational data has contributed to the design of homogeneous and
heterogeneous biomimetic catalysts for challenging reactions of industrial interest. A well-
known example is the Fe(IV)-oxo sites of the heme- and non-heme enzymes, which have been
successfully introduced in materials and model molecular complexes for C-H oxidation.102–105
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Figure 2.2: [FeFe] hydrogenase active site with the [4Fe-4S] cluster DFT-optimized
structure used by the Reiher group. Orange = Fe; yellow = sulfur; red = oxygen; gray =
carbon; blue = nitrogen; and light violet = hydrogen. Reprinted from Ref. 101. Copyright
2014 American Chemical Society.
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The hydrogenases are a diverse group of polynuclear metalloenzymes that catalyze the
conversion of H2 into protons and electrons via the heterolytic dissociation of the dihydrogen
molecule, as well as the reverse reaction.106,107 Their active site is composed of [Fe], [FeFe],
or [NiFe] metal ions coupled to FeS clusters that establish electron transfer chains (Figure
2.2).108 The elucidation of the catalytic reaction promoted by the hydrogenases is a key point
for a “hydrogen economy” where dihydrogen is used as a clean alternative fuel. Knowledge of
the mechanistic details will provide synthetic directions for the development of tailor-made
biomimetic catalysts for hydrogen production.109
Computational studies that span from highly accurate electronic structure theory
methods110 to molecular dynamics and coarse-grained analysis111 have contributed to the
understanding of the enzymatic environment and the reaction channels of the hydrogenases.
In 2007 and 2014, two detailed reviews on computational studies of both [NiFe] and [FeFe]
hydrogenases covered the progress of this field.112 Here, only key articles and recent progress
are discussed.
Ryde et al. have applied DFT calculations on the raw crystallographic data of the [FeFe]
hydrogenase for a quantum refinement of the atomic composition of the [FeFe]/[4Fe-4S]
site.113 There proved to be conflicting accounts concerning the composition of the bridging
dithiolate ligand with proposals including CH2(CH2S
-)2 and NH(CH2S
-)2 as plausible
ligands.114 After evaluating five different model complexes, they concluded that a nitrogen-
bridged structure provides the best match to the raw crystallographic data. QM/MM
calculations by Greco et al. elucidated the interplay between active site and environment on
the electronic and magnetic properties for both activation and reaction steps.115,116 Thomas,
Darensbourg, and Hall performed a computational study defining the active site of the
[FeFe]-hydrogenase in its resting state with a mixed valence Fe(II)Fe(I) model.117 The study
included analysis of the frontier molecular orbitals using DFT for comparison with the
neutral Fe(II)Fe(II) species. The geometry of the resting state features a rotated geometry
in which a carbonyl ligand moves into a bridging position. Analysis showed that the lone
unpaired electron in the species lies on the iron site featuring the rotation. Additionally,
Chang published a study in 2011 using DFT for the elucidation of different configurational
isomers of the [FeFe]-hydrogenase enzyme, mostly concerning the geometrical changes upon
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oxidations and reduction as well as the positioning of various diatomic ligands (cyanide
and the bridging carbonyl in particular).118 Long et al. have also published a computational
study concerning the proton transfer process in the same hydrogenase system using QM/MM
simulations to determine the free energies of competing pathways for the mechanism.119 In
2013, the Reiher group published a study on the effects of electric fields on the active site
of the [FeFe]-hydrogenase enzyme which catalyzes the formation of H2.
120 In this particular
study, DFT calculations were performed on a 96-atom model of the active site to simulate
the effect an electric field would have on the structural parameters of the [4Fe-4S] cubane
as well as the energetics of the studied mechanism. In a follow-up article, the same group
investigated different O2 activation paths by the distal Fe of the [FeFe] site.
121 The possible
O2 activation has been proposed as a deleterious reaction which generates superoxo species
that damage the enzyme. A combined nuclear resonance vibrational spectroscopy and DFT
study showed that the hydride intermediate corresponds to the state prior to H2 formation
for the reverse proton reduction.122 Sode and Voth performed multistate empirical valence
bond (MS-EVB) reactive MD simulations123,124 to examine the proton transport step.125
A recent benchmark study considered 24 density functionals and six basis sets for
the relative stability of oxygenated isomers of diiron models of the [FeFe] hydrogenase.126
Energies calculated with approximate CCSD were used as reference, and it was shown that
the BP86 and PBE0 functionals give results in best agreement with the coupled-cluster
energies. Such studies are extremely important for the evaluation of the quantum chemical
level of theory that can provide accurate results for these or analogous molecular systems.
Similarly, quantum chemical calculations have been performed on the [NiFe] hydrogenase
active site. QM/MM calculations considered the protonation of the four cysteine ligands
located in close proximity to the [NiFe] core.127 A more favorable hydrogen bond formation
was found for Cys-546, that allows an easier, energetically more favorable protonation. A
detailed examination of the different redox states by means of theoretical spectroscopy
revealed the role of the CN and CO ligand stretching frequencies as fingerprints of the
structural composition of the [NiFe] site.128 A DFT study on intermediates of the hydrogen
evolution cycle on a FeNi model that included the first and second coordination spheres of
the hydrogenase predicted a metal-metal bond between Ni and Fe that might play a role
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in the reaction mechanism.129 Large-scale DFT calculations on the aerobic and anaerobic
oxidation of the [FeNi] active site elucidate the reaction pathways that block the reactivity of
those species for biotechnological applications.130 Benchmarking calculations were performed
on mono-nickel and FeNi models in an effort to compare DFT calculations to results
from WFT methods such as CASSCF/CASPT2, RASSCF/RASPT2, and CCSD(T).131
These calculations help the characterization of the enzymatic active site and provide
additional understanding about how the active site may behave in the presence of H2.
Follow-up studies were performed to investigate the binding of H2 to the active site by
means of multiconfigurational DMRG-CASPT2, CCSD(T),132 and multiconfigurational DFT
calculations.110
Diiron and NiFe model complexes that mimic the enzymatic activity of the [FeFe]
and [NiFe] hydrogenases, respectively, have been also the target of computational stud-
ies. The mechanistic pathways for hydrogen evolution catalyzed by the bio-inspired
Fe2(adt)(CO)2(dppv)2 (adt = azadithiolate, dppv = diphosphine) which facilitates the
formation of a doubly protonated ammonium-hydride intermediate have been computation-
ally investigated.133,134 The mechanistic study of the H2 evolution revealed the role of the
ammonium hydride interaction, the effect of the ligand environment, and the intramolecular
electron transfer between the two Fe cations. The catalytic hydride transfer promoted
by a biomimetic Ni-Fe complex has been studied with Mössbauer spectroscopy and DFT
calculations.135,136
The Solomon group has also performed quantum mechanical studies of polynuclear
species. In 2002, the group published a study including DFT calculations on the µ4-
sulfide bridged tetracopper active site of N2O reductase.
137,138 Additionally, the same group
performed calculations to understand the mechanism and electronic structure of multicopper
oxidases (MCOs) which catalyze the reduction of molecular dioxygen to water.139 More
recently, they have studied the activation of peroxide by the diiron AurF enzyme active site,
where they applied DFT to study the catalytic cycle. This work identifies the redox-active
orbitals of the active site and uses TD-DFT to study the electronic transitions for comparison
with magnetic circular dichroism (MCD) data.140
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It is evident that polynuclear copper sites have a ubiquitous role in enzymology, and
the metal-metal cooperativity plays an important role in the ability for these enzymes to
operate effectively. A recent study considers the hydroxylation of methane by the tricopper
[Cu(II)Cu(II)(µ-O)2Cu(III)(7-N-Etppz)]
1+ complex (7-N-Etppz: 3,3’- (1,4-diazepane-1,4-
diyl)bis[1-(4-ethylpiperazine-1-yl)propan-2-ol]) that mimics the active site of the particulate
methane monooxygenase (pMMO) enzyme.141 In this work, DFT calculations were carried
out to investigate the C-H bond activation process over the tricopper active site of pMMO
represented by a truncated active site model, in which the histidine groups bound to
the copper sites were replaced with amino groups. Computations reveal three possible
mechanisms for the hydroxylation reaction. The radical and nonradical mechanistic
pathways at different spin states for the [Cu(II)-Cu(II)(µ-O)2Cu(III)(7-N-Etppz)]
1+ complex
have also been examined.
Several groups have studied the FeMo-cofactor of the nitrogenase enzyme that fixes
molecular dinitrogen as well. With eight metal atoms present within the cofactor, the in-
depth understanding of the mechanism by which nitrogenase functionalized dinitrogen to
ammonia remains challenging for both experiment and theory. It was not until 2002 that
an interstitial central ligand was found to be present at the center of the active site,142 and
it took until 2011 to properly support that this interstitial element is a carbon,143 while the
oxidation states of the irons were elucidated only in 2016.144 With such a large system of
metal-metal cooperative effects in conjunction with little insight into a plausible mechanism,
studying the reactivity of FeMo-cofactor proves to be a daunting task. Typically, smaller
model systems are used to study particular active sites such as in the calculations on both the
FeMo- and FeV-cofactors performed by Grunenberg in 2017 to investigate the potential force
constants of the interstitial carbide atom.145 Scott et al. published a study on the effects
of CO-inhibition on the Mo-nitrogenase active site using both spectroscopy and DFT.146
Similarly, Siegbahn et al. claimed that the central carbon in the FeMo-cofactor becomes
protonated during the nitrogen fixing process. Siegbahn posited this mechanism based on
DFT calculations which shares striking similarities to the mechanism posed by spectroscopic
experiments.147
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Reactivity and electronic structure calculations on full metalloenzyme complexes are
inhibited by the sheer size of the enzyme. Therefore, calculations are required at the active
sites only and, therefore, can sometimes neglect some of the subtler effects of the surrounding
environment. For a more exhaustive list of quantum mechanical studies of metalloenzymes,
Blomberg et al. published a review on this subject in 2014.148
2.5 Multichelating Ligands for Bimetallic Catalysts.
Multichelating ligands provide a preferential environment that facilitates the coordination
of two or more metals. Cooperativity between 3d transition metals promotes many electron
processes, allowing for easy oxidation and reduction via the formation or breaking of
metal-metal bonds, respectively. This flexibility on oxidation states allows for interesting
reactivity and catalysis. For instance, in 2015, a study was reported on the reactivity of
a dicobalt species ligated with a trisphosphino(triamido)amine ligand (Figure 2.3) with
molecular dinitrogen and Me3SiCl and KC8 under ambient conditions for the formation
of tris(trimethylsilyl)amine.149 The interaction between the two cobalt atoms and how it
enhances the catalytic reactivity of the active Co center was elucidated by CASSCF/CASPT2
calculations. Multiple viable reaction mechanisms were computed with DFT, and the most
thermodynamically and kinetically favorable path was proposed as the full N2 silylation
mechanism. This study was complemented by experiments to elucidate the mechanism
and the electronic structure of the dicobalt system. Calculations determining the ground
state spin of the precatalyst were compared with the magnetic data derived from the
experiment. Further studies were later performed by exchanging the penta-coordinated
cobalt from the precatalyst with Al, Ti, V, and Cr in order to see how the cooperativity
affects the dinitrogen activation.150 This work involved a combination of DFT and WFT
calculations. DFT was used for geometry optimization and calculation of CM5 charges,151
while CASSCF and CASPT2 calculations were performed on the optimized structures to
compare the fine details of electronic structure of these species. Once again, this study is an
excellent example of an interplay between theory and experiment as computations were used
to support the electrochemical data and to understand relationships between the activity
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and cooperativity of different metals. There are several other examples where computational
methods, specifically those involving multireference calculations, were used to characterize
the electronic properties of binuclear species synthesized in the same research group.152–154
Those studies allow for more guided analysis of catalytic activity wherein, by understanding
the interaction between the pair of metals and its relationship to the catalysis, one can
gain a heuristic that can guide later synthesis. Such works show two powerful aspects of
electronic structure theory in regard to the understanding of metal-metal cooperativity: (1)
DFT calculations of the proposed mechanistic pathway to support experimental findings
and (2) multireference calculations to understand the underlying electronic structure of the
systems and aid the characterization of the compound.
The Thomas group studied the effects of metal-metal cooperativity as well. One of
the heterobimetallic pairs in their work is a complex comprised of a Ti/Co core which can
promote N-N bond cleavage of hydrazine or methyl hydrazine.155 DFT calculations were
performed to elucidate the Ti-Co metal bond, as represented pictorially in Figure 2.4.156–158
Experimental results were supported by computations that improve the understanding of
the electronic structure of the catalytic species and specifically the nature of the Ti-Co
interaction.
The Holland group has also used computational methods to analyze catalysts able to
cleave strong covalent bonds. One such study involves a diiron hydride complex that cleaves
the N-N double bond of azobenzene (PhN = NPh).159 Besides, they investigated a Co-
O2 system capable of C-H oxidation via an oxo-bridged heterobimetallic intermediate (with
either low-valent iron or cobalt).160 Both of these studies included computationally calculated
mechanisms for the proposed pathways.
The research group of Ess has studied by DFT the significance of the binuclear interaction
between Pd and Ti on allylic amination reactions.161,162 The electron-withdrawing dative
intrametallic interaction lowers the reaction barrier of the rate-determining reductive amine
addition by enhancing the Pd(II) to Pd(0) reduction. Both WFT and DFT were used to
understand the interaction between Pd and Ti by studying monometallic species in the
absence of the Ti promotor. Synthetically, the TiCl2 group was replaced by an ethylene
moiety, allowing thus to directly assess the role of the Ti in the allylic amination. The
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Figure 2.3: Isostructural series of the trisphosphino(triamido)amine ligated bimetallic
complex of Lu et al. with varying supporting metal from Ref. 133.
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Figure 2.4: (a) Nitrogen evolution over the Ti/Co molecular complex with (b) the pictorial
representation of frontier molecular orbitals. Adapted from Ref. 136. Copyright 2015
American Chemical Society.
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same group has recently reported the [4 + 2] cycloaddition mechanism and explained the
selectivity for alkyne cyclotrimerization catalyzed by the dinickel complex of Uyeda et
al.163,164 The reaction involves three steps: oxidative C-C coupling, migratory insertion,
and metallacycloheptatriene reductive elimination (Figure 2.5). The cooperative effect of
the dinuclear site provides selective cyclotrimerization, whereas mononuclear Ni catalysts
yield complex product mixtures. DFT computations revealed a spin-crossover mechanism
involving Ni-vinyl nonclassical intermediates that leads to a fast reductive elimination step.
In 2015, Kilpatrick et al. reported a DFT study on the reductive activation of CO2
using a dititanium catalyst and obtained an energy profile for the binding of CO2 and
disproportionation of Ti2Pn2O(CO).
165 The combination of computational results together
with spectroscopic and X-ray crystallography data enabled the identification of key reaction
intermediates. Liu et al. reported a computational study on the cooperative effects
of titanium-chromium catalysts in the polymerization/copolymerization of ethylene.166
Similarly, DFT was used to study the energetics of the different reaction paths and the
effect of the proximity of the metal centers on the polymerization reaction.
2.6 Water Splitting.
The evolution of O2 through the splitting of water is an important complex process with a
key role in a hydrogen economy. The electrolysis of water determines why there is a strong
need for the search for catalysts to perform the reaction. The two half reactions are as
follows:
Anode : 2 H2O −−→ O2 + 4 H+ + 4 e− (2.1)
Cathode : 2 H+ + 2 e− −−→ H2 (2.2)
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Figure 2.5: Reaction profile of the acetylene cyclotrimerization catalyzed by the dinickel
complex. Three different spin states were considered (MECP: minimum energy crossing
point). All energies in kcal mol-1. The DFT optimized geometries of the C-C coupling
reaction step (3→ 4) are shown at the bottom. Aryl ligands and ligand hydrogen atoms are
not shown for clarity. Adapted from Ref. 144. Copyright 2017 American Chemical Society.
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With the anodic reaction being a four-electron process, there encompassing an endergonic
reaction.167 In addition to not being a thermodynamically favored reaction, a considerable
kinetic barrier exists for the process. A large overpotential (more than ca. 400 mV to
overcome) for electrochemical water oxidation exists due to the number of intermediates
necessary to couple the two oxygens and release the four protons and electrons.168
In natural photosynthetic processes, oxygen evolution occurs via the photosystem II
(PSII), also known as water-plastoquinone oxido-reductase complex. The active site contains
a Mn4CaO5-cluster (often referred to as the oxygen evolving complex or OEC, Figure 2.6).
Three of the manganese ions, the calcium, and four of the five oxygens form a cubane-like
structure, while the fourth Mn is tethered to the outside of the cubane-like structure by
µ-oxo bridges.169–171
In the mechanism of biological water splitting, the OEC oxidizes water by being
sequentially oxidized four times by a tyrosine residue, creating a potential sufficient enough
for oxygen evolution to occur. For a more complete description of the photosynthetic
pathway, please refer to the review of Blakemore et al.168 Several groups have performed
calculations directly on the active site of PSII. In a study published in 2013, Cox et
al. elucidated the electronic and geometric structure of the OEC.172 They compare
quantum chemical calculations from models that predict EPR parameters along with DFT to
understand the geometric and electronic structures of each metastable state of the system to
correlate structural and spectroscopic data.172 Additionally, Terrett et al. published a study
characterizing the magnetic exchange interactions within the OEC cluster, comparing the
hyperfine tensors along with the spin projected hyperfine values of a particular metastable
state with experimental EPR values.173
2.6.1 Artificial Photosynthesis.
The splitting of water is an important reaction in sustainable catalysis and renewable energy
on many different levels. Global climate change has motivated the search for cleaner,
renewable energy sources. Currently, the world’s total demand for energy is on the order of
15 terawatts, while the sun can provide over 50 terawatts of energy (theoretically capable
of providing roughly 101,000 terawatts).174 Current methods for photovoltaic technology
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Figure 2.6: Active site and nearby residues in oxygen-evolving photosystem II. Reprinted
with permission from Ref. 151. Copyright 2011 Springer Nature Limited.
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involves converting the energy provided by the sun into an electrical potential.168 However,
since the sun is only present for half of the day and its energy is spread over a large area,
finding clean, low-cost, and efficient methods for storing this energy is becoming increasingly
important. One such method is the splitting of water by solar energy into hydrogen and
oxygen gases.
The dihydrogen can be stored and consumed when necessary without creating any
harmful byproducts, in fact regenerating the initial water at the point of use.175 Figure
2.7 shows a schematic diagram of a photovoltaic electrolysis cell developed by Jia et
al. in 2016 that is capable of achieving over 30 percent solar-to-hydrogen efficiency
over a continuously operating 48 h period.175 The advantages of using solar energy to
split water are self-explanatory: using standard electrolysis still requires electrical input
energy typically generated from nonrenewable resources. Additionally, standard electrolysis
typically implores the use of platinum electrodes, an expensive, nonrenewable resource. On
the industrial scale, water splitting techniques can be used to generate large amounts of H2
gas for either cleaner burning alternative fuels to traditional fuel feedstocks or as hydrogen
sources for other large-scale reactions. For instance, industrial ammonia production from
molecular dinitrogen requires an ultrapure source of H2 which is currently obtained from fossil
fuels, giving this reaction a large carbon footprint, although it itself requires no carbon.176
2.6.2 Molecular Catalysts for Water Splitting.
The first molecular, homogeneous catalyst for water splitting was synthesized by Meyer
and co-workers in 1982.177 The complex is a ruthenium polypyridyl species that performs
a series of proton-coupled electron transfer (PCET) steps.178,179 The mechanism evolves
by performing progressive oxidations of the ruthenium atom, creating a shift in the pKa
values of the ligated water molecules, thereby increasing their proton donating power. This
results in the successive activation of the aqua species to a hydroxo and then an oxo species,
making each successive oxidation easier.168 Since the synthesis of this ruthenium species,
considerable effort has been expended to create molecular catalysts capable of promoting
a cleaner and easier water splitting, but certain complications lie in the use of molecular
complexes. For example, the number of oxidizing equivalents must be correct in order to
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Figure 2.7: Schematic design of the photovoltaic-electrolysis device from Jia et al. from
Ref. 156
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avoid partially oxidized products (such as hydroxyl radicals or peroxide). Additionally, in
electrocatalytic species, there is a prevalent concern for ligand oxidation and degradation,
especially for organic-based ligands. Therefore, there is a great deal of interest in bi- or
polynuclear molecular catalysts which can interact through metal-metal bonding, creating
a built-in redox mechanism for the metal centers without the need for an external oxidant.
Having multiple metal centers can also ease the combination of oxygen atoms into O2 by
creating more sites for the water molecules to bind and split. Special attention must also
be made for the characteristic metal centers of these molecular catalysts; both ruthenium
and iridium have proven to be among the most active metals for water splitting in both the
heterogeneous and homogeneous environments.168 Therefore, the search for cheaper metals
such as iron or cobalt is mandatory for the development of sustainable and more cost-effective
methods for catalyzing the oxidation of water. Here, we shall survey relevant literature
concerning computational studies of water splitting reactions, specifically those with more
than one 3d transition metal center.
Computational methods can help elucidate the catalytic pathway a particular reaction
is undergoing as well as to help understand the electronic nature of the metals involved
in polynuclear species. As stated before, the redox interactions of the metal centers are
important for the oxidation of water and being able to study the electronic structure at each
step can provide vital insight into the mechanism. For a general overview of the capabilities
of DFT in understanding catalytic water splitting, we refer the reader to the article of Mavros
and coworkers.180
Cobalt species play a special role in the field of water oxidation as an earth-abundant
transition metal species capable of performing water oxidation with a high degree of success.
Gimbert-Suriñach and co-workers published a study concerning the characterization of the
reaction intermediates in a dicobalt species using spectroscopy and DFT computations.181
This study concerns the dinuclear µ-peroxido [(CoIII(trpy))2(µ-bpp)(µ-OO)]
3+ (trpy =
2,2’;6’:2”-terpyridine; bpp- = bis(2-pyridyl)-3,5-pyrazolate). Figure 2.8 shows the DFT-
computed catalytic cycle while Figure 2.9 shows the experimental and simulated EPR spectra
and the SOMO of an end-on superoxido intermediate. Computational results agree well with
experimental evidence, providing a detailed characterization of the reaction intermediates.
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Figure 2.8: Calculated water oxidation catalytic cycle. The arc represents the bpp- bridging
ligand. Other ligands are not shown for sake of clarity. Reprinted from Ref. 162
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Figure 2.9: Left shows experimental (black) and simulated (red) EPR spectra of the end-
on superoxido intermediate (with oxygen-17). Right shows the SOMO of the same species
(oxygen-16). Reprinted from Ref. 162. Copyright 2016 American Chemical Society.
31
Additionally, the study showed that the dicobalt complex can serve both water oxidation
and oxygen reduction.
The Nocera and Chen groups published a study characterizing the cofacial Co(IV) metal
centers of the doubly oxidized Co4O4 cubane portion of the Co-OEC active site.
182,183 Broken-
symmetry DFT calculations were performed on the Co4O4(py)4(OAc)4 molecular model
complex (py = pyridine, OAc = acetate)184 for the elucidation of the ground state electronic
structure of the cubane system, confirming the presence of a localized, antiferromagnetically
coupled Co(IV) dimer. Both electrochemical studies and DFT predict the oxidation of
Co(III)4 to Co(III)2Co(IV)2 rather than a single site double oxidation to Co(III)3Co(V).
These results show that the Co4O4 cubane provides an amenable model for the oxidic cobalt
OER catalyst. In their 2016 study, Stich and co-workers performed electronic structure
calculations to determine the magnetic properties of dioxygen-bridged cobalt dimers relevant
to the oxidation of water. These studies provided an electronic structure description of the
Co(III)-superoxo observed during the water oxidation reaction by Co4O4.
Kanady and co-workers studied a cuboidal Mn3MOn (M = Mn, Ca, Sc; n = 3, 4) series of
complexes as biomimetic analogues to the PSII active site.185 However, rather than evolving
molecular dioxygen, the species performs an oxygen atom transfer. In an effort to understand
the underlying mechanism of this reaction, DFT calculations were performed with Poisson-
Boltzmann solvation to study the oxygen atom transfer from the manganese-metal clusters
to PMe3. Computational and experimental results agreed that the Mn(III)2Mn(IV)2O4
structure had the greatest rate of oxygen atom exchange while the M = Ca and Sc congeners
were found to be unreactive. Extensive computational research has been performed on the
field of catalytic water splitting. This important and challenging process was used here to
provide illustrative examples on the metal-metal cooperativity in molecular catalysis by 3d
transition metals. A comprehensive overview of the computational and mechanistic aspects of
homogeneous water oxidation catalysis has recently been published by Liao and Siegbahn.186
Besides, Sala et al. reported an important account concerning the mechanism of water
splitting by transition metal complexes.187 Recent excellent reviews by Blakemore, Crabtree
and Brudvig,168 Patzke and co-workers,188 and Meyer et al.189 provide a comprehensive
overview of the state-of-the-art in the field of molecular water oxidation catalysis. For
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further (and more general) information regarding the state of the art in water oxidation by
molecular compounds, we refer the reader to the aforementioned sources.
2.7 CO2 Reduction.
CO2 reduction into higher-energy products is a process closely related to water splitting
as it represents an important component of perspective technologies for the efficient
conversion and storage of solar energy and electricity into renewable “solar fuels”. The
different approaches to the efficient CO2 reduction including the thermo-, photo-, and
electrochemical methodologies have been the subject of several recent reviews.190–196 The
“dark” thermocatalytic homogeneous reduction of CO2 with molecular H2 to formates
or methanol197–200 usually employs catalytic systems featuring the acid-base metal-ligand
cooperativity functions. The electrocatalytic reduction of CO2 is an alternative approach
that has attracted significant attention in the recent years as it provides a path to a
controllable process within compact electrocatalytic systems. Coordination complexes
of earth-abundant 3d transition metals constitute an important class of highly efficient
molecular electrocatalysts for CO2 reduction,
201–203 and their utilization for electrochemical
conversion of carbon dioxide has been a subject of several recent reviews.204–208 The
important fundamental advantage of the electrochemical process is the possibility to establish
reaction channels involving two-, four-, six-, and eight-electron reduction processes, providing
a controlled path toward variety of carbonbased products.209,210 The main persistent
challenge in the field is related to the development of high-performance and highly stable
electrocatalysts.
The utilization of multinuclear complexes providing multiple redox-active sites for CO2
reduction is one of the promising catalyst design paths considered in the field,208 since
the redox tuning through the formation of multimetallic ensembles is considered a fruitful
strategy for activity optimization of electrocatalytic systems.211 For example, the synergistic
effects of a dinickel electrocatalyst for the selective reduction of CO2 to CO have been
demonstrated in a recent combined experimental and theoretical study by Cao et al.212 The
DFT-computed redox potential for Ni2
II,II/Ni2
I,I (-1.15 V vs NHE) coheres well with the
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experimental one obtained from cyclic voltammetry (-1.18 V). The calculations reveal a
lower activation barrier for the rate-determining CO2-to-CO reduction step over the dinickel
catalyst compared to that provided by its mononickel counterpart. A similar synergistic
effect in a cryptand dicobalt photocatalyst have been highlighted by control experiments
and DFT calculations.213 Besides, dicopper complexes have also been successfully applied as
catalysts for CO2 reduction to oxalates.
214,215
2.8 Where is the Field Heading?
As synthesis of novel catalytic compounds continues and computational methods improve,
where does this field stand to go? Presently, more and more studies are being performed on
polynuclear systems, whether on magnetism, spectroscopy, or catalysis. In 2013, Chan and
Neese published a study using DMRG to study the [2Fe-2S] and [4Fe-4S] clusters (Figure
2.10).216
With newer methodologies and more efficient implementations of electronic structure
theory methods, larger polynuclear complexes requiring more extensive active spaces can be
studied with a high degree of accuracy. Benchmark studies which present the strengths and
the limitations of those methods on molecular systems involving transition metals aid other
research groups to adopt them and utilize them on relevant applications.217 It is expected that
in the near future, more robust and accurate computational studies on polynuclear systems
will be performed, not only for catalytic activity but also for magnetism, spectroscopy, and
characterization as well.
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Figure 2.10: [2Fe-2S] and (b) [4Fe-4S] clusters. Adapted with permission from Ref. 197.
Copyright 2014 Springer Nature Limited.
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Chapter 3
Gas-Phase Ion Chemistry of
Metalloporphyrin Anions with
Molecular Oxygen: Probing the
Influence of the Oxidation and Spin
State of the Central Transition Metal
by Experiment and Theory
3.1 Disclosure
The following chapter has been taken, with permission, from a journal article
published in The Journal of Physical Chemistry A with mostly minor modifi-
cations.43 This work has been done in conjunction with experimental work from
the groups of Drs. Gereon Niedner-Schatteburg, Oliver Hampe and Manfred M.
Kappes. All multireference calculations were performed by myself with guidance
from Dr. Konstantinos D. Vogiatzis. Density functional theory calculations were
performed by Dr. Karin Fink.
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3.2 Abstract
We performed a comprehensive gas-phase experimental and quantum-chemical study of
the binding properties of molecular oxygen to iron and manganese porphyrin anions.
Temperature-dependent ion-molecule reaction kinetics as probed in a Fourier-transform
ion-cyclotron resonance mass spectrometer reveal that molecular oxygen is bound by,
respectively, 40.8 ± 1.4 and 67.4 ± 2.2 kJ mol–1 to the FeII or MnII centers of isolated
tetra(4-sulfonatophenyl)metalloporphyrin tetraanions. In contrast, FeIII and MnIII trianion
homologues were found to be much less reactive-indicating an upper bound to their dioxygen
binding energies of 34 kJ mol-1. We modeled the corresponding O2 adsorbates at the density
functional theory and CASPT2 levels. These quantum-chemical calculations verified the
stronger O2 binding on the Fe
II or MnII centers and suggested that O2 binds as a superoxide
anion.
3.3 Introduction
Gas-phase studies of ionmolecule reactions involving atomic transition-metal ions as
performed in ion traps218–220 can provide mechanistic insights as well as quantitative kinetic
and thermochemical data. This can in turn be used to gauge the accuracy and stimulate
the further improvement of quantum chemical methods. In this context, transition-metal
cations ligated by porphyrins as well as their derivatives are fascinating model systems that
increasingly motivate close interaction of experiment and theory. Metalloporphyrins play an
important role as active centers in biocatalysis221 (e.g., as metalloproteins in enzymes).222
Also they are an integral part of the photoactive region of light-harvesting complexes.
Inspired by these important porphyrin-based functions, chemists have synthesized numerous
derivatives of transition-metal porphyrins. For example, such derivatives have been prepared
to study their use as (photo)catalysts for oxidation reactions of hydrocarbons and the
reduction of carbon dioxide.223 Here, the most commonly used iron, manganese, and
ruthenium active centers224 are embedded in porphyrin moieties that can act as efficiently
absorbing antennas for excitation in the visible region. Iron porphyrin derivatives and
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their complexes with molecular oxygen are also of great interest, because they allow for
investigation of key biochemical steps, like those associated with oxygen transport by
hemoglobin or in electron transfer chains comprising cytochromes.225
Despite the promise of metalloporphyrin derivatives as model systems, gas-phase
experimental studies of their fundamental chemical and physical properties free of matrix
interactions (and associated inhomogeneous broadening phenomena) have as yet been quite
limited. Investigations of the ion chemistry of iron porphyrin cations with NO226 including
also the electronic and IR-spectroscopic characterization of the resulting room-temperature
stable complexes227–229 are among the few noteworthy exceptions. Also, Ridge et al. have
determined the NO binding energy to an iron porphyrin cation using radiative association
kinetics,230 an approach that has also been used to study metalorganic systems.231,232 In a
recent communication, we used a similar approach to obtain the binding energies of oxygen
and carbon monoxide to iron and manganese porphyrins comprising active metal centers
in their +II oxidation state.233 Encouragingly, these results indicated that the perimeter
negative charges have only a very minor influence on binding of O2 and CO to the central
metals such that this system is well-suited to model biologically relevant reactions. In the
present study we expand upon this work by including new experimental results and, in
particular, quantum chemical calculations. Specifically, we probed the effect of varying
the oxidation state and associated spin state of the central 3d metal cation on dioxygen
binding-focusing on iron and manganese but also touching on copper porphyrins. We use a
combination of gas-phase ion chemistry as performed in variable-temperature ion traps with
electronic structure theory calculations.
3.4 Experimental and Theoretical Methods
3.4.1 Experimental Section
Gas-phase measurements of the radiative association (and desorption) kinetics of mass-to-
charge selected metalloporphyrin anions reacting with molecular oxygen were performed
in Karlsruhe using a 7 T Fourier-transform ion cyclotron resonance (FT-ICR) mass
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spectrometer234–236 (Bruker Daltonics) equipped with a home-built nanospray ion source
and a temperature-variable cell. We used borosilicate nanotips pulled in-house using a
micropipette puller (P1000, Sutter Instrument Comp). The spraying nanoemitter with
a typical inner diameter of -1 µm was held at a potential of -1.2 kV relative to the
desolvation capillary, which was at -130 V (0.5 mm orifice diameter and heated to
120 ◦C). Aqueous solutions of 2H-meso-tetra(4-sulfonatophenyl)porphyrin, (obtained from
Sigma-Aldrich as sodium salt), FeIII- and MnIII meso-tetra(4-sulfonatophenyl)-porphyrin
chloride, (FeC44H28ClN4O12S4 and MnC44H28Cl-N4O12S4) as well as CuII meso-tetra(4-
sulfonatophenyl) porphyrin, C44H28CuN4O12S4, (from Frontier Scientific Inc.) were prepared
at typical concentrations of −3∗10−5 mol/L. Note that for the ease of reading we use the ap-
proximation TPPS for the fully deprotonated/desodiated tetra-(sulfonatophenyl)porphyrin
tetraanion.
Singly and multiply charged negative ions leaving the capillary were efficiently collected
in a radio frequency (RF) ion funnel with jet disrupter-based on the design by Smith and
co-workers237 and stored in a hexapole ion trap for typically 2-3 s before being pulsed
into the ICR cell by means of a high-voltage ion transfer optics. Trapped ions were
then excited/detected by standard ICR techniques. The ICR cell (Infinity cell, Bruker
Daltonics), which was recently modified236 to allow it to be cooled or heated over a total
temperature range of -90-400 K similar to previous approaches.238–240 For this, the entire
cell is encapsulated in a set of copper shields around which is wrapped a resistively heated
thermocoax wire (2 mm outer diameter, total length of -1 m, 3.5 Ω resistance). Alternatively,
the trap can be cooled to any set temperature between room temperature and 90 K by flowing
liquid nitrogen through copper pipes (6 mm OD) attached to the copper shields. Flow of
cooling liquid was driven by maintaining the nitrogen gas pressure in the liquid nitrogen
Dewar container, at slightly above atmospheric pressure (∼1.2 bar) and (ii) regulated by
a solenoid valve (SMC Inc.) interfaced to a PID controller. Temperature is monitored
using three types of temperature sensors (two Pt100 and one E-type thermoelement sensor)
connected to a readout instrument, which also serves as a PID controller (Omega CN77000,
Newport Electronics) to regulate the direct-current (dc) heating voltage. This way the cell
can be maintained at a set temperature to within 1 K. The maximum temperature gradient
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across the cell — as reported by the two temperature sensors on opposite sides of the cell
— is 3 K. To reach thermal equilibrium, the ICR cell was allowed to equilibrate for ∼3-4 h
at each new temperature before starting measurements.
To acquire kinetic data for a given ion-neutral reaction at a set temperature the following
mass spectrometric protocol was applied
(i) Isolation: the precursor ions of interest were isolated in the (cooled) ICR cell by
applying dipolar RF excitation schemes (correlated sweeps and/or correlated shots),
which radially ejected all unwanted ions from the cell.
(ii) Thermalization: After isolation, a pulse of argon was admitted to the cell for typically
5-20 s at a partial pressure of 2 ∗ 10−5 mbar. As thermalization over longer times (up
to 20 s) or at higher helium pressures did not alter the outcome of the ion kinetic
data, this procedure was considered sufficient. This step was finalized by a pump out
of typically 5 s duration.
(iii) Kinetics of ion-neutral chemistry: The reactant gases (O2 or CO) were dosed into the
chamber of the ion trap to give a constant partial pressure of typically −4 ∗ 10−7 mbar
over a variable reaction pulsed by means of a solenoid-controlled leak valve. The purity
of the reactant gas was monitored online employing a residual gas analyzer (Dycor LC-
D 200M, Ametek Inc.) and was always found to be better than 99.5%. After the preset
reaction time, which in these experiments ranged up to several hundred seconds, the
solenoid valve was closed, the system was pumped down, and a background mass
spectrum was taken upon reaching a base pressure of less than 1 ∗ 10−9 mbar.
The absolute reactant gas pressure was determined with an ion gauge (360 stabil-ion
gauge, Granville Phillips) and corrected for relative sensitivity of the specific gas as well as
for the effect due to the magnetic field. Sequence (i)-(iii) was repeated 4-8 times leading to
typical signal-to-noise ratios in excess of 100. Precursor and product ion intensities-taken as
integrals over the frequency-domain signals using a homewritten data processing subroutine
and further corrected for their charge state dependent detection efficiency-were evaluated as
a function of reaction time to determine the corresponding adsorption/desorption kinetics.
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(We use the terms O2 adsorption/desorption instead of O2 binding/release to indicate the
analogy to nanosurfaces comprising reactive defects.)
To evaluate these kinetic data (at a given temperature and oxygen pressure) toward
determining rate constants, we first determined the ratios of the precursor and product ion








I([M IITPSS]4−)t + I([M IITPSS ×O2]4−)t
(3.1)
Here, the precursor ion intensity (for t = 0) is taken as the intensity sum of all
components j, that is, precursor and all charged products, at time t. This procedure takes
into account unspecific ion loss from the trap over long time scales (e.g., because of field
inhomogeneities).234 Fitting of the appropriate (pseudo) first-order rate equations to these
experimental data was performed within the Origin program (vs 8.5, OriginLab Inc.) with
two rate coefficients (kad and kdes) as free fit parameters. The ratio of these rate coefficients
was used to calculate the equilibrium constants Kp. An alternative and equivalent approach
is to take the ion intensities at sufficiently long reaction times, that is, after a steady state





I([M IITPSS ·O2]4−)t−→∞ · po
I([M IITPSS]4−)t−→∞ · pO2
(3.2)
The equilibrium constant (referenced to a standard pressure po = 1 atm) can be related
to the free energy ∆Go of the reaction, from which the changes in enthalpy ∆Ho and entropy
∆So for the reaction are accessible by way of the measured temperature dependence of the
equilibrium constant (e.g., in a van’t Hoff plot)—assuming ∆Ho and ∆So to be independent
of temperature.
∆Go(T ) = −RT lnKp(T ) = ∆Ho − T∆So (3.3)
∆Ho and ∆So values were therefore obtained from linear fits of the equilibrium data
(either plotted as ∆Go vs T or in a van’t Hoff plot as ln Kp vs 1/T), specifically from their
y-intercepts and slopes, respectively.
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Table 3.1: [a]DFT-computed values from molecular constants at room tempera-
ture/standard pressure. [b]Translational contribution to the reaction entropy based on a
Sackur-Tetrode estimate (see text for details). Enthlapies are given in J mol−1 and all







[FeIITPSS]4- 130 -40.8 ± 1.4 -134 ± 10 -114 -135
[MnIITPSS]4- 195 -67.4 ± 2.2 -168 ± 11 -134 -143
[FeIIITPSS]4- 120 < -33 -179 (doublet)/-158 (quartet) -133
[MnIIITPSS]4- 130 < -34 -151 -134
[CuIITPSS]4- 88 < -22 -127
[H2
IITPSS]4- 88 < -23 -126
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Table 3.2: [a]The interaction energy is calculated at the optimized structure, where O2 is
attached to the metal ion. [b]Electronic deformation energies of O2 defined as the energy
difference between the O2 geometry in the [M(P)(O2)]
0/1 complex and the relaxed O2 (Req
= 1.206 Å). [c]Electronic deformation energies of [M(P)]0/1 defined as the energy difference
between the [M(P)]0/1 geometry in the [M(P)·O2]0/1 complex and the relaxed [M(P)]0/1.
dFrom DFT calculations on the [MTPPS]4-/3- complexes; see Appendix Table 15. All energies
given in kJ/mol.
spin multiplicity spin multiplicity BSSE-corrected O2
(M-TPSS with O2) without O2 interaction energy
[a] deformation[b]
[FeII(P)]0 triplet quintet -75.6 11.2
[FeIII(P)]1+ doublet quartet -26.0 4.1
[MnII(P)]0 quartet quartet -111.6 21.2
[MnIII(P)]1+ triplet triplet -19.4 2.9
porphyrin ZPVE[d] total binding energy experiment
deformation[c]
[FeII(P)]0 23.3 4.5 -36.5 -40.8 ± 1.4
[FeIII(P)]1+ 16.0 2.5 -3.4 < -33
[MnII(P)]0 17.0 6.5 -66.8 -67.4 ± 2.2
[MnIII(P)]1+ 12.5 3.5 -0.5 < -34
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As outlined in more detail below, we measured O2 adsorption equilibria for [M
IITPPS ·
O2]
4-/[MnIITPPS · O2]4- but not for [MIIITPPS · O2]4-, because the latter did not react with
O2 within the accessible temperature range of the Karlsruhe apparatus. To further explore
this, we used a customized dual ion trap setup in Kaiserslautern, which was equipped with
a cryogenic hexapole ion pretrap allowing for reaction studies at temperatures less than 20
K.241 In preliminary measurements with the trap held at T = 40 K we were indeed able to
generate [FeIIITPPS · O2]3- by reacting O2 with [FeIIITPPS]3-.
3.4.2 Computational Section
Results from quantum-chemical calculations are summarized in Tables 3.1 and 3.2.
Fe- and Mn-TPSS multianions and their respective O2 adducts were optimized at the
density functional theory (DFT) level with the TURBOMOLE242 program package. We
did not perform systematic calculations on the Cu porphyrin in this work, because we were
mainly interested in the binding mechanism of O2 to the metal porphyrin anions. Here
binding was not observed experimentally in case of Cu and not expected from a theoretical
point of view. CuTPPS4- has been investigated with respect to its spectroscopic properties in
our former work. There, we found that—as typical for Cu(II) in square planar coordination—
the dx2−y2 orbital is singly occupied. For symmetry reasons this orbital is not appropriate
for bond formation with O2. All other Cu d-orbitals are filled and can also not contribute
to metal oxygen binding.
The def2-SVP243 basis set was used throughout. For the metal centers the basis
was extended to def2-TZVP243 if not otherwise noted. The resolution-of-identity (RI)
approximation with multipole acceleration was used. In all molecular complexes under study,
the porphyrin core deviates from planarity, due to the presence of the negatively charged
sulfonatophenyl groups.244
Because of the partly filled d-shells of the iron and manganese centers different spin states
had to be considered in the calculations. Initially, the structures of all possible spin states245
were optimized using the BP86 functional246–249 while also applying the conductor-like
screening model (COSMO)250 to stabilize the charged sulfonate groups and to avoid positive
orbital energies. At this level, the energy of the different spin states was compared, and the
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electronic structure was analyzed. For the spin ground states the structures and energies
were then recalculated without COSMO and with the hybrid functional B3LYP251,252 (see
Appendix A Table 14). According to the DFT calculations, the tetraanions are metastable
with respect to electron loss; that is, the total energies of the 3- anions are lower than for
the 4- systems in all calculations without COSMO. Neither the geometric nor the electronic
structure changed much in the calculation without COSMO, with almost no changes in the
metal-nitrogen distance for the different methods. Without COSMO, the distance from the
metal to the sulfonate groups is slightly increased. The FeII- nitrogen distance (1.98 Å) is
slightly shorter than the MnII-nitrogen distance (2.00 Å). The metalIII-nitrogen distances are
shorter than the respective metalII distances (FeIII: 1.95 Å, MnIII: 1.98 Å). However, the O2
bond distance was significantly shorter in the B3LYP calculations compared to BP86, and
the calculated binding energies depended significantly on the functional. This has already
been observed by Pierloot et al.,253,254 and we therefore extended the computational study
by applying higher-level wavefunction theory. Vibrational frequencies, zero point vibrational
energies (ZPVE), and entropic effects were calculated at the BP86 level (see Appendix A
Table 15).
Single-point multiconfigurational wave function calculations were performed on the
structures obtained from the DFT geometry optimizations for BP86 with COSMO. The
complete active-space self-consistent-field (CASSCF) method,255 followed by second-order
perturbation theory (CASPT2),256 were used in this study. Scalar relativistic effects
were included via the second-order Douglas-Kroll-Hess Hamiltonian.257 For reducing the
computational effort, the 4-sulfonatophenyl groups were substituted by hydrogens. In these
calculations, the distorted planarity of the metal-porphyrin geometries found for the 4-
sulfonatophenyl derivatives was kept fixed. These model structures reduce the computational
time significantly without affecting the electronic structure of the metal center and are
abbreviated in the next section as [M(P)]0/1+ (M = Fe or Mn).
O2 binding energies were computed at the CASPT2 level with a level shift of 0.3 hartree,
as implemented in the MOLPRO program package.258 The def2-TZVP basis sets of Weigend
et al. with an extra set of polarization functions (def2-TZVPP)243 were used for the Fe,
Mn, O, and N atoms, while the rest of the porphyrin was treated with the def2-SVP basis
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sets. In all CASPT2 calculations, the active space contained all five 3d orbitals of the Fe
and Mn cations. For the 3dx2−y2 orbitals the bonding and antibonding molecular orbitals
formed with the nitrogen lone pairs of the porphyrin system were included in the active
space. In the next paragraphs, the notation CAS(n,m) is followed, where n is the number of
electrons, and m is the number of orbitals included in the active space. For example, for the
FeII-porphyrin case, the complete active space is composed by eight electrons in six orbitals,
or in the short-hand notation, CAS(8,6). For the [M(P)· O2]0/1- complexes (M = Fe or Mn),
the active spaces were expanded by including a minimal (2,2) active space that describes the
two unpaired electrons occupying the π∗x and π
∗
y orbitals of the O2 at the triplet state. At
the same time, the bonding and antibonding 3dx2−y2 orbitals were removed, because they
were found to stay inactive. This yields a CAS(8,6) and CAS(7,6) for the [Fe(P)· O2]0 and
[Mn(P)· O2]0 complexes, respectively. For the bar O2 molecule, CAS(8,6) was used, which
includes all molecular orbitals formed by teh 2p orbitals of the two oxygen atoms. These
orbitals have a bonding/antibonding σ- and π-character. All binding energies include the
counterpoise correction259 for the basis set superposition error (BSSE).
To examine the effect of all 3d orbitals and the second 4d shell of Fe and Mn, as well as the
π-orbitals of the porphyrin on the electronic structure of the metal complexes, a systematic
study of larger active spaces was performed with the MOLCAS program package.260 Our aim
was to address the metal- versus ligand-centered oxidation, that is, to verify if an electron is
lost from the metal, or if the π-system of the porphyrin is ionized. The triple-ζ quality atomic
natural orbital basis set261,262 (ANO-RCC-VTZP) was used for Fe, Mn, N, and O atoms,
the double-ζ basis set analogue (ANO-RCC-VDZP) was used for C atoms, and a minimal
basis (ANO-RCC-MB) was used for H atoms. In all MOLCAS calculations the two-electron
integral evaluation was simplified by using the Cholesky decomposition technique.263 For
these calculations, we used an active space composed by the 3d and 4d orbitals of Fe, the
σ-bonding Fe-N orbital, and a π/π∗ orbital pair of the porphyrin.
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3.5 Results and Discussion
Electrospray Mass Spectrometry. Figure Figure 3.2 shows a typical FT-ICR mass
spectrum taken from an aqueous solutions of Mn(III) meso-tetra(4-sulfonatophenyl)-
porphyrin chloride (MnClC44H24N4(SO3H)4). The signal around m/z = 245.75 can be
assigned to the quadruply charged manganese(II) tetra(4-sulfonatophenyl)porphyrin (=
[MnIITPPS]4-). Formally, this species is fully deprotonated and has lost a chloride anion
leaving behind a manganese(II) porphyrin tetraanion. The most prominent signal (around
m/z = 327.9) corresponds to a “superposition” of contributions from two triply charged
molecular anions: [MnIITPPS+H]3- and [MnIIITPPS]3-.
A very similar behavior is observed for the iron homologue. This demonstrates that
iron and manganese porphyrins are prone to redox chemistry in solution and/or upon
electrospraying. We have not systematically explored which experimental parameters
ultimately favor which ionic species in gas phase; however, we note that these observations
offer a facile route to study both M(II) and M(III) porphyrins under isolated gas-phase
conditions (in the case of M = Fe and Mn). Also, it may prove interesting in future to probe
their relative gas-phase abundances as a function of solution conditions to ascertain to what
degree and on what time scales electrospray ionization can sense changes to oxidation-state
distributions in condensed phase (e.g., pH or temperature).
In contrast to iron and manganese, both the homologous copper-containing porphyrin
and the free base porphyrin comprising two additional protons are redox-inactive under our
conditions. Only the species [CuIITPPS]4-/[CuIITPPS+H]3- and [H2TPPS]
4-/[H2TPPS+H]
3-
are observed in gas phase.
Ion Chemistry with O2. Figure 3.2 shows mass spectra obtained after admitting
molecular oxygen into the cooled Penning trap containing previously isolated trianions
[MnIITPPS+H]3-/[CuIIITPPS]3- (at T = 130 K), respectively. The product species, observed
after a reaction time of 30 and 50 s, can be clearly assigned to the oxygen adduct
of the divalent metal porphyrins, namely, [MnIITPPS·O2+H]3- and [FeIITPPS·O2+H]3-,
respectively. Despite long reaction times, there was no indication of a reaction of the
trivalent metal porphyrin species with molecular oxygen under these conditions. Note that
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Figure 3.1: Negative-ion nanospray FT-ICR mass spectrum obtained for an aqueous
solution of MnIII meso-(tetra(4-sulfonatophenyl)porphyrin chloride.
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in preliminary experiments using a separate apparatus equipped with a cryogenic hexapole
ion pretrap that can be cooled to lower temperatures we begin to observe [FeIIITPPS·O2]3-
formation when it is cooling to 45 K.
To take these reactivity studies one step further (and to avoid the mass spectrometric
superposition of the di- and trivalent reactants—see above) we also investigated the
tetraanionic species of divalent metal porphyrins as well as the free base porphyrin. As
Figure 3.3 clearly shows, [MnIITPPS]4- and [FeIITPPS]4- readily add one oxygen molecule
at temperatures around 193 and 123 K, respectively. Note that no other reaction was
observable—in particular, no addition of a second oxygen molecule nor a charge-transfer
process to yield O2
-. In contrast, [CuIITPPS]4- and [H2TPPS]
4- do not measurably react
with O2 even at the lowest accessible temperatures (∼88 K) and for reaction times of up
to several hundred seconds. These results strongly suggest that (i) the oxygen molecule is
bound to the FeII and MnII centers of the porphyrin and (ii) that the reactivity is correlated
to the redox state of the transition-metal center.
Ion Kinetics and Thermochemistry. Temperature-dependent kinetic data were
acquired for the two divalent metal porphyrin anion species (M = FeII and MnII) reacting
with O2 over a temperature range of ∼50 K. Figure 3.4 summarizes the resulting kinetic
data for the [MnIITPPS]4-/O2 system on a double logarithmic scale. The [Fe
IITPPS]4- data
(not shown) are analogous.233
At sufficiently low temperatures, that is, below ∼170 K in the case of the MnII-
porphyrin (∼100 K for the FeII-porphyrin), we observe the radiative association reaction
of a single oxygen molecule to go essentially to completion (>98 percent)—without a second
oxygen molecule being attached. In an intermediate temperature range (180-210 K and
115-140 K for MnII- and FeII-porphyrin, respectively), the reaction becomes significantly
slower and eventually reaches a steady state, that is, an equilibrium, which reflects the
kinetically competitive unimolecular desorption of oxygen from the preformed complex. The






Figure 3.2: Low-temperature reaction mass spectra of trapped trianions of MnTPPS (top)
and FeTPPS (bottom) with molecular oxygen under experimental conditions as indicated.
The arrows point to the most abundant isotopomer of the respective species indicating the
superposition of signals in the case of FeII- and FeIII-containing porphyrins (see text for
details).
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Figure 3.3: Mass spectra taken after exposing various [MIITPPS]4- (M = Fe, Mn, Cu) and
[H2TPPS]
4- to oxygen at the trap temperatures and for the reaction times listed. The partial
pressure of oxygen used in all experiments was 4.3 ∗ 10−7 mbar.
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Figure 3.4: Reaction kinetics of [MnIITPPS]4- with molecular oxygen (reacting precursor
ion intensity vs reaction time) at a partial oxygen pressure of 4.3 ∗ 10−7 mbar (data points).
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Figure 3.5: Reaction rates kad for the reaction with O2 (Equation 3.4) and collision limit
(based on the Langevin model).
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Figure 3.6: Van’t Hoff plot of the equilibrium constants of the oxygen associa-
tion/dissociation reactions (4) and linear fits (solid lines) yielding reaction enthalpies and
entropies summarized in Table 3.1.
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Also included in Figure 3.4 are fits of the (pseudo) first-order rate equations for the
mechanism of Equation 3.4. The rate constants kad obtained are summarized in Figure 3.5.
Even at the lowest temperatures probed the adsorption rates are more than 2 orders of
magnitude below the collision limit—as estimated by the Langevin model for the ion-neutral
capture rate.264
As already noted, we used the ratios of the obtained reaction rates kad and kdes to establish
values for the equilibrium constant K. We note in passing, that there is little precedent to
such gas-phase ion—molecule equilibria at these low pressures, and it is assumed here that for
these large molecular ions radiative stabilization ensures thermal equilibrium on the long time
scales prevailing. It has been shown by us and other groups that a consistent interpretation
of the reaction energetics is obtained based on either a kinetic description (like the radiative
association model) or by a thermodynamic data evaluation (from the adsorption/desorption
equilibrium).230,265,266 Along these lines the experimental data are evaluated in analogy
to equilibrium measurements.267,268 The values obtained for the equilibrium constant Kp
following the expression given in Equation 3.2 are displayed in Figure 3.6 as a van’t Hoff
plot together with a linear fit to the data points (Equation 3.3). This yields values for the
reaction enthalpies and entropies as summarized in Table 3.1.
Turning first to the reaction entropies, it is instructive to consider how this is partitioned
into translational, vibrational, and rotational as well as electronic contributions. According

















This equation is obtained when using T = 1 K, p = 1 atm, and m = 1 amu as the
“reference state”. Applying this equation to experimental values for temperature and mass
of educts and products yields standard reaction entropies (see Table 3.1) in satisfactory
agreement with the experimental values. This in turn confirms that translational entropy
is indeed the dominant contribution to entropy change for such an association reaction.
We speculate that the difference in experimentally obtained ∆Sr between the iron(II)- and
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manganese(II)-porphyrins (-134 ± 10 vs -168 ± 11 J K-1 mol-1 is due to vibrational and
rotational as well as electronic (spin!) contributions. Interestingly, quantum-chemically
computed values (see ∆Scalc in Table 3.1)—which also include the vibrational, rotational,
and spin contributions—reproduce a somewhat higher value for the MnII species compared
to the FeII case. Note that we can also use Sackur-Tetrode estimations of reaction entropies
to give upper bounds to the reaction enthalpies for the species found to be “non-reactive”
within the respective temperature ranges probed systematically (vide supra), that is, for
the trivalent metal porphyrins of iron and manganese as well as for the CuII and free base
homologue. On the basis of the ion abundances in the mass spectra for the “unreactive”
species at the lowest possible temperature we estimate a lower bound to Kp, and from that
we deduce the upper bound for ∆H assuming a reaction entropy of ca. -130 J K-1 mol-1
based on a Sackur-Tetrode.
The results for the reaction enthalpies of the various porphyrin species studied here
show that molecular oxygen binds much more strongly to the divalent iron and manganese
porphyrins (40.8 ± 1.4 and 67.4 ± 2.2 kJ mol-1 for FeII and MnII) than to the MIII-porphyrins
(<34 kJ mol-1 for the FeIII and MnIII) or to the copper and free base homologues (<23 kJ
mol-1).
DFT predicts an S = 1 ground state for [FeIITPPS]4-, which agrees with previous
experimental studies on Fe-porphyrin complexes.271–273 On the contrary, CASSCF/CASPT2





1 electronic configuration, similar to previous multiconfigurational studies.
For the oxidized Fe-porphyrin, both DFT and CASPT2 agree on an S = 3/2 ground state,
but the two methods differ regarding the loss of the electron. In the DFT calculations for
[FeTPPS]3- without COSMO, the oxidation takes place on the porphyrin with contribution
from the sulfonate groups. The same result was obtained from the CASSCF calculation
on the model [Fe(P)]1+ complex using large active spaces; a hole on the π orbitals of the
porphyrin ring was found, with FeII having the same configuration as in the [Fe(P)]0 case










0.254 On the contrary, the CASSCF(9,13) calculation on the full [FeTPPS]3- complex
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Figure 3.7: CASSCF spin densities for (a) [Fe(P)·O2]0 and (b) [Mn(P)·O2]0 complexes. Red
densities correspond to α-electron excess; green densities correspond to β-electron excess.
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showed that Fe(II) is oxidized to Fe(III), and no hole was found on the porphyrin ring (see
spin density plots in Appendix A Figures 5-6). For the calculation of the binding energies
with the [Fe(P)]1+ model complex, the porphyrin ring was not included in the active space.
Therefore, the calculated binding energies are based on a metal-centered ionization as also
found for large active spaces in the [FeTPPS]3- species.
Both DFT and CASSCF provide similar results for the [MnTPPS]4-/3- systems, where
the electronic structure of the small [Mn(P)]0/1+ complexes was not affected by the absence





0 configuration was found. For the [MnTPPS]3- case, MnII is oxidized to
MnIII with an electron removed from the 3dxy orbital, and an S = 2 ground state is predicted
from both methods. This conclusion agrees with the general stability of MnIII-porphyrins.274
O2 Binding on Metal-TPPS Complexes.
The DFT geometries predict O2 activation upon binding to [FeTPPS]
4- and [MnTPPS]4-
metalloporphyrin complexes, with O2 bond distances of 1.284 and 1.300 Å for [FeTPPS·O2]4-
and [MnTPPS·O2]4-, respectively (Req = 1.206 Å for the free O2). On the contrary, the
dioxygen distance for the electron-detached complexes are shorter (1.249 and 1.243 Å for
[FeTPPS·O2]3- and [MnTPPS·O2]3-, respectively). Similarly, the MII-O distances (1.829 and
1.865 for FeII and MnII, respectively) are shorter than the M-O distances of the [MTPPS·O2]3-
species (1.922 and 2.042 Å for Fe and Mn, respectively), which indicates a stronger binding
for the tetraanionic porphyrins.
The BSSE-corrected interaction energies of O2 and the metalloporphyrin complexes
were calculated at the CASPT2 level of theory with the hydrogen-substituted model
structures ([Fe(P)·O2]0/1+ and [Mn(P)·O2]0/1+). Minimal active spaces were applied for these
calculations (see Section 3.4.2) to avoid issues with the electronic structure of these species,
since [TPPS]- groups are not considered. This approximation does not allow an electron
hole on the porphyrin ring of the [Fe(P)·O2]1+ complex. The individual contributions to the
total binding energies are shown in Table 3.2. The BSSE-corrected energies do not include
the relaxation of O2 and porphyrins, which are given in separate columns (O2 and porphyrin
deformation, respectively). Zero-point vibrational energy (ZPVE) corrections were added
from the BP86/def2-SVP, def2-TZVP for the metal atoms structures. The approximate
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ZPVE allows the direct comparison between the experimental and the computed O2 binding
energies. The CASPT2 binding energies are in good agreement with the experimental values
and capture the stronger O2 binding of [MnTPPS·O2]4-. Practically, no O2 binding was
found for the oxidized [Fe(P)cdotO2]
1+ and [Mn(P)·O2]1+ systems.
3.6 Conclusions
A combination of experiment and theory has been used to shed light on the binding of
molecular oxygen to transition-metal porphyrin anions comprising the 3d metal atoms iron,
manganese, and copper. Particular emphasis has been placed on the different chemical
behavior of the Fe and Mn systems as a function of their +II versus +III oxidation states
(corresponding to the initial electron configurations 3d4 (MnIII), 3d5 (MnII/FeIII), and 3d6
(FeII). Experimental data on the kinetics of the ion chemistry of[MII/IIITPPS]4-/3- with
O2 show that only the open-shell d-metal porphyrins in their oxidation state +II have
a sizable O2 binding energy of 40.8 and 67.4 kJ/mol (for Fe
II and MnII, respectively),
whereas the Cu congener has a much lower dioxygen affinity (<22 kJ/mol). The fact that
metal-to-oxygen electron transfer plays a significant role in O2 binding to Fe
II and MnII is
consistent with the observation that O2 is much less reactive toward the trivalent species
[FeIIITPPS]3- and [MnIIITPPS]3- (for which further metal-to-oxygen electron transfer is more
difficult). This is nicely corroborated by the quantum-chemical calculations performed at
DFT and CASSCF/CASPT2 levels: the main trend in metal oxygen binding energetics is
well-reproduced (36.4 and 66.8 kJ/mol for [FeII(P)]0 and [MnII(P)]0, which were used as
model systems, respectively), with the ground states of the bare metal porphyrins being
adequately described as triplet and quartet spin states for FeII and MnII, respectively. We
showed that the FeII and MnII model complexes used for the O2 binding calculations are
reliable models, since they provide the same electronic structure as in the multianionic
[FeIITPPS]4- and [MnIITPPS]4- complexes. The two +II cations are oxidized to FeIII and
MnIII, respectively, and O2 acquires a nucleophilic radical character. The electronic structure
of the [FeIITPPS·O2]4- complex can be described by the Weiss model. No O2 binding was
found for the oxidized [MIIITPPS·O2]3- systems at the level of theory used. In future
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experimental work on the MIII systems we will systematically probe the corresponding
radiative association kinetics at low temperatures. Also, vibrational spectroscopy of O2
complexes for both oxidation states should be informative.
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Chapter 4
Ligand Field Effects on the Ground
and Excited States of Reactive FeO2+
Species
4.1 Disclosure
The following chapter has been taken, with permission, from a journal article
published in Physical Chemistry Chemical Physics with mostly minor modifi-
cations.44 This work has been done in conjunction with computations from the
group of Dr. Evangelos Miliordos. All computations were performed by myself
under the guidance of Dr. Konstantinos D. Vogiatzis except for the MRCI
computations which were performed by Shahriar N¿ Khan and Dr. Evangelos
Miliordos.
4.2 Abstract
High-valent Fe(IV)-oxo species have been found to be key oxidizing intermediates in the
mechanisms of mononuclear iron heme and non-heme enzymes that can functionalize strong
C–H bonds. Biomimetic Fe(IV)-oxo molecular complexes have been successfully synthesized
and characterized, but their catalytic reactivity is typically lower than that of the enzymatic
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analogues. The C-H activation step proceeds through two competitive mechanisms, named
σ- and π-channels. We have performed high-level wave function theory calculations on
bare FeO2+ and a series of non-heme Fe(IV)-oxo model complexes in order to elucidate the
electronic properties and the ligand field effects on those channels. Our results suggest that a
coordination environment formed by a weak field gives access to both competitive channels,
yielding more reactive Fe(IV)-oxo sites. In contrast, a strong ligand environment stabilizes
only the σ-channel. Our concluding remarks will aid the derivation of new structure-
reactivity descriptors that can contribute to the development of the next generation of
functional catalysts.
4.3 Introduction
The selective functionalization of the C-H bond has been regarded as a problem of major
interest for energy and industrial applications.275–278 This process is present in many
biological processes and is promoted by enzymes that contain metal-oxo active sites. Nature
has developed a large variety of heme and non-heme enzymes for the controlled oxidation of
organic substrates.279,280 Enzymes containing mononuclear and dinuclear iron sites activate
dioxygen and form intermediate metal-oxo species, which promote the functionalization of
strong C-H bonds.280,281 For example, the non-heme enzymes a-ketoglutarate dependent
taurine dioxygenase (TauD)282,283 and syringomycin halogenase (SyrB2)284,285 form high-
valent Fe(IV)-oxo intermediates which can abstract a H-atom from an inert C-H bond as
strong as 106 kcal mol-1 to initiate hydroxylation or halogenation.286–289
In an attempt to mimic nature and obtain new insights into the reactivity of the
Fe(IV)-oxo unit, many non-heme Fe(IV)-oxo model complexes have been synthesized and
characterized.290–294 Alternatively, zeolites and metal–organic frameworks (MOFs) provide
coordination environments suitable for the stabilization of highly reactive intermediates.
Cationic Fe complexes stabilized in zeolite or MOF micropores have been shown to be
efficient catalysts for the selective oxyfunctionalization of methane and ethane.104,295–298 For
these cases, a Fe(IV)-oxo intermediate has been suggested as the reactive intermediate.104,297
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From an electronic structure standpoint, nature shows preference to a coordination
environment for Fe(IV)-oxo which promotes the highly reactive high-spin quintet state (S =
2). Porous materials produce a weak ligand field on the deposited iron cations which stabilizes
the high-spin intermediate as verified by magnetic circular dichroism (MCD) spectroscopy
and computational studies.297,299,300 On the other hand, syntheticnon-heme model complexes
tend to prefer an intermediate spin state (triplet state; S = 1).103,290,291 Several attempts
have been made to synthesize stable high-spin models,301–307 such as the tridentate TMG3tren
(TMG3tren = 1,1,1-tris[2-[N2-(1,1,3,3-tetramethylguanidino)]ethyl]amine) Fe(IV)-oxo com-
plex.301
Triplet spin complexes typically follow a two-state reactivity (TSR) scheme switching
from triplet to quintet along the hydrogen abstraction step which lowers the activation
barrier.308 This spin-flip has been argued to have an energy penalty that lowers the reactivity
of S = 1 complexes.309 Alternatively, Meyer and co-workers applied a strong ligand field using
a tetracarbene ligand maximizing the triplet-quintet gap.310–313 This complex was found to
be more reactive than other synthetic S = 1 nonheme model complexes and was attributed
to the avoidance of the TSR scheme.
Aside from the spin issue, low catalytic reactivity of most of the model complexes
is attributed to two other key reasons: the steric hindrance of the active sites and the
self-oxidation pathways that they undergo. MCD spectroscopy and multiconfigurational
wave function theory calculations have revealed two different reaction channels for the
[FeIV(O)(TMG3tren)]
2+ complex.314 The first one activates a C-H bond of the substrate,
and leads to the formation of the desired product, whereas the second one self-oxidizes the
ligand and is responsible for the self-decay of the catalyst.
In total, four possible reaction channels are considered depending on the spin state
of the Fe(IV)-oxo and the molecular orbital (MO) that overlaps with the activated C-H
bond, which consequently leads to the abstraction of the hydrogen atom. Previous studies
have described the electronic structure of ground and excited states of several Fe(IV)-oxo
species.311,312,314–318 These electronic states can be further related to different C-H activation
mechanisms, and involve the evolution of Fe(IV)-O2- (oxo) to Fe(III)-O• - (oxyl), which occur
upon elongation of the Fe-O bond.319 The valence molecular orbitals (σ, π, δ, π*, and σ*) of
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the Fe-O unit are shown in Figure 4.1 denoted by σ, π, δ(dx2−y2/dxy), π*, and σ*. The first
reaction channel involves the excitation of an electron from the σ bonding orbital (polarized
toward the oxygen) to the σ* antibonding orbital (polarized towards iron). Therefore, upon
the σ → σ* excitation, the 2pz orbital of the oxygen atom becomes singly occupied, and O2-
evolves the radical O•- character. The hydrogen atom abstraction via the 2pz(σ) orbital is
termed σ-mechanism, and it is accessed from the ground state of the Fe(IV)-oxo intermediate.
The first double degenerate excited state introduces a competitive mechanism where
one of the degenerate 2px/y orbitals of the oxygen atom (polarized π orbital) becomes
singly occupied and the oxo atom evolves a radical O•- character. Since the 2px/y orbitals
are involved in the π/π∗ molecular orbitals, this C-H activation channel is termed the π-
mechanism. The σ- and π-channels can further be divided into triplet 3σ and 3π and quintet
5σ and 5π, depending on the spin state of the Fe(IV)-oxo unit. Figure 4.2 presents all four
mechanisms with MO diagrams, which suggest that the 5σ/5π mechanisms should be favored
under a near-trigonal pyramidal field; whereas, the 3σ/3π mechanisms are more likely for
near-octahedral structures.
Overall the followed mechanism is determined by the combination of specific electronic
and stereochemical conditions. For example, the S = 1 species undergoing a TSR mechanism
prefer the 5σ channel,320 while the high reactivity of the S = 1 tetracarbene complex
is because of the accessibility to both 3σ and 3π channels (about 4 kcal mol-1).312 The
high-spin (S = 2) trigonal bipyramidal [Fe(IV)(O)(TMG3tren)]
2+ complex also has multiple
available channels (5σ, 5π and 3π) but shows reactivity comparable to S = 1 complexes
undergoing a TSR mechanism.301 The reason is that unlike 5σ, the 5π and 3π channels cause
the self-oxidation of the complex due to preferential overlap of the 2px/y orbitals of oxygen
with the methyl groups of the ligands.315,321 It is noteworthy that the non-heme enzyme
SyrB2 modulates its reactivity by different channels; hydroxylation proceeds via 5σ, while
halogenation via 5π.285,314 Finally, the stereochemistry of the active site and the reactants
promotes both 5σ and 5π, mechanisms for the C-H activation of 4-hydroxymandelate synthase
(HmaS) and (4-hydroxyphenyl)-pyruvate dioxygenase (HPPD), and AlkB enzymes.322,323
Presently, we aim to systematically analyze the electronic factors favoring the different
reaction channels facilitated by the Fe(IV)-oxo sites. Our target is to elucidate at the
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Figure 4.1: Valence molecular orbitals of bare FeO2+ (RFe-O = 1.64 Å)
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Figure 4.2: Molecular orbital diagrams for (a) high-spin S = 2 Fe(IV)-oxo species in
a near -trigonal pyramidal field and (b) intermediate-spin S = 1 Fe(IV)-oxo species in a
near-tetragonal pyramidal field. Curved arrows show the electron transferred upon Fe-O
bond elongation for the formation of the Fe(III)-oxyl species that promote the hydrogen
atom abstraction via (a) the 5σ and 5π channels. Orbitals inside the dash-line boxes have
predominant iron character.
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electronic structure level how the ligand field increases or decreases the accessibility of
each reactive channel. To this end, we performed multiconfigurational quantum chemical
calculations for the ground and low-lying electronic states of model [FeO]2+ systems. We
started by constructing potential energy profiles for bare [FeO]2+ followed by the singly
coordinated [(H3N)FeO]
2+ and [(H2O)FeO]
2+ species before the study of the larger penta-
and hexa-coordinated complexes composed of ammonia and water ligands in different ratios.
We found that strong field ligands enable only the 5σ mechanism, while weak ligands expedite
additional channels.
The computational methodology followed in this study is described in Section 4.4. In
Section 4.5, the low-lying energy states of bare and mono-coordinated [FeO]2+ are discussed
in detail. Section 4.6 focuses on the ligand field effects on the reactive lowest lying electronic
states. The electronic structure of each state is analyzed and correlated to the different
reaction channels. Finally, in Section 4.7, we summarize our findings and make suggestions
for designing new ligands that can increase the accessibility of specific reaction channels or
for descriptors.
4.4 Computational Methodology
To ensure the accurate description of the S = 1 and S = 2 radical nature, we employed various
multiconfigurational wave function approaches. The complete active space self-consistent
field (CASSCF)255,324 method was used to obtain the reference wave function. The notation
CAS(n,m) stands for n electrons allocated in m active orbitals. Dynamical correlation
was added by means of internally contracted multireference configuration interaction
(MRCI)325,326 or second-order perturbation theory (CASPT2).256
For diatomic [FeO]2+. all possible single and double excitations of all valence electrons to
the virtual space were variationally coupled through the internally contracted MRCI scheme
implemented in MOLPRO.327 The reference CASSCF wave function was built by allocating
the 4s3d/Fe 2p/O electrons in 14 orbitals which at infinite Fe-O separation correspond to the
4s3d/Fe 2p/O orbitals plus an additional series of five d-orbitals on iron (CAS(10,14)). The
latter orbitals were deemed technically necessary for the correct dissociation of the potential
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energy curves (PECs). The cc-pVQZ/Fe aug-cc-pVQZ/O basis sets were used to construct the
CASSCF orbitals. State-averaged calculations were performed with all states having equal
weights.
The calculations for the singly coordinated [(H3N)FeO]
2+ and [(H2O)FeO]
2+ complexes
were done in the equilibrium region using only the 4s3d/Fe 2p/O orbitals in the reference
CASSCF wave function (CAS(10,9)), but still allowing excitations from all valence orbitals
at MRCI.
Larger active spaces have to be considered for the larger complexes. For the near-
C4v hexa-coordinated and near-C3v pentacoordinated iron complexes, one and two bonding
ligand-Fe(3dx2−y2) and ligand-Fe(3dxy/3dx2−y2) MOs were added, respectively (the term
near is used since consideration of hydrogen atoms of the ligands lowers the symmetry
of the tetragonal pyramidal and trigonal pyramidal, respectively). In the latter case, the
displacement of 2s of oxygen by a ligand orbital was observed at specific Fe-O bond distances.
This orbital rotation did not affect the quintet states, but introduced inconsistencies for
triplets. The second d-shell of Fe was found to affect the relative energy differences by
less than 0.1 eV (see Appendix B Table 17) and it was excluded. The total size of the
active space is CAS(20,13) and CAS(18,12) for penta- and hexacoordinated Fe complexes,
respectively. State-averaged restricted active space SCF (SA-RASSCF)255,328 calculations
were performed for the examination of larger active spaces that included the 3s of Fe, the 2s
of O, and lone pair of NH3, as is discussed in Appendix B Table 18. For quantitative results,
the multi-state extension of CASSCF and RASSCF that include dynamic correlation from
second-order perturbation theory (CASPT2 and RASPT2,329 respectively) was used.
All SA-RASSCF/MS-RASPT2 calculations were performed with the MOLCAS 8.2
program package.260 Scalar relativistic effects were included using the all-electron triple-
zeta quality atomic natural orbital relativistic basis sets (ANO-RCC-VTZP)261,262 and a
second-order Douglas-Kroll-Hess Hamiltonian.330,331 A shifted zeroth-order Hamiltonian332
(IPEA shift) with the default value of 0.25 a.u. and an imaginary shift333 of 0.20 a.u. were
applied to all MS-RASPT2 calculations. The two-electron integral evaluation was simplified
by using the Cholesky decomposition.263
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4.5 Bare and Mono-coordinated [FeO]2+
We start our discussion with the bare and mono-coordinated [FeO]2+ species since they
provide valuable insights which aid the investigation of the larger systems. It should be
mentioned that the electronic structures of the bare FeO and [FeO]+ have been examined
previously in great detail,334,335 but to the best of our knowledge, bare [FeO]2+ has not been
studied before.
The first two ionization energies of iron are 7.90 eV [Fe(5D) → Fe+(6D)] and 16.19 eV
[Fe+(6D) → Fe2+(5D)],336 while for oxygen they are 13.62 eV [O(3P) → O+(4S)] and 35.12
eV [O+(4S) → O2+(3P)]. These values set the lowest dissociation channel as Fe+(6D) +
O+(4S) followed by Fe2+(5D;d6) + O(3P) at 2.57 eV. This energy range fits eight excited
electronic states of Fe+,337 but non for O+. All Fe+ + O+(4S;2s22p3) asymptotes generate
dissociative PECs, and considering a 1/R(Fe-O) repulsion, the Fe+ + O+ energies increase
by as much as 1.44 eV at 10 Å. At the same distance, the Fe2+ + O fragments interact only
weakly. Thus, the Fe+(6D) + O+(4S) and Fe2+(5D;d6) + O(3P) asymptotes approach 2.57 -
1.44 = 1.13 eV, which means that only three Fe+ + O+ channels are lower than Fe2+ + O
at 10 Å. All states (32 triples, quintets, and septets) of these four channels are included in
our PECs of Figure 4.4, which over Fe-O distances shorter than 9 Å. Further implying this
simple model, the Fe+(6D) + O+(4S) and Fe2+(5D;d6) + O(3P) asymptotes are expected
to cross at 1/R(Fe-O) = 2.57 eV which yields R(Fe-O) = 5.6 Å. Indeed our PECs present
an avoided crossing region at 5.5-6 angstrom. Setting the zero of the energy scale equal to
that of Fe2+(5D) + O(3P), the lowest energy fragments Fe+(6D) + O+(4S) are at -2.57 eV
= -59.3 kcal mol-1. In the same scale, the equilibrium energy of the ground 3∆ state is -42
kcal mol-1 (see Figure 4.4, right) and -10 kcal mol-1 for our highest state (3Π). Therefore, all
equilibrium energies are lower than the Fe2+ + O fragments but higher than the Fe+ + O+
ones, which means that bare FeO2+ is thermodynamically unstable, but kinetically stable
because of the large dissociation barriers.
The first three dissociation paths associate with the 6D(4s13d6), 4F(3d7), and 4D(4s13d6)
states of Fe1 which combined with O+(4S) create a series of singlets, triplets, quintets, and
septets with Σ+, Σ−, Π, ∆, and Φ symmetries. The Fe2+(5D) + O(3P) channel generates
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Figure 4.4: Potential energy curves of the triplet (left), quintet (center), and septet (right)
electronic states of FeO2+.
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(Wigner-Witmer rules) the 3,5,7[Σ+, Σ− (2), Π (3), ∆ (2), Φ] states. The states of the same
spin and space symmetry from the different channels run into each other producing the
avoided crossings of Figure 4.4.
All minima at Fe-O distances of 2-2.5 Å come smoothly from Fe2+(5D) + O(3P) and
their equilibrium electronic structure is closer to the Fe(III)-oxyl picture. For example, 5∆
at its equilibrum bond length of 2.15 Å |5∆〉 ≈ 0.72 |σ2π2π∗2δ3σ∗1〉. However, there are
PECs which exhibit additional features. Specifically, the 5Σ+ state of Figure 4.4 (center)
follows its sister states for distances longer than 2.5 Å tending to form a minimum at 2.2 Å.
It deviates though creating a minimum at 1.64 Å. Similar minima are found for 3F and 3S
which undergo an avoided crossing right at the region of their 1.6 Å minima with PEC of
lower states (see the encircled region of Figure 4.4, left). Finally, 5P reveals a shoulder at the
same distance (see Figure 4.4, center), which turns out to create gradually a clear minimum
in the presence of ligands (see below).
To locate the origin of these additional features, we focused on the CI vectors at 1.6 Å
of the relative states. The dominant electronic configurations of 5Σ+ (equilibrium) and 5Π
(shoulder), are (see Figure 4.1 for orbital notation):
|5Σ+〉 ≈ 0.74 |σ2π4π∗2δ2〉
|5Π〉 ≈ 0.78 |σ2π4π∗1δ2σ∗1〉
These are the only quintets with σ2π4, and as discussed in the introduction, the polarization
of σ and π towards oxygen signals an in situ Fe(IV)-oxo picture. All quintets with equilibrium
bond lengths of about 2-2.5 Å are of σ1π4 or σ2πs character matching better to a radical
terminal oxygen, Fe(III)-oxyl. The same configurations prevail for 5Σ+ and 5Π for R(Fe-O)
> 2.0 Å. Specifically, their configurations at 2.4 Å (5Σ+) and 2.14 Å (5Π) are:
|5Σ+〉 ≈ 0.80 |σ1π4π∗2δ2σ∗1〉
|5Π〉 ≈ 0.72 |σ2π3π∗2δ2σ∗1〉
Because of their larger iron formal charge, the approach of a ligand is expected to stabilize
the equilibrium of 5Σ+ and the shoulder of 5Π over the rest quintets.
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To corroborate these observations, we added an ammonia or water ligand to the [FeO]2+
diatomic and constructed the PECs in the Fe-O equilibrium region for the lowest quintet
states (5Σ+,5Π and 5∆). The [FeO(H2O)]
2+ and [FeO(NH3)]
2+ structures were fully
optimized at the MRCI level for the 5Σ+ and then scanned over the Fe-O distance by keeping
all other geometrical parameters fixed. The potential energy curves are shown in Figure 4.3.
In comparison to bare [FeO]2+, the 5Σ+ minimum (black line) is stabilized with the
addition of a water molecule (weak ligand field), and even more so with an ammonia molecule
(strong ligand field). The same is true for the shoulder of 5Π which splits into two components
due to symmetry lowering. In the case of ammonia, one of the 5Π components becomes a
very shallow local minimum. It is these minima that stabilize further upon the addition
of more ligands generating the 5A and 5E states (see Section 4.6). Overall, the 5Σ+ and
5Π states have a Fe(IV)-oxo character at R(Fe-O) ≈ 1.6 Å which switches to Fe(III)-oxyl at
R(Fe-O) ≈ 2.25 Å. This transition occurs at about 1.8 Å (energy barrier of the two rightmost
plots of Figure 4.3). Additionally, the Fe(IV)-oxo region is stabilized over the Fe(III)-oxyl
region when adding a ligand, and this stabilization is larger for ammonia than water.
These observations generally apply to the corresponding 5A and 5E states of the fully
coordinated systems examined in Section 4.6, where more accurate and quantitative results
are reported. To assure that CASPT2, which was used for the larger complexes, and MRCI
are equivalent, we repeated the above analysis for the diatomic [FeO]2+ species at the SA(3)-
CASSCF/MS(3)-CASPT2 level; MRCI and CASPT2 are in agreement with each other.
4.6 Ligand Field Effects
The effect of different ligand fields on the stability of the larger fully-coordinated Fe(IV)-
oxo species and its evolution to the reactive Fe(III)-oxyl are discussed in this section. The








(Figure 4.5). The H2O ligands are considered representative of a weak ligand field,
while the NH3 ligands representative of a strong ligand field. Two out of these six
models ([Fe(O)(H2O)5]
2+ and [Fe(O)(H2O)ax(NH3)4]) have been employed by Kazaryan and
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Baerends,1 who examined using density functional theory (DFT) the ligand field effects on
the spin state and the C-H activation promoted by the Fe(IV)-oxo moiety. The Fe atom
in the [Fe(O)(H2O)5]
2+ model experiences a weak field and has a S = 2 ground spin state.
In contrast, the [Fe(O)(H2O)ax(NH3)4]
2+ has a S = 1 ground state, since the NH3 ligands
form a stronger field. The [Fe(O)(H2O)ax(NH3)4]
2+ model is also representative of the two-
state reactivity scheme for the C-H activation mechanism, since a spin-transition occurs at
the corresponding transition state.308 However, CASPT2 calculations on the DFT optimized
geometries predicted a high-spin ground spin state for both systems. For obtaining optimized
geometries with the correct ground state for all six model complexes, we have performed
symmetric Fe-L scans (L = equatorial H2O or NH3). For the models with strong ligand
fields, the addition of the lone pair of NH3 and the 3s3p of Fe was mandatory.
253,338 The
MS-RASPT2 calculations provided the correct global ground spin state (S =11) for the
pseudo-C4v species ([Fe(O)(H2O)ax(NH3)4]
2+), as expected, with a Fe-L distance of 2.000
Å. Similarly, the expected high-spin (S = 2) was obtained for the remaining pseudo-C3v
models ([Fe(O)(H2O)ax(NH3)3]
2+ and [Fe(O)(NH3)4]
2+]), as is explained in the introduction.
Figures with the six potential energy scans along the Fe-L distances are given in Appendix
B Figures ??-??.
Once the equatorial Fe–L distances were calibrated for the six models, potential
energy curves along the Fe–O bond distance were calculated. A detailed analysis of one
representative species ([Fe(O)(H2O)5]
2+) is given, but similar considerations hold for the
remaining five models. The left plot of Figure 4.6 shows the potential energy curves for the
ground (5A, orange) and the doubly degenerate first excited states (5E, black) calculated at
the MS-RASPT2(24,15) level of theory. A detailed analysis of the CI coefficients obtained
from the multiconfigurational zeroth-order SA-CASSCF(18,12) wave function reveals the
character of the two electronic states. As is explained in Section 4.3 and shown in Figure
4.2, the non-reactive Fe(IV)-oxo configuration involves a 3d4 Fe atom and a closed-shell 2p6
O atom. By adding the weights (i.e. the square of the CI coefficients) of each configuration
that corresponds to such electronic configurations, we can calculate the Fe(IV)-oxo character
of each state. Similarly, the reactive Fe(III)-oxyl character can be calculated as the sum of
all configurations that involve the transfer of an electron from O to Fe.
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Figure 4.5: The six model complexes used in this work, their chemical formulae and their
pseudo-symmetry point groups. The Fe-equatorial ligand distances have been optimized
with symmetric scans at the CASSCF/RASSCF level. (Fe: light brown, O: red, N: blue and
H: white.
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Figure 4.6: Left: Potential energy curves of [Fe(O)(H2O)5]
2+ at the MS-CASPT2(18,12)
level for the ground (5A, orange) and first excited states (5E, black) along the Fe-O bond
distance. Right: The percentage of the wave function for the ground (5A, orange) and
first excited states (5E, black) along the Fe-O bond distance which corresponds to the non-
reactive Fe(IV)-oxo electronic configuration (open circles and squares, respectively) and to
the radical Fe(III)-oxyl configuration (closed circles and squares, respectively). The vertical
orange and black dotted lines on both figures indicate the Fe-O distance where the character
of the electronic states changes from the non-reactive Fe(IV)-oxo to the radical Fe(III)-oxyl.
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This electron transfer reduces Fe(IV) to Fe(III) and creates a hole in the electronic
configuration of the O atom, which results in the radical character of the oxyl species. At
the equilibrium bond distance (around 1.58 Å, both states have a non-reactive character, with
a 0.73/0.14 ratio between Fe(IV)-oxo/Fe(III)-oxyl for the ground state 5A and a 0.54/0.30
ratio for the first excited state 5E, as is shown in the right plot of Figure 4.6. The character
of the two states changes upon Fe–O bond elongation. It is evident from the same plot of
Figure 4.6 that at 1.67 Å, the reactive Fe(III)-oxyl becomes the dominant character of the
first excited state. This means that the π-channel becomes accessible at bond distances of
1.67 Å or higher. However, the excited state is still less stable than the 5A state by about 1
eV (Figure 4.6 left). The 5A ground state obtains a radical character at about 1.84 Å, and
the σ-channel becomes accessible. The intercrossing of the two states occurs at about 1.86 Å
and thus, both reactive channels are accessible for C-H abstraction. The Fe-O bond distance
at the transition state of the C–H activation is expected to fall between 1.67 Å and 1.86
Å. Indeed, previous mechanistic DFT studies for a fully hydrated FeO2+ species predicted
a Fe-O distance at a transition state of 1.728 Å,1 while for the fully oxygen coordination
sphere of a Fe-containing MOF-74 catalyst, a value of 1.75 Å was calculated.299
The triplet states for the [Fe(O)(H2O)5]
2+ model complex were calculated at the same
level of theory (MS-CASPT2(18,12). The relative energy of the six lowest states from the
5A ground state is more than 1.73 eV at the equilibrium geometry, where they exhibit a
shallow minimum in their potential energy curves. Similarly to the quintet counterparts,
they have a non-reactive Fe(IV)-oxo character that evolves into radical Fe(III)-oxyl at longer
Fe-O bond distances. Their energies at the RFe-O = 1.7–1.9 Å range are between 1.0 and
1.3 eV, comparable to the quintet states (Figure 4.6, left). This leads to the conclusion that
the triplet channels are also accessible for C-H activation, in addition to the quintet σ- and
π-channels. We were not able to distinguish between the 3σ- and 3π-channels since electronic
configurations corresponding to these channels were present in all low-lying triplet states.
Exception was the [Fe(O)(H2O)ax(NH3)4]
2+ species, as is discussed in the next paragraphs.
The results from all six model complexes are summarized in Table 4.1. The first
observation is related to the relative energy differences of the quintet ground and excited
states (also shown in Figure 4.7). For the two hydrated models (four and five water molecules
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in the coordination sphere of Fe), the relative energy differences of the two states at 1.60 Å are
1.31 and 1.24 eV, respectively. The same energy difference increases once the equatorial water
molecules are substituted by stronger ligands (NH3), while for the all-ammonia complex
([Fe(O)(NH3)4]
2+), the ∆E(5A–5E) at 1.60 Å is 1.79 eV.
Similarly, the intercrossing of the two quintet states occurs at longer Fe–O bond distances
once the strength of the ligand field increases (from 1.86 to 2.03 Å). Therefore, we conclude
that the increase of the ligand field strength destabilizes the π-channel (Figure 4.7) and
makes it less accessible for C–H activation. This conclusion is in agreement with the
observation made by Kupper et al.312 on the reactivity of the [Fe(O)(TMC)(MeCN)]2+
biomimetic model complex that shares the same coordination environment with the
[Fe(O)(H2O)ax(NH3)4]
2+ complex from our study. In the previous study, a combination
of DFT with multiconfigurational calculations revealed that the specific non-heme model
complex has only one accessible reaction mechanism (5σ).
From the six model complexes discussed, the [Fe(O)(H2O)ax(NH3)4]
2+ and [Fe(O)(NH3)5]
2+
have a triplet ground state (Table 4.1). However, the specific complex follows a two-state
reactivity mechanism,1 so the quintet states are mostly relevant to C-H activation. For
examining the accessibility of the 3σ and 3π channels, we have analyzed the character of
the triplet states and how those evolve to Fe(III)-oxyl with hole on the σ and π bonding
orbitals, respectively. For all species, six low-lying triplet states were found, which are
within less than 1.0 eV for the Fe-O bond range of 1.6-1.9 Å. The only exceptions are
[Fe(O)(H3O)ax(NH3)4]
2+ and [Fe(O)(NH3)5]
2+, which due to the Jahn-Teller effect (Figure
4.2(b)), have a non-degenerate triplet ground state, with the next three triplet states being
more than 1.39 eV less stable (at 1.60 Å).
Finally, for all the models considered in this study, the ground state (quintet) crosses
the triplet states at bond distances that all channels are accessible (1.92-1.97 Å, Table 4.1).
Exceptions are the two species with inverted spin state order (intercrossing at 2.10 Å), but
since they follow the two-state reactivity scheme, the quintet states are more relevant for
comparison.
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Figure 4.7: Superimposed potential energy curves of the six Fe-oxo models considered in
this study. Solid lines correspond to the ground quintet state(5A) that evolves to the 5σ
channel, dashed lines to the first excited state (5E) that evolves to the 5π channel.
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Table 4.1: Energy difference ∆E (eV) of the 5E and the lowest triplet states (3A/3E) with
respect to the most stable quintet state (5A) at RFe-O = 1.60 Å, Fe-O distance RC(Å) where
3A and 3E states cross, and RC,Q/T (Å) where quintet and triplet states cross.
Model Complex ∆E(5E) ∆E(3A/3E) RC RC,Q/T
[Fe(O)(H2O)4]
2+ 1.31 1.73 1.91 1.92
[Fe(O)(H2O)5]
2+ 1.21 1.42 1.86 1.97
[Fe(O)(H2O)ax(NH3)3]
2+ 1.56 1.69 1.97 1.92
[Fe(O)(H2O)ax(NH3)4]
2+ 1.65 -0.46 1.98 2.10
[Fe(O)(NH3)4]
2+ 1.79 2.26 2.03 1.94
[Fe(O)(NH3)5]
2+ 1.92 -0.47 2.03 2.10
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4.7 Conclusions and outlook
In this work, we have performed an in-depth study on the electronic structure of the low-
lying states of a bare [FeO]2+ species and a series of six Fe(IV)-oxo model complexes, by
applying multiconfigurational wave function theory. Our calculations revealed the electronic
effects of the strength of the ligand field on the most stable quintet and triplet states, and
were correlated to the reaction channels of the evolving Fe(III)-oxyl radical species for C-H
activation. The results presented here suggest that engineering of the primary coordination
sphere can tune the accessibility of the different C-H reaction channels of the Fe(IV)-oxo
biomimetic sites and affect their reactivity.
The electronic structure of the bare iron oxide dication was elucidated via the construction
of full PECs and the analysis of the equilibrium configurations at highly correlated
multireference techniques (CASSCF and MRCI). We found potential energy minima in two
different Fe-O regions. At longer distances (2-2.5 Å) an iron-oxyl (radical oxygen terminal)
character prevails while at shorter distances the iron-oxo (closed-shell oxygen terminal)
character emerges. It is the 5Σ+ and 5Π states which evolve to 5A and 5E species upon
coordination, which exhibit an Fe(III)-O and Fe(IV)-O2- identity at longer and shorter Fe-
O distances, respectively. For all states we report accurate energetics and spectroscopic
parameters. Despite its metastable nature, bare [FeO]2+ is separated from the Fe+ + O+
fragments by large activation barriers enabling its experimental observation.
Once the electronic structure of the bare FeO2+ was elucidated, we examined the ligand
field effects on the low-lying states. At the equilibrium geometry, the [FeOLn]
2+ species
(L = H2O and/or NH3, n = 4 or 5) have a non-reactive Fe(IV)-oxo character that evolves
into a Fe(III)-oxyl radical once at larger Fe-O bond distances. The radical character is a
consequence of an electron promotion from the bonding σ or π orbitals to the antibonding
ones. Since the bonding orbitals are polarized towards the oxygen atom, the electron transfer
is responsible for the formation of a hole on the 2p atomic orbitals of the oxygen, which
evolves the radical character. This electron hole on oxygen can be found either on the σ-
or π-type orbital, which are responsible for different C-H abstraction mechanisms, known
as σ- and π-mechanisms, respectively. In this work, we quantified the accessibility of those
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reaction channels by considering different ligand field environments. We have considered the
relative energy difference of the two states responsible for these two reaction channels, and
the Fe-O bond distance that they intercross.
The Fe(IV)-oxo sites that have multiple accessible reaction channels are considered more
catalytically active than those that have only one channel for C-H activation. We showed
that a weaker ligand environment lowers the energy difference between the reactive states
of the Fe(IV)-oxo species at the equilibrium geometry, which will evolve into Fe(III)-oxyl
with a strong radical character, and eventually increases their reactivity. Conclusions
from the multiconfigurational calculations presented in this work are in agreement with
recent literature and support the known structure-function relation between the ligand
field strength and catalytic performance for C-H activation. For example, Mukherjee et
al. have reported a 104-fold increase of oxidation reaction rates when weaker ligands are
introduced in the equatorial position in a Fe(IV)-oxo complex.339 Another example is the
recent experimental work of Rasheed et al., who observed increased reactivity at weaker
ligand fields by increasing the equilibrium metal-ligand distance (using bulkier ligands).340
We believe that in the future, the relative energies of the ground (σ-mechanism) and first




Combined Quantum Chemical and
Machine Learning Methodologies for
the Study of the Iron(IV)-oxo
Chemical Space
5.1 Disclosure
The following chapter contains material sourced from an upcoming manuscript
to be published from the group of Dr. Konstantinos D. Vogiatzis. Density
functional theory calculations were performed mainly by myself with supporting
calculations from Jacob Townsend. Additionally, all machine learning modelling
was performed by myself.
5.2 Abstract
Application of machine learning on solid state catalysts and nanoparticles has been the
topic of active research, but similar studies on transition metal chemistry and homogeneous
catalysis are less frequent. One of the questions that usually needs to be addressed is
how a chemically meaningful molecular representation can be generated and effectively used
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for catalytic applications. Herein, we present a study on different molecular featurization
methods in conjunction with explicit features from density functional theory (DFT) in order
to predict the viability of Fe(IV)-oxo species in performing the activation of the C-H bond
in methane. These DFT features include information such as the Fe-O bond length of the
ground state Fe(IV)-oxo species, Mulliken charges, and high-spin/intermediate-spin gaps.
This methodology allowed the prediction of C-H bond activation energies with under 3 kcal
mol-1 root mean squared error (RMSE). Featurization methods such as Smooth Overlap of
Atomic Positions (SOAPs) and Persistence Images (PI) were employed for comparison, as
well as their combinations with the DFT feature sets. The DFT feature sets managed to
provide accuracy near that of both SOAPs and PI; however, the best results were obtained
from a combination of the PI featurization and the DFT features.
5.3 Introduction
Machine learning (ML) has increased in prevalence in the chemical community due to its
ability to perform high-throughput evaluation of many chemical species, allowing researchers
to shift from the study of individual molecules to the exploration of a larger fraction of the
chemical space.71,341–347 ML approaches have played a pivotal role in scientific discoveries
from both experimental and computational chemists and have aided on many chemical
applications including the development of atomistic potentials,348–351 structure prediction,63
chemical properties,45–48 and catalysis.51–60 ML allows for connections between the input
variables and the desired target value to be derived that are beyond the scope of chemical
insight. One major component on the chemistry-based ML pipeline is the generation of
input features for data analysis. The encoding of the molecular structure into a vectorized
input is a robust area of research in the data-driven chemistry field. There have been a
variety of attempts to convert complex three-dimensional chemical structures into vectorized
representations for use in ML. Some of the most prevalent are Coulomb matrices developed
by Rupp et al.,352 the Bag-of-Bonds (BoB) method by Hansen et al.,46 the Smooth Overlap
of Atomic Positions (SOAP) method by Bartok and co-workers,353 revised autocorrelation
functions (RACs) by Janet et al.77 and, the more recent molecular representation based on
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Persistence Images (PI).354 There have also been some studies which use explicitly defined
features regarding the molecule set (specifically with transition metal complexes) by the
Kulik group.54,75–78
Additionally, there are text and fingerprint-based methods that have begun to show
great promise in machine learning processes. One of the most common methods for
describing chemical species with text is known as the simplified molecular-input line-entry
systems (SMILES).355 There have been several studies using SMILES text strings as input
for machine learning studies such as the one of Gómez-Bombarelli and co-workers where
a variational autoencoder was created through the encoding and subsequent decoding
of SMILES strings.64 The investigators were able to generate structures by optimizing
parameters within the continuous latent space of the decoder and produce novel molecules not
present in the dataset. Since then, there have been several other incarnations of SMILES-
based learning models for various applications as well as attempts to improve upon the
existing model of Gómez-Bombarelli et al.67,68
Molecular fingerprinting operates on the idea of creating bit-strings that indicate the
presence of particular functional groups in molecules. Certain fingerprinting methods include
more information within their representation. For instance, Morgan/Circular fingerprinting
considers chemical features such as electron donor/accepting capability, acidity/basicity, and
aromaticity.356 There has also been an attempt at engaging in a branch of data science known
as natural language processing (NLP) by a combination of SMILES encoding and molecular
fingerprinting known as Mol2vec by Jaeger and co-workers.357
In this work, we present ML methodology where the chemistry of the problem (here,
catalyst optimization) is introduced in the ML algorithm by identifying features that are
relevant to the application and including them explicitly in the model. This can be seen as
a step towards applying chemical intuition for the generation of a machine learning model.
Our approach incorporates quantum chemical data from density functional theory (DFT) for
the prediction of activation energies of viable reactive sites for the functionalization of strong
C-H bonds via machine learning. The Fe(IV)-oxo active site was used as test case for the
demonstration of the potentiality of the suggested methodology, since there is vast literature
related to their structure and functionality. Additionally, we propose the subsequent data
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analysis of our sample data through the use of molecular fingerprinting to assess the trends
between particular functional groups with the target value.
Fe(IV)-oxo sites are the reactive sites of heme and non-heme enzymes, and have been
a synthetic target of many inorganic and bioinorganic chemists for the development of
molecular models.292–294,312,358,359 Fe(IV)-oxo intermediates functionalize strong C-H bonds
of various substrates and have been the focus of many biocatalytic studies for methane
functionalization. For that purpose, they have been introduced in catalytic materials, either
as extraframework sites (e.g. zeolites) or as part of the material’s framework (e.g. in metal-
organic frameworks).295,297,299 For example, the Fe/ZSM-5 zeolite is a well-characterized
catalytic material that oxidizes methane to methanol.104,360,361 Scheme 5.1 shows the reaction
coordinate for the hydrogen abstraction from methane by a generic iron-oxo species. As the
iron-oxygen bond length increases, a highly reactive iron(III)-oxyl species is formed from
the iron(IV)-oxo which allows for the abstraction of oxygen. Such structures most often
operate through quintet and triplet spin states which can promote reactive channels in both
biological and biomimetic catalytic species.44
The design of biomimetic catalysts for the purpose facilitating the conversion of methane
to methanol is of peak interest in the scientific community. Both synthetic and theoretical
methods of elucidating catalytic ability and structure can be time-consuming. Using data-
driven methods can expedite the search through the chemical space. Generating transferable,
systematic machine learning models can allow for prediction of novel structures with a
tuned property of interest and can guide both experimentalists and theorists toward the
right direction for obtaining improved catalysts. The ligand environment of the iron-oxo
moiety has shown to be important in the reactivity of the systems as shown by extensive
studies.1,44,362–364 By tuning the sterics and electronics of the ligand sphere, one can begin
to navigate toward an improvement on current catalysts.
A key aspect for the design of novel catalysts is the identification of geometrical and
electronic structure properties that are correlated to the performance of known catalytically
active systems. Many structure-function relations, descriptors of catalytic activity, have been
reported for the Fe(IV)-oxo sites, with some representative examples are given in Table 5.1.
For example, it has been demonstrated that the strength of the ligand field affects the spin
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Figure 5.1: Transition state (TS) motif for C-H activation by a generic Fe(IV)-oxo species.
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Table 5.1: Representative list of known descriptors of catalytic activity of Fe(IV)-oxo sites
for C-H activation.
Descriptors of Fe(IV)-oxo Catalytic Activity Ref.
1 Deformation energy of reactants in transition state geometry 366
2 Energy of the σ∗ orbital 2
3 Spin state 1
4 N-O bond dissociation barrier of N2O (oxidant)
32
5 Temperature-dependence of spin states 367
6 Nature of anion coordinated to Fe(IV)-oxo 365
7 Ligand field strength and accessibility of multiple reaction channels 44
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state of the Fe(IV)-oxo moiety, which consequently has an effect on the reactivity.1 In a recent
study, the ligand field strength was correlated with the accessibility of multiple reaction
channels that can activate C-H bonds.44 Andris et al.365 showed that the type of anionic
ligands coordinated on the metal affect the performance of non-heme model complexes,
while Andrikopoulos et al.2 correlated the C-H activation barrier with the σ∗ orbital energy
of many Fe(IV)-oxo complexes. Herein, we wish to understand how other DFT features
correlate with the C-H activation barrier and create ML models to predict the barriers.
5.4 Computational Methodology
All density functional theory (DFT) calculations were performed using the ORCA 4.2.0
software package.368,369 Optimizations were performed with the OPBE370,371 functional with
the def2-TZVPP243,372 basis sets for all atoms for the initial 65 model structures. For the
expansion of the database of Fe(IV)-oxo structures, the def2-SVP basis set was employed
for all atoms, keeping with the methodology proposed by Friederich et al. stating that
computational cost should remain moderate in order to generate an extensive set of training
data.82 The OPBE functional has been used in other computational studies on iron-oxo
species with the work of Andris et al.364 Andrikopoulos et al.2 The work herein provides
an extension to that study and for the sake of comparison, OPBE was used here as well.
Additionally, the work of Chen et al. performed a comprehensive computational study
which benchmarked DFT functionals ability to calculate C-H bond activation barriers against
CCSD(T) values and determined that pure functionals such as BLYP and OPBE were best
for computing barriers.373 Feldt et al. performed a study comparing spin gaps of Fe(IV)-
oxo species with different DFT functionals. The authors concluded that OPBE and OLYP
performed well in predicting the correct ground state and spin gaps (compared to UKS-
UCCSD(T)).374 There have been additional studies benchmarking DFT functionals on iron
complexes in general that have both shown OPBE to give accurate, quantitative results across
the board for a number of iron-containing complexes.375,376 D3 dispersion corrections377
were included along with the associated Becke-Johnson damping function.378 Transition
state searches were performed with ORCA’s ScanTS function which uses a constrained
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optimization as it scans along a particular reaction coordinate. Once a maximum is found,
that geometry is used as the starting geometry for a transition state calculation. Both the
quintet and triplet TS calculations were performed and the ground state between the two
was considered.
5.5 Preliminary Results
Here, we have performed a thorough electronic structure study pipelined with data-
driven methods to directly predict C-H bond activation energies by Fe(IV)-oxo molecular
structures. This approach can greatly accelerate high-throughput screening of databases of
transition metal complexes for the discovery of new functional catalysts at a fraction of the
computational cost. The main target is to forego transition state search calculations that
require a significant amount of computational effort, as well as expert bias.14 Here, we have
tested computational models that require the calculation of only two optimized geometries
at the DFT level. These two molecular structures correspond to the two competitive and
reactive spin states of the Fe(IV)-oxo intermediate, the high-spin (S = 2) and intermediate-
spin (S = 1). The energy gap between these two states and the low-spin state (S = 0) is
significantly large. In addition, the low-spin states are not involved in the reaction channels
and thus, they are not considered in this study as discussed by Ye et al.379 Additionally, many
Fe(IV)-oxo structures operate through a mechanism known as ”two-state reactivity” in which
the complex undergoes a spin flip from a triplet ground state in the iron-oxo to a quintet
in the transition state. We see this in several of our structures as well (Structures 19-20,
36, 40-43). In addition to explicit geometrical and electronic structure DFT data, we have
examined how additional input information introduced from molecular representations affect
the accuracy of the machine learning models. In particular, we have used Smooth Overlap
of Atomic Positions (SOAP), an accurate representation scheme that has been applied in
many data-driven chemical studies. Additionally, the newly developed Persistence Image
(PI), that encodes topological information of the molecular structure, was used as well. A
detailed description of the explicit features extracted from the DFT calculations is given
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in the next section, together with the statistical analysis of the different trained models.
Concluding remarks from this study are provided in the last section of the manuscript.
For the purpose of this study, we have generated a database of 65 molecular complexes
with an Fe(IV)-oxo core (Figure 5.2). This dataset includes structures that have both
monodentate ligands as well as multidentate chelating ligands. A previous study that
used a similar but more compact database2 suggested differentiating between these two
types of ligands. We have decided to include both types of coordination environments in
the predictive models in order to let the method learn the difference itself and create a
generalized methodology. The first 35 structures correspond to model complexes with a
variety of simple ligands (H2O, NH3, PH3, NH(CH2), OH(CH3), N(CH3)3) which represent
different ligand environment with varying strength around the Fe(IV)-oxo site. Structures
36 to 65 correspond to variations of known ligands with atomic modifications within the first
coordination sphere in order to artificially tune the ligand field strength, ranging from weak
(such as H2O) to strong (such as PH3) ligands. This approach resulted in a well-balanced
database.
Herein, this scheme is extended to other geometrical and electronic structure features in
order to create a generalized machine learning model to predict C-H bond activation energy
for Fe(IV)-oxo species. The list of features is summarized in Table 5.2. The features are
split in such a way that there are four different models generated. The model column of
Table 5.2 explicates which models each particular feature is included in. For instance, the
high spin-intermediate spin gap is included in all four feature sets. Going forward, each
set will be referred to as DFT1, DFT2, and so on. DFT1 includes features that regard the
electronic structure of the molecule as a whole (high spin-intermediate spin gaps and σ∗
orbital energies) as well as those concerning the Fe(IV)-oxo moiety such as the iron and
oxygen Mulliken atomic charges and spin populations. Additionally, the Fe-O bond length
(Å) and stretching frequency (cm-1) were included. In the DFT2 feature set, we wanted to
include features that provided information about the first coordination sphere of Fe such as
the distance to the closest ligand atom and its Mulliken atomic charge and electronegativity.
Due to the encoding of electronegativities in other representations (vide infra), the DFT3
model set removes the electronegativity of the nearest ligand atom for comparison with
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mixed models. Finally, DFT4 adds in a series of one-hot encoded vectors that describe the
coordination geometry around the central iron atom. In general, as the models increase in
number, we wished to provide more information about a larger subset of the molecule (from
Fe-O, to closest atom, to coordination sphere as a whole).
Input data were obtained by performing two DFT calculations per structure: a high-spin
(S = 2) and intermediate spin (S = 1) calculation for each Fe(IV)-oxo intermediate of Figure
5.2. Once the ground state between the two spin states has been determined, the remaining
features are collected including the σ∗ orbital energy, the Mulliken spin populations and
atomic charges of the iron and oxygen atoms, the Fe-O bond length and stretch frequency.
The pseudo-coordination environment is a series of one-hot encoded features that tell the
general coordination of the ligand environment. Herein, we pose the question of whether
explicit geometrical and electronic structure data can be employed to perform accurate
quantitative predictions on complex molecular species bearing transition metals. The models
we report attempt to predict the activation energy required to activate the C-H bond in
methane. A summary of all features and output are provided in the Supporting Information.
In addition to the DFT feature sets described in Table 5.2, other methods of direct
molecular featurization were employed for comparison: smooth overlap of atomic positions
(SOAP)353 and persistence images (PI)354 Both featurization methods have been shown to
apply well to chemical systems for use in data-driven models.354 Additionally, the SOAP
and PI methods were used in conjunction with the DFT model to see if there could be
a cooperative effect among the methods. All combinations are reported herein. SOAPs
function through encoding atomic positions using an expansion of atomic density smeared
by a Gaussian. This expansion is used to describe the molecular geometry environment.
Subsequently, a similarity kernel between two molecular environments is then generated and
used in regression models for quantitative prediction. The PI representation is based on
topological data analysis and, in particular, on persistence homology, an applied branch
of topology. Three-dimensional structural data are encoded into persistence diagrams by
measuring connectedness and proximity between atoms and then consequently generated
into two-dimensional persistence images.380,381 However, in their normal implementation,
Table 5.2: List of input features, output, and the corresponding DFTn models (n = 1-4)
that were considered.
Input Features DFTn Model
High Spin-Intermediate Spin ∆E (kcal mol-1) 1, 2, 3, 4
σ∗ Orbital Energy (eV) 1, 2, 3, 4
Mulliken Spin Population (Fe/O) 1, 2, 3, 4
Mulliken Atomic Charge (Fe/O) 1, 2, 3, 4
Fe-O Bond Length (Å) 1, 2, 3, 4
Fe-O Bond Stretch Frequency (cm-1) 1, 2, 3, 4
Mulliken Atomic Charge (closest non-oxo atom to Fe) 2, 3, 4
Closest non-oxo atom to Fe Distance (Å) 2, 3, 4
Electronegativity of Nearest non-oxo Atom to Fe 2
Pseudo-coordination environment (C3v. C4v, Oh) 4
Output
C-H Bond Activation Energy (kcal mol-1) 1, 2, 3, 4
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Figure 5.2: The 65-molecule dataset of Fe(IV)-oxo complexes considered in this study.
Structures 1-35 include only monodentate ligands while the remaining structures have
polydentate ligands. For structures of 36-65, the heteroatoms bound to the iron are color
coded. Red heteroatoms are axial and opposite of the oxo atom. Blue heteroatoms are
bound equatorially to the iron.
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Figure 5.3: The 65-molecule dataset of Fe(IV)-oxo complexes considered in this study.
Structures 1-35 include only monodentate ligands while the remaining structures have
polydentate ligands. For structures of 36-65, the heteroatoms bound to the iron are color
coded. Red heteroatoms are axial and opposite of the oxo atom. Blue heteroatoms are
bound equatorially to the iron.
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only the topology of the systems are encoded. Therefore, in our implementation, the variance
of the persistence images is scaled through the electronegativities.354
Table 5.3 summarizes the results across all combinations of feature sets examined. All
models that used plain DFT data (DFT1, DFT2, DFT3, and DFT4) were trained with the
random forest machine learning method. Kernel ridge regression was used with the SOAP
and PI representations as it provides higher accuracy in conjunction with these SOAP and
PI than random forests.354 A full description of the learners and their hyperparameters can
be found in the computational details. Root-mean-squared errors (RMSEs) are reported in
kcal mol-1 for the training and testing data. Cross-validation (CV) was used in order to
assess the predictive performance of the trained models on samples not included within the
dataset. Cross validation subsets the data into a number of training and testing sets based
on the number of ”folds” and runs the model. For instance, with 10-fold CV, 90 percent
of the data samples are used for training and the remaining 10 percent is used for testing.
Then the model is run again, but the samples interchange and a different 10 percent is used
for testing. Traditional 10-fold CV was included for comparison but due to the limited size
of the dataset, the leave-one-out cross-validation (LOO-CV) was used as well. LOO-CV
typically provides better accuracy and lower RMSE values but at the expense of increased
variance. Additional RMSEs for other learners are reported in the Appendix C in Tables
27-29.
Figure 5.4 shows a series of plots which display the correlation between certain features
where the R2 value is greater than 0.65. The greatest correlation is between the Fe-O bond
length and the bond stretch frequency which displays a nearly linear relationship with an R2
of 0.91, as expected. Several variables show some trends with the σ∗ orbital energy such as
the Mulliken charges of the iron, the oxygen, as well as the closest non-oxo ligand atom to the
iron and the C-H bond activation energy. The energy of the σ∗ orbital energy’s correlation
with the C-H bond activation energy is in agreement with the work of Andrikopoulos et
al.2 In their work, the trends of monodentate and polydentate ligand spheres were plotted
separately; however, we see correlation of 0.74 across all structures. Finally, there is some
correlation between the high-spin/intermediate-spin energy gap and the Mulliken charge of
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Table 5.3: Tabulated root-mean-squared errors (RMSEs) in kcal mol-1 for each feture set











DFT1 1.80 3.79 1.83 3.20
DFT2 1.71 3.84 1.72 3.15
DFT3 1.71 3.71 1.74 3.23
DFT4 1.70 3.83 1.74 3.14
SOAP 1.75 4.18 1.80 2.91
SOAP+DFT1 0.36 3.31 0.40 2.91
SOAP+DFT2 0.27 4.02 0.31 3.52
SOAP+DFT3 0.28 3.67 0.32 3.12
SOAP+DFT4 0.26 3.66 0.30 3.25
PI 0.93 4.04 0.94 3.06
PI+DFT1 0.42 3.50 0.42 2.89
PI+DFT2 0.42 3.47 0.42 2.86
PI+DFT3 0.42 3.47 0.42 2.86
PI+DFT4 0.41 3.46 0.41 2.83
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Figure 5.4: Selected plots of features showing correlation with R2 values above 0.65.
(a) relationship between the Fe-O bond stretching frequency (cm-1) and the Fe-O bond
distance (Å). (b), (c), (d), and (e) plot Fe Mulliken charge, activation energy (kcal
mol-1), O atom Mulliken charge, and the Mulliken charge of the closest non-oxo atom to
Fe versus the σ∗ orbital energy (eV), respectively. (f) shows the correlation between the
high-spin/intermediate-spin energy difference (kcal mol-1) and the iron Mulliken charge.
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the iron atom. These correlations allow us to consider tuning particular properties to incite
changes in the electronic structure of the molecule as a whole.
5.6 Going Forward
The structures included within the previous section act as a benchmark for our methodology
and as a proof-of-concept. From here, each data point previously studied has been expanded
through functionalization to begin filling in gaps within the area of the chemical space
surrounding iron(IV)-oxo species. Structures were generated using the molSimplify software
package developed by the Kulik group.382,383 A list of functional groups are provided in Table
5.4 below.
Substitutions were automated and resulted in several thousand iron(IV)-oxo structures
for further quantum chemical and data-driven study. These calculations will form the basis
for a larger training and test set. By expanding our study of the chemical space surrounding
iron(IV)-oxo species, we will provide a more balanced dataset that assesses an array of
geometrical ligand environments (monodentate vs. polydentate, coordination number) and
ligand field strengths (ranging from weak to moderately strong environments). By creating
functionalized species, the chemical space surrounding each model complex expands.
Upon generation of quantum chemical data, a subset of the data will undergo quantum
chemical calculations to generate barriers to be used for training machine learning models.
Once a proper model has been trained and benchmarked, the remainder of the samples will
be tested in order to predict their respective C-H bond activation barriers. In addition, data
analysis will be performed using molecular fingerprinting methods such as those mentioned
in Section 5.3. By correlating the structure to the activation barriers, we can see trends
between the presence of particular functional groups and target values. This will provide
direct guiding heuristics for the design of novel catalytic species.
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5.7 Conclusions
Herein, a methodology for evaluating catalytic viability of iron(IV)-oxo species through
machine learning has been provided. Preliminary results show a benchmark of two advanced
featurization methods (SOAPs and PIs) and their respective ability to predict C-H activation
barriers. Additionally, a series of features derived from density functional theory have been
included in the study as a feature set all on their own and combined with SOAPs and
PIs to test their cooperativity. These results show that accurate quantitative predictions
can be made on properties that directly correlate to a species’ catalytic viability using
simple DFT calculations at a fraction of the computational cost. More explicitly, we have
demonstrated the ability to predict reaction barriers for the activation of C-H bonds on
Fe(IV)-O structures using features obtained from only the ground state DFT calculations.
Differences between the optimized SOAP data and the hand-picked DFT features is less than
0.3 kcal mol-1. Additionally, the DFT features promoted the accuracy of the PI featurization
method allowing for < 2.90 kcal mol-1 RMSE. The featurization methods provide the greatest
contribution to the accuracy overall. Therefore, all that is necessary for good quantitative
predictions is an accuracy geometry from either DFT or semi-empirical methods. Models
such as this can be generated for a wide array of applications. In this endeavor, we are
using DFT results to predict DFT target values; therefore, your prediction is limited by
the method employed. However, future work will include attempts to use cheaper methods
(smaller basis sets and/or cheaper functionals) to predict target values from a more expensive
method. This study serves as a proof of concept that expensive computational values can be
predicted with a high degree of accuracy from current state-of-the-art featurization methods
and density functional theory-derived features. Using the methodology optimized by our
preliminary calculations, we plan to expand our dataset to be more balanced and a more
robust representation of the chemical space containing Fe(IV)-oxo species.
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Table 5.4: Functional groups to be included in the functionalization of Fe(IV)-oxo model












The work presented herein provides a story for the workflow of performing chemical
prediction using machine learning for the study of catalytic species based on theoretical
investigation. We began in Chapter 3 by discussing the study of activation of small
molecules through the elucidation of the energetics and electronic structure of anionic
iron and manganese metalloporphyrin complexes with dioxygen. This study displays the
advantages of computational study for small molecule activation as theory can provide
a detailed description of the electronic structure. Energetics were probed using density
functional theory and multi-reference CASSCF and CASPT2 calculations and correlated
to experimental results. In addition, the nature of the activation of dioxygen by the
metalloporphyrins as well as the subsequent oxidation of the metalloporphyrins were
investigated by analyzing the electronic structure from the multi-reference calculations.
In Chapter 4, the reactivity of iron(IV)-oxo species was studied using high-level multi-
reference wavefunction theory methods such as MRCI and CASPT2/RASPT2. This
study provided valuable insight into the electronic structure and reactivity of iron(IV)-
oxo complexes. By studying the progression of the so-called σ- and π-channels upon
the elongation of the Fe-O bond, we were able to derive important structure-function
relationships between the strength of the ligand environment and the accessibility of the
reactive channels. By introducing a weaker ligand field around the iron-oxo active site, more
reactive channels become accessible; however, to the opposite end, introduction of a stronger
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ligand field environment, makes the reactive π-channels energetically unfavorable, thereby
decreasing reactivity.
Finally, Chapter 5 utilizes these insights in an effort to perform highly accurate
predictions of C-H bond activation barriers for a vast volume of the Fe(IV)-oxo chemical
space. Preliminary results show the viability of both topological and DFT-derived feature
sets for prediction of C-H bond activation barriers, reaching an accuracy of sub-3 kcal mol-1
root-mean-squared errors on the testing set. These preliminary results have resulted in the
continued investigation of the subject through the generation of a large database of Fe(IV)-
oxo catalytic species. A portion of this database will provide training data for the production
of a machine learning model capable of performing accurate predictions on novel data points.
Additionally, the correlation between structure and function will be investigated by tracking
the presence of functional groups from molecular fingerprinting methods. Overall, we see
how the use of quantum chemical and machine learning methodologies can provide valuable
insight into the electronic structure of chemical species. The structure-function relationships
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Dugulan, P. S. Crespo, E. J. Hensen, S. L. Veber, M. V. Fedin, G. Sankar, E. A.
Pidko, and J. Gascon. Isolated Fe sites in metal organic frameworks catalyze the
direct conversion of methane to methanol. ACS Catalysis, 8(6):5542–5548, 2018.
[34] S. Impeng, P. Khongpracha, C. Warakulwit, B. Jansang, J. Sirijaraensre, M. Ehara,
and J. Limtrakul. Direct oxidation of methane to methanol on Fe-O modified graphene.
RSC Advances, 4(24):12572–12578, 2014.
[35] J. A. Ryder, A. K. Chakraborty, and A. T. Bell. Density functional theory study of
nitrous oxide decomposition over Fe- and Co-ZSM-5. Journal of Physical Chemistry
B, 106(28):7059–7064, 2002.
[36] A. Heyden, B. Peters, A. T. Bell, and F. J. Keil. Comprehensive DFT study of nitrous
oxide decomposition over Fe-ZSM-5. Journal of Physical Chemistry B, 109(5):1857–
1873, 2005.
[37] A. Rosa, G. Ricciardi, and E. J. Baerends. Is [FeO]2+ the active center also in
iron containing zeolites? A density functional theory study of methane hydroxylation
catalysis by Fe-ZSM-5 zeolite. Inorganic Chemistry, 49(8):3866–3880, 2010.
[38] H. Guesmi, D. Berthomieu, and L. Kiwi-Minsker. Nitrous oxide decomposition on
the binuclear [FeII(µ-O)(µ- OH)FeII] Center in Fe-ZSM-5 zeolite. Journal of Physical
Chemistry C, 112(51):20319–20328, 2008.
[39] H. Guesmi, D. Berthomieu, B. Bromley, B. Coq, and L. Kiwi-Minsker. Theoretical
evidence of the observed kinetic order dependence on temperature during the N2O
decomposition over Fe-ZSM-5. Physical Chemistry Chemical Physics, 12(12):2873–
2878, 2010.
108
[40] M. F. Fellah. Direct oxidation of methanol to formaldehyde by N2O on [Fe]
1+ and
[FeO]1+ sites in Fe-ZSM-5 zeolite: A density functional theory study. Journal of
Catalysis, 282(1):191–200, 2011.
[41] M. H. Baik, B. F. Gherman, R. A. Friesner, and S. J. Lippard. Hydroxylation
of methane by non-heme diiron enzymes: Molecular orbital analysis of C-H bond
activation by reactive intermediate Q. Journal of the American Chemical Society, 124
(49):14608–14615, 2002.
[42] S. P. Huang, Y. Shiota, and K. Yoshizawa. DFT study of the mechanism for methane
hydroxylation by soluble methane monooxygenase (sMMO): Effects of oxidation state,
spin state, and coordination number. Dalton Transactions, 42(4):1011–1023, 2013. 3
[43] T. Archipov, J. K. Kirkland, K. D. Vogiatzis, A. Steiner, G. Niedner-Schatteburg,
P. Weis, K. Fink, O. Hampe, and M. M. Kappes. Gas-Phase Ion Chemistry
of Metalloporphyrin Anions with Molecular Oxygen: Probing the Influence of the
Oxidation and Spin State of the Central Transition Metal by Experiment and Theory.
Journal of Physical Chemistry A, 122(17):4357–4365, 2018. 6, 9, 36, 151
[44] J. K. Kirkland, S. N. Khan, B. Casale, E. Miliordos, and K. D. Vogiatzis. Ligand field
effects on the ground and excited states of reactive FeO2+ species. Physical Chemistry
Chemical Physics, 20(45):28786–28795, 2018. 6, 9, 61, 86, 88, 89, 177
[45] F. M. Paruzzo, A. Hofstetter, F. Musil, S. De, M. Ceriotti, and L. Emsley. Chemical
shifts in molecular solids by machine learning. Nature Communications, 9(1):1–10,
2018. 6, 84
[46] K. Hansen, F. Biegler, R. Ramakrishnan, W. Pronobis, O. A. Von Lilienfeld, K. R.
Müller, and A. Tkatchenko. Machine learning predictions of molecular properties:
Accurate many-body potentials and nonlocality in chemical space. Journal of Physical
Chemistry Letters, 6(12):2326–2331, 2015. 84
109
[47] N. J. Browning, R. Ramakrishnan, O. A. Von Lilienfeld, and U. Roethlisberger. Genetic
Optimization of Training Sets for Improved Machine Learning Models of Molecular
Properties. Journal of Physical Chemistry Letters, 8(7):1351–1359, 2017.
[48] A. Nandy, J. Zhu, J. P. Janet, C. Duan, R. B. Getman, and H. J. Kulik. Machine
Learning Accelerates the Discovery of Design Rules and Exceptions in Stable Metal-
Oxo Intermediate Formation. ACS Catalysis, 9(9):8243–8255, 2019. 7, 84
[49] F. Sandfort, F. Strieth-Kalthoff, M. Kühnemund, C. Beecks, and F. Glorius. A
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F. Bozoglian, A. Guda, L. Mognon, I. López, M. A. Hoque, L. Gagliardi, C. J.
Cramer, and A. Llobet. Structural and Spectroscopic Characterization of Reaction
Intermediates Involved in a Dinuclear Co-Hbpp Water Oxidation Catalyst. Journal of
the American Chemical Society, 138(47):15291–15294, 2016. 29
[182] C. N. Brodsky, R. G. Hadt, D. Hayes, B. J. Reinhart, N. Li, L. X. Chen, and D. G.
Nocera. In situ characterization of cofacial Co(IV) centers in Co4O4 cubane: Modeling
the high-valent active site in oxygen-evolving catalysts. Proceedings of the National
Academy of Sciences of the United States of America, 114(15):3855–3860, 2017. 32
125
[183] M. W. Kanan and D. G. Nocera. In situ formation of an oxygen-evolving catalyst in
neutral water containing phosphate and Co2+. Science, 321(5892):1072–1075, 2008.
32
[184] R. Chakrabarty, S. J. Bora, and B. K. Das. Synthesis, structure, spectral and
electrochemical properties, and catalytic use of cobalt(III)-oxo cubane clusters.
Inorganic Chemistry, 46(22):9450–9462, 2007. 32
[185] J. S. Kanady, J. L. Mendoza-Cortes, E. Y. Tsui, R. J. Nielsen, W. A. Goddard,
and T. Agapie. Oxygen atom transfer and oxidative water incorporation in cuboidal
Mn3MOn complexes based on synthetic, isotopic labeling, and computational studies.
Journal of the American Chemical Society, 135(3):1073–1082, 2013. 32
[186] P. Liao, R. B. Getman, and R. Q. Snurr. Optimizing open iron sites in metal-organic
frameworks for ethane oxidation: A first-principles study. ACS Applied Materials and
Interfaces, 9(39):33484–33492, 2017. 32
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A Supplementary Information from Chapter 3
The following appendix has been taken, with permission, from the supplementary
information of a journal article published in The Journal of Physical Chemistry
A with mostly minor modifications.43 This work has been done in conjunction
with experimental work from the groups of Drs. Gereon Niedner-Schatteburg,
Oliver Hampe and Manfred M. Kappes. Computations were performed by Dr.
Karin Fink, Dr. Konstantinos D. Vogiatzis, and myself.
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DFT Geometries
Table 1: Selected geometric parameters of the structures optimized at BP86 level with
conductor like screening model (COSMO). Bond lengths in Å, dihedrals in degrees. aDihedral
angle between the four carbons coordinated with the sulphonatophenyl anions. bAveraged
between the four possible MII/III-N-N-N dihedral angles.
Without O2 With O2





















Comparison between Complete 4-sulfonatophenyl and Hydrogen Substituted
Models
Table 2: Ground state occupation numbers of the full [Fe(TPPS)]4- system and the [Fe(P)]0
model system from CASSCF(8,11)
σ(Fe-N) 3dxy 3dxz 3dyz 3dz2 σ(Fe-N)
[Fe(TPPS)]4- 1.98 1.97 0.99 0.99 1.96 0.04
[Fe(P)]0 Model System 1.98 1.97 0.99 0.99 1.96 0.04
4dx2−y2 4dxy 4dxz 4dyz 3dz2
[Fe(TPPS)]4- 0.00 0.02 0.01 0.01 0.03
[Fe(P)]0 Model System 0.00 0.02 0.01 0.01 0.03
153
Table 3: Ground state occupation numbers of full [Fe(TPPS)]3- system and the [Fe(P)]1+
model system from CASSCF(9,13). The holes on the electronic structure after the electron
detachment are shown with bold font.
σ(Fe-N) 3dxy 3dxz 3dyz 3dz2 σ(Fe-N)
[Fe(TPPS)]4- 1.98 1.97 0.99 0.99 1.96 0.04
[Fe(P)]0 Model System 1.98 1.97 0.99 0.99 1.96 0.04
4dx2−y2 4dxy 4dxz 4dyz 3dz2
[Fe(TPPS)]4- 0.00 0.02 0.01 0.01 0.03
[Fe(P)]0 Model System 0.00 0.02 0.01 0.01 0.03
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Orbitals Included in the Active Space for the [M(P)]0/1+ Complexes
Figure 1: CASSCF(10,13) orbitals for the [Fe(P)]0 model system.
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Figure 2: CASSCF(9,13) orbitals for the [Fe(P)]+1 model system.
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Figure 3: CASSCF(7,11) orbitals for the [Mn(P)]0 model system.
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Figure 4: CASSCF(8,13) orbitals for the [Mn(P)]+1 model system.
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Relative Energy Differences for [M(P)]0/1+ and [M(P)(O2]
0/1+ Complexes
Table 4: Summary of spin states and CASSCF/CASPT2 energies of the [Fe(P)]0 model
system.
Active Space Spin State CASSCF Energy (a.u.) CASPT2 Energy (a.u.)
CAS(8,11) Singlet -2254.170728 -2258.093223
Triplet -2254.224235 -2258.141486
Quintet -2254.239426 -2258.147448




Table 5: Summary of spin states and CASSCF/CASPT2 energies of the [Fe(P)]+1 model
system.
Active Space Spin State CASSCF Energy (a.u.) CASPT2 Energy (a.u.)
CAS(9,12) Quartet -2253.982852 N/A
CAS(9,13) Doublet -2253.999429 -2257.859424
Quartet -2254.006373 -2257.857949
Sextet -2254.007410 -2257.857938
CAS(11,15) Quartet -2253.887222 N/A
Sextet -2253.765855 N/A
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Table 6: Summary of spin states and CASSCF/CASPT2 energies of the [Mn(P)]0 model
system.
Active Space Spin State CASSCF Energy (a.u.) CASPT2 Energy (a.u.)




Table 7: Summary of spin states and CASSCF/CASPT2 energies of the [Mn(P)]+1 model
system.
Active Space Spin State CASSCF Energy (a.u.) CASPT2 Energy (a.u.)





Table 8: Summary of spin states and CASSCF/CASPT2 energies of the [Fe(P)(O2)]
0 model
system.
Active Space Spin State CASSCF Energy (a.u.) CASPT2 Energy (a.u.)
CAS(14,14) Triplet -2403.934353 N/A
Quintet -2404.008101 N/A
Septet -2404.005074 N/A
CAS(14,15) Septet -2403.870744 N/A
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Table 9: Summary of spin states and CASSCF/CASPT2 energies of the [Fe(P)(O2)]
+1
model system.
Active Space Spin State CASSCF Energy (a.u.) CASPT2 Energy (a.u.)




Table 10: Summary of spin states and CASSCF/CASPT2 energies of the [Mn(P)(O2)]
0
model system.
Active Space Spin State CASSCF Energy (a.u.) CASPT2 Energy (a.u.)
CAS(13,14) Quartet -2290.003514 N/A
Sextet -2289.888773 -2294.174673
CAS(13,15) Sextet -2289.902767 N/A
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Table 11: Summary of spin states and CASSCF/CASPT2 energies of the [Mn(P)(O2)]
+1
model system.
Active Space Spin State CASSCF Energy (a.u.) CASPT2 Energy (a.u.)




B3LYP Spin Densities for the [M-TPPS]3-
Figure 5: [Fe-TPPS]3-, S = 3/2
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Figure 6: [Mn-TPPS]3-, S = 2
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Orbitals Included in the Active Space for [Fe-TPPS]3-
Figure 7: Orbitals Included in the Active Space for [Fe-TPPS]3-
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Molecular Orbital Diagrams for [Fe(P)]0/1+ Complexes
Figure 8: Molecular Orbital Diagrams for [Fe(P)]0 Complexes
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Molecular Orbital Diagrams for [Fe(P)(O2)]
0 and [Mn(P)(O2)]
0 Complexes
Figure 9: Molecular orbital diagram of [Fe(P)(O2)]
0 obtained from CASSCF(14,14)
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Figure 10: Molecular orbital diagram of [Mn(P)(O2)]
0 obtained from CASSCF(13,14)
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Total energies, relative stabilities ∆ of the 4-/3- complexes, and binding
energies
Table 12: Total energies (in Hartree), relative stabilities (in eV) ∆ of the 4-/3- complexes
and binding energies (BE, in kJ/mol) for Mn compounds.




4- -5552.128632 -5702.289317 -41.3




4- -5554.612040 -5704.866291 -74.3




Table 13: Total energies (in Hartree), relative stabilities (in eV) ∆ of the 4-/3- complexes
and binding energies (BE, in kJ/mol) for Fe compounds.




4- -5664.845000 -5814.985751 +11.0




4- -5667.347137 -5817.597727 -64.7




M-O and O-O bond distances
Table 14: All M-O/O-O bond distances in Å
Functional Mn(4-) Mn(3-) Fe(4-) Fe(3-) O2
BP/COSMO 1.86/1.30 1.95/1.25 1.83/1.28 1.92/1.25 1.22
BP 1.88/1.29 1.87/1.28 1.83/1.28 1.78/1.27 1.22
B3LYP 1.97/1.29 2.29/1.22 1.95/1.26 2.08/1.24 1.20
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Zero-point energies, enthalpies and entropies calculated with BP86
Table 15: Zero-point energies, enthalpies and entropies calculated with BP86 for Mn
compounds. All frequencies are scaled by a factor of 0.9914, values for 298.15 K and for
the measurement temperatures.
ZPVE T H S Multiplicity
kJ mol-1 K kJ mol-1 kJ mol-1 K-1
Mn(II) 1527 195 1594.24 1.02427 4
Mn(III) 1530 130 1563.2 0.83728 5
Fe(II) 1532 130 1564.75 0.82185 3
Fe(III) 1531 120 1560.5 0.80893 4
Mn(II)-O2 1543 195 1614.734 1.08336 4
Mn(III)-O2 1543 130 1578.8 0.87183 3
Fe(II)-O2 (triplet) 1546 130 1581.76 0.88896 3
Fe(II)-O2 (singlet) 1548 130 1582.54 0.83935 1
Fe(III)-O2 (doublet) 1543 120 1573.734 0.81461 2
Fe(III)-O2 (quartet) 1543 120 1574.79 0.83948 4
O2 9.5 120 12.96 0.1697 3
O2 9.5 130 13.25 0.17203 3
O2 9.5 195 15.14 0.18383 3
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B Supplementary Information from Chapter 4
The following chapter has been taken, with permission, from a journal article
published in Physical Chemistry Chemical Physics with mostly minor mod-
ifications.44 This work has been done in conjunction with computations from
the group of Dr. Evangelos Miliordos. MRCI computations were performed
by Shahriar N Khan and Dr. Evangelos Miliordos. All other calculations were
performed by Dr. Konstantinos D. Vogiatzis, Bryan Casale, and myself.
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Figure 11: The percentage of the wave function for the ground (5A, orange) and first excited
state (5E, black) of [Fe(O)(NH3)5]
2+ along the Fe-O bond distance which corresponds to the
non-reactive Fe(IV)-oxo electronic configuration (open circles and squares, respectively) and
to the to the radical Fe(III)-oxyl configuration (closed circles and squares, respectively).
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Examination of Different Active Spaces
Table 16: Comparison of CASSCF/RASSCF energies, dominant electronic configurations
and CI vectors.
Active Space Absolute CASSCF Dominant CI
Energy (a.u.) Configuration(s) Coefficient
[Fe(O)(H2O)5]
2+
CAS(10,8) -1726.41262059 222uuuu0 0.70275
2u2duuuu 0.10806
CAS(10,13) -1726.49941643 222uuuu0 00000 0.73739
2u2duuuu 00000 0.07872
CAS(18,12) -1726.43981644 2222222uuuu0 0.70205
22222u2duuuu 0.10400




CAS(10,8) -1650.24633190 222uuuu0 0.72081
u22duuuu 0.09620




CAS(10,8) -1646.97217912 2u22uu0u 0.80836
ud22uuuu 0.03308
0u22uu2u 0.04262
RAS(24,15) -1647.00507061 2222222 2u22uu0u 0.80551
2222222 ud22uuuu 0.03027
2222222 0u22uu2u 0.03783





Active Space Absolute CASSCF Dominant CI
Energy (a.u.) Configuration(s) Coefficient
[Fe(O)(H2O)ax(NH3)4]
2+ (continued)
RAS(28,17) -1647.00543248 222222222 2u22uu0u 0.80564
222222222 ud22uuuu 0.03017
222222222 0u22uu2u 0.03771
RAS(30,18) -1647.00553460 2222222222 2u22uu0u 0.80561
2222222222 ud22uuuu 0.03017
2222222222 0u22uu2u 0.03767









RAS(24,15) -1570.87276760 2222222 222uuuu0 0.72358
2222222 22uduuuu 0.06911
RAS(28,17) -1570.87375007 222222222 222uuuu0 0.72358
222222222 22uduuuu 0.06911
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Table 17: MS(3)-CASPT2 or MS(3)-RASPT2 energy differences between the ground
quintet state and the first doubly degenerate quintet excited state at RFe-O = 1.60 Å by
considering different active space size. Results from a CAS(10,8) for the three models with




2+, since the lack of ligand orbitals introduced instabilities in the potential
energy curves.























Details on the Geometry Coordinates of the Fe(IV)-oxo Models
In two recent publications, Kazaryan and Baerends,1 and Andrikopoulos et al.2 used the
same model complexes ([Fe(O)(H2O)5]
2+, [Fe(O)(NH3)4(H2O)]
2+) as in our work. A short
comparison between their results obtained with the BLYP and OLYP density functionals,
respectively, as well as with other popular functionals and multiconfigurational methods
is presented in Table 17. All calculations were performed on the structures reported in
Ref2. For the [Fe(O)(H2O)5]
2+ case, results from CASPT2 are in agreement with those
from hybrid functionals (B3LYP and OLYP). On the contrary, for the strong field case
([Fe(O)(NH3)4(H2O)]
2+), all single-point calculations with multiconfigurational methods
predict the wrong ground spin state (quintet rather than the triplet). Addition of orbitals
from the ligand field (lone pair of nitrogen atoms) reduced the energy gap between the two
spin states from -19.7 (CASPT2(10,8)) to -5.5 kcal/mol (CASPT2(18,12), but the triplet
is still the ground state. The addition of the second shell (4d) orbitals and 3p orbitals of
Fe did not affect significantly the energy difference. As it has been discussed by others,253
disagreement between multireference and DFT results might occur in strong fields, which
can be solved by optimization at the CASSCF or CASPT2 level. For that reason, we
have calculated separately potential energy curves along the symmetrical dissociation of
the Fe-NH3 bonds. For sake of consistency, the same procedure was repeated for the
[Fe(O)(H2O)5]
2+ model complex (symmetric dissociation of the Fe-H2O bond distances).
A CAS(10,8) active space that includes the five 3d orbitals of Fe and the three 2p orbitals
of O is adequate for the two models with only H2O ligands. Thus, the symmetric scans for
the [Fe(O)(H2O)4]
2+ and [Fe(O)(H2O)5]
2+ models were performed at the MS-CASPT2(10,8)
level. On the contrary, for obtaining the correct spin energy difference of the three models
that include the strong donor NH3 ligands, the addition of the 3s3p of Fe, the 2s of oxygen
and ligand orbitals was mandatory. Those additions increase the size of the active space
to (24,15) for the models. Since multi-state CASPT2 scans with many roots per spin state
performed with these active spaces are computationally expensive, the MS-RASPT2 scheme
was preferred. The additional lone pair orbitals of NH3, the 3s3p of Fe and the 2s of the
oxygen were included into the RAS1 space, while RAS2 included the important orbitals of
the FeO2+ moiety. One- and two-electron excitations to RAS2 were allowed.
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Table 18: Comparison between different levels of theory (DFT and multiconfigurational
methods) for the two complexes under study. a From Ref.1. b From Ref.2





































Analysis of the σ/π Channels
Figure 17: Potential energy curves of [Fe(O)(H2O)5]
2+ at the MS-CASPT2(18,12) level for
the six lowest triplet states. All energies are shown as differences from the minimum of the
quintet ground state.
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Figure 18: Potential energy curves of [Fe(O)(H2O)5]
2+ at the MS(3)-CASPT2(18,12) level.
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Figure 19: Potential energy curves of [Fe(O)(H2O)5]
2+ at the MS(3)-RASPT2(18,12) level.
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Figure 20: The percentage of the wave function for the ground (5A, orange) and first excited
state (5E, black) of [Fe(O)(H2O)5]
2+ along the Fe-O bond distance which corresponds to the
non-reactive Fe(IV)-oxo electronic configuration (open circles and squares, respectively) and
to the to the radical Fe(III)-oxyl configuration (closed circles and squares, respectively).
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Figure 21: Potential energy curves of [Fe(O)(H2O)4]
2+ at the MS-CASPT2(20,13) level for
the three lowest quintet states.
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Figure 22: The percentage of the wave function for the ground (5A, orange) and first excited
state (5E, black) of [Fe(O)(H2O)4]
2+ along the Fe-O bond distance which corresponds to the
non-reactive Fe(IV)-oxo electronic configuration (open circles and squares, respectively) and
to the to the radical Fe(III)-oxyl configuration (closed circles and squares, respectively).
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Figure 23: Potential energy curves of [Fe(O)(H2O)ax(NH3)3]
2+ at the MS-RASPT2(22,14)
level for the three lowest quintet states.
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Figure 24: The percentage of the wave function for the ground (5A, orange) and first
excited state (5E, black) of [Fe(O)(H2O)ax(NH3)3]
2+ along the Fe-O bond distance which
corresponds to the non-reactive Fe(IV)-oxo electronic configuration (open circles and squares,
respectively) and to the to the radical Fe(III)-oxyl configuration (closed circles and squares,
respectively).
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Figure 25: Potential energy curves of [Fe(O)(H2O)ax(NH3)4]
2+ at the MS-RASPT2(24,15)
level for the three lowest quintet states. All energies are shown as differences from the
minimum of the triplet ground state.
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Figure 26: The percentage of the wave function for the ground (5A, orange) and first
excited state (5E, black) of [Fe(O)(H2O)ax(NH3)4]2+ along the Fe-O bond distance which
corresponds to the non-reactive Fe(IV)-oxo electronic configuration (open circles and squares,
respectively) and to the to the radical Fe(III)-oxyl configuration (closed circles and squares,
respectively).
198
Figure 27: Potential energy curves of [Fe(O)(H2O)ax(NH3)3]
2+ at the MS-RASPT2(20,13)
level for the six lowest triplet states.
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Figure 28: Potential energy curves of [Fe(O)(NH3)4]
2+ at the MS-RASPT2(20,13) level for
the three lowest quintet states.
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Figure 29: The percentage of the wave function for the ground (5A, orange) and first excited
state (5E, black) of [Fe(O)(NH3)4]2+ along the Fe-O bond distance which corresponds to the
non-reactive Fe(IV)-oxo electronic configuration (open circles and squares, respectively) and
to the to the radical Fe(III)-oxyl configuration (closed circles and squares, respectively).
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Figure 30: Potential energy curves of [Fe(O)(NH3)5]
2+ at the MS-CASPT2(18,12) level for
the three lowest quintet states.
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Figure 31: Potential energy curves of [Fe(O)(NH3)4]
2+ at the MS-RASPT2(18,12) level for
the six lowest triplet states.
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Active Space Molecular Orbitals from CASSCF Calculations
Molecular orbital isosurfaces with a contour value of 0.075 a.u.. All orbitals generated at
an RFe-O of 1.6 Å.
Figure 32: CAS(18,12) active space of [Fe(O)(H2O)5]
2+
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Figure 33: CAS(20,13) active space of [Fe(O)(H2O)4]
2+
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Figure 34: CAS(20,13) active space of [Fe(O)(H2O)ax(NH3)3]
2+
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Figure 35: CAS(18,12) active space of [Fe(O)(H2O)ax(NH3)4]
2+
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Figure 36: CAS(20,13) active space of [Fe(O)(NH3)4]
2+
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Figure 37: CAS(18,12) active space of [Fe(O)(NH3)5]
2+
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C Supplementary Information from Chapter 5
The following appendix contains material sourced from an upcoming manuscript
to be published from the group of Dr. Konstantinos D. Vogiatzis. Calculations
were performed by myself, Sophia K. Johnson, and Jacob Townsend. Machine
learning results were obtained by myself.
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Density Functional Theory Features for Preliminary Structures
Table 19: Table of Density Functional Theory Features for Structures 1-9
Feature 1 2 3 4 5 6 7 8 9
Fe-O (Å) 1.59 1.60 1.59 1.61 1.60 1.60 1.60 1.59 1.61
HS-IS (Energy Gap) -11.29 -7.83 1.25 -10.75 -3.55 -1.58 -7.36 -24.78 -8.49
σ∗ Orbital Energy -13.28 -12.84 -11.39 -13.04 -12.35 -12.62 -12.98 -13.38 -11.82
Oxo Mull. q -0.15 -0.18 -0.18 -0.19 -0.16 -0.18 -0.18 -0.17 -0.24
Iron Mull. q 0.28 0.49 0.05 0.49 0.29 0.42 0.55 0.69 0.37
Oxo Spin Pop. 0.70 0.74 0.82 0.80 0.74 0.73 0.71 0.68 0.75
Iron Spin Pop. 3.14 3.14 1.26 3.11 3.03 3.05 3.07 3.08 3.08
Fe-O Stretch (cm-1) 949 937 957 923 936 938 943 950 913
Closest Ligand
Distance (Å) 2.07 2.07 1.96 2.05 2.02 2.01 1.99 1.99 2.03
Closest Ligand EN 3.04 3.04 3.04 3.04 3.04 3.04 3.04 3.44 3.04
Closest Ligand
Mull. Charge -0.32 -0.34 -0.25 -0.37 -0.12 -0.11 -0.06 -0.18 -0.08
Activation Energy 2.03 6.21 7.80 7.65 6.76 6.21 4.72 1.97 13.33
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Table 20: Table of Density Functional Theory Features for Structures 10-18.
Feature 10 11 12 13 14 15 16 17 18
Fe-O (Å) 1.61 1.60 1.60 1.61 1.60 1.61 1.61 1.61 1.62
HS-IS (Energy Gap) -13.29 -4.58 -5.88 -13.02 -12.24 -10.15 -5.40 -4.72 -3.51
σ∗ Orbital Energy -12.20 -11.87 -12.10 -12.89 -12.44 -12.41 -12.93 -12.61 -12.46
Oxo Mull. q -12.20 -11.87 -12.10 -12.89 -12.44 -12.41 -12.93 -12.61 -12.46
Iron Mull. q 0.54 0.36 0.46 0.46 0.61 0.39 0.56 0.49 0.49
Oxo Spin Pop. 0.72 0.71 0.71 0.76 0.70 0.78 0.70 0.74 0.76
Iron Spin Pop. 3.12 3.02 3.07 3.15 3.10 3.15 3.18 3.15 3.11
Fe-O Stretch (cm-1) 917 936 931 926 935 916 925 904 895
Closest Ligand
Distance (Å) 2.04 2.04 2.03 2.06 2.03 2.07 2.08 2.09 2.09
Closest Ligand EN 3.44 3.04 3.04 3.04 3.04 3.04 3.44 3.04 3.44
Closest Ligand
Mull. Charge -0.22 -0.13 -0.11 -0.31 0.20 -0.33 -0.36 -0.36 -0.37
Activation Energy 10.21 12.67 11.55 6.85 8.37 11.54 4.98 8.13 9.77
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Table 21: Table of Density Functional Theory Features for Structures 19-27
Structure 19 20 21 22 23 24 25 26 27
Fe-O (Å) 1.61 1.61 1.66 1.65 1.64 1.60 1.60 1.59 1.61
HS-IS (Energy Gap) 14.37 18.35 24.85 17.18 12.56 5.10 -15.19 -1.98 -3.70
σ∗ Orbital Energy -11.69 -11.49 -10.63 -10.70 -10.70 -11.57 -13.42 -13.02 -12.62
Oxo Mull. q -0.16 -0.14 -0.14 -0.17 -0.16 -0.18 -0.17 -0.17 -0.20
Iron Mull. q 0.14 0.04 -0.37 -0.28 -0.32 0.10 0.52 0.49 0.39
Oxo Spin Pop. 0.77 0.85 1.01 0.94 0.98 0.71 0.73 0.67 0.72
Iron Spin Pop. 1.42 1.28 1.04 1.16 1.07 1.50 3.14 3.13 3.14
Fe-O Stretch (cm-1) 926 941 838 853 859 928 935 956 932
Closest Ligand
Distance (Å) 2.08 2.13 2.05 2.06 2.02 2.05 2.09 2.11 2.11
Closest Ligand EN 3.44 3.44 3.04 3.04 3.04 3.04 3.44 3.44 3.04
Closest Ligand
Mull. Charge -0.29 -0.30 -0.30 -0.32 -0.28 -0.34 -0.31 -0.40 -0.42
Activation Energy 21.93 30.67 15.67 16.54 17.62 14.58 3.49 4.14 9.07
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Table 22: Table of Density Functional Theory Features for Structures 28-36.
Structure 28 29 30 31 32 33 34 35 36
Fe-O (Å) 1.60 1.61 1.61 1.60 1.62 1.59 1.61 1.61 1.59
HS-IS (Energy Gap) 7.49 4.33 -8.69 -21.86 -0.71 3.17 -10.52 -14.02 5.51
σ∗ Orbital Energy -11.14 -10.84 -12.67 -13.11 -11.96 -11.57 -11.22 -11.01 -11.02
Oxo Mull. q -0.19 -0.21 -0.19 -0.16 -0.18 -0.19 -0.26 -0.27 -0.21
Iron Mull. q -0.02 -0.07 0.36 0.46 0.21 -0.05 0.29 0.32 -0.14
Oxo Spin Pop. 0.83 0.85 0.77 0.72 0.78 0.81 0.72 0.70 0.71
Iron Spin Pop. 1.25 1.26 3.10 3.08 3.04 1.31 3.07 3.12 1.37
Fe-O Stretch (cm-1) 961 919 925 948 910 966 917 929 908
Closest Ligand
Distance (Å) 2.01 2.03 2.08 2.06 2.03 1.93 2.07 2.09 1.93
Closest Ligand EN 3.04 3.04 3.04 3.04 3.04 3.04 3.04 3.04 3.04
Closest Ligand
Mull. Charge -0.30 -0.30 -0.40 -0.41 -0.14 -0.31 -0.15 -0.37 0.29
Activation Energy 14.88 17.45 10.55 5.05 13.97 20.07 26.20 33.06 8.62
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Table 23: Table of Density Functional Theory Features for Structures 37-45.
Structure 37 38 39 40 41 42 43 44 45
Fe-O (Å) 1.60 1.61 1.60 1.58 1.59 1.56 1.57 1.64 1.63
HS-IS (Energy Gap) -3.63 -5.44 -12.57 2.02 5.29 3.11 4.85 -11.59 16.74
σ∗ Orbital Energy -12.21 -12.30 -12.61 -10.43 -10.54 -11.63 -11.68 -10.35 -8.76
Oxo Mull. q -0.15 -0.15 -0.17 -0.27 -0.25 -0.15 -0.14 -0.30 -0.29
Iron Mull. q 0.25 0.32 0.26 -0.17 -0.31 -0.04 -0.05 0.09 -0.06
Oxo Spin Pop. 0.81 0.86 0.75 0.69 0.75 0.65 0.69 0.82 0.74
Iron Spin Pop. 3.02 3.06 3.03 1.45 1.34 1.42 1.39 3.14 1.42
Fe-O Stretch (cm-1) 935 924 941 939 968 977 980 858 878
Closest Ligand
Distance (Å) 1.96 1.95 1.99 1.97 1.98 1.85 1.84 2.10 2.07
Closest Ligand EN 3.04 3.04 3.04 3.04 3.04 3.04 3.04 3.04 3.04
Closest Ligand
Mull. Charge -0.08 -0.12 -0.10 0.35 0.15 -0.02 0.01 0.11 0.18
Activation Energy 4.87 5.92 1.77 13.42 11.89 7.27 5.51 19.43 20.14
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Table 24: Table of Density Functional Theory Features for Structures 46-54
Structure 46 47 48 49 50 51 52 53 54
Fe-O (Å) 1.63 1.61 1.60 1.61 1.61 1.62 1.62 1.62 1.62
HS-IS (Energy Gap) 22.06 -9.30 -1.49 -12.02 -7.16 -8.70 -0.46 -8.19 -11.89
σ∗ Orbital Energy -8.41 -11.25 -12.64 -12.01 -12.06 -10.30 -10.30 -10.16 -10.63
Oxo Mull. qe -0.27 -0.24 -0.20 -0.20 -0.22 -0.30 -0.27 -0.29 -0.27
Iron Mull. q 0.07 0.10 0.45 0.29 0.14 0.09 0.58 0.13 -0.04
Oxo Spin Pop. 0.77 0.76 0.70 0.80 0.73 0.74 0.78 0.75 0.73
Iron Spin Pop. 1.32 3.14 3.11 3.17 3.12 3.03 3.06 3.00 3.12
Fe-O Stretch (cm-1) 875 922 945 920 929 933 904 936 922
Closest Ligand
Distance (Å) 2.13 2.06 1.98 2.05 1.98 1.99 1.97 1.99 2.06
Closest Ligand EN 2.19 3.04 3.44 3.04 3.44 3.04 3.04 3.04 3.04
Closest Ligand
Mull. Charge 0.36 0.16 -0.14 0.18 -0.11 0.15 0.13 0.16 0.21
Activation Energy 20.03 25.56 8.94 7.94 8.90 22.85 16.78 22.14 29.66
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Table 25: Table of Density Functional Theory Features for Structures 55-63.
Structure 55 56 57 58 59 60 61 62 63
Fe-O (Å) 1.61 1.61 1.61 1.59 1.59 1.56 1.62 1.62 1.58
HS-IS (Energy Gap) -1.15 -2.74 -8.01 -2.43 -13.48 4.26 5.28 9.00 10.41
σ∗ Orbital Energy -11.79 -11.26 -10.87 -12.49 -11.51 -12.80 -8.34 -8.63 -10.65
Oxo Mull. q -0.16 -0.21 -0.25 -0.17 -0.24 -0.12 -0.30 -0.29 -0.27
Iron Mull. q 0.09 0.04 0.02 0.20 0.12 0.02 -0.91 -0.88 -0.11
Oxo Spin Pop. 0.80 0.78 0.75 0.70 0.65 0.68 0.87 0.86 0.73
Iron Spin Pop. 2.99 3.01 3.06 3.04 3.04 1.39 1.23 1.26 1.36
Fe-O Stretch (cm-1) 932 928 931 950 948 989 903 9060 936
Closest Ligand
Distance (Å) 1.98 1.99 2.01 2.01 2.04 1.84 1.93 1.93 2.02
Closest Ligand EN 3.04 3.04 3.04 3.04 3.04 3.04 3.04 3.04 3.04
Closest Ligand
Mull. Charge -0.08 -0.08 -0.08 -0.16 0.19 0.04 0.28 0.24 0.25
Activation Energy 9.78 15.05 19.97 3.30 10.79 3.36 26.27 25.59 18.78
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Table 26: Table of Density Functional Theory Features for Structures 64 and 65.
Structure 64 65
Fe-O (Å) 1.60 1.62
HS-IS (Energy Gap) -24.28 18.55
σ∗ Orbital Energy -11.13 -8.45
Oxo Mull. q -0.23 -0.30
Iron Mull. q 0.32 -0.69
Oxo Spin Pop. 0.72 0.88
Iron Spin Pop. 3.06 1.22
Fe-O Stretch (cm-1) 932 901
Closest Ligand Distance (Å) 1.96 1.93
Closest Ligand EN 3.04 3.04
Closest Ligand Mull. Charge 0.05 0.32
Activation Energy 9.31 24.81
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Summary of Machine Learning Results
Table 27: Random Forest (35 estimators).
Model 10-fold CV 10-fold CV L.O.O.-CV L.O.O.-CV
Train RMSE Test RMSE Train RMSE Test RMSE
DFT1 1.80 3.79 1.83 3.20
DFT2 1.71 3.84 1.72 3.15
DFT3 1.71 3.71 1.74 3.23
DFT4 1.70 3.83 1.74 3.14
SOAP 2.42 5.95 2.44 4.74
SOAP+DFT1 1.90 4.01 1.93 3.48
SOAP+DFT2 1.84 3.84 1.85 3.37
SOAP+DFT3 1.82 3.88 1.85 3.37
SOAP+DFT4 1.86 4.03 1.84 3.34
PI 2.42 6.00 2.43 4.58
PI+DFT1 1.88 4.12 1.92 3.45
PI+DFT2 1.84 3.94 1.85 3.32
PI+DFT3 1.86 3.93 1.86 3.32
PI+DFT4 1.86 3.96 1.86 3.37
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Table 28: Kernel Ridge (alpha = 8.5e-6, gamma = None, kernel = Laplacian).
Model 10-fold CV 10-fold CV L.O.O.-CV L.O.O.-CV
Train RMSE Test RMSE Train RMSE Test RMSE
DFT1 0.89 6.82 0.95 5.13
DFT2 0.25 5.45 0.31 3.56
DFT3 0.28 5.26 0.32 3.41
DFT4 0.26 5.25 0.30 3.87
SOAP 1.75 4.18 1.80 2.91
SOAP+DFT1 0.36 3.31 0.40 2.91
SOAP+DFT2 0.27 4.02 0.31 3.52
SOAP+DFT3 0.28 3.67 0.32 3.12
SOAP+DFT4 0.26 3.66 0.30 3.25
PI 2.14 4.42 2.16 2.95
PI+DFT1 9.91*10-4 7.96 1.12*10-3 5.41
PI+DFT2 1.04*10-3 7.97 1.12*10-3 5.42
PI+DFT3 1.01*10-3 7.94 1.14*10-3 5.39
PI+DFT4 9.92*10-4 8.05 1.12*10-3 5.48
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Table 29: Kernel Ridge (alpha = 0.1, gamma = 4x10-3, kernel = Laplacian).
Model 10-fold CV 10-fold CV L.O.O.-CV L.O.O.-CV
Train RMSE Test RMSE Train RMSE Test RMSE
DFT1 3.48 3.94 3.50 3.19
DFT2 3.05 3.84 3.06 3.19
DFT3 3.07 3.83 3.08 3.16
DFT4 2.97 3.76 2.98 3.15
SOAP 2.57 5.07 2.49 4.08
SOAP+DFT1 1.69 3.92 1.64 3.15
SOAP+DFT2 1.59 3.84 1.54 3.17
SOAP+DFT3 1.60 3.84 1.55 3.15
SOAP+DFT4 1.58 3.84 1.53 3.13
PI 0.93 4.04 0.94 3.06
PI+DFT1 0.42 3.50 0.42 2.89
PI+DFT2 0.42 3.47 0.42 2.86
PI+DFT3 0.42 3.47 0.42 2.86
PI+DFT4 0.41 3.46 0.41 2.83
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