ABSTRACT. Given a digraph G, a parameter α ∈ (0, 1) and a distribution λ over the vertices of G, the generalised PageRank surf on G with parameters α and λ is the Markov chain on the vertices of G such that at each step with probability α the state is updated with an independent sample from λ, while with probability 1 − α the state is moved to a uniformly random vertex in the out-neighbourhood of the current state. The stationary distribution is the so-called PageRank vector. We analyse convergence to stationarity of this Markov chain when G is a large sparse random digraph with given degree sequences, in the limit of vanishing parameter α. We identify three scenarios: when α is much smaller than the inverse of the mixing time of G the relaxation to equilibrium is dominated by the simple random walk and displays a cutoff behaviour; when α is much larger than the inverse of the mixing time of G on the contrary one has pure exponential decay with rate α; when α is comparable to the inverse of the mixing time of G there is a mixed behaviour interpolating between cutoff and exponential decay. This trichotomy is shown to hold uniformly in the starting point and for a large class of distributions λ, including widespread as well as strongly localized measures. Our results are crucially based on recent progress in the analysis of mixing times for the simple random walk on sparse random digraphs [6, 7] .
INTRODUCTION AND RESULTS
Given a directed graph G = (V, E) and a parameter α ∈ (0, 1), the PageRank surf on G with damping factor 1 − α is the Markov chain with state space V and transition probabilities given by (1.1) P α (x, y) = (1 − α)P (x, y) + α n ,
where n = |V | is the number of vertices of G, and, writing d if (x, y) ∈ E 0 otherwise denotes the transition matrix of the simple random walk on G. The interpretation is that of a surfer that at each step, with probability 1 − α moves to a vertex chosen uniformly at random among the out-neighbours of its current state, and with probability α moves to a uniformly random vertex in V . The surfer reaches eventually a stationary distribution π α over V , called the PageRank of G. Since its introduction by Brin and Page in the seminal paper [10] , PageRank has played a fundamental role in the ranking functions of all major search engines; see e.g. [15, 17] . A common generalization is the socalled customised or generalised PageRank, where the uniform resampling is replaced by an arbitrary probability distribution λ over V , so that (1.1) becomes (1.3) P α,λ (x, y) = (1 − α)P (x, y) + αλ(x).
The resulting stationary distribution π α,λ , characterised by the equation (1.4) π α,λ (y) = x∈V π α,λ (x)P α,λ (x, y), depends in a nontrivial way on the parameter α and the distribution λ. There have been several investigations of the structural properties of π α,λ ; see e.g. [18, 2, 9] ; we refer in particular to the recent works [11, 16] for cases where the graph G is drawn from the configuration model. Here we focus on the dynamical problem of determining the time needed for the surfer to reach the equilibrium distribution π α,λ , namely we study the mixing time of the Markov chain with transition matrix P α,λ . In the case α = 0, this corresponds to the classical question of determining the mixing time of the simple random walk on the graph G; see e.g. [19] . Even for graphs where the latter is well understood, it is in general not immediate to deduce the influence of the parameter α and of the resampling distribution λ on the speed of convergence to equilibrium. It is intuitively reasonable to guess that if the parameter α is suitably large compared to the inverse of the mixing time of the graph G, then the time to reach stationarity will be essentially the expected time needed to make the first λ-resampling transition, that is a geometric random variable with parameter α, while if α is suitably small compared to the inverse of the mixing time of the graph G, then one should reach stationarity well before the first λ-resampling, so that the speed of convergence to equilibrium will be essentially that of the simple random walk on G. Moreover, one could expect that when α is neither too small nor too large compared to the inverse of the mixing time of the graph G, then some interpolation between the two opposite behaviours should take place. In this paper we substantiate this intuitive picture for a large class of sparse directed graphs, under the assumption that λ is either not too strongly localized, or that λ is very strongly localized.
1.1. Two models of sparse digraphs. We shall consider two families of directed graphs. Both are obtained via the so-called configuration model, with the difference that in the first case we fix both in and out degrees, while in the second case we only fix the out degrees. The models are sparse in that the degrees are bounded. We now proceed with the formal definition.
Let V be a set of n vertices. For simplicity we often write V = [n], with [n] = {1, . . . , n}. For each n, we are given two finite sequences d + = (d The directed configuration model DCM(d ± ), is the distribution of the random graph G obtained as follows: 1) equip each node x with d + x tails and d − x heads; 2) pick uniformly at random one of the m! bijective maps from the set of all tails into the set of all heads, call it ω; 3) for all x, y ∈ V , add a directed edge (x, y) every time a tail from x is mapped into a head from y through ω. The resulting graph G may have self-loops and multiple edges, however it is classical that by conditioning on the event that there are no multiple edges and no self-loops one obtains a uniformly random simple digraph with in degree sequence d − and out degree sequence d + . Structural properties of random graphs obtained in this way have been extensively studied in [13] . Here we shall consider the sparse case corresponding to bounded degree sequences. Moreover, in order to avoid non irreducibility issues, we shall assume that all degrees are at least 2. Thus, throughout this work it will always be assumed that (1.6) min
We often use the notation ∆ = max x∈ [n] d
Under the first assumption it is known that DCM(d ± ) is strongly connected with high probability. Under the second assumption, it is known that DCM(d ± ) has a uniformly (in n) positive probability of having no self-loops nor multiple edges. In particular, any property that holds with high probability for DCM(d ± ) will also hold with high probability for a uniformly chosen simple graph subject to the constraint that in and out degrees be given by d − and d + respectively. Here and throughout the rest of the paper we say that a property holds with high probability (w.h.p. for short) if the probability of the corresponding event converges to 1 as n → ∞. In particular, it follows that w.h.p. there exists a unique stationary distribution π 0 for the simple random walk on G. Several properties of π 0 have been established recently in [6] , where it was shown, among other facts, that π 0 can be described in terms of recursive distributional equations determined by the sequences d ± . To define the second model, for each n let d
be a finite sequence of non negative integers and define the out-configuration model OCM(d + ) as the distribution of the random graph G obtained as follows: 1) equip each node x with d + x tails; 2) pick, for every x independently, a uniformly random injective map from the set of tails at x to the set of all vertices V , call it ω x ; 3) for all x, y ∈ V , add a directed edge (x, y) if a tail from x is mapped into y through ω x . Equivalently, G is the graph whose adjacency matrix is uniformly random in the set of all n × n matrices with entries 0 or 1 such that every row x sums to d + x . Notice that G may have self-loops, but there are no multiple edges in this construction. This is due to the requirement that the maps ω x be injective. The latter choice is only a matter of convenience, and everything we say below is actually seen to hold as well for the model obtained by dropping that requirement. We write ω = (ω x ) x∈[n] for the collection of maps. As before we shall make the assumptions
and use the notation ∆ = max
We remark that under the above assumptions there can still be vertices with in-degree zero, and therefore in this case G is not necessarily strongly connected. However, it is still possible to show that w.h.p. there exists a unique stationary distribution π 0 for the simple random walk on G; see e.g. [1, 7] for more details.
In what follows G = G(ω) denotes a given realization of either the directed configuration model DCM(d ± ) or the out-configuration model OCM(d + ) and all the results to be discussed will hold w.h.p. within these two ensembles. For the sake of simplicity we often refer to these as model 1 and model 2 respectively.
Main results.
Let P denote the transition matrix of the simple random walk on G, as defined in (1.2). For any α ∈ (0, 1) and any resampling distribution λ, let P α,λ denote the PageRank transition matrix defined in (1.3) . Notice that as soon as α > 0, regardless of the realization of the graph G and of the chosen distribution λ, there exists a unique stationary distribution π α,λ on V characterised by (1.4); see Proposition 1 below. Convergence to equilibrium will be quantified using the total variation distance. For two probability measures µ, ν, the latter is defined by
where the maximum ranges over all possible events in the underlying probability space. Starting at a node x the distribution of the PageRank surfer after t steps is P t α,λ (x, ·), and the distance to equilibrium is defined by
This defines a non-increasing function of t ∈ N. It is convenient to extend it to a monotone function of t ∈ [0, ∞), e.g. by considering the integer part of the argument. Finally, for any ε ∈ (0, 1), the ε-mixing time is defined by
Both D x α,λ (t) and T α,λ (ε) are functions of the underlying graph G, and are therefore random variables. When α = 0, we write D x 0 (t) and T 0 (ε) for the corresponding quantities. The behaviour of the distance D x 0 (t) and of the mixing time T 0 (ε) has been thoroughly investigated in [6] for model 1 and in [7] for model 2. Let us briefly recall the main conclusions of these works. In order to simplify the exposition, we shall adopt the following unified notation. Let us define the in-degree distribution
where we use the notation
for the average degree. Next, let the entropy H and the associated entropic time T ENT be defined by
Note that under our assumptions on d ± the deterministic quantities H, T ENT satisfy H = Θ(1) and T ENT = Θ(log n). The main results of [6, 7] state that, uniformly in the starting point x ∈ V , the rescaled function D x 0 (s T ENT ), s > 0, converges in probability as n → ∞ to the step function
More precisely, we may combine [6, Theorem 1] and [7, Theorem 1 ] to obtain the following statement.
Theorem 1 (Uniform cutoff at the entropic time [6, 7] ). Let G be a random graph from either the directed configuration model DCM(d ± ) or the out-configuration model OCM(d + ). For each s > 0, s = 1 one has:
In (1.14) we use the notation P −→ for convergence in probability as n → ∞. In terms of mixing times, (1.14) implies in particular that for any ε ∈ (0, 1):
The fact that the distance to equilibrium approaches a step function, or equivalently that the ε-mixing time is to leading order insensitive to the value of ε ∈ (0, 1), is commonly referred to as a cutoff phenomenon; see e.g. [14, 19] for a review. We also refer to [20, 4, 5] for similar results in the case of undirected graphs. We stress that a fundamental difference between the case of undirected graphs and the case of directed graphs considered here is that the underlying stationary distribution π 0 is not known explicitly in the directed case.
We now formulate our main results. To obtain explicit asymptotic statements we shall assume that α = α(n) ∈ (0, 1) is a sequence such that α → 0 and such that the limit
exists, with possibly γ = 0 or γ = ∞. The class of widespread probability measures λ is defined as follows.
Definition 1 (Widespread measure).
A sequence of probability measures λ = λ n on [n] is widespread if (i) There exists δ > 0 such that
(ii) Bounded 2 -distance from the uniform distribution:
Note that there is no requirement on the minimum of λ(x), so that large portions of the set of vertices are allowed to receive zero mass. We shall also consider the opposite case of strongly localized measures. For simplicity, we restrict to the case of finitely supported measures defined as follows.
Definition 2 (Strongly localized measure).
A sequence of probability measures λ = λ n on [n] is strongly localized if there exists a constant C > 0 independent of n, a set F ⊂ [n] with cardinality |F | ≤ C and coefficients (a z ) z∈F such that a z ∈ [0, 1], z∈F a z = 1, and
where δ z is the Dirac mass at vertex z.
Theorem 2.
Let G be a random graph from either the directed configuration model DCM(d ± ) or the outconfiguration model OCM(d + ). Let α = α(n) ∈ (0, 1) be parameters as in (1.16), and let λ = λ n be either widespread or strongly localized measures. Then, according to the value of γ there are three scenarios:
(1) If γ = 0 then for all s > 0, s = 1:
In terms of mixing times, Theorem 2 implies the following statements.
Corollary 1.
In the setting of Theorem 2:
(1) If γ = 0 then for all ε ∈ (0, 1)
(3) If γ = ∞ then for all ε ∈ (0, 1):
The trichotomy displayed in Theorem 2 and Corollary 1 reflects the competition between two distinct mechanisms of relaxation to equilibrium: the simple random walk dominates in the first scenario, while the λ-resampling dominates in the third; the intermediate scenario interpolates between the two extremes; see Figure 1 . Remarkably, essentially the same trichotomy was uncovered recently by [3] in a model of random walk on dynamically evolving undirected graphs. In that case, the role of the resampling is played by the underlying reshuffling of the graph edges. It is interesting to observe that, in contrast with the undirected case considered in [3] , in our setting the two competing processes may well have very distinct goals, and the overall stationary distribution π α,λ is the result of a nontrivial balance.
The fact that the above result holds in the two opposite regimes of widespread measures or strongly localized measures may come as a surprise. Indeed, the behaviour of the stationary distribution can be very different in these two cases. As we shall see, some parts of the proof require rather different strategies for the two regimes. To give some guidelines, below we illustrate the main ideas involved in the proof.
The starting point is the observation that the distance to stationarity D x α,λ (t) satisfies the following general identity at all times t, for all choices of the parameter α and distribution λ:
Here we use the notation µP t (y) = x∈V µ(x)P t (x, y) for the distribution at time t of the simple random walk started at a random vertex distributed according to some distribution µ. The relation (1.26) follows from a simple coupling argument; see Proposition 2 below. Moreover, the stationary distribution admits the power series expansion
see Proposition 1 below. A particularly simple special case is when the resampling distribution λ equals the stationary distribution π 0 . Indeed, in this case the stationary distribution is the result of a trivial balance and π α,λ = π 0 , so that (1.26) becomes
. Therefore, when λ = π 0 the result of Theorem 2 is an immediate consequence of Theorem 1.
The key observation to attack the case of a general widespread measure λ will be that, if we start with such a distribution λ, then the time needed to reach stationarity for the simple random walk is much smaller than the entropic time T ENT . More precisely we shall establish the following fact. Lemma 1. Let G be a random graph from either the directed configuration model DCM(d ± ) or the out-configuration model OCM(d + ). If λ = λ n is widespread, then for any sequence t = t(n) → ∞,
In the special case where λ = µ in , and for the directed configuration model DCM(d ± ), a similar result was already obtained in [6] . Here we are going to prove it for the case of the out-configuration model OCM(d + ) as well, and more importantly we are going to extend it to the case of an arbitrary widespread probability measure λ. Following the approach in [6] , the proof of Lemma 1 will be based on the construction of a martingale approximation for the distribution λP t . The latter, in turn, rests on a branching approximation which allows one to couple the in-neighbourhood of a uniformly distributed random vertex of G with a marked Galton-Watson tree up to depth t = o(log n).
Once Lemma 1 is available, the proof of Theorem 2 for the case of widespread measures is not difficult. Indeed, as we shall see, Lemma 1 and (1.27) imply that for all widespread measures, for all three scenarios regarding the sequence α, the stationary measures π α,λ and π 0 become indistinguishable:
At this point Theorem 2 will follow directly from (1.26) and Theorem 1.
Let us now turn to the case of strongly localized λ. We will actually reduce the proof to the fully localized case λ = δ z for some vertex z. In this case, λP t = P t (z, ·) and therefore (1.29) must fail for all t = sT ENT , with s ∈ (0, 1) fixed, since by Theorem 1 we know that in this case
The approximation (1.30) can still be expected to hold for the scenario αT ENT → 0, since in that case the simple random walk has enough time to reach equilibrium between successive visits to the reference vertex z. However, if instead αT ENT → γ > 0, then π α,λ should be a nontrivial mixture of π 0 and a localized distribution that is singular w.r.t. π 0 . We refer to Lemma 9 below for the precise version of this statement. A key technical point for the proof of Theorem 2 will be the following fact.
Lemma 2. Let G be a random graph from either the directed configuration model DCM(d ± ) or the out-configuration model OCM(d + ). If λ = δ z for some vertex z, then for fixed γ > 0, including γ = ∞, and s ∈ (0, γ), for any sequence α → 0, satisfying αT ENT → γ,
The rest of the paper is arranged as follows: the next section establishes the basic identities (1.26) and (1.27) and some more preliminary material; Section 3 deals with widespread measures and the proof of Lemma 1, while Section 4 deals with the fully localized case and the proof of Lemma 2; finally, Section 5 shows how to derive the main results from Lemma 1 and Lemma 2.
PRELIMINARIES
Here we collect some simple general facts about the PageRank surf. The statements in this section do not depend on the graph G where the original walk takes place. Therefore, we fix an arbitrary digraph G with vertex set V = [n], and let P be the transition matrix in (1.2). If d + x = 0 for some x we may define P (x, x) = 1 and P (x, y) = 0 for all y ∈ V \ {x}.
2.1. The stationary distribution π α,λ . Proposition 1. For any α ∈ (0, 1), any probability vector λ, let P α,λ be defined by (1.3). There exists a unique probability vector π α,λ satisfying π α,λ P α,λ = π α,λ . Moreover, π α,λ is given by
Proof. The equation π α,λ P α,λ = π α,λ is equivalent to
Since P is a stochastic matrix, the matrix 1 − (1 − α)P is strictly diagonally dominant, and therefore invertible. Then (2.1) follows by expanding the expression
In particular, (2.1) and the triangle inequality imply that for any other probability vector µ:
Walk vs. teleport.
A trajectory of the PageRank surf can be sampled as follows. At each time unit independently, we flip a α-biased coin: if heads (with probability α) then the surfer is teleported to a new vertex, chosen according to λ; if tails (with probability 1 − α) then the surfer walks one step according to the transition matrix P . The probability associated to this construction will be denoted by P. If τ α denotes the first time the surfer is teleported, then for all t ∈ N:
Proposition 2. For any α ∈ (0, 1), any probability vector λ, and all t ∈ N, x ∈ [n]:
We use the construction introduced above, and write X x t for the position of the surfer at time t with initial vertex x. By using the same sample of the teleporting distribution λ we couple two trajectories X Moreover,
Multiplying by π α,λ (z), summing over z, and using (2.3) one obtains
Since the total variation distance is always bounded above by 1, Proposition 2 implies the upper bound
The latter, in turn, gives the following upper bound on the mixing time.
Corollary 2. For any α ∈ (0, 1), any probability vector λ, and all ε ∈ (0, 1), the ε-mixing time (1.10) satisfies
A further immediate consequence of Proposition 2 is that if λ is stationary for P , then the distance to equilibrium D x α,λ (t) takes a simple form. Corollary 3. For any α ∈ (0, 1), for all x ∈ V and all t ∈ N, if π 0 is a probability vector such that
Proof. From Proposition 1 it follows that π α,π0 = π 0 , and therefore π α,π0 P t = π 0 for all t.
Finally, another useful consequence of Proposition 2 is that it allows us to control the distance D 
Corollary 4.
For any α ∈ (0, 1), all t ∈ N, any probability vector λ, if π 0 is such that π 0 P = π 0 ,
Proof. From the triangle inequality and the fact that µP t − νP t TV is monotone in t for all distributions µ, ν, one has (2.14)
The conclusion then follows from Proposition 2 and Corollary 3.
WIDESPREAD MEASURES
The goal of this section is to prove Lemma 1. We start with the definition of the relevant branching processes and the associated martingales. These will later be used in a coupling argument to provide an approximate description of the in-neighbourhood of a vertex in our random graphs, and of the stationary distribution at that vertex. Since the constructions differ slightly for the two models DCM(d ± ) or OCM(d + ) we will define two distinct random trees
The marked Galton-Watson trees
Given n ∈ N, and a double sequence d ± of degrees satisfying (1.5) and (1.6), for each i ∈ [n], we define the rooted random marked tree T − i (d ± ) recursively with the following rules:
• the root is given the mark i;
• every vertex with mark j has d − j children, each of which is given independently the mark k ∈ [n] with probability d
On the other hand, given n ∈ N, and a sequence d + of degrees satisfying (1.7), for each i ∈ [n], the rooted random marked tree
• regardless of its own mark every vertex has, for each j ∈ [n] independently with probability d + j /n, a child with mark j. There are several differences between the two trees T
In the first case the number of children of a given vertex is a deterministic function of the vertex' mark, whereas in the second case it is a random variable D that can be written as
where the Y j are independent Bernoulli random variables with parameters d + j /n. In particular, the average degree of any given vertex in
Since D can be zero, in contrast with the tree
is finite with positive probability. However, the two trees share several common features and we shall try to treat the two cases in a unified fashion as much as possible.
We write o for the root and x, y for other vertices of the tree, with the notation y → x if y is a child of x. Each vertex x of the tree has a mark, which we denote by i(x). If I denotes an independent uniformly random i ∈ [n], and the root is given the mark i(o) = I, then we write
have the same average degree at the root, given by (3.2). We often write T − for short if this creates no confusion. For each t ∈ N we let T −,t denote the set of vertices in the generation t of the tree. Each vertex x ∈ T −,t has a unique path (x t , x t−1 , . . . , x 1 , x 0 ) connecting it to the root with x t = x and x 0 = o. To any such x we associate the weight
We write F t for the σ-algebra generated by the random tree T − up to and including generation t.
For the tree
This proves (3.5).
In particular, when ϕ = µ in , then
Therefore, X t (µ in ) is a martingale with respect to the filtration F t . It is convenient to normalize it and consider instead the martingale defined as
In the case of model 1, the following convergence result was already discussed in [6, Proposition 15] .
Proposition 3.
For every fixed n, as t → ∞ the martingale M t converges to a limit M ∞ , both almost surely and in L 2 , and for all t ∈ N:
where the constants ρ, C are given by
Proof. Consider the increments
where a is as in (3.11) .
Therefore, combining (3.14) and (3.15) we have
where ρ, C are given by (3.11) . Furthermore, observe that in both models one has
Thus, iterating we obtain
Since ρ ≤ 1/2, we see that M t is a martingale bounded in L 2 , and therefore M t → M ∞ almost surely and in L 2 , for some M ∞ ∈ L 2 . Using the orthogonality E[∆ t ∆ t ] = 0 for all t = t , (3.10) follows by summing (3.19) from t to +∞. The next result will be crucial for the analysis of widespread measures. Notice that the constant γ(λ) appearing in the estimate below is bounded uniformly in n if and only if λ is widespread.
Proposition 4.
For any probability vector λ, and any t ∈ N:
where ρ ∈ (0, 1) is as in Proposition 3 and γ(λ) is defined as
We now compute
Usingφ = 0 one has
On the other hand for the tree
Summarising, we have shown that
Thus, the same argument used in (3.18) implies that in both models
Therefore,
The desired bound follows from the fact that in both models C(λ) ≤ γ(λ).
3.3.
Branching approximation for in-neighbourhoods. The t-in-neighbourhood of a vertex v, denoted B − v,t , is defined as the subgraph of G induced by the set of directed paths of length t in G which terminate at vertex v. Here we observe that for any fixed v ∈ [n], if t is a small multiple of log n then with high probability B − v,t can be coupled to the first t generations of the random trees defined in Section 3.1. We consider the two models separately.
To generate B − v,t only, one can start at vertex v and run the previous sequence of steps, by giving priority to those unmatched heads which have minimal distance from vertex v, until this minimal distance exceeds t, at which point the process stops. During the process, say that a vertex x is exposed if at least one of the tails e + ∈ E + x or heads e − ∈ E − x has been already matched. Notice that as long as in step 2 no tail e + is picked from exposed vertices, the resulting digraph is a directed tree.
Let us now describe a coupling of the in-neighbourhood B . Clearly, step 2 above can be modified by picking e uniformly at random among all (matched or unmatched) tails and rejecting the proposal if the tail was already matched. The tree can then be generated by iteration of the same sequence of steps with the difference that at step 2 we never reject the proposal and at step 3 we add a new leaf to the current tree, with mark x if e + ∈ E + x , together with a new set of d − x unmatched heads attached to it. Call τ the first time that a uniform random choice among all tails gives e + ∈ E + x with x already in the tree. By construction, the in-neighbourhood and the tree coincide up to time τ . At the k-th iteration, the probability of picking a tail with a mark already used is at most k∆/m, where ∆ is the maximum degree. Therefore, by a union bound, 
Recall that each vertex x has d + x tails, and call E + x the sets of tails at x. Consider the following exploration process of the in-neighbourhood at a fixed vertex v. The process is defined as a triple (C , A , φ ) where C , A ⊂ [n] are respectively the completed set and the active set at time , and φ : [n] → Z + is a map such that φ (y) ∈ {0, . . . , d + y } for each y ∈ [n], ∈ Z + . At time zero we set C 0 = ∅, A 0 = {v}, and φ (y) = 0 for all y ∈ [n]. The -th iteration of the exploration determines the triple (C , A , φ ) by executing the following steps: 1) pick a vertex x ∈ A −1 according to some priority rule;
2) for each y = 1, . . . , n independently, sample X ,y defined as the Bernoulli random variable with parameter
and call V the set of y ∈ [n] such that X ,y = 1, and W = (C −1 ∪ A −1 ) c ∩ V ; 3) define the new triple (C , A , φ ) as
Note that this process stops when A becomes empty. Let us call τ ∅ this random time:
For instance, τ ∅ = 1 with probability n y=1 (1 − d + y /n). We may construct a digraph G v ( ) along with the above process by adding the directed edges (y, x) for all y ∈ V at step 2. Notice that when the process stops G v (τ ∅ ) is a sample of the subgraph of G induced by all directed paths in G that terminate at v. In particular, if the priority in step 1 is given to x which have minimal distance to v, and if we stop the process as soon as all active vertices have distance to v larger than t in the current graph G v ( ), we obtain the in-neighbourhood of v at distance t, namely the digraph B 
is obtained by iterating the steps above with the difference that at step 2 the probability p ,y must be taken always equal to d + /n, and that each y ∈ V yields a new child with mark y in the current tree. Let T 
Consider now the k-th iteration, and assume that
. Thus, we may pick the same x in step 1 for both samples. At step 2, let X k,y denote the Bernoulli random variables with parameter p k (y) used for the sampling of G v (k) and letX k,y be the Bernoulli random variables with parameter d + y /n used for the sampling of T − v (k). For each y independently we may couple (X k,y ,X k,y ) with probability
, then either at least one of the pairs (X k,y ,X k,y ) fails to couple, or at least one of the y ∈ C −1 ∪ A −1 hasX k,y = 1. Thus, on the event E c k−1 , the probability of E k given the history up to the (k − 1)-th iteration is bounded above by
where we use that for every y ∈ [n] one has (k − 1) ≥ φ k−1 (y), and we write Z for the number of edges in the tree T − v ( ). Thus, letting F denote the σ-algebra generated by the two processes up to time , we have obtained . The estimate could be refined but (3.35) below will be more than sufficient for our purposes. can be coupled in such a way that for every t ≤ log n 4 log ∆ , for all n large enough: The latter probability can be bounded via Lemma 5. Summarizing,
The estimate (3.35) follows by taking s = K log n for some large enough constant K, and by taking n sufficiently large.
Proof of Lemma 1.
Recall that in both models DCM(d ± ) and OCM(d + ) one has w.h.p. a unique stationary distribution for the simple random walk on G, which we denote π 0 . The starting point is a result that follows directly from [6, 7] , which allows us to replace the unknown distribution π 0 with a local approximation.
Proposition 5.
For any fixed ε > 0, taking h = εT ENT , as n → ∞ both models satisfy
Proof. From [6, Section 6] for model 1 and from [6, Section 4] for model 2, it follows that there exists ε 0 > 0 such that for all fixed ε ∈ (0, ε 0 ), setting h = εT ENT , and t = (1 + ε/2)T ENT one has (3.39) max
To prove (3.38), note that µ in P h − π 0 TV is monotone in h, and therefore it is not restrictive to assume that ε ∈ (0, ε 0 ). Thus (3.38) is a consequence of (3.39) and the simple inequality, valid for any t:
To prove Lemma 1, by monotonicity of λP t − π 0 TV as a function of t, we may restrict to sequences t = t(n) → ∞ with t = o(log n). Thus, taking advantage of Proposition 5, the conclusion of Lemma 1 is a consequence of the following result.
Proposition 6.
There exists ε > 0 such that if h = εT ENT , then for any t = t(n) → ∞ with t = o(log n), for any widespread measure λ:
Proof. The proof is divided into two steps. We first show that the random variable appearing in (3.41) is concentrated around its average:
Define the random variable
where ω denotes the map that defines the configuration model as in Section 1.1, and P ω is the corresponding random walk transition matrix. We now compare the value of Z at two different configurations ω, ω . In the case of model 1 we assume that ω, ω differ by a swap of two coordinates, namely that there exist tails e 
where
. By the triangle inequality
denote the position at time t of the random walk which starts with distribution λ, so that λP ) passes through one of the edges in the symmetric difference of ω and ω . Therefore, for all ω, ω as above
Notice that for both models there are at most ∆ edges in ω that are not in ω , and that for each such edge, say (u, v), the probability that the trajectory (X λ,ω 0 , . . . , X λ,ω t ) passes through (u, v) is always bounded above by λ(B −,ω v,t ), where B −,ω v,t denotes the t-in-neighbourhood of v in the configuration ω. Therefore,
The same argument shows that
This proves (3.44) for both models. We now apply this bound to obtain the desired concentration inequality. We start with model 1, where one has deterministic upper bounds on the size of the inneighbourhoods, which makes the argument simpler.
In the case of model 1 we observe that max x∈[n] |B −,ω
x,t | ≤ ∆ t+1 for all t ∈ N, and all ω. Therefore (3.44) implies
By an application of the Azuma-Hoeffding inequality (see e.g. [21, Section 3.2]), (3.46) implies that under the uniform measure over ω, the random variable ω → Z(ω) satisfies the following concentration inequality for all η > 0:
m . We may now let n → ∞. If h = εT ENT , with ε > 0 fixed but small enough, we have ∆ 2h /m → 0, and using t = o(log n) and the assumption |λ| ∞ = O(n −1/2−δ ) for some δ > 0, we have m∆ 2t |λ| 2 ∞ = O(n −δ/2 ). In conclusion mb 2 → 0, as desired. This concludes the proof of (3.42) for model 1.
In the case of model 2, consider the event
The union bound implies
To estimate the probability in the right hand side of (3.49) we return to the coupling used in Lemma 5 and Lemma 6. Instead of coupling the in-neighbourhood B 
Now we use the bound (3.36) adapted to the enlarged tree T −,s 1
. Since at each iteration the number of edges added to the tree is stochastically dominated by a binomial random variable with parameters n and ∆/(n − √ n) ≤ 2∆/n, one has a large deviation bound as in (3.36), with possibly different constants. In conclusion, for some new constants A, a > 0, for all s ≤ h ≤ log n 3 log ∆ :
Therefore (3.49) implies
From the bound in (3.44) we see that
We can now apply the following modified version of the standard Azuma-Hoeffding inequality from [12] .
where E[Z | E] denotes the expected value of Z conditioned on the event E. Notice that if h = εT ENT , with ε > 0 small enough, as before we have nb 2 → 0. Moreover, npb → 0 by (3.52). Finally, since |Z| ≤ 1 we may estimate
This concludes the proof of the concentration estimate (3.42) for model 2.
The second step of the proof of Proposition 6 is to show that
Observe that
where I denotes an independent uniformly random vertex in [n] and the expectation E is understood to include the expectation over I as well. Consider the first term above. We are going to use Lemma 4 for model 1 and Lemma 6 for model 2. Notice that since these estimates apply to any fixed vertex v, they apply just as well if the vertex v is taken to be uniformly random in [n], i.e. if v = I as it is the case here. In particular, since t = o(log n), as n → ∞,
where we use the unified notation T 
where we use the notation from (3.4) and (3.9). Therefore,
Using Schwarz' inequality and Proposition 4 it follows that
Since t = t(n) → ∞ as n → ∞ and ρ ∈ (0, 1), using (3.57) we conclude that
for all widespread measure λ. This settles the convergence of the first term in (3.56). To handle the second term, reasoning as above we obtain
If h ≤ log n 4 log ∆ , Lemma 4 and Lemma 6 imply that both models satisfy
Moreover, Schwarz' inequality and Proposition 3 imply
Since the constant C is bounded, letting n → ∞ concludes the proof.
FULLY LOCALIZED CASE
The goal of this section is to prove Lemma 2. Recall that we have λ = δ z for a fixed vertex z and we are assuming αT ENT → γ > 0. We start with the simpler case γ = +∞.
4.1.
Proof of Lemma 2: the case γ = +∞. Let B + z,t denote the t-out-neighbourhood of a vertex z, that is the subgraph of G induced by the set of directed paths of length t in G which start at vertex z. Since γ = +∞, there exists a sequence u = u(n) such that u = u(n) = o(log n) and αu → +∞. Next, set t = s/α for some fixed s ∈ (0, ∞), and notice that for all z, the measure π α,δz satisfies lim n→∞ π α,δz P t (B + z,u ) = 1, (4.1) with probability 1. Indeed, from Proposition 1, we see that
where we have used the obvious fact that P k+t (z, B + z,u ) = 1 for all k such that k + t ≤ u, and that u/2 + t ≤ u for n large enough. Thus, the proof of Lemma 2 would be achieved if we could show that for all x:
However, we need this estimate to hold uniformly in x ∈ [n] while the above statement cannot hold if e.g. x = z, since P t z, B + z,u = 1. Thus, we shall actually prove the following slightly different statement. Lemma 7. Suppose αT ENT → ∞. Fix z ∈ [n], t = s/α, s ∈ (0, ∞), and a sequence u = o(log n) such that αu → ∞. For each η > 0, with high probability: for each x there exists a set F x ⊂ B + z,u such that max
Notice that Lemma 7 implies Lemma 2 in the case γ = +∞. The proof of Lemma 7 is broken into several steps. We first observe that B + z,u can be coupled to a tree in both models. Next, we will introduce the notion of gates from a vertex x to the set B + z,u , which will be the basis of the construction of the sets F x needed for the proof of (4.4).
Marked Galton-Watson trees T
The construction given in Section 3.1 can be reversed to obtain the following random trees. For each i ∈ [n], define the rooted random marked tree T + i (d ± ) recursively with the following rules:
• every vertex with mark j has d + j children, each of which is given independently the mark k ∈ [n] with probability d − k /m. On the other hand, the rooted random marked tree T
• every vertex with mark j has d + j children, each of which is given independently the mark k ∈ [n] with probability 1/n.
To have a unified notation we write T + i,t for the first t generations of either T
. Notice that this forward construction has bounded degrees for both models. In particular, the same argument of Lemma 4 proves that for both models, for any fixed vertex i, for all t ∈ N, one has a coupling such that
for some constant C > 0 independent of t, n. From (4.5), for our fixed vertex z, and for our choice of the sequence u, the event E z = {B Gates. We will need the following definition.
Definition 3. For x ∈ [n], t ∈ N and a directed subgraph Γ ⊂ G with vertex set V (Γ), the set of t-gates from x to Γ, denoted G t (x, Γ) is defined as the subset of vertices y ∈ B + x,t ∩ V (Γ) such that: either x = y ∈ V (Γ), or y ∈ B + x,t \ {x} and there exists a directed path (x 0 , x 1 , . . . , x s ) in G with 1 ≤ s ≤ t edges, such that x 0 = x, x s−1 / ∈ V (Γ) and x s = y ∈ V (Γ).
Lemma 8.
For any fixed vertex z, if t = o(u) and u = o(log n), then
Proof. Fix x ∈ [n]. Recall the generation algorithm from Section 3.3.1. If we invert the role of heads vs. tails and we use the priority rule given by the minimal distance to vertex z, and we stop when the minimal distance exceeds u, the algorithm generates the u-out-neighbourhood B x,t , conditioned on the previous history of the generation process, the probability of forming such an arc is at most
where we use the fact that |B + z,u | ≤ ∆ u+1 and k ≤ ∆ t+1 . From our assumptions on t, u, one has that this probability is less that p := n −1+δ , for any fixed δ > 0. Thus, the number of such arcs is stochastically dominated by the binomial random variable X with parameters ∆ t+1 and p. It follows that the number of gates is stochastically dominated by 1 + X, where the 1 takes into account the possibility that x itself is a gate, and therefore for any K ∈ N:
Since t = o(log n) we obtain that (p∆ t+1 ) K−1 is o(1/n) already with K = 3. A union bound over x ∈ [n] implies (4.7).
We turn to the application of the notion of gates to our problem. Let us write Q x for the law of the trajectory (X 0 , X 1 , . . . ) of the random walk started at X 0 = x in the graph G, so that
Notice that if B + x,t is a tree, then X 0 = x and X t ∈ B + z,u imply that the trajectory passes through a t-gate from x to B + z,u and that for each gate y the first visit to y must occur, if ever, at a deterministic time t y , which is the height of y in T + x,t . Therefore, if B + z,2u is also a tree, then the measure
is supported on sets L z,sy , where s y = h y + t − t y and we use the notation L z,s for the set of vertices at distance s from z in the tree B + z,u , and h y is such that y ∈ L z,hy . Note that here we are using the fact that once the walk enters the set B For h ∈ N, let V * ,h ⊂ V denote the subset of vertices x ∈ V such that B + x,h is a tree. As in [6, Propositon 6] one shows that for both models, with high probability:
From (4.6) and Lemma 8, we may assume that B + z,2u is a tree and that
For every x ∈ V * ,t let A x,t denote the sets defined in (4.12). For any η > 0, take such that 2 − < η. For every x ∈ [n], define
From (4.13) and (4.14) it follows that with high probability
Note that F x is the union of at most 2∆ +1 levels of the form L z,s . Since B + z,2u is a tree, for any fixed set L z,s ⊂ B + z,u , P k+t (z, L z,s ) can be nonzero for only one index k ≤ u/2. Therefore, reasoning as in (4.2) and using α → 0,
as soon as n is large enough. This ends the proof of Lemma 7.
4.2. Proof of Lemma 2: the case γ ∈ (0, ∞). We start by approximating the measure π α,δz P t by a convex combination of π 0 and a more localized probability vector µ. Afterwards we recall some key facts about the random walk that were already established in [6, 7] . Later we combine these ingredients with a strategy similar to that employed in the proof of Lemma 7 above to finish the proof.
4.2.1. Decomposition of π α,δz P t .
Lemma 9.
Fix γ ∈ (0, ∞) and s ∈ (0, γ). Then there exists a constant C > 0 such that for all η > 0 small enough, for αT ENT → γ and t = s/α, with high probability:
where a ∈ (0, 1) and the probability vector µ = µ z,η are given by
Proof. For any a < b, define the probability vector
Since t = s/α, s ∈ (0, γ), and αT ENT → γ we may equivalently set t = κT ENT , κ ∈ (0, 1). Using Proposition 1, for any 0 < η < (1 − κ) we write
Using αT ENT → γ ∈ (0, ∞), by Riemann integration it follows that for all n large enough
for some constant C > 0. Next, using Theorem 1, w.h.p.
It follows that w.h.p.
Taking a and µ as in (4.19) and adjusting the value of the constant C concludes the proof.
4.2.2.
The tree T z (η). Let us recall the following key facts established in [6, Section 6] for model 1 and from [7, Section 4] for model 2. For every z, and every η > 0, there exists a directed tree T z (η) rooted at z such that the trajectory (X 0 , . . . , X u ) of the random walk started at z satisfies with high probability (X 0 , . . . , X u ) ⊂ T z (η) for all u ≤ (1 − η)T ENT . Here the notation (X 0 , . . . , X u ) ⊂ T z (η) means that the directed path (X 0 , . . . , X u ) is a subgraph of the directed tree. More precisely, fix h = c log n, (4.25) where c = η 2 /(4 log ∆), and recall the set V * ,h introduced in the proof of Lemma 7. Then, with the notation Q x used in (4.10), one has 1 : for all
see [7, Lemma 11] . Moreover, the number of vertices in the tree T z (η) satisfies
see [7, Section 4.1] . The bound (4.27) can be used to establish another crucial fact, namely that for a walk that is out of T z (η) at some time, then it is very unlikely to get to T z (η) at some later time. The precise statement we need is as follows.
Lemma 10. For any fixed
The proof of Lemma 10 follows the strategy introduced in [7, Section 2.4] . We omit the details and refer the interested reader to [7, Lemma 12] for the proof of a very similar statement.
4.2.3.
Back to the proof of Lemma 2. The analogue of Lemma 7 in our present setting reads as follows.
Lemma 11. Suppose αT ENT → γ ∈ (0, ∞). Fix z ∈ [n] and take t = κT ENT with some κ ∈ (0, 1). For each η > 0, with high probability: for each x there exists a set F x ⊂ T z (η) such that
where µ is the measure from Lemma 9.
Proof. Suppose A is a subset of vertices in T z (η). If η > 0 is small enough, then ηT ENT ≤ t ≤ (1 − η)T ENT and t ≥ h. Thus, using Lemma 10, w.h.p.:
Consider the measure
A trajectory started at X 0 = x that satisfies (X h , . . . , X t ) ⊂ T z (η) must have entered the set T z (η) at a vertex y ∈ B + x,h that is also an h-gate from x to T z (η); see Definition 3. In particular, if x ∈ V * ,h , i.e. if B + x,h is a tree, then an h-gate y from x to T z (η) has a deterministic first visit time t y for the walk started at x and 1 In [7] the notation Tz((1 − η)T ENT ) is used instead of Tz(η), and the sequence h is defined as h = c log n, with a constant c different from our choice c = η 2 /(4 log ∆). However, it can be checked that the choice of c is not important for the result (4.26), and here it is convenient to work with c = η 2 /(4 log ∆) for reasons that will be clear below.
such that (X h , . . . , X t ) ⊂ T z (η). It follows thatQ x is supported on on sets L z,sy , where s y = h y + t − t y , where L z,s is the set of vertices at distance s from z in the tree T z (η), and h y is such that y ∈ L z,hy . Thus, if B + x,h is a tree, we define the set
With these definitions one hasQ
As in (4.16), using (4.30), we obtain that with high probability
This gives the desired bound in (4.29) for the measure P t (x, ·). Let us now turn to a proof of the bound in (4.29) on the measure µ. We first give an estimate on the number of gates G h (x, T z (η)). From the argument in the proof of Lemma 8, we know that |G h (x, T z (η))| is stochastically dominated by 1 plus a binomial with parameters ∆ h+1 and p given by
where we have used (4.27). Therefore for any K ∈ N:
Since h = c log n with c = η 2 /(4 log ∆), we see that (4.37) is less than
larger than say 5η −2 , this probability is o(1/n) and then a union bound shows that with high probability
Thus from now on we assume that for all x one has |G h (x, T z (η))| ≤ K η . Moreover, we may assume that z ∈ V * ,h . Indeed, for fixed z this holds w.h.p. by Lemma 4 for model 1 and by Lemma 6 for model 2. Next, observe that the measure µ satisfies w.h.p. This follows from the expression (4.19) for µ and the fact (4.26) that the walk started at z ∈ V * ,h stays in T z (η) up to time (1 − η)T ENT with large probability. On the other hand,
where we use the fact that there are at most ∆ +1 vertices in B + x, , that there are at most K η levels of the form L z,s in a set A w,t− and that each of these levels contributes at most α to the mass of µ. For each η > 0, using α → 0 the above bound is less than η/2 as soon as n is large enough. Therefore, µ(T z (η) \ F x ) ≥ 1 − η, (4.41) which completes the proof of Lemma 11.
To finish the proof of Lemma 2, remark that by Theorem 1, since t = κT ENT , κ ∈ (0, 1), we know that for all η > 0 with high probability: for all x there exists a set B x such that π 0 (B x ) ≥ 1 − η, P t (x, B x ) ≤ η. (4.42) Therefore, taking B x = B x ∪ (T z (η) \ F x ) and using Lemma 11 we obtain aµ(B x ) + (1 − a)π 0 (B x ) ≥ 1 − η, P t (x, B x ) ≤ 2η, (4.43) with a and µ from Lemma 9. In conclusion, if C is the constant in Lemma 9, we have proved that for all η > 0, with high probability: Since η > 0 is arbitrary this completes the proof of Lemma 2.
PROOF OF THE TRICHOTOMY
In this section we show how to prove Theorem 2 from the facts established above. Thus, G is a random graph from either the directed configuration model DCM(d ± ) or the out-configuration model OCM(d + ), where the degree sequences satisfy the assumptions (1.6) and (1.7) respectively, and π 0 denotes the (w.h.p.) unique stationary distribution for the simple random walk on G.
5.1. Scenario 1, all λ's. We begin with scenario 1, namely when αT ENT → 0. In this case, we actually prove a result that holds regardless of the resampling distribution λ. In particular, it will imply the first part of the trichotomy in Theorem 2 for arbitrary λ. Proof. We need to show that, uniformly in λ, for any δ > 0,
2) π α,λ − π 0 ≤ δ , w.h.p.
The upper bound (2.2) shows that for all t ∈ N:
Take t = sT ENT , with some fixed s > 1, and observe that by Theorem 1 we know that for all k > t, for all λ: Since η is arbitrarily small, this implies (5.9). Once we have (5.9), from Proposition 2 and the upper bound (2.10) we obtain: (5.13) max 
Scenario 2, strongly localized λ's.
Here αT ENT → γ ∈ (0, ∞). We take t = u/α, with fixed u ∈ (0, ∞). We consider separately the case u ∈ (γ, ∞) and the case u ∈ (0, γ). Suppose first u ∈ (γ, ∞). By Proposition 2 and the triangle inequality Combining (5.15) and (5.19), we have proved (1.21) for all strongly localized λ.
