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Perception is a complex process that involves brain activ-
ities at diﬀerent levels. The availability of models for the
representation and interpretation of the sensory informa-
tion opens up new research avenues that cut across neu-
roscience, imaging, information engineering, and modern
robotics. The goal of the multidisciplinary field of percep-
tual signal processing is to identify the features of the stim-
uli that determine their “perception,” namely “a single uni-
fied awareness derived from sensory processes while a stim-
ulus is present,” and to establish associated computational
models that can be generalized and exploited for designing
a human-centered approach to imaging. In the case of vi-
sion, the stimuli go through a complex analysis chain of vi-
sual pathways, starting with the encoding by the photorecep-
tors in the retina (low-level processing) and ending with cog-
nitive mechanisms (high-level processes) that depend on the
task being performed. Accordingly, low-level models are con-
cerned with image representation and aim at emulating the
way that the visual stimulus is encoded by the early stages of
the visual system, as well as at capturing the varying sensi-
tivity to the features of the input stimuli, whereas high-level
models are related to image interpretation and allow to pre-
dict the performance of a human observer in a predefined
task. A global model that accounts for both such bottom-up
and top-down approaches would enable an automatic inter-
pretation of the visual stimuli based on both low-level fea-
tures and semantic contents.
In image processing, methods that take advantage of such
models include feature extraction, content-based image de-
scription and retrieval, model-based coding, and the emer-
gent domain of medical image perception.
This special issue gives a flavor of the scope and potential
of perception-based image and video processing by provid-
ing an overview of the way that visual mechanisms at diﬀer-
ent levels can be modeled and exploited. In particular, the
eleven selected papers span the following fields:
(1) perceptually plausible mathematical bases for the rep-
resentation of visual information;
(2) nonlinear processes and their exploitation in the imag-
ing field (compression, enhancement, and restora-
tion);
(3) beyond early vision: investigating the pertinence and
potential of cognitive models, and semantics.
The majority of the papers in this special issue follow
the bottom-up approach. The first group of six papers deal
with image representation and propose models for both lin-
ear and nonlinear mechanisms to solve classical image pro-
cessing problems based on early vision. The next three pa-
pers take a slightly diﬀerent perspective, aiming at extracting
saliency based on low-level features, whereas the last two pa-
pers of this special issue pursue the complementary path and
focus on semantics first.
In the paper entitled “Sparse approximation of images in-
spired from the functional architecture of the primary visual
areas,” Sylvain Fischer et al. present a sparse approximation
scheme that models the receptive fields of both simple and
complex cells while accounting for inhibition and facilita-
tion interactions between neighboring neurons. This allows
the handling of classical issues like denoising, compression,
and edge detection in an unified framework. It also provides
a novel tool for probing cortical functionality.
Along the same line, in the paper “A biologically mo-
tivated multiresolution approach to contour detection” by
Giuseppe Papari et al., the authors present a contour de-
tection algorithm that combines a Bayesian denoising step
with surround inhibition at each level of multiscale im-
age decomposition to solve the problem of oversegmenta-
tion which aﬀects classical edge detectors in the presence of
textures.
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An example of modeling nonlinear processes in the vi-
sual system, such as light adaptation and frequency masking,
is presented in the paper “Simulating visual pattern detection
and brightness perception based on implicit masking,” by
Jian Yang, where the author proposes a computational model
of the behavior of the contrast sensitivity function (CSF) at
varying mean luminance based on a quantitative model of
implicit masking. Visual processing is simulated by a front-
end lowpass filter, a retinal local compressive nonlinearity,
a cortical representation of the stimulus in the Fourier do-
main, and a frequency-dependent compressive nonlinearity
model. The model allows qualitative reproduction of the ef-
fects of simultaneous contrast, assimilation, and crispening,
demonstrating its potential as a general model for visual pro-
cessing.
The issue of light adaptation is also addressed in the pa-
per “Pushing it to the limit: adaptation with dynamically
switching gain control,” by M. S. Keil and J. Vitra` which
presents a model simulating the functional aspects of light
adaptation in retinal photodetectors. Given a two-dimen-
sional normalized stimulus, the membrane potential is as-
sumed to be controlled by a diﬀerential equation linking its
temporal variations with the driving potential, the excita-
tory input (i.e., the conductance) and the leakage, or pas-
sive, conductance. A “dynamically switching gain control”
mechanism is controlled by the membrane potential being
above or below a given threshold. This leads to an adap-
tation mechanism mapping luminance values spread over
several orders of magnitude onto a fixed target range, typ-
ically of one or two orders of magnitude without aﬀecting
contrast strength and introducing tedious compression ar-
tifacts. Results show that the model is comparative to other
state-of-the-art methods in rendering of high-dynamic range
images, whilst being faster and more computationally eﬀec-
tive.
A diﬀerent approach to image representation and mod-
eling is presented in the paper “Logarithmic adaptive neigh-
borhood image processing (LA-NIP): introduction, connec-
tions to human brightness perception and application is-
sues,” where J.-C. Pinoli and J. Debayle follow the general
adaptive neighborhood image processing (GANIP) frame-
work. An interesting aspect of this framework is that it is con-
sistent with several human visual characteristics like intensity
range inversion, saturation, Weber’s and Fechner’s laws, psy-
chophysical contrast, and spatial adaptivity, and it leads to
competitive results in many image processing tasks like seg-
mentation and denoising.
In the paper “A feedback-based algorithm for motion
analysis with application to object tracking,” S. Shah and P.
S. Sastry propose a method for selecting regions featuring
coherent motion in image sequences. The problem is solved
by integrating a feedback mechanism for evidence segrega-
tion based on a cooperative dynamical system whose states
at each time point represent the current motion. This func-
tional model of object segregation through motion features
is plausible for representing neural processing and can lead
to robust object tracking even in the presence of dynamic oc-
clusions.
A review of computational vision is presented in the
paper “A survey of architecture and function of the pri-
mary visual cortex (V1).” In this paper, Jeﬀrey Ng et al.
provide a review of the structure and functionality of neu-
rons in V1, as well as some of the most responded models
of early vision and their applications in image processing.
They also propose a model for preattentive saliency com-
putation that accounts for intra-cortical interactions related
to the “bottom-up” approach of image segmentation in vi-
sion.
The same “bottom-up” approach to the extraction of
saliency is followed by the paper entitled “An attention-
driven model for grouping similar images with image re-
trieval applications” by Oge Marques et al. In this contri-
bution, two diﬀerent saliency-based visual attention models
(the Stentiford and the Itti models) are combined to derive
a biologically plausible algorithm for extracting regions of
interest from images. Clustering based on the features ex-
tracted from the identified regions are used for grouping.
Images containing perceptually similar objects are assigned
to the same cluster in a way that is closely related to the users’
expectations.
The exploitation of low-level features for image clas-
sification is the subject of the paper “Indoor versus out-
door scene classification using probabilistic neural networks”
by Lalit Gupta et al. The authors propose a fully auto-
matic content-based image retrieval (CBIR) system using
low-to-mid-level features to distinguish indoor from out-
door scenes. An unsupervised segmentation step based on
fuzzy C-means clustering is employed to partition the in-
put image into a suitable number of segments. To this end,
the mean and variances of the lowpass versions of the rec-
tified output of a discrete wavelet transform are used. Sub-
sequently, feature vectors are built for each segment by ex-
tracting the shape, color, and texture descriptors, and are
used as input to a probabilistic neural network. Results show
that the most eﬀective feature in this respect is texture, and
that the proposed system provides a good classification accu-
racy.
The last two papers of the special issue follow the comple-
mentary “topdown” approach, which starts with the identifi-
cation of the semantic visual primaries. Accordingly, they are
concerned with higher levels of processing of the visual infor-
mation that deals with perceptual organization. They both
focus on the issue of categorization.
In the first paper, “A discrete model for color naming,”
G. Menegaz et al. propose a discrete computational model
for color categorization and naming. The 424-color spec-
imens of the OSA-UCS set are used as the anchor points
in the CIELAB color space that is partitioned by a 3D De-
launay triangulation. Each of the 11 basic color categories
identified by Berlin and Kay is modeled as a fuzzy set. The
class membership functions of each OSA-UCS sample are
estimated by using the categorization data from the first
naming experiment. Linear interpolation is used to predict
the membership values of other points in the color space.
Automatic naming is obtained by assigning a given test
color a label that corresponds to the maximum among the
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associated membership values. The model is validated both
directly via the second naming experiment, and indirectly,
through the analysis of its suitability for image segmenta-
tion.
Finally, the paper “On the perceptual organization of
image databases using cognitive discriminative biplots” by
Christos Theoharatos et al. proposes a human-centered ap-
proach to image database organization. Instead of deriving
image or region descriptors from low-level features, they
used a categorization experiment aiming at identifying pro-
totypical images from a set of predefined categories. This
transforms the problem to that of learning the structure
of class prototypes, which is solved by representing the re-
sults in the form of biplots, where perceptual similarity is
expressed by the distance between points. This simplifies
the categorization problem and enables the organization
of the entire image database by using the appending tech-
nique.
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