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Abstract. A containment model MP of a poset P = (X,) maps every
x ∈ X to a set Mx such that, for every distinct x, y ∈ X, x  y if and
only if Mx  My . We shall be using the collection (Mx)x∈X to identify
the containment model MP . A poset P = (X,) is a Containment order
of Paths in a Tree (CPT poset), if it admits a containment model MP =
(Px)x∈X where every Px is a path of a tree T , which is called the host tree
of the model. In this paper, we give an asymptotically tight bound on the
dimension of a CPT poset, which is tight up to a multiplicative factor of
(2 + ǫ), where 0 < ǫ < 1, with the help of a constructive proof. We show
that if a poset P admits a CPT model in a host tree T of maximum
degree ∆ and radius r, then dim(P) ≤ 2⌈log
2
log
2
∆⌉+ 2⌈log
2
r⌉+ 3.
A Introduction
Dimension of a poset
A partially ordered set or poset P = (X,) is a tuple, where X represents a set,
and  is a binary relation on the elements of X that is reflexive, anti-symmetric
and transitive. For any x, y ∈ X, x is said to be comparable with y if either
x  y or y  x. A linear order is a partial order in which every two elements
are comparable with each other. If a partial order P = (X,) and a linear order
L = (X,≺) are both defined on the same setX , and if every ordered pair in P are
also present in L, then L is called a linear extension of P . A collection of linear
orders, say L = {L1, L2, . . . , Ls} with each Lk defined on X , is said to realize
a poset P = (X,) if, for any two distinct elements xi, xj ∈ X , xi  xj ∈ P if
and only if xi ≺Lk xj , ∀Lk ∈ L. We call L a realizer for P . The dimension of a
poset P , denoted by dim(P), is defined as the minimum cardinality of a realizer
for P . The concept of poset dimension was introduced by Dushnik and Miller in
[4].
Containment model for representing a poset
A containment model MP of a poset P = (X,) maps every x ∈ X to a set Mx
such that, for every distinct x, y ∈ X, x  y if and only if Mx  My. We shall
be using the collection (Mx)x∈X to identify the containment model MP . The
reader may note that, for any poset P = (X,), Mx = {y : y  x}, ∀x ∈ X , is
a valid containment model of P . In [5,6,8,13,15] researchers have tried imposing
geometric restrictions to the sets Mx to obtain geometric containment models.
To cite a few: Containment models in which Mx is an interval on the X-axis [6],
or everyMx is a d-box in the d-Euclidean space [15,9], or everyMx is a d-sphere
in the d-Euclidean space [15].
Dimension of posets that admit a containment model
It was shown by Dushnik and Miller in [4] that dim(P) ≤ 2 if the poset P admits
a containment model, mapping elements to intervals on the line. Golumbic and
Scheinerman [8] generalized this further, showing that P is a containment poset
of axis-parallel d-dimensional boxes in d-dimensional Euclidean space if and only
if dim(P) ≤ 2d. In [11] Sidney et al. stated that all posets of dimension 2 admit
a containment model named circle order, where elements of the partial order are
mapped to circles in the Euclidean plane. Santoro and Urrutia showed in [10]
that every poset of dimension 3 can be represented using a containment model,
where every element of the poset is mapped to an equilateral triangle in the
Euclidean plane. They also showed that dim(P) ≤ n when the poset P admits
a containment model, where every element of P is represented using regular n-
gons all having the same orientation in the Euclidean plane. Trotter and Moore
in [14] studied the dimension of a poset that admits a containment model where
every element of the poset is mapped to a subgraph of a given host graph. They
proved the following interesting theorem.
Theorem 1. [14] If G is a nontrivial connected graph with n non-cut vertices,
then the dimension of a poset X(G) formed by the induced connected subgraphs
of G ordered by inclusion is n.
In this paper, we focus on Containment order of Paths in a Tree(CPT),
which was first introduced by Corneil and Golumbic in [3] and studied further
by Alcon et al. in [1], and Golumbic and Limouzy[7]. Below we define a CPT
poset as outlined in [1].
Definition 1. A poset P = (X,) is a Containment order of Paths in a Tree
(CPT poset), if there exists a tree T such that P admits a containment model
MP = (Px)x∈X where every Px is a path of the tree T . T will be called the host
tree of the model.
The following theorem stated in [1] follows from Theorem 1.
Theorem 2. [1] If a poset P admits a CPT model in a host tree T with k leaves
then dim(P) ≤ k.
A.1 Our contribution
In this paper, we show that if a poset P admits a CPT model in a host tree T of
maximum degree ∆ and radius r, then dim(P) ≤ 2⌈log2 log2∆⌉+2⌈log2 r⌉+3.
2
Our proof is constructive. Given the host tree T (having n nodes) and a collection
of p paths on T corresponding to a CPT poset P = (X,), where |X | = p, our
algorithm computes a realizer for P in O(p log2 p + rp + (n + p)(log2 log2∆ +
log2 r)) time. Consider the classical P(1, 2;m) poset which denotes the poset
formed by the 1-element and 2-element subsets of [m] ordered by inclusion,
where m = ∆r. In Section D.1 we show that the poset P(1, 2;m) of dimension
at least (log2 log2∆+log2 r+1) admits a CPT model on a complete ∆-ary host
tree with radius r. Therefore, the upper bound obtained is asymptotically tight
up to a multiplicative factor of (2 + ǫ), where 0 < ǫ < 1.
A.2 Notations and definitions
Given any n ∈ N, we shall use [n] to denote the set {1, 2, . . . , n}.
A drawing D(T ) (or D) of a rooted tree T is defined as a planar straight
line drawing of T where the root of T has the maximum y-coordinate value
and, for every v ∈ V (T ), the node v has a y-coordinate value greater than the
y-coordinate values of all the other nodes of the subtree rooted at v. Further,
the points corresponding to all the nodes at a distance (distance between two
nodes is the number of edges in a shortest path connecting them), say d, from
the root in T have the same y-coordinate. We will be using D in place of D(T )
when it is clear from the context the tree that is under consideration. For every
node v ∈ V (T ), let lv denote the level of v in T , that is, the distance of v from
the root of the tree T . From the definition, if v is a root node, then lv = 0.
A preorder traversal of a drawing D of the tree T is a tree traversal where
the nodes are listed in the following order: starting from the root node, when
a node is traversed, it is listed and then its children are traversed recursively
from left to right. A level-wise traversal of a drawing D of the tree T is defined
as follows. All the nodes of T in the largest level, say r, are listed from left to
right as they appear in D. In a similar way, all the nodes in level r− 1 are listed,
followed by the nodes in level r − 2, and so on. Finally, the root node is listed.
Let P be a poset that admits a CPT model on a host tree T rooted at some
node of T . Let D(T ) be a drawing of T .
Definition 2. A linear order L of a CPT poset P corresponding to a tree traver-
sal λ of D(T ) is calculated according to the following rules: Let λ(Pi) denote that
vertex of a path Pi in T which was listed after every other vertex of Pi was listed
in λ. Let Pi and Pj, i < j, be two paths representing elements xi and xj , respec-
tively, of P. Suppose λ(Pi) 6= λ(Pj). Then, xi ≺L xj if and only if λ(Pi) was
listed before λ(Pj) in the tree traversal λ. Consider the case when λ(Pi) = λ(Pj).
Then, xi ≺L xj if and only if |Pi| <
∣∣Pj∣∣.
Given a drawing D(T ) of the host tree T , and a tree traversal λ of D(T ), if we
follow the aforementioned rule, we always get a unique linear ordering L of the
elements of P . Note that L is also a linear extension of the CPT poset P .
Two nodes of a rooted tree are called incomparable if neither is a descendent
of the other.
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B 3-suitable family of permutations
Definition 3. Let S = {R1, R2, . . . , Rk}, where each Ri is a permutation (or
linear order or simple order) on [n]. We say S is a 3-suitable family of permu-
tations of [n] if for every 3-subset of [n], say {a1, a2, a3}, and any distinguished
element of the set, say a3, there is some permutation Ri ∈ S such that aj ≺Ri a3
for every 1 ≤ j < 3, that is a3 is succeeding all the other elements of the 3-subset
under Ri. Let α(n) denote the cardinality of a smallest 3-suitable family of per-
mutations of [n]. The following lemma is due to Spencer[12].
Lemma 1. [12] α(n) < log2 log2 n+
1
2
log2 log2 log2 n+ log2 (
√
2π) + o(1).
Definition 4. Let S = {R1, R2, . . . , Rk}, where each Ri is a permutation (or
simple order) on [n]. We say S is a weakly 3-suitable family of permutations of
[n] if for every 3-subset of [n], say {a1, a2, a3}, and any distinguished element of
the set, say a3, there is some permutation Ri ∈ S such that aj ≺Ri a3 for every
1 ≤ j < 3 or a3 ≺Ri aj for every 1 ≤ j < 3, that is a3 is either succeeding all
the other elements of the 3-subset under Ri or preceding all the other elements
of the 3-subset under Ri. Let ω(n) denote the cardinality of a smallest weakly
3-suitable family of permutations of [n].
Observation 3 Let S = {R1, R2, . . . , Rk} be a weakly 3-suitable family of per-
mutations of [n]. Then, S′ = {R1, R2, . . . , Rk, R1, R2, . . . , Rk} is a 3-suitable
family of permutations of [n], where Ri refers to the reverse of the permutation
Ri.
Below in Lemma 2, we demonstrate a way to construct a weakly 3-suitable family
of permutations of [n] of cardinality ⌈log2 log2 n⌉+1. This was shown in [2]. We
re-present the proof here to argue about the time complexity of the construction.
Lemma 2. Given any n ∈ N, one can construct a weakly 3-suitable family of
permutations of [n] of cardinality ⌈log2 log2 n⌉+ 1.
Proof. Let k = ⌈log2 log2 n⌉, i.e. n ≤ 22
k
. We prove the lemma using math-
ematical induction on k. Base Case: When k = 0, any permutation of [n] is
sufficient. Induction Hypothesis: Assume the statement of the lemma is true for
any k < p, where p > 0. Induction Step: Let k = p. Assume n = 22
p
(when
22
p−1
< n < 22
p
add some dummy elements to [n] to make its cardinality equal
to 22
p
). Partition the 22
p
elements into 22
p−1
parts, namely P1, P2, . . . , P22p−1 ,
where each part Pi is of cardinality 2
2
p−1
. Let L1, L2, . . . , Lp be a weakly 3-
suitable family of permutations of any set of 22
p−1
objects. Such a collection
of p permutations exists due to the induction hypothesis. We use this to con-
struct p permutations, namely R1, R2, . . . , Rp, of [2
2
p
] as explained below. In
any permutation Ri, where 1 ≤ i ≤ p, the 22p−1 elements of each part Pj are
arranged contiguously according to the permutation Li forming a ‘block’ of 2
2
p−1
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elements. Further, in Ri, the elements of each part Pj , where 1 ≤ j ≤ 22p−1 , is
treated as a ‘block’ and these 22
p−1
‘blocks’ are also arranged amongst them-
selves according to the same permutation Li. We thus have p permutations,
namely R1, R2, . . . , Rp, of [2
2
p
]. Now, we construct Rp+1 from R1 by arranging
the elements in each ‘block’ in R1 in the reverse order. The order amongst the
various blocks remain unchanged during this process. We now need to show that
{R1, R2, . . . , Rp+1} is a weakly 3-suitable family of permutations of [22p ]. Con-
sider any 3-subset, say A = {a1, a2, a3}, of [22p ]. The rest of the proof is split
into three cases. Case 1: a1 ∈ Pi, a2 ∈ Pj , a3 ∈ Pk and i 6= j, i 6= k, j 6= k.
Case 2: a1, a2, a3 ∈ Pi. Case 3: a1, a2 ∈ Pi, a3 ∈ Pj , i 6= j. It is left to the reader
to verify that, in each of the above three cases, for any a ∈ A, there exists an
l ∈ [p + 1] such that either a preceeds all the other elements of A in Rl or a
succeeds all the other elements of A in Rl. ⊓⊔
Remark 1. The proof of Lemma 2 is constructive and yields a deterministic
O(n log2 log2 n) time algorithm to construct a weakly 3-suitable family of per-
mutations of [n]. The running time of the algorithm is captured by the following
recurrence relation, where k = ⌈log2 log2 n⌉: f(22
k
) = 22
k−1
f(22
k−1
)+22
k
, when
k > 0, and f(2) = 2. Substituting f(22
x
) with (x+ 1)22
x
solves this recurrence.
From Observation 3, Lemma 2 and Remark 1, we get the following lemma.
Lemma 3. Given any n ∈ N, one can construct a 3-suitable family of permu-
tations of [n] of cardinality (2⌈log2 log2 n⌉+ 2) in O(n log2 log2 n) time.
C 3-suitable family of drawings of a rooted tree
Recall that two nodes of a rooted tree are called incomparable if neither is a
descendent of the other (See Section A.2).
Definition 5. A family D of drawings of a rooted tree T is called weakly 3-
suitable for T if, for every 3-subset of pairwise incomparable vertices in T , say
{a1, a2, a3}, and any distinguished vertex of the set, say a3, there exists a drawing
D ∈ D such that a3 either succeeds or preceeds both a1 and a2 in the preorder
traversal of D. For a tree T , let ω(T ) denotes the size of a smallest weakly
3-suitable family of drawings of T .
Lemma 4. If T r∆ is a full ∆-ary tree of radius r, then
ω(T r∆) ≤ ω(∆) + ⌈log2 r⌉.
Proof (Induction on r). In the rest of the proof, we shall use T to refer to the
full ∆-ary tree T r∆ of radius r, stated in the lemma.
Base Case: The claim is easy to see when r = 1. Let Π be a weakly 3-suitable
family of permutations of [∆]. We construct a drawing Dpi of T = T 1∆ by ordering
the ∆ leaves of the root of the tree T according to each π ∈ Π . Notice that any
set of pairwise incomparable elements of T in this case will be a set of leaves
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of the root of T . Hence D = {Dpi : π ∈ Π} is a weakly 3-suitable family of
drawings for T .
Induction Hypothesis: Assume the statement of the lemma is true for any
value of r < 2k, where k ≥ 1.
Induction Step: For r = 2k, k ≥ 1, we construct a family D2k of drawings of
a full ∆-ary tree T = T 2k∆ with radius 2k from a weakly 3-suitable family Dk of
drawings of a full ∆-ary tree T k∆ with radius k as follows. Let T0 be the subtree
of T 2k∆ containing all the nodes from level 0 to k. Let Ti, 1 ≤ i ≤ ∆k, be the ∆k
distinct subtrees of T , each rooted at one of the ∆k leaf nodes of T0. Notice that
all these trees are of radius k and hence isomorphic to T k∆. We fix a bijection
between T k∆ and each Ti, 0 ≤ i ≤ ∆k for the rest of this construction.
For each drawing Dk ∈ Dk, we construct drawing D2k of T by first drawing
T0 according to Dk and then attaching to each leaf of T0, the subtree that was
hanging from there in T , but drawn according to the order dictated by Dk. Let
D2k = {D2k : Dk ∈ Dk} ∪ {D∗}, where D∗ is obtained from the first drawing
in D2k by mirroring each tree Ti, 1 ≤ i ≤ ∆k, but leaving the order of T0
unchanged.
One can check by considering cases that D2k is weakly 3-suitable for T . Let
A = {a, b, c} be a set of 3 pairwise incomparable nodes in tree T . We want to
show the existence of a drawing D ∈ D2k in whose preorder traversal a succeeds
(or preceeds) both b and c. Let d, e, f ∈ {0, 1, 2, . . . , ∆k}, where d, e, and f are
distinct. For any vertex v in T , let p(v) =
{
v, if v ∈ T0
root of Ti , if v ∈ Ti where i > 0
Notice that for any vertex v in T , p(v) is in T0. Also note that for any two
incomparable vertices u and v in T which do not belong to the same subtree
Ti, where 1 ≤ i ≤ ∆k, p(u) and p(v) are incomparable nodes in T0. Rest of the
proof is split into the following cases.
(Case 1) a ∈ Td, b ∈ Te, c ∈ Tf :
It is easy to see that any drawing D in whose preorder traversal p(a) succeeds
(or preceeds) both p(b) and p(c) will have a succeed (or preceed) both b and c.
Such a drawing exists due to induction hypothesis on T0.
(Case 2) a, b ∈ Td, c ∈ Te:
If d = 0 then any drawing D in whose preorder traversal a succeeds (or preceeds)
both b and p(c) will have a succeed (or preceed) both b and c. Such a drawing
exists due to induction hypothesis on T0. Suppose d 6= 0. Then it is easy to see
that in the preorder traversal of either the first drawing in D2k or in the preorder
traversal of D∗, a succeeds (or preceeds) both b and c.
(Case 3) a, b, c ∈ Td:
Follows from induction hypothesis on Td. ⊓⊔
Definition 6. A family D of drawings of a rooted tree T is called 3-suitable for
T if, for every 3-subset of pairwise incomparable vertices in T , say {a1, a2, a3},
and any distinguished vertex of the set, say a3, there exists a drawing D ∈ D
such that a3 succeeds both a1 and a2 in the preorder traversal of D. For a tree
T , let α(T ) denotes the size of a smallest 3-suitable family of drawings of T .
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Observation 4 If T r∆ is a full ∆-ary tree of radius r, then
α(T r∆) ≤ 2ω(T r∆).
Proof. Let D = {D1,D2, . . . ,Ds} be a weakly 3-suitable family of drawings of
T r∆. Then, it is easy to verify that D = {D1,D2, . . . ,Ds,D1,D2, . . . ,Ds} is a
3-suitable family of drawings of T r∆, where Di represents the mirror image of
Di. ⊓⊔
D The Dimension of a CPT poset
Theorem 5. Let T r∆ be the full ∆-ary tree of radius r. If a poset P = (X,)
admits a CPT model in a host tree T r∆, then
dim(P) ≤ α(T r∆) + 1.
Proof. Let D be a 3-suitable family of drawings of T = T r∆. Let σD be the
linear order of the CPT poset P corresponding to a preorder traversal of D (see
Definition 2 ). A separate linear order σ∗ of P is constructed corresponding to a
level-wise tree traversal of T (see Section A.2 for the definition of level-wise tree
traversal). We argue that the family L = {σD : D ∈ D} ∪ {σ∗} is a realizer for
P .
In order to show that L = {σD : D ∈ D} ∪ {σ∗} is a realizer for P , it is
enough to show that for every x, y ∈ X, x  y in P if and only if x ≺L y, ∀L ∈ L.
Let P and Q be the paths in the host tree T that represent x and y, respectively.
It is clear that if P ⊂ Q, i.e. the path P is completely contained in path Q then
x ≺L y,∀L ∈ L. Hence let us consider the case in which none of the paths P
or Q is completely contained inside the other. We will show that there exists at
least one linear order L ∈ L where x succeeds y. (Replacing the roles of P and
Q, we will get at least a linear order in L where y succeeds x).
Let p1 and p2 be the end-vertices of P and q1 and q2 be the end-vertices of
Q. Since neither of the paths P or Q is completely contained inside the other,
at least one of the end-vertices of P is not contained in Q. We can can assume
w.l.o.g. that p1 /∈ Q. It is easy to see that, for every path in a tree, the last vertex
to be traversed in a preorder traversal will always be an end-vertex of the path.
This is because every node in a path is an ancestor to at least one end-vertex of
the path. Hence if p1 succeeds both q1 and q2 in some preorder traversal, then
we have y ≺L x.
We have a total of 6 cases to consider depending on the comparability rela-
tions among {p1, q1, q2}.
1. p1 is incomparable to q1 and q2.
2. p1 is an ancestor of one (w.l.o.g. q1) and incomparable to the other (q2).
3. p1 is a descendent of one (w.l.o.g. q1) and incomparable to the other (q2).
4. p1 is an ancestor of one (w.l.o.g. q1) and a descendent of the other (q2).
5. p1 is an ancestor of both q1 and q2.
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6. p1 is a descendent of both q1 and q2.
Firstly, notice that Case 2 and Case 4 contradicts the assumption that p1 /∈ Q
and hence will not arise. Secondly, notice that Case 5 is handled by the linear
order σ∗. Thirdly, Case 6 is handled by every linear order in L other than σ∗,
since a preorder traverses a node only after traversing all of its ancestors. Case 1
is handled by the drawing in which the resulting preorder traversal puts q1 and q2
before p1. (If q1 is an ancestor of q2, thereby spoiling the pairwise incomparability
of the triplet, replace q1 with some node r incomparable to p1 and q2.) In the
only case left (Case 3), since p1 is a descendent of q1, in any preorder p1 will
succeed q1 and hence we only need to worry about two incomparable nodes p1
and q2. As before, let r be a node incomparable to both p1 and q2, and in the
drawing in which p1 succeeds both q2 and r will give us the required linear order.
⊓⊔
Combining Lemma 2, Lemma 4, Observation 4, and Theorem 5 we get the fol-
lowing corollary.
Corollary 1. If a poset P = (X,) admits a CPT model in a host tree T of
maximum degree ∆ and radius r, then
dim(P) ≤ 2⌈log2 log2∆⌉+ 2⌈log2 r⌉+ 3.
D.1 Tightness of the bound in Corollary 1
Let n = ∆r, where ∆ and r are any two positive integers. Let P(1, 2;n) denote
the poset formed by the 1-element and 2-element subsets of [n] ordered by in-
clusion. From [13], we know that dim(P(1, 2;n)) > log2 log2 n = log2 log2∆r =
log2 log2∆+ log2 r.
Let T r∆ be a complete ∆-ary tree of radius r having ∆r leaf nodes labelled
as 1, 2, . . . , n. The leaf node i represents the 1-element set {i} and the path
between leaf nodes, say i and j, represents the 2-element set {i, j}. Thus the
poset P(1, 2;n) admits a CPT model in T r∆. Applying Corollary 1, we get
dim(P(1, 2;n)) ≤ 2⌈log2 log2∆⌉ + 2⌈log2 r⌉ + 3. This example shows that, the
bound we obtain in Corollary 1 is asymptotically tight up to a factor of (2 + ǫ),
where 0 < ǫ < 1.
D.2 Algorithmic consequence of Corollary 1
Let T be a host tree with n nodes, having radius r, and a maximum degree of
∆ given as input. Given a collection of p paths on the tree T corresponding to
a CPT poset P = (X,), where |X | = p, we can root T in its center and find
the length, root, and leaf nodes of all the p paths in O(n + rp) time. For all
v ∈ V (T ) we can compute a sorted (in terms of their length) list of paths having
v as a root or a leaf node in O(n + p log2 p) time. Using above data structures,
we can compute the linear order corresponding to a traversal of any drawing of
T in O(n+ p) time.
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We precompute an O(log2 log2∆) sized weakly 3-suitable family of permu-
tations of [∆] in O(∆ log2 log2∆) time (see Remark 1). We use this to construct
a 3-suitable family of drawings of T of cardinality O(log2 log2∆ + log2 r) in
O(n(log2 log2∆ + log2 r)) time. We traverse and generate linear orders corre-
sponding to each of the above drawings in a combined time ofO((n+p)(log2 log2∆
+ log2 r)). Thus the overall time taken by our algorithm to compute a realizer
is O(p log2 p+ rp+ (n+ p)(log2 log2∆+ log2 r)).
Combining Theorem 2 and Corollary 1, we have the following corollary.
Corollary 2. Let T be a tree of maximum degree ∆, radius r, and having at
most l leaf nodes. If a poset P admits a CPT model in T , then dim(P) ≤
min(l, 2⌈log2 log2∆⌉+ 2⌈log2 r⌉+ 3).
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