IV.
SYNTHESIS OF CROSS-SECTIONAL AND LONGITUDINAL MODELS

1.
Intiroduct Ion ■ This chapter examines the relationships between the cross-sectional models developed in Chapter II and the longitudinal models developed in
Chapter III. The longitudinal models allow more general flow processes f.o be modelled, and any cross-sectional model is a special case of a longitudinal model. Although the longitudinal models are more general, they normally have much greater data requirements and thus are mere difficult to implement in cases where the model coefficients are estimated from historical data. Theretore w^ seek some compromise between the basic longitudinal and cross sectional models.
The chapter begins with a brief secti TI demonstrating some relationships between the two models. Sections 3 and 4 present hybrid models that use crosssectional data yet 'lave some longitudinal characteristics. Section 3 describes two characteristic models. These large cross-sectional models have a special structure which allows for simple calculations and modest data requirements.
Section 4 considers semi-Markov models which are a straight forward extension of the cross-sectional model. We find that the special structure of the semiMarkov model yields some useful approximatlens. Finally, section 5 is devoted to a theoretical analysis of the longitudinal model and thf; analysis of errors caused by using a best approximating cross-sectional model.
In this chapter we modify our previous notational conventions. When it simplifies the exposition we assume that the longitudinal matrices P(u) will have index u for all u greater than or equal to zero. In previous chapters we assumed that P(u) = 0 for u > M. This case is still Included of course, but allowing u to range over all positive values often simplifies the limits on summations in complicated expressions. We also use the probabilistic ^U^fjPUJJU^lHHWi^IJA VlJPMT^.JI'iWJ^fmMMftWPUIIjftl^l^ interpretations of the cross-sectional and longitudinal models. With the exception of section 5 all the arguments could be reworded in terms of fractional flows. However, the use of the probabilistic nomenclature eases »-he discussion and simplifies some of the arguments.
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Relations Between Cross-Sectional and LonRltudlnal Models.
This section contains an analysis of the relations between cross-sectional and longitudinal models. It starts with the introduction of an expanded classification scheme which connects the two models. This leads us to examine several practical considerations in class expansion. A detailed theoretical analysis of model comparisoii is given later in section 5.
In order to use the cross-sectional models described in Chapter II one must first select a suitable manpower classification scheme. In general one selects the simplest scheme that will answer specific interesting questions, and stay consistent with available data. It may be helpful to expand the classification scheme to develop a more, realistic model of the flow process.
The cross-sectional data found in most organizations often contains limited longitudinal information., For example, in a faculty promotion model such as that described in II.8, the data on individual faculty members probably contains, In addition to current rank, the length of time in the organization, or length of time in the current rank. This data often indicates how a simple classification scheme, such as rank, can be expanded to more realistLcally model personnel flows. We exploit this idea below, but first we see how a general longitudinal model can be rearranged and thought of as a cross sectional model.
Recall from the general longitudinal model in III.2 that the input flows on chains 1 through K in period t arc given by the K-vector g(t), and the maximum number of periods spent in the system is M + 1. Suppose that we define a class to be a combination of chain-type and period of en t ry. Then we have K ^ (M + 1) classes. Let the "stocks" at time t be given by the K * (M + i)-vector of past chain input flows [g(t), g(t-l),...,g(t-M)], and Q be a and we have a cross-sectional formulation. However, the modul is simply a reorganization of the general longitudinal model. We now L^vk «it some particular cases of more interest.
Suppose P(0) is a given (N ■ ■ ■ ' K) matrix and P(u + 1) = QP(u) v where 0 is an N ■■ N matrix. Then, for all u, P(u + 1) = 0 PfO), and using
This is a cross-sectional model with f(t) = P(0)g(t).
A converse to this result is also true. Suppose s(t) -P(0)g(t) = Qs(t -I)
for any values of g(t -u), u > !• Than we must have P(u + 1) = Q P(0).
To see this set g(t -u) = 0, except when u = k. Then s(t -k) = P(ü)g(t -k) and s(t) = P(k)g(t -k) = Q P(0)g(t -k). Since g(t -k) is arbitrary, we must have P(k) = Q P(0). Thus we have shown the longitudinal and cro.^s-sectional models are identical if and only if f(t) = P(0)g(t) and P(u + 1) = Q U+1 P(0) for all u ^ 0. In t.his case, the cross-sectional model is s(t + 1;0) = g(t + 1) , s(t + 1; u + 1) = Q(u)s(t;u) u = 0,1,...,M -1 .
Example 1:
In the one class one chain model (K = N = 1) we have q(u) = p(u + l)/p(u)
If p(0) = 1, and p(u) is nonincreasing, then 0 <, q(u) < 1 . The numbers The matrix Q(u) which solves this problem is given by
where P(u) is the generalized inverse of P(u). Hov/ever, there is no guarantee 0(u) will be nonnegative with column sums less than one.
We close this section wi'..h a practical discussion of how a model with longitudinal features can be modified to seem more like a cross-sectional model.
It seems best to establish t 1 is point by example.
Example 2: Consider the three class cross-sectional faculty model in example 1 of II. 3. Given an individual enters class 1, the individual can move eventually to class 0 or 2. The expected duration in class 1 is 1-q If we ask for 11 the expected duration conditioned on moving to class 0 (is not given tenure) the answer is still 1-q
The same answer will be obtained if we ask for the 11 expected lifetime in class 1 given eventual promotion to class 2 (Is given tenure).
The Markov model treats a visit to class 1 as a two-stage process, as is illustrated in Figure IV 
Retired
The new system will be distinguished by a s(t) = Qs(t -1) + f(t)
We assume that At time t an individual's class can be described by a random variable X(t).
The cross-sectional assumption assures us that knowledge of X(t) is sufficient for prediction of X(t + 1), X(t + 2), etc., without knowledge of X(t -1), 
11
The Q matrix is given by (fov N = 4)
where the 0's are matrices with all elements equal to zero. Example 5: Re-formulation of example 3.
Suppose that the FC represents the grade of an individual in a system where no demotions can occur and in which a person cannot advance more than one grade per year. Let SC represent the time spent in the particular grade. This is called the 'GRADE/TIME-IN-GRADE* model. Let the grades be 1) freshman, 2) sophomore. Thus s i (t) is a |5(i)| vector. Then the stocks at (t + 1) are given by
where ^Qi^ is the vector of input flows in period t wir'.i FC i. The total stocks at (t + 1) with FC i is found by summin£ the elements of s (t + 1).
Problem 3: Let b (i) be the probability that, given the current state is (i,j), the state entered on leaving 5(i)
Show that B(i) = P(i)U(i) .
Problem 4: hit h .(k;i) be ehe probability that, given . e current state is 
A simple longitudinal model that retains some of a cross-sectional model's useful properties is the semi~rkov model. This section presents the general ideas behind such a aodel and indicates how some useful quantities can be calculated or approximated without coapletely specifying the flow process. We use terainology froa probability theory to present the model, but the reader should recall that it is not necessary to view the model in a probabilistic sense. Although it can be viewed as a deterainistic flow process we find the exposition easier and smoother using Markov chain terminology.
Consider a system with N classes of manpower. When an individual enters class i we say he commences a visit t o class i. Let qji(u) be the probability that a visit to class i lasts u periou~ and finishes with transition to state j. As in earlier chapters class 0 is interpreted as outside the system, and since a visit to any class is assumed to be at least 1 period in length,
form t he basic data of the model, and from these the following interes~ing quantities can be calculated:
(i) the probability that c lass j will follow class i, 
0.95
Notice that the elements in each column sum to 1.00. 
1.05
From this table we seo that, given a student will become a junior, the expected time he spends as n sophomore is 1.21 periods. Given he is to leave after being a Sophomore, the expected time spent as a sophomore is 1.A4 periods. Recall from III.5 that P ik (u) is the probability that an individual who enters on chain k in some period t will be in class i at time t + u.
By using conditional probability arguments, when k is different from i we obtain from the semi-Markov assumptions. Now let H(u) be an N * N matrix with off-diagonal elements equal to zero, andi-thdiagonal element equal to h (u).
Also let P(u) and Q(u) be N * N matrices with (j,i)-th elements equal to p (u) and q (u) respectively. Then the above equations can be written in the matrix form is calculated from this data using (iv), the longitudinal model matrices P(u) are completely determined by solving (3).
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Example 9: Continuation of example 8. For the data given in the student example.
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The actual values of P(6) are very close to these approximations. given both the realized values of stocks S(t) at time t and the (exper.ted) inflows fflCt + 1) i n period t + 1, is easily derived from equation (2) The longitudinal model stipulates that each individual in the system is subject to a stochastic law of motion that depends only on the individual's chain and elapsed time in the system. In particular, the movement of any given individual is independent of the movement of others.
With each Individual who enters the system we associate a counting random variable. Let Z J (t -u,t) =1 if individual j, who entered in chain k in period t -u is in class i at time t, = 0 otherwise.
Recall that gi( u ) is the total number who enter in chain k in period u. Then the stock in class i at time t is the random variable
The central limit theorem of probability theory states that under our assumptions S^(t) has approximately a normal distribution. Also the elements of the N-vector S(t) are jointly normally distributed, and the elements of the 2N-vector (S(t),S(t + 1)) are also jointly normally distributed. 
This complicated expression reduces to (0)
-1 t+l)-(C(t)B (t)s(t)+P
so that when x = s(t), the forecast reduces to s(t + 1).
Before we can compare the forecasts obtained in (4) and (7) it is necessary to analyse the covariance matrices B(t) and C(t). First consider B(t). Usirg the expression Xii (6) with the definition of covariance one can show that
Now let M(t) be an N x N matrix with off-diagonal elements equal to 0 and m (t) = s (t). Let G(t -u) be a similar K x K matrix but with g..(t -u) = g.(t -u). Then the matrix B(t) can be written as
Recall that the prime indicates matrix transposition.
We now turn to analyzing the matrix C(t). Since c (t) is a covariance term between stocks in class i at time t and stocks in class j at t + 1 it is necessary to know the joint distribution of the class of an individual at both t and t + 1. 
Equation (11) could have been obtained from (4) directly, but by fallacious reasoning. Recall that L,:.-r assumption is that the longitudinal model truly describes movement throu^a the system, whereas (4) is simply a cross-sectional representation which approximates the true model.
By subtracting (7) from (4) and substituting (11) one finds that
Equation (12) g.ives the one-period forecasting error caused by using the cross-oection model in place of the longitudinal model. By taking expectations on S(t) we see that "on the average" the expected error is zero in every class.
In order to say more about the size of the discrepancy between the two models it is necessary to know something about the magnitude of the entries in the matrix
Then from (8) and (9) we have
B(t) -M(t) -H(t) and C(t) = F'(t + 1) -D(t) .
From these equations together with (10) it can be shown that 
QH -D = f
The term in parenthesis in (14) is
where A(u + 1) = p(u) -p(u + 1).
Interpreting p(u) as the tail distribution of a non-negative random variable, say A for "lifetime,'' one can show that (15) and (16)
u^O v>u
Using (15) and (16) in (14) gives (17) QH -D = ^ I A(u) u>0 Note that equality holds in this equation for the geometric distribution. Table   IV .1 shows that in a particular case of students attending the University of California at Berkeley, (see Table 11 .15 also) this assumption is valid.
Under the MRLA assumption, from (17) Since S(t) has a marginal normal distribution we can say more about the expected error in the one dimensional case. The error is a normal random variable 2 -1 with zero mean, and variance equal to (QH-D) B
(where these are all scalars).
Thus we can say that with probability about .95 the error will lie in the interval (^B -1 ' |QH-D|, + 2B~ |QH-D|). The length of this interval increases as the square root of g. However, s the expected value of S(t) increases as g. Determination of properties of the matrix in (13) for the multi-class, multichain case is much more difficult than in the one-class, one-chain case. A 4-class, 4-chain numerical example is given which uses the student enrollment data from The variance of the number in each class increases as the class increases, and all classes are negatively correlated. One can see. that, since F(t) and s(t) are both functions of previous cohort sizes (up to period t), that the cross-sectional transition probabilities will change with time, and I. hat estimating them from crosa-sectional dat.i in two consecutive years will not: account for gross changes in cohort s^yes.
We end this section with a hi ief discussion of the ioint prooabi 1! :.ies f.. Use this to prove that we cannot have serial independence in the longitudinal model, jBaatfiiMttiiaaii iliiiitiMMii^iiliiiftiiilil'i^^ 6. Notes and Comments.
The material in section 3 is based on Hayne [1974] and Hayne and Marshall [1974] This type of model makes it possible to work with a highly disaggregated manpower classification scheme and still have some control over the interpretation and manipulation of the model.
The semi-Markov model of section 4 is new. The reader may consult Ross [1970] , and references cited there, for a decription of semi-Markov models. Austin [1971] and Bartholomew [1973] discuss semi-Markov models. The treatment in section 4 is quite different. We stress approximations that can be obtained from the transition probabilities, and the iir r .t two moments of the length of a visit.
Section 5 is based on Marshall [1973] . It reveals the underlying structure of the longitudinal models and reinforces the theoretical notions derived in section 10 of chapter III, jI^li^-;antTiH^m^'--~"^'-""-*-'"^ MJBflMBHl MJU^AUM
