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Nearshore bathymetry is likely to be the coastal variable that most limits the investigation of coastal processes
and the accuracy of numerical models in coastal areas, as acquiring medium spatial resolution data in the near-
shore is highly demanding and costly. As such, the ability to derive bathymetry using remote sensing techniques
is a topic of increasing interest in coastalmonitoring and research. This contribution focuses on the application of
the linear transform algorithm to obtain satellite-derived bathymetry (SDB) maps of the nearshore, at medium
resolution (30 m), from freely available and easily accessible Landsat 8 imagery. The algorithm was tuned with
available bathymetric Light Detection and Ranging (LiDAR) data for a 60-km-long nearshore stretch of a highly
complex coastal system that includes barrier islands, exposed sandy beaches, and tidal inlets (Ria Formosa,
Portugal). A comparison of the retrieved depths is presented, enabling the conﬁguration of nearshore proﬁles
and extracted isobaths to be explored and compared with traditional topographic/bathymetric techniques
(e.g., high- and medium-resolution LiDAR data and survey-grade echo-sounding combined with high-precision
positioning systems). The results demonstrate that the linear algorithm is efﬁcient for retrieving bathymetry
frommulti-spectral satellite data for shallowwater depths (0 to 12m), showing amean bias of−0.2m, amedian
difference of−0.1 m, and a root mean square error of 0.89 m. Accuracy is shown to be depth dependent, an
inherent limitation of passive optical detection systems. Accuracy further decreases in areas where turbidity is
likely to be higher, such as locations adjacent to tidal inlets. The SDB maps provide reliable estimations of the
shoreline position and of nearshore isobaths for different cases along the complex coastline analysed. The use
of freely available satellite imagery proved to be a quick and reliable method for acquiring updated medium-
resolution, high-frequency (days and weeks), low-cost bathymetric information for large areas and depths of
up to 12 m in clear waters without wave breaking, allowing almost constant monitoring of the submerged
beach and the shoreface.
© 2014 Elsevier Inc. All rights reserved.
1. Introduction
Updated and detailed coastal topography and bathymetry are
increasingly being required for a wide variety of purposes including
research, management, and marine spatial planning. With the expansion
of coastal and marine economic activities, there is a growing need to de-
velop fast and accurate measurements of nearshore regions, as well as
to describe the physical features of the sea bottom and adjoining coastal
areas, particularly for the purposes of modelling and monitoring. Coastal
observation systems continue to be developed for measuring parameters
of and processes related to water quality, hydrodynamics, meteorology,
and ecology, aswell as submarine geomorphology (analysed using bathy-
metric data).
Accurate bathymetries are themost essential data for driving coastal
modelling andmonitoring. Currently, two of themostwidely used tech-
niques for acquiring bathymetric data rely on single- or multi-beam
echo-sounding and airborne Light Detection and Ranging (LiDAR).
However, the cost and logistical difﬁculties of obtaining nearshore
bathymetry using these methods makes survey updates rare or allows
them to be conducted only on sites of special interest. As such, the
ability to derive continuous bathymetry from satellite images has become
a topic of increased interest for coastal monitoring. Such an approach
exploits the fact that different wavelengths of the light spectrum are
attenuated by water to varying degrees. Initially, these approaches
could not be used for marine mapping applications owing to the unique
optical properties of water and to highly variable parameters such as
turbidity. However, advances in the optical sensors on board remote sens-
ing satellite platforms have improved the ability to detect the spectral
properties of aquatic targets such as bottom reﬂectance, which can then
be inverted to yield direct estimates of depth (Mobley et al., 2005).
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The present work explores the retrieval of satellite-derived bathym-
etry (SDB) for shallow coastal areas, aiming to provide a straightforward
and inexpensive method for obtaining and updating bathymetric data
relevant to coastal research and management. The study takes advan-
tage of several improvements introduced in the latest generation of
Landsat imagery that were included in the Landsat 8 mission launched
in early 2013. Furthermore, the Landsat 8 satellite images the entire
Earth at approximately fortnightly intervals (every 16 days) and the
data collected by the instruments onboard the satellite are available to
download at no charge. This paper details the processing of the satellite
images required to derive bathymetricmaps using thewater radiance of
three bands (coastal aerosol: 433–453 nm; blue: 450–515 nm; and
green: 525–600 nm). The processing steps include the radiometric
rescaling of the images, the application of adapted Lyzenga's (1985)
depth-retrieval algorithm that uses existing bathymetric data for tuning
the image-to-depth conversion, and an averaged and depth-dedicated
error analysis. The SDB maps generated have medium resolution
(~30 m) and are used to provide cost-effective, frequent, high-density
data in raster map format.
2. Study area
The nearshore coastal waters adjacent to the Ria Formosa system
in southern Portugal were chosen as the test case in which to derive
satellite bathymetric maps (Fig. 1A) because of the complexity and
variability of this coastal environment. The Ria Formosa is a coastal la-
goon bordered by a multi-inlet barrier island system, and the adjacent
coastal areas have several different morphologies such as tidal inlets,
alongshore bars, crescentic bars, shoals, and ebb channels. The total
length of the system is 60 km, presently comprising ﬁve islands and
two peninsulas separated by six tidal inlets. The inlets comprise three
artiﬁcially opened or relocated inlets (Ancão, Fuseta, and Lacém), two
artiﬁcially stabilised inlets (Faro–Olhão and Tavira), and one natural
inlet (Armona). Tides in the area are semi-diurnal, with average ranges
of 2.8 m and 1.3 m for spring and neap tides, respectively. Maximum
ranges of 3.5m canbe reached during spring tides.Wave energy ismod-
erate with an average annual offshore signiﬁcant wave height (Hs) of
1.0 m and an average peak period (Tp) of 8.2 s. Dominant incident
waves are from the W–SW, representing 71% of occurrences, although
E–SE conditions represent 23% of the observations (Costa, Silva, &
Vitorino, 2001). Net littoral drift and alongshore currents are typically
from west to east. The cuspate shape of this coastal area induces two
behaviours in terms of exposure to wave action: the west coast is
more energetic, being under the direct inﬂuence of the dominant
wave conditions (W–SW), whereas the east coast is directly exposed
only to the E–SE waves. The nearshore morphology also reﬂects this
cuspate shape, with the bathymetry being generally shore parallel,
although incorporating complex areas such as shoals, ebb deltas, along-
shore and swash bars, and ridge and runnel systems (Pacheco,Williams,
Ferreira, Garel, & Reynolds, 2011).
Fig. 1. (A) Ria Formosamulti-inlet system (southern Portugal). Areas of interest AoI1 andAoI3 (B) andAoI2 andAoI4 (C) are represented by aerial photography images to a depth limit of ~12m.
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3. Methods
3.1. Physical assumptions
The physical concept underlying the ability to estimate bathymetry
from multi-spectral imagery is the wavelength-dependent attenuation
of light in the water column. The transformation of subsurface reﬂec-
tance to the bottom albedo is based on analytical equations for irradi-
ance reﬂectance (R) and remote-sensing reﬂectance (Rrs) for both
deep- and shallow-water applications parameterised by Albert and
Mobley (2003). In shallow waters, Rrs is the fundamental property for
the inversion of subsurface properties such as water depth or bottom
composition. Rrs depends not only on the absorption and scattering
properties of dissolved and suspended material in the water column,
but also on the bottom depth (db) and the reﬂectivity of the bottom,
or the bottom albedo (RB) (Albert & Mobley, 2003; Dekker et al.,
2011). The spectral Rrs is given by:
Rrs λð Þ ¼ f a λð Þ; bb λð Þ;RB λð Þ; db; θw; θv;φ½  ð1Þ
where a(λ) is the absorption coefﬁcient, bb(λ) is the backscatter coefﬁ-
cient, RB(λ) is the benthic spectral reﬂectance (i.e., bottom albedo), db is
the bottom depth, θw is the sub-surface solar zenith angle, θv is the sub-
surface viewing angle from nadir, and φ is the viewing azimuth angle
from the solar plane. The result is a complete set of analytical equations
for the remote sensing signals R and Rrs in both deep and shallowwaters
(Albert & Gege, 2006; Albert & Mobley, 2003). The input variables for
the parameterisation are the inherent optical properties of the water
mentioned above, that is, a(λ) and bb(λ). Additionally, θw and θv are
considered.
3.2. Dataset
The Landsat 8 satellite images consist of 11 spectral bands providing
moderate-resolution (15–100 m) imagery of Earth's land surface. The
spatial resolution of the spectral bands is 30 m for Bands 1 to 7 and 9,
15 m for Band 8 (panchromatic), and 100 m for Bands 10 and 11. The
approximate scene size is 170 km north–south by 183 km east–west.
Landsat 8 has many differences compared with previous Landsat mis-
sions. Particularly relevant was the introduction of the new band 1
(ultra-blue and/or coastal aerosol), which is useful for coastal studies.
Further details on Landsat 8 products and scientiﬁc applications can
be found in Roy et al. (2014). The standard Landsat 8 products provided
by the United States Geological Survey (USGS) consist of quantised and
calibrated Digital Numbers (DNs) representing multi-spectral image
data acquired with both the Operational Land Imager (OLI) and the
Thermal Infra-Red Sensor (TIRS). The products are delivered in 16-bit
unsigned integer format and can be rescaled to Top Of Atmosphere
(TOA) reﬂectance and/or radiance using radiometric rescaling coefﬁ-
cients provided in the product metadata ﬁle (MTL ﬁle). Two satellite
scenes from April and June 2013 were downloaded based on survey
time, geographic extent, and environmental conditions (e.g., an absence
of cloud cover), and were georeferenced to the WGS84 datum, UTM
projection Zone 29 (Table 1).
To tune the satellite image-to-depth conversion, up-to-date and
detailed bathymetric information was obtained from the May 2011
topographic–bathymetric LiDAR dataset of the Portuguese coast, with
the subset of waters in the Ria Formosa system being of particular inter-
est (Table 1). The combined topographic and bathymetric LiDAR
datasets were assembled to produce a model of the Portuguese coastal
areas with 2-m resolution from 0 to 12 m depth, conﬁrmed to Order
1A of the IHO (2008). For the present study, XY positions from all the
Table 1
Details of the datasets used in the present study (LiDAR, Landsat 8 scenes, and echo-sounder + RTK–DGPS). XY is referenced to WGS84 UTM ZONE 29 and Z to mean sea level (MSL).
Dataset Details and coverage Type/resolution
LiDAR Topographic LiDAR LeicaALS60
Bathymetric LiDAR HawkEyeII
Coverage: Portugal, to 8–10 m depth
Datum: WGS84; Ellipsoid: WGS84
UTM zone: 29; Z referred to MSL
Date acquired = 2011-05
Combined model (topographic plus bathymetric LiDAR): resolution 2 m
Order 1A International Hydrographic Organisation Standards 44 (2008)
Landsat 8 Scene: LC82030342013164LGN00
Map projection: UTM
Datum: WGS84; Ellipsoid: WGS84
UTM zone: 29
Coverage:
X: 494,400–720,900
Y: 4,037,100–4,258,200
Date acquired: 2013-06-13
8 band digital numbers (DNs) each 30 m
Image attributes
Min/max radiance
Min/max reﬂectance
Min/max pixel value
Radiometric rescaling
TIRS thermal constants
Projection parameters
All in the *.MTL ﬁle provided by United States Geological ServiceScene: LC82030342013116LGN01
Map projection: UTM
Datum: WGS84; Ellipsoid: WGS84
UTM zone: 29
Coverage:
X: 494,400–720,900
Y: 4,037,100–4,258,200
Date acquired: 2013-04-26
Echo-sounder + RTK–DGPS Sounding: Echotrac CV 100
Frequency: 200 kHz
Positioning: RTK–DGPS TrimbleR6/5800
GPS Satellite signals: L1C/A, L1C, L2C, L2E, L5.
Datum: WGS84; Ellipsoid: WGS84
UTM zone: 29; Z referred to MSL
Coverage:
AoI3 Barreta Island
AoI4 Tavira Inlet
Date acquired
2013-04-26 (AoI3)
2013-04-30 (AoI4)
1 Hz data
Resolution 25 m (single-beam echo-sounder lines run parallel at pre-planned
line spacing); bathymetry tide corrected (RTK)
Echo-sounding accuracy: 0.01 m ±0.1% of depth
Positioning performance for RTK surveying:
Horizontal: 8 mm + 1 ppm RMS
Vertical: 15 mm + 1 ppm RMS
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acquired survey data were also projected using UTM Zone 29, referred to
the GRS 80 ellipsoid and to theWGS84 datum. Depth (Z) measurements
were referred to mean sea level (MSL).
3.3. Depth-retrieval algorithm
The method that was used to derive bathymetry from variable
bottom types is an adapted version of the linear transform bathymetry
algorithm originally developed by Lyzenga (1978, 1985) and was
applied to the Landsat 8 scene tomatchwith the available LiDAR bathy-
metric reference dataset. The method uses the reﬂectance for each
satellite imagery band, calculated with the sensor calibration ﬁles and
corrected for atmospheric effects. The reﬂectance of water (Rw), which
includes the bottom where the water is optically shallow, is given by:
Rw ¼
πLw λð Þ
Ed λð Þ
ð2Þ
where Lw is the water-leaving radiance, Ed is the downwelling irradi-
ance entering the water, and λ is the spectral band. Lw and Rw refer to
values above the water surface. Rw is determined by correcting the
total reﬂectance RT for aerosol and surface reﬂectance, as estimated by
the near-IR band, and for the Rayleigh reﬂectance Rr by:
Rw ¼ RT λið Þ−Y λið ÞRT λIRð Þ−Rr λið Þ ð3Þ
where Y is the constant to correct the spectral variation and is aerosol
dependent, subscript i denotes a visible channel, and subscript IR denotes
the near-IR (NIR) channel. RT is found by:
RT λið Þ ¼
πLT λið Þ=E0 λið Þ
1=r2
 
T0 λið ÞT1 λið Þ cos θ0
ð4Þ
where LT is the (total) radiance measured at the satellite, E0 is the solar
constant, r is the Earth–Sun distance in astronomical units, θ0 is the
Table 2
Constant coefﬁcients derived from themultiple linear regression betweenwater reﬂectance band and LiDAR depth. Residual statistics between the satellite-derived depth (ZLSat8) and (ZLi)
and LiDAR depth for different depth classes.
Multiple linear regression
ZL Sat8 = a0 + ai(Xi) + aj(Xj) + aK(XK)
R2 = 0.88, N = 35,247 a0 =−2.39; ai =−6.05; aj =−0.33; ak = 8.25
Residual statistics (ZLSat8_ZLiDAR)
Depth class (m)
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Overall
[0–2] [2–4] [4–6] [6–8] [8–10] [10–12] [0–12]
N 6145 9619 8377 7640 3258 208 35,247
Bias (m) 0.61 0.01 −0.07 −0.26 −0.31 −1.16 −0.20
Std (m) 0.71 0.84 0.71 0.71 1.06 1.28 0.89
Var (m2) 0.51 0.70 0.50 0.50 1.12 1.63 0.83
DifMedian (m) 0.60 0.05 −0.07 −0.37 −0.02 −0.77 −0.10
RMSE (m) 0.94 0.84 0.71 0.75 1.10 1.72 1.01
Max (m) 6.06 3.43 2.83 3.65 2.75 0.73 n/a
Min (m) −2.03 −3.34 −3.72 −3.97 −3.54 −4.79 n/a
Fig. 2.Workﬂow processing steps for deriving SDBmaps from Landsat 8 images (DN: digital number; LT: total radiance; L1%: minimum scatter radiance; Rw: reﬂectance of water; RT: total
reﬂectance; R∞: water reﬂectance; Xi, Xj, andXk are from Lyzenga's (1978, 1985) linear solution for albedo correction; a0, ai, aj, and ak are constants determined bymultiple linear regression;
ZLiDAR: depth acquired with LiDAR; ZLSAT8: satellite-derived depth).
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solar zenith angle, and T0 and T1 are the transmission coefﬁcients for
Sun-to-Earth and Earth-to-satellite, respectively (Stumpf, Holderied, &
Sinclair, 2003).
The atmosphere has a signiﬁcant impact on satellite data, such as
information loss, caused by scattering by atmospheric constituents
and aerosols. Atmospheric correction over coastal waters is particu-
larly challenging because of the much lower signal-to-noise ratio
(SNR) compared with that of land. Consequently, water-speciﬁc
Landsat 8 atmospheric correction techniques are being developed
that take advantage of the new shorter-wavelength coastal blue
band (Roy et al., 2014).
For Landsat 8, the number of steps necessary in the atmospheric cor-
rection process can be reduced when compared with previous Landsat
missions because terms have been embedded in Landsat 8 DN values.
For the present paper, atmospheric corrections were performed using
the Dark Object Subtraction (DOS) method. DOS assumes that dark
objects (e.g., deep water and shadows) have near-zero-percent reﬂec-
tance. Thus, the signal recordedby the sensor from these features includes
a substantial component of atmospheric scattering, which must be
removed (Chavez, 1988, 1996). The basic assumption is that within the
image, some pixels are in complete shadow and their radiances received
at the satellite are due to atmospheric scattering (i.e., path radiance,
Fig. 3. Spatial distribution of the residual between ZLSat8 and ZLiDAR along X coordinateWGS84 UTM29 for different depth classes. Vertical grey bands represent the inlet areas. Horizontal
dark-grey bands represent residuals less than 2 m. The smaller amount of data at greater depths results from LiDAR data limitations (see main text Section 3.2).
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Fig. 4. Histogram of differences between satellite-derived depth (ZLSat8) and LiDAR depth (ZLiDAR) by depth class.
Fig. 5. (A) AoI1 bathymetry contourmap (Bm1) using the 2-m resolution 2011 LiDAR data superimposedwith an aerial photograph of AoI1. (B) Bathymetry contourmap (Bm2)with a 30-m
resolution using 2011 LiDAR data resampling. (C) Satellite-derived bathymetry contour map (Bm3)with a 30-m resolution. (D) Differencemap between Bm2 and Bm3. P1 to P12 represent
the locations of the proﬁles extracted from bathymetric maps Bm1 and Bm2.
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Chavez, 1996). This assumption is combined with the fact that very few
targets on Earth's surface are absolutely black. In the present study, the
minimum scatter radiance (i.e., the 1% radiance of a dark object) was
determined (Nazeer, Nichols, & Yung, 2014) as:
L1% ¼
0:01Esunλi cos θ0
πd2
ð5Þ
where Esunλi is the exo-atmospheric solar irradiance for band λi
(Wm−2 μm−1), and d is the Earth–Sun distance (in astronomical units).
The value L1% was then subtracted from each corresponding LT(λi) to re-
move the path radiance. This method has an advantage over other
methods as it does not require any in situ atmospheric information and
has been consistently used for atmospheric corrections of multi-spectral
imagery in diverse coastal settings (Keith et al., 2014). Recent evaluations
have conﬁrmed the performance of the DOS method for precise atmo-
spheric corrections of Landsat imagery over coastal areas (Nazeer et al.,
2014).
Following Lyzenga (1978, 1985) and Stumpf et al. (2003), two or
more bands can provide an independent correction for bottom albedo
in ﬁnding the depth as well as a linear solution between satellite-
derived depth (ZLSat8) and water reﬂectance, which is given by:
ZLSat8 ¼ a0 þ ai Xið Þ þ aj X j
 
þ aK XKð Þ ð6Þ
where
Xi ¼ ln Rw λið Þ− R∞ λið Þ½  ð7Þ
X j ¼ ln Rw λ j
 
− R∞ λið Þ
h i
ð8Þ
Xk ¼ ln Rw λkð Þ− R∞ λið Þ½  ð9Þ
where R∞ is the water column reﬂectance in the casewhere thewater is
optically deep (presumed to bemin(Rw) in optically deepwater, follow-
ing Lyzenga, 1985). R∞ and the constants a0, ai, aj, and ak are determined
by multiple linear regression computed using the LiDAR bathymetric
data (ZLiDAR) for depths of 0–12m; i, j, and k are the indices representing
the coastal aerosol, blue, and green bands (λ) of Landsat 8 scenes,
respectively.
To apply the multiple linear regression, the LiDAR data from May
2011 were extracted for the entire nearshore Ria Formosa area with
30-m resolution at exactly the same points as were the data retrieved
by the Landsat 8 image of June 2013, comprising a total of 35,247 points
(N). A limitation of this comparison is the fact that Landsat 8 scenes of
Ria Formosa have been available only since early 2013, whereas the
depth-retrieval linear algorithm applied to the Landsat 8 June 2013
scenes to derive the SDB maps was tuned with a LiDAR bathymetric
dataset from May 2011; that is, there is a 2-year difference. Therefore,
a perfect agreement between SDB and LiDAR maps is not expected,
given that morphological differences are likely to occur in a moderately
energetic nearshore system comprising barrier islands and tidal inlets
exposed to dynamic oceanographic conditions, and given that (in the
case of adjacent areas of tidal inlets) dredging activities have taken
place in the main navigable channels or ebb deltas. However, the num-
ber of points (N) retrieved and the fact that the analysis covers a 60-km-
long coastal stretch ensure the robustness of the statistical comparison
as a large number of Z points extracted at medium resolution are
expected to remain unchanged. Moreover, the satellite image and the
LiDAR data were both obtained in late spring (June 2013 and May
2011, respectively), implying that the main morphologies should be
adjusted to similar energy conditions.
LiDAR data points were referenced to MSL and were tide corrected,
but the satellite image was acquired at a particular date and time. As
such, a corresponding tide offset needs to be corrected before applying
the regression model to obtain model coefﬁcients. The correction of
the satellite image was performed by matching the image time with
tidal level using a tidal predictor (Pawlowicz, Beardsley, & Lentz,
2002). The processing steps are illustrated in Fig. 2.
3.4. Data analysis
The satellite-derived depths (ZLSat8) were compared against the
LiDAR depths (ZLiDAR) and separated into depth ranges (Table 2 and
Fig. 3). The differences between ZLSat8 and ZLiDAR were then analysed
statistically (Table 2 and Fig. 4) and plotted against the X coordinate
to evaluate their spatial variation throughout the study area (Fig. 3).
During the calibration stage, and to better understand the coastal
morphologies that SDB with a resolution of 30 m could distinguish,
bathymetric charts were derived for particular areas of interest (AoI).
AoI1 represents the Ancão Peninsula (Fig. 1) and includes: Bm1, a
bathymetric map with 2-m resolution using the LiDAR high-resolution
data (Fig. 5A); Bm2, a bathymetric map with 30-m resolution obtained
Table 3
AoI1 univariate statistics obtained by comparing Bm2 and Bm3. AoI2 univariate statistics
obtained by comparing Bm2 and Bm3. AoI3 and AoI4 univariate statistics obtained by
comparing the echo-sounding + RTK–DGPS survey performed in late April 2013 with
the SDB maps produced using the Landsat 8 scene from 26 April 2013.
AoI1 Bathymetric contour map
Bm2 (LiDAR 30 m) Bm3 (SDB 30 m)
Mean (Z) (m) −5.93 −5.94
Median (Z) (m) −6.12 −6.41
Min (Z) (m) −10.39 −10.77
Max (Z) (m) −0.09 −0.46
Std (Z) (m) 2.62 2.84
Var (zˆ) 0.56
Bias(zˆ, z) 0.01
DifMedian(zˆ, z) 0.03
RMSE(zˆ) 0.75
AoI2 Bathymetric contour map
Bm2 (LiDAR 30 m) Bm3 (SDB 30 m)
Mean (Z) (m) −5.38 −4.69
Median (Z) (m) −6.25 −5.64
Min (Z) (m) −10.24 −7.38
Max (Z) (m) −0.01 −0.52
Std (Z) (m) 2.74 2.00
Var (zˆ) 0.90
Bias(zˆ, z) −0.69
DifMedian(zˆ, z) −0.63
RMSE(zˆ) 1.17
AoI3 Bathymetric contour map
Echo-sounder + RTK–DGPS SDB 30 m
Mean (Z) (m) −4.43 −4.44
Median (Z) (m) −4.42 −4.72
Min (Z) (m) −8.32 −7.97
Max (Z) (m) −0.68 −0.13
Std (Z) (m) 1.75 2.21
Var (zˆ) 0.39
Bias(zˆ, z) 0.01
DifMedian(zˆ, z) 0.18
RMSE(zˆ) 0.62
AoI4 Bathymetric contour map
Echo-sounder + RTK–DGPS SDB 30 m
Mean (Z) (m) −5.75 −5.53
Median (Z) (m) −6.23 −5.93
Min (Z) (m) −8.67 −6.90
Max (Z) (m) −1.67 −0.74
Std (Z) (m) 1.44 1.28
Var (zˆ) 0.38
Bias(zˆ, z) 0.01
DifMedian(zˆ, z) −0.07
RMSE(zˆ) 0.62
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from a resampling of the LiDAR data, which constitutes the reference
dataset used for determining the constants a0, ai, aj, and ak in the multi-
ple linear regression (Eq. 6 and Fig. 5B); and Bm3, the SDBmap (Fig. 5C).
The same interpolatorwas used to grid the bathymetricmapswithin
the same limits and resolution following quality controls suggested by
Hicks and Hume (1997). Differences between Bm2 and Bm3 were
then determined by applying the difference map method (DMM)
described by Stauble (1998) (Fig. 5D). The DMM is a straightforward
method for computing vertical changes in cells by subtracting two com-
parison surfaces. An output map (hereafter referred to as “DMM”) is
then created with the differences in Z between surveys, which is used
to evaluate the relative error of the SDB against the LiDAR survey, name-
ly, by assessing the spatial distribution of error and its association with
speciﬁc morphological features (e.g., swash bars, isobaths, and inlet
channels). Complementing this, three descriptive statistical parameters
for assessing the overall performance of the depth-retrieval algorithm
were computed (Brando et al., 2009):
Bias ZLSat8; ZLiDARð Þ ¼ mean ZLSat8ð Þ−mean ZLiDARð Þ ð10Þ
Dif Median ZLSat8; ZLiDARð Þ ¼ median ZLSat8ð Þ−median ZLiDARð Þ ð11Þ
RMSE ZLSat8ð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Var ZLSat8ð Þ þ Bias ZLSat8; ZLiDARð Þð Þ2
q
ð12Þ
where ZLiDAR is the LiDAR depth (from the 30-m-resolution resampled
LiDAR dataset) and ZLSat8 is the depth estimated by applying inversion
techniques to the Landsat 8 multi-spectral data (i.e., the SDB, Fig. 2).
Bias (m) and DifMedian (m) provide the relative accuracy in the mea-
surement, whereas RMSE (Root Mean Square Error, m) includes both
random errors (i.e., affecting the precision of the measurement) and
systematic errors (i.e., affecting the accuracy of the measurement)
(Table 3). Twelve cross-shore proﬁles spaced every 1000 m (P1 to
P12, shown in Fig. 5D) were then extracted from Bm1, Bm2, and Bm3
to evaluate the performance of the SDB map in characterizing the near-
shore morphological proﬁle when compared with the high-resolution
LiDAR bathymetry (Bm1) andwith the coarser grid resolution resample
from the LiDAR bathymetric data (Bm2). Such nearshore proﬁles are
represented in Fig. 6, whereas a comparison of the 2-m, 4-m, 6-m, and
8-m isobaths extracted from Bm1, Bm2, and Bm3 is presented in Fig. 7.
AoI2 comprises the easternmost area of Tavira Island, the Tavira
Inlet, and the westernmost area of Cabanas Island (Fig. 1C), and was
chosen for several reasons. First, as mentioned above, Ria Formosa has
a cuspate shape, and whereas AoI1 faces the prevailing SW oceano-
graphic conditions, AoI2 faces the E–SE conditions. Second, whereas
AoI1 encloses an artiﬁcially opened inlet that has been allowed to
migrate naturally (Ancão Inlet), AoI2 encloses a stabilised inlet with
two jetties (Tavira Inlet). A similar procedure to that used for AoI1
was adopted for analysing AoI2, and three bathymetric maps were
derived: Bm1, a bathymetric map with 2-m resolution using the
LiDAR high-resolution data (Fig. 8A); Bm2, a bathymetric map with
30-m resolution using the resampled LiDAR data (Fig. 8B); and Bm3,
the SDB map (Fig. 8C). Differences between Bm2 and Bm3 were then
determined by applying the DMM (Fig. 8D). Univariate statistics of the
DMMfor eachAoI are presented in Table 3. Because nearshore dynamics
and morphological changes are assessed primarily by analysing varia-
tion in the nearshore proﬁles, cross-shore proﬁles spaced every
1000 m were also extracted from the bathymetric maps (i.e., from
Bm1, Bm2, and Bm3) of AoI2 (Fig. 8D). The cross-shore nearshore pro-
ﬁles are shown in Fig. 9, and the isobaths extracted from Bm1, Bm2,
and Bm3 are displayed in Fig. 10.
After calibrating and tuning the coefﬁcients, two validation areas
were selected and independently surveyed: AoI3, Barreta Island ba-
thymetry (Fig. 1) obtained on 26 April 2013; and AoI4, a bathymetry
survey performed on 30 April 2013 at Tavira Inlet. Both bathymetries
were comparedwith SDBmaps created using the above-determined co-
efﬁcients applied to a different Landsat 8 scene obtained for the closest
possible date to the surveys (26 April 2013, Table 1). The bathymetries
of both AoI3 and AoI4 were established using a Real-Time Kinematics–
Differential Global Positioning System (RTK–DGPS) synchronised with
a single-beam survey-grade echo-sounder, the Echotrac CV100 (Odom
Fig. 6. AoI1 nearshore cross-proﬁles spaced by 1000 m and extracted from bathymetric contour maps Bm1, Bm2, and Bm3.
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Hydrographic System, Inc.) with a 200-kHz transducer. The echo-
sounding bathymetries were performed under fair-weather south-
westerly conditions. The datasets were collected to represent typical
environments encountered in a bathymetric analysis of nearshore and
coastal inlets, including complex morphologies such as ebb deltas and
swash bars. Survey lines were spaced 25 m apart, with survey positions
being referenced to the European Terrestrial Reference System 1989
(ETRS89) and depthmeasurements being referred toMSL. More details
on equipment, data acquisition, and data processing are given by Horta,
Pacheco, Moura, and Ferreira (2014). Both echo-sounder + RTK–DGPS
survey datasets were gridded at Landsat 8′ resolution (i.e., 30 m,
Figs. 11A and 12A). The SDB maps were determined with the coefﬁ-
cients calculated using Eq. (6) (Figs. 11B and 12B). For the purpose of
comparison, a DMM grid was produced to determine volumetric varia-
tions (Figs. 11C and 12C). The spatial differences between the LiDAR and
SDB maps were ﬁrst evaluated visually by analysing the elevation-
difference maps and afterwards by computing univariate statistics
(Table 3).
4. Results
4.1. Depth-retrieval algorithm
The spatial distribution of the residuals (N = 35,247) between
depths determined using the depth-retrieval linear algorithm applied
to the Landsat 8 scene (June 2013) and those acquired using LiDAR
(May 2011) over 60 km of the nearshore are shown visually in Fig. 3
and given statistically in Table 2. The depth data were separated into
2-m classes to allow both methods' strengths and limitations to be dis-
tinguished. The distribution of frequencies was determined to analyse
differences between satellite-derived depth (ZLSat8) and LiDAR depth
(ZLiDAR) for each 2-m depth class (Fig. 4). Overall, and for all depth clas-
ses, the distribution of differences is contained within ±1m, except for
depths of 10–12m (Bias=−1.16m; Table 2 and Fig. 4), which is prob-
ably related to the inherent limitations of the bathymetric LiDARdataset
in water depths greater than 10 m resulting from the small number of
depth points retrieved (N = 208; Fig. 3, Table 2). Maximum and mini-
mum residuals within all depth classes correspond to depth points
where the depth-retrieval linear algorithmwas ineffective in providing
accurate depth values. Class 1 (Fig. 4 and Table 2), which covers a depth
range in which it is reasonable to expect signiﬁcant morphological
changes over a 2-year period, also had higher values of Bias (0.61 m),
DifMedian (0.60 m), and RMSE (0.94 m). It is also within this class that
a lower accuracy of the depth-retrieval method is expected because of
the stirring of suspended sediment and increased turbidity related to
wave breaking. The Bias decreases to values close to 0 for Class 2
(Bias=0.01m, 2–4m) and Class 3 (Bias=−0.07m, 4–6m), increasing
to −0.26 m for Class 4 (6–8 m) and −0.31 m for Class 5 (8–10 m)
(Table 2 and Fig. 4). Bias and DifMedian, the measures of precision, do
not change much for Classes 1–4 but Class 5 presents a very low
DifMedian (−0.02 m) when compared with the Bias (−0.31 m),
which indicates that outliers affect the Bias within this depth class
more than in other classes (Table 2). The four classes comprising the
depth range of 2–10 m (Classes 2 to 5) include 82% of the N sampled
points (Fig. 4), whereas Class 1 contains 17% of the points. The spread
in the data points can be evaluated by the variance (Var), which
Fig. 7. (A) 2-m, (B) 4-m, (C) 6-m, and (D) 8-m isobaths extracted from Bm1 (LiDAR 2m), Bm2 (LiDAR 30m), and Bm3 (SDB 30m) for AoI1. XY coordinates are referred toWGS84UTM29
and Z contour lines to MSL.
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measures how far apart are the depth values retrieved using the linear
algorithm from the corresponding LiDAR depths. Using all data except
those in Class 6, which represents less than 1% of the dataset, the
value of Var is ~0.50 m2 for three depth classes (Classes 1, 3, and 4,
64% of the data points), ~0.70 m2 (Class 2, 27% of the data points), and
~1.12 m2 (Class 5, 9% of the data points) (Table 2). It is reasonable to
assume that if outliers were removed and morphological variations
neglected (inherent in nearshore dynamics for a 2-year period), the al-
gorithmwould be capable of retrieving depths within ±0.5 m of values
acquired with LiDAR data for depths between 0 and 8 m. For the ﬁve
shallowest depth classes (i.e., disregarding Class 6), the value of RMSE
ranges between 0.71 m (Class 3) and 1.10 m (Class 5), with a mean of
0.80 m.
4.2. Nearshore satellite-derived map
Fig. 5D,whichmasks data differences of b±0.5m, shows that signif-
icant differences occur in the areas between proﬁles P1 and P2 and be-
tween P10 and P12, with the latter proﬁles being located in the area
adjacent to the naturally migrating Ancão Inlet. The Bias and DifMedian
for AoI1 are 0.01 m and 0.03 m, respectively, whereas Var and ta are
0.56 m2 and 0.75 m, respectively. For AoI2, the differences are not con-
centrated in particular parts but are distributed over the entire area in
the deeper nearshore section (Fig. 8D). This behaviour was expected
after analysing the spatial distribution of residuals in sector E in Fig. 3,
where a reduction in the number of LiDAR data acquired for depths great-
er than 6m can be observed. However, an exception to this, where LiDAR
data for depths greater than 6 m were effectively acquired, includes the
easternmost area of Tavira Island, adjacent to Tavira Inlet, that is, AoI2.
For AoI2, the Bias and DifMedian are−0.69 m and−0.63 m, whereas
Var and RMSE are 0.90 m2 and 1.17 m, respectively (Table 3).
The DMM grid generated for AoI2 (Fig. 8) reveals large areas where
the SDB depths are shallower than the corresponding LiDAR depths,
especially for depths greater than 6 m, which was not observed in the
analysis of AoI1. This can be seen for all nine cross-shore proﬁles
extracted for AoI2 (Fig. 9), in which the maximum SDB depths are
close to 6 m, limiting the vectorisation of the SDB 8-m isobath
(Fig. 10D). Inspection of the extracted nearshore proﬁles in both AoI1
(Fig. 6) and AoI2 (Fig. 9) reveals that the maximum deviation of the
SDB in comparison with LiDAR data occurs between depths of 0 and
2 m (Table 2) and that variability in the depth range of 2 to 8 m is gen-
erally less than ±0.5 m. Regarding AoI1 (Fig. 6), two proﬁles (P1 and
P11) show quite different behaviours between the SDB and both
LiDAR (2- and 30-m resolution) extracted proﬁles. All the other proﬁles
show the expected higher elevation differences between depths of 0
and 4 m, which are likely related to real morphological changes. This
assumption seems to be conﬁrmed by the close match between SDB
extracted proﬁles and the LiDAR proﬁles for depths between 4 and
Fig. 8. (A) AoI2 bathymetry contourmap (Bm1) using the 2-m resolution 2011 LiDAR data superimposedwith an aerial photograph of AoI2. (B) Bathymetry contourmap (Bm2)with a 30-m
resolution using 2011 LiDAR data resampling. (C) Satellite-derived bathymetry contour map (Bm3), also showing AoI3. (D) Difference map between Bm2 and Bm3. P1 to P9 represent the
locations of the proﬁles extracted from bathymetric maps Bm1, Bm2, and Bm3.
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10 m. For AoI2, the agreement between SDB and both LiDAR extracted
proﬁles is signiﬁcantly better for depths from 0 to 6 m; however, the
SDB proﬁles deviate signiﬁcantly for the nearshore proﬁle sections at
depths greater than 6 m. As LiDAR data exist for depths greater than
6 m, the discordance appears to be related to the optical properties of
the water and/or bottom properties that interfere directly with the
retrieval of depth using the linear algorithm (i.e., a constant and/or
incorrect DN on one or more Landsat 8 bands).
The 2-, 4-, 6-, and 8-m isobaths from the SDB extracted for both AoI1
(Fig. 7) and AoI2 (Fig. 10) were compared with their equivalent LiDAR
(2- and 30-m resolution) isobaths and show a very consistent spatial
behaviour. Major differences can be seen in the areas adjacent to tidal
inlets for the 2-m (Fig. 7A) and 4-m (Fig. 7B) isobaths in AoI1, as
well as for the 6-m isobath immediately downdrift of Tavira Inlet
(Fig. 10C), and for the 8-m isobath (Fig. 10D) of AoI2. It was not possible
to vectorise the 8-m isobath of AoI2 given the limitation on retrieving
bathymetry for depths greater than 6 m in AoI2.
4.3. Validation of the depth-retrieval algorithm
The reliability of the depth-retrieval algorithm to produce SDBmaps
was assessed using a third independent data source, that is, dedicated
small-scale echo-sounder bathymetries acquired in AoI3 and AoI4
(Fig. 5). SDB maps were produced using the determined coefﬁcients
(Eq. 6) on a newLandsat 8 scene (26 April 2013, Table 1). Given the sim-
ilar timings of the surveys and the satellite image, in this comparison it
is possible to assume negligible bathymetric change between the
surveys and the date of the image. Because the same areas (AoI3 and
AoI4) were surveyed and the XYZ data were interpolated using the
same limits, method, and intervals, the DMM grid is (Figs. 11C and
12C) used to compare the echo-sounding + RTK–DGPS map with the
SDBmap is expected to be a reliable indicator of the SDBmethod for re-
trieving shallow-water bathymetry. It also permits a direct comparison
to bemade of the SDBmapwith the results of conventional hydrographic
methods, both geospatially and statistically, further allowing an assess-
ment of the validity of using SDB maps for monitoring the dynamics of
coastal sectors. In addition, a comparison of the LiDAR bathymetry and
the echo-sounder data for AoI3 and AoI4 is provided in Figs. 11D and
12D, respectively, to illustrate the degree of temporal change within a
2-year interval (i.e., LiDAR 06/2011 and echo-sounding 04/2013).
Volumetric computations showing accretion/erosion morphodynamic
variability are given in Table 3.
Figs. 11C and 12C show the DMM grids between the echo-
sounding+RTK–DGPS and the SDBmaps for AoI3 and AoI4, respective-
ly. The DMM grids are useful for locating the higher deviations and for
identifying possible reasons for such deviations. Most of the differences
occur in areas with depths of 0–2 m (Fig. 11C) or with depths of N8 m
(Fig. 12C). In general, differences only rarely exceed ±1 m, and there
are extensive areas with depths of 4–6 m where differences are less
than ±0.25 m. The SDB maps (Figs. 11B and 12B) are effective for
representing the nearshore isobaths as well as the shapes of the bottom
morphologies. The contour limits of the swash bar (Fig. 11B) and of the
ebbdelta (Fig. 12B), both identiﬁed on the SDBmaps, are clearly deﬁned
(as shown by the deﬂection of isobaths)when comparedwith the echo-
sounding + RTK–DGPS surveys (Figs. 11A and 12A, respectively). This
result is relevant because both surveys cover areas of complex environ-
ments: AoI3 is an area adjacent to a migrating inlet and AoI4 is situated
in the vicinity of a stabilised inlet (Fig. 1). The results of the statistical
analysis (Table 3) for AoI3 and AoI4 are similar: Bias is 0.01 m, Var is
0.38–0.39, and both values of RMSE are 0.62 m, with DifMedian being
the only parameter presenting a non-negligible difference (0.18 m and
−0.07 m, respectively). Finally, Figs. 11D and 12D present DMM grids
to assess the degree of morphological change between the LiDAR
and the SDB maps, given the time difference between the datasets
(i.e., 2 years). The red/blue values in Figs. 11D and 12D signify that
accretion/erosion has occurred, respectively.
Fig. 9. AoI2 nearshore cross-proﬁles spaced by 1000 m and extracted from bathymetric contour maps Bm1, Bm2, and Bm3.
112 A. Pacheco et al. / Remote Sensing of Environment 159 (2015) 102–116
AoI3 is located adjacent to a migrating inlet (Ancão Inlet), and signif-
icant changes are likely to occur during a 2-year interval (the inlet
migrates fromwest to east, with the direction of net alongshore transport
being related to prevailing southwesterly conditions) (Fig. 11D). Such
changes include accretion in the west while the barrier builds up over
the former channel, forcing channel migration eastwards and causing
erosion of the eastern adjacent barrier (the westernmost part of Barreta
Island, Fig. 1). Those patterns are clearly observed in Fig. 11Dwith the for-
mation of the swash bar updrift (red areas), the formation of two consec-
utive channels in the area located in the centre of the image, and general
erosion in the shallow area between 0 and 2 m depth (blue areas). The
total surveyed area recorded erosion of ~0.66m3/m2 for the 2-year period
(Table 3).
In AoI4, accretion is observed in the central area (inlet channel) and
erosion in thewestern part of the survey area (where the ebb tidal delta
is located). These observations are consistent with the recent evolution
of the system, that is, the ebb delta is regularly dredged to counteract
the sediment movement from the ebb delta towards the entrance
channel through the delta terminal lobe. Overall, the total surveyed
area recorded accretion of ~0.14 m3/m2 (Table 3) for the 2-year
period, which is in agreement with the siltation tendency of this
particular inlet, especially at the entrance channel. Excluding the
ebb delta and the main channel, the elevation differences only rarely
exceed ±1 m, with extensive areas where differences are less than
±0.25 m (Fig. 12D).
5. Discussion
Here, the determination of nearshore bathymetry, shoreline posi-
tion, and accurate nearshore isobaths for different cases were examined
by comparing SDB maps with data from different topographic/bathy-
metric surveying techniques (high- and medium-resolution LiDAR and
RTK–DGPS + single-beam echo-sounder bathymetries). Bathymetric
maps are conventionally represented by isobaths, which connect points
of equal depth. The inner and offshore limits of several morphological
features such as sand bars, deltas, and inlet channels can be both
identiﬁed and spatially deﬁned based on the conﬁguration (including
deﬂection) of isobath contours. The delineation of these morphological
features is essential for performing volume computations and for esti-
mating sediment paths and budgets within coastal cells. SDB nearshore
proﬁles and isobaths retrieved for the selected areas of interest showed
a very robust comparison with analogue determinations using both
high- and medium-resolution LiDAR datasets. Discrepancies between
SDB proﬁles and isobaths and LiDAR observations were noticeable
only where prominent intertidal bars occur close to the inlets, as these
are the areas where the most relevant morphological changes occur. It
is also in these areas that the depth-retrieval algorithm records the
worst results because the accuracy of the depth retrieval is limited by
water turbidity caused bywave action, suspended sediment, and partic-
ulate matter, which limit the penetration of light (i.e., from both LiDAR
and OLI sensors).
Fig. 10. (A) 2-m, (B) 4-m, (C) 6-m, and (D) 8-m isobaths extracted fromBm1 (LiDAR 2m), Bm2 (LiDAR30m), and Bm3 (SDB30m) for AoI2. XY coordinates are referred toWGS84UTM29
and Z contour lines to MSL.
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After assessing and calibrating the linear transform model, the coefﬁ-
cients of Eq. (6) were successfully used to derive SDBmaps from another
Landsat 8 image. Those maps were compared with independent bathy-
metric data acquired within the same time interval as the Landsat 8
image. The results presented conﬁrmed the ability to use SDB maps to
adequately identify nearshore isobaths, resolve nearshore bars, extract
the nearshore proﬁle, and delineate morphological features for areas
with depths of b12 m in shallow coastal waters without signiﬁcant
wave breaking. The lower accuracy and precision of the SDB technique
are considered to be related to the poor performance of the depth-
retrieval linear algorithm for depths greater than 8m. A possible explana-
tion for this may be related to geographic and environmental controls,
that is, theWandE sectors are exposed todifferentwave regimes, causing
differences in optical conditions of thewater (e.g., particles in suspension,
chlorophyll-a, and bottom properties). Where the depth-retrieval linear
algorithm is successful in extracting depths, the extracted values present
higher residuals (areas adjacent to Tavira Inlet, Fig. 3 Class 5).
In this paper, a DOSmethodwas applied to perform the atmospheric
correction and a linear retrieval algorithm was applied using coefﬁ-
cients computed from a multiple linear regression performed with
high-resolution LiDAR data. The adopted procedures are straightfor-
ward and are based on freely available images, and allowed shallow
nearshore bathymetry to be represented well for depths less than
12 m. However, to improve the stability or robustness of the regressed
model parameters over time, other Landsat 8 satellite images need to
be analysed and compared with nearshore surveys. As an example,
Brando et al. (2009) compared the accuracy of the depth-retrieval algo-
rithm by comparison with acoustic depths at Rous Channel located in
Moreton Bay (Australia) for depths of 0–30 m, with a 2-month interval
between datasets. A greater agreement was found in shallow, clear
water than in deeper or more turbid water near the coast (e.g., from 1
to 5 m depth, Bias of 0.43 m, DifMedian of 0.42 m, and RMSE of
1.35m). Brando et al. (2009) optimised the inversion algorithmby com-
paring the measurable remote sensing reﬂectance from the image with
a modelled reﬂectance. The procedure adopted by Brando et al. (2009)
allowed differences related to environmental variables such as water
column depth, substrate composition, and the concentration of optical
active constituents on the water column (chlorophyll-a, the concentra-
tion of dissolved organicmatter, and non-algal particles) to beminimised,
as well the range of the technique to be extended.
Fig. 11. (A) AoI3 bathymetry contour map acquired using an echo-sounder synchronised with a RTK–DGPS in the area adjacent to Ancão Inlet on 26 April 2013. (B) Satellite-derived
bathymetry (SDB) contour map (Bm3)with a 30-m resolution. (C) Difference map between A and B. (D) Difference map between LiDAR 05/2011 and SDB data derived from the Landsat
8 image of 26 April 2013; the red/blue values signify that accretion/erosion has occurred, respectively.
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In general, SDB retrieved from Landsat 8 images presents a new
perspective for remotely sensed bathymetry extraction and can be
used to complement data from survey sources such as single-beam
echo-sounder data, which are normally obtained at medium (proﬁl-
ing interval 25–30 m) to coarse (N30 m) resolution. This implies that
SDB can effectively deliver data to complement such surveys and
provide a similar spatial representation of nearshore variability. In
particular, the ability to extract depth contours from satellite-
derived bathymetry can be a straightforward and accessible method
for evaluating morphological changes in the nearshore. This method
has high potential for acquiring cost-effective, long-term time-series
of coastal morphology over extensive areas and at the same time
provides high-frequency data (i.e., approximately fortnightly inter-
vals, 16 days). The medium-resolution maps derived from the pre-
sented method can be used to improve the prediction of hydro-
morphodynamic modelling simulations such as those given by X-
Beach (Roelvink et al., 2009) by allowing the continuous extraction
of model input morphodynamic parameters (e.g., submerged beach
slope).
6. Conclusion
An improved understanding of coastal zone evolution and processes
is based partially on the existence of detailed and reasonably accurate
monitoring datasets. Such datasets have become fundamental for coast-
al research, modelling, and management. The present contribution
assessed the potential of satellite-derived bathymetry (SDB) maps for
providing nearshore bathymetry at medium resolution from freely
available Landsat 8 imagery, and revealed the value of the approach
for the monitoring and management of coastal morphological evolu-
tion. The results showed that bathymetry obtained from multi-
spectral satellite data is more accurate for shallow water depths (0 to
8m) than for greater depths (8–12m), a limitation inherent in a passive
optical detection system; however, in the Ria Formosa case study, the
decrease in accuracy with depth was also a function of themore limited
availability of the LiDAR data used to tune the image-to-depth conver-
sion algorithm at greater depths. The SDB maps were able to provide
good approximations of the shoreline position and nearshore isobath
contours for different cases along a highly complex coastline that
Fig. 12. (A) AoI4 bathymetry contour map acquired using an echo-sounder synchronised with a RTK–DGPS in and around Tavira Inlet on 30 April 2013. (B) Satellite-derived bathymetry
(SDB) contourmap (Bm3)with a 30-m resolution. (C) Differencemap between A and B. (D) Differencemap between LiDAR 05/2011 and SDB data derived from the Landsat 8 image of 26
April 2013; the red/blue values signify that accretion/erosion has occurred, respectively.
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includes morphological features such as barrier islands, inlets, ebb
deltas, and alongshore and swash bars. In all instances, the extracted
morphological features (i.e., nearshore isobaths and proﬁles) displayed
reasonable accuracy when compared with those derived from tradi-
tional monitoring methods.
Improved satellite imagery collection, processing algorithms, and
workﬂows make SDB a real and useful survey solution for monitoring
coastal areas and for producing rapidly deliverable digital bathymetric
models. Although SDB has great potential in its current state, the good
quality of the results presented here for the 60-km stretch of coast of
the Ria Formosa area is inherently related to the availability of the high-
frequency LiDAR data that were used to perform the regression to obtain
the coefﬁcients of Lyzenga's (1978, 1985) model. In other words, if no in
situ water depths are available and/or depth measurements are sparse,
then themodel cannot be appliedwith the samedegree of rigour. Howev-
er, SDB has the potential to complement traditional but expensive mari-
time charting techniques such as acoustic and LiDAR surveys, because
the method does not need devoted boats, aircraft, or other survey sys-
tems. Depending on weather conditions and satellite orbit timings, the
surveys can be performed on a regular basis, giving the potential to create
historical datasets from imaging archives. If the robustness of the coefﬁ-
cients is further analysed, the technique can be used to derive nearshore
bathymetric maps to assist with coastal monitoring. Finally, the accuracy
of SDBmaps is partly a function of water clarity, depth, andwave climate.
Better approximations could be derived by using algorithms that correct
for environmental variables such as the concentration of optically active
constituents in the water column (e.g., chlorophyll-a, organic dissolved
matter, and suspended sediment). With respect to wave climate, the
method presented hereworks better for calm conditions, andmajor devi-
ations in the accuracy of depth assessments occur in the breaking zone.
List of acronyms
AoI area of interest
DEM digital elevation model
DMM difference map method
DOS dark subtraction object
LiDAR light detecting and ranging
NIR near infrared band
OLI operational land imagery
SDB satellite-derived bathymetry
SNR signal to noise ratio
TIRS thermal infrared sensor
List of symbols
a(λ) absorption coefﬁcient
bb(λ) backscatter coefﬁcient
db bottom depth
DN digital number
d Earth–Sun distance
Ed downwelling irradiance
Eo solar constant
Esumλi exo-atmospheric solar irradiance from band λi
Hs signiﬁcant wave height
θ0 solar zenith angle
θυ sub-surface viewing angle from nadir
θw sub-surface solar zenith angle
LT total radiance (measured by the satellite)
Lw water-leaving radiance
L1 % minimum scatter radiance
R irradiance reﬂectance
Rb bottom albedo
Rr Rayleigh reﬂectance
Rrs remote sensing reﬂectance
RT total reﬂectance
Rw reﬂectance of water
R∞ water reﬂectance (if optically deep)
TOA top of atmosphere reﬂectance
T0 transmission coefﬁcient Sun-to-Earth
T1 transmission coefﬁcient Earth-to-Sun
ZLiDAR depth acquired with LiDAR
ZLSAT8 satellite-derived depth
φ viewing azimuth angle from solar plane
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