A number of systems have been developed to track workflows -for example, CMCS helps chemists document combustion research [10] , my Grid [14] with Taverna [1] aids biologists, and ESSW is used by earth scientists [5] . Since most infrastructure developed to record the provenance of data has targeted specific fields, the projects were not easily be repurposed for di↵erent domains. The systems di↵ered with respect to what data was captured, the types of operations performed, how the data was stored, and the kinds of queries supported. Since 2006, a community of two dozen research groups interested in data annotation, derivation, and provenance have met regularly "to understand the capabilities of di↵erent provenance systems and the expressiveness of their provenance representations," and then iteratively created an Open Provenance Model (OPM) aimed at increasing the interoperability of systems [9] . "The Open Provenance Model aims to capture the causal dependencies between the artifacts, processes, and agents" as "a directed acyclic graph, enriched with annotations capturing further information pertaining to execution." It does not "specify the internal representations that systems have to adopt to store and manipulate provenance internally", nor does it "specify protocols to store such provenance information in provenance repositories" or "protocols to query provenance repositories" [9] . Indeed, a recent e↵ort to use MITRE's PLUS system to import, query, and visualize provenance exported in OPM format from Harvard's Provenance-Aware Storage System [11] demonstrated that OPM needed to be augmented to facilitate query interoperability [4].
BACKGROUND
A number of systems have been developed to track workflows -for example, CMCS helps chemists document combustion research [10] , my Grid [14] with Taverna [1] aids biologists, and ESSW is used by earth scientists [5] . Since most infrastructure developed to record the provenance of data has targeted specific fields, the projects were not easily be repurposed for di↵erent domains. The systems di↵ered with respect to what data was captured, the types of operations performed, how the data was stored, and the kinds of queries supported. Since 2006, a community of two dozen research groups interested in data annotation, derivation, and provenance have met regularly "to understand the capabilities of di↵erent provenance systems and the expressiveness of their provenance representations," and then iteratively created an Open Provenance Model (OPM) aimed at increasing the interoperability of systems [9] . "The Open Provenance Model aims to capture the causal dependencies between the artifacts, processes, and agents" as "a directed acyclic graph, enriched with annotations capturing further information pertaining to execution." It does not "specify the internal representations that systems have to adopt to store and manipulate provenance internally", nor does it "specify protocols to store such provenance information in provenance repositories" or "protocols to query provenance repositories" [9] . Indeed, a recent e↵ort to use MITRE's PLUS system to import, query, and visualize provenance exported in OPM format from Harvard's Provenance-Aware Storage System [11] demonstrated that OPM needed to be augmented to facilitate query interoperability [4] .
MOTIVATION
As users begin to get access to data sets that are accompanied by provenance records, they will be faced with the challenge of analyzing metadata from external systems. Independent sources are likely to have di↵erent levels of completeness, use separate sets of identifiers to refer to the same artifacts, processes, and agents, and introduce dissimilar semantics in the annotations. To facilitate the development of crossplatform query and analysis tools, we have collected data ⇤ This material is based upon work supported by the National Science Foundation under Grant IIS-1116414. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the National Science Foundation.
Copyright is held by the author/owner(s). EDBT/ICDT '13, Mar 18-22 2013, Genoa, Italy provenance (using SPADE [6, 12] ) from the same applications (Apache, BLAST, and PostMark) run on di↵erent operating systems (Linux, Mac OS X, and Windows). Since operatingsystem level provenance has been gathered, the records also include background activity present in the system at the time of collection. This has deliberately been included in the data set to allow query and analysis tools to have contextual provenance as well.
CONTRIBUTION
SPADE is the second generation of SRI's provenance collection and management system. The underlying data model used throughout is graph-based, consisting of typed vertices and directed edges, each of which can be labeled with an arbitrary number of annotations (that are key-value pairs). It includes classes for the Open Provenance Model's controlling Agent, executing Process, and data Artifact vertex types, and edge types that relate which process used which artifact, which artifact wasGeneratedBy which process, which process wasTriggeredBy which other process, which artifact wasDerivedFrom which other artifact, and which process wasControlledBy which agent.
The system completely decouples the production, storage, and utilization of provenance metadata. At its core is a novel provenance kernel that mediates between the producers and consumers of provenance information, and handles the persistent storage of the records. The kernel handles bu↵ering, filtering, and multiplexing incoming metadata from multiple provenance reporters. It can be configured to commit the elements to multiple provenance storage subsystems, and responds to concurrent queries from provenance consumers. The kernel also supports modules that operate on the stream of provenance graph elements, allowing the aggregation, fusion, and composition of provenance elements to be customized with provenance filters.
We previously studied the use of provenance for optimizing the re-execution of applications [8] . Our ProvBench traces are from the same workloads (executed with their default settings). Table 1 summarizes the provenance traces (from Linux, Mac OS X, and Windows) collected during the compilation of the Apache Web server [3] , the build of a BLAST database [2] , and the execution of the PostMark filesystem benchmark [7] . The PROV concepts covered in the provenance traces are summarized in Table 2 . The traces were collected over a period from 5th December, 2012 to 23rd January, 2013. They are accessible via a Wiki page [13] at the site where the code is hosted. 
