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Abstract
We investigate the optimal performance of dense sensor networks by studying the
joint source-channel coding problem. The overall goal of the sensor network is to
take measurements from an underlying random process, code and transmit those mea-
surement samples to a collector node in a cooperative multiple access channel with
potential feedback, and reconstruct the entire random process at the collector node.
We provide lower and upper bounds for the minimum achievable expected distortion
when the underlying random process is Gaussian. When the Gaussian random process
satisfies some general conditions, we evaluate the lower and upper bounds explicitly,
and show that they are of the same order for a wide range of power constraints. Thus,
for these random processes, under these power constraints, we express the minimum
achievable expected distortion as a function of the power constraint. Further, we show
that the achievability scheme that achieves the lower bound on the distortion is a
separation-based scheme that is composed of multi-terminal rate-distortion coding and
amplify-and-forward channel coding. Therefore, we conclude that separation is order-
optimal for the dense Gaussian sensor network scenario under consideration, when the
underlying random process satisfies some general conditions.
∗This work was supported by NSF Grants CCR 03-11311, CCF 04-47613 and CCF 05-14846. It was
presented in part at the IEEE International Conference on Communications, Istanbul, Turkey, June 2006 [1]
and at the IEEE International Symposium on Information Theory, Seattle, WA, July 2006 [2].
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1 Introduction
With the recent advances in the hardware technology, small cheap nodes with sensing, com-
puting and communication capabilities have become available. In practical applications,
it is possible to deploy a large number of these nodes to sense the environment. In this
paper, we investigate the optimal performance of a dense sensor network by studying the
joint source-channel coding problem. The sensor network is composed of N sensors, where
N is very large, and a single collector node. Each sensor node has the capability of taking
noiseless samples from the underlying random process, and is equipped with one transmit
and one receive antenna to transmit and receive signals. The overall goal of the sensor
network is to take measurements from an underlying random process S(t), 0 ≤ t ≤ T0,
code and transmit those measured samples to a collector node, and reconstruct the entire
random process at the collector node, with as little distortion as possible; see Figure 1. Due
to the small distances between the sensor nodes and the correlation in the measured data,
the underlying sources are correlated, and due to the existence of receive antennas at the
sensor nodes and a transmit antenna at the collector node, the communication channel is a
Gaussian cooperative multiple access channel with potential feedback. We investigate the
minimum achievable expected distortion and the corresponding achievability scheme when
the underlying random process is Gaussian.
Following the seminal paper of Gupta and Kumar [3], which showed that multi-hop
wireless ad-hoc networks, where users transmit independent data and utilize single-user
coding, decoding and forwarding techniques, do not scale up, Scaglione and Servetto [4]
investigated the scalability of the sensor networks. Sensor networks, where the observed
data is correlated, may scale up for two reasons: first, the correlation among the sampled
data increases with the increasing number of nodes and hence, the amount of information the
network needs to carry does not increase as fast as in ad-hoc wireless networks; and second,
correlated data facilitates cooperation, and may increase the information carrying capacity
of the network. The goal of the sensor network in [4] was that each sensor reconstructs the
data measured by all of the sensors using sensor broadcasting. In this paper, we focus on
the case where the reconstruction is required only at the collector node. Also, in this paper,
the task is not the reconstruction of the data the sensors measured, but the reconstruction
of the underlying random process.
Gastpar and Vetterli [5] studied the case where the sensors observe a noisy version of a
linear combination of L Gaussian random variables which all have the same variance, code
and transmit those observations to a collector node, and the collector node reconstructs the
L random variables. In [5], the expected distortion achieved by applying separation-based
approaches was shown to be exponentially worse than the lower bound on the minimum
achievable expected distortion. In this paper, we study the case where the data of interest
at the collector node is not a finite number of random variables, but a random process,
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Figure 1: Sensor network.
which, using Karhunen-Loeve expansion, can be shown to be equivalent to a set of infinitely
many random variables with varying variances. We assume that the sensors are able to take
noiseless samples, but that each sensor observes only its own sample. Our upper bound on
the minimum achievable distortion is also developed by using a separation-based approach,
but it is shown to be of the same order as the lower bound, for a wide range of power
constraints, for random processes that satisfy some general conditions.
El Gamal [6] studied the capacity of dense sensor networks and found that all spatially
band-limited Gaussian processes can be estimated at the collector node, subject to any
non-zero constraint on the mean squared distortion. In this paper, we study the minimum
achievable expected distortion for space-limited, and thus, not band-limited, random pro-
cesses, and we show that the minimum achievable expected distortion decreases to zero as
the number of nodes increases, unless the power constraint is unusually small. Also, in [6],
it is assumed that the channel gains between the nodes decrease with the distance between
them, without enforcing any upper bounds. This implies that, when the sensors are placed
very densely, the channel gains between nearby sensors become unboundedly large. This
physically impossible situation arises because although the channel model used in [6] is valid
only in the far field of the transmitter, it is used for all distances. Although we adopted this
channel model in [1], we have changed the channel model to a more realistic one in this paper
(and [2]), where we assume that the channel gains decrease with distance, however, they are
lower and upper bounded. The difference in the channel models in [1] and here (and [2]),
does not affect our conclusion, i.e., in both cases, we are able to find achievable schemes
that achieve the lower bound on the distortion. However, it affects the achievability scheme
itself; in [1] the achievability scheme is based on the basic idea of decode-and-forward as the
channel model allows a significant number of nodes to be able to decode successfully the
signal transmitted by a node, whereas the achievability scheme here (and [2]) is based on the
basic idea of amplify-and-forward, where due to the lower and upper bounds on the channel
gains a sufficient amount of beamforming effect is achieved through the amplify-and-forward
scheme.
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From an information theoretic point of view, our problem is a joint source-channel coding
problem for lossy communication of correlated sources over a cooperative Gaussian multiple
access channel with potential feedback. The simpler problem of lossless reconstruction of cor-
related sources over a multiple access channel without cooperation or feedback still remains
open [7–10]. Therefore, a direct and closed-form expression for the distortion seems unlikely
to be obtained, and consequently, we resort to developing lower and upper bounds. We first
provide lower and upper bounds for the minimum achievable expected distortion for arbi-
trary Gaussian random processes whose Karhunen-Loeve expansion exists. Then, we focus
on the case where the Gaussian random process also satisfies some general conditions. For
these random processes, we evaluate the lower and upper bounds explicitly, and show that
they are of the same order, for a wide range of power constraints. Thus, for these random
processes, under a wide range of power constraints, we determine the order-optimal achiev-
ability scheme, and identify the minimum achievable expected distortion. Our achievability
scheme is separation-based: each sensor first performs multi-terminal source coding [11],
then, performs channel coding, and utilizes the cooperative nature of the wireless medium
through the amplify-and-forward scheme [12]. In multi-user information theory, generally
speaking, the separation principle does not hold. However, in our case, we have found a
scheme which is separation based, and is order-optimal.
2 System Model
The collector node wishes to reconstruct a random process S(t), for 0 ≤ t ≤ T0, where t
denotes the spatial position; S(t) is assumed to be Gaussian with zero-mean and a continuous
autocorrelation function K(t, s). The N sensor nodes are placed at positions 0 = t1 ≤ t2 ≤
· · · ≤ tN = T0, and observe samples SN = (S(t1), S(t2), · · · , S(tN)). For simplicity and to
avoid irregular cases, we assume that the sensors are equally spaced, i.e.,
ti =
i− 1
N − 1T0, i = 1, 2, · · · , N (1)
The distortion measure is the squared error,
d(s(t), sˆ(t)) =
1
T0
∫ T0
0
(s(t)− sˆ(t))2dt (2)
Each sensor node and the collector node, denoted as node 0, is equipped with one transmit
and one receive antenna. To simplify the presentation, from now until Section 7, we will
assume that the collector node does not use its transmit antenna, and thus, there is no
feedback in the system. We will allow the collector node to use its transmit antenna and
provide feedback to the sensor nodes in Section 7, and show that the results of the previous
4
sections remain unchanged. At any time instant, let Xi denote the signal transmitted by
node i, and Yj denote the signal received at node j. Let hij denote the channel gain from
node i to node j. Then, the received signal at node j can be written as,
Yj =
N∑
i=1,i 6=j
hijXi + Zj, j = 0, 1, 2, · · · , N (3)
where {Zj}Nj=0 is a vector of N +1 independent and identically distributed, zero-mean, unit-
variance Gaussian random variables. Therefore, the channel model of the network is such
that all nodes hear a linear combination of the signals transmitted by all other nodes at that
time instant. We assume that the channel gain hij is bounded, i.e.,
h¯l ≤ hij ≤ h¯u, i = 1, · · · , N, j = 0, 1, · · · , N (4)
where h¯u and h¯l are positive constants independent of N . This model is very general and
should be satisfied very easily. By the conservation of energy, h2ij ≤ 1, and since all nodes
are within finite distances of each other, the channel gains should be lower bounded as well.
We assume that all sensors have the same individual power constraint P (N)/N , where
P (N), which we will call the total power, is the sum of the individual power constraints, and
it is a function of N . The two most interesting cases for P (N) are P (N) = NPind where each
sensor has its individual power constraint Pind, and P (N) = Ptot where the total power is a
constant Ptot and does not depend on the number of sensors. In the latter case, when more
and more sensor nodes are deployed, the individual power of each sensor node decreases as
Ptot/N . Our goal is to determine the scheme that achieves the minimum achievable expected
distortion DN at the collector node for a given total power P (N), and also to determine the
rate at which this distortion goes to zero as a function of the number of sensor nodes and
the total power.
Next, we give a more precise definition of our problem. Each sensor node observes a
sample of a sequence of spatial random processes {S(l)(t)}nl=1 i.i.d. in time, where index l
denotes time, t denotes the spatial position, and n is the block length of the sequence of
random processes, and also the delay parameter. For now, we assume that n channel uses
are allowed for n realizations of the random process; the case where we allow the number of
channel uses and the number of observations to differ will be treated in Section 7. At time
instant m, sensor node j transmits
Xj(m) = F
(m)
j ({S(l)(tj)}nl=1, {Y (l)j }m−1l=1 ), m = 1, 2, · · · , n, j = 1, 2, · · · , N (5)
i.e., it transmits a signal that is a function of its observations of the entire block of random
process samples and also the signal it received before time m. We are interested in the per-
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formance in the information-theoretic sense and hence, we allow the delay n to be arbitrarily
large. By the assumption of identical individual power constraints, we have
1
n
n∑
m=1
E[X2j (m)] ≤
P (N)
N
, j = 1, 2, · · · , N (6)
The collector node reconstructs the random process as
{Sˆ(l)(t), t ∈ [0, T0]}nl=1 = G(Y (1)0 , Y (2)0 , · · · , Y (n)0 ) (7)
For fixed encoding functions of the nodes {F (m)j }m=n,j=Nm=1,j=1 and the decoding function of the
collector node G, the achieved expected distortion is
1
n
n∑
l=1
E
[
d
(
S(l)(t), Sˆ(l)(t)
)]
(8)
and we are interested in the smallest achievable expected distortion over all encoding and
decoding functions where n is allowed to be arbitrarily large.
In this paper, our purpose is to understand the behavior of the minimum achievable
expected distortion when the number of sensor nodes is very large. We introduce the big-O
and big-Θ notations. We say that f is O(g), if there exist constants c and k, such that
|f(N)| ≤ c|g(N)| for all N > k; we say that f is Θ(g), if there exist constants c1, c2 and
k such that c1|g(N)| ≤ |f(N)| ≤ c2|g(N)| for all N > k. All logarithms are defined with
respect to base e, and ⌊x⌋ denotes the largest integer smaller than or equal to x.
3 A Class of Gaussian Random Processes
For a Gaussian random process S(t) with a continuous autocorrelation function, we perform
the Karhunen-Loeve expansion [13],
S(t) =
∞∑
k=0
Skφk(t) (9)
to obtain the ordered eigenvalues {λk}∞k=0, and the corresponding eigenfunctions {φk(t), t ∈
[0, T0]}∞k=0.
Let A be the set of Gaussian random processes on [0, T0] with continuous autocorrelation
functions, that satisfy the following conditions:
1. There exist nonnegative constant d and nonnegative integers cl, cu, K0 ≥ cu + 1 and
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two sequences of numbers {λ′k}∞k=0 and {λ′′k}∞k=0 defined as
λ′k =
{
λk, k ≤ K0
d
(k+cl)x
, k > K0
(10)
and
λ′′k =
{
λk, k ≤ K0
d
(k−cu)x
, k > K0
(11)
for some constant x > 1, such that
λ′k ≤ λk ≤ λ′′k (12)
The condition that x > 1 is without loss of generality, because for all continuous
autocorrelations, the eigenvalues decrease faster than k−1.
2. In addition to continuity, K(t, s) satisfies the Lipschitz condition of order 1/2 < α ≤ 1,
i.e., there exists a constant B > 0 such that
|K(t1, s1)−K(t2, s2)| ≤ B
(√
(t1 − t2)2 + (s1 − s2)2
)α
(13)
for all t1, s1, t2, s2 ∈ [0, T0].
3. For k = 0, 1, · · · , the function φk(s) and the function K(t, s)φk(s) as a function of s
satisfy the following condition: there exist positive constants B1, B2, B3, B4, β ≤ 1,
γ ≤ 1, and nonnegative constant τ , independent of k, such that
|φk(s1)− φk(s2)| ≤ B3(k +B4)τ |s1 − s2|γ (14)
and
|K(t, s1)φk(s1)−K(t, s2)φk(s2)| ≤ B2(k +B1)τ |s1 − s2|β (15)
for all t, s1, s2 ∈ [0, T0].
The reasons why these conditions are needed for the explicit evaluation of the lower and
upper bounds on the minimum achievable expected distortion will be clear from the proofs.
Here, we provide some intuition as to why they are needed. Condition 1 states that we
consider random processes that have eigenvalues λk which decrease at a rate of approximately
k−x. The rate of decrease in the eigenvalues is an indication of the amount of randomness
the random process contains. Thus, the minimum achievable expected distortion depends
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crucially on the rate of decrease parameter x. The lower (upper) bound on the eigenvalues in
(12) will be used to calculate the lower (upper) bound on the minimum achievable expected
distortion. Conditions 2 and 3 are needed because instead of the random process itself that
is of interest to the collector node, the collector node, at best, can know only the sampled
values of the random process. How well the the entire process can be approximated from
its samples is of great importance in obtaining quantitative results. Lipschitz conditions
describe the quality of this approximation well. By condition 3, we require the variation in
the eigenfunction φk to be no faster than k
τ . We note that the well-known trigonometric
basis satisfies this condition.
We also note that our conditions are quite general. Many random processes satisfy
these conditions, including the Gauss-Markov process, Brownian motion process, centered
Brownian bridge, etc. For example, a Gauss-Markov process, also known as the Ornstein-
Uhlenbeck process [14, 15], is defined as a random process that is stationary, Gaussian,
Markovian, and continuous in probability. It is known that the autocorrelation function of
this process is [16–18]
K(t, s) =
σ2
2η
e−η|t−s| (16)
The Karhunen-Loeve expansion of the Gauss-Markov process yields the eigenfunctions
{φk(t)}∞k=0
φk(t) = bk

cos
√
σ2
λk
− η2t+ η√
σ2
λk
− η2
sin
√
σ2
λk
− η2t

 (17)
where {λk}∞k=0 are the corresponding eigenvalues and bk are positive constants chosen such
that the eigenfunctions φk(t) have unit energy. It can be shown that {λk}∞k=0 may be bounded
as
λ′k ≤ λk ≤ λ′′k (18)
where {λ′k}∞k=1 is defined as
λ′k =
{
λk, k ≤ K0
σ2T 20
(k+1)2π2
, k > K0
(19)
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with K0 = max
(
2,
⌊
η2T 20
π2
− 3
4
⌋)
, and {λ′′k}∞k=1 is defined as
λ′′k =
{
λk, k ≤ K0
σ2T 20
(k−1)2π2
, k > K0
(20)
Thus, we observe that the Gauss-Markov process satisfies the conditions defined in this
section with x = 2 and α = β = τ = γ = 1. In fact, in a preliminary conference version
of our work [1], we focused specifically on the Gauss-Markov process and presented results
similar to those here. We also note, as discussed in the Introduction section, that the channel
model in [1] is somewhat different than here, and therefore the order-optimal achievability
schemes in [1] and here are different.
The lower and upper bounds on the minimum achievable expected distortion will be
calculated using {λ′k}∞k=0 and {λ′′k}∞k=0, respectively. Some properties of {λ′k}∞k=0 and {λ′′k}∞k=0
which will be used in later proofs are stated in Lemmas 5 and 6 and proved in Appendix 9.1.
4 A Lower Bound on the Achievable Distortion
4.1 Arbitrary Gaussian Random Processes
A lower bound is obtained by assuming that all of the sensor nodes know the random
process exactly, and, the sensor network forms an N -transmit 1-receive antenna point-to-
point system to transmit the random process to the collector node. Let CNu be the capacity of
this point-to-point system and Dp(R) be the distortion-rate function of the random process
S(t) [19]. In this point-to-point system, the separation principle holds, and therefore
DN ≥ Dp(CNu ) (21)
To evaluate Dp(C
N
u ), we first find the distortion-rate function, Dp(R), of S(t) [19, Section
4.5] as,
R(θ) =
∞∑
k=0
max
(
0,
1
2
log
(
λk
θ
))
(22)
and
D(θ) = T−10
∞∑
k=0
min(θ, λk) (23)
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Next, we find CNu , the capacity of theN -transmit 1-receive antenna point-to-point system [20]
as,
CNu =
1
2
log
(
1 +
N∑
i=1
h2i0P (N)
)
(24)
To see how CNu changes with N , using (24) and (4), we can lower and upper bound C
N
u as
1
2
log
(
1 + h¯2lNP (N)
) ≤ CNu ≤ 12 log (1 + h¯2uNP (N)) (25)
For arbitrary Gaussian random processes, a lower bound on the minimum achievable ex-
pected distortion is
DNl = Dp(C
N
u ) (26)
4.2 The Class of Gaussian Random Processes in A
Next, we evaluate Dp(C
N
u ) for the class of Gaussian random processes in A. Based on the
structure of the eigenvalues in (10) and (12), and the properties of {λ′k}∞k=0 in Lemma 5 in
Appendix 9.1, we have the following lemma.
Lemma 1 For Gaussian random processes in A, for any constant 0 < κ < 1, we have
R(θ) ≥ κxd
1
x
2
θ−
1
x (27)
D(θ) ≥ κ
(
1 +
κ
x− 1
)
d
1
x
T0
θ1−
1
x (28)
when θ is small enough .
A proof of Lemma 1 is provided in Appendix 9.2.
Using Lemma 1, we present in the next theorem a lower bound for the distortion-rate
function of the random process.
Theorem 1 For Gaussian random processes in A, for any constant 0 < κ < 1, we have
Dp(R) ≥ κ
(
1 +
κ
x− 1
)(κx
2
)x−1 d
T0
R1−x (29)
when R is large enough.
A proof of Theorem 1 is provided in Appendix 9.3.
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We will divide our discussion into two separate cases based on the total power, P (N).
For the first case, P (N) is such that
lim
N→∞
1
NP (N)
= 0 (30)
The cases P (N) = NPind and P (N) = Ptot are included in P (N) satisfying (30).
Theorem 2 For Gaussian random processes in A, when P (N) is such that (30) is satisfied,
for any constant 0 < κ < 1, a lower bound on the minimum achievable expected distortion is
DNl = Dp(C
N
u ) ≥ κ2
(
1 +
κ
x− 1
)
(κx)x−1
d
T0
(
1
log (NP (N))
)x−1
(31)
when N is large enough.
A proof of Theorem 2 is provided in Appendix 9.4.
Hence, when total power P (N) satisfies (30), a lower bound on the achievable distortion
is
Θ
((
1
log(NP (N))
)x−1)
(32)
For the second case, P (N) is such that (30) is not satisfied. In this case, CNu is either a
constant independent of N or goes to zero as N goes to infinity. The minimum achievable
distortion does not go to zero with increasing N .
Therefore, for all possible total power P (N), a lower bound on the distortion is
Θ
(
min
((
1
log(NP (N))
)x−1
, 1
))
(33)
When the total power P (N) grows almost exponentially with the number of nodes,
the lower bound on the minimum achievable expected distortion in (33) decreases inverse
polynomially with N . Even though this provides excellent distortion performance, it is
impractical since sensor nodes are low energy devices and it is often difficult, if not impossible,
to replenish their batteries. When the total power P (N) is such that (30) is not satisfied,
the transmission power is so low that the communication channels between the sensors and
the collector node are as if they do not exist. From (33), the lower bound on the estimation
error in this case is on the order of 1, which is equivalent to the collector node blindly
estimating S(t) = 0 for all t ∈ [0, T0]. Even though the consumed total power P (N) is
very low in this case, the performance of the sensor network is unacceptable; even the lower
bound on the minimum achievable expected distortion does not decrease to zero with the
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increasing number of nodes. For practically meaningful total power values, including the
cases of P (N) = NPind and P (N) = Ptot, the lower bound on the minimum achievable
expected distortion in (33) decays to zero at the rate of
1
(logN)x−1
(34)
5 An Upper Bound on the Achievable Distortion
5.1 Arbitrary Gaussian Random Processes
Any distortion found by using any achievability scheme will serve as an upper bound for
the minimum achievable expected distortion. We consider the following separation-based
achievable scheme. First, we perform multi-terminal rate-distortion coding at all sensor nodes
using [11, Theorem 1]. After obtaining the indices of the rate-distortion codes, we transmit
the indices as independent messages using the amplify-and-forward method introduced in
[12]. The distortion obtained using this scheme will be denoted as DNu .
We apply [11, Theorem 1], generalized to N sensor nodes in [21, Theorem 1], to obtain
an achievable rate-distortion point.
Theorem 3 For all Gaussian random processes, if the individual rates are equal, the fol-
lowing sum rate and distortion are achievable,
DNa (θ
′) =
1
T0
∫ T0
0
(
K(t, t)− T0
N − 1ρ
T
N (t) (Σ
′
N + θ
′I)
−1
ρN (t)
)
dt (35)
RNa (θ
′) =
N−1∑
k=0
1
2
log
(
1 +
µ
(N)′
k
θ′
)
(36)
where
ρN (t) =
[
K (t, 0) K
(
t, T0
N−1
)
K
(
t, 2T0
N−1
) · · · K (t, T0)]T (37)
and
ΣN = E[SNS
T
N ]
=


K(0, 0) K
(
0, T0
N−1
) · · · K (0, T0)
K
(
T0
N−1
, 0
)
K
(
T0
N−1
, T0
N−1
) · · · K ( T0
N−1
, T0
)
...
...
...
...
K(T0, 0) K
(
T0,
T0
N−1
) · · · K(T0, T0)

 (38)
and Σ′N =
T0
N−1
ΣN and µ
(N)′
0 , µ
(N)′
1 , · · · , µ(N)
′
N−1 are the eigenvalues of Σ
′
N .
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A proof of Theorem 3 is provided in Appendix 9.5.
We further evaluate DNa (θ
′) in the next lemma.
Lemma 2 For all Gaussian random processes, we have
DNa (θ
′) ≤ 2A(N) +B(N) +DNb (θ′) (39)
where A(N), B(N) and DNb (θ
′) are defined as
A(N) =
1
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(
K(t, t)−K
(
i− 1
N − 1T0,
i− 1
N − 1T0
))
dt
+
2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(
ρN
(
i− 1
N − 1T0
)
− ρN (t)
)
i
dt (40)
and
B(N) =
2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∣∣∣∣
∣∣∣∣ρN
(
i− 1
N − 1T0
)
− ρN(t)
∣∣∣∣
∣∣∣∣ dt (41)
and
DNb (θ
′) =
1
T0
N−1∑
k=0
(
1
θ′
+
1
µ
(N)′
k
)−1
(42)
respectively.
A proof of Lemma 2 is provided in Appendix 9.6. Lemma 2 tells us that the expected
distortion achieved by using the separation-based scheme is upper bounded by the sum of
three types of distortion. The first two types of distortion, A(N) and B(N), have nothing to
do with the rate and only depend on how well the samples approximate the entire random
process. The third distortion, DNb (θ
′), depends on the rate through variable θ′.
Now, we determine an achievable rate for the communication channel from the sensor
nodes to the collector node. The channel in its nature is a multiple access channel with
potential cooperation between the transmitters. The capacity region for this channel is not
known. We get an achievable sum rate, with identical individual rates, for this channel by
using the idea presented in [12].
Theorem 4 When the total power P (N) is such that there exists an ǫ > 0 where
lim
N→∞
P (N)N
1
2
−ǫ > 1 (43)
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for any constant 0 < κ < 1, the following sum rate is achievable,
CNa = κν log(NP (N)) (44)
where ν is a positive constant independent of N ,
ν = min
(
ǫ
1 + 2ǫ
,
1
4
)
(45)
when N is large enough. The individual rates of the sensor nodes are the same. Otherwise,
the sum rate approaches a positive constant or zero as N →∞.
A proof of Theorem 4 is provided in Appendix 9.7. Theorem 4 shows that when the total
power is such that (43) is satisfied, the achievable rate increases with N . Furthermore, the
achievable rate is the same as the upper bound on the achievable sum rate in (25) order-wise.
Otherwise, the achievable rate is either a positive constant or decreases to zero, which will
result in poor estimation performance at the collector node.
The function RNa (θ
′) is a strictly decreasing function of θ′, thus, the inverse function
exists, which we will denote as θNa (R). Let us define Da(R) as the composition of the two
functions DNa (θ
′) and θNa (R), i.e.,
Da(R) = D
N
a (θ
N
a (R)) (46)
An upper bound on the minimum achievable distortion, i.e., the achievable distortion by the
separation-based scheme described above, is
DNu = Da
(
CNa
)
(47)
We will perform this calculation when the underlying random process is in A.
5.2 The Class of Gaussian Random Processes in A
We analyze the three types of distortion in (39) for Gaussian random processes in A. We
will focus on A(N) and B(N) in Lemma 3, and on DNb (θ
′) in Lemma 4.
Lemma 3 For Gaussian random processes in A, we have
A(N) = O
(
N−α
)
(48)
B(N) = O
(
N
1
2
−α
)
(49)
A proof of Lemma 3 is provided in Appendix 9.8. The result depends crucially on condition
2 in the definition of A in Section 3. Note that since 1/2 < α ≤ 1, both A(N) and B(N)
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decrease to zero inverse polynomially as N goes to infinity.
It remains to calculate the functions RNa (θ
′) and DNb (θ
′) for random processes in A. To
do so, we need some properties of {µ(N)′k }N−1k=0 which are stated in Lemmas 7 and 8 and proved
in Appendix 9.9. Lemma 7 is of great importance, as it serves as a tool to link {µ(N)′k }N−1k=0 to
{λk}∞k=0, which is used in the derivation of the lower bound in Section 4, through the lower
and upper bounds {λ′k}∞k=0 and {λ′′k}∞k=0. Armed with the properties of µ(N)
′
k , λ
′
k and λ
′′
k in
Lemmas 5, 6, 7 and 8 in Appendices 9.1 and 9.9, we can show the following lemma. First,
we define two sequences ϑNL and ϑ
N
U , which are functions of N , that satisfy
lim
N→∞
1
ϑNLN
min(xγ2τ ,
αx
x−1
, βx
x+τ+1)
= 0, lim
N→∞
ϑNU = 0 (50)
Lemma 4 For Gaussian random processes in A, for any constant 0 < κ < 1, lower and
upper bounds for the function RNa (θ
′) are
κxd
1
x
4
θ′−
1
x ≤ RNa (θ′) ≤
d
1
x (x2 − (1− log 2)x+ (1− log 2))
2(x− 1)κ2 θ
′− 1
x (51)
and an upper bound for the function DNb (θ
′) is
DNb (θ
′) ≤ d
1
x (1 + κ2(x− 1))
κ3(x− 1)T0 θ
′1− 1
x (52)
for θ′ ∈ [ϑNL , ϑNU ] and N large enough.
A proof of Lemma 4 is provided in Appendix 9.10. The proof of Lemma 4 uses conditions 1,
2 and 3 in Section 3. Let us define a sequence ϑNLL, which is a function of N , that satisfies
lim
N→∞
1
ϑNLLN
min(xγ2τ ,
(α−1/2)x
x−1
, βx
x+τ+1)
= 0 (53)
Combining (39), (48), (49), (51) and (52), we have the following theorem.
Theorem 5 For Gaussian random processes in A, for any constant 0 < κ < 1, the achiev-
able distortion-rate function, Da(R), is upper bounded as
Da(R) ≤ d(1 + κ
2(x− 1)) (x2 − (1− log 2)x+ (1− log 2))x−1
T0κ2x+22x−1(x− 1)x R
1−x (54)
for R in the interval of
[
d
1
x (x2 − (1− log 2)x+ (1− log 2))
2(x− 1)κ2
(
ϑNU
)− 1
x ,
κxd
1
x
4
(
ϑNLL
)− 1
x
]
(55)
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when N is large enough.
A proof of Theorem 5 is provided in Appendix 9.11. This theorem shows that when R is in
the interval (55), the achievable distortion-rate function is the same as the lower bound on
the distortion-rate function in (29) order-wise.
Theorem 6 For Gaussian random processes in A, when the sum power constraint satisfies
(43) and
lim
N→∞
NP (N)
eN
min( γ2τ , 2α−12(x−1) ,
β
x+τ+1)
= 0 (56)
an upper bound on the minimum achievable expected distortion, or equivalently, the achiev-
able rate in the separation-based scheme, is
DNu = Da
(
CNa
)
(57)
≤ d(1 + κ
2(x− 1)) (x2 − (1− log 2)x+ (1− log 2))x−1
T0κ3x+12x−1(x− 1)xνx−1
(
1
log(NP (N))
)x−1
(58)
when N is large enough.
A proof of Theorem 6 is provided in Appendix 9.12. Theorem 6 implies that, when the
sum power constraint satisfies (43) and (56), an upper bound on the minimum achievable
expected distortion is
Θ
((
1
log(NP (N))
)x−1)
(59)
For the interesting cases of P (N) = NPind and P (N) = Ptot, the upper bound on the
minimum achievable expected distortion decays to zero at the rate of
1
(logN)x−1
(60)
When the sum power constraint is such that (43) is not satisfied, an upper bound on the
minimum achievable expected distortion is Θ(1).
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6 Comparison of the Lower and Upper Bounds for
Gaussian Random Processes in A
6.1 Order-wise Comparison of Lower and Upper Bounds
In this section, we compare the lower bound in (33) and the upper bound in (59). When the
total power is large, i.e., P (N) is so large that (56) is not satisfied, our methods in finding
the upper bound do not apply. Even though our lower bound in (33) is valid, we have not
shown whether the lower and upper bounds meet. However, in this case, P (N) is larger than
eN
min( γ2τ , 2α−12(x−1) ,
β
x+τ+1)
N
, and this region of total power is not of practical interest.
When the total power is medium, i.e., P (N) is in the wide range of N−1/2+ǫ to
eN
min( γ2τ , 2α−12(x−1) ,
β
x+τ+1)
N
, our lower and upper bounds do meet and the minimum achievable
expected distortion is
DN = Θ
(
1
(log(NP (N)))x−1
)
(61)
The order-optimal achievability scheme is a separation-based scheme, which uses distributed
rate-distortion coding as described in [11] and optimal single-user channel coding with
amplify-and-forward method as described in [12]. In fact, when the total power is medium,
as shown in (29) and (54), lower and upper bounds on the distortion-rate function, Dp(R)
and Da(R) coincide order-wise. In addition, as shown in (25) and (44), the lower and upper
bounds on the achievable sum rate, CNa and C
N
u , coincide order-wise as well. The practically
interesting cases of P (N) = NPind and P (N) = Ptot fall into this region of medium total
power. In both of these cases, the minimum achievable expected distortion decreases to zero
at the rate of
1
(logN)x−1
(62)
Hence, the total power P (N) = Ptot performs as well as P (N) = NPind “order-wise”, and
therefore, in practice we may prefer to choose P (N) = Ptot. In fact, we can decrease the
total power to P (N) = N−1/3 and the minimum achievable distortion will still decrease to
zero at the rate in (62).
When the total power is small, i.e., P (N) ranges from N−1 to N−1/2, our lower and upper
bounds do not meet. Our lower bound in (33) decreases to zero as 1
(logN)x−1
but our upper
bound is a non-zero constant. The main discrepancy between our lower and upper bounds
comes from the gap between the lower and upper bounds on the sum capacities, CNa and C
N
u ,
for a cooperative multiple access channel. In fact, when the total power is small, as shown
17
in (29) and (54), lower and upper bounds on the distortion-rate function, Dp(R) and Da(R)
still coincide order-wise. This total power region should be of practical interest, because in
this region, the sum power constraint is quite low, and yet the lower bound on the distortion
is of the same order as one would obtain with any P (N) which increases polynomially with
N . Hence, from the lower bound, it seems that this region potentially has good performance.
However, our separation-based upper bound does not meet the lower bound, and whether
the lower bound can be achieved remains an open problem.
When the total power is very small, i.e., P (N) is less than N−1, our lower and upper
bounds meet and the minimum achievable expected distortion is a constant that does not
decrease to zero with increasing N . This case is not of practical interest because of the
unacceptable distortion.
In the case of Gauss-Markov random process, we have x = 2 and α = β = τ = γ =
1. Inserting these values into the above results, we see that in the medium total power
region, i.e., P (N) is in the wide range of N−1/2+ǫ to e
N1/4
N
, the minimum achievable expected
distortion is
DN = Θ
(
1
log(NP (N))
)
(63)
For the Gauss-Markov random process, in the cases of P (N) = NPind and P (N) = Ptot, the
minimum achievable expected distortion decreases to zero at the rate of
1
logN
(64)
The conclusions in (63) and (64) were derived in [1] under a different channel assumption.
For the channel assumption in [1], the order-optimal achievability scheme was determined to
be a decode-and-forward based scheme. The range of medium power constraints was shown
to be slightly larger in [1], i.e., P (N) in the range of N−1/2+ǫ to e
N1/3
N
, and this is because it
was specifically derived for the Gauss-Markov process, instead of general Gaussian random
processes as in this work.
6.2 Comparison of the Constants in the Lower and Upper Bounds
Though the lower and upper bounds meet order-wise in a wide range of total power con-
straints, the constants in front of them are different and we aim to compare these constants
for various total power constraints in this section.
Combining (31) and (58), when P (N) satisfies (43) and (56), the minimum distortion
DN satisfies
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κ2
(
1 +
κ
x− 1
)
(κx)x−1
d
T0
(
1
log (NP (N))
)x−1
≤ DN
≤ d(1 + κ
2(x− 1)) (x2 − (1− log 2)x+ (1− log 2))x−1
T0κ3x+12x−1(x− 1)xνx−1
(
1
log(NP (N))
)x−1
(65)
Note that κ can be made as close to 1 as possible for large enough N . Let π(x, ν) be the
ratio of the constant in the lower bound and the constant in the upper bound when N is
large enough. Then,
π(x, ν) = (2ν)x−1
(
x2 − x
x2 − (1− log 2)x+ (1− log 2)
)x−1
(66)
Here, x is a parameter of the underlying Gaussian random process and ν depends on the
total power constraint of the sensor nodes, P (N). It is straightforward to see that since from
(45), ν ≤ 1/4, π(x, ν) is a monotonically decreasing function of x for a fixed ν. Hence, we
conclude that the constants in front of the lower and upper bounds differ more as x gets
large. Since x is an indication of how much randomness the random process contains, this
means that the more random the random process, the more the constants in the lower and
upper bounds meet. For a fixed underlying random process, i.e., for a fixed x, π(x, ν) is
a decreasing function of ν. This means that the less the total power we have, the more
different the constants will be.
In the Gauss-Markov random process, x = 2. When P (N) = NPind and P (N) = Ptot,
the ratio of the two constants is
π(2, 1/4) =
1
3 + log 2
≃ 0.2708 (67)
When P (N) = N−ω, 0 < ω < 1
2
, the ratio of the two constants is
π
(
2,
1
2
− 1
4
1
1− ω
)
=
(
1
2
− 1
4
1
1− ω
)
4
3 + log 2
(68)
For example, when P (N) = N−1/3, the ratio of the constants is
π (2, 1/8) =
1
2
π(2, 1/4) ≃ 0.1354 (69)
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7 Further Remarks
We have shown that the minimum achievable expected distortion behaves order-wise as
Θ
((
1
log(NP (N))
)x−1)
(70)
Due to the order-optimality of separation, this result can be generalized straightforwardly
to several other scenarios.
The result in (70) still holds when we allow the collector node to use its transmit antenna
with an arbitrary power constraint. The collector node, using its transmit antenna, can send
some form of feedback to the sensor nodes. However, the lower bound on the minimum
distortion remains unchanged in this case, because in deriving our lower bound, we assumed
that all sensor nodes know the entire random process, thus, forming a point-to-point system.
In a point-to-point system, feedback, perfect or not, does not change the capacity. Mean-
while, our upper bound is still valid, as in this achievable scheme, we choose not to utilize
the feedback link. Hence, our result in (70) remains valid. For similar reasons, our result
in (70) remains valid, when we consider a sum power constraint P (N), instead of individual
identical power constraints of P (N)/N for all sensors.
The result in (70) still holds when we allow K channel uses per realization of the random
process, where K is a constant independent of N . This is because both lower and upper
bounds are derived using separation-based schemes. The minimum achievable distortion
still behaves as (70), and the number K will only effect the constant in front. Due to the
same reasoning, the minimum achievable distortion behaves as (70) when we allow multiple
transmit and receive antennas at each node, as long as the number of antennas on each node
is a constant, independent of N .
8 Conclusions
In this paper, we investigated the performance of dense sensor networks by studying the joint
source-channel coding problem. We provided lower and upper bounds for the minimum
achievable expected distortion when the underlying random process is Gaussian. When
the random process satisfies some general conditions, we evaluated the lower and upper
bounds explicitly, and showed that they are both of order 1
(log(NP (N)))x−1
for a wide range of
total power ranging from N−
1
2
+ǫ to e
N
min( γ2τ , 2α−12(x−1) ,
β
x+τ+1)
N
. In the most interesting cases when
the total power is a constant or grows linearly with N , the minimum achievable expected
distortion decreases to zero at the rate of 1
(logN)x−1
. For random processes that satisfy these
general conditions, under these power constraints, we have found that an order-optimal
20
scheme is a separation-based scheme, that is composed of distributed rate-distortion coding
[11] and amplify-and-forward channel coding [12].
9 Appendix
9.1 Some properties of λ′
k
and λ′′
k
In this subsection, we provide two lemmas which characterize some properties of {λ′k}∞k=0
and {λ′′k}∞k=0, defined in (10) and (11), which will be useful in deriving our main results.
Lemma 5 For any constant 0 < κ < 1, we have
∞∑
k=
$
d
1
x
θ
1
x
−cl+1
%λ
′
k ≥
κd
1
x
(x− 1)θ
1− 1
x (71)
and
$
d
1
x
θ
1
x
−cl
%
∑
k=0
1
2
log
(
λ′k
θ
)
≥ κxd
1
x
2
θ−
1
x (72)
when θ is small enough.
Lemma 6 For any constant 0 < κ < 1, we have
∞∑
k=
—
( dθ )
1
x+cu

+1
λ′′k ≤
d
1
x
(x− 1)κθ
1− 1
x (73)
and
—
( dθ )
1
x+cu

∑
k=0
1
2
log
(
1 +
λ′′k
θ
)
≤
(
log 2 + x
2κ
)
d
1
xθ−
1
x (74)
when θ is small enough.
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9.1.1 Proof of Lemma 5
We will first prove (71).
∞∑
k=
$
d
1
x
θ
1
x
−cl+1
%λ
′
k =
∞∑
k=
$
d
1
x
θ
1
x
−cl+1
%
d
(k + cl)x
(75)
= d
∞∑
k=
$
d
1
x
θ
1
x
+1
%
1
kx
(76)
≥ d
x− 1
1⌊
d
1
x
θ
1
x
+ 1
⌋x−1 (77)
≥ κd
1
x
(x− 1)θ
1− 1
x (78)
where (75) is true when θ is small enough, more specifically, when
⌊
d
1
x
θ
1
x
− cl + 1
⌋
> K0. We
have (77) because of the inequality
∞∑
k=n
1
kx
≥
∫ ∞
n
1
yx
dy =
1
(x− 1)nx−1 (79)
and (78) is true when θ is small enough, i.e., for any 0 < κ < 1, there exists a θ0(κ) > 0 such
that when 0 < θ ≤ θ0(κ), (78) is true.
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Next, we will prove (72).
$
d
1
x
θ
1
x
−cl
%
∑
k=0
1
2
log
(
λ′k
θ
)
=
K0∑
k=0
1
2
log
(
λk
θ
)
+
$
d
1
x
θ
1
x
%
−cl∑
k=K0+1
1
2
log
(
d
(k + cl)
x θ
)
(80)
=
K0∑
k=0
1
2
log
(
λk
θ
)
+
$
d
1
x
θ
1
x
%
∑
k=K0+cl+1
1
2
log
(
d
kxθ
)
(81)
=
K0∑
k=0
1
2
log
(
λk
d
)
+
K0∑
k=0
1
2
log
(
d
θ
)
+
1
2
(⌊
d
1
x
θ
1
x
⌋
− cl −K0
)
log
(
d
θ
)
− x
2
log
$
d
1
x
θ
1
x
%
∏
k=K0+cl+1
k
(82)
=
K0∑
k=0
1
2
log
(
λk
d
)
+
1
2
(⌊
d
1
x
θ
1
x
⌋
− cl + 1
)
log
(
d
θ
)
− x
2
log
(⌊
d
1
x
θ
1
x
⌋
!
)
+
x
2
log ((K0 + cl)!)
(83)
≥1
2
(⌊
d
1
x
θ
1
x
⌋
− cl + 1
)
log
(
d
θ
)
− x
2
(⌊
d
1
x
θ
1
x
⌋
+
1
2
)
log
⌊
d
1
x
θ
1
x
⌋
+
x
2
⌊
d
1
x
θ
1
x
⌋
− x
24
⌊
d
1
x
θ
1
x
⌋
+
K0∑
k=0
1
2
log
(
λk
d
)
+
x
2
log ((K0 + cl)!)− x
4
log(2π) (84)
≥x
2
⌊
d
1
x
θ
1
x
⌋
+
x
2
(
−cl + 1
2
)
log
⌊
d
1
x
θ
1
x
⌋
− x
24
⌊
d
1
x
θ
1
x
⌋ + c3 (85)
≥κxd
1
x
2
θ−
1
x (86)
where (80) is true when θ is small enough, more specifically, when
⌊
d
1
x
θ
1
x
− cl
⌋
> K0. (84)
follows by using Stirling’s approximation,
n! <
√
2πnn+
1
2 e−n+
1
12n (87)
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(85) follows because c3 is a constant, independent of θ, defined as
c3
△
=
K0∑
k=0
1
2
log
(
λk
d
)
+
x
2
log ((K0 + cl)!)− x
4
log(2π) (88)
and (86) is true when θ is small enough, i.e., for any 0 < κ < 1, there exists a θ1(κ) > 0 such
that when 0 < θ ≤ θ1(κ), (86) is true.
Therefore, for any 0 < κ < 1, (71) and (72) hold when θ is small enough.
9.1.2 Proof of Lemma 6
We will first prove (73).
∞∑
k=
—
( dθ )
1
x+cu

+1
λ′′k =
∞∑
k=
—
( dθ )
1
x+cu

+1
d
(k − cu)x (89)
=
∞∑
k=
—
( dθ )
1
x

+1
d
kx
(90)
=
d
(x− 1)
(⌊(
d
θ
) 1
x
⌋)x−1 (91)
≤ d
1
x
(x− 1)κθ
1− 1
x (92)
where (89) follows when θ is small enough, more specifically, when
⌊(
d
θ
) 1
x + cu
⌋
+ 1 > K0.
In obtaining (91) we used
∞∑
k=n
1
kx
≤
∫ ∞
n−1
1
yx
dy =
1
(x− 1)(n− 1)x−1 (93)
and (92) follows when θ is small enough, i.e., for any 0 < κ < 1, there exists a θ2(κ) > 0
such that when 0 < θ ≤ θ2(κ), (92) is true.
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Next, we will prove (74).
—
( dθ )
1
x+cu

∑
k=0
1
2
log
(
1 +
λ′′k
θ
)
=
K0∑
k=0
1
2
log
(
1 +
λk
θ
)
+
—
( dθ )
1
x+cu

∑
k=K0+1
1
2
log
(
1 +
d
(k − cu)xθ
)
(94)
≤
K0∑
k=0
1
2
log
(
2λk
θ
)
+
—
( dθ )
1
x+cu

∑
k=K0+1
1
2
log
(
2d
(k − cu)xθ
)
(95)
=
K0∑
k=0
1
2
log
(
2λk
θ
)
+
—
( dθ )
1
x+cu

∑
k=cu+1
1
2
log
(
2d
(k − cu)xθ
)
−
K0∑
k=cu+1
1
2
log
(
2d
(k − cu)xθ
)
(96)
=
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d
θ
) 1
x
⌋
1
2
log 2− x
2
log
(⌊(
d
θ
) 1
x
⌋
!
)
+
1
2
(⌊(
d
θ
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x
⌋)
log
d
θ
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cu + 1
2
log
d
θ
+ c1 (97)
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θ
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4
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log 2 + x
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)
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x
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d
θ
) 1
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log
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θ
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d
θ
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d
θ
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⌋
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2
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24
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θ
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x
⌋
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≤
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d
θ
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log 2 + x
2
)
+
x
2
⌊(
d
θ
) 1
x
⌋
log
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θ
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x
⌋

− x
4
log
⌊(
d
θ
) 1
x
⌋
+
cu + 1
2
log
d
θ
− x
24
⌊(
d
θ
) 1
x
⌋
+ 2
− x
4
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≤
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d
θ
) 1
x
⌋(
log 2 + x
2
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− x
4
log
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d
θ
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where (94) is true when θ is small enough, more specifically, when
⌊(
d
θ
) 1
x + cu
⌋
> K0. We
have (95) because
d
(k − cu)xθ > 1 (103)
for all k between K0 + 1 and
⌊(
d
θ
) 1
x + cu
⌋
, and when θ is small enough such that
θ ≤ λk, k = 1, 2, · · · , K0 (104)
We have (97) because we defined
c1
△
=
K0∑
k=1
1
2
log
2λk
d
−
K0∑
k=cu+1
1
2
log
2
(k − cu)x (105)
We used Stirling’s approximation,
n! >
√
2πnn+
1
2 e−n+
1
12n+1 (106)
to obtain (98), and (101) follows by using
log(1 + x) ≤ x, x ≥ 0 (107)
(102) follows when θ is small enough, i.e., for any 0 < κ < 1, there exists a θ3(κ) > 0 such
that when 0 < θ ≤ θ3(κ), (102) is true.
Therefore, for any 0 < κ < 1, (73) and (74) hold when θ is small enough.
9.2 Proof of Lemma 1
For any 0 < κ < 1, when θ is small enough, the results of Lemma 5 hold.
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From (22), we have
R(θ) =
∞∑
k=0
max
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0,
1
2
log
(
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where in (109) we have used the definition of sequence λ′k in (10) and the observation in (12).
(110) follows when θ is small enough, more specifically, when θ < λK0 and
⌊
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θ
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− cl
⌋
> K0.
(111) follows from (72) in Lemma 5.
From (23), we have
D(θ) = T−10
∞∑
k=0
min(θ, λk) (112)
≥ T−10
∞∑
k=0
min(θ, λ′k) (113)
= T−10
$
d
1
x
θ
1
x
−cl
%
∑
k=0
θ + T−10
∞∑
$
d
1
x
θ
1
x
−cl+1
%λ
′
k (114)
≥ T−10
(⌊
d
1
x
θ
1
x
⌋
− cl + 1
)
θ + T−10
κd
1
x
(x− 1)θ
1− 1
x (115)
≥ κ
(
1 +
κ
x− 1
)
d
1
x
T0
θ1−
1
x (116)
where in (113) we have used the definition of sequence λ′k in (10) and the observation in (12).
(114) follows when θ is small enough, more specifically, when θ < λK0 and
⌊
d
1
x
θ
1
x
− cl + 1
⌋
>
K0. (115) follows from (71) in Lemma 5. (116) is true for small enough θ, i.e., for any
0 < κ < 1, there exists a θ4(κ) > 0 such that when 0 < θ ≤ θ4(κ), (116) is true.
Therefore, for any 0 < κ < 1, (27) and (28) hold when θ is small enough.
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9.3 Proof of Theorem 1
R(θ) is a strictly decreasing function when θ < λ1. Hence, when θ < λ1, the inverse function
θ(R) exists. For any 0 < κ < 1, when θ is small enough, or equivalently, when R is large
enough, from (27) in Lemma 1, we have
θ(R) ≥ d
(κx
2
)x
R−x (117)
Using (117) and (28), for any 0 < κ < 1, (29) holds when R is large enough, since D(θ) is a
nondecreasing function of θ.
9.4 Proof of Theorem 2
When P (N) is such that (30) is satisfied, from (25), we see that in this case CNu increases
monotonically in N . Hence, when N is large enough, CNu will be large enough such that
Theorem 1 holds. Hence, for any constant 0 < κ < 1, a lower bound on the minimum
achievable expected distortion is
DNl = Dp(C
N
u ) (118)
≥ κ
(
1 +
κ
x− 1
)(κx
2
)x−1 d
T0
(CNu )
1−x (119)
≥ κ
(
1 +
κ
x− 1
)
(κx)x−1
d
T0
(
1
log
(
1 + h¯2uNP (N)
)
)x−1
(120)
≥ κ2
(
1 +
κ
x− 1
)
(κx)x−1
d
T0
(
1
log (NP (N))
)x−1
(121)
where (120) follows from (25), and the last step follows when N is large enough, i.e., there
exists an N0(κ) > 0, such that when N > N0(κ), (121) is true.
Therefore, when P (N) is such that (30) is satisfied, for any 0 < κ < 1, (31) is true when
N is large enough.
9.5 Proof of Theorem 3
We restate the generalization of [11, Theorem 1], which appeared in [21, Theorem 1] for N
sensor nodes below. This provides us with an achievable rate-distortion point.
Theorem 7 [11, 21] If the individual rates are equal, a rate-distortion sum rate Rc and
distortion Dc are achievable if there exist random variables T1, T2, · · · , TN with
(S(t), S{i}c , T{i}c)→ Si → Ti, i = 1, 2, · · · , N (122)
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and an estimator function
Sˆ(t) = g(T1, T2, · · · , TN) (123)
such that
Rc ≥ I(S1, S2, · · · , SN ;T1, T2, · · · , TN) (124)
Dc ≥ E[d(S(t), g(T1, T2, · · · , TN))] (125)
We obtain an achievable rate-distortion point when we specify the relationship between
(S(t), {Si}∞i=1, {Ti}∞i=1) as
Ti = Si +Wi, i = 1, 2, · · · , N (126)
where Wi, i = 1, 2, · · · , N , are i.i.d. Gaussian random variables with zero-mean and variance
σ2D and independent of everything else. Here, we can adjust σ
2
D to achieve various feasible
rate-distortion points [11].
We choose the MMSE estimator to estimate S(t) from observations {Tk}Nk=1. Hence, the
achieved distortion is
DNc (σ
2
D) =
1
T0
∫ T0
0
(
K(t, t)− ρTN(t)
(
ΣN + σ
2
DI
)−1
ρN(t)
)
dt (127)
The sum rate required to achieve this distortion is
RNc (σ
2
D) = I(S1, S2, · · · , SN ;T1, T2, · · · , TN)
=
1
2
log det
(
I +
1
σ2D
ΣN
)
(128)
=
N−1∑
k=0
1
2
log
(
1 +
µ
(N)
k
σ2D
)
(129)
where µ
(N)
0 , µ
(N)
1 , · · · , µ(N)N−1 are the eigenvalues of ΣN .
Next, let θ′ = T0
N−1
σ2D, Σ
′
N =
T0
N−1
ΣN and µ
(N)′
k =
T0
N−1
µ
(N)
k . We define two functions of θ
′
as
RNa (θ
′)
△
= Rc(σ
2
D) =
N−1∑
k=0
1
2
log
(
1 +
µ
(N)′
k
θ′
)
(130)
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and
DNa (θ
′)
△
= DNc (σ
2
D) =
1
T0
∫ T0
0
(
K(t, t)− T0
N − 1ρ
T
N(t) (Σ
′
N + θ
′I)
−1
ρN(t)
)
dt (131)
and by definition, sum rate RNa (θ
′) and distortion DNa (θ
′) are achievable for an arbitrary
Gaussian random processes.
9.6 Proof of Lemma 2
Using the matrix inversion lemma [22],
(Σ′N + θ
′I)
−1
= Σ
′−1
N − Σ
′−1
N
(
1
θ′
I + Σ
′−1
N
)−1
Σ
′−1
N (132)
we have
DNa (θ
′) =
1
T0
∫ T0
0
(
K(t, t)− T0
N − 1ρ
T
N(t)Σ
′−1
N ρN(t)
)
dt
+
1
N − 1
∫ T0
0
ρ
T
N(t)Σ
′−1
N
(
1
θ′
I + Σ
′−1
N
)−1
Σ
′−1
N ρN(t)dt (133)
=D(N)s +D
(N)(θ′) (134)
where we have defined
D(N)s
△
=
1
T0
∫ T0
0
(
K(t, t)− T0
N − 1ρ
T
N(t)Σ
′−1
N ρN(t)
)
dt (135)
D(N)(θ′)
△
=
1
N − 1
∫ T0
0
ρ
T
N(t)Σ
′−1
N
(
1
θ′
I + Σ
′−1
N
)−1
Σ
′−1
N ρN(t)dt (136)
We continue evaluating D(N)(θ′),
D(N)(θ′)
=
1
N − 1
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(
ρ
T
N
(
i− 1
N − 1T0
)
−∆Ti (t)
)
Σ
′−1
N
(
1
θ′
I + Σ
′−1
N
)−1
Σ
′−1
N
(
ρN
(
i− 1
N − 1T0
)
−∆i(t)
)
dt (137)
=
1
T0
N−1∑
i=1
((
1
θ′
I + Σ
′−1
N
)−1)
(i,i)
− 2 1
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
((
1
θ′
I + Σ
′−1
N
)−1
Σ
′−1
N ∆i(t)
)
i
dt
+
1
N − 1
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∆Ti (t)Σ
′−1
N
(
1
θ′
I + Σ
′−1
N
)−1
Σ
′−1
N ∆i(t)dt (138)
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where ∆i(t) is defined as
∆i(t) = ρN
(
i− 1
N − 1T0
)
− ρN(t) (139)
for i−1
N−1
T0 ≤ t ≤ iN−1T0, and (138) follows based on the fact that
ρ
T
N
(
i− 1
N − 1T0
)
Σ
′−1
N =
N − 1
T0
ei (140)
where ei is the row vector whose i-th entry is 1 and all other entries are 0.
The eigenvalues of Σ
′−1
N
(
1
θ′
I + Σ
′−1
N
)−1
Σ
′−1
N are
θ′
µ
(N)′
k + θ
′
1
µ
(N)′
k
, k = 0, 1, · · · , N − 1 (141)
which are smaller than the corresponding eigenvalues of Σ
′−1
N , i.e.,
1
µ
(N)′
k
. Thus, the third
term in (138) is bounded by
1
N − 1
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∆Ti (t)Σ
′−1
N
(
1
θ′
I + Σ
′−1
N
)−1
Σ
′−1
N ∆i(t)dt
≤ 1
N − 1
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∆Ti (t)Σ
′−1
N ∆i(t)dt (142)
To further upper bound the third term in (138), we write
D(N)s =
1
T0
∫ T0
0
(
K(t, t)− T0
N − 1ρ
T
N(t)Σ
′−1
N ρN (t)
)
dt (143)
=
1
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(
K(t, t)− T0
N − 1
(
ρ
T
N
(
i− 1
N − 1T0
)
−∆i(t)T
)
Σ
′−1
N
(
ρN
(
i− 1
N − 1T0
)
−∆i(t)
))
dt (144)
=
1
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(
K(t, t)−K
(
i− 1
N − 1T0,
i− 1
N − 1T0
))
dt
+
2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(∆i(t))i dt−
1
N − 1
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∆i(t)
TΣ
′−1
N ∆i(t)dt (145)
= A(N) − 1
N − 1
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∆i(t)
TΣ
′−1
N ∆i(t)dt (146)
31
where we have defined
A(N) =
1
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(
K(t, t)−K
(
i− 1
N − 1T0,
i− 1
N − 1T0
))
dt+
2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(∆i(t))i dt
(147)
=
1
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(
K(t, t)−K
(
i− 1
N − 1T0,
i− 1
N − 1T0
))
dt
+
2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(
ρN
(
i− 1
N − 1T0
)
− ρN(t)
)
i
dt (148)
Then, we have the third term in (138) upper bounded by A(N) because of (142), (146) and
the fact that D
(N)
s is non-negative, i.e.,
1
N − 1
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∆Ti (t)Σ
′−1
N
(
1
θ′
I + Σ
′−1
N
)−1
Σ
′−1
N ∆i(t)dt ≤ A(N) (149)
Furthermore, we can see from (146) that
D(N)s ≤ A(N) (150)
Now, we evaluate the second term in (138). Since,
∣∣∣∣∣
((
1
θ′
I + Σ
′−1
N
)−1
Σ
′−1
N ∆i(t)
)
i
∣∣∣∣∣ ≤
∣∣∣∣∣
∣∣∣∣∣
(
1
θ′
I + Σ
′−1
N
)−1
Σ
′−1
N ∆i(t)
∣∣∣∣∣
∣∣∣∣∣ (151)
≤
∣∣∣∣∣
∣∣∣∣∣
(
1
θ′
I + Σ
′−1
N
)−1
Σ
′−1
N
∣∣∣∣∣
∣∣∣∣∣
2
· ||∆i(t)|| (152)
= max
0≤k≤N−1
(
µ
(N)′
k
)−1( 1
θ′
+
1
µ
(N)′
k
)−1
||∆i(t)|| (153)
≤ ||∆i(t)|| (154)
where || · ||2 denotes the spectral norm of a matrix, which is defined as the largest eigenvalue
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of a matrix [22]. Therefore, the second term in (138) is bounded by
∣∣∣∣∣ 2T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
((
1
θ′
I + Σ
′−1
N
)−1
Σ
′−1
N ∆i(t)
)
i
dt
∣∣∣∣∣
≤ 2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∣∣∣∣∣
((
1
θ′
I + Σ
′−1
N
)−1
Σ
′−1
N ∆i(t)
)
i
∣∣∣∣∣ dt (155)
≤ 2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
||∆i(t)||dt (156)
= B(N) (157)
where we have defined B(N) as
B(N) =
2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
||∆i(t)||dt (158)
=
2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∣∣∣∣
∣∣∣∣ρN
(
i− 1
N − 1T0
)
− ρN(t)
∣∣∣∣
∣∣∣∣ dt (159)
Finally, the first term in (138) is bounded by
1
T0
N−1∑
i=1
((
1
θ′
I + Σ
′−1
N
)−1)
(i,i)
≤ 1
T0
N∑
i=1
((
1
θ′
I + Σ
′−1
N
)−1)
(i,i)
(160)
=
1
T0
tr
((
1
θ′
I + Σ
′−1
N
)−1)
(161)
=
1
T0
N−1∑
k=0
(
1
θ′
+
1
µ
′(N)
k
)−1
(162)
△
= DNb (θ
′) (163)
where the last step is by the definition of DNb (θ
′). Hence, for an arbitrary Gaussian random
process, by (134), (138), (149), (150), (157) and (163), we have shown that
DNa (θ
′) ≤ 2A(N) +B(N) +DNb (θ′) (164)
9.7 Proof of Theorem 4
Each round of communication will take 2Nn time slots. In the [2n(i−1)]-th to [2ni]-th time
slots, node i transmits at rate Ri, while all other nodes act as relay nodes and transmit no
data of their own. In the end, the achievable sum rate is
PN
i=1Ri
N
. We will show that each
node can achieve Ri = C
N
a , and thus, all nodes can achieve the sum rate of C
N
a with identical
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individual rates.
We will consider the transmission of the data of node i. Node i codes its message using
capacity achieving single-user coding techniques with codeword length n. Each codeword
symbol requires two time slots. In the first time slot, node i transmits its codeword symbol
using power P (N). All other nodes remain silent, and receive a noisy version of node
i’s transmitted signal. The collector node ignores its received signal, which is suboptimal
but eases calculation and does not affect the scaling law of the achievable rate. Identical
individual power constraints of P (N)/N for the nodes are satisfied, since all nodes take turns
and node i will do this only 1/N -th of the time, therefore its transmit power in 1/N -th of the
time is P (N). In the second time slot, all sensor nodes, except node i, amplify and forward
what they have received in the previous time slot to the collector node using an individual
power constraint P (N)/N . The collector node, after 2n time slots, decodes using capacity
achieving single-user decoding techniques. Now, we calculate the rate achievable with this
scheme. In the first time slot, sensor node j receives
Yj = hijXi + Zj, i, j = 1, 2, · · · , N, j 6= i (165)
and in the second time slot, sensor node j transmits
Xj = βijYj (166)
= βijhijXi + βijZj , i, j = 1, 2, · · · , N, j 6= i (167)
where βij is the scaling coefficient of node j when it amplifies the signal it received from node
i. In order to satisfy the identical individual power constraints, {βij}Nj=1,j 6=i have to satisfy
β2ij
(
h2ijP (N) + 1
) ≤ P (N)
N
, ∀i, j = 1, 2, · · · , N (168)
The collector node receives
Y0 =
N∑
j=1,j 6=i
hj0Xj + Z0 (169)
=
(
N∑
j=1,j 6=i
βijhijhj0
)
Xi +
(
N∑
j=1,j 6=i
hj0βijZj
)
+ Z0 (170)
Therefore, the achievable rate is,
1
4
log

1 +
(∑N
j=1,j 6=i βijhijhj0
)2
P (N)∑N
j=1,j 6=i (βijhj0)
2 + 1

 (171)
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where we have 1
4
because we used two time slots to transmit one codeword symbol. We
choose
βij = ζhijhj0 (172)
where, in order to satisfy the power constraint, the constant ζ must satisfy
ζ2 ≤ P (N)
h4ijh
2
j0NP (N) + h
2
ijh
2
j0N
, ∀i, j (173)
We can choose ζ as
ζ2 =
P (N)
h¯6uNP (N) + h¯
4
uN
(174)
Thus, from (171), an lower bound on the achievable rate is
1
4
log

1 + ζ2
(∑N
j=1,j 6=i h
2
ijh
2
j0
)2
P (N)
ζ2
(∑N
j=1,j 6=i h
2
ijh
4
j0
)
+ 1

 ≥ 1
4
log
(
1 +
h¯8l ζ
2(N − 1)2P (N)
h¯6uζ
2N + 1
)
△
= CNb (175)
Clearly, rate CNb can be achievable by any node i. We have
CNb =
1
4
log
(
1 +
h¯8l (P (N))
2 (N−1)2
N
2h¯6uP (N) + h¯
4
u
)
(176)
≥ 1
4
log
(
1 +
h¯8l (P (N))
2N
4h¯6uP (N) + 2h¯
4
u
)
(177)
where the last step follows when N is large enough such that (N−1)
2
N
> N
2
.
When P (N) is such that
lim
N→∞
1
P (N)
= 0 (178)
for any 0 < κ < 1, we have,
CNb ≥
1
4
log
(
1 +
h¯8l (P (N))
2N
8h¯6uP (N)
)
(179)
=
1
4
log
(
1 +
h¯8l
8h¯6u
NP (N)
)
(180)
≥ κ
4
log (NP (N)) (181)
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for N large enough, i.e., there exists N1(κ) > 0, such that when N > N1(κ), (179) and (181)
are true.
When P (N) is such that
lim
N→∞
P (N) = l (182)
and l is a number that satisfies 0 < l <∞, fix some small l0 > 0, there exists an N2(l0) > 0
such that when N > N2(l0), we have,
l − l0 < P (N) < l + l0 (183)
Hence, when N > N2(l0), for any 0 < κ < 1,
CNb ≥
1
4
log
(
1 +
h¯8l (l − l0)
4h¯6u(l + l0) + 2h¯
4
u
P (N)N
)
(184)
≥ κ
4
log (NP (N)) (185)
where the last step follows when N is large enough, i.e., when there exists an N3(κ) > 0,
such that when N > max (N2(l0), N3(κ)), (185) is true.
When P (N) is such that
lim
N→∞
P (N) = 0 (186)
and there exists a constant 0 < ǫ < 1
2
, such that
lim
N→∞
P (N)N
1
2
−ǫ > 1 (187)
we have, for 0 < κ < 1,
CNb ≥
1
4
log
(
1 +
h¯8l
4h¯4u
(P (N))2N
)
(188)
≥ κ
4
log
(
(P (N))2N
)
(189)
=
κ
4
log(NP (N)) +
κ
4
log(P (N)) (190)
≥ κ
4
4ǫ
1 + 2ǫ
log(NP (N)) (191)
where the last step follows from
κ
4
(
1− 4ǫ
1 + 2ǫ
)
log(NP (N)) +
κ
4
log(P (N)) =
κ
4
2
1 + 2ǫ
log(P (N)N
1
2
−ǫ) ≥ 0 (192)
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when N is large enough, i.e., there exists an N4(κ) > 0, such that when N > N4(κ), (188),
(189) and (192) are true, and therefore, (191) is true.
Thus, combining all possible cases of P (N), we see that when P (N) is such that there
exists a constant ǫ > 0, such that
lim
N→∞
P (N)N
1
2
−ǫ > 1 (193)
for any 0 < κ < 1, the following rate CNa is achievable,
CNa = κν log(NP (N)) (194)
where constant ν is
ν = min
(
ǫ
1 + 2ǫ
,
1
4
)
(195)
when N is large enough.
Since all nodes take turns applying the same scheme, the individual rates of all sensors
are the same, and the achievable sum rate is (194).
For all other P (N), from (177), we see that the achievable sum rate approaches a positive
constant or zero as N goes to infinity.
9.8 Proof of Lemma 3
We first consider A(N).
A(N) =
1
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(
K(t, t)−K
(
i− 1
N − 1T0,
i− 1
N − 1T0
))
dt
+
2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(
ρN
(
i− 1
N − 1T0
)
− ρN(t)
)
i
dt (196)
≤ 1
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∣∣∣∣K(t, t)−K
(
i− 1
N − 1T0,
i− 1
N − 1T0
)∣∣∣∣ dt
+
2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∣∣∣∣
(
ρN
(
i− 1
N − 1T0
)
− ρN(t)
)
i
∣∣∣∣ dt (197)
≤ 1
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
B
( √
2
N − 1T0
)α
dt+
2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
B
(
1
N − 1T0
)α
dt (198)
=B
(
2
α
2 + 2
)
T α0
1
(N − 1)α (199)
=Θ
(
N−α
)
(200)
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where (198) follows from condition 2 in Section 3. Using similar ideas, we have
B(N) =
2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∣∣∣∣
∣∣∣∣ρN
(
i− 1
N − 1T0
)
− ρN(t)
∣∣∣∣
∣∣∣∣ dt (201)
=
2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(
N−1∑
m=0
∣∣∣∣K
(
i− 1
N − 1T0,
mT0
N − 1
)
−K
(
t,
mT0
N − 1
)∣∣∣∣
2
) 1
2
dt (202)
≤ 2
T0
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(
N−1∑
m=0
(
B
(
T0
N − 1
)α)2) 12
dt (203)
= 2BT α0
N
1
2
(N − 1)α (204)
= Θ
(
N
1
2
−α
)
(205)
9.9 Some properties of µ
(N)′
k
Lemma 7 For all Gaussian random processes in A, let K1(N) be a sequence of numbers
that satisfies
lim
N→∞
1
K1(N)
= 0 (206)
lim
N→∞
(K1(N) +B4)
2τ
(N − 1)γ = 0 (207)
lim
N→∞
K1(N)
x+1+τ
(N − 1)β = 0 (208)
Then, for each k such that k ≤ K1(N), there exists an eigenvalue µ′(N), different for each k,
of Σ′N such that
∣∣µ′(N) − λk∣∣ ≤ d1 (k +B7)τ
(N − 1)β (209)
for some d1 > 0 and some positive integer B7, both independent of k and N , when N is large
enough.
Lemma 7 shows that the convergence of µ
(N)
k to λk is not uniform, and the approximation of
µ
(N)
k using λk is accurate only when k << N
γ
τ and λk >> d1
(k+B7)
τ
(N−1)β
. When the conditions
of Lemma 7 are satisfied, we label the µ′(N) that satisfies (209) to be µ
(N)′
k for k ≤ K1(N).
The remaining N −K1(N) eigenvalues of µ′(N) will be labelled according to the order from
large to small.
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Lemma 8 For all Gaussian random processes in A, define two sequences ϑNL and ϑNU as
lim
N→∞
1
ϑNLN
min(xγ2τ ,
αx
x−1
, βx
x+τ+1)
= 0, lim
N→∞
ϑNU = 0 (210)
For any constant 0 < κ < 1, we have
N−1∑
k=
—
( dθ′ )
1
x+cu

+1
µ
(N)′
k ≤
d
1
x
(x− 1)κ2 θ
′1− 1
x (211)
when θ′ ∈ [ϑNL , ϑNU ] and N is large enough.
Lemma 8 shows that the sum of the eigenvalues that do not converge to λk for k =
0, 1, · · · ,
⌊(
d
θ′
) 1
x + cu
⌋
is quite small.
9.9.1 Proof of Lemma 7
By definition, λk for any k satisfies
λkφk
(
l − 1
N − 1T0
)
=
∫ T0
0
K
(
l − 1
N − 1T0, s
)
φk(s)ds, ∀l = 1, 2, · · · , N (212)
We rewrite the right hand side of (212) by
T0
N − 1
N∑
i=1
K
(
l − 1
N − 1T0,
i− 1
N − 1T0
)
φk
(
i− 1
N − 1T0
)
+ ǫkN
(
l − 1
N − 1T0
)
∀l = 1, 2, · · · , N
(213)
where ǫkN
(
l−1
N−1
T0
)
is defined as
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(
K
(
l − 1
N − 1T0, s
)
φk(s)−K
(
l − 1
N − 1T0,
i− 1
N − 1T0
)
φk
(
i− 1
N − 1T0
))
ds
− T0
N − 1K
(
l − 1
N − 1T0, T0
)
φk(T0) (214)
Using (212) and (213), we have for any l = 1, 2, · · · , N ,
λkφk
(
l − 1
N − 1T0
)
=
T0
N − 1
N∑
i=1
K
(
l − 1
N − 1T0,
i− 1
N − 1T0
)
φk
(
i− 1
N − 1T0
)
+ ǫkN
(
l − 1
N − 1T0
)
(215)
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i.e., we have
λk
√
T0
N − 1φk
(
l − 1
N − 1T0
)
=
T0
N − 1
N∑
i=1
K
(
l − 1
N − 1T0,
i− 1
N − 1T0
)√
T0
N − 1φk
(
i− 1
N − 1T0
)
(216)
+
√
T0
N − 1ǫ
k
N
(
l − 1
N − 1T0
)
(217)
Let us define vector a
(N)
k of length of N by defining its l-th element to be
√
T0
N−1
ǫkN
(
l−1
N−1
T0
)
and vector b
(N)
k of length of N by defining its l-th element to be
√
T0
N−1
φk
(
l−1
N−1
T0
)
, we have
in matrix form
λkb
(N)
k = Σ
′
Nb
(N)
k + a
(N)
k (218)
The links between the eigenvalues of Σ′N and the eigenvalues of K(t, s), i.e., the λks, will
be determined using (218). To do this, we first bound three quantities,
∣∣∣∣∣∣a(N)k ∣∣∣∣∣∣, ∣∣∣∣∣∣b(N)k ∣∣∣∣∣∣,∣∣∣b(N)Tm b(N)l ∣∣∣ for k,m, l ≤ K1(N) and m 6= l.
We first upper bound |φk(T0)|. Let Fk(s) be defined as∫ s
0
φ2k(t)dt (219)
Then, by the mean value theorem on interval [0, T0], we have that there exists a T
′ ∈ [0, T0],
such that
1 = Fk(T0)− Fk(0) = φ2k(T ′) (220)
Hence, using condition 3 in Section 3, we have
|φk(t)− φk(T ′)| ≤ B3(k +B4)τT γ0 , t ∈ [0, T0] (221)
Thus,
|φk(t)| ≤ B3(k +B4)τT γ0 + 1, t ∈ [0, T0] (222)
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Now, we analyze the norm of a
(N)
k . From the definition of ǫ
k
N
(
l−1
N−1
T0
)
in (214), we have
∣∣∣∣ǫkN
(
l − 1
N − 1T0
)∣∣∣∣
≤
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∣∣∣∣K
(
l − 1
N − 1T0, s
)
φk(s)−K
(
l − 1
N − 1T0,
i− 1
N − 1T0
)
φk
(
i− 1
N − 1T0
)∣∣∣∣ ds
+
T0
N − 1
∣∣∣∣K
(
l − 1
N − 1T0, T0
)∣∣∣∣ |φk(T0)| (223)
≤ B2T 1+β0
(k +B1)
τ
(N − 1)β +
T0K¯(T0) |φk(T0)|
N − 1 (224)
≤ B2T 1+β0
(k +B1)
τ
(N − 1)β +
T0K¯(T0) (B3(k +B4)
τT γ0 + 1)
N − 1 (225)
≤ B2T 1+β0
(k +B1)
τ
(N − 1)β +
T0K¯(T0) (B3(k +B4)
τT γ0 + 1)
(N − 1)β (226)
≤
(
B2T
1+β
0 + T
1+γ
0 K¯(T0)B3
)
(k +max(B1, B4))
τ + T0K¯(T0)
(N − 1)β (227)
≤
max
(
1,
(
B2T
1+β
0 + T
1+γ
0 K¯(T0)B3
))(
(k +max(B1, B4))
τ +
((
T0K¯(T0)
)1/τ)τ)
(N − 1)β (228)
≤
max (1, 21−τ )max
(
1,
(
B2T
1+β
0 + T
1+γ
0 K¯(T0)B3
))(
k +max(B1, B4) +
(
T0K¯(T0)
)1/τ)τ
(N − 1)β
(229)
≤ B6 (k +B
′
7)
τ
(N − 1)β (230)
where (224) follows because the random process satisfies condition 3 in Section 3, and because
K¯(T0) is defined as
max
1≤l≤N
∣∣∣∣K
(
l − 1
N − 1T0, T0
)∣∣∣∣ (231)
and is a finite nonnegative number since K(t, s) satisfies condition 2 in Section 3 and thus,
is continuous, (225) follows from (222), and (226) follows because β ≤ 1 from condition 3 in
Section 3, and (229) follows because for ∀u, v > 0
uτ + vτ ≤ (u+ v)τ , τ ≥ 1 (232)
uτ + vτ
2
≤
(
u+ v
2
)τ
, 0 ≤ τ < 1 (233)
(230) comes because we define the variables B6 and B
′
7, which are both independent of k
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and N , as
B6 = max
(
1, 21−τ
)
max
(
1,
(
B2T
1+β
0 + T
1+γ
0 K¯(T0)B3
))
(234)
B′7 =
⌈
max(B1, B4) +
(
T0K¯(T0)
)1/τ⌉
(235)
Note that B′7 is a positive integer. Finally, we calculate the norm of vector a
(N)
k as
∣∣∣∣∣∣a(N)k ∣∣∣∣∣∣ =
√√√√ N∑
l=1
(√
T0
N − 1ǫ
N
k
(
l − 1
N − 1T0
))2
(236)
≤
√
NT0
N − 1B6
(k +B′7)
τ
(N − 1)β (237)
≤ 2B6
√
T0
(k +B′7)
τ
(N − 1)β (238)
where (238) follows when N is large enough, more specifically, there exists an interger N1
such that when N > N1, we have
√
N
N−1
≤ 2.
Now, we will calculate the norm of vector b
(N)
k . We write
1 =
∫ T0
0
φ2k(s)ds =
N∑
i=1
T0
N − 1φ
2
k
(
i− 1
N − 1T0
)
+ δkN (239)
where δkN is defined as
δkN =
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
(
φ2k(s)− φ2k
(
i− 1
N − 1T0
))
ds− T0
N − 1φ
2
k(T0) (240)
Using (14), we have for any s1, s2 ∈ [0, T0],
∣∣φ2k(s1)− φ2k(s2)∣∣ = |φk(s1) + φk(s2)| |φk(s1)− φk(s2)| (241)
≤ 2 max
s∈[0,T0]
|φk(s)|B3(k +B4)τ |s1 − s2|γ (242)
≤ 2 (B3(k +B4)τT γ0 + 1)B3(k +B4)τ |s1 − s2|γ (243)
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where (243) follows from (222). The approximation error, δkN satisfies
|δkN | ≤
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∣∣∣∣φ2k(s)− φ2k
(
i− 1
N − 1T0
)∣∣∣∣ ds+ T0φ2k(T0)N − 1 (244)
≤ T 1+γ0
2 (B3(k +B4)
τT γ0 + 1)B3(k +B4)
τ
(N − 1)γ +
T0φ
2
k(T0)
N − 1 (245)
≤ T 1+γ0
2 (B3(k +B4)
τT γ0 + 1)B3(k +B4)
τ
(N − 1)γ +
T0 (B3(k +B4)
τT γ0 + 1)
2
N − 1 (246)
≤ T 1+γ0
2 (B3(k +B4)
τT γ0 + 1)B3(k +B4)
τ
(N − 1)γ +
T0 (B3(k +B4)
τT γ0 + 1)
2
(N − 1)γ (247)
≤ 3T
1+2γ
0 B
2
3(k +B4)
2τ + 4T 1+γ0 B3(k +B4)
τ
(N − 1)γ +
T0
(N − 1)γ (248)
where (246) follows from (222), and (247) follows from the condition of γ ≤ 1 in condition
3 in Section 3. Due to the fact that K1(N) satisfies (206) and (207), for a fixed constant B5
that satisfies 0 < B5 < 1, Then, there exists an integer N0 > 0, such that for N ≥ N0,
3T 1+2γ0 B
2
3(K1(N) +B4)
2τ + 4T 1+γ0 B3(K1(N) +B4)
τ
(N − 1)γ +
T0
(N − 1)γ ≤ B5 (249)
Hence, for any k ≤ K1(N) and N ≥ N0, we have
|δkN | ≤
3T 1+2γ0 B
2
3(k +B4)
2τ + 4T 1+γ0 B3(k +B4)
τ
(N − 1)γ +
T0
(N − 1)γ (250)
≤ 3T
1+2γ
0 B
2
3(K1(N) +B4)
2τ + 4T 1+γ0 B3(K1(N) +B4)
τ
(N − 1)γ +
T0
(N − 1)γ (251)
≤ B5 (252)
Finally, by the definition of b
(N)
k , we have
∣∣∣∣∣∣b(N)k ∣∣∣∣∣∣ =
√√√√ N∑
i=1
T0
N − 1φ
2
k
(
i− 1
N − 1T0
)
(253)
=
√
1− δkN (254)
≥
√
1− ∣∣δkN ∣∣ (255)
≥
√
1− B5 (256)
where (254) follows from (239). Similarly, we have
∣∣∣∣∣∣b(N)k ∣∣∣∣∣∣ ≤√1 +B5 (257)
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Next, we show that based on the orthogonality of the eigenfunctions of φk(t), the sampled
version b
(N)
k s are almost orthogonal. Using (14), we have
|φm(s1)φl(s1)− φm(s2)φl(s2)| (258)
= |φm(s1)φl(s1)− φm(s1)φl(s2) + φm(s1)φl(s2)− φm(s2)φl(s2)| (259)
≤ |φm(s1)φl(s1)− φm(s1)φl(s2)|+ |φm(s1)φl(s2)− φm(s2)φl(s2)| (260)
≤ max
s1∈[0,T0]
|φm(s1)| |φl(s1)− φl(s2)|+ max
s2∈[0,T0]
|φl(s2)| |φm(s1)− φm(s2)| (261)
≤ (B3(m+B4)τT γ0 + 1)B3(l +B4)τ |s1 − s2|γ + (B3(l +B4)τT γ0 + 1)B3(m+ B4)τ |s1 − s2|γ
(262)
=
(
2B23(m+B4)
τ (l +B4)
τT γ0 + B3(l +B4)
τ +B3(m+B4)
τ
) |s1 − s2|γ (263)
where (262) follows from (222). Let m and l be two different integers, that belong to
{1, 2, · · · , N}. Then, we have
0 =
∫ T0
0
φm(t)φl(t)dt =
N∑
i=1
T0
N − 1φm
(
i− 1
N − 1T0
)
φl
(
i− 1
N − 1T0
)
+ εm,lN (264)
Then, we have
∣∣∣εm,lN ∣∣∣ =
∣∣∣∣∣
∫ T0
0
φm(t)φl(t)dt−
N∑
i=1
T0
N − 1φm
(
i− 1
N − 1T0
)
φl
(
i− 1
N − 1T0
)∣∣∣∣∣ (265)
≤
N−1∑
i=1
∫ i
N−1
T0
i−1
N−1
T0
∣∣∣∣φm(t)φl(t)− φm
(
i− 1
N − 1T0
)
φl
(
i− 1
N − 1T0
)∣∣∣∣ dt
+
T0
N − 1 |φm(T0)| |φl(T0)| (266)
≤T 1+γ0
2B23(m+B4)
τ (l +B4)
τT γ0 +B3(l +B4)
τ +B3(m+B4)
τ
(N − 1)γ (267)
+ T0
(B3(m+B4)
τT γ0 + 1) (B3(l +B4)
τT γ0 + 1)
N − 1 (268)
≤T 1+γ0
2B23(m+B4)
τ (l +B4)
τT γ0 +B3(l +B4)
τ +B3(m+B4)
τ
(N − 1)γ (269)
+ T0
(B3(m+B4)
τT γ0 + 1) (B3(l +B4)
τT γ0 + 1)
(N − 1)γ (270)
=
3B23(m+B4)
τ (l +B4)
τT 1+2γ0 + 2B3(l +B4)
τT 1+γ0 + 2B3(m+B4)
τT 1+γ0 + T0
(N − 1)γ
(271)
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For m, l ≤ K1(N), we have
∣∣∣εm,lN ∣∣∣ ≤ 3B23(K1(N) +B4)2τT 1+2γ0 + 4B3(K1(N) +B4)τT 1+γ0 + T0(N − 1)γ (272)
≤ 4B
2
3(K1(N) +B4)
2τT 1+2γ0
(N − 1)γ (273)
where (273) follows when N is large enough due to the fact that K1(N) satisfies (206), i.e.,
there exists an integer N2 such that when N > N2, (273) is true. The right hand side of
(273) converges to zero as N goes to infinity due to the fact that K1(N) satisfies (207). We
have
∣∣∣b(N)Tm b(N)l ∣∣∣ =
∣∣∣∣∣
N∑
i=1
T0
N − 1φm
(
i− 1
N − 1T0
)
φl
(
i− 1
N − 1T0
)∣∣∣∣∣ =
∣∣∣εm,lN ∣∣∣ (274)
≤ 4B
2
3(K1(N) +B4)
2τT 1+2γ0
(N − 1)γ (275)
which means that vectors b
(N)
m and b
(N)
l become more orthogonal as N gets larger.
Now, we are ready to establish the link between the eigenvalues of Σ′N and λk. From
(218), we have
b
(N)
k = (Σ
′
N − λkI)−1
(
−a(N)k
)
(276)
Hence,
∣∣∣∣∣∣b(N)k ∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣(Σ′N − λkI)−1∣∣∣∣∣∣
2
∣∣∣∣∣∣a(N)k ∣∣∣∣∣∣ (277)
=
(
min
0≤m≤N−1
(
µ(N)
′
m − λk
))−1 ∣∣∣∣∣∣a(N)k ∣∣∣∣∣∣ (278)
Thus, we have
min
0≤m≤N−1
(
µ(N)
′
m − λk
)
≤
∣∣∣∣∣∣a(N)k ∣∣∣∣∣∣∣∣∣∣∣∣b(N)k ∣∣∣∣∣∣ (279)
≤
2B6
√
T0
(k+B′7)
τ
(N−1)β√
1− B5
(280)
≤ d0 (k +B
′
7)
τ
(N − 1)β (281)
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where (281) follows by defining d0 as
d0 =
2B6
√
T0√
1− B5
(282)
Hence, for k = 0, 1, 2, · · · , K1(N), there exists an eigenvalue µ′(N) of Σ′N such that
∣∣µ′(N) − λk∣∣ ≤ d0 (k +B′7)τ
(N − 1)β (283)
when N is large enough, more specifically, when N ≥ max(N0, N1, N2).
For k = 0, 1, 2, · · · , K1(N), if we label the µ′(N) that satisfies (283) to be µ(N)
′
k , then when
λk for different ks are sufficiently close, more specifically,
|λm − λl| ≤ 2d0 (K1(N) +B
′
7)
τ
(N − 1)β , m, l ≤ K1(N), m 6= l (284)
µ
(N)′
m and µ
(N)′
l might correspond to the same eigenvalue of Σ
′
N , which is undesirable. If we
relax the minimum distance of d0
(k+B′7)
τ
(N−1)β
, we will be able to eliminate this problem. Thus,
we will next show that for k = 0, 1, 2, · · · , K1(N), there exists an eigenvalue µ′(N) of Σ′N ,
different for each k, such that
∣∣µ′(N) − λk∣∣ ≤ (2χ¯+ 1)√d2d0 (k + χ¯+B′7)τ
(N − 1)β (285)
when N is large enough, where we define χ¯
△
= max(K0+1+cu+cl, 2cu+2cl+1) and constant
d2 as the largest root of the following second-order equation
(1− B5)d22 − 2 ((1−B5) + 3χ¯(1 +B5)) d2 + (1−B5) + 2χ¯(1 +B5) = 0 (286)
It can be checked that both roots of the above equation are real, and the largest root is a
positive constant, strictly larger than 2χ¯(1+B5)
1−B5
+ 1, that is a function of χ¯ and B5.
First, let us define a cluster of λs. We say that χ λs are a cluster, where with no loss of
generality, we may label these λs λk, λk+1, · · · , λk+χ−1, if
λk+l − λk+l+1 ≤ 2
√
d2d0
(k + χ¯ +B′7)
τ
(N − 1)β , l = 0, 1, · · · , χ− 1 (287)
Note here that whether the λs are in a cluster depends on N .
Next, we prove that the number of λs within a cluster is upper bounded by χ¯ when N is
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large enough. For k > K0, we have
d
(k + cl)x
≤ λk ≤ d
(k − cu)x (288)
d
(k + 2cl + cu + 1)x
≤ λk+cu+cl+1 ≤
d
(k + cl + 1)x
(289)
Hence, for every k ≥ K0, the distance between λk and λk+cu+cl+1 satisfies
λk − λk+cu+cl+1 ≥
d
(k + cl)x
− d
(k + cl + 1)x
(290)
which is a non-increasing function of k. Thus, for all K0 < k ≤ K1(N), the distance between
λk and λk+cu+cl+1 satisfies
λk − λk+cu+cl+1 ≥
d
(K1(N) + cl)x
− d
(K1(N) + cl + 1)x
(291)
=
d
(K1(N) + cl)x
(
1−
(
1− 1
K1(N) + cl + 1
)x)
(292)
≥ d
(K1(N) + cl)x
(
x
1
K1(N) + cl + 1
− x(x− 1)
2
1
(K1(N) + cl + 1)2
)
(293)
=
xd
(K1(N) + cl)x+1
− x(x− 1)d
2(K1(N) + cl)x+2
(294)
≥ xd
2(K1(N) + cl)x+1
(295)
> 2
√
d2d0
(K1(N) + χ¯+B
′
7)
τ
(N − 1)β (296)
where (295) is true when N is large enough due to the fact that K1(N) satisfies (206), i.e.,
there exists an integer N3, such that when N > N3, (295) is true, and (296) is true when N
is large enough, due to the fact that K1(N) satisfies (208), i.e., there exists an integer N4,
such that when N > N4, (296) is true.
Hence, for all K0 < k ≤ K1(N), when N is large enough, more specifically, when N >
max(N3, N4), due to the sufficient distance between λk and λk+cu+cl+1, shown in (296), they
cannot be in the same cluster. Hence, we may conclude that for large enough N , the size of
a cluster is at most χ¯, which is a finite number.
Following from (218), we have
(λkI − Σ′N )b(N)k = a(N)k (297)
Let the eigenvalues and the corresponding eigenvectors of Σ′N be µ
(N)′
i and u
(N)
i , i =
47
1, 2, · · · , N , with arbitrary labelling of the eigenvalues and eigenvectors. Then we have
N∑
i=1
(
λk − µ(N)
′
i
)
u
(N)
i u
(N)T
i b
(N)
k = a
(N)
k (298)
We take the norm squared on both sides, and due to the orthogonality of eigenvectors u
(N)
i ,
we have
N∑
i=1
(
λk − µ(N)
′
i
)2 (
u
(N)T
i b
(N)
k
)2
=
∣∣∣∣∣∣a(N)k ∣∣∣∣∣∣2 , k = 0, 1, 2, · · · (299)
and we also have
N∑
i=1
(
u
(N)T
i b
(N)
k
)2
=
∣∣∣∣∣∣b(N)k ∣∣∣∣∣∣2 , k = 0, 1, 2, · · · (300)
Let λk, λk+1, · · · , λk+χ−1 be a cluster, and from previous arguments, we know χ ≤ χ¯.
Furthermore, we are only interested in the first K1(N) + 1 eigenvalues, and therefore k +
χ − 1 ≤ K1(N). We will prove by contradiction. Suppose that only ς number of µ(N)
′
i s are
within distance
√
d2d0
(k + χ¯+B′7)
τ
(N − 1)β (301)
from any of the λk, λk+1, · · · , λk+χ−1, with 1 ≤ ς < χ, we will show that there is a contra-
diction, and therefore, we can conclude that our assumption that ς < χ number of µ
(N)′
i s
are within distance (301) from any of the λk, λk+1, · · · , λk+χ is not correct. Note that ς ≥ 1
because we have already proved (283). Based on (281), the distance in (301) satisfies
√
d2d0
(k + χ¯+B′7)
τ
(N − 1)β ≥
√
d2||a(N)k+l||
||b(N)k+l||
, l = 0, 1, · · · , χ− 1 (302)
Then, based on (299), we have
(√
d2||a(N)k+l||
||b(N)k+l||
)2 N∑
i=ς+1
(
u
(N)T
i b
(N)
k+l
)2
≤
∣∣∣∣∣∣a(N)k+l∣∣∣∣∣∣2 , l = 0, 1, · · · , χ− 1 (303)
where we have labelled the µ′(N) that are within distance (301) from any of the λk, λk+1, · · · , λk+χ
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µ
(N)′
1 , µ
(N)′
2 , · · · , µ(N)
′
ς . Hence, we have
N∑
i=ς+1
(
u
(N)T
i b
(N)
k+l
)2
≤ ||b
(N)
k+l||2
d2
, l = 0, 1, · · · , χ− 1 (304)
Together with (300), we have
ς∑
i=1
(
u
(N)T
i b
(N)
k+l
)2
≥ (d2 − 1)||b
(N)
k+l||2
d2
, l = 0, 1, · · · , χ− 1 (305)
Since the u
(N)
i form a complete set of basis in R
N , we can write b
(N)
k+l as
b
(N)
k+l =
ς∑
i=1
αk+l,iu
(N)
i + v
(N)
k+l , l = 0, 1, · · · , χ− 1 (306)
where v
(N)
k+l is orthogonal to u
(N)
i , for i = 1, 2, · · · , ς. If we take the expression of b(N)k+l in
(306) and plug it in (305), we get
ς∑
i=1
(αk+l,i)
2 ≥ (d2 − 1)||b
(N)
k+l||2
d2
, l = 0, 1, 2, · · · , χ− 1 (307)
From (306), we get
||b(N)k+l||2 =
ς∑
i=1
(αk+l,i)
2 + ||v(N)k+l||2, l = 0, 1, · · · , ς − 1 (308)
Hence, we conclude that
||v(N)k+l||2 ≤
||b(N)k+l||2
d2
, l = 0, 1, · · · , ς − 1 (309)
Furthermore, from (306), we have
b
(N)T
k+mb
(N)
k+l =
ς∑
i=1
αk+m,iαk+l,i + v
(N)T
k+mv
(N)
k+l , m, l = 0, 1, · · · , ς − 1, m 6= l (310)
Hence, we have
ς∑
i=1
αk+m,iαk+l,i = b
(N)T
k+mb
(N)
k+l − v(N)
T
k+mv
(N)
k+l , m, l = 0, 1, · · · , ς − 1, m 6= l (311)
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and for m, l = 0, 1, · · · , ς − 1, m 6= l, we have∣∣∣∣∣
ς∑
i=1
αk+m,iαk+l,i
∣∣∣∣∣ ≤
∣∣∣b(N)Tk+mb(N)k+l∣∣∣+ ∣∣∣v(N)Tk+mv(N)k+l∣∣∣ (312)
≤ 4B
2
3(K1(N) +B4)
2τT 1+2γ0
(N − 1)γ +
∣∣∣∣∣∣v(N)Tk+m ∣∣∣∣∣∣ ∣∣∣∣∣∣v(N)k+l∣∣∣∣∣∣ (313)
≤ 4B
2
3(K1(N) +B4)
2τT 1+2γ0
(N − 1)γ +
∣∣∣∣∣∣b(N)Tk+m ∣∣∣∣∣∣ ∣∣∣∣∣∣b(N)k+l∣∣∣∣∣∣
d2
(314)
≤ 4B
2
3(K1(N) +B4)
2τT 1+2γ0
(N − 1)γ +
1 +B5
d2
(315)
≤ 2(1 +B5)
d2
(316)
where (313) follows from (275) when N > N2, (314) follows from (309), (315) follows from
(257) when N > N0, and (316) follows when N is large enough, due to the fact that K1(N)
satisfies (207), i.e., there exists an integer N6, when N > N6, (316) is true. Let us define
matrix A to be
A =


αk,1 αk,2 · · · αk,ς
αk+1,1 αk+1,2 · · · αk+1,ς
...
...
. . .
...
αk+ς−1,1 αk+ς−1,2 · · · αk+ς−1,ς

 (317)
and define vectors b, v, u to be
b =


b
(N)T
k b
(N)
k+ς
b
(N)T
k+1 b
(N)
k+ς
...
b
(N)T
k+ς−1b
(N)
k+ς

 , v =


v
(N)T
k b
(N)
k+ς
v
(N)T
k+1 b
(N)
k+ς
...
v
(N)T
k+ς−1b
(N)
k+ς

 , u =


u
(N)T
1 b
(N)
k+ς
u
(N)T
2 b
(N)
k+ς
...
u
(N)T
ς b
(N)
k+ς

 (318)
Then, by (306), we have
b = Au+ v (319)
In other words,
u = A−1 (b− v) (320)
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thus, we have
||u||2 = ∣∣∣∣A−1∣∣∣∣2
2
(||b||+ ||v||)2 (321)
We start by evaluating ||A−1||22, which is equal to the inverse of the smallest eigenvalue of
ATA. From the definition of matrix A in (317), we have
ATA = D + E (322)
where D is an ς×ς diagonal matrix with the l-th diagonal element being∑ςi=1 (αk+l−1,i)2, and
E is an ς × ς matrix with zero diagonals and (m, l)-th element being ∑ςi=1 αk+m−1,iαk+l−1,i,
when m 6= l. The absolute difference between the smallest eigenvalue of ATA and D is upper
bounded by ||E||2 [23]. The smallest eigenvalue of D is
min
l∈{0,1,··· ,ς−1}
ς∑
i=1
(αk+l,i)
2 ≥ min
l
(d2 − 1)||b(N)k+l||2
d2
(323)
≥ (d2 − 1)(1−B5)
d2
(324)
where (323) follows from (307), and (324) follows from (257) when N > N0 since k+ ς−1 ≤
K1(N). We can upper bound the spectral norm of matrix E, i.e., ||E||2, by the Frobenius
norm of E, i.e,
||E||22 =
∑
m6=l
(
ς∑
i=1
αk+m−1,iαk+l−1,i
)2
(325)
≤ ς2
(
2(1 +B5)
d2
)2
(326)
< χ2
4(1 +B5)
2
d22
(327)
≤ χ¯24(1 +B5)
2
d22
(328)
where (326) follows from (316). Hence, we may conclude that
∣∣∣∣A−1∣∣∣∣2
2
<
(
(d2 − 1)(1− B5)
d2
− 2χ¯(1 +B5)
d2
)−1
(329)
where the right hand side is a positive number, by the definition of d2. Next, we evaluate
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||v||2.
||v||2 =
ς−1∑
i=0
(
v
(N)T
k+i b
(N)
k+ς
)2
(330)
≤
ς−1∑
i=0
∣∣∣∣∣∣v(N)Tk+i ∣∣∣∣∣∣2 ∣∣∣∣∣∣b(N)k+ς∣∣∣∣∣∣2 (331)
≤
∣∣∣∣∣∣b(N)k+ς∣∣∣∣∣∣2
d2
ς−1∑
i=0
∣∣∣∣∣∣b(N)k+i∣∣∣∣∣∣2 (332)
≤ ς(1 +B5)
d2
∣∣∣∣∣∣b(N)k+ς∣∣∣∣∣∣2 (333)
<
χ(1 +B5)
d2
∣∣∣∣∣∣b(N)k+ς∣∣∣∣∣∣2 (334)
≤ χ¯(1 +B5)
d2
∣∣∣∣∣∣b(N)k+ς∣∣∣∣∣∣2 (335)
where (332) follows from (309), and (333) follows from (257) when N > N0 since k+ ς−1 ≤
K1(N). Finally, we evaluate ||b||2.
||b||2 =
ς−1∑
i=0
(
b
(N)T
k+i b
(N)
k+ς
)2
(336)
≤ ς
(
4B23(K1(N) +B4)
2τT 1+2γ0
(N − 1)γ
)2
(337)
< χ
(
4B23(K1(N) +B4)
2τT 1+2γ0
(N − 1)γ
)2
(338)
≤ χ¯
(
4B23(K1(N) +B4)
2τT 1+2γ0
(N − 1)γ
)2
(339)
where (337) follows from (275) when N > N2.
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Following from (321), using (335), (339) and (329), we have
||u||2 = ∣∣∣∣A−1∣∣∣∣2
2
(||b||+ ||v||)2 (340)
<
(
(d2 − 1)(1− B5)
d2
− 2χ¯(1 +B5)
d2
)−1


√
χ¯(1 +B5)
d2
∣∣∣∣∣∣b(N)k+ς∣∣∣∣∣∣ +√χ¯
(
4B23(K1(N) +B4)
2τT 1+2γ0
(N − 1)γ
)
2
(341)
≤
(
(d2 − 1)(1−B5)
d2
− 2χ¯(1 +B5)
d2
)−1 2
√
χ¯(1 +B5)
d2
∣∣∣∣∣∣b(N)k+ς∣∣∣∣∣∣


2
(342)
=
d2 − 1
d2
∣∣∣∣∣∣b(N)k+ς∣∣∣∣∣∣2 (343)
where (342) follows when N is large enough, due to the fact that K1(N) satisfies (207), i.e,
there exists an integer N5, such that when N > N5,
√
χ¯
(
4B23(K1(N) +B4)
2τT 1+2γ0
(N − 1)γ
)
≤
√
χ¯(1 +B5)
d2
√
1−B5 (344)
and (342) is true, and (343) follows from the definition of d2 by (286). Hence, when N is large
enough, more specifically, when N > max(N0, N2, N3, N4, N5, N6), we have a contradiction
with (305). Therefore, we conclude that there must be at least χ eigenvalues of Σ′N within
distance (301) away from any of the clustered λs, furthermore, from the definition of a cluster
in (287), there must be at least χ eigenvalues within distance
(2χ+ 1)
√
d2d0
(k + χ¯+B′7)
τ
(N − 1)β ≤ (2χ¯+ 1)
√
d2d0
(k + χ¯+B′7)
τ
(N − 1)β (345)
away from all of the clustered λs. We pick χ eigenvalues of Σ′N which are within distance
(345) and arbitrarily pair each clustered λ with one of the eigenvalues. These eigenvalues
will not be paired with any other λ because all other clusters of λs are at least distance
2
√
d2d0
(k+χ¯+B′7)
τ
(N−1)β
apart from this cluster.
Finally, by letting
d1 = (2χ¯+ 1)
√
d2d0, B7 = χ¯+B
′
7 (346)
we have the desired results whenN is large enough, i.e., N > max(N0, N1, N2, N3, N4, N5, N6).
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9.9.2 Proof of Lemma 8
In the proof of Lemma 8, we will need results from Lemma 6 and 7. Thus, we will first prove
that under the condition of Lemma 8, the results of Lemma 6 and 7 apply. Since
lim
N→∞
ϑNU = 0 (347)
for any 0 < κ < 1, when N is large enough, θ′ < ϑNU is small enough, which means that
the result of Lemma 6 is valid. Now we show that the result of Lemma 7 is also true. Let
K1(N) =
(
d
ϑNL
) 1
x
+ cu. Because of
lim
N→∞
1
ϑNLN
xγ
2τ
= 0, lim
N→∞
1
ϑNLN
xβ
x+1+τ
= 0 (348)
we have (207) and (208). Because of (347) and the fact that ϑNL ≤ ϑNU , we have (206).
Hence, for any 0 ≤ k ≤
⌊(
d
θ′
) 1
x + cu
⌋
, result of Lemma 7 applies because
k ≤
⌊(
d
ϑNL
) 1
x
+ cu
⌋
≤ K1(N) (349)
and N is large enough.
Now, we will use the result of Lemma 6 and 7 to prove Lemma 8. From the properties
of the Karhunen-Loeve expansion, we know that
∞∑
k=0
λk =
∫ T0
0
K(t, t)dt <∞ (350)
Thus, for any constant 0 < κ < 1, we have
—
( dθ′ )
1
x+cu

∑
k=0
λk =
∞∑
k=0
λk −
∞∑
k=
—
( dθ′ )
1
x+cu

+1
λk (351)
≥
∫ T0
0
K(t, t)dt−
∞∑
k=
—
( dθ′ )
1
x+cu

+1
λ′′k (352)
≥
∫ T0
0
K(t, t)dt− d
1
x
(x− 1)κθ
′1− 1
x (353)
where we have used (73) in Lemma 6 to obtain (353).
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From the definition of matrix ΣN , we have
N−1∑
k=0
µ
(N)′
k =
T0
N − 1tr (ΣN) =
T0
N − 1
N−1∑
i=0
K
(
i
N − 1T0,
i
N − 1T0
)
(354)
Thus,
N−1∑
k=
—
( dθ′ )
1
x+cu

+1
µ
(N)′
k =
N−1∑
k=0
µ
(N)′
k −
—
( dθ′ )
1
x+cu

∑
k=0
µ
(N)′
k (355)
≤ T0
N − 1
N−1∑
i=0
K
(
i
N − 1T0,
i
N − 1T0
)
−
—
( dθ′ )
1
x+cu

∑
k=0
(
λk − d1 (k +B7)
τ
(N − 1)β
)
(356)
≤ T0
N − 1
N−1∑
i=0
K
(
i
N − 1T0,
i
N − 1T0
)
−
∫ T0
0
K(t, t)dt
+
d
1
x
(x− 1)κθ
′1− 1
x +
d1
(N − 1)β
—
( dθ′ )
1
x+cu

∑
k=0
(k +B7)
τ (357)
≤ BT
1+α
0 2
α
2
(N − 1)α +
T0K(0, 0)
N − 1 +
d
1
x
(x− 1)κθ
′1− 1
x +
d1
(N − 1)β
—
( dθ′ )
1
x+cu

+B7∑
k=0
kτ
(358)
≤ BT
1+α
0 2
α
2 + T0K(0, 0)
(N − 1)α +
d
1
x
(x− 1)κθ
′1− 1
x
+
d1
(τ + 1)(N − 1)β
(⌊(
d
θ′
) 1
x
+ cu
⌋
+B7
)τ+1
(359)
≤ BT
1+α
0 2
α
2 + T0K(0, 0)
(N − 1)α +
d
1
x
(x− 1)κθ
′1− 1
x +
2d1d
τ+1
x
(τ + 1)θ′
τ+1
x (N − 1)β
(360)
≤ d
1
x
(x− 1)κ2 θ
′1− 1
x (361)
where (356) follows by Lemma 7. We have used (353) to obtain (357), and condition 2 in
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Section 3 to obtain (358), (359) follows from the fact that α ≤ 1 and that
n∑
k=0
kτ ≤
∫ n
0
yτdy =
1
τ + 1
nτ+1 (362)
(360) follows because (347) and when N is large enough, we have
cu +B7 <
d
ϑNU
≤ d
θ′
(363)
(361) follows because
lim
N→∞
1
ϑNLN
αx
x−1
= 0 (364)
and
lim
N→∞
1
ϑNLN
βx
1+x+τ
= 0⇒ lim
N→∞
1
ϑNLN
βx
x+τ
= 0 (365)
and when N large enough, i.e., there exists a N5(κ) > 0 such that when N > N5(κ), we have
BT 1+α0 2
α
2 +T0K(0,0)
(N−1)α
d
1
x
(x−1)
θ′1−
1
x
≤
BT 1+α0 2
α
2 +T0K(0,0)
(N−1)α
d
1
x
(x−1)
(ϑNL )
(1− 1
x
)
≤ 1
2
(
1
κ2
− 1
κ
)
(366)
2d1d
τ+1
x
(τ+1)θ′
τ+1
x (N−1)β
d
1
x
(x−1)
θ′1−
1
x
≤
2d1d
τ+1
x
(τ+1)(ϑNL )
τ+1
x (N−1)β
d
1
x
(x−1)
(ϑNL )
1− 1
x
≤ 1
2
(
1
κ2
− 1
κ
)
(367)
Therefore, for any 0 < κ < 1, (211) holds for θ′ ∈ [ϑNL , ϑNU ] when N is large enough.
9.10 Proof of Lemma 4
Since the condition of Lemma 4 is the same as Lemma 8, the results of Lemma 6, 7 and 8
hold. By the same argument as Lemma 6, Lemma 5 holds as well.
We first prove (51). Since ϑNL satisfies
lim
N→∞
1
ϑNLN
βx
x+τ+1
= 0⇒ lim
N→∞
1
ϑNLN
x
= 0 (368)
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when N is large enough such that
⌊(
d
θ′
) 1
x
+ cu
⌋
+ 1 ≤
⌊(
d
ϑNL
) 1
x
+ cu
⌋
+ 1 < N − 1 (369)
we can provide an upper bound on RNa (θ
′) by splitting the sum of N variables into two parts,
RNa (θ
′) =
—
( dθ′ )
1
x+cu

∑
k=0
1
2
log
(
1 +
µ
(N)′
k
θ′
)
+
N−1∑
k=
—
( dθ′ )
1
x+cu

+1
1
2
log
(
1 +
µ
(N)′
k
θ′
)
(370)
For any 0 < κ < 1, we start with the first term in (370).
—
( dθ′ )
1
x+cu

∑
k=0
1
2
log
(
1 +
µ
(N)′
k
θ′
)
≤
—
( dθ′ )
1
x+cu

∑
k=0
1
2
log
(
1 +
λk
θ′
+ d1
(k +B7)
τ
θ′(N − 1)β
)
(371)
≤
—
( dθ′ )
1
x+cu

∑
k=0
1
2
log
(
1 +
λk
θ′
)
+
d1
2θ′(N − 1)β
—
( dθ′ )
1
x+cu

∑
k=0
(k +B7)
τ (372)
≤
—
( dθ′ )
1
x+cu

∑
k=0
1
2
log
(
1 +
λ′′k
θ′
)
+
d1
2θ′(N − 1)β
—
( dθ′ )
1
x+cu

+B7∑
k=0
kτ (373)
≤
(
log 2 + x
2κ
)
d
1
x θ′−
1
x +
d1
2(τ + 1)θ′(N − 1)β
(⌊(
d
θ′
) 1
x
⌋
+ cu +B7
)τ+1
(374)
≤
(
log 2 + x
2κ
)
d
1
x θ′−
1
x +
d1d
τ+1
x
(τ + 1)θ′
τ+1+x
x (N − 1)β
(375)
≤
(
log 2 + x
2κ2
)
d
1
x θ′−
1
x (376)
where (371) follows from Lemma 7. (372) follows because the derivative of the function
1
2
log(1 + x) is bounded by 1
2
for x ≥ 0, (373) follows from the definition of the sequence
λ′′k in (11) and the observation in (12), (374) follows because of (74) in Lemma 6, and the
observation in (362). (375) follows because of the same reason as (360), and (376) follows
because of (365), and when N is large enough, more specifically, there exists an N6(κ) > 0
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such that when N > N6(κ), we have
d1d
τ+1
x
(τ+1)θ′
τ+1+x
x (N−1)β(
log 2+x
2
)
d
1
xθ′−
1
x
≤
d1d
τ+1
x
(τ+1)(ϑNL )
τ+1+x
x (N−1)β(
log 2+x
2
)
d
1
x (ϑNL )
− 1
x
<
(
1
κ2
− 1
κ
)
(377)
Now, we will study the second term of (370). Using Jensen’s inequality [24], the second
term of (370) is bounded by
N−1∑
k=
—
( dθ′ )
1
x+cu

+1
1
2
log
(
1 +
µ
(N)′
k
θ′
)
(378)
≤
N −
⌊(
d
θ′
) 1
x + cu
⌋
− 1
2
log

1 + 1θ′ 1N − ⌊( d
θ′
) 1
x + cu
⌋
− 1
N−1∑
k=
—
( dθ′ )
1
x+cu

+1
µ
(N)′
k

 (379)
≤ d
1
x
2(x− 1)κ2 θ
′− 1
x (380)
where in obtaining (380), we have used (211) in Lemma 8 and the fact that log(1 + x) ≤ x.
We combine the results of (376) and (380) and obtain
RNa (θ
′) ≤ d
1
x (x2 − (1− log 2)x+ (1− log 2))
2(x− 1)κ2 θ
′− 1
x (381)
Using similar methods, we may also lower bound RNa (θ
′). We write
RNa (θ
′) =
—
( dθ′ )
1
x−cl

∑
k=0
1
2
log
(
1 +
µ
(N)′
k
θ′
)
+
N−1∑
k=
—
( dθ′ )
1
x−cl

+1
1
2
log
(
1 +
µ
(N)′
k
θ′
)
(382)
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We start with the first term of (382),
—
( dθ′ )
1
x−cl

∑
k=0
1
2
log
(
1 +
µ
(N)′
k
θ′
)
≥
—
( dθ′ )
1
x−cl

∑
k=0
1
2
log
(
1 +
λk
θ′
− d1 (k +B7)
τ
θ′(N − 1)β
)
(383)
≥
—
( dθ′ )
1
x−cl

∑
k=0
1
2
log
(
1 +
λk
θ′
)
− d1
2θ′(N − 1)β
—
( dθ′ )
1
x−cl

∑
k=0
(k +B7)
τ
(384)
≥
—
( dθ′ )
1
x−cl

∑
k=0
1
2
log
(
λ′k
θ′
)
− d1
2θ′(N − 1)β
—
( dθ′ )
1
x−cl

+B7∑
k=0
kτ (385)
≥ κxd
1
x
2
θ′−
1
x − d1
2(τ + 1)θ′(N − 1)β
(⌊(
d
θ′
) 1
x
− cl
⌋
+B7
)τ+1
(386)
≥ κxd
1
x
2
θ′−
1
x − d1d
τ+1
x
(τ + 1)θ′
τ+1+x
x (N − 1)β
(387)
≥ κxd
1
x
4
θ′−
1
x (388)
where (383) follows when applying the result of Lemma 7. (384) follows because the function
1
2
log(1+x) has derivative bounded by 1
2
, when x ≥ 0. The first term in (386) follows because
of (72) in Lemma 5. The second term follows because of (362), (387) follows because of similar
reasons as (360), and (388) follows because of (365), and when N is large enough, we have
d1d
τ+1
x
(τ+1)θ′
τ+1+x
x (N−1)β
xd
1
x
4
θ′−
1
x
≤
d1d
τ+1
x
(τ+1)(ϑNL )
τ+1+x
x (N−1)β
xd
1
x
4
(ϑNL )
− 1
x
≤ 1
8
(389)
A lower bound on the second term of (382) is zero. Hence, we can conclude that
RNa (θ
′) ≥ κxd
1
x
4
θ′−
1
x (390)
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Now we evaluate DNb (θ
′) for large enough N and θ′ ∈ [ϑNL , ϑNU ], and prove (52).
DNb (θ
′) = T−10
N−1∑
k=0
(
1
θ′
+
1
µ
(N)′
k
)−1
(391)
= T−10
k=
—
( dθ′ )
1
x+cu

∑
k=0
(
1
θ′
+
1
µ
(N)′
k
)−1
+ T−10
N−1∑
k=
—
( dθ′ )
1
x+cu

+1
(
1
θ′
+
1
µ
(N)′
k
)−1
(392)
where (392) follows because of the same reason as (370). The first term of (392) can be
bounded as
T−10
—
( dθ′ )
1
x+cu

∑
k=0
(
1
θ′
+
1
µ
(N)′
k
)−1
≤ T−10
—
( dθ′ )
1
x+cu

∑
k=0
(
1
θ′
+
1
λk + d1
(k+B7)τ
(N−1)β
)−1
(393)
≤ T−10
—
( dθ′ )
1
x+cu

∑
k=0
(
1
θ′
+
1
λ′′k + d1
(k+B7)τ
(N−1)β
)−1
(394)
≤ T−10
—
( dθ′ )
1
x+cu

∑
k=0
(
1
θ′
+
1
λ′′k
)−1
+
d1
T0(N − 1)β
—
( dθ′ )
1
x+cu

∑
k=0
(k +B7)
τ (395)
≤ T−10
—
( dθ′ )
1
x+cu

∑
k=0
min (θ′, λ′′k) +
d1
T0(N − 1)β
—
( dθ′ )
1
x+cu

+B7∑
k=0
kτ (396)
= T−10
⌊(
d
θ′
) 1
x
+ cu + 1
⌋
θ′ +
d1
(τ + 1)T0(N − 1)β
(⌊(
d
θ′
) 1
x
+ cu
⌋
+B1
)τ+1
(397)
≤ d
1
x
T0
θ′1−
1
x +
2d1d
τ+1
x
(τ + 1)T0(N − 1)βθ′ τ+1x
+
cu + 1
T0
θ′ (398)
≤ d
1
x
T0κ
θ′1−
1
x (399)
where (393) is true because of Lemma 7. (395) follows because the derivative of the function(
1
θ′
+ 1
x
)−1
is bounded by 1, and (396) follows from the fact that for a, b ≥ 0, (1
a
+ 1
b
)−1 ≤
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min(a, b). (397) follows because of (362) and the fact that when K =
⌊(
d
θ′
) 1
x + cu
⌋
,
λ′′K+1 ≤ θ′ ≤ λ′′K (400)
(398) follows because of the same reason as (360), and finally (399) follows because (365)
and (347) and when N is large enough, i.e., for any 0 < κ < 1, there exists N7(κ) > 0 such
that when N > N7(κ), we have
2d1d
τ+1
x
(τ+1)T0(N−1)βθ
′
τ+1
x
d
1
x
T0
θ′1−
1
x
≤
2d1d
τ+1
x
(τ+1)T0(N−1)β(ϑNL )
τ+1
x
d
1
x
T0
(ϑNL )
1− 1
x
≤ 1
2
(
1
κ
− 1
)
(401)
cu+1
T0
θ′
d
1
x
T0
θ′1−
1
x
≤
cu+1
T0
ϑNU
d
1
x
T0
(ϑNU )
1− 1
x
≤ 1
2
(
1
κ
− 1
)
(402)
The second term of (392) can be bounded by using Jensen’s inequality,
T−10
N−1∑
—
( dθ′ )
1
x+cu

+1
(
1
θ′
+
1
µ
(N)′
k
)−1
≤
N −
⌊(
d
θ′
) 1
x + cu
⌋
− 1
T0

 1θ′ + 11
N−
—
( dθ′ )
1
x+cu

−1
∑N−1
k=
—
( dθ′ )
1
x+cu

+1
µ
(N)′
k


−1
(403)
≤ N
T0

 1θ′ + 11
κN
∑N−1
k=
—
( dθ′ )
1
x+cu

+1
µ
(N)′
k


−1
(404)
≤ N
T0
min
(
θ′,
d
1
x
(x− 1)κ3
θ′1−
1
x
N
)
(405)
≤ d
1
x
(x− 1)T0κ3 θ
′1− 1
x (406)
where (404) follows because (368) and when N is large enough, i.e., there exists anN8(κ) > 0,
such that when N > N8(κ), we have
⌊(
d
θ′
) 1
x + cu
⌋
+ 1
N
≤
⌊(
d
ϑNL
) 1
x
+ cu
⌋
+ 1
N
≤ 1− κ (407)
(405) follows from (211) in Lemma 8 and (406) follows because of (368) and when N is large
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enough, we have
d
1
x
(x−1)κ3
θ′1−
1
x
N
θ′
≤
d
1
x
(x−1)κ3
(ϑNL )
1− 1x
N
(ϑNL )
≤ 1 (408)
Thus, combining (399) and (406), we have
DNb (θ
′) ≤ d
1
x (1 + κ2(x− 1))
κ3(x− 1)T0 θ
′1− 1
x (409)
Therefore, for any 0 < κ < 1, (51) and (52) are true for θ′ ∈ [ϑNL , ϑNU ] when N is large
enough.
9.11 Proof of Theorem 5
Note that (51) implies that
κxxxd
4xRx
≤ θNa (R) ≤
(
d
1
x (x2 − (1− log 2)x+ (1− log 2))
2(x− 1)κ2
)x
R−x (410)
for large enough N and R in the interval of
[
d
1
x (x2 − (1− log 2)x+ (1− log 2))
2(x− 1)κ2
(
ϑNU
)− 1
x ,
κxd
1
x
4
(
ϑNL
)− 1
x
]
(411)
From the definition of Da(R) in (46), we have
Da(R) = D
N
a (θ
N
a (R)) (412)
≤ 2A(N) +B(N) +DNb (θNa (R)) (413)
≤ 2A(N) +B(N) + d
1
x (1 + κ2(x− 1))
κ3(x− 1)T0
(
θNa (R)
)1− 1
x (414)
≤ O (N−α)+O (N1/2−α)+ d(1 + κ2(x− 1)) (x2 − (1− log 2)x+ (1− log 2))x−1
T0κ2x+12x−1(x− 1)x R
1−x
(415)
where (413) follows from (39), (414) follows because of (52), (415) follows from (48), (49),
(410) and the fact that R in (55) implies that R is in (411), and when R is in (411), θNa (R)
is in [ϑNL , ϑ
N
U ]. When R is in (55), we have that the third term in (415) is much larger than
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the sum of the first and second terms when N is large enough due to the fact that
lim
N→∞
1
ϑNLLN
(α−1/2)x
x−1
= 0⇒ lim
N→∞
1
ϑNLLN
αx
x−1
= 0 (416)
i.e., there exists an N9(κ) > 0 such that when N > N9(κ), we have
O (N−α) +O
(
N1/2−α
)
d(1+κ2(x−1))(x2−(1−log 2)x+(1−log 2))x−1
T02x−1(x−1)x
R1−x
≤ O (N
−α) +O
(
N1/2−α
)
d(1+κ2(x−1))(x2−(1−log 2)x+(1−log 2))x−1
T02x−1(x−1)x
(
xd
1
x
8
(ϑNLL)
− 1
x
)1−x (417)
≤ 1
κ2x+2
− 1
κ2x+1
(418)
Therefore, for 0 < κ < 1, (54) is true for R in the interval of (55) when N is large enough.
9.12 Proof of Theorem 6
Pick the sequences ϑNLL and ϑ
N
U as
ϑNLL =

 ν
xd
1
x
8
logNP (N)


−x
, ϑNU =

 ν
d
1
x (x2−(1−log 2)x+(1−log 2))
2(x−1)κ2
logNP (N)


−x/2
(419)
Then, because P (N) satisfies (43) and (56), ϑNLL satisfies (53) and ϑ
N
U satisfies (50). Accord-
ing to (44), we have the achievable rate in the interval of (55), and thus, when N is large
enough, Theorem 5 applies. Hence, an upper bound on the minimum achievable expected
distortion, or equivalently, the achievable rate in the separation-based scheme is
DNu = Da
(
CNa
)
(420)
≤ d(1 + κ
2(x− 1)) (x2 − (1− log 2)x+ (1− log 2))x−1
T0κ3x+12x−1(x− 1)xνx−1
(
1
log(NP (N))
)x−1
(421)
Therefore, when P (N) satisfies (43) and (56), for any 0 < κ < 1, (58) holds when N is large
enough.
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