Introduction
All the observed processes that characterize physical phenomena can be classified in the most general form as deterministic and nondeterministic. Deterministic processes are processes and physical phenomena that can be described by exact mathematical relationships with a high degree of approximation. However, there is a great variety of processes that cannot be described by exact mathematical relationships. The exact value of such a process at some instant in the future cannot be predicted. These processes are random in nature and should be described by means of averaged statistical characteristics rather than by exact equations [7] .
In practice, the decision about the deterministic or random nature of a process is usually taken on the basis of possibility or impossibility of reproducing it under given conditions. If a multiple repetition of the experiment gives the same results (with an accuracy up to the measurement error), then the process can be considered deterministic.
If the repetition of the experiment under identical conditions leads to different outcomes, then the nature of the process is assumed to be random.
The processes describing deterministic phenomena can be periodic and non-periodic. Periodic processes can be divided into harmonic and polyharmonic.
Random processes are categorized into stationary and nonstationary. Stationary random processes can be ergodic and nonergodic.
In experimental investigation of various objects, it is extremely important to take into account the classification features of processes under study. 
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The full-scale experiment in this paper reflected real conditions, being conducted on the bridge in service in the center of Baku with a rather high intensity and density of traffic flow.
Another feature of modern research objects is their complexity, which manifests itself in the significant number and variety of parameters that determine the flow of processes, numerous internal relationships between parameters, their mutual influence, such that changing one parameter causes a change in the other parameters [1] .
If all the input parameters of the system under study are denoted by Y , and all output parameters, accordingly, by X, then the simulation process comes down to processing input data into output data and establishing the form of the mathematical relationship between the output and input parameters of the system:
where Z is disturbing effects; U is control actions.
Problem statement
Different types of measuring instruments perform different functions in the process of experimental research, with certain nominal characteristics attributed to each type.
However, in any measurement, there is an error, which is a deviation of the measurement result from the true value of the measured quantity.
Errors of measuring instruments are presented in the form of absolute, relative or reduced errors [7] .
Absolute error of a measuring instrument is equal to the difference between the instrument reading and the true value of the measured quantity.
Error of a measuring instrument is determined from either the input or the output parameter. Absolute output error of a measuring instrument is equal to the difference between the true value at the output of the measuring instrument indicating the measured value and the output value determined from the true value at the input of the measuring instrument by means of the nominal conversion function. This error can be represented in the following form
where ∆ bx is the absolute output error; is the true value of the input parameter; f H (x) is the nominal conversion function; ó is the true output value.
Absolute input error of a measuring instrument is determined from the following formula
where f
is the inverse of the nominal function. In order to be able to compare the accuracy of measuring instruments of different measurement ranges, the concept of reduced error is introduced, which refers to the ratio of the absolute error of the instrument to the nominal value:
Reduced error is usually expressed as a percentage.
As 
where σ 2 is the variance of measurements; x is the scattering center.
One of the main statistical characteristics is signal variance. In the case of a simulated signal, the variance values calculated from the standard formulas [7] 3 Difficulties in conducting the fullscale experiment. Selection of appropriate components
The necessary research and the full-scale experiment required obtaining relevant permits from the competent authorities, since bridges are strategic facilities.
After the necessary procedures, the permission was obtained for the installation of the special equipment designed at the Special Design Bureau of the Azerbaijan National Academy of Sciences (SDB ANAS).
The equipment was installed on one of the first bridges in Baku located on Bakikhanov Street (Fig. 1) . Thus, another hydrophone of Russian make, BC312 hydrophone manufactured by Electronic Technologies and Metrological Systems CJSC (Fig. 3, No 5 ), was purchased. It was connected to an amplifier (Fig. 3, No 6 ) and the amplifier was connected to a CPU188 microcontroller manufactured by the Russian company Fastwel (Fig. 3,   No 4 ). The extracted data was sent to a dedicated computer (Fig. 3, No 1 ) connected to the UPS (Fig. 3, No 2) to protect the data collected during the day in the event of a power failure. The microcontroller was also connected to the UPS. UPS, in turn, was connected to a voltage regulator (Fig. 3, No 3 ) that provided 220V constant electric current. Constant supply of electricity to the superstructure (next to the bearing) was provided through a special security room built under the bridge. The equipment layout diagram and the block diagram of the prototype are given in Fig. 2 and Fig. 3 , respectively. and 6). It should be noted that the equipment is never turned off and runs 24 hours a day in real time.
It should also be noted that the signal and its characteristics are recorded every 1-2 minutes, so that 12 M B of data is recorded to the computer daily.
5 New software for calculating the adequate (corrected) statistical characteristics of the bridge and their visual illustration is the first to change [2] [3] [4] [5] [6] . Therefore, it can also be used as a reliable indicator. It was shown in [2] [3] [4] [5] [6] that to this end, the variance of the noise of the noisy signal g(i∆t)
can be calculated from the expression 
In addition, to compare the information value and effectiveness, curves of other statistical characteristics, such as mean square deviation, mean value of the signal, calculated from the classical expressions [7] are built. It should also be noted that, if necessary, any of the three curves can be expanded (zoomed in), i.e.
There is also the Switch button, which is responsible At another click on the Switch button, the screen returns to the first dialog window.
Thus, this software opens manifold possibilities for an accurate and correct determination of the statistical characteristics of a noisy signal. In the full-scale experiment, it has been shown that, by calculating the variance of the noise of the noisy signal from formula (6), we improve the adequacy and accuracy of measuring the statistical characteristics, in particular the variance of the noise. In [1, 7] , a noisy signal either obeys the classical conditions, or it is assumed that the variance is calculated post-filtration.
This also presents a great potential for the visualization of several curves and their visual comparison.
Conclusion
Thanks to special software and constructed equipment it was possible to realize the actual experiment and analyse real stochastic signals, their characteristics both to suggested and known technologies. It is shown that in the case of suggested technologies the realized adequate (corrected) statistical characteristics were received. According to this, the monitoring of current condition of the bridge become possible. At the same time it is necessary to mention that these characteristics can be used as input parameters for matrix of the matrices equations.
