In this study, a data-driven streamflow forecasting model is developed, in which appropriate model inputs are selected using a binary genetic algorithm (GA). The process involves using a combination of a GA input selection method and two adaptive neuro-fuzzy inference systems (ANFIS): subtractive (Sub)-ANFIS and fuzzy C-means (FCM)-ANFIS. Moreover, the application of wavelet transforms coupled with these models is tested. Long-term data for the Lighvan and Ajichai basins in Iran are used to develop the models. The results indicate considerable improvements when GA selection and wavelet methods are used in both models. For example, the NashSutcliffe efficiency (NSE) coefficient for Lighvan using FCM-ANFIS is 0.74. However, when GA selection is applied, the NSE is improved to 0.85. Moreover, when the wavelet method is added, the performance of new hybrid models shows noticeable enhancements. The NSE value of wavelet-FCM-ANFIS is improved to 0.97 for Lighvan basin.
Introduction
An accurate forecast of high and low streamflow can provide information for water resources management, policy decision making and city planning. Streamflow forecasting is a difficult task in hydrology because of the wide range of variability in scales of both space and time. However, artificial intelligence (AI) techniques are known to have great capabilities in forecasting nonlinear hydrological time series. There has been a growing interest in using AI methods for a wide variety of engineering problems for the last two decades. These methods employ the available historical time series for simulating the hydrological systems and, in this respect, artificial neural networks (ANN) and adaptive neuro-fuzzy inference systems (ANFIS) have been at the centre of attention for developing data-driven hydrological models.
Many researchers have used neural networks in various hydrological studies (e.g. Zealand et al. 1999 , Wang et al. 2006 , Sattari et al. 2012 , ZounematKermani 2013 . ANFIS, which is ANN coupled with a fuzzy system, holds the advantages of both ANN and fuzzy systems and has been used as a substitute for ANN in many applications. Recently, there have been many applications of ANFIS in various water resources problems, such as river flow forecasting (Bea et al. 2007) , and evaporation and evapotranspiration estimates (Cobaner 2011 , Sanikhani et al. 2012 . In most of such studies, ANFIS and ANN methods are compared, and usually ANFIS has been indicated as the superior method. For example, Nayak et al. (2004) compared the application of ANFIS with ANN and autoregressive moving average (ARMA) methods for modelling the streamflow of the Baitarani River in India. According to their results, ANFIS performed better than both ANN and traditional ARMA models. Chang and Chang (2006) applied ANFIS for shortterm prediction of the Shihmen Reservoir water level in Taiwan. They used human decision (i.e. current reservoir operation outflow) as input variable and their results showed more improvement than the method without using this parameter. Using various combinations of climate variables, Kişi (2006) investigated the application of ANFIS to model daily pan evaporation, indicating the superiority of ANFIS over neural networks in his application. Bae et al. (2007) developed an ANFIS model based on subtractive clustering for monthly reservoir inflow forecasting using past observed data and future forecasted weather information as inputs. Their results revealed that ANFIS based on subtractive clustering was appropriate for inflow forecasts. Also, Cobaner (2011) estimated reference crop evapotranspiration using two different neuro-fuzzy systems based on grid partition and subtractive clustering. The results of subtractive clustering-based fuzzy inference systems showed slightly better performance than the grid partitionbased fuzzy inference systems.
An important issue with most of the data-driven methods, including ANN and ANFIS, is the proper selection of input data, as well as other concerns such as model topology. It is now well known that the proper selection of input variables has a fundamental impact on the performance of data-driven models. A review of the literature in streamflow forecasting fields reveals that researchers usually selected input variables subjectively through their experience, or, in most cases, through a limited trial-and-error method. Neither of these methods is reliable and consistent when dealing with large multivariable problems.
Selecting the optimal subset within available datasets can lead to better description of model output. Zhang and Hu (2005) used a binary particle swarm optimization algorithm to select optimal input variables for a support vector machine (SVM). They applied this method in forecasting a real financial time series and indicated better generalization and higher rate of convergence of the model. Khazaee et al. (2008) presented a genetic-based optimal input selection method to choose input variables for a wavelet neural network prediction model. They applied their proposed model to predict a time series and showed that input selection by genetic algorithm (GA) is better than other selection methods such as correlation analysis or the Gamma test.
There are also some applications of input selection algorithms in the water resources area. For example, Bowden et al. (2005) investigated appropriate input variables selection in water resources, using two input determination approaches including partial mutual information (PMI) to select important model inputs, and the hybrid GA and general regression neural network to reject redundant input variables. They found effective inputs to forecast salinity for the River Murray in Australia, and indicated that both input determination techniques improved their results, but the developed ANNs using PMI were found to be the most robust models. Fernando et al. (2009) also applied PMI to identify suitable inputs to forecast salinity in the River Murray. Their results indicated that the ANN models developed by an input selection process perform better than those not using this process. Noori et al. (2011) applied a combination of an input selection approach and the SVM model for monthly streamflow prediction. They investigated the effect of three input selection methods, including principal component analysis, Gamma test and forward selection methods, on the SVM model performance. They demonstrated that the results of the SVM model developed by principal component analysis and the Gamma test are better than the original SVM model. Asadi et al. (2013) proposed a combination of data preprocessing and ANN to predict runoff at the Aghchai watershed in Iran. They used stepwise regression analysis to select the best input variables and demonstrated that input selection had a positive impact on their results.
Nevertheless, most input variable selection approaches in water resources deal with ANN models. There are also a few studies that deal with ANFIS applications. For example, Moghaddamnia et al. (2009) used a Gamma test input selection method in developing ANN and ANFIS models to estimate evaporation in a hot and dry climate. Their results showed that the Gamma test has the capability of saving time and effort in selecting the best input variables. Also, Jeong et al. (2012) applied a neuro-fuzzy model to forecast monthly precipitation. They showed that using a wrapper method for feature selection and removing irrelevant input variables can lead to reduction of the uncertainties in forecasting.
Regardless of their successful applications, both ANN and ANFIS face some deficiencies, especially in association with non-stationary signals forecasting. In other words, when signal fluctuations are non-stationary, the precision of forecasting approaches is not satisfactory. Therefore, the model performs poorly under these circumstances. Recently, wavelet transform has been used to overcome this deficiency, and through its successful applications it has become a popular tool in enhancing the performance of data-driven models. It does this through explaining both spectral and temporal information in signals. There has been a growing tendency towards using wavelet transform methods in recent years (e.g. Szu et al. 1996 , Lefebvre et al. 2000 , Dai et al. 2003 , Peng and Chu 2004 . Some have developed hydrological forecasting models using ANN and wavelet method (e.g. Kim and Valdés 2003 , Rajaee et al. 2011 , Wei et al. 2013 , Santos and Silva 2014 , while others have investigated combining ANFIS and wavelet method to develop hybrid models with hydrologic applications (e.g. Partal and Kişi 2007 , Shiri and Kisi 2010 , Nourani et al. 2011 , Kisi and Shiri 2012 . Santos and Silva (2014) compared the performance of single ANN and wavelet-ANN models for 1-to 7-dayahead streamflow forecasting. They demonstrated that using the wavelet method improves daily forecasting, especially for longer lead times (i.e. 5-and 7-day-ahead forecasts). In addition, they employed a trial-and-error process for selecting appropriate input variables. Their results showed that using the approximations of the first five decomposition levels as inputs produced the best results, and incorporation of detailed signals did not directly play an important role in improving the results. Partal and Kişi (2007) used a combination of discrete wavelet transform and a neuro-fuzzy model to forecast daily precipitation in Turkey. They used discrete wavelet transform to decompose precipitation signals into sub-signals and then applied the appropriate sub-signals as input of the neuro-fuzzy model to predict daily precipitation. According to their comparison, the model using wavelet transform indicates better results than the one without. Shiri and Kisi (2010) also investigated the accuracy of using neuro-fuzzy and wavelet-neuro-fuzzy models in predicting daily, monthly and annual streamflows, and showed that wavelet transform improves the results, especially in the annual model. Also, Kisi and Shiri (2012) demonstrated that the wavelet-neuro-fuzzy model was a superior alternative for forecasting short-term groundwater depths. They applied a correlation analysis between decomposed time series (detailed and approximate signals) and original current depth data and eliminated the signals with low correlation values.
In this study, two different neuro-fuzzy inference systems, namely subtractive (Sub)-ANFIS and fuzzy C-means (FCM)-ANFIS are compared in developing a nonlinear relationship between precipitation and streamflow of basins. Two sub-basins of different size within the Urmia Lake basin were chosen for developing and testing the ANFIS models. The ANFIS models with the whole set of input variables were used as a benchmark for comparison with the proposed models. In order to avoid noise in the model output and to obtain more reliable models, it is necessary to select proper inputs in data-driven models. Furthermore, selecting appropriate input variables (i.e. rain-gauges, temperature stations etc.) for these models can boost their performance, especially in large basins where determination of the input variables could become a challenging task. So, the application of the binary GA input selection algorithm is assessed on improving the streamflow forecasts in the basins by ANFIS models. Finally, to explore hidden characteristics of the time series, the application of discrete wavelet transform in conjunction with optimal data selection method and ANFIS models is investigated.
Methods
A brief review of methods applied in this paper is given below. More detailed explanation can be found in the cited literature.
Adaptive neuro-fuzzy inference system
Neuro-fuzzy simulation is a powerful method with capabilities based on neural networks. ANFIS uses neural network training methods and employs fuzzy logic to fit a relationship between some input space to output space. In other words, the parameters of fuzzy systems are fitted by neural network training algorithms (for more information see Jang 1993) . It should be noted that subtractive and FCM clustering methods provide some information to obtain initial rules and fuzzy structure for generating the fuzzy inference system (Cobaner 2011) . Then, fuzzy inference systems based on these clustering methods can provide a powerful model for making relationships between inputs and the output space. The subtractive and FCM-ANFIS models employed in this study are explained in detail below.
Subtractive clustering method
The purpose of clustering is to determine a comprehensive presentation of data behaviour (Chiu 1997) . Yager and Filev (1994) presented the mountain method for clustering; then Chiu (1994) introduced subtractive clustering as a modified form of the mountain method. Subtractive clustering is a fast and one-pass algorithm for determining the number of clusters and cluster centres in data training spaces. In this method the potential of being a cluster centre is calculated for each data point and finally the data with highest potential values are selected as the cluster centres. Then, by determining the optimal value of the radius, the number of clusters is specified.
First the potential of being a cluster centre and its value P i is calculated for each data point x i by (Chiu 1994) :
where m is the number of data points; and
where r a is a positive constant value, and is effectively the radius for defining a neighbourhood; data points outside this radius have little influence on the potential value, so a data point with many neighbouring data points has a high potential of being cluster centre. After computing the potential value of each data point, a data point with the highest potential value is selected as the first cluster centre. Then, in the second step, the potential of each data point P i is updated by (Chiu 1994 ):
where x 1 * and P 1 * are the location of first cluster centre and its potential value, respectively. Also:
In equation (3) the potential value of the ith data point is a function of its distance from the first cluster centre. So, data points near the cluster centre have smaller potential values. In equation (4) r b is a positive constant value that is effectively the radius defining a neighbourhood for which considerable potential reduction will happen. To avoid cluster centres being close to each other, r b must be greater than 1.25 times r a (Chiu 1994) . When the potential of all data points has been computed according to equation (3), the highest remaining potential value is selected as the second cluster. Generally, after obtaining the kth cluster centre, the potential of each data point is obtained by:
where P k * is the highest potential value of cluster centre x k (Chiu 1994) . Also, to avoid marginal cluster centres the following criteria are used: If P k * > e 1 P 1 * x k * is the cluster centre and the cluster process is continued. Else if P k * < e 2 P 1 * x k * is not the cluster centre and the cluster process is ended Else
x k * is the cluster centre and the algorithm process is continued. Else x k * is not the cluster centre and potential centre of x k *set to 0 and then the data point with the next highest potential is set as the new x k * and test again.
End if End if
In his article, Chiu (1994) used e 1 = 0.5 and e 2 = 0.15; d min is the shortest distance between x k * and all previously found cluster centres.
Fuzzy C-means clustering method
The FCM clustering method was initially introduced by Bezdek (1973) . In the FCM method, by having the specific number of clusters in hand, the cluster centres are determined in data point spaces and then each data point is assigned to a cluster by a specified membership degree.
The method uses an iterative algorithm with the objective to minimize the following function:
where y = {y 1 , y 2 , . . ., y N } is the set of data points, c is the number of clusters (2 ≤ c < n), N is the number of data points, m is a real number (1 ≤ m < ∞), and u ik is membership degree of y k in the ith cluster. The parameters U and V of the objective function J m are described below. There are two main parameters in the objective function that present membership degree and cluster centre. Parameter U = [u ik ], which is a c × n matrix, presents membership degree of each data point. Values in the ith row show membership degree of data points in the ith cluster and values in the kth column show membership degree of the kth data point in all clusters. All values of u ik are in the range [0, 1] . Also, the following conditions must be established:
The other main parameter of the objective function is V = {υ 1 , υ 2 , . . ., υ i } which presents the cluster centres. Optimal clustering of data points is determined by two matrixes U and V. In other words, parameters that minimize the objective function produce the optimal clustering. To minimize the above objective function (equation (6)), iterative action to update u ik and v i is carried out using the following relationships (Bezdek 1973) :
To start with the algorithm, values of c and m are set and then the initial membership degree matrix is fixed. In the next step, values of υ i are computed by equation (9) and then u ik is updated by equation (10). If the difference between u ik in steps k and k + 1 is smaller than a specified value, the algorithm is ended; otherwise the updated u ik (obtained by equation (10) in step k + 1) is set as the new value of u ik and equations (9) and (10) are repeated (Bezdek 1973 ).
Input variable selection methods
Input variable selection approaches are classified into three groups: wrapper, embedded and filter methods. In wrapper methods, subsets of inputs are searched through the space of candidate inputs by using a search strategy (i.e. genetic algorithm). Each subset is used to train a predictor model (e.g. ANFIS) and to test the trained model using an independent set of data. In this way, each subset is assessed and the subset that causes the optimal generalization performance of the trained model is selected.
Embedded methods are a direct part of the machine learning algorithm. According to the impact of inputs on the model performance, the corresponding weights are adjusted so that the optimal structure of the predictor model is formed (e.g. ANFIS). In this way, the irrelevant and redundant weights are progressively removed. Unlike the wrapper and embedded approaches, filter methods are independent of the machine learning algorithm. In this approach, the important input variables are highlighted by the measure of their relevance by means of some factor such as mutual information. For more comprehensive information on these three input variable selection approaches, readers are referred to Kohavi and John (1997) , Blum and Langley (1997) and Guyon and Elisseeff (2003) . In this study, the wrapper method was used to select optimal input variables. Selection of input variables by genetic algorithm (GA) is presented in detail in the next subsection.
Genetic input selection algorithm
As explained in Fig. 1 , the GA input selection algorithm applied herein begins by generating a random binary population. The population consists of a certain number of chromosomes with binary structure. In binary GA, each variable is represented by a zero/one parameter by a single bit. A value of 1 means that the variable should be included in the forecasting model, while a zero means that the variable should be excluded. After input variables have been determined through the assumed binary rule, they are used as inputs of the ANFIS model where the fitness function of each chromosome is calculated. The population is sorted according to evaluated fitness functions of chromosomes, after which elite chromosomes are selected for the next generation. Meanwhile, for the remaining chromosomes the main GA operators including selection (roulette wheel), crossover (two-point), and mutation (random) are applied and the new generation is produced. Then stopping conditions (either a certain number of iterations or achieving a specific value) are checked and a decision is made to continue the loop or to end the process. If conditions are satisfied, the process is ended. Otherwise, the new inputs are determined using the produced generation and the iteration is repeated as shown in Fig. 1 . To maintain the effective individuals, the rate of elitism is assumed to be 0.1%, where, after selecting elite chromosomes, they are directly transformed to the next generation. In this study, crossover and mutation rates are assumed to be 0.70 and 0.001, respectively. In addition, using a trial-and-error process, the numbers of population and total generations are respectively found to be 20 and 150. 
Wavelet transform
Wavelet transform, which is a relatively new progression in the field of signal processing, has attracted much attention since its introduction in the early 1980s. The first aim of wavelet analysis includes determination of both the frequency content of a signal and the temporal variation of this frequency content. Therefore, the wavelet transform is considered a useful choice when signals are characterized by localized high frequency events. There are two main categories of wavelet transform: continuous (CWT) and discrete (DWT). The first deals with continuous functions and the second is applied for discrete functions or time series. Most hydrological time series (i.e. precipitation and streamflow) are measured in discrete time steps; therefore, DWT would be a suitable method for decomposition and reconstruction of these series.
Wavelet transform converts a main signal to some wavelets (φ a , τ (t)), which can be obtained by compressing and expanding the mother wavelet:
where φ(t) is the wavelet function or mother wavelet, a is a scale or frequency factor also called the dilation factor, and τ is the time factor. The term "scale" refers to extending or compressing the wavelet. Using a small scale causes the wavelet to be compressed and in the case of a large scale the wavelet is extended. Large-scale values are not able to show details whereas small scales are applied to reveal more details. The time-scale wavelet transform of continuous time series, x(t), is defined as (Mallat 1998) :
where * denotes a conjugate complex function. Other terms are as defined earlier.
Continuous wavelet transform (CWT) needs wavelet coefficients to be calculated at each scale, which requires more calculations and computer time. In contrast, the discrete wavelet transform (DWT) requires less computation time and is simpler to develop (Adamowski and Chan 2011) . Discrete wavelets have the following general form (Grossman and Morlet 1984) :
where m and n are integers that control, respectively, the wavelet dilation and translation; a 0 is a specified fixed dilation step with a value greater than 1; and τ 0 is the location parameter which must be greater than zero. Scales and positions are usually based on powers of 2 (dyadic scales and positions), making it more efficient for practical cases (Mallat 1998) . The most common (and simplest) choices for the parameters a 0 and τ 0 are 2 and 1, respectively. In this way, for a discrete time series x i , which occurs at different time t, the DWT is defined as (Mallat 1998) :
where W m,n is the wavelet coefficient for the discrete wavelet of scale a = 2 m and location τ = 2 m n. The discrete wavelet transform is used to decompose the time series data and by this procedure the signal is divided into two parts including "approximation" and "details". In this way, the original signal is broken down into lower resolution components. These components explain behaviour better and reveal more information about the process than the original time series. Therefore, they can help the forecasting models to predict with more accuracy (Remesan et al. 2009 , Calatao et al. 2011 .
Case study
The data used for developing and testing the models are provided from two sub-basins of the Urmia Lake basin, which is located within two Azerbaijan provinces in northwest Iran and has an area of 51 876 km 2 (Fig. 2) . The western limits of the basin overlap the elevations on the border between Iran and Turkey. The Urmia Lake located at the centre of the closed Urmia basin and west of the Caspian Sea is one of the most important and valuable ecosystems in the country and probably one of the unique basins of the world. The two sub-basins are Lighvan, with an area of about 186 km 2 a small basin located in the heights of Mount Sahand, and Ajichai, with an area of over 7600 km 2 , considered a relatively large basin located northeast of the lake. A monthly time step was selected as the time interval in developing the forecasting models in this research.
At the Lighvan outlet, the Heravi hydrometric station receives discharge from an area of 186.3 km 2 . Precipitation at three raingauge stations in the nearby area (Tabriz, Ghermezigul and Zinjenab) and temperature measurements at Lighvan are used in developing streamflow forecasting models for the Lighvan subbasin. The Vanyar hydrometric station receives streamflow from an area of 7675 km 2 at the outlet of the Ajichai sub-basin. Precipitation stations considered for this basin are: Bostanabad, Ghurigul, Ghushchi, Nahand, Saeedabad, Sarab, Sbaghran, Sohzab and Vanyar. In addition, temperature data from Sohzab, Mirkuh and Ghurigul stations are used for developing the streamflow forecasting models. For all stations, 41 years (1966-2006, inclusive) of monthly data are available, of which 85% (417 months) are used for training the models and the remaining 15% (75 months) are applied for testing the models. The training data should have the maximum and minimum observations for better training of the model. The common practice is to assign the first 85% (or any other proportion) for training and the last portion for testing the model. However, in the Ajichai sub-basin the observed maximum lies in the last 15% of the data. Therefore, the data for the test period are chosen from a middle section in order to have the observed maximum in the training process. So, after an initial assessment, the test period data were chosen from the last and middle parts of the dataset for Lighvan and Ajichai sub-basins, respectively.
The models are evaluated through three well-known criteria, as presented in Table 1 .
In forecasting models NSE gives a better measure for the goodness of forecasts. The coefficient of determination by itself could mislead one by showing high values where predicted flows are very different but highly correlated with observed ones. The RMSE could help to partly overcome this problem but it lacks a firm measure of model accuracy because its value is data scale dependent. The NSE is dimensionless and free of scale and has been widely used in hydrology and other fields of science since it was introduced by Nash and Sutcliffe (1970) . 
Results and discussion

Basic models
Basic ANFIS models (Sub-and FCM-ANFIS) without any data pre-processing were used to forecast the basin streamflow. All the available input variables-without applying the selection algorithm-were employed, as follows:
Input variables of Lighvan basic model: P Tabriz , P Ghermezigul , P Zinjenab , T Lighvan , Q Heravi ; all with 1 and 2 lags (total of 10 parameters). Input variables of Ajichai basic model: P Bostanabad , P Ghurigul , P Ghushchi , P Nahand , P Saeedabad , P Sarab , P Sbaghran , P Sohzab , P Vanyar , T Sohzab , T Mirkuh , T Ghurigul and Q Vanyar ; all with 1 lag time (13 parameters). It should be noted that in the case of the Ajichai sub-basin the variables using lag 2 (i.e. t -2) were omitted for simplicity and for keeping the number of parameters in a limited range.
In the next step, the final architecture of the ANFIS model including some parameters of Sub-and FCM-ANFIS methods was obtained through a trial-and-error process. Through this process the optimal radius for generating fuzzy rules is determined in the Sub-ANFIS model. This parameter determines the effective range of each cluster; small radiuses produce many small clusters and a large number of fuzzy rules, while large radiuses produce a few large clusters and a small number of fuzzy rules (Cobaner 2011) . Too large or small radiuses are not suitable for clustering purposes, so they cannot properly introduce data spaces. Therefore, the optimal value of this parameter should be determined.
The parameter to be determined in FCM-ANFIS is the number of clusters. It is worthwhile to mention that the quality of the results of the FCM clustering algorithm depends on the initial number of clusters (Chiu 1994) . The optimal number of clusters in FCM-ANFIS and the optimal value of radius in Sub-ANFIS, obtained by a sensitivity analysis, are shown in Table 2 . Different training epochs were tested using trial-and-error and finally 150 epochs were determined as the optimum number, with a goal error value set at 10 -4
. Using the optimal values of the parameters obtained, each basic model was evaluated and the results are shown in Table 3 .
To evaluate the performance of models with optimal inputs as selected by the genetic algorithm (presented in Section 4.2), two basic models are used as benchmarks. So, for briefness and easier comparison, the results of the basic models are presented in Table 3 and Figs 3-6, together with those models evaluated in the next section. According to Table 3 , NSE coefficients for Lighvan and Ajichai datasets using FCM-ANFIS are found to be 0.74 and 0.66, respectively, and those using Sub-ANFIS are 0.67 for both basins. It is clear from Figs 3 and 5 that there are considerable differences between the results of the basic models and the observed time series, especially in peak values. In the next section, genetic input selection is applied to improve the results. 
N: number of data; Parameter ranges: 0 ≤ R 2 ≤ 1; 0 ≤ RMSE ≤ ∞; −∞ ≤ NSE ≤ 1. 
GA input selection algorithm
As mentioned earlier, one of the main concerns about using a data-driven model is the selection of appropriate input variables. Using a large number of input variables or employing inappropriate datasets can lead to poor model performance especially during the test period. Redundant and irrelevant variables lead to a poor generalization performance, add error and noise to the model and prevent a correct learning process (May et al. 2011) . In ANFIS, selecting the optimal subset of input variables can improve classification of inputs and production of fuzzy-based rules. In this study, a binary genetic algorithm was used for optimal input variable selection, as illustrated in Fig. 1 . There are potentially 26 and 10 input variables of different kinds for the Ajichai and Lighvan basins, respectively (Table 4) . These include lagged variables of precipitation, temperature and streamflow. The final results of input variable selection in Ajichai sub-basin indicate that, among the 26 variables shown in Table 4 , precipitation for the previous month at Gushchi, Nahand and Sohzab stations and the previous month's temperature at Mirkuh station plus the streamflow of the previous month at Vanyar have a greater ability to describe the current period streamflow at Vanyar station. Similarly, among the 10 variables shown in Table 4 , the precipitation at Tabriz, Ghermezigul and Zinjenab stations, temperature at Lighvan and streamflow at Heravi, all from the previous month, are determined as the best variables for predicting the current period streamflow at Heravi station in the Lighvan Basin. Therefore, in Lighvan the number of inputs has been cut down by half (5 inputs) through excluding variables lagged by time step 2 (t -2).
As shown in Tables 5 and 6 , the optimal number of clusters in FCM-ANFIS-using GA input selectionand the optimal value of radius in Sub-ANFIS-using GA input selection-obtained by a sensitivity analysis are equal to 6 and 0.6, respectively, for Lighvan. For briefness, only the results for the Lighvan sub-basin have been shown in detail here. Using similar calculations for Ajichai, the optimum values of key parameters in FCM-and Sub-ANFIS models are presented in Table 2 . According to Cobaner (2011) , the proper values for radius should be within the interval of 0.2 and 0.5, but the optimum values in our application were determined to be slightly over this range. It should be noted that large radiuses produce few large clusters and a limited number of fuzzy rules. In contrast, a small number of clusters is due to a limited range of data points (of similar nature to data spaces). So, in this study, because of the limited range of data points, the higher radius was obtained. With the optimal values of parameters in hand, each model is evaluated and the results are presented in Table 3 . It is evident from Table 3 that using optimal input variables selected by GA improves the results in comparison with those of the basic models in both basins. For FCM-ANFIS, the NSE indices for the Lighvan basin using basic and GA selected inputs (FCM-ANFIS-GA) are 0.74 and 0.85, respectively, showing 15% improvement, whereas for the Ajichai basin they are 0.66 and 0.82, indicating an improvement of 24%. In addition, the application of Sub-ANFIS using GA selected inputs (Sub-ANFIS-GA) shows 19% and 24% improvements in NSE values for the Lighvan and Ajichai basins, respectively. It can be seen from Table 3 that using the GA method to select inputs has slightly more effect on improving the results for Ajichai, being a large basin, than those for Lighvan, which is a small basin. This might be an indication that an optimal input selection algorithm would be more effective in large basins with too many variables than in small basins with limited variable choices.
A comparison of the results of GA-based models and basic models also shows that using more lagged precipitations is not necessary in this application. Therefore, in the remaining analysis, optimal inputs determined by the binary GA will be used in the hybrid WANFIS model. Figures 3 -6 show the time series and scatter plots of Sub-and FCM-ANFIS models for the test period of both basins. It is clear from these figures that using the GA selection method has had positive impact on the forecasting results. The solid line in the scatter plot shows where the perfect prediction occurs. Points above this line indicate overestimation, while those below the line show underestimation. Any trend in the predictions could be easily extracted from these plots. For briefness, only some selected results are shown in these graphs. Figure 4 and Table 3 reveal that Sub-and FCM-ANFIS have almost similar performances in the Lighvan basin, but the highest peak flow was predicted more accurately by the FCM-ANFIS. Similarly, as can be seen from Fig. 6 and Table 3 , Sub-and FCM-ANFIS present the same results and performance for the Ajichai basin. It is also clear that the differences between the two models are in classification of the input data and determining the initial rules. In this study, input data did not show significant sensitivity to the type of classification methods (FCM or subtractive clustering). Therefore, both models indicated almost a similar performance. It can be concluded that none of these methods was able to accurately catch the peak flows in either basin. Therefore the application of the wavelet transform method is investigated (Section 4.3) in order to improve the overall forecasting results.
Discrete wavelet transforms
A wavelet transform was applied on input data to further improve the performance of ANFIS models, especially on peak flows. Through wavelet decomposition, one approximate sub-signal of the original signal and several (equal to the number of decomposition stages) detailed sub-signals were obtained to explore hidden characteristics of the signal. In practice, a suitable level of decomposition is selected with respect to the nature of the time series. For instance, Kisi and Shiri (2011) applied three resolution levels to forecast daily precipitation in order to have variation and details of information on a nearly weekly scale (2 3 -day). Similarly, Nourani et al. (2011) used four decomposition levels for monthly time series forecasting, since a 2 4 -monthly scale represents the annual variation and details. However, the type of mother wavelet selection has rarely been discussed by researchers. The work by Nourani et al. (2011) is among the rare cases where sensitivity analysis is used to determine the best mother wavelet. Nevertheless, in most applications researchers use their own experience to choose a mother wavelet for their work (e.g. Wei et al. 2013) .
As shown in Fig. 7 , the utilization of some mother wavelets, including Daubechises (db), sym, coif and Haar, was investigated in study. Among them, Haar is the simplest wavelet whereas db is the most widely used (Mallat 1998) .
As mentioned earlier, the optimal inputs determined by the binary GA are also used in wavelet-ANFIS (WANFIS) models. Here, for each mother wavelet, different decomposition levels have been tested. In the following sections, the results of applying waveletsubtractive-ANFIS (Sub-WANFIS) and wavelet-FCM-ANFIS (FCM-WANFIS) in each study area are explained.
Sub-WANFIS
The general approach for selecting the best mother wavelet is the apparent similarity between mother wavelet and the time series. In this regard, Lighvan data have more similarities with sym2, sym3 and db4 wavelets. Figure 8 shows the results of investigating different types of mother wavelets and various levels of decomposition for the Lighvan basin. The results indicate that generally the sym2 mother wavelet has a higher NSE value and performs better than other wavelets for this basin.
In addition, the resolution levels 1, 2, 3 and 4 have been applied for decomposing the signals. Once again, Fig. 8 shows that the model performance is best when three levels of decomposition are implemented. As can be seen, the model performance improved going from decomposition of level 1 to 2 and 2 to 3, while it is deteriorated when moving from decomposition of level 3 to level 4. Therefore, the sym2 mother wavelet with three decomposition levels is selected for Lighvan. Similar work was done for the Ajichai basin, where db4 with three decomposition levels was found suitable.
At this step, the Sub-WANFIS model is evaluated using the generated sub-signals. Table 7 shows a summary of the results, where the best value of radius and corresponding performance parameter values of the Sub-WANFIS model are presented. It is evident from Table 7 that all evaluation parameters are substantially improved using the wavelet method. For example, when the wavelet is applied using Sub-WANFIS, the best NSE value for the test period increased from 0.8 (Table 3) to 0.95 in (Table 7) for Lighvan. Similar improvements are observed for the Ajichai basin. Therefore, it is evident that the wavelet transformation has a significant positive role on streamflow prediction using the Sub-ANFIS model. In addition, similarly to the earlier approach, two basic models were defined using the same input variables as before to reveal the role of the input selection algorithm in wavelet models. It is evident from Table 7 that, similarly to regular ANFIS models, application of the input selection method (i.e. Sub-WANFIS-GA model) improves the results. For example, the NSE index of the Sub- (Figs 9 and 10) indicates the enhancements gained by using the wavelet transform. These findings support the values given in Table 7 , showing that the accuracy of forecasts for peak streamflows is improved by using wavelet methods.
FCM-WANFIS
A similar approach was followed to develop the FCM-WANFIS model. Six mother wavelets, including db4, db3, Haar, coif1, sym2 and sym3, were examined, among which sym2 was found to be the best wavelet for the Lighvan Basin (Fig. 11) . Moreover, the resolutions of levels 1, 2, 3 and 4 were applied to decompose the main signal into several sub-signals and it was found that again three levels of decomposition had the best performance. Therefore, sym2 with three decomposition levels was used for the Lighvan data. Similarly, db4 with three decomposition levels was determined to be suitable for Ajichai. By decomposing signals to level 3 the performance was increased in both ANFIS models. The reason lies in the fact that the detailed sub-signal of decomposition level 3 represents 2 3 -scale, which approximately includes a seasonal scale consisting of 6 months. But, although the decomposition level 4 also includes 2 3 -scale, by decomposing signals to level 4 the results are not better than those in level 3. This is mainly due to an increase in the number of inputs, which leads to complexity of the model and thus reduction in the model performance.
The results of FCM-WANFIS are presented in Table 8 for both basins. Similarly to the Sub-WANFIS model, comparison of the results obtained by using the wavelet (Table 8 ) with those reached without using the wavelet (Table 3 ) reveals the significant role of wavelet decomposition on forecasted streamflow accuracy. Table 8 indicates that all evaluation criteria were substantially improved by the wavelet method. For example, when the wavelet was applied, the best NSE value for the test period for Lighvan data increased from 0.85 (Table 3) to 0.97 (Table 8) .
Comparison of streamflow hydrographs (Fig. 12 ) and scatter plots (Fig. 13) for Lighvan for the test period shows the superiority of the model using the wavelet, which supports the figures presented in Table 8 .
Moreover, the performances of FCM-WANFIS and Sub-WANFIS are very similar. These findings support those presented by previous researchers (Partal and Kisi 2007 , Remesan et al. 2009 , Shiri and Kisi 2010 , Nourani et al. 2011 , Calatao et al. 2011 , Kalteh 2013 . Table 9 shows a summary of all the results and reveals that the combination of the wavelet transform method and GA as data pre-processing methods can help to improve the forecasting significantly.
Conclusions
The impact of using optimum input selection and wavelet transform was investigated on streamflow forecasting using an ANFIS model. The models were developed and evaluated using data from two different sized sub-basins of the Urmia Lake basin in northwestern Iran. Input variable selection is a main concern in using data-driven models. The results showed that a significant improvement is gained through optimum selection of input variables for different ANFIS models in both basins. However, it was found that application of an optimum input selection algorithm is more important in large basins with many input variables as compared to small basins with limited choices. In addition, it was shown that using a wavelet transform in conjunction with the optimum input selection algorithm could substantially enhance the ANFIS performance: the improvements by the wavelet transform were found to be very significant in both basins. Moreover, there was no significant difference between the performance of Sub-ANFIS and FCM-ANFIS models in this application.
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