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Abstract
An algorithm of searching a zero of an unknown function ϕ : R → R
is considered: xt = xt−1 − γt−1yt, t = 1, 2, . . ., where yt = ϕ(xt−1) + ξt
is the value of ϕ measured at xt−1 and ξt is the measurement error. The
step sizes γt > 0 are modified in the course of the algorithm according to
the rule: γt = min{u γt−1, g¯} if yt−1yt > 0, and γt = d γt−1, otherwise,
where 0 < d < 1 < u, g¯ > 0. That is, at each iteration γt is multiplied
either by u or by d, provided that the resulting value does not exceed the
predetermined value g¯. The function ϕ may have one or several zeros; the
random values ξt are independent and identically distributed, with zero
mean and finite variance. Under some additional assumptions on ϕ, ξt,
and g¯, the conditions on u and d guaranteeing a.s. convergence of the
sequence {xt}, as well as a.s. divergence, are determined. In particular,
if P(ξ1 > 0) = P(ξ1 < 0) = 1/2 and P(ξ1 = x) = 0 for any x ∈ R,
one has convergence for ud < 1 and divergence for ud > 1. Due to the
multiplicative updating rule for γt, the sequence {xt} converges rapidly:
like a geometric progression (if convergence takes place), but the limit
value may not coincide with, but instead, approximates one of the zeros
of ϕ. By adjusting the parameters u and d, one can reach arbitrarily high
precision of the approximation; higher precision is obtained at the expense
of lower convergence rate.
Key words: stochastic approximation, accelerated convergence, step size
adaptation.
AMS subject classification: 62L20 (Stochastic approximation), 90C15
(Stochastic programming), 93B30 (System identification)
1 Introduction
Suppose that we are given a function ϕ : R → R; it is required to find a zero
of ϕ. The function ϕ can be measured at any point x with some error, so that
the measured value is y = ϕ(x) + ξ; the measurement error ξ is a random value
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with zero mean. The standard stochastic approximation algorithm consists
in calculating successive approximations of the required value, x0, x1, x2, . . .,
according to the rule
xt = xt−1 − γt−1yt, t = 1, 2, . . . , (1)
where
yt = ϕ(xt−1) + ξt. (2)
Usually it is assumed that the step sizes of the algorithm, γ0, γ1, γ2, . . ., are
positive real numbers satisfying the relations
∑
γt = ∞,
∑
γ2t < ∞. Then,
under some additional assumptions on the function ϕ and the sequence {ξt},
the algorithm a.s. converges to a zero point x∗ of ϕ (see, e.g., [1, 2]).
It is also known how to choose the coefficients γ0, γ1, γ2, . . ., in order to
ensure the highest possible convergence rate [1, 2]. Unfortunately, to make this
choice, one needs to know the derivative ϕ′(x∗) at the required point. This
difficulty was overcome in the papers [3, 4], where a modification of the basic
algorithm was proposed (the Polyak-Ruppert algorithm with averaging of iter-
ates). This new algorithm does not need any a priori information of ϕ and has
the best asymptotic convergence rate. There were also obtained generalizations
of these results to the case of many dimensions, which is more important for
applications [3, 5].
Asymptotical optimality implies that
E (xt − x∗)2 = c t−1/2 (1 + o(1)) , (3)
where c is a positive constant (a positive definite matrix in the multidimensional
case) and cannot be diminished. The problem, however, is that when solving
practical tasks, o(1) in the right hand side of (3) may be very large, and it may
take very much time until this value becomes comparable with 1. Therefore, an
asymptotically optimal algorithm can be unsatisfactory on any reasonable time
interval.
There were proposed various stochastic approximation algorithms, aimed at
increasing the efficiency of algorithm on reasonable time scales. In particular,
there was used the idea that the step size values γt should be random, rather
than deterministic, and should be modified in the course of algorithm, in accor-
dance with the current data. (See [6, 9, 12, 14] for heuristic algorithms utilizing
this idea.) In this way, Kesten [10] studied an algorithm using the rule (1), (2)
and the modification rule for γt:
γt = γ(st), st =
{
st−1, if yt−1yt > 0
st−1 + 1, if yt−1yt ≤ 0, t = 2, 3, . . . , (4)
where s0 = 0, s1 = 1; γ(0), γ(1), γ(2), . . . is a decreasing sequence of positive
numbers such that
∑
γ(m) =∞, ∑ γ2(m) <∞. Thus, the step size γt cannot
increase in the course of the algorithm; it can only decrease or remain unchanged.
If the sign of several consecutive increments ∆xt = xt−xt−1 remains unchanged,
one can admit that the algorithm is still far from the required solution x∗; in
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this case, according to (4) and (1), γt gets “frozen”. On the other hand, if the
sign of ∆xt changes frequently, it seems probable that xt oscillate around the
solution x∗, and, according to (4) and (1), γt decreases. Kesten proved that if
there is a unique zero of ϕ then xt converges to this value with probability 1.
A multidimensional version of this algorithm was studied in [11].
Yet, the step size “adaptation” of this algorithm is not rapid enough. On the
other hand, there are heuristical algorithms (in particular, in artificial neural
networks) utilizing a multiplicative step size modification rule: depending on
the current data, the step size is multiplied either by a constant greater than 1,
or by a positive constant less than 1 [7, 8, 12, 13].
The step size of these algorithms is modified very rapidly, and based on this
rule, one can reach reasonably fast convergence. However, the sequence of step
sizes may converge like a geometric progression, and therefore the limit value of
the algorithm needs not to coincide with the true solution x∗. Nevertheless, the
utilization of such algorithms may be justified if they produce an output value
close enough to the true solution.
In this paper, we study analytically a stochastic approximation algorithm
utilizing a multiplicative rule of step size modification. The algorithm consists
in the rule (1), (2) combined with the following rule
γt =
{
min{u γt−1, g¯}, if yt−1yt > 0,
d γt−1, if yt−1yt ≤ 0, t = 2, 3, . . . . (5)
Here 0 < d < 1 < u, 0 < γ0, γ1 ≤ g¯, g¯ is a positive constant. The main
differences between (5) and Kesten’s rule (4) are the following. First, in our
algorithm the step size may both decrease and increase. Second, in Kesten’s
algorithm one always has
∑
γt =∞, while in our algorithm (1), (2), (5) it looks
likely that (in the case of convergence of the algorithm) {γt} converges like a
geometric progression (this conjecture will be justified in section 3), therefore
the limit of {xt} may not be a zero point of ϕ.
Let us consider a simple illustrative example. Take the function ϕ(x) =
x/
√
x2 + 1 and consider the problem of computing the zero of ϕ (which is ob-
viously x∗ = 0). We compare convergence properties for different algorithms
with the same initial state x0 = 20 and initial step γ0 = 1. The variables
of noise ξt are taken to be i.i.d. N (0, 1). The step sizes for the standard
stochastic approximation algorithm (SA) are γt = 1/(1+ t); this choice ensures
asymptotically optimal convergence of the algorithm. For Kesten algorithm it
was taken γ(s) = 1/(1 + s). For Polyak-Ruppert algorithm (PR) we chose
γt = 1/
√
1 + t. For the multiplicative step size algorithm (MUL), the parame-
ter values γ0 = γ1 = 1, g¯ = 1, and d = 0.95, with three successively increasing
values of u, (a) u = 1.01, (b) u = 1.03, and (c) u = 1.05, were chosen. Note
that we always have ud < 1, and the value ud becomes successively closer to 1
in the cases (a), (b), and (c).
For a fixed precision ε, we calculated the average time (average number of
iterations) needed to reach this precision, |xt−x∗| < ε. The obtained diagrams,
for the Kesten and MUL (a), (b), (c) algorithms, are shown on the figure. At each
point, the algorithms were repeated 10 times. The precision varies between 10−2
and 10−5. The corresponding values for SA and PR algorithms are larger than
105 and are beyond the scope of the figure.
The number t of iterations needed for MUL to reach a given precision ε
gradually increases when ε decreases, and jumps sharply exceeding the limiting
value 105 adopted by us when ε exceeds a certain value, indicating that better
precision cannot be attained.
For d = 0.95 and u = 1.01, the best possible precision is ε = 10−3 and the
average number of iterations needed to reach it is approximately t = 200. For
d = 0.95 and u = 1.03, the corresponding values are ε = 4 · 10−4 and t = 300,
and for d = 0.95 and u = 1.05, they are ε = 2.5 · 10−5 and t = 2400. For the
Kesten algorithm, the number of iterations increases from approximately 8000
to 16000, when ε decreases from 10−2 to 10−5.
This example points out a characteristic feature of our algorithm: it can
rapidly give an approximate answer. By adjusting the parameters (getting u
closer to 1/d), the quality of answer can be improved at the expense of rapidity
of the response.
The mathematical formulation of this feature is given by the convergence
theorem, which is stated in section 2 and proved in section 3. In short, the
result is as follows. Under the assumptions A1–A6 on ϕ, ξt, and g¯, stated
below, the process (1), (2), (5) is proved to a. s. converge (not necessarily to a
zero of ϕ) if some relation between u and d holds, and diverge if another relation
between u and d holds. In the particular case, where
P(ξt > 0) = P(ξt < 0) = 1/2, (6)
these relations take an especially simple form: the process a. s. converges if
ud < 1 and diverges if ud > 1. Moreover, a monotone decreasing family of
closed sets U(λ) ⊂ R, 0 < λ < 1 is determined, such that for any λ, U(λ)
contains the set Z of zeros of ϕ and ∩λU(λ) = Z. It is proved that, in the case
of convergence, the limit of {xt} belongs to U
(
lnu
ln(1/d)
)
.
Thus, by adjusting the parameters u and d (for example, if (6) holds, one
can fix d and let u → 1/d − 0), one can reach arbitrarily high precision of the
algorithm; higher precision is obtained at the expense of lower convergence rate.
The algorithm is stated and studied only in the one-dimensional case while,
from the applications viewpoint, the multidimensional case is more interesting.
In fact, as will be seen from the following, even the study of the one-dimensional
case is quite complicated; moreover, at the moment it is not completely clear
how to generalize the algorithm to the multidimensional case. Therefore, the
multidimensional case is postponed to the future.
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Figure 1: The average number of iterations needed to reach a given precision is
shown. The results for the MUL algorithm with several combinations of param-
eters and for the Kesten algorithm are given. It is seen that the MUL algorithm
is generally more rapid that the Kesten one, but cannot reach precision better
than a fixed value.
2 Definition of the algorithm and statement of
the main result
Consider the algorithm given by (1), (2), (5). The rule (5) means that at each
instant t, step size is multiplied by u or by d, if the result of multiplication is
less than g¯; otherwise, step size is set to be g¯. Thus, the maximal possible value
of step size equals g¯.
The rule (5) can be written in the form
ln γ˜t=ln γt−1 + lnu · I(yt−1yt > 0) + ln d · I(yt−1yt ≤ 0),
ln γt=min{ln γ˜t, ln g¯}. (7)
Let us take the following assumptions:
A1 Denote Ft, t = 0, 1, 2, . . . the σ-algebra generated by xi, γi, and ξi, 0 ≤ i ≤
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t; then ξt+1 does not depend on Ft.
A2 The values ξt are identically distributed, with zero mean and finite variance:
Eξt = 0, Varξt =: S < +∞.
A3 (a) There exists L > 0 such that for any interval I ⊂ [−L, L], P(ξ1 ∈ I) > 0;
(b) P(ξ1 = 0) = 0.
A4 ϕ ∈ C1(R) and supx |ϕ′(x)| =:M <∞.
A5 g¯ < 2/M .
A6 There exists R > 0 such that
(a) xϕ(x) > 0 as |x| ≥ R, and
(b) inf
|x|≥R
ϕ2(x) >
g¯MS
2− g¯M .
Remark 1 From A4 and A6 (a) it follows that the set Z is non-empty and is
contained in (−R, R).
Remark 2 Note that assumptions A4–A6 guarantee convergence of the de-
terministic counterpart of algorithm (1), (2), (5) (that is, of the algorithm
with ξt ≡ 0). Moreover, under these conditions, any deterministic algorithm
xt = xt−1−γt−1ϕ(xt−1) converges, whatever the sequence {γt} satisfying γt ≤ g¯.
Introduce the functions:
k+(z) := lim
→0+
sup
ϕ1,ϕ2
{P(ϕ1+ ξ1)(ϕ2 + ξ2) > 0); |ϕ1 − z| < , |ϕ2 − z| < }, (8)
k−(z) := lim
→0+
inf
ϕ1,ϕ2
{P((ϕ1+ξ1)(ϕ2+ξ2) > 0) : |ϕ1−z| < , |ϕ2−z| < }; (9)
one has k+(z) ≥ 1/2, 0 ≤ k±(z) ≤ 1, limz→∞ k±(z) = 1.
Further, define the sets of real numbers
V
(a)
± := {x : k±(ϕ(x)) < a}, V [a]± := {x : k±(ϕ(x)) ≤ a}; (10)
obviously, V
(a)
+ ⊂ V (a)− , V (a)± ⊂ V [a]± for any a.
Note that V
(a)
+ is open. Indeed, let x ∈ V (a)+ , then there exists  > 0 such
that
sup
ϕ1,ϕ2
{P((ϕ1 + ξ1)(ϕ2 + ξ2) > 0) : |ϕ1 − ϕ(x)| < , |ϕ2 − ϕ(x)| < } =: c < a.
Then for x′ close enough to x one has |ϕ(x′)− ϕ(x)| < ε/2, hence
sup
ϕ1,ϕ2
{P((ϕ1+ξ1)(ϕ2+ξ2) > 0) : |ϕ1−ϕ(x′)| < /2, |ϕ2−ϕ(x′)| < /2} ≤ c < a.
This implies that k+(ϕ(x
′)) < a, hence x′ ∈ V (a)+ .
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Denote also
k :=
ln(1/d)
ln(u/d)
. (11)
Denote by Z the set of zeros of ϕ, i.e., Z := {x : ϕ(x) = 0}. Suppose that
x ∈ V (k)+ , xt−2 ∈ (x − , x + ) ⊂ V (k)+ , and γt−2 < , where  is a small
positive number. Then, with a probability close to 1, xt−1 also belongs to a
small (possibly larger) neighborhood of x contained in V
(k)
+ , and taking into
account (8) and (10), one gets
P(yt−1yt > 0
∣∣∣ |xt−2 − x| < , γt−2 < ) =
= P((ϕ(xt−2) + ξt−1)(ϕ(xt−1) + ξt) > 0
∣∣∣ |xt−2 − x| < , γt−2 < ) < k.
Then, using (7) and (11), one obtains
E[ln γt − ln γt−1
∣∣∣ |xt−2 − x| < , γt−2 < ] ≤
lnu · P(yt−1yt > 0
∣∣∣ |xt−2 − x| < , γt−2 < ) + ln d · P(yt−1yt ≤ 0 ∣∣∣ |xt−2 − x| < , γt−2 < )
< lnu · k + ln d · (1− k) = 0.
Thus, in a sense, the set V
(k)
+ can be regarded to be a domain of decrease of
step size: if several consecutive values of xt belong to V
(k)
+ and are close enough
to each other, and if the first term of the sequence of corresponding step sizes
γt is small enough, then the sequence of mean values E[ln γt] decreases.
Now, suppose that x ∈ R \ V [k]− , xt−2 ∈ (x − , x + ) ⊂ R \ V [k]− , and that
γt−2 < . Analogously, for  small enough, one has
P(yt−1yt > 0
∣∣∣ |xt−2 − x| < , γt−2 < ) > k,
and then, using again (7) and (11) and taking into account that for  < g¯/u2,
γ˜t = γt, one obtains
E[ln γt − ln γt−1
∣∣∣ |xt−2 − x| < , γt−2 < ] =
lnu · P(yt−1yt > 0
∣∣∣ |xt−2 − x| < , γt−2 < ]) + ln d · P(yt−1yt ≤ 0 ∣∣∣ |xt−2 − x| < , γt−2 < ])
> lnu · k + ln d · (1− k) = 0.
Thus, the set R \ V [k]− can be regarded as a domain of increase of step size: if
several consecutive values of xt belong to R \ V [k]− and are close enough to each
other, and if the first of the corresponding values of γt is small enough, then the
sequence of mean values E[ln γt] increases.
Note that if k > k+(0) then, by virtue of (10), Z ⊂ V (k)+ , that is, all the
zeros of ϕ belong to the region of decrease of step size. On the other hand, if
k < infz k−(z) then V
[k]
− = ∅, which means that the region of increase of step
size coincides with R.
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It seems likely that in the first case the algorithm can converge, and in the
second one, cannot. This conjecture is confirmed by the following theorem,
which is the main result of the paper.
Theorem Let the assumptions A1–A6 be satisfied; consider the process
{xt, γt} defined by (1), (2), (5). Recall that k = ln(1/d)ln(u/d) . Then
(a) If k > k+(0) then {xt} a.s. converges to a point from V [k]− .
(b) If k < infz k−(z) then {xt} a.s. diverges.
Suppose that P(ξ1 = x) = 0 for any real x and that P(ξ1 > 0) = P(ξ1 < 0).
Then the function k(·) := k+(·) coincides with k−(·), is continuous, and is given
by
k(z) = P((z + ξ1)(z + ξ2) > 0);
z = 0 is the unique minimum of k(·), and k(0) = infz k(z) = 1/2. After a simple
algebra, one can rewrite the hypotheses of theorem in the form (a) ud < 1, (b)
ud > 1. Denote U(λ) := V [ 11+λ ] = {x : k(ϕ(x)) ≤ 11+λ}; U(λ), 0 < λ < 1 is a
monotone decreasing family of sets containing Z and tending to Z as λ→ 1−.
Thus, one comes to
Corollary Let, in addition to assumptions A1–A6, P(ξ1 = x) = 0 for any
x ∈ R, and P(ξ1 > 0) = P(ξ1 < 0) = 1/2. Consider the process defined by
(1), (2), (5). Then there exists a monotone decreasing family of sets U(λ),
0 < λ < 1 such that U(λ) ⊃ Z, ∂(U(λ),Z)→ 0 as λ→ 1−, and
(a) if ud < 1 then {xt} a.s. converges to a point from U( lnu− lnd );
(b) if ud > 1 then {xt} a.s. diverges.
Remark 3 Theorem does not give any information about behavior of the algo-
rithm for the values u, d such that
infz k−(z) ≤ ln(1/d)
ln(u/d)
≤ k+(0).
In particular, under the hypotheses of corollary, the case ud = 1 remains unex-
plored. These issues will be addressed elsewhere.
3 Proof of theorem
First we prove 10 auxiliary lemmas, and then, basing on them, we prove theorem.
In the sequel, we shall mainly designate random values by Greek letters, and
real numbers and functions from R to R, by Latin ones; the letters t, i, j, s will
denote integer non-negative numbers. The function ϕ and the random values
xt, yt are exceptions; also, traditional notation , δ for small positive numbers
will be used.
In what follows, all statements about random variables are supposed to be
true almost surely.
Lemma 1 If
∑
t γt <∞ then the sequence {xt} converges.
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Proof. Note that without loss of generality one can assume that x0 is
bounded. Indeed, replacing x0 by x˜0 = x0 · I(|x0| < X) changes the pro-
cess only with probability P(|x0| > X). By taking X large enough, one can
make this probability arbitrarily small.
Let C > 0; define the stopping time τC = inf{t :
∑t
i=0 γi > C} and introduce
the new process xCt , γ
C
t by
xCt = xt, γ
C
t = γt as t < τc, and
xCt = xτC , γ
C
t = 0 as t ≥ τc.
First, let us prove that the sequence {xCt } is bounded. Designate MR :=
sup|x|≥R
ϕ(x)
x ; from A4 it follows that MR <∞. One has
|xCt | ≤ |xCt−1 − γCt−1ϕ(xCt−1)|+ γCt−1|ξt|. (12)
Using that γCt−1 ≤ C and |ϕ(xt−1)C | ≤ |ϕ(0)|+M |xCt−1|, one obtains
|xCt | ≤ |xCt−1|(1 + CM) + γCt−1(|ϕ(0)|+ |ξt|). (13)
If γCt−1 ≤ 2/MR, an even more precise estimate for xCt can be obtained. We
shall distinguish between two cases: (i) |xt−1| ≤ R and (ii) |xCt−1| > R.
In case (i), designating b¯ := sup|x|≤R |ϕ(x)|, one has
|xCt−1 − γCt−1ϕ(xCt−1)| ≤ |xCt−1|+ γCt−1b¯. (14)
In the case (ii) one has
0 ≤ γCt−1
ϕ(xCt−1)
xCt−1
≤ 2
MR
MR = 2,
hence
|xCt−1 − γCt−1ϕ(xCt−1)| ≤ |xCt−1|. (15)
Thus, in both cases (i) and (ii), from (12), (14), and (15) one gets
|xCt | ≤ |xCt−1|+ γCt−1(b¯+ |ξt|). (16)
The overall number of values of t such that γCt−1 ≤ 2/MR is less than CMR/2;
therefore, using (13) and (16), one concludes that
|xCt | ≤
(
|x0|+
t∑
i=1
γCi−1(b¯+ |ϕ(0)|+ |ξi|)
)
· (1 + CM)CMR/2. (17)
Denote c0 := b¯+ |ϕ(0)|+E|ξ1| and ζt := |ξt|−E|ξt|; using that
∑∞
1 γ
C
i−1 ≤ C
one gets
|xCt | ≤
(
|x0|+ C c0 +
t∑
i=1
γCi−1ζi
)
· (1 + CM)CMR/2. (18)
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Using that
∑∞
1 E(γ
C
t−1ζt)
2 = Eζ21 ·
∑∞
1 E(γ
C
t−1)
2 < ∞, one obtains that the
martingale
∑t
1 γ
C
i−1ζi is bounded; the value x0 is also bounded, so, by (18), one
concludes that the sequence {xCt } is bounded.
Now, let us show that {xCt } converges. From the definition of xCt and γCt it
follows that
xCt = x0 −
t∑
1
γCi−1ϕ(x
C
i−1)−
t∑
1
γCi−1ξi.
Using that the sequence {ϕ(xCi−1)} is bounded and that
∑∞
1 γ
C
i−1 ≤ C, one gets
that the series
∑∞
1 γ
C
i−1ϕ(x
C
i−1) converges. Further, one has
∞∑
1
E(γCt−1ξt)
2 = S ·
∞∑
1
E(γCt−1)
2 <∞,
hence the martingale
∑t
1 γ
C
i−1ξi converges. This implies that {xCt } also con-
verges.
Define the events AC = {
∑
t γt ≤ C} and A∞ = {
∑
t γt < ∞}. One has
A∞ = ∪CAC . If
∑
t γt ≤ C then xCt = xt for any t; this means that I(AC) ·
(xCt − xt) = 0 for any t and C. The sequence { I(AC)xCt } converges, therefore
the sequence { I(AC)xt} also converges, and passing to the limit C → ∞ one
obtains that { I(A∞)xt} converges. This means exactly that if
∑
t γt <∞ then
{xt} converges. 
Lemma 2 If limt→∞ xt = x then x ∈ V [k]− .
Proof. Note that, using A3 (a), it is easy to show that there exists δ0 > 0 such
that P(ξ1 6∈ [x− L/2, x+ L/2]) > δ0, whatever x ∈ R.
Next, for any x 6∈ V ([k])− there exist w(x) > 0 and 0 < (x) < L/4 such
that the following holds: for any two random variables φ1 and φ2 satisfying the
relations |φl − ϕ(x)| ≤ (x), l = 1, 2 one has
P((φ1 + ξ1)(φ2 + ξ2) > 0) >
ln(1/d) + w(x)
lnu+ ln(1/d)
.
Choose a countable set of intervals Ui = (ϕ(xi)−(xi), ϕ(xi)+(xi)) covering
the set ϕ(R \ V [k]− ), and denote wi := w(xi). Fix i and s ∈ {0, 1, 2, . . .}, and
define the auxiliary process x
(is)
t , γ
(is)
t by formulas:
if t < s then x
(is)
t = xt, and if t ≥ s then
x
(is)
t =
{
x
(is)
t−1 − γ(is)t−1 y(is)t if ϕ(x(is)t−1 − γ(is)t−1 y(is)t ) ∈ Ui,
xi elsewhere;
(19)
y
(is)
t = ϕ(x
(is)
t−1) + ξt, (20)
γ
(is)
t =
{
min{uγ(is)t−1, g¯} if y(is)t−1 y(is)t > 0,
dγ
(is)
t−1 if y
(is)
t−1 y
(is)
t ≤ 0.
(21)
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So, as t ≥ s, ϕ(x(is)t ) is forced to be contained in Ui.
For t ≥ s + 2, using that y(is)t−1 = ϕ(x(is)t−2) + ξt−1, y(is)t = ϕ(x(is)t−1) + ξt,
ϕ(x
(is)
t−2) ∈ Ui, one obtains that
P(y
(is)
t−1 y
(is)
t > 0) >
ln(1/d) + wi
ln u+ ln(1/d)
and
P(y
(is)
t−1 y
(is)
t ≤ 0) <
lnu− wi
lnu+ ln(1/d)
,
hence
E[lnu · I(y(is)t−1 y(is)t > 0) + ln d · I(y(is)t−1 y(is)t ≤ 0)] >
> lnu · ln(1/d) + wi
lnu+ ln(1/d)
+ ln d · lnu− wi
lnu+ ln(1/d)
= wi.
Consider variables φ1 = f1(ξ1, ξ2) and φ2 = f2(ξ1, ξ2) providing a solution
of the (deterministic) minimization problem:
(φ1 + ξ1)(φ2 + ξ2)→ min,
subject to
|φ1 − ϕ(xi)| ≤ (xi)
|φ2 − ϕ(xi)| ≤ (xi),
and denote Y 1t−1 = f1(ξt−1, ξt) + ξt−1, Y
2
t = f2(ξt−1, ξt) + ξt, ηt = lnu ·
I(Y 1t−1Y
2
t−1 > 0) + ln d · I(Y 1t−1Y 2t−1 ≤ 0). One has
(i) ηt ≤ lnu · I(y(is)t−1 y(is)t > 0) + ln d · I(y(is)t−1 y(is)t ≤ 0);
(ii) ηt are identically distributed, and Eηt ≥ wi;
(iii) the set of random variables {ηt, t even, t ≥ s + 2} as well as the set
{ηt, t odd, t ≥ s+ 2}, are mutually independent.
From (ii)–(iii) it follows that almost surely
∑
t ηt = +∞, and from (i) it
follows that∑
t
[lnu · I(y(is)t−1 y(is)t > 0) + ln d · I(y(is)t−1 y(is)t ≤ 0)] = +∞,
so, by virtue of (21), γ(is) does not go to zero.
Thus, there exists a random value χ > 0 such that for infinitely many values
of t, γ
(is)
t ≥ χ.
Define a sequence of stopping times τ0, τ1, τ2, . . . inductively, letting τ0 = 0
and τj = inf{t > τj−1 : γ(is)t ≥ χ} for j ≥ 1. The events Bj = {|ξτj+1 +
ϕ(xi)| > L/2} happen with probability more that δ0 (recall the remark done
in the beginning of proof), and every event Bj , j ≥ 2 does not depend on the
set of events {B1, . . . , Bj−1}. Therefore, for infinitely many values of j, Bj ,
takes place, i.e., |ξτj+1 + ϕ(xi)| > L/2, and hence, taking into account that
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|yτj+1| ≥ |ξτj+1 + ϕ(xi)| − |ϕ(xτj )− ϕ(xi)| and |ϕ(xτj )− ϕ(xi)| < (xi) < L/4,
for these values of j one has |yτj+1| ≥ L/4. Thus, one concludes that
for infinitely many values of j, |γτjyτj+1| ≥ χL/4. (22)
Suppose that xt converges to a point from R \ V [k]− , then for some i and s one
has xt ∈ Ui as t ≥ s, hence the process x(is)t , γ(is)t coincides with xt, γt, and
therefore γt yt+1 → 0 as t→∞. The last relation contradicts (22), thus Lemma
2 is proved. 
Lemma 3 Let
∑
t γt =∞. Then for any open set O containing Z there exists
a positive constant g = g(O) such that either (i) for some t, xt ∈ O, or (ii) for
some t, |xt| < R and γt > g.
Proof. Designate by f the primitive of ϕ such that infx f(x) = 0. Define the
stopping time
τ = τ(O, g) := inf{t : either (i) xt ∈ O, or (ii) |xt| < R and γt ≥ g}.
The value of g ∈ (0, g¯) will be specified below.
Consider the sequence Et = E[f(xt) I(t < τ)]. Introducing shorthand nota-
tion f(xt) =: ft, I(t < τ) =: It, f
′(xt) =: f ′t = ϕt, and using that It ≤ It−1,
one gets
Et − Et−1 = E[ft It − ft−1 It−1] ≤ E[(ft − ft−1) It−1]. (23)
Next, we utilize the Taylor decomposition
ft = f(xt−1 − γt−1yt) = ft−1 − f ′t−1 γt−1yt +
1
2
f ′′(x′) γ2t−1y
2
t ,
x′ being some point between xt−1 and xt. Substituting yt = ϕt−1 + ξt and
recalling that f ′t−1 = ϕt−1 and f
′′(x′) = ϕ′(x′) ≤M , one obtains
ft − ft−1 ≤ −γt−1 ϕt−1(ϕt−1 + ξt) + M
2
γ2t−1 (ϕt−1 + ξt)
2. (24)
Using (23) and (24) and taking into account that each of the values γt−1, ϕt−1,
It−1 is mutually independent with ξt (see A1), one gets
Et − Et−1 ≤ E[(−γt−1 ϕ2t−1 − γt−1 ϕt−1ξt + M2 γ2t−1 ϕ2t−1 +Mγ2t−1 ϕt−1ξt + M2 γ2t−1 ξ2t ) It−1] =
= E[(−ϕ2t−1 + M2 γt−1 ϕ2t−1 + M2 γt−1S)γt−1 It−1] =
= E[(−ϕ2t−1(1−Mγt−1/2) +Mγt−1S/2)γt−1 It−1].
(25)
If It−1 = 1 then either (i) xt−1 ∈ [−R,R]\O and γt−1 < g, or (ii) |xt−1| ≥
R.
In the case (i) one has
−ϕ2t−1(1 −Mγt−1/2) +Mγt−1S/2 ≤ −c0(1 −Mg/2) +MgS/2 =: −c′g, (26)
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where c0 := inf{|ϕ(x)| : x ∈ [−R,R] \ O}; obviously, c0 > 0. Let us fix a
g ∈ (0, g¯) such that c′g > 0.
In the case (ii), designating b0 := inf |x|≥R ϕ2(x), one has
−ϕ2t−1(1 −Mγt−1/2) +Mγt−1S/2 ≤ −b0(1 −M g¯/2) +M g¯S/2 =: −c′′. (27)
Using A6, one gets that c′′ > 0.
Denote c = min{c′g, c′′}. The relations (26) and (27) imply that if It−1 = 1
then −ϕ2t−1(1−Mγt−1/2) +Mγt−1S/2 ≤ −c < 0, hence, by virtue of (25),
Et − Et−1 ≤ −c · E[γt−1 It−1]. (28)
Summing up both sides of (28) over t = 1, . . . , s and denoting I∞ = I(τ =
∞) = mint It, one obtains
Es − E0 ≤ −c · E
[
s−1∑
i=0
γi · I∞
]
.
One has Es ≥ 0, and x0 is bounded, hence E0 <∞. Thus, for arbitrary s
E
[
s−1∑
i=0
γi · I∞
]
≤ E0
c
<∞.
This implies that a.s. either
∑∞
0 γi <∞, or τ =∞. Lemma 3 is proved. 
Denote c1 := 1 − M g¯/2. Recall that f is the primitive of ϕ such that
infx f(x) = 0; the assumption A6 implies that limx→±∞ f(x) = +∞. Denote
H := sup|x|≤R f(x). Denote also c3 := g¯ · sup{|ϕ(x)| : f(x) ≤ H} + 1, zl :=
inf{x : f(x) ≤ H} − c3, zr := sup{x : f(x) ≤ H} + c3, c2 := inf{|ϕ(x)| : x ∈
[zl, zr] \ O}, and K := sup{|ϕ(x)| : x ∈ [zl, zr]}. Obviously, c1 > 0 and
K ≥ c2 > 0.
Fix an open set O containing Z. Let g > 0, 0 < w < 1. We shall say that a
(finite or infinite) deterministic sequence {z0, z1, z2, . . .} is (g, w)-admissible if
|z0| ≤ R and there exist deterministic sequences {qt}, {ht} such that
1) |ht| ≤ w;
2) if {z0, z1, . . . , zt} ⊂ [zl, zr] \ O then gd2 ≤ qs ≤ g¯, s = 0, 1, . . . , t;
3) zt = zt−1 − qt−1 ϕ(zt−1)− ht, t = 1, 2, . . ..
Proposition 1 There exists constants t0 and w such that any (g, w)-admissible
sequence {zt, t = 0, 1, . . . , t0} has non-empty intersection with O.
Proof. Let w := min{1, gd2c22c1/(2K)}. Designate t˜ = inf{t : zt ∈ O}; t˜ takes
values from {0, 1, . . . , t0, +∞}. We shall use shorthand notation ft := f(zt),
f ′t = ϕt := ϕ(zt). One has
ft = f(zt−1 − qt−1ϕt−1 − ht) = f(zt−1 − qt−1ϕt−1)− f ′(z˜).ht, (29)
where z˜ is a point between zt−1 − qt−1ϕt−1 and zt−1 − qt−1ϕt−1 − ht.
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Next, one has
f(zt−1 − qt−1ϕt−1) = ft−1 − f ′t−1qt−1ϕt−1 +
1
2
f ′′(zˆ) q2t−1ϕ
2
t−1, (30)
where zˆ is a point between zt−1 and zt−1 − qt−1ϕt−1.
We are going to prove by induction that
if 0 ≤ s ≤ t˜ then fs ≤ H − s · gd2c22c1/2. (31)
For s = 0, (31) follows from the condition |z0| ≤ R and the definition of H .
Now, let 1 ≤ t ≤ t˜; suppose that formula (31) is true for 0 ≤ s ≤ t − 1 and
prove it for s = t. For 0 ≤ s ≤ t − 1, one has f(zs) ≤ H , zs 6∈ O, therefore
zs ∈ [zl, zr] \ O; hence, by virtue of 2), gd2 ≤ qs ≤ g¯ for 0 ≤ s ≤ t − 1. One
has f(zt−1) ≤ H , |qt−1ϕt−1| ≤ g¯ · sup{|ϕ(x)| : f(x) ≤ H}, and |ht| ≤ w ≤ 1,
hence |qt−1ϕt−1| ≤ c3, |qt−1ϕt−1 + ht| ≤ c3, and so, zt−1 − qt−1ϕt−1 ∈ [zl, zr],
zt−1− qt−1ϕt−1− ht ∈ [zl, zr], thus z˜ also belongs to [zl, zr]. This implies that
|ϕ(z˜)| = |f ′(z˜)| ≤ K. Then, combining (29) and (30) and using that |ht| ≤ w
and |f ′′(zˆ)| = |ϕ′(zˆ)| ≤M , one obtains
ft ≤ ft−1 − qt−1ϕ2t−1(1−
1
2
qt−1M) + wK. (32)
One has zt−1 ∈ [zl, zr] \ O, hence |ϕ(zt−1)| = |ϕt−1| ≥ c2. Using also that
qt−1 ≥ gd2, 1− 12qt−1M ≥ c1, and wK ≤ gd2c22c1/2, one gets from (32) that
ft ≤ ft−1 − gd2c22c1/2,
and using the induction hypothesis, one concludes that
ft ≤ H − t · gd2c22c1/2.
Formula (31) is proved.
Let t0 := b2H/(gd2c22c1)c + 1; here bzc stands for the integral part of z.
Then, taking into account that fs ≥ 0, from (31) one concludes that t˜ < t0,
thus Proposition 1 is proved. .
Proposition 2 If γt−1 < 1/(3M), |ξt| < c2, |ξt+1| < c2, xt−1 and xt belong
to [zl, zr] \ O, then γt+1 ≥ γt.
Proof. Using notation ϕt := ϕ(xt), one gets
ϕt = ϕ(xt−1 − γt−1(ϕt−1 + ξt)) = ϕt−1 − ϕ′(x˜) · γt−1(ϕt−1 + ξt),
where x˜ is a point between xt−1 and xt. Therefore,
ϕt−1ϕt = ϕ2t−1 · [1− ϕ′(x˜)γt−1 · (1 + ξt/ϕt−1)].
Using that |ϕ′(x˜)| ≤ M , γt−1 < 1/(3M), |ξt| < c2, |ϕt−1| ≥ c2, one obtains
1 − ϕ′(x˜) γt−1 · (1 + ξt/ϕt−1) ≥ 1/3, hence ϕt−1ϕt > 0. Further, using that
|ξt| < c2, |ξt+1| < c2, |ϕt−1| ≥ c2, |ϕt| ≥ c2, one gets
yt yt+1 = ϕt−1ϕt · (1 + ξt/ϕt−1)(1 + ξt+1/ϕt) > 0.
This implies that γt+1 = min{uγt, g¯} ≥ γt. 
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Lemma 4 For any open set O, containing Z, and any g > 0 there exists
δ = δ(O, g) > 0 such that
if |x0| ≤ R, γ0 ≥ g then P(for some t, xt ∈ O) ≥ δ.
Proof. Without loss of generality suppose that g < 1/(3M). Define the event
A := {|ξi| < min{c2, w/g¯}, i = 1, 2, . . . , t0},
where w and t0 are the same as in the proof of Proposition 1: w = min{1, gd2c22c1/(2K)},
t0 = b2H/(gd2c22c1)c+ 1.
Denote
δ := P (A) = (P(|ξ1| < min{c2, w/g¯}))t0 ;
by virtue of A3 (a), δ > 0. Let us show that for any elementary event ω ∈ A,
the sequence {zt = xt(ω), t = 0, 1, . . . , t0} is (g, w)-admissible.
One has |z0| = |x0(ω)| < R. Further, one has zt = zt−1 − qt−1ϕ(zt−1)− ht,
with qt−1 = γt−1(ω), ht = γt−1(ω) ξt(ω), and using that γt−1(ω) ≤ g¯ and
|ξt(ω)| < ω/g¯, one gets |ht| ≤ w. Thus, conditions 1) and 3) are verified.
Now, let {z0, z1, . . . , zt} ⊂ [zl, zr] \ O, t ≤ t0. Let s0 ∈ {0, 1, 2, . . . , t}
be the minimal value such that qs0 = min{q0, q1, . . . , qt}. If s0 = 0 then
min{q0, q1, . . . , qt} = q0 = γ0(ω) ≥ g ≥ gd2. If s0 = 1 then min{q0, q1, . . . , qt} =
q1 = γ1(ω) ≥ gd ≥ gd2. If s0 ≥ 2 then γs0−2(ω) ≥ 1/(3M); otherwise, using
that |ξs0−1| < c2, |ξs0 | < c2, xs0−2(ω) and xs0−1(ω) belong to [zl, zr] \ O,
and applying Proposition 2, one would conclude that γs0(ω) ≥ γs0−1(ω), which
contradicts the definition of s0.
Thus, γs0(ω) ≥ 1/(3M) · d2 ≥ gd2, and therefore, min{q0, q1, . . . , qt} =
γs0(ω) ≥ gd2. So, the condition 2) is also verified.
Now, applying Proposition 1 to the (g, w)-admissible sequence {zt}, one
concludes that there exists a non-negative τ ≤ t0 such that zτ = xτ (ω) ∈ O.
This implies that
P(for some t, xt ∈ O) ≥ P(A) = δ.

Lemma 5 If
∑
t γt = ∞ then for any open set O containing Z there exists t
such that xt ∈ O.
Proof. Let us fix an open set O ⊃ Z, and denote δ = δ(O, g(O)). Combining
Lemma 3 and Lemma 4, one concludes that for any O ⊃ Z there exists δ > 0
such that whatever the initial conditions x0, γ0, γ1,
P(for some t, xt ∈ O
∣∣∣ ∑
t
γt =∞) > δ.
Then one can choose a measurable integer-valued function n(·, ·, ·) defined on
R× (0, g¯]× (0, g¯] such that for ν = n(x0, γ0, γ1) one will have
P(for some t ≤ ν, xt ∈ O
∣∣∣ ∑
t
γt =∞) > δ/2.
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Designate
p¯ = supP(for all t, xt 6∈ O
∣∣∣ ∑
t
γt =∞),
the supremum being taken over all the initial conditions x0, γ0, γ1. Fix x0, γ0,
γ1, then
P(for all t, xt 6∈ O
∣∣∣ ∑t γt =∞) =
= P(for all t > ν, xt 6∈ O
∣∣∣ for all t ≤ ν, xt 6∈ O and ∑t γt =∞)·
·P(for all t ≤ ν, xt 6∈ O |
∑
t γt =∞) ≤ p¯ (1− δ/2).
(33)
Taking supremum of the left hand side of (33) over all (x0, γ0, γ1) ∈ R ×
(0, g¯]× (0, g¯], one obtains p¯ ≤ p¯ (1− δ/2), hence p¯ = 0. Lemma 5 is proved. .
Denote O∗ = {x : |ϕ(x)| < L/2}.
Lemma 6 For any open bounded sets O, O1 such that O¯ ⊂ O1 ⊂ O∗ and for
any w > 0 there exists δ = δ(O,O1, w) > 0 such that
if x0 ∈ O then P(for some n, xn ∈ O1 and γn < w) ≥ δ.
Proof. Denote n = b ln g¯−lnwln(1/d) c + 2, where b·c means the integer part of a
number. Denote also
ε = min
{
L
2
,
dist(O, R \ O1)
ng¯
}
,
where dist(A,B) := infx∈A,y∈B |x − y| for arbitrary sets of real numbers A,
B (in particular, dist(x,B) := infy∈B |x − y|)). Using assumption A3 (a), one
obtains that there exists δ1 > 0 such that for any x ∈ O1 and for any integer t,
P
(
(−1)t−1ϕ(x) < (−1)tξ1 < (−1)t−1ϕ(x) + ε
) ≥ δ1.
This implies that if x0 ∈ O then
P(0 < (−1)tyt < ε, dist(xt−1, O) < (t− 1)g¯ε, t = 1, 2, . . . , n+ 1) ≥ δn+11 .
Denoting δ = δn+11 , one concludes that the following statements (i) and (ii) hold
with probability at least δ:
(i) dist(xn, O) < ng¯ε ≤ dist(O, R \ O1), hence xn ∈ O1;
(ii) as t = 2, 3, . . . , n+ 1, one has yt−1yt < 0, hence γt = dγt−1, therefore
γn = d
n−1γ1 ≤ dn−1g¯ < w.
Lemma 6 is proved. 
Lemma 7 If
∑
t γt = ∞, O is an open set containing Z, and w > 0 then for
some t, xt ∈ O and γt < w.
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Proof. Without loss of generality, suppose that O is bounded and O ⊂ O∗.
Choose an open set O1 such that Z ⊂ O1, O¯1 ⊂ O; applying Lemmas 5 and 6,
one gets that for δ = δ(O1,O, w) and for arbitrary initial conditions,
P(for some t, xt ∈ O and γt < w) > δ.
Repeating the argument of Lemma 5, one concludes that there exists t such that
xt ∈ O and γt < w. 
From now on we suppose that k > k+(0). Choose k
′ such that k+(0) <
k′ < k; using A3 (b), one obtains that for some ε0 > 0, P(ξ1ξ2 > 0, or |ξ1| <
ε0, or |ξ2| < ε0) ≤ k′. Denote O0 = {x : |ϕ(x)| < ε0} and τ = inf{t : xt 6∈ O0}.
Without loss of generality, suppose that O0 is bounded.
Lemma 8 Suppose that k > k+(0), then there exist a constant b > 0 and a
monotone decreasing function p(·) such that lima→+∞ p(a) = 0 and
if γ0 < w then P(lnγt < ln v − bt for all t < τ) > 1− p(v/w).
Proof. Define the sequences {ρt} and {σt} by
ρt = lnu · I(ξt−1ξt > 0, or |ξt−1| < ε0, or |ξt| < ε0) +
+ ln d · I(ξt−1ξt ≤ 0 & |ξt−1| ≥ ε0 & |ξt| ≥ ε0),
σt = lnw +
t∑
i=1
ρi.
Using (7) and definition of τ , one obtains that for all t < τ , γt ≤ σt. The
variables ρt are identically distributed, take the values lnu and ln d, and
Eρt = lnu · P(ξt−1ξt > 0, or |ξt−1| < ε0, or |ξt| < ε0) +
+ ln d · P(ξt−1ξt ≤ 0 & |ξt−1| ≥ ε0 & |ξt| ≥ ε0) ≤
≤ lnu · k′ + ln d · (1− k′) < lnu · k + ln d · (1 − k) = 0.
Moreover, the variables in the set {ρt, t even}, as well as the variables in the
set {ρt, t odd}, are independent.
Denote b = −Eρt/2. One has
P(ln γt < ln v − bt for all t < τ) ≥ P(σt < ln v − bt for all t) =
= P(
t∑
i=1
(ρi + 2b) < ln v − lnw + bt for all t) ≥ 1− p(v/w),
where p(a) = p1(a) + p2(a),
p1(a) = P

 ∑
1≤i≤t
′
(ρi + 2b) ≥ ln a
2
+
b
2
t for all t

 ,
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p2(a) = P

 ∑
1≤i≤t
′′
(ρi + 2b) ≥ ln a
2
+
b
2
t for all t

 ;
the sum
∑′
(
∑′′
) is taken over the even (odd) values of i. Both
∑′
and
∑′′
are sums of i.i.d.r.v. with zero mean, hence both p1(a) and p2(a) tend to zero
as a→ +∞. Lemma 8 is proved. 
Define the stopping times τv = inf{t : xt 6∈ O0 or ln γt ≥ ln v − bt}. Recall
that f is the primitive of ϕ such that infx f(x) = 0. Fix an open set O′
such that Z ⊂ O′ ⊂ O0 and supx∈O′ f(x) < infx 6∈O0 f(x), and denote δ =
infx 6∈O0 f(x)− supx∈O′ f(x).
Lemma 9 Let k > k+(0), x0 ∈ O′, and γ0 < w, then
P(τv <∞) ≤ K v2 + p(v/w);
here K is a positive constant, and p(·) satisfies the statement of lemma 8.
Proof. We shall use shorthand notation of Lemma 3: ft := f(xt) and ϕt :=
ϕ(xt). According to (24), one has
ft − ft−1 ≤ −γt−1ϕt−1(ϕt−1 + ξt) + M
2
γ2t−1(ϕt−1 + ξt)
2 ≤
≤ −γt−1ϕt−1ξt +Mγ2t−1(ϕ2t−1 + ξ2t ).
This implies that ft − f1 ≤ Q′t +Q′′t , with
Q′t =
∣∣ t∑
i=2
γi−1ϕi−1ξi
∣∣, Q′′t =M
t∑
i=2
γ2i−1(ϕ
2
i−1 + ξ
2
i ).
Using Lemma 8, one gets
P(τv <∞) ≤ p(v/w) + P ′ + P ′′,
where
P ′ = P(Q′τv ≥ δ/2) and P ′′ = P(Q′′τv ≥ δ/2).
According to the Chebyshev inequality,
P ′ ≤ 4
δ2
EQ′2τv =
4
δ2
∞∑
i,j=1
Eij ,
where
Eij = E [γi−1ϕi−1ξi I(i− 1 < τv) · γj−1ϕj−1ξj I(j − 1 < τv)] .
Using that the values γi, ϕi, ξi, and I(i < τv) are Fi-measurable, and using
assumptions A1 and A2, one obtains that for i 6= j, Eij = 0, and for i = j,
Eii = E
[
γ2i−1ϕ
2
i−1 I(i− 1 < τv) · ξ2i
] ≤ v2e−2bi sup
x∈O0
ϕ2(x) · S.
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Therefore,
P ′ ≤ 4
δ2
∞∑
i=2
Eii ≤ 4v
2S
δ2
e−4b
1− e−2b supx∈O0
ϕ2(x).
Similarly,
P ′′ ≤ 2
δ
EQ′′τv =
2M
δ
∞∑
i=2
E
[
γ2i−1(ϕ
2
i−1 + ξ
2
i ) I(i− 1 < τv)
] ≤
≤ 2Mv
2
δ
∞∑
i=2
e−2bi
(
sup
x∈O0
ϕ2(x) + S
)
=
2Mv2
δ
e−4b
1− e−2b
(
sup
x∈O0
ϕ2(x) + S
)
.
Taking
K =
[
4S
δ2
sup
x∈O0
ϕ2(x) +
2M
δ
(
sup
x∈O0
ϕ2(x) + S
)]
e−4b
1− e−2b ,
one gets that P ′ + P ′′ ≤ K v2. Lemma 9 is proved. 
Lemma 10 If k > k+(0) then
∑
t γt <∞.
Proof. From the definition of τv one easily sees that if τv = ∞ for some
v > 0, then
∑
t γt <∞. This implies that for any v > 0
P
(∑
γt = ∞
)
≤ P(τv <∞). (34)
Further, by virtue of Lemma 9, if x0 ∈ O′ and γ0 < w then
P(τ√w < ∞) ≤ Kw + p(1/
√
w). (35)
Combining (34) and (35), one gets that for any w > 0
P
(∑
γt =∞ | x0 ∈ O′ and γ0 < w
)
≤ Kw + p(1/√w). (36)
Define the event Aw = { for some t, xt ∈ O′ and γt < w}, then by virtue of
(36),
P
(∑
γt =∞
∣∣ Aw) ≤ Kw + p(1/√w). (37)
Denote by A¯w the complementary event, A¯w = { for any t, xt 6∈ O′ or γt ≥ w}.
By virtue of Lemma 7,
P
(∑
γt =∞ & A¯w
)
= 0. (38)
Using (37) and (38), one gets
P
(∑
γt =∞
)
= P
(∑
γt =∞ & Aw
)
+ P
(∑
γt =∞ & A¯w
)
≤
19
≤ (Kw + p(1/√w)) · P(Aw).
Taking into account that w can be chosen arbitrarily small and that Kw +
p(1/
√
w)→ 0 as w → 0+, one concludes that P (∑t γt =∞) = 0. 
Now, we are in a position to prove the theorem. Suppose that k < infz k−(z),
then V
[k]
− = ∅, and by Lemma 2, {xt} diverges. So, the statement (b) of Theorem
is proved.
On the other hand, according to Lemma 10, if k > k+(0) then
∑
t γt < ∞,
and by Lemmas 1 and 2, the sequence {xt} converges to a point from V [k]− .
Thus, the statement (a) of theorem is also established.
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