Abstract. This paper proposes a parameterized algorithm for aligning two protein structures, in the case where one protein structure is represented by a contact map graph and the other by a contact map graph or a distance matrix. If the sequential order of alignment is not required, the time complexity is polynomial in the protein size and exponential with respect to two parameters
Introduction
The structure of a protein plays an instrumental role in determining its functions. Two proteins with similar three-dimensional structure are more likely to have the same function than two without similar structure. Pairwise protein structure alignment tools routinely have been used to study the relationship between proteins. Many algorithms have been developed to solve this problem based on various alignment models [1] [2] [3] [4] [5] [6] [7] [8] [9] . Please refer to Lancia & Istrail's [10] and Lemmen & Lengauer's [11] papers for a survey on this problem. Ferrari & Guerra also surveyed geometric methods for protein structure comparison [12] . Though empirically many heuristic-based algorithms can generate a good alignment, there are few theoretical studies of the problem [13, 14] .
In this paper, we consider only protein backbone alignment. There are two major methods to measure the similarity between two proteins: the coordinate distance-based method and interresidue contact-based method. The first type of measure uses the Euclidean distance between two matched residues or atoms in the two proteins compared. Many programs such as STRUCTAL [4] , 3dSearch [5] , and VAST [6] belong to this category. To use this method, the optimal rigid-body transformation between two proteins must be determined. The other type of measure employs a contact map graph to describe the structure of a protein and compares the contact map graphs of two proteins under consideration [8, 9] . A contact in a protein is a pair of residues that are spatially close to each other. A contact map graph consists of all the residues (i.e, vertices) and their contacts (i.e., edges) and is inferred from crystal structures. Using this method, the protein structure alignment problem is often formulated as a maximum common subgraph problem. It is unnecessary to find the optimal rigid-body transformation before obtaining the best match between two proteins. Usually the rigid-body transformation is calculated after the best match is determined. A variant of a contact map representation of a protein structure is a distance matrix in which an element is the spatial distance between two residues. Two distance matrices are compared to render the best common submatrix. Several widely used protein structure alignment tools such as DALI [2] , CE [15] and SARF [3] employ the distance matrix representation of a protein structure.
Theoretically, the contact map based structure alignment problem is harder than the coordinate distance-based structure alignment problem. Previous studies show that contact map-based protein structure alignment is NP-hard and also hard to approximate [14, 16, 17] , regardless of whether the alignment is sequential or non-sequential. A non-sequential alignment refers to one in which the sequential order of residues in a protein is ignored, and only the spatial proximity between two residues is taken into consideration. Many structure alignment tools support both sequential or non-sequential structure alignment [2, [18] [19] [20] .
The protein structure alignment problem is computationally hard no matter which similarity measure is used. Many protein structure comparison programs such as DALI [2] use heuristic algorithms to find a good, but not the best, alignment. The advantage of these algorithms is that they are computationally efficient. While these algorithms have no performance guarantee, empirically they generate good alignment accuracy. There are also some globally optimal algorithms for this problem. For example, Lancia et al. [8] used a branch-and-cut method to find the optimal alignment between two proteins when a protein is modeled by a contact map. Later, Caprara & Lancia also developed a Lagrangian relaxation algorithm [9] , which runs fast and sometimes can generate a globally optimal solution. The disadvantage of these algorithms is that they do not have good theoretical time complexity. Recently, Kolodny & Linial [13] proposed an interesting polynomialtime approximation scheme for this problem when a STRUCTAL-type objective function [4] (i.e., Gerstein & Levitt's coordinate distance based measurement) is used to measure the similarity between two proteins. However, there is still no good approximation algorithm in the case where the two proteins under consideration are modeled by a contact map. Instead, Goldman, Papadimitriou & Istrail have shown that, based on the maximum common subgraph formulation, the contact mapbased protein structure alignment problem is hard to approximate [14] . The hardness of the protein structure alignment problem partially comes from the fact that when two contact maps are aligned, the geometric information in the protein structure is not taken into consideration. Surprisingly, we show that this problem can be approximated within (1+ǫ) times optimal in the case where the parameters the algorithm depends on are constant, which usually is the case. The major contribution of this paper is a parameterized algorithm for the protein structure alignment problem when one protein structure is modeled by a contact map graph and the other by a contact map or a distance matrix. Let OP T (D c ) denote the optimal alignment score between two proteins where D c is the maximally allowed distance between two matched residues after two proteins are superimposed. Our parameterized algorithm can generate a non-sequential alignment and its corresponding rigid-body transformation such that: i) the alignment score is at least
ii) the distance between two matched residues is no more than (1 + ǫ)D c after two proteins are superimposed by the generated rigid-body transformation, where ǫ is a small positive number; and iii) the running time is O(k 2 poly(n)2 tw lg ∆ /(ǫD c ) 6 ), where poly(n) is a polynomial in the protein
is the distance threshold determining if two residues are in contact or not, and D l is the minimum inter-residue distance in a protein. The same algorithm also works for the sequential protein structure alignment problem, although its theoretical time complexity is not as good as that of nonsequential alignment. We achieved this result by applying the following techniques: 1) instead of finding the best alignment first and then the rigid-body transformation, we simultaneously search for the best rigid-body transformation and the best alignment; 2) the whole rigid-body transformation space is discretized into a polynomial number of discrete transformations; 3) one protein structure is decomposed into small blocks and each block is aligned to another structure separately, using a tree-decomposition based method. The remainder of this paper is organized as follows. In Section 2, we describe the contact map based protein structure alignment problem further and formulate it as a combinatorial optimization problem. In this section, we also introduce some basic concepts such as a fixed-parameter algorithm and polynomial-time approximation scheme (PTAS). Section 3 presents an exact and approximate tree-decomposition based algorithm to align two protein structures, without allowing rigid-body transformations on the proteins. This algorithm is a subroutine of the final PTAS structure alignment algorithm presented in Section 4. In Section 4, we present a parameterized PTAS algorithm for the protein structure alignment problem. We developed this algorithm by discretizing the rigid-body transformation space. Section 5 presents some preliminary experimental results on our algorithm. Finally, Section 6 discusses some related problems and future work.
Preliminaries
Fixed-Parameter (Parameterized) Algorithm. Fixed-parameter algorithms are an approach to solving NP-hard problems. The time complexity of a fixed-parameter algorithm is polynomial in the problem size but exponential with respect to some parameters. If all these parameters are constants, then the fixed-parameter algorithm can terminate within polynomial time.
Polynomial Time Approximation Scheme. A polynomial-time approximation scheme (PTAS) is a type of approximation algorithm for optimization problems. For any given ǫ > 0, this type of algorithm produces a solution of the optimization problem that is within an ǫ factor of the optimal. The running time of the algorithm is polynomial with respect to the problem size if ǫ is fixed. Usually, the smaller ǫ is, the greater the running time.
Protein Structure Alignment Problem. We use a contact map graph G = (V, E) to model a protein structure in ℜ 3 . Each residue is represented by a vertex in V and associated with the 3D coordinates of its residue center. For each residue, we use its C α atom as the residue center. There is a contact edge (i, j) ∈ E between two residues i and j if and only if their spatial distance is within a given distance cutoff D u . In a typical protein, two residues cannot be arbitrarily close, which is one of the underlying reasons why lattice models can be used to approximate protein folding. According to simple statistics on the PDB database [21] , 99% of inter-residue distances are more than 3.5Ȧ. Let the constant D l (D l > 0) denote the minimum inter-residue distance in a protein. Therefore, it can be easily verified that any residue can be adjacent to at most
3 residues. Given a protein chain A, let G[A] denote its contact map graph. For a substructure P of A, let G[P ] denote the contact map subgraph induced by substructure P . Given two protein chains A and B, an alignment between A and B is a pair of substructures P and Q satisfying the following conditions:
-P is a substructure of A and Q of B; -There is a one-to-one mapping between the residues in P and Q. One residue p in A is equivalent to residue q in B if and only if p is mapped to q. One contact edge in G[P ] is equivalent to one in G[Q] if and only if their two end points are equivalent.
The optimal alignment between A and B is the alignment such that the number of equivalent contact edges is maximized. If we know the equivalent residues between A and B, then the rigidbody transformation between A and B can be calculated by the method described in Arun et al.'s paper [22] . After A and B are superimposed, the deviation between two equivalent residues cannot be too large. We use the distance parameter D c to denote the maximum Euclidean distance between any two equivalent residues after superimposing these two proteins.
In doing protein structure alignment, we can choose to enforce the sequential order or not. If the sequential order is enforced, then for any two residues p i and p j in P and their equivalent residues q i and q j in Q, if p i occurs before p j along the primary sequence of A, then q i also occurs before q j along that of B. Some protein structure alignment tools can only generate sequential alignment [2] , while some tools can generate non-sequential alignment [3, 18] .
In this paper, we study the following problem.
Problem 1.
Given two proteins A and B, each is represented by a contact map graph. There is a contact between two residues if their distance is no more than D u . The optimal alignment between A and B is an alignment such that the number of equivalent contact edges is maximized and after the two proteins are superimposed, the Euclidean distance between two equivalent residues is no more than a threshold D c .
Let E[A] and E[B]
denote the set of contacts in proteins A and B, respectively. For any residue u in A, let M(u) denote its equivalent residue in B. If there is no equivalent residue for u, then M(u) = φ. The protein structure alignment problem is to maximize the following objective function:
where
. Note that f (u, v, M(u), M(v)) = −∞ is used to avoid two different residues u and v being aligned to the same residue in B.
We can further generalize the above problem to the case where protein A is represented as a contact graph and protein B as a distance matrix. That is, f (u, v, M(u), M(v)) can be defined as follows:
, where h(x, y) takes two contact distances and outputs a positive value. The closer these two contact distances, the higher the output.
The algorithm described in this paper can solve the protein structure alignment problem with either Eq. 2 or Eq. 3 as the objective function. To enforce sequential order in the alignment, we can set
Structure Alignment with A Specific Transformation
In this section, we align two protein structures, assuming that protein A has been transformed by a specific rigid-body transformation. No other transformation is allowed on these two proteins after we find the mapping between them. That is, we assume that the spatial positions of the two proteins are fixed and want to find the best mapping between them by maximizing Eq. 1.
An Exact Protein Structure Alignment Algorithm
Here we describe a tree-decomposition based algorithm for the optimal protein structure alignment problem, assuming that the positions of both proteins are fixed. This algorithm has an exponential time complexity and will be used as a subroutine of the final algorithm described in the following section. Please refer to the Appendix section for the definition and example figures of a tree decomposition.
In Eq. 2, in order to detect if two residues in A align to the same residue in B, we have to enumerate all the residue pairs in A. To be able to easily detect if two residues in protein A are aligned to the same residue in B or not, we extend the contact graph
if the distance between u and v is less than 2D c but more than D u . Therefore, for any two residues u and v in A, if there is no edge between them in G ′ [A], then they cannot align to the same residue in B since the distance between two equivalent residues is no more than D c . Using the extended graph, we can revise the objective function in Eq. 1 as follows:
Since now we only need to enumerate all the edges in G ′ [A] to calculate the objective function in Eq. 4, we can perform a tree-decomposition on graph G ′ [A] and then use the same treedecomposition based algorithm as described in the side chain packing paper [23] to maximize the objective function. Any two residues in A which might align to the same residue in B appear simultaneously in at least one tree decomposition component. So when doing calculations on this tree decomposition component, we can detect if these two residues are aligned to the same residue or not. Using the same proof technique as in paper [23] , we can prove that the treewidth of 
Assume that protein A is inscribed in a minimal axis-parallel 3D rectangle and the widths along each dimension are W x , W y , and W z respectively. The following lemma gives another upper bound on the running time of the tree-decomposition based algorithm. Please see the appendix for its proof. 
Lemma 1. Let
max{2Dc,Du} D 3 l min{W x W y , W x W z , W y W z }).
A PTAS for Protein Structure Alignment
In this subsection, we describe a polynomial-time approximation scheme (PTAS) for the protein structure alignment problem. The basic idea is to partition protein A into small blocks, align each block to B separately and then finally combine the alignment results. Assume that protein A is inscribed in a minimal axis-parallel 3D rectangle and the widths along each dimension are W x , W y , and W z , respectively. We also use D to denote max{2D c , D u }. Proof. Without loss of generality, assume W x = min{W x , W y , W z }. The intuition is to cut the protein structure A into non-overlapping blocks using k different partitioning schemes. Each block can be tree-decomposed into components containing no more than O(k
residues. Therefore, the structure alignment between each block and B can be done within time proportional
) where recall that ∆ is the maximum number of residues in B that a residue in A can align to. We then prove that among k different partitioning schemes, at least one can give us a good structure alignment. Please see Figure 1 for an example of k(= 3) different partition schemes.
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Summing over all values of s in Eq. 5, we have the following:
5 In this paper, j%k represents j module k. Now we will prove that k−1 s=0 E(T S s ) is no more than 4E opt . Then, the sum of all the E(RS s ) is at least (k − 4)E opt and there is at least one s * such that E(RS s * ) ≥ (1 − 4 k )E opt . Therefore, there is a structure alignment with score at least
The union of all the T S s is equal to j G(T j ), which can be divided into four disjoint subsets j G(T l+4j ) (0 ≤ l < 4) such that for a given l, G(T l+4j 1 ) and G(T l+4j 2 ) are disjoint if j 1 = j 2 . So the whole alignment score between j G(T l+4j ) and B is no more than E opt no matter how we do the alignment. Therefore, k−1 s=0 E(T S s ) is no more than 4E opt . For each partition scheme s, the algorithm aligns the partial structure in RS s to B. Based on Lemma 1, the structure alignment between the partial structure in R j and B can be optimized by an algorithm with time complexity O(|R j |2 tw lg ∆ ). Once the structure alignment between RS s and B is fixed, the algorithm aligns the remaining structure to protein B. So the time complexity of structure alignment for each partition scheme is O(n2 tw lg ∆ ) and the time complexity of this algorithm is O(kn2 tw lg ∆ ).
In the proof of the above theorem, we partition a protein into small blocks along one dimension. Actually, we can further cut a protein into smaller blocks along two dimensions. Based on Theorem 2, we arrive at the following theorem, which is proved in the Appendix. 
Structure Alignment with All The Transformations
In this section, we assume that we can move protein A in any way and the position of protein B is fixed. We are going to find the best transformation of A such that the objective function in Eq. 1 is maximized. Kolodny and Linial [13] achieved a PTAS algorithm for the coordinate based structure alignment problem by discretizing the rigid-body transformation space into a polynomial number of discrete transformations. We will present a similar but more involved discretization technique for our problem. A rigid-body transformation consists of two steps: rotation and translation. Mathematically, it can be represented by a triple (w, θ, t), where w is a normalized vector in ℜ 3 , θ the rotation angle and t the translation. The vector w and the angle θ form a quaternion, which is the classic representation for rotation. The normalized vector w is the unit axis around which an object is rotated by θ. Assumev to be the resultant vector for rotating a vector v by an angle of θ around a unit axis w. Thenv can be calculated using the following formula:
where · is the dot product of two vectors and ×, the cross product. According to Eq. 7, if the unit axis w is changed by a small degree δw, then |v| will be changed by O(|v||δw|). If the rotation angle θ is changed by δθ, then |v| will be changed by O(|v||δθ|). Without loss of generality, we can assume that the unit axis w originates at the center point of a protein structure. Then |v| ≤ R where R is the radius of a protein structure. A small change in the unit axis w by ǫ/R or the rotation angle θ by ǫ/R will change |v| by at most ǫ. All the unit axes form the surface of a sphere with radius 1, and the rotation angle ranges from 0 to 2π. For any given vector v, a translation t will lead to a new vectorv = v + t. Therefore, a small change in the translation t by (ǫ, ǫ, ǫ) will change |v| by at most O(ǫ). Assume that a protein structure A is enclosed in a rectangle with dimensions W x (A), W y (A) and W z (A). Then all the possible translations between proteins A and B are in a rectangle with dimensions W x (A)+W x (B), W y (A) + W y (B), and W z (A) + W z (B).
Since a small change in the transformation will not greatly change the spatial position of protein A, we can discretize the whole transformation space into a polynomial number of possible transformations. By working on these possible discrete transformations, we can find an alignment between two proteins with an alignment score very close to the optimal. In fact, we can find all the possible transformations that lead to a near-optimal alignment. 
; ii) the alignment score is no less than (1 − Θ( Proof. Given two possible rigid transformations (w 1 , θ 1 , t 1 ) and (w 2 , θ 2 , t 2 ), assume they satisfy the following conditions:
LetÂ i denote the transformation of A by (w i , θ i , t i ) (i = 1, 2). For any residue r inÂ i , letr i denote the image of r inÂ i . It can be verified that |r 1 −r 2 | ≤ ǫD c . Let N i (r, d) denote the set of residues in B such that the distance betweenr i and any residue in N i (r, d) is no more than d. We can easily verify that
denote the optimal alignment score (i.e., the objective function in Eq. 1) between A and B when A is transformed by (w, θ, t) and the deviation between two equivalent residues is no more than d.
Given a small positive constant ǫ, we can discretize the unit axis with step size ǫD c /3R × ǫD c /3R, the rotation angle with step size ǫD c /3R and the translation with step size ǫD c /3. The whole transformation space is discretized into a set of
). Let denote this set of discrete transformations. For any possible transformation (w 1 , θ 1 , t 1 ), there is a discrete transformation (w 2 , θ 2 , t 2 ) ∈ such that conditions (8)- (10) (1 + ǫ) , w, θ, t). For each discrete transformation, according to Theorem 3, there is an algorithm with time complexity O(k 2 n∆ tw ) to calculate OP T (D c (1 + ǫ), w 2 , θ 2 , t 2 ). This algorithm will generate an alignment with score at (1 + ǫ), w 2 , θ 2 , t 2 ) . Enumerating all the discrete transformations in , we can generate an alignment with score at least 1 − Θ( 1 k ) OP T (D c ) and the deviation between two equivalent residues is no more than (1 + ǫ)D c . The running time of the above procedure is O(k 2 n∆ tw R 3 V /(ǫD c ) 6 ). According to paper [24] , V is proportional to the protein size. For a globular protein, R = O( 3 √ n), so the time complexity of the above algorithm is O(k 2 n 3 ∆ tw /(ǫD c ) 6 ). For other proteins, R = O(n), so the time complexity is O(k 2 n 5 ∆ tw /(ǫD c ) 6 ).
The above two corollaries indicate that as long as the ratio between max{2D c , D u } and D l is small compared to the protein size, there is a polynomial-time approximation scheme for the nonsequential protein structure alignment problem. If max{2D c , D u }/D l , l, k, and ǫ are constants, then the time complexity is polynomial. Therefore, we can claim that there is fixed-parameter polynomial-time algorithm for the contact map-based protein structure alignment problem if the sequential order is not enforced.
Combining the exact algorithm described in Subsection 3.1 and the discretization technique in this section, we have the following theorem for the structure alignment problem. 
and ii) the distance between two equivalent residues is no more than (1 + ǫ)D c .
Experimental Results
We have implemented the exact tree-decomposition algorithm described in Subsection 3.1 and the discretization algorithm described in Section 4. We plan to implement the PTAS algorithm described in Subsection 3.2 in the future. The algorithm is implemented using C++ plus the BALL library [25] on a cluster of Linux PCs with 2.5 GHz CPU. In total, we used 15 proteins from two different folds in the test set described in [26] to test our algorithm. In our experiment, we set the contact distance cutoff D u to 6.75Ȧ and the maximum distance between two matched residues D c to 3.0Ȧ. According to Caprara et al [26] , a distance cutoff of 6.75Ȧ will lead to at most 5% error in clustering protein structures. We used the experimental structures of the test proteins to calculate their contact map graphs.
In doing structure alignment, we always fix protein B and transform protein A. The space (i.e., the surface of a unit sphere ) of unit rotation axis is discretized into a 36 × 18 longitude-latitude grid. The rotation angle is evenly discretized into 36 possible angles. The translation space is discretized into 35 × 35 × 35 discrete points. That is, if we fix the center of protein B to the origin, then the possible center positions of protein A form a set {(x/2, y/2, z/2)| − 17 ≤ x ≤ 17, −17 ≤ y ≤ 17, −17 ≤ z ≤ 17}. We start from (0, 0, 0) and gradually increase the distance between two protein centers to search for the best translation position. In total, the rigid-body transformation space is discretized into 1, 000, 188, 000 discrete transformations.
Currently, only the non-sequential alignment result is tested. In our implementation, before calling the tree decomposition algorithm, we estimate the maximum number of aligned contacts. If this estimation is no more than the current best result, then the tree decomposition algorithm would not be called so that we can save some computational time. Because of this, aligning two similar proteins is faster than aligning two dissimilar proteins since the algorithm can obtain a good alignment between two similar proteins in an early stage due to our translation space search strategy. Tables 1, 2 and 3 in the Appendix show the detailed alignment results of some protein pairs. The running time of aligning one protein pair ranges from ten minutes to one hour. According to Caprara et. al. [26] , for the contact distance threshold 6.75Ȧ, we can cluster two proteins into the same fold if the number of aligned contacts is at least 0.559 times min{c A , c B } where c A and c B are the numbers of contacts of both proteins, respectively. Our experimental results comply with this criterion very well. However, to achieve the maximum number of aligned contacts, D c = 3.0Ȧ may not be big enough for some protein pairs. For example, we need a bigger D c to obtain more aligned contacts between 1b00a and 1dbwa although D c = 3.0Ȧ gives a very good alignment between 2pcy and 2plt. We plan to investigate the cutoff value of D c further. While the sequential order in the alignment is not required, there are almost no sequential disorders in the generated alignment if two proteins are in the same class.
Discussion
This paper presents a parametrized algorithm for the contact map-based protein structure alignment problem, which has been proven to be NP-hard. The time complexity is polynomial in the protein size and exponential with respect to several parameters, which usually can be treated as constants. However, the method proposed in this paper might not be useful for everyday structure alignment since while theoretically significant, the computational time complexity is still expensive. A tool based on this method can be used as a benchmark to evaluate the performance of other heuristicbased structure alignment algorithms.
The experimental results reported in this paper are still preliminary. We plan to carefully investigate how alignment accuracy depends on D u , D c and the discretization step size, and how the empirical computational time depends on D u and D c . We are also going to improve the implementation of our algorithm and to implement the PTAS algorithm described in Subsection 3.2. An advantage of our algorithm is that it is extremely suitable for parallel computing. We are planning to implement our algorithm using MPI (Message Passing Interface) so that we can take advantage of multiple CPUs, which should greatly reduce the computational time for the alignment of one protein pair and also enable us to use a bigger D u and D c and a smaller discretization step. Another problem worth studying is how to search through the transformation space so that we can use some branch-and-bound technique to speed up our algorithm.
Our theoretical result is based on the assumption that the radius R of a protein with n residues is O( 3 √ n) or O(n) and that a protein can be inscribed in a rectangle with volume O(n). A polynomialtime approximation scheme still can be applied to this problem even if R = poly(n) and the volume is poly(n) where poly(n) is a polynomial in n. The tree-decomposition algorithm can also apply to the protein structure alignment problem in the case where the sequential order of alignment is required. The analysis of the time complexity for the sequential alignment is more complicated and is not presented in this paper due to space limitation.
