Abstract. Linear matrix inequalities (LMIs) arise in numerous areas such as systems engineering, semidefinite programming and real algebraic geometry. LMIs with (dimension free) matrix unknowns, called free LMIs, are central to the theories of completely positive maps and operator algebras, operator systems and spaces and serve as the paradigm for convex engineering problems prescribed entirely by signal flow diagrams.
Introduction
The main results of the article are stated in this introduction. Following a review of basic definitions including that of free spectrahedron, spectraball, free analytic mapping and convexotonic map in Subsection 1.1, the bianalytic mappings from a spectraball to a free spectrahedron are characterized as convexotonic maps in Theorem 1.1 of Subsection 1.2. Essential to this is a concomitant Nullstellensatz (Proposition 1.3), whose proof requires detailed information, both of a local and global nature, about the boundary of a spectraball. This information is collected in Sections 3 and 4 and, as a byproduct, we obtain Theorem 1.4. It is an elegant restatement of the main result from [AHKM18] characterizing bianalytic maps between free spectrahedra under, what we show here are, canonical irreducibility and minimality hypotheses on the free spectrahedra. With similar irreducibility and minimality hypotheses, triples (p, B, D), where B is a spectraball, D is a free spectrahedron and p is a bianalytic map from B to D, are completely classified in Theorem 1.6 of Subsection 1.4. The introduction concludes with Subsection 1.5 whose results, Proposition 1.7 and its Corollary 1.8, explain how convexotonic maps naturally arise as maps from a spectraball to a free spectrahedron.
1.1. Definitions. Fix a positive integer g. Given a positive integer n, let M n (C) g denote the g-tuples X = (X 1 , . . . , X g ) of n × n matrices with entries from C. A (x) 0 is a spectrahedron. Here T 0 indicates the selfadjoint matrix T is positive semidefinite. Spectrahedra are basic objects in a number of areas of mathematics, e.g. semidefinite programming, convex optimization and in real algebraic geometry [BPR13] . They also figure prominently in determinantal representations [Brä11, GK-VVW16, NT12, Vin93] , in the solution of the Kadison-Singer paving conjecture [MSS15] , the solution of the Lax conjecture [HV07] , and in systems engineering [BGFB94, SIG96] .
For A ∈ M d×e (C) g , the homogeneous linear pencil Λ A (x) = j A j x j evaluates at X ∈ M n (C) g as
In the case A is square (d = e), the hermitian monic linear pencil L re A evaluates at X as L re A (X) = I + Λ A (X) + Λ A (X)
The free spectrahedron determined by A is the sequence of sets D A = (D A (n)), where
A (X) 0}.
Free spectrahedra arise naturally in applications such as systems engineering [dOHMP09] and in the theories of matrix convex sets, operator algebras and operator spaces and completely positive maps [EW97, HKM17, Pau02, PSS18] . They also provide tractable useful relaxations for spectrahedral inclusion problems that arise in semidefinite programming and engineering applications such as the matrix cube problem [B-TN02, HKMS, DDOSS17] .
Given a tuple E ∈ M d×e (C) g , the set
is a spectraball [EHKM17, BMV] . Spectraballs are special cases of free spectrahedra. Indeed, it is readily seen that B E = D ( 0 E 0 0 ) . Further, by [BMV, EHKM17] , spectraballs are exactly free circular spectrahedra 1 .
1.1.1. Free analytic functions. Let M(C) g denote the sequence (M n (C)
g is a sequence (Γ n ) n where Γ n ⊆ M n (C) g . (Sometimes we write Γ(n) in place of Γ n .) The subset Γ is a free set if it is closed under direct sums and simultaneous unitary similarity. Examples of such sets include spectraballs and free spectrahedra introduced above. We say the free set Γ = (Γ n ) n is open if each Γ n is open. Generally adjectives are applied levelwise to free sets unless noted otherwise.
A free function f : Γ → M(C) is a sequence of functions f n : Γ n → M n (C) that respects intertwining; that is, if X ∈ Γ n , Y ∈ Γ m , T : C m → C n , and XT = (X 1 T, . . . , X g T ) = (T Y 1 , . . . , T Y g ) = T Y, then f n (X)T = T f m (Y ). In the case Γ is open, f is free analytic if each f n is analytic in the ordinary sense. We refer the reader to [Voi04, KVV14, AM14] for a fuller discussion of free sets and functions. For further results, not already cited, on free bianalytic and proper free analytic maps see [Pop10, MS08, KŠ17] and the references therein.
Among the results in this article, we characterize free bianalytic maps p : B E → D B and, under minimality and irreducibility conditions on A and B, the triples (p, A, B) such that p : D A → D B is bianalytic. In both cases the mappings are birational; that is, the inverse of p is also a free rational function in that its components p j belong to the skew field C ( <x ) > of free rational functions. In fact, such maps p form a very restricted class of birational functions we call convexotonic.
Based on the results of [KVV09, Theorem 3.1] and [Vol17, Theorem 3.5] a free rational function regular at 0 can, for the purposes of this article, be defined with 1 A spectrahedron D A is free circular if, for each n and n × n unitary U , X ∈ D A (n) if and only if
minimal overhead as an expression of the form
where, for some positive integer s, we have S ∈ M s (C) g and b, c ∈ C s . The expression r is known as a realization. Realizations are easy to manipulate and a powerful tool as developed in the series of papers [BGM05, BGM06a, BGM06b] of Ball-GroenewaldMalakorn; see also [Coh95, BR11] . The realization r is evaluated in the obvious fashion on a tuple X ∈ M n (C) g as long as I − Λ S (X) is invertible. Importantly, free rational functions are indeed free analytic functions.
for each 1 ≤ j, k ≤ g, is convexotonic. We say the rational mappings p = p 1 · · · p g and q = q 1 · · · q g whose entries have the form
that is, in row form,
are convexotonic. It turns out (see [AHKM18, Proposition 6 .2]) the mappings p and q are inverses of one another. Hence they are birational maps.
Convexotonic tuples arise naturally as the structure constants of a finite dimensional algebra; cf. [AHKM18, Proposition 6.3]. If {J 1 , . . . , J h } ⊆ M r (C) is linearly independent and spans an algebra, then, by Lemma 3.7 below, there is a uniquely determined convexotonic tuple Ξ = (Ξ 1 , . . . ,
Finally, note that a convexotonic g-tuple of g × g matrices Ξ spans an at most gdimensional algebra in view of equation (1.1). Conversely, if Ξ ∈ M h (C) h is convexotonic, then there exists a positive integer r, an h-dimensional algebra A ⊆ M r (C) with (vector space) basis {J 1 , . . . , J h } such that equation (1.2) holds [AHKM18, Section 1.2.1].
1.2. Main result on maps between spectraballs and free spectrahedra. Recall a mapping between topological spaces is proper if the inverse image of each compact sets is compact. Thus, for free open sets U ⊆ M(C) g and V ⊆ M(C) h , a free mapping f : U → V is proper if each f n : U n → V n is proper. Given subsets Ω ⊆ C g and ∆ ⊆ C h (that are not necessarily closed), a map ψ : Ω → ∆ maps boundary to boundary if ψ(z j ) → ∂∆ for each sequence Ω ∋ z j → ∂Ω. If ψ is proper, then it maps boundary to boundary. In the case that Ω and ∆ are bounded domains, proper is equivalent to mapping boundary to boundary [Kra92] .
Let int(U) denote the interior of the set U. We can now state our principal result on bianalytic mappings from a spectraball onto a free spectrahedron.
. . , E g } and {A 1 , . . . , A g } are linearly independent and f : int(B E ) → int(D A ) is a proper free analytic map, then, up to affine linear change of variables, f is convexotonic.
Proof. See Section 3.3.
Remark 1.2. By [HKM11b] , if E and A are as in Theorem 1.1 and f is proper from int(B E ) to int(D A ), then f is bianalytic. The conclusion of Theorem 1.1 is, in part, that f is in fact birational. This phenomenon is also encountered frequently in rigidity theory in several complex variables, cf. [For93] .
′ and e ≤ e ′ for any E ′ defining the spectraball B E by Lemma 3.1(7).
follows that e ′ ≥ e. In this case, there is a k and irredundant indecomposable monic linear pencils L A j such that
Here the direct sum is in the sense of an orthogonal direct sum decomposition of the space that A acts upon. (Zalar [Zal17] (see also [HKM13] ) establishes this result over the reals, but the proofs work (and are easier) over C; it can also be deduced from the results in [KV17] and [HKV] 
Proof. See Subsection 3.2.
1.3. Main result on maps between free spectrahedra. The article [AHKM18] characterizes the triples (p, A, B) such that p : D A → D B is bianalytic under certain awkward irreducibility hypotheses (cf. [AHKM18, §7] ). These hypotheses are generic in the sense of algebraic geometry. Here (Section 3.1) we deepen our understanding of these conditions leading to a much cleaner formulation of the main result of [AHKM18] holding with improved hypotheses.
For a tuple of rectangular matrices
Thus L E (x, y) = L F (x, y) where
Let us establish some additional terminology. An F ∈ C<x> e×e is an atom [Coh95, Chapter 3] if F is not a zero divisor and does not factor, i.e., F cannot be written as F = F 1 F 2 for some non-invertible F 1 , F 2 ∈ C<x> e×e . As a consequence of Lemma 3.1(6) below we will see that if Q E is an atom, ker(E) = (0) and ker(E * ) = (0), then E is ball-minimal.
Given a free matrix polynomial Q, the set
h . (Often we use p to also denote the extension.) Likewise p :
g is bianalytic if it is analytic and has an analytic inverse q : Then p is convexotonic, E and B are of the same size, and there exist highly algebraic relations amongst the triple (p, E, B). Namely, d = e and there exist d × d unitary matrices Z and M and a convexotonic g-tuple Ξ such that
in particular, the tuple R = (Z − I)E spans an algebra with multiplication table Ξ,
Proof. See Section 4.5. 1.4. Formulas for maps between spectraballs and free spectrahedra. Theorem 1.1 characterizes bianalytic maps B E → D A . If we impose a minimality condition on A, then the next theorem, obtained from a slight modification of the proof of Theorem 1.1, produces formulas for the triples (f, E, A) such that f :
g and A ∈ M e (C) g are both linearly independent and ball-minimal.
is a proper free analytic map, f (0) = 0 and f ′ (0) = I g , then A spans an algebra and f is convexotonic. Indeed, e = max{d, d
′ } and letting Ξ denote the convexotonic tuple associated to A,
Further:
As before, the normalization f ′ (0) = I g is a matter of convenience. The proof of Theorem 1.6 is given in Section 3.4.
Algebras and convexotonic maps.
There is a natural converse to Theorem 1.6 and it figures prominently in the proof of Theorem 1.1.
g is linearly independent (e.g. D J is bounded), spans an algebra and Ξ is the resulting convexotonic tuple,
Further,
Proof. See Section 2.
In the case J does not span an algebra, we have the following corollary of Proposition 1.7.
g and assume A is linearly independent. Let A denote the algebra generated by the tuple A. If C g+1 , . . . , C h ∈ M d (C) are any matrices such that the tuple J = (J 1 , . . . , J h ) = (A 1 , . . . , A g , C g+1 , . . . , C h ) is a basis for the vector space A, then there is a rational map f : D A → B J with f (0) = 0 and f ′ (0) = I g 0 such that
(1) f is an (injective) proper map from int(D A ) into int(B J ); and (2) f maps the boundary of D A into the boundary of B J .
h denote the convexotonic tuple associated to the basis J for the algebra A (equation (1.2)), and q the convexotonic map,
.
Convexotonic maps and algebras
This section gives the proofs of Proposition 1.7 and Corollary 1.8, which amount to the easy direction of our main results.
Proof. Arguing the contrapositive, suppose I + T is not invertible. In this case there is a unit vector γ such that
Hence, 
Similarly if I − T is invertible, then T ≤ 1 if and only if
Proof. First note that in any case I + T is invertible by Lemma 2.1. (a) We have the following chain of equivalences:
The proof of (b) is the same.
Proof. Immediate from Lemma 2.2.
Proof of Proposition 1.7. Let q denote the convexotonic map of equation (1.5). Compute
Hence,
Thus, as free matrix rational functions regular at 0,
Since J is linearly independent, given 1 ≤ k ≤ g, there is a linear functional λ such that λ(J j ) = 0 for j = k and λ(J k ) = 1. Applying λ to equation (2.1), gives
Since λ(F (x)) is a free rational function whose domain contains
the same is true for q k . (As a technical matter, each side of equation (2.2) is a rational expression. Since they are defined and agree on a neighborhood of 0, they determine the same free rational function. It is the domain of this rational function that contains Similarly,
where
Arguing as above shows the domain of p contains the set
which in turn contains int(B J ) (since Λ J (X) < 1 allows for an application of Lemma 2.2). By Lemma 2.2 and equation (2.3), p maps the interior of B J into the interior of D J . Hence q is bianalytic between these interiors. Further, if X is in the boundary of B J , then for t ∈ C and |t| < 1, we have p(tX) ∈ int(D J ) and
Assuming D J is bounded, it follows that I − Λ J (X) is invertible and thus X ∈ E (and is in the domain of p) and p(X) is in the boundary of D J , proving item (4).
We now turn to item (3). Suppose Y ∈ q(D J ) ∩ ∂B J . Thus there is an X ∈ ∂D J such that q(X) = Y . Observe that I − Λ J (Y ) must be invertible, as otherwise there is a non-zero vector γ such that Λ J (Y )γ = γ, but then, by equation (2.1),
Hence, we obtain a mapping ι :
Hence (X(n j )) j converges to X and we conclude that L is compact. Hence ι is proper.
Letting z = (z 1 , . . . , z h ) denote an h tuple of freely non-commuting indeterminants, and Ξ the convexotonic h tuple as described in the corollary. By Proposition 1.7, the birational mapping
is a bianalytic (hence injective and proper) mapping between int(D J ) and int(B J ) that also maps boundary to boundary. Hence, the composition
is a proper map from int(D A ) into int(B J ) that also maps boundary to boundary.
2.1. Affine linear change of variables. In this subsection we show that minimality and indecomposability of hermitian monic pencils are preserved under an affine linear change of variables.
, let M · B denote the tuple with entries
Proposition 2.4. Consider a hermitian monic linear pencil L A and an affine linear change of variables Ψ :
Let us first settle the special case M = I. If L A is not indecomposable, then there is a common non-trivial reducing subspace M for A. It follows that M is reducing for L A (b) and hence for F = HAH. Now suppose L F is not indecomposable; that is there is a non-trivial reducing subspace N for F = HAH. We conclude that
−1 N = N and consequently HN = N . Because F = HAH it is now evident that N is reducing for A. Now consider the special case b = 0. A subspace M reduces A if and only if it reduces M · A. Combining these two special cases proves item (1).
Finally we prove item (2). Since L A is hermitian, it is unitarily equivalent to
Example 2.5. Even with M = I, the property (1) of Proposition 2.4 fails for a general positive definite H and F as in (2.5). For example, let
Then L A is indecomposable, but since F = 1 ⊕ 2, the hermitian monic linear pencil L F is clearly not.
Characterizing bianalytic maps between spectraballs and free spectrahedra
In this section we prove our main results, Theorems 1.1 and 1.6.
3.1. Minimality and irreducibility. Given a g-tuple E of d × e matrices, let P E denote the projection onto the span of the ranges of the E j . Let E = P E E.
Lemma 3.1. Let E be a g-tuple of d × e matrices.
(1) We have
In particular, the hermitian monic linear pencils L
Q E j ∈ C<x, y> e j ×e j are quadratic atoms, ker(E j ) = (0) for all j, and the domains {D Q E j : 1 ≤ j ≤ k} are irredundant. (6) If Q E is an atom, ker(E) = (0) and ker(E * ) = (0), then E is ball-minimal.
(2) By (3. 
([HKV, Section 2.1 and Theorem 3.4]). Thus L E is indecomposable if and only if Q E does not factor and ker(E) = (0).
It suffices to see that the L A j are of the desired form.
Let U ∈ U n (C) be arbitrary and denote φ U (X) = UX. The structure of L E implies
is a union of pairwise distinct real hypersurfaces for all n large enough by [HKV, Remark 3.9] . Note φ U is an analytic map that analytically depends on its parameter U; since φ I is the identity map, it follows that
for i = 1, . . . , ℓ and large n. By continuity of φ U it further follows that
Since n was arbitrary large enough, and U was arbitrary, it follows that D L A i is a free circular free spectrahedron ( [BMV] or [EHKM17, Section 1.1]), so A i is after a unitary equivalence of the form 0 E i 0 0
for some tuple of rectangular matrices E i by [EHKM17, Theorem 1.1(2)].
(4) That minimality of L E implies ball-minimality of E is immediate.
Conversely, suppose L E is not minimal amongst monic linear pencils L A that define
Since M is proper, the size of F is strictly smaller than that of E it follows that E is not ball-minimal.
(5) Combine items (4), (3) and (2) of Lemma 3.1 in that order.
(6) The hypothesis implies
E is minimal and hence E is ball-minimal by item (4). 
From here routine calculations using ker(E) = (0) and ker(E * ) = (0) (since E is ballminimal) show V 12 = V 21 = 0, V 11 and V 22 are isometries and V 11 E = F V 22 . In particular, d ≤ k and e ≤ ℓ. Moreover, if F is also ball-minimal, then reversing the roles of E and F shows d = k and e = ℓ and hence both V 11 and V 22 are unitaries.
(8) For notational ease, let V j = V jj denote the isometries from item (7) viewed as maps onto their ranges. Thus V 1 : C d → ran(V 11 ) and similarly for V 2 . In particular,
Similarly, let S denote the mapping from ran(V 2 ) → ran(V 1 ) induced by F . In particular, V * 1 SV 2 = E. Choose any unitary mapping V 
⊥ is unitary and U 2 defined similarly is also. We have,
Proof. E is ball-minimal if and only if L E = L ( 0 E 0 0 ) is minimal for B E (Lemma 3.1(4)) if and only if L C·( 0 E 0 0 ) = L ( 0 E 0 0 ) is minimal for B CE (Proposition 2.4) if and only if C · E is ball-minimal (Lemma 3.1(4) again).
3.2. Proof of Proposition 1.3. We continue to let x = (x 1 , . . . , x g ) and y = (y 1 , . . . , y g ) denote tuples of freely non-commuting variables such that the x j and y k are also freely non-commuting.
The proof of Proposition 1.3 depends crucially on Cohn's theory of projective modules and matrices over the free algebra C<x> [Coh95] . An alternative reference is [Sco85] . Let R denote either C<x> or C ( <x ) >. The inner rank, ρ R (V ) of a V ∈ R ℓ×e is the smallest nonnegative integer r for which there exists V 1 ∈ R ℓ×r and V 2 ∈ R r×e such that
> (V ). Cohn ([Coh95, Proposition 4.6.13]) proves equality holds; that is, if V ∈ C<x> ℓ×e , then
> (V ), justifying writing ρ(V ) and calling it the inner rank of V . We note that the analogous statement in the commutative case, where C<x> is replaced by C[x] and C ( <x ) > is replaced by C(x), is false.
Let rk T denote the rank of the matrix T . A similar statement holds if ℓ ≤ e.
Proof. From the discussion preceding the statement of the lemma, V is of inner rank e as a ℓ × e matrix over C ( <x ) >. It follows that the set of columns {v 1 , . . . , v e } form a linearly independent subset of C ( <x ) > e×1 as a (left) vector space over C ( <x ) >. Since a linearly independent set over a skew field can be extended to a basis, there is a ℓ ×(ℓ −e) matrix V ′ over C ( <x ) > so thatṼ = V V ′ is invertible over C ( <x ) >; that is there is aW ∈ C ( <x ) > ℓ×ℓ such thatṼW = I ℓ . By Amitsur's theorem [Ami66] (cf. also [KVV, Proposition 3.8]), there is an n ∈ N and a tuple X 0 ∈ M n (C) g so thatṼ andW are both defined at X 0 ; in particular, detṼ (X 0 ) = 0. ThereforeṼ is defined and invertible on a Zariski open subset O ⊆ M n (C) g . Clearly, the same conclusion holds for every multiple of n.
) be a g-tuple of n×n generic matrices [Pro76], i.e., Ω
where ω jı for 1 ≤ j ≤ g and 1 ≤ ı,  ≤ n are commuting indeterminates. Further, we let Υ (n) and Θ (n) be further tuples of n × n generic matrices, with
Proposition 3.4. Suppose F ∈ C<x, y> p×p is an atom,
for large enough n, and V ∈ C<x> ℓ×e . If
for all n ∈ N and all tuples X, Y of n × n matrices, then V = 0.
Proof. Arguing by contradiction, suppose V = 0. Let r = ρ(V ). By the definition of inner rank, r ≤ min{ℓ, e} and V = V 1 V 2 for some V 1 ∈ C<x> ℓ×r and V 2 ∈ C<x> r×e . Clearly, ρ(V 1 ) = ρ(V 2 ) = r.
Let n ∈ N and X, Y be tuples of n × n matrices. If det F (X, Y ) = 0 then either rk V 1 (X) < rn or rk V 2 (X) < rn. The sets
are Zariski closed and we have just seen that their union covers the singularity set Z F of F . Since det F (Ω (n) , Υ (n) ) is an irreducible polynomial for large n by [HKV, Theorem 4.3], one of two cases occurs. Namely, either V 1 or V 2 is rank deficient on Z F . In the first case, det F (X, Y ) = 0 ⇒ rk V 1 (X) < nr.
Let z ij be a new ℓ × (ℓ − r) tuple of free noncommuting variables, let W denote the rectangular matrix polynomial W = W (z) = z ij ℓ,ℓ−r i,j=1
and set
Observe that if X ∈ M n (C) g and V 1 (X) has full rank, then there is a Z = (Z ij )
ℓ(ℓ−r) such thatṼ (X, Z) is invertible. Thus, the polynomial detṼ (Ω (n) , Θ (n) ) is not (identically) zero. Hence, by Lemma 3.3, detṼ (Ω (n) , Θ (n) ) is not (identically) zero for infinitely many n.
On the other hand, det F (X, Y ) = 0 ⇒ detṼ (X, Z) = 0 for all n and tuples X, Y ∈ M n (C) g and Z ∈ M n (C) ℓ(ℓ−r) . Since det F (Ω (n) , Υ (n) ) is irreducible for n large enough, it divides detṼ (Ω (n) , Θ (n) ) for all n large enough. However, there are no υ jı in the non-zero polynomial detṼ (Ω (n) , Θ (n) ). On the other hand for sufficiently large n, there are some υ j,ı, in det F (Ω (n) , Υ (n) ) by assumption and we have arrived at a contradiction. Hence V = 0.
In the second case, where
we proceed as above, but useṼ
Here W is the rectangular matrix polynomial W = W (z) = z ij e−r,e i,j=1
consisting of free noncommuting variables z ij . Then apply the ℓ ≤ e case of Lemma 3.3.
Proof of Proposition 1.3. Since E is ball-minimal, by Lemma 3.1(5), after a unitary change of basis we can assume that
are quadratics atoms and the domains {D Q E j : 1 ≤ j ≤ k} are irredundant. Let
be the decomposition with respect to the above block structure of Q E . Thus V j ∈ C<x> ℓ×e j . Observe that
holds for all X, v and j = 1, . . . , k. Thus, by Lemma 3.1(5), we may (and do) assume that Q E is an atom.
Let X, Y be tuples of n × n matrices. By assumption
by Lemma 3.1(1). Therefore
It is clear that the same proof works for D A with L A minimal.
3.3. Proof of Theorem 1.1. In this subsection we prove Theorem 1.1. By [HKM11b] , f is bianalytic from int(B E ) to int(D A ); that is, proper implies bianalytic. The proper condition on f is used to establish the following lemma.
A free analytic function f defined in a neighborhood of 0 has a power series expansion,
where the α are words in x and |α| is the length of the word α. The term G j is the homogeneous of degree j part of f .
Lemma 3.5. Suppose E ∈ M d×e (C) g is linearly independent and B ∈ M r (C)
Proof. The series expansion of equation (3.2) converges as written on
In particular, if X ∈ B E is nilpotent of order N and |z| is small, then
It now follows that f X (z) = p(zX) for |z| < 1 (since zX ∈ int(B E ) for such z and both sides are analytic in z and agree on a neighborhood of 0).
Hence there is an η such that
is also compact by the proper hypothesis on f (and hence on each f n : int(B E (n)) → int(D J (n))). On the other hand, for t < 1 sufficiently large, tX ∈ L, but X / ∈ int(B E ), and we have arrived at the contradiction that L cannot be compact.
Remark 3.6. In view of Lemma 3.5, for X ∈ ∂B E nilpotent we let f (X) denote f X (1). Observe also, if g = h, f (0) = 0, f ′ (0) = I g and X ∈ B E is nilpotent of order two, then f (X) = X. Lemma 3.7. Suppose G ∈ M d×e (C) g and {G 1 , . . . , G g } is linearly independent, C ∈ M e×d (C) and Γ ∈ M g (C)
g . If
then the tuple Γ is convexotonic.
Proof. For notational ease let T = CG ∈ M e (C) g . The hypothesis implies T spans an algebra (but not that T is linearly independent). Routine calculations give
On the other hand
and therefore
and the proof is complete.
Lemma 3.8. Suppose B ∈ M r (C) g and Q ∈ M r×u (C) and let B denote the algebra generated by B. Let h denote the dimension of B as a vector space. If {B 1 Q, . . . , B g Q} is linearly independent, then there exists a g ≤ t ≤ h and a basis {J 1 , . . . , J h } of B such that (1) J j = B j for 1 ≤ j ≤ g; (2) {J 1 Q, . . . , J t Q} is linearly independent; and (3) J j Q = 0 for t < j ≤ h.
h denote the convexotonic tuple associated to J,
Proof. The set N = {T ∈ B : T Q = 0} ⊆ B is subspace (in fact a left ideal). Choose t so that h − t is the dimension of N and a basis {J t+1 , . . . , J h } for N . By item (2), the span M of {B 1 , . . . , B g } satisfies M ∩ N = (0). Thus {B 1 , . . . , B g , J t+1 , . . . , J h } is a linearly independent set. Extend this set to a basis {J 1 , . . . , J h }. It only remains to see item (2) holds. Arguing by contradiction, if {J 1 Q, . . . , J t Q} is linearly dependent, then some linear combination of {J 1 , . . . , J t } lies in N .
To prove the last statement, the tuple Ξ satisfies,
Proof of Theorem 1.1. We assume, without loss of generality, that E is ball-minimal. By an affine linear change of variables in the codomain, we assume f (0) = 0 and f ′ (0) = I g . We will now show f is convexotonic.
We perform the off diagonal trick. Given a tuple X, let
is positive semidefinite and has a (nontrivial) kernel. Equivalently,
Thus, by homogeneity, Λ E (X) = Λ A (X) for all n and X ∈ M n (C) g . Thus B E = B A .
Apply Lemma 3.1(8) and in the notation of that lemma, we assume that V = I (since D A and B A are unchanged when A is replaced by a unitarily equivalent tuple) and write,
where B E ⊆ B F . With respect to the orthogonal decomposition in equation (3.3), let
We will use later the fact that if Q A j R = U E j 0 .
Thus, since {E 1 , . . . , E g } is linearly independent, the set {A 1 R, . . . , A g R} is linearly independent.
We now apply Lemma 3.8 to A and R in place of B and Q and obtain a basis {J 1 , . . . , J h } for A , the algebra generated by {A 1 , . . . , A g }, and a g ≤ t ≤ h such that J j = A j for 1 ≤ j ≤ g, the set {J j R : 1 ≤ j ≤ t} is linearly independent and J j R = 0 for t < j ≤ h. Let ξ ∈ M h (C) h denote the resulting convexotonic tuple, let Ξ = −ξ and let ϕ : int(D J ) → int(B J ) denote the convexotonic map
Further F (0) = 0 and F ′ (0) = I g 0 because essentially the same is true for each of the components f, ι, ϕ. Thus F (x) = x 0 + ρ(x), where ρ(x) consists of terms of degree at least two.
Expand F as a power series,
where H j is the homogeneous of degree j part of F . Thus,
and H 1 (x) = x 0 . Likewise, 
Multiplying on the right by R ⊗ I and on the left by R * ⊗ I,
By equation (3.4) and hence, Λ AR (Y ) 
Since {J 1 R, . . . , J t R} is linearly independent, it follows that H j m (y) = 0 for all 1 ≤ j ≤ t and all m ≥ 2. Hence,
where the 0 has length t − g and Ψ has length h − t, where Ψ consists of terms of degree at least two.
Let ψ denote the inverse of ϕ,
Thus, ψ • F = f (x) 0 0 and consequently,
Rearranging gives,
We now examine, for 1 ≤ k ≤ t, the k-th entry on the right hand side of equation (3.6). Since (Ξ j ) ℓ,k = 0 for j > t and k ≤ t (see Lemma 3.8),
Hence, from equation (3.6), for g < k ≤ t (so that for ℓ ≤ g we have I ℓ,k = 0),
and similarly, for 1 ≤ k ≤ g,
Combining equations (3.7) and (3.6), for 1 ≤ j ≤ g and g < k ≤ t,
Since {f 1 , . . . , f g } is linearly independent, it follows that
Multiplying equation (3.9) on the right by U * and using equation (3.4) gives
it follows that (3.11)
By Lemma 3.7, the tuple Ξ is convexotonic.
Combining equation (3.6) and equation (3.8), if 1 ≤ k ≤ g, then
Thus,
and consequently
is convexotonic.
3.4. Proof of Theorem 1.6. We merely indicate the modifications of the proof of Theorem 1.1 that are needed to prove Theorem 1.6. In this case we assume that f ′ (0) = I g . Observe that, at equation (3.3), the minimal square size hypothesis on A implies F is not there; that is, either
Thus e = max{d, d
′ } and further, using equation (3.10), A j = U 11 E j . By equation (3.11), {A 1 , . . . , A g } spans an algebra. Thus g = h, F (x) = x and finally, f (x) = x(I + Λ Ξ (x)) −1 .
Characterizing bianalytic maps between spectrahedra
In this section we prove Theorem 1.4. We first investigate polynomials defining spectrahedra and relate minimality of these polynomials to certain geometric properties of the boundaries of the corresponding spectrahedra. The main results here are Propositions 4.2 and 4.4. A major accomplishment, Subsection 4.4, is to reduce the eig-generic type hypotheses of [AHKM18] to various natural and cleaner algebraic conditions on the corresponding pencils defining spectrahedra. 
for n ∈ N. The nomenclature and notation are somewhat misleading in that ∂D ρ is not determined by the set D ρ but by its defining polynomial ρ. Denote also
For (X, v) ∈ ∂ 1 D ρ (n), we call v the hair at X and we call X the follicle. Letting
denote the canonical projections, set
We will also abbreviate ∂B E (n) := ∂D Q E (n), etc.
4.1.1. Boundary hair spans. In this subsection we connect the notion of boundary hair to the notion of ball-minimal. Letting {e 1 , . . . , e n } denote the standard basis for
Let π : C en → C e denote the projection of u onto u 1 .
Proof. (⇒) First we prove that if E is ball-minimal, Q E is an atom and O is a Zariski dense subset of
Assume S spans a subspace V of dimension e ′ < e. Let P denote the projection of C e onto V . Observe that
By [KV17, Theorem 3.6], there exists a surjective homomorphism from the algebra generated by the coefficients of L EP * to the algebra generated by the coefficients of L E , which equals M d+e (C) since L E is indecomposable by Lemma 3.1 items (6) and (2). However, since the first algebra lies in M d+e ′ (C), we have arrived at a contradiction.
If E is ball-minimal, then Q E = Q E 1 ⊕ · · · ⊕ Q E k for some ball-minimal E i where the Q E j are atoms and the spectraballs {D Q j E : 1 ≤ j ≤ k} are irredundant by Lemma 3.1(5). Note that ∂ 1 D Q E is Zariski dense in
since it is precisely the union of these hypersurfaces minus their intersections. Now the previous paragraph yields the desired conclusion.
(⇐) Decompose L E into a direct sum of indecomposable hermitian monic linear pencils
which corresponds to decomposing Q E as (4.1)
If E is not ball-minimal, then, without loss of generality j>1
and there is a non-zero vector γ 1 such that Q re E 1 (X)γ 1 = 0. It follows that Q re E j (X) has a non-trivial kernel for some j > 1 and therefore the the kernel of Q re E (X) is at least two dimensional. We conclude that P 1 π(hair B E ) = (0), where ⊕H j denote the decomposition of C e with respect to the decomposition implicit in equation (4.1) and P 1 is the projection onto the first coordinate H 1 . 4.2. From basis to hyperbasis. Call a set {u 1 , . . . , u d+1 } a hyperbasis for C d if each d element subset is a basis. This notion critically enters the genericity conditions considered in [AHKM18] .
is Zariski dense in Z Q E (n), and S := π(hair B E ) spans C e . Then S contains a hyperbasis for C e .
Proof. By the spanning assumption, there exist X 1 , . . . , X e ∈ ∂ 1 B E (n) such that
is of rank one, and its range lies in ker Q re E (X). Let M i denote the i-th column of a matrix M. Then for every k = 1, . . . , e there exists
as a vector of polynomials in indeterminates t = (t 1 , . . . , t e ) and entries of (X, Y ) (i.e., coordinates of M n (C) 2g ). Let {e 1 , . . . , e e } denote the standard basis for C e . For every k we have v(e k , X k , X k * ) = 0 by the construction of v. Since the complements of zero sets are Zariski open and dense in the affine space, for each k the set
g is open and dense and thus so is e k=1 U k . Hence there exists λ ∈ C e such that v(λ, X k , X k * ) = 0 for every k. Now define a map
Note that u is a polynomial map by (4.3) and u(X 1 , X 1 * ), . . . , u(X e , X e * ) form a basis of C e by (4.2). Therefore
for every (X, Y ) ∈ Z Q E (n), where r k are rational functions defined on Z Q E (n). In particular, r k (X j , X j * ) = δ j,k .
Suppose that the product r 1 · · · r e ≡ 0 on
Then r 1 · · · r e ≡ 0 on Z Q E (n) by the Zariski denseness hypothesis. Therefore r k ≡ 0 on Z Q E (n) for some k by the irreducibility hypothesis, contradicting r k (X k , X k * ) = 1.
Consequently there exists
Proposition 4.4. Let E ∈ M d×e (C) g . Then Q E is an atom and ker(E) = (0) if and only if π(hair B E ) contains a hyperbasis of C e .
Proof. (⇒) If Q E = Q E is an atom and ker(E) = (0), then E is ball-minimal by Lemma 3.1(6), so π(hair B E ) spans C e by Proposition 4.2. By [HKV, Corollaries 3.6 and 8.5] the assumptions of Lemma 4.3 are satisfied for some n ∈ N, so π(hair B E ) contains a hyperbasis for C e .
(⇐) If E is not ball-minimal, then π(hair B E ) does not span C e by Proposition 4.2. If E is ball-minimal but Q E is not at atom, then L E is minimal but not indecomposable, so L E decomposes as L E 1 ⊕ L E 2 by Lemma 3.1(3). Hence Q E decomposes as Q E 1 ⊕ Q E 2 . If e i is the size of Q E i , then π(hair B E ) ⊆ (C e 1 ⊕ {0} e 2 ) ∪ ({0} e 1 ⊕ C e 2 ) , so π(hair B E ) cannot contain a hyperbasis for C e = C e 1 ⊕ C e 2 .
4.3. Additional remarks on irreducibility.
Remark 4.5. Note that Q E is an atom, ker(E) = (0) and ker(E * Remark 4.6. If L E is indecomposable, then so is 4.4. The eig-generic condition. In this subsection we connect the various genericity assumptions used in [AHKM18] to clean, purely algebraic conditions of the corresponding hermitian monic linear pencils, see Proposition 4.9. We begin by recalling these assumptions precisely.
Definition 4.7 ([AHKM18, §7.1.2]). A tuple A ∈ M d (C) g is weakly eig-generic if there exists an ℓ ≤ d+1 and, for 1 ≤ j ≤ ℓ, positive integers n j and tuples α j ∈ (M n j (C) g such that (a) for each 1 ≤ j ≤ ℓ, the eigenspace corresponding to the largest eigenvalue of Λ A (α j ) * Λ A (α j ) has dimension one and hence is spanned by a vector u j = n j a=1 u j a ⊗ e a ; and (b) the set U = {u j a : 1 ≤ j ≤ ℓ, 1 ≤ a ≤ n j } contains a hyperbasis for ker(A) ⊥ = rg(A * ).
The tuple is eig-generic if it is weakly eig-generic and ker(A) = (0) (equivalently, rg(A * ) = C d ).
Finally, a tuple A is * -generic (resp. weakly * -generic) if there exists an ℓ ≤ d and tuples β j such that the kernels of I −Λ A (β j )Λ A (β j ) * have dimension one and are spanned by vectors µ j = µ j a ⊗e a for which the set {µ j a : j, a} spans C d (resp. rg(A) = ker(A * ) ⊥ ).
Remark 4.8. One can replace n j with ℓ j=1 n j in Definition 4.7, so we can without loss of generality assume n 1 = · · · = n g =: n.
Mixtures of these generic conditions were critical assumptions in the main theorems of [AHKM18] . The next proposition gives elegant and much more familiar replacements for them. Hence, for 1 ≤ j ≤ g, 
