We introduce a new approach for Clustering and Aggregating Relational Data (CARD). We assume that data is available in a relational form, where we only have information about the degrees to which pairs of objects in the data set are related. Moreover, we assume that the relational information is represented by multiple dissimilarity matrices. These matrices could have been generated using different sensors, features, or mappings. CARD is designed to aggregate pairwise distances from multiple relational matrices, partition the data into clusters, and learn a relevance weight for each matrix in each cluster simultaneously. We introduce two versions of CARD. The first one is completely unsupervised(U-CARD). The second version is semi-supervised(SS-CARD) and uses partial supervision information that consists of a small set of must-link and cannot-link constraints. The performance of the proposed algorithms is illustrated by using it to categorize a collection of 500 color images. We represent the pairwise image dissimilarities by six different relational matrices that encode color, texture, and structure information. The results are compared with those obtained by 3 other relational clustering methods.
Introduction.
Clustering is an essential and very frequently performed task in pattern recognition and data mining. It can aid in a variety of tasks related to improving the quality in the structure and usage of large and high dimensional data. The goal of cluster analysis is to find natural groupings in a set of N objects O={o 1 , . . . , o N } such that objects in the same cluster are as similar as possible and objects in different clusters are as dissimilar as possible. The set of objects may be described by either object data or relational data. For object data, each object is described by a pdimensional vector x i ={x i1 , · · · x ip } ∈ p , where x il represents the l th feature value. For relational data, only information that represents the degrees to which pairs of objects in the data are related is available. This information is usually stored in an N ×N matrix called the (dis)similarity matrix. Relational clustering is more general in the sense that it is applicable to situations in which the objects to be clustered cannot be represented by numerical features. It is also more practical for situations where the computational complexity of the distance is high, when the distance measure does not have a closed form solution, or when groups of similar objects cannot be represented efficiently by a single prototype (e.g. center).
Clustering of object data has been an active field of research, and several methods have been proposed for this task. However, clustering of relational data has received much less attention. This is despite the fact that several applications would benefit tremendously from relational clustering algorithms. For instance, in content-based image retrieval, it has been shown that the most effective (dis)similarity measures do not have a closed form. Thus, these measures could not be used in object-based clustering. Examples of these measures include the earth mover distance (EMD) [41, 31] , and the integrated region matching distance (IRM) [39] . Similarly, in web data mining and web user profiling, effective similarity measures take into account the URL path traversed [28] , and these similarities could not be integrated into object based clustering methods.
Another issue in clustering complex data is that the relationship among the objects may be described by multiple (dis)similarity matrices. For instance, in image database categorization, we may have one similarity matrix that encodes color information, another matrix for texture information, and another one for structure information. Similarly, in web mining, we may have one similarity matrix that encodes content information, and another matrix for the context information. Existing relational clustering algorithms can operate on only one similarity matrix at a time. Thus, one has to partition each matrix independently, or partition a single matrix that combines all matrices in a uniform way. However, the influence of the different similarity matrices is generally not equally important in the definition of the category to which similar patterns belong. For instance, one cluster of images (e.g. "roses") may share similar texture and structure properties but have different colors. Another cluster (e.g. "outdoor scenes") may be similar in color only. Therefore, to obtain meaningful clusters across all similarity matrices, we need to learn cluster-dependent relevance weights for each similarity matrix.
Clustering large and high dimensional data collections is a challenging task. The problem is more complex if, in addition to clustering, one is also interested in learning cluster dependent feature relevance weights. One possible solution to alleviate this problem is to use partial supervision to guide the search process and narrow the space of possible solutions. Recently, semisupervised learning has emerged as a new research direction in machine learning to improve the performance of unsupervised learning using some supervision information. This additional information is usually available in the form of hints [2] , constraints [34, 21, 26, 38, 7] , or labels [1, 33, 29] . Supervision in the form of constraints is more practical than providing class labels. This is because in many real world applications, the true class labels may not be known, and it is much easier to specify whether pairs of points should belong to the same or to the different clusters.
In this paper, we propose an approach that performs Clustering and Aggregation of Relational Data (CARD). In addition to partitioning the data into meaningful clusters, CARD aggregates pairwise distances from multiple relational matrices and learns a relevance weight for each matrix in each cluster. First, we introduce the unsupervised CARD (U-CARD). Then, we propose a semi-supervised CARD (SS-CARD). The supervision information consists of a small set of constraints on which instances should or should not reside in the same cluster.
The rest of this paper is organized as follows. In section 2, we outline related work in relational clustering. In section 3, we present the unsupervised CARD and in section 4, we present the semi-supervised CARD. In section 5, we apply the algorithms to the area of image database categorization. Finally, section 6 contains the conclusions.
Related Work
Relational data consists of an N ×N relational matrix R=[r jk ], where r jk measures the relationship between objects j and k. The relational matrix R could be either a similarity or a dissimilarity matrix. In this paper, we assume that R is a dissimilarity matrix that satisfies:
r jk ≥ 0; r jj = 0; r jk = r kj .
There are several relational clustering algorithms in the literature. One of the most well-known is the Sequential Agglomerative Hierarchical Non-overlapping (SAHN) algorithm [16] . SAHN is a bottom-up approach that generates clusters by sequentially pairs of similar clusters. PAM (Partitioning Around Medoids) [22] is another algorithm that is based on finding k representative objects (medoids) that minimize the sum of the within-cluster dissimilarities. CLARA (Clustering LARge Applications) [22] is a modified version of PAM that can handle very large data sets. Ng and Han [27] proposed a variation of CLARA, called CLARANS, that makes the search for the k-medoids more efficient. More recent relational clustering algorithms can be found in [3, 36, 14] .
The above relational clustering algorithms generate a crisp (or hard) partition where each object belongs to only one cluster. In most real applications, categories are rarely well separated (i.e. clusters overlap). In this case, the partition is best described by fuzzy memberships [4] , particularly, along the overlapping boundaries. Fuzzy clustering techniques allow the user to quantitatively distinguish between objects which are strongly associated with particular clusters from those that have only a marginal association with multiple clusters. Since relational clustering methods do not use the notion of prototypes, fuzzy memberships could be used to identify few representatives to summarize the clusters' content.
Some of the early fuzzy relational clustering methods include the algorithms proposed by Ruspini [32] , Diday [9] , and Rouben [30] . Other notable fuzzy techniques for clustering relational data include the work of Windham [40] , Kaufman and Rousseeuw [22] , and Hathaway et al [19] . In [19] , the Relational Fuzzy C-Means (RFCM) was formulated as the relational dual of the classical Fuzzy C-Means [4] and in [22] , the fuzzy analysis algorithm (FANNY) was formulated from PAM. RFCM and FANNY start from almost the same functional and minimize the same objective function. However, the algorithms for minimization are a little different. While the RFCM is based on the classical FCM, FANNY is derived through optimization using Lagrange multipliers with Kuhn-Tucker conditions [8] . More recently, several improvements to the RFCM and FANNY have been proposed. For instance, the NERF [18] generalizes the RFCM to the case of arbitrary dissimilarity data. The competitive agglomeration of relational data [28] extends the NERF to find the optimal number of clusters through a competitive agglomeration process. In [35, 8] , Sen and Davé proposed extensions of the RFCM to handle data sets containing noise and outliers.
The Relational Fuzzy C-Means Algorithm.
In [19] , Hathaway et al reformulated the Fuzzy C-Means (FCM) [4] objective function to adapt it to relational data by eliminating the prototypes from the FCM objective function. The relational FCM (or RFCM) minimizes the following objective function:
We should note here that the objective function in (2.2) includes only the dissimilarities r jk and the membership values that we are trying to learn. Moreover, it involves dissimilarity between pairs of objects (instead of dissimilarity of the objects to a cluster center). This explains why object data is not required for the RFCM. In (2.2), C is the number of clusters, m ∈ (1, ∞) is known as the fuzzifier, u ik is the fuzzy membership of object k in cluster i, and
In [19] , it was shown that minimization of the FCM and RFCM objective functions are equivalent when R satisfies (2.4). To derive the update equations for the RFCM, Hathaway et al [19] proved that the squared Euclidean distance, d
2 , from feature vector x k to the centroid of the i th cluster c i , can be written in terms of the relation matrix R as follows:
where v i is the membership vector defined by
Equation (2.5) allows the computation of the distance between the data points and cluster prototypes in each iteration when only the relational data, R, are given (i.e., no explicit cluster centroid), starting with a set of initial fuzzy memberships, u ik , that describe the degree of belongingness of the j th data object in the i th cluster. Once the implicit distance values, d 2 ik have been computed using (2.5), the fuzzy memberships can be updated (as in the standard FCM) using
The RFCM optimizes the objective function in (2.2) by alternating between the update equations in (2.5) and (2.7) until the membership values do not change.
2.2
The non-Euclidean Relational FCM. The RFCM was formulated to cluster data that is available in the form of an N ×N relational matrix without explicit knowledge of the coordinates of the objects in the feature space. It is expected to perform in an equivalent way to the FCM provided that the relation matrix, R, is Euclidean, i.e., there exists a set of N points in N −1 , called realization of R, satisfying (2.4). When such realization does not exist for the relation matrix R, the relational dual of the FCM can fail mainly because some of the distances computed using (2.5) may be negative. To overcome this restriction, Hathaway and Bezdek proposed the Non Euclidean Relational Fuzzy (NERF) C-Means algorithm [18] . NERF CMeans modifies the RFCM by adding a step that uses the β-spread transform to convert a non-Euclidean matrix R into an Euclidean matrix R β as follows
In (2.8), β is a suitably chosen scalar, I ∈ N ×N is the identity matrix, and M ∈ N ×N satisfies M ij = 1 for 1 ≤ i, j ≤ N . In [18] , the authors suggested that the distances d 2 ik be checked in every iteration for negativity, which indicates a non-Euclidean relation matrix. In that case, the β-spread transform should be applied with a suitable value of β to make the d 2 ik positive. A lower bound for the necessary shift, β, that is needed to make the distances positives was derived in [18] to be (2.9)
where e k denotes the k th column of the identity matrix. Existing work in relational clustering addresses the issues of optimal partition, finding the optimal number of clusters, and robustness to noise and outliers. It assumes that the pairwise similarity information is available in one global matrix. However, in many real applications that involve clustering complex objects, multiple sources of information may generate multiple similarity matrices. In this case, the traditional approach is to cluster one global matrix that combines the partial similarities in a uniform way. Unfortunately, this approach may not be effective since the influence of the different similarity matrices is generally not equally important in the definition of the category to which similar patterns belong. Therefore, to obtain meaningful clusters across all similarity matrices, we need to learn clusterdependent relevance weights for each similarity matrix. This problem has been recently addressed for the case of object data by performing simultaneous clustering and feature discriminations [12, 13, 6, 20] . However, it was ignored for the case of relational data.
Clustering and Aggregation of Relational Data
In this section, we introduce a new approach, called Clustering and Aggregation of Relational Data (CARD), to cluster relational data that is represented by multiple dissimilarity matrices. In order to partition the data into meaningful clusters, CARD aggregates the dissimilarities from multiple matrices and learns a relevance weight for each matrix in each cluster. In the following, we assume that we have S dissimilarity matrices
] satisfies the conditions in (2.1). The different dissimilarities could have been generated using different sensors, different sets of features, or a different mapping. For instance, in image database categorization, we could have one matrix that encodes the pairwise color dissimilarity, a second matrix for the pairwise texture dissimilarities, and a third one for the pairwise structure dissimilarities.
Let W=[w is ], where w is ∈[0, 1] is the relevance weight for dissimilarity matrix R s with respect to cluster i. A low value of w is indicates that the relational information in matrix R s is not relevant for the definition of cluster i, and that this matrix should not have a significant impact on the creation of this cluster. Similarly, a high value of w is indicates that the relational information in matrix R s is highly relevant for cluster i, and that this matrix should be the main factor in the creation of this cluster. The global dissimilarity between objects j and k,R = [r jk ] is computed by aggregating the partial dissimilarities and their relevance weights. In this paper, we derive the equations for the simple case of a weighted average operator. That is, when computing the total dissimilarity with respect to cluster i, we let where q ∈ (1, ∞) is a discriminant exponent. Other aggregation operators such as the Ordered Weighted Averaging operator (OWA) [42] , and the Fuzzy Integral [15, 23] can be integrated into this approach.
The proposed approach is generic and can be used to extend several existing relational clustering algorithms. In this paper, we use our approach to extend the NERF algorithm.
Unsupervised
CARD. The unsupervised CARD(U-CARD) algorithm minimizes w is = 1, ∀ i. Equation (3.11) reduces to the RFCM objective function(eq. (2.2)) if the weights w is are not cluster dependent and do not need to be learned. Since the relevance weights w is do not depend explicitly on the membership values, it can be shown that minimization of J with respect to u ij yields an update equation similar to that of the RFCM (see eq. (2.7)). We only need to substitute the dissimilarity R in (2.5) by the aggregated dissimilarityR.
To optimize J with respect to the relevance weights W, we use the Lagrange multiplier technique and obtain
Since the rows of W are independent of each other, we can reduce the above optimization problem to the following C independent problems:
By setting the gradient of J Li to zero, we obtain
and
Solving (3.13) and (3.14) for w is , we obtain
In the above,D is can be interpreted as a measure of dispersion of the i th cluster with respect to the s th dissimilarity matrix R s , and S p=1D ip can be viewed as the total dispersion of the i th cluster (taking all dissimilarity matrices into account). Hence, w is is inversely related to the ratio of the dispersion with respect to the s th partial dissimilarity to the total dispersion of the i th cluster. This means that the more compact the i th cluster with respect to R s , the higher will the relevance weight w is be. It can be shown that
This means that as q approaches 1, w is tends to take binary values. This case is analogous to the winnertake-all situation where the partial dissimilarity matrix along which the i th cluster is the most compact gets all the relevancy (w is = 1), while all other matrices get assigned zero relevance, and hence do not contribute to the overall distance computation. On the other hand, when q approaches infinity, it can be shown that w is =1/S. This means that all partial dissimilarities share the relevancy equally. This is equivalent to the situation where no discrimination takes place. For the case where q takes finite values in (1, ∞) , we obtain weights that provide a moderate level of discrimination. For this reason, we will refer to q as a "discrimination exponent".
The U-CARD algorithm is summarized below.
The U-CARD Algorithm Fix number of clusters C, m ∈ [1, ∞), and q ∈ [1, ∞); Initialize the fuzzy partition matrix U; Initialize β=0, and w is = 1/S ; REPEAT Compute total dissimilaritiesR using (3.10); ComputeR β using (2.8); Compute membership vectors v i using (2.6); Compute distances using (2.5);
Update fuzzy memberships using (2.7); Update relevance weights using (3.15); UNTIL fuzzy memberships do not change ;
4 Semi-supervised CARD Learning using CARD, like other unsupervised learning methods, may lead to sub-optimal solutions depending on the complexity of the data. In fact, CARD is more prone to local minimum since it attempts to learn the optimal partition and the optimal feature relevance weights simultaneously. To overcome this potential drawback, we propose a semi-supervised version of CARD, called SS-CARD. The supervision information consists of pairwise must-link and cannot-link constraints between few data samples. This type of supervision constraints have been used recently in object based clustering [34, 21, 26, 38, 7] , but not in relational based clustering.
Let M l be the set of must-link pairs such as (x j , x k ) ∈ M l means that x j and x k should be assigned to the same cluster. Similarly, let C l be the set of cannot-link pairs such as (x j , x k ) ∈ C l means that x j and x k should not be assigned to the same cluster. Using the same notation as in the U-CARD, the SS-CARD minimizes the following objective function: (4.16) subject to (2.3), and (3.12). The first term in (4.16) is the objective function of U-CARD and is used to seek compact clusters and their partial dissimilarity relevance weights. The second term consists of the cost of violating the pairwise must-link and cannot-link constraints. The penalty terms are weighted by the membership values of the points that violate the constraints. In other words, the penalty term is larger when the points are at the core of the cluster (high membership). When both terms are combined, SS-CARD will seek compact clusters and their relevance weights while minimizing the number of violated constraints. The value of α in (4.16) controls the importance of the supervision compared to the sum of intra-cluster distances.
To optimize J with respect to the cluster membership U, we use the Lagrange multiplier technique and obtain
By setting the gradient of J to zero, we obtain,
Expanding (2.5) and substituting R for R, we obtain
Using (4.18) and rearranging the terms in (4.17), we obtain
u it = 1, and solving for λ t , we obtain
. 
In (4.22), C vt and C t are defined as
.
In other words, the membership of a point in a given cluster depends on its relative proximity to that cluster (u RF CM term) and the cost of constraints violations incurred by that cluster assignment(u Const term). Since the constraints in (4.16) do not depend on w explicitly, optimization of (4.16) with respect to w yields the some update equation as in U-CARD(i.e, eq. (3.15) ). The SS-CARD algorithms is similar to the U-CARD. The only difference is that the memberships are updated using (4.21) instead of (2.7).
Application: Image Database Categorization
To illustrate the ability of U-CARD and SS-CARD to aggregate and cluster multiple dissimilarity measures derived from real data sets, we use them to categorize an image database. We use a subset of 500 color images from the COREL image collection. This subset includes 10 categories with 50 images in each one. Fig. 1 displays a sample image from each category. The images within most categories are selected to have high intra-group variations. For instances, the "roses" category includes images of roses of different colors (red, yellow, white, pink, etc.). Similarly, the "guns" category includes guns of different shapes and at different orientations. The feature sets and the dissimilarity measures are outlined in the following subsections. 
Feature Extraction.
Each image in the collection is characterized by several feature subsets. These are some of the commonly used features in content based image retrieval. They may not be the optimal features for the selected image collection. However, our goal is to show that the adaptive aggregation and clustering of these features subsets provides better results than traditional clustering.
HSV Color Histogram:
Each image is mapped to the HSV color space and quantized into 32 bins. A 32-dim. histogram is used to represent the distribution of the color of each image.
HSV Color Moments:
Each image is mapped to the HSV color space, and the mean, standard deviation, and skewness of the distribution of the H, S, and V components are computed. This feature subset is represented by a 9-dim. vector. 
Edge Histogram:
We use the MPEG-7 edge histogram descriptor (EHD) [25] to represent the frequency and directionality of the edges. First simple edge detector operators are used to identify edges and group them into five categories: vertical, horizontal, 45% diagonal, 135% diagonal, and isotropic (non-edge). Then, local, global, and semi-local edge histograms are generated. The EHD feature set is represented by a 150-dim. vector.
Partial Dissimilarities.
For the wavelet and color moments features, we use the Euclidean distance to compute the pairwise image dissimilarities. We will use R wave and R mmt to refer to these dissimilarity matrices. The high-dimensionality of Edge Histogram features (150-Dim) makes the Euclidean distance not the best choice. Instead, we use the histogram intersection distance [37] . We will use R EHD to refer to this dissimilarity. For the dominant color features, computing the distances is not trivial. This is because each image can have a different number of dominant colors, and a dominant color from one image can be matched to multiple dominant colors in another image. One such distance that could be used is the Earth Mover's Distance (EMD) [41] . The EMD has attractive properties for contentbased image retrieval and it was shown that it matches perceptual similarity better than other distances [41] . The EMD does not have a closed form expression. Its computation is based on a solution to the transportation problem from linear optimization, for which efficient algorithms are available. We will use R EM D to denote this dissimilarity matrix. For the Garbor filtered feature, we also use the EMD and use R Gab to denote this dissimilarity matrix. This is because an image filtered with a particular scale and a particular orientation may be partially matched at different scales and orientations [41] . For HSV Color histogram, we use Quadratic distance [17] which was shown to outperform the Euclidian distance. We will use R Quad to refer to this dissimilarity matrix.
We should note here that the histogram intersection distance, the EMD, and the Quadratic distance which are commonly used in content-based image retrieval, could not be used in an object-based clustering algorithm. For the EMD, it is not practical to solve the optimization problem for every data point in every cluster and in every iteration. Also, for all distances, the concept of cluster centroid (averaging the features) is not suitable for representing the elements of the cluster.
Performance measures.
To assess the performance of the different clustering algorithms and compare them, we assume that the ground truth is known, and we will use the following performance measures.
Classification
Rate. First, each cluster is assigned a label based on the majority of the true labels of its elements. Then the correct classification rate of each cluster is computed. The overall classification rate, (Q RR ), of the partition is the average of the individual clusters rates weighted by the clusters cardinality.
Relative Cluster Evaluation Measures.
The algorithms described in this paper generate a C×N fuzzy partition matrix U=[u ij ], i = 1, · · · , C; j = 1, · · · , N , where u ij ∈ [0, 1] is the fuzzy membership degree of the j th data point in the i th cluster. We assume that the ground truth can also be represented by a partition matrix
ij ], where u ij ∈ {0, 1} are crisp memberships (it is not practical to construct a fuzzy truth partition). The cluster evaluation problem is then reduced to comparing U (generated by the algorithms) to U (T ) . The solution to the above problem is not trivial since the best one-to-one mapping of the clusters needs to be identified by finding the best permutation of the rows of the U matrices. In the following, we outline an efficient method for comparing the partition matrices indirectly based on the coincidence matrix, also called cluster connectivity matrix [10] .
To compare two partition matrices U (1) and U (2) , we first compute their coincidence matrices Ψ (1) and Ψ (2) where
Then, we compute a 2×2 contingency table as in Table  1 where
In the above, the indices S and D stand for "same cluster" and "different clusters" respectively. 
Using the contingency table, many measures can be computed to compare two partitions [5] . In this paper, we will use the Rand statistics (RS), Jaccard coefficient (JC), Folkes-Mallows index (FMI), and the Hubert index (HI) to compare each generated partition U (cl) to the ground truth partition U (T ) . These indices are defined as:
All of the above measures provide larger values when the two partitions are more similar.
Comparison of Features and Similarities.
In this experiment, we establish the need for relational clustering methods by comparing different dissimilarity measures and different features. First, we compare the performance of the Euclidean distance and the Earth Mover Distance (EMD) [41] for the Gabor feature set. In [41] , it was shown that the EMD has better precision and recall than the Euclidean distance for image retrieval. Here, we extend this observation for the case of clustering. Since the EMD could not be used within object based clustering, we compare the partition generated by the FCM with the Euclidean distance and the RFCM with the EMD. The results of these algorithms with m = 2.0 and C = 10 are shown in Table 2 . As it can be seen, the EMD generates a partition that is more similar to the ground truth partition with respect to all performance measures. In the next experiment, we compare the performance of different color features, namely, the color moments, the color histogram, and the dominant colors. Image representation by dominant colors is usually more compact (3-5 colors per image) and more intuitive. However, traditional distances could not be used in this case. This is because images could have different number of dominant colors, and one dominant color may be partially matched to multiple colors. The EMD distance, on the other hand, is suitable for this feature set. Table 3 compares the partitions generated by the FCM using the Euclidean distance for the color moments and the color histogram, and the RFCM using the EMD for the dominant colors. For both algorithms, m was set to 2, and C was set to 10. As it can be seen, the EMD generates a partition that is more similar to the ground truth partition with respect to all performance measures.
The above two experiments illustrate the need for non-traditional distances for image database categoriza- tion. This in turns, requires the use of relational clustering methods. In the following, we will use the proposed algorithms (U-CARD and SS-CARD) to categorize the same image collection when all of the feature sets (outlined in Section 5.1) are used.
5.5 Clustering and aggregation of multiple feature sets. U-CARD and SS-CARD were used to categorize the 500 images using the 6 partial dissimilarities R Gab , R Quad , R mmt , R EHD , R EM D , and R wave . All dissimilarity matrices were normalized to have the same dynamic range. We compare the results of U-CARD and SS-CARD with those obtained by the basic relational FCM (RFCM) [19] , the SAHN [16] , and FANNY [8] . Since these algorithms, like other existing relational clustering algorithms, are not designed to aggregate multiple dissimilarity matrices, we use
wave as input to these algorithms. For all algorithms, we fix the number of clusters C=10 , m=2, and use the same initialization. Figure 2 displays the most representative image (i.e. image with largest membership) from each of the 10 clusters for RFCM and U-CARD. As it can be seen, the RFCM uses 3 clusters for the "roses" category, and 2 clusters for the "texture" category. This is because these categories have large intra-cluster color variations, and when the color features are treated equally important, these categories get over-partitioned. As a result, other categories (e.g. "guns" "glasses") were not categorized correctly (since the number of clusters is fixed to 10). U-CARD on the other hand, does not suffer from this problem because it learns feature relevance weights for each cluster. For instance, the color features were deemed less relevant for the "roses". As a result, more categories were clustered correctly.
To analyze the results further, we display the top 20 representative images (with largest membership values) from three typical clusters generated by the different algorithms. Figures 3 displays the results for the RFCM. As it can be seen, these clusters do not match the user intuition of a cluster. This is because the RFCM does not have a provision for cluster dependent dissimilarity relevance weights. Thus, it tends to group images that are similar with respect to all partial dissimilarities. For instance, there are several other images of "doors" that have different colors in our collection. These images were not lumped into the cluster shown in Fig. 3(a) because the contribution of the color dissimilarity is too large. Figure 4 displays representative images generated by U-CARD. The 3 shown clusters are the closest (share many images) with those in figure 3 . As it can be seen, these clusters are more compatible with the user's notion of clusters. For instance, the number of correctly clustered images increased from 14 to 18, 11 to 17, and 6 to 11 in these 3 clusters respectively. This improvement in performance is due mainly to the learned cluster dependent relevance weights. These relevance weights are shown in table 4. For instance, the cluster in figure 4 (a) includes mainly images of "doors". For this cluster,R wave is the most relevant feature. In other words, texture features from these images is more effective to represent this cluster. These cluster dependent relevance weights enables images of "doors" (with similar structure but different colors) to be lumped into one group. Similarly, "cars" of different colors and in different background were clustered correctly in figure 4 (b) because the texture features (R wave ) and the color moment features (R mmt ) were deemed the most relevant features for this cluster.
To evaluate the performance of SS-CARD, we first perform the U-CARD algorithm, then we run SS-CARD 10 times adding 5 must-link and 5 cannot-link constraints in every run. These constraints are built from 5 randomly misclassified images. The performance of SS-CARD, measured in terms of correct classification rate, on the 10 different runs is shown in figure 5 . As it can be seen, every iteration improves the performance. Moreover, most of the improvement is obtained in the first 5 runs after which the performance starts to level off. Figure 6 displays representative images generated by SS-CARD after the 10 runs. As it can be seen, all of the top 20 images of each cluster are correctly partitioned. Moreover, the semi-supervision informa- Fig. 4 . significantly. The SS-CARD has resulted in more relevant texture(R Gab ) and structure(R EHD ) features. As a result, the "guns" cluster has improved significantly.
To quantify the performance of the different algorithms, we compare them using the measures defined in section 5.3. The results are shown in Table 6 . As it can be seen, U-CARD and SS-CARD outperform SAHN, RFCM, and FANNY significantly with respect to all measures. Moreover, we note that SS-CARD outperforms U-CARD indicating that the supervision information is helpful in guiding the algorithm to learn better feature relevance weights. 
Conclusions
In this paper, we have presented an approach that performs fuzzy clustering and aggregation of multiple relational data. CARD minimizes one objective function for both the optimal partition and for the relevance weight of each partial dissimilarity matrix in each cluster. This optimization is done iteratively by dynamically updating the partition and the relevance weights in each iteration. This makes the proposed algorithms simple and fast. Moreover, CARD is based on the well-known relational FCM algorithm. Thus, it can inherit most of the advantages of FCM-type clustering algorithms. For instance, techniques that were used to extend the RFCM to find the optimal number of clusters [28] , and to reduce the effect of noise and outliers [35] could be adapted to CARD. We are currently investigating these extensions.
We have also proposed a semi-supervised version of CARD, called SS-CARD. This algorithm uses supervision information on whether some instances should or should not reside in the same cluster. we have shown that this information improves the performance of CARD and leads to better feature relevance weights.
We have illustrated the performance of CARD by using it to categorize a collection of color images. Categorization of generic images is a difficult task, mainly because different feature sets are suitable for different subsets of images. We have shown that using multiple dissimilarity matrices, CARD can learn optimal relevance weights for each dissimilarity in the different image categories. This task could have been accomplished using existing object-based algorithms that perform clustering and feature weighting simultaneously when simple distances, such as the Euclidean, are used [12, 13] . However, other distances such as the EMD [41] , IRM [39] , or quadratic [17] , which are proven to be more effective in capturing image similarities, could not be used in an object-based clustering algorithm. 
