This paper firstly aims to evaluate the incidence of measurement error affecting the main variables collected in surveys on consumption. The assessment is carried out on two Tanzania surveys which provide both diary and panel data. Diary data can be employed to obtain reliability coefficients for time-invariant variables. When variables vary over time, as in the case of panel data, an estimation of the incidence of measurement error on the total variance can be obtained by applying models which allow the decomposition of observed variability into true dynamics and noise (e.g. the Heise model and the latent Markov model). Some evaluations of the reliability of the data are also conducted on the basis of the internal consistency criterion, an approach that does not require panel data. On the basis of the reliability estimates obtained, examples of possible impacts of measurement errors on poverty analysis are briefly discussed. These experiments clearly show the importance of the topic in poverty and inequality data analysis. JEL Classification: D31, I32.
Introduction 1
Among the possible sources of error affecting survey data, the discrepancy between recorded and 'true' data, which originates from the response or from oversights in the processing phase prior to estimation, is of particular interest although seldom analysed.
The survey design, in all its parts, may have an impact on survey responses. In some cases questions can be asked ambiguously or face limitations due to the cognitive processes of the respondent: people may not actually know the exact answer to the questions they are asked, especially in cases where response by proxy is allowed, and answers on quantities tend to be rounded up or down. Moreover, retrospective questions mean recalling events of the past while hypothetical ones require some abstract reasoning which may generate uncertain answers. All the above aspects may interact among themselves and with other factors affecting the quality of survey data. Interviewer behaviour, for example, can be very important: there are a number of ways of asking the same question in a face-to-face setting, and each can induce a different psychological reaction, ultimately affecting the answer. More general aspects such as the motivation of respondents and their willingness to give their time and effort to a survey should also be assumed to influence data quality. Finally, the use of the tools employed in the CAPI programmes for improving the consistency among the answers and outlier detection may be relevant (Converse and Presser, 1986 , Tourangeau et al., 2000 , Grosh and Glewwe, 2000 . As to consumption surveys, specific factors may be at work (diary/recall, usual/specific month, 7/14 days of recall, long/short item list, and so on) and may determine significant variations in survey results (Friedman et al. 2016). 2 In what follows, we will not deal with the various causes of error, taken one by one. We will focus instead on the tools enabling the assessment of the magnitude of measurement errors in the main variables collected in consumption survey data. This perspective offers useful information to data users, whose estimates can be severely biased when measurement errors are not taken into account, and to data producers, who may find a tool for discussing and improving the data collection process in these quantifications.
In regression analysis it is well known that the presence of classical measurement errors 3 in the explanatory variables leads to biased and inconsistent OLS estimators; in simple regression and correlation analysis the bias assumes the form of attenuation bias, i.e. a tendency towards zero. In such cases, instrumental variables are a common tool for obtaining unbiased and consistent estimates (Chen et al., 2007) .
Measurement errors also affect the estimates of mobility in panel data. Either one looks at mobility tables describing the transitions from one state to another of a sample 6 observed in two consecutive waves or one tries to estimate the growth of a variable observed against the initial value, (classical) measurement errors tend to overstate the actual mobility.
Measurement errors are also supposed to have an impact on inequality and poverty measures. According to classical hypotheses, errors tend to inflate the variance and the tails of a distribution, 4 thus boosting inequality and poverty indices.
In what follows we will show how measures of reliability can be estimated using survey data, and will discuss some typical drivers of measurement errors in consumption surveys. The reliability of a measure denotes the variability of the estimates over repeated trials and in the same approximate conditions. It is different from the accuracy of a measure, which implies both a small variability of estimates and a closeness to the true value (Hand et al., 2001) .
This approach does not require the availability of true data to make a comparison with survey data 5 although it confines the analysis to those cases where a hypothesis of classical measurement errors holds, at least approximately. In this regard it is important to consider that voluntary under-reporting, which is one of the main drivers of non-classical measurement errors, is usually much less significant for consumption than for income and wealth. Cannari and D'Alessio (1993) and Gottschalk and Huynh (2010) evaluate the effects of measurement errors on the distribution of earnings and financial wealth respectively by comparing survey data with a benchmark containing 'true data' and find that survey data actually underestimate inequality. Similar results are obtained by D'Alessio and Neri (2015) who adopt a completely different approach, based on calibration techniques. Cifaldi and Neri (2013) , on analysing the reporting behaviour of Italian households, find that misreporting of consumption has a different association with the reported amounts than with income; while under-reporting increases with declared income, there is no similar evidence for consumption. The explanation may be twofold: on the one hand, consumption is a less sensitive topic than income, because fiscal authorities are not interested in such amounts, on the other hand, consumption is more difficult to hide from an interviewer in a face-to-face interview.
For the users of survey data, there are many reasons to worry about the amount, the origin and the expected effects on estimates of measurement errors affecting data, as well as to look for techniques able to take them into account. On the other hand, the relevance of the topic should also push data providers to minimize as much as possible the measurement errors they can control, by complementing microdata with more information on the magnitude and expected effects of such errors on the estimates. 6
The possible impacts of measurement errors on poverty and inequality analyses are briefly discussed. The exercise is conducted using data from two surveys conducted in Tanzania, but the tools proposed are quite general and the discussion could easily be extended to countries conducting similar surveys.
7
The paper is structured as follows. Section 2 briefly describes the data used in the paper, with a special focus on the aspects relating to data quality. Section 3 shows the statistical tools that we use for evaluating the degree of reliability of collected data. Section 4 presents some descriptive statistics on measurement error for the two surveys. Section 5 briefly concludes.
2.
Statistical tools for estimating reliability in consumption surveys
2.1
What is reliability? Let X be a continuous variable measured with an error, so that the measure Y differs from the true value X by a random component: Y = X + e. If the disturbance has the following properties (called homoscedastic, uncorrelated error):
E(e) = 0; E(X, e) =  X,e = 0; E(e, e) =   e the variance of Y may be written as
Under the above conditions, the coefficient is known as the reliability index; it expresses the share of variability in Y which belongs to the true phenomenon X (Lord and Novick, 1968) , as opposed to the part due to the factors that contaminate the measurement process. 7
The estimation of  as previously defined, would require knowledge of Y, which can seldom be assumed. An easy way of obtaining an estimate of the reliability index is to resort to the test-retest, which involves a double measurement of X in the same (approximate) survey conditions. Let Y 1 and Y 2 be such measurements, Y 1 = X + e 1 and Y 2 = X + e 2 for which we also assume that e 1 , and e 2 are uncorrelated between themselves and with X, i.e. E(e 1 ,e 2 ) =  e1,e2 = 0 and E(X t , e t' ) =  Xt,et' = 0 t,t'. Under these conditions, the correlation coefficient between the two measurements Y 1 and Y 2 equals the square of the reliability index:
It is worth noting that if the assumption E(e) = 0 does not hold, where E(e) = , as may be the case in a particular survey design (i.e. the choice of the usual month consumption), the index  only captures the variability of the two repeated Ys and not its closeness to X (which is unknown). This means that the reliability index measured in this way evaluates the degree to which an instrument provides consistent measures; it does not indicate the instrument's truthfulness as, at least generally speaking, it cannot assess the distance between collected and true data.
If we are dealing with categorical variables, the test-retest model needs to be revised (Biemer and Trewin, 1997) . Let X be a categorical variable (with K categories) and Y its measurement. A reliability index for categorical features measured twice (Y 1 and Y 2 ) on the same set of n units is the fraction of units that are classified consistently:   = tr (F)/n =  i f ii /n where F is the cross tabulation of Y 1 andY 2 whose generic element is f ij . 8 The index   , however, does not take into account the fact that consistent answers could be partly random: if the two measures Y 1 and Y 2 are independent random variables, the expected share of consistent units is  I f i. f. i /n. It is thus preferable to resort to Cohen's kappa coefficient , a reliability index which controls for this effect by normalizing the share of observed matching cases with respect to their expected incidence if the two measurements of Y 1 and Y 2 are independent:
Reliability within a single survey: diary data as repeated measures The estimation of a reliability coefficient using data captured in a single survey is not an easy task. It may be unpleasant to ask a question more than once in the same survey (e.g. 'How much rent did you pay last month?') and even if one did it is likely that respondents tend to provide coherent answers, leading to an overestimation of reliability. In fact, the testretest formula of  relies on the assumption of uncorrelated errors; this assumption may be violated if the respondents realize that they have already answered the same question. Only a few studies provide reliability coefficients based on a double measurement in a single survey (e.g. Crossley and Kennedy, 2002) .
In consumption surveys, however, the collection of data is often done by means of a diary, which can be often organized in a way that allows the computation of the reliability coefficient on repeated measures over time. For example, if the diary is held by households over two weeks, it is possible to assume that, for the i-th generic household, the consumption of a good over a certain period Y 1 (say those occurring during the first week, or on oddnumbered days) is a random variable with the same mean and variance of the consumption measured in a second period Y 2 (over the second week, or on even-numbered days); most of the time the assumption of uncorrelated errors may reasonably hold. 9
In such a case, where Y i1 ,= X i1 + e i1 ; Y i2 ,= X i + e i2 ; with E(e i )=0; E(X i ,e i )=0; E(e i ,e i )=  e , one can simply estimate the reliability of the weekly consumption as the correlation coefficient between the two measures. Moreover, according to the hypotheses described above, any other rearrangements of the daily measures into two halves may be used to compute the correlation coefficient (split-half approach) expression of reliability. 10
In order to obtain an estimate of the reliability of the sum of the two weeks' consumption (Y 1 +Y 2 ) starting from a measure of consistency between the two halves, we use the Spearman-Brown formula: 11  = [2 ( y1,y2 )] / [1 + ( y1,y2 )]. If there are more than 2 periods, the generalized formula applies:  = [n ( y1,y2 )] / [1 + (n-1) ( y1,y2 )]. Table 1 shows that a reliability index of 0.6 obtained for the weekly consumption corresponds to a reliability of 0.75 for the 2-week estimate and of 0.86 for the 4-week estimate. As the weekly reliability increases, the gain obtained by extending the period for 9 which the diary is kept reduces. This kind of information can help in evaluating the trade-off between a more stable estimation due to a longer diary data collection and the higher costs associated with such a choice.
It is important to bear in mind that the estimation of reliability as described above implies the independence of measurements over time (i.e. between the two periods considered). If this is not the case, as for example when the purchasing frequency is low and one purchase in a day implies a reduced or even a zero value in the contiguous days, the reliability coefficients are underestimated by the exposed procedure, because of the presence of correlated errors. In general, the intertemporal variance of consumption survey data may be influenced by a purchasing frequency inadequate to the length of the observation window (see Gibson and Kim, 2011) . For example, in a 2-week diary, households found with zero expenditure on clothes are presumably those who will have some clothing expenses during the rest of the year (and these amounts will probably be offset on average by other households for which positive expenses have been found during the observation window). If the window is too brief (compared with the purchasing frequency) the individual data will provide an unbiased estimate of the individual means but with a consistent standard error. Strictly speaking, this is not a matter of reliability, although it has similar effects on estimates.
Consumption surveys usually have a yearly reference period (S) while the estimates are often obtained on the basis of shorter periods of observation/recall (w), i.e. a 1-or 2week diary or 1-3 months of information (i.e. for household bills), which are scaled up by means of an expansion factor (S/w). This practice does not take into account that while the average is not affected by the length of the collection period (w) over a homogeneous period, the variance of the reconstructed yearly consumption may depend on it (Deaton and Grosh, 1997) . 12 With regard to this, the practice of spreading the full sample over the entire year with independent subsamples may be useful in the estimation of the mean (if it cannot be assumed to be constant over time) but does not help in any way in the estimation of the variance (or of the poverty and inequality indices).
Let us consider the case of a consumption of a good observed over a semester Y 1 , whose amount is doubled to obtain a yearly estimate Y'=2*Y 1 . In such a case the variance of this estimator Y' is simply Var(Y') = 4   2 . If we observe both the semesters and derive the yearly estimate by summing up these two components, Y''= Y 1 + Y 2 , under the hypothesis of an equal variance of the two semesters (i.e.    =    =  2 ), we can derive the variance of Y'' as: Var(Y'') = 2  2 (1+).
By comparing the two expressions we have that Var(Y') ≥ Var(Y''), where the equality holds only if the two components are perfectly correlated (i.e. =1). Given the constraint    =   = 2 , a perfect correlation implies the equality of the two components Y 1 = Y 2. In other words, the variance of the extrapolated estimate Y' is always greater than that which would be obtained by collecting data over the whole period, and will be equal only if there is no variation over time (i.e. Y 1 = Y 2 ).
The above result obviously holds even in the case of monthly (or weekly) estimates. For example, if one considers the usual estimator Y'=12*Y 1 which multiplies the amount observed over a month by 12, under the assumption of equal monthly variance, the variance is Var (Y')=12 2  2 . The variance of the sum of the 12 monthly components Y''= t Y t (t=1,…,12), can be written instead as: Var (Y'')=12  2 +2 2  j<k  jk where  jk are all the T(T-1)/2=66 different pairwise correlation coefficients between the monthly measures. Again we conclude that the variance of the yearly estimator Y', obtained by extrapolating a single observed monthly (or weekly) measure, is always greater than or equal to the variance of the estimator Y'' obtained by adding up all the components, being equal only if the measures are all equal among themselves (Gibson, Huang, Rozelle, 2003; Gibson 2016). 13 The conclusion is important for poverty and inequality analysis: if we can assume a stability over time in the variance of a phenomenon, an assumption that is reasonable most of the time, all other things being equal, inequality and poverty measures tend to have an upward bias both when the reliability of the measures is not perfect and when we use reduced observation/recall windows, in the presence of intertemporal variability. 14 15 It is particularly important that even if the variations over time are not due to measurement errors, they produce the same effect when the extrapolation strategy is applied, thus inflating the variance (and the poverty rates and inequality measures) of the phenomenon.
A corollary of the above statement is that, except for the unrealistic case of completely reliable and stable variables, inequality or poverty indices derived from consumption surveys with different observed periods are not immediately comparable, and would require some adjustment to take into account the abovementioned bias.
2.3
Reliability within a single survey: internal consistency Apart from in diary data, it is rare to find repeated measures in the same consumption survey. Nonetheless it is sometimes possible to assume that a set of variables is the expression of a unique latent variable. One could assume, for example, that the components of household consumption describe behaviour which should have some internal coherence; marked deviations from this scheme could be an indicator of potential problems in the data. 16 Under this assumption, some descriptive statistics drawn from this field of analysis can be useful to derive information on the reliability of consumption variables. In the following we will discuss some indicators, such as the correlation coefficients between each consumption components and the sum of all the other components, or the correlation coefficient between the consumption components and the values predicted by all the other components.
A different implementation of the same rationale is based on the use of Principal Component Analysis (PCA), a tool widely employed in denoising data. Following the singular value decomposition (Eckart and Young, 1936) , we know that every matrix X with n observations and p variables can be fully decomposed on the base of eigenvalues  m and eigenvectors u m and v m of the corresponding quadratic forms X'X and XX' respectively (with common non-zero eigenvalues  m but different eigenvectors u m and v m ):
Considering just the first k principal components as relevant (i.e. those corresponding to the highest eigenvalues) leads to a decomposition of X in one matrix of signal (X*) and one of noise (E), whose information can be discarded:
The first k principal components are the linear combinations of the original variables maximizing the variance, under the orthogonality constraint; they account for the maximum share of the global variance, expressed by the ratio = j  j / m Var(x m ). However,  is an average measure, as not all the variables are approximated in the same way. In this framework, the ratio of the standard deviation of each variable as approximated (by means of a linear prediction) by the first k principal components to its original standard deviation may be assumed as a measure of reliability. In geometrical terms, the reliability of each variable can be seen as the ratio of the length of the vector projected onto the optimal (in terms of explained variance) subspace of the first k principal components and the length of the same vector in the full p-dimensional space.
The choice of the number of principal components to retain is crucial. Sometimes, the 'eigenvalue one' rule of thumb is applied, which implies the retention of all the principal components whose variance is higher than that of the original (standardized) variables. In other cases, an analysis of the plot of the eigenvalues can help, for example when it shows a clear drop in the explanatory power of the principal components. In some cases, information on the possible magnitude attributable to noise obtained by means of methods like those shown in this paragraph can help with this task. From a practical point of view, as there is not always a unique and clear solution, a sensitivity analysis with various numbers of principal components is advised. 17 12 2.4
Reliability of panel data In panel surveys households are generally interviewed with a sufficient time lag to avoid any contamination of the first interview on the subsequent answers; for all the variables common to the waves, for which no changes may reasonably have occurred from one wave to another (i.e. time-invariant), a quantification of measurement error can be obtained by applying the test-retest formula. 18
For time-varying variables, which are the majority of variables collected in consumption surveys, the analysis of measurement errors requires more sophisticated instruments because the quantities vary with time, and it is necessary to define models to distinguish actual change from movements induced by wrong measurements.
A method for estimating reliability indexes using longitudinal data is provided by the simplex model (Heise, 1969; Alwin, 2007) , within the more general framework of Structural Equation Modelling (SEM). The reliability of data on time-varying quantities can be assessed by means of the simplex model, provided that at least three separate measurements of the variable on the same panel units are available; the separation of real dynamics from measurement error is obtained under mild regularity conditions (Biemer et al.,2009) .
A special case is the Heise method (Heise, 1969) , which hypothesizes that the 3 variables X 1 , X 2 and X 3 are measured by Y 1 , Y 2 , and Y 3 respectively, Y t = X t + e t t, with homoscedastic, uncorrelated error. X 1 , X 2 and X 3 are assumed to be pairwise related through independent, first-order autoregressive models, which do not need to be stationary:
where  t+1,t is the autoregressive coefficient and  t is the process innovation. Innovations are uncorrelated pairwise.
Assuming a constant reliability across the measures, the correlation coefficient between the observed values Y t and Y t+1 can be written as 1 ,
, that is the correlation between X t and X t+1 is attenuated by measurement errors both on Y t and Y t+1 .
In such a case, the estimation of  -assumed to be constant over the 3 waves -is obtained by means of the ratio of simple correlation coefficients: 19
Under a first-order autoregressive assumption AR1, the above ratio should be equal to one if the variables are perfectly measured; when measurement errors are present the ratio tends to decrease correspondingly. 20 13 It is worth noting that the parameters of the autoregressive model do not need to be stationary, i.e. they may vary from one change to the next. What is supposed to be constant is the amount of measurement errors, an assumption that may be reasonably made in surveys conducted on a regular basis with unchanged collection procedures.
The data
Two main data sources have been considered in the paper: the Tanzania National Household Budget Survey (TNHBS) and the Tanzania National Panel Survey (TNPS).
As to TNHBS, in the paper we use the 28-day diary data from the 2011-2012 wave, conducted on a sample of 10,186 households with completed interviews drawn from the 2002 Population and Housing Census frame. A stratified multi-stage sample design was used for this survey. At the first stage the primary sampling units (PSUs) selected 400 enumeration areas (EAs). At the second stage the EAs had an average of 133 households each, (155 for rural EAs and 94 for urban EAs). As some households were observed for longer than a month, only information concerning the first 4 weeks was retained in the analysis. In the paper estimates, sampling weights are used. In the second wave (2010-2011) the sample included the originally sampled households plus split-off households, while in the third wave (2012-2013) all the households interviewed during the previous two waves were contacted for the interview. Thus the total sample of the last two waves is greater than that of the first wave (almost 4,000 units).
As the purpose of our analysis is to estimate the reliability of consumption measures, we have built our models only considering the approximately 1,000 households who did not change their composition across the 3 waves. In this way, the models accounting for changes over time can remain simple and deviations from the model can be attributed to measurement errors.
The attrition rate between the 2010/2011 and 2012/2013 waves was quite low, at around 3.5 percent for households and 7.5 percent for individuals.
4.
The reliability of Tanzania consumption data
Reliability of diary data (TNHBS)
In order to assess the reliability of diary data collected by the TNHBS we have grouped household expenses according to the week in which they occurred (1 to 4) and to the COICOP (Classification Of Individual COnsumption by Purpose) codes.
For every group of goods and services, the correlation of weekly and bi-weekly household expenses has been computed ( Table 2) . As the diaries include 4 weeks, the average of the 6 weekly and the 3 bi-weekly correlations have been computed in order to summarize the results. Moreover, following the Spearman-Brown formula described above, the estimated reliability of the 4-week amount is presented. 14 In the data analysis, it is important to take into account that diary data are only a part of household consumption/expenditure, and that the share accounted for by the diary data may vary with the type of goods and services considered. For example, while food consumption items are fully collected in the diary, housing diary expenditures do not include the monthly (actual or imputed) rents for the house of residence and for other houses held as well as many other housing expenses collected by the questionnaire with reference to the last month (expenses for electricity, water and sewage services, waste collection and so on) or to the last three months (gas in cylinders, charcoal, kerosene, coal and firewood). Analogously, fixed and mobile telephone bill and Internet subscriptions are not included in the communication expenses of the diary nor is the TV licence included in the recreation and culture expenses.
Conscious of these limitations, in the following we will discuss the reliability of the diary data only, which do not fully represent the entire category except for food and beverages expenses.
Food and non-alcoholic beverages have an average weekly correlation of 0.5, which according to Spearman-Brown formula implies an estimated reliability for the corresponding 4-week diary figures of around 0.8. Both transport and communication have a slightly lower 4-week reliability, of around 0.75, while alcoholic beverages show a reliability of around 0.7 and clothing and footwear a reliability of around 0.6. All the other figures are lower, in some cases as a clear effect of a typically low purchasing frequency (i.e. furnishings). For these latter items, the estimates of reliability -intended as the closeness of collected data to real values -are likely to be biased downwards; nonetheless, the low correlations signal instability over time which may add undue variance to consumption estimates. 21 It is worth noting that even if most of the expense items are complemented with other components from outside the diary, the limited reliability of some shares implies that additional variance is added to final estimates. Moreover, the collection of data for components outside the diary, as for example the expenses for electricity, may also add variance to the total expenditure estimate, as they are collected on a last-month (or 3-month) basis and expanded to the year without taking measurement errors into account the.
Values for the average bi-weekly correlations that are consistently higher than that of the average weekly correlations signal a tendency to obtain more stable estimates as the diary period is extended.
If we look at data collected using diaries as panel data, we can also estimate reliability indexes following the Heise model, allowing for some true variation over time on the base of an AR1 model. The estimates obtained on the basis of the correlations observed between the expenditures over both the first 3 weeks and those of the last 3 weeks largely agree (Table 2) . 21 The computation of average correlations is based on the assumption of an equal reliability of weekly expenses. In our data, some descriptive analyses seem to suggest that this might not be entirely the case. For example, in 7 out of 11 types of goods and services considered, the correlation coefficients between the weekly expenses tend to increase, moving from the first to the second week and decreasing thereafter. The deviations are often not so important as to seriously affect our discussion based on an average measure; however they could reflect both an initial learning effect in compiling the diary and a subsequent fatigue effect. Table 3 shows the reliability coefficients computed in different ways for twelve main components of total household consumption collected in the TNP.
Reliability of panel data (TNP)
The first column refers to the coefficient obtained by applying the Heise model to household consumption components. As these estimates, as well as the other estimates considered in the table, are computed by evaluating the heterogeneity of the answers provided by panel households over time, only the approximately 1,000 households who did not change their composition were considered. As a robustness check, the second column shows the reliability coefficients computed on the ranks, which are less influenced by outliers. The following two columns refer to the corresponding estimates obtained for the equivalent household consumption, while the remaining two are the averages of the yearly coefficients of the SEM coefficients linking the observed to latent variables (computed for household consumption only) under the hypotheses of equal variance of error components and of variable components respectively.
The results show quite a satisfactory reliability of total consumption, with an average of the various estimates just below 0.9 both for nominal and real figures. In other words, 90 per cent of the variability of these indicators is consistent between the measures while the remaining part is attributable to measurement error. However, reliability is not constant across the consumption components. It is higher both for utilities and education, which account for a few expenses on a more regular basis. On the other hand, the lowest reliability is observed for recreational consumption, which is more difficult to capture due to its lower regularity over time and higher granularity across household members. A modest reliability also characterizes transportation and (in most estimates) health consumption.
The reliability of food consumption consumed both at home and away from home (excluding alcoholic beverages), is around 0.8, quite similar to the estimates of the previous paragraph. The reliability of total consumption does not grow when the least reliable variables are excluded from the sum. For example, the sum of all consumption items excluding recreation provides an aggregate whose reliability is just a little lower than that of the complete aggregate; also excluding transportation or health consumption from the total slightly decreases reliability. In general, adding up items improves the reliability of aggregates.
As already observed for health, the estimates of reliability coefficients do not always display stable behaviour. Heise coefficients computed on consumption values and on ranks only show a moderate agreement; some differences between these estimates are quite large (e.g. 0.877 and 0.656 for food consumption away from home, or 0.854 and 0.576 for health consumption). Moreover, the coefficients derived from the SEM are sometimes divergent from the other estimates. On the whole, the analysis of the different coefficients does not always provide a clear picture or eliminate any doubts as to the real situation.
A greater instability characterizes the reliability coefficients computed on more detailed food consumption items ( Table 1A in the appendix A). In fact, correlation coefficients of specific food consumption between two consecutive waves -always computed only on households who did not change their composition -are often quite low, around 0.2 on average and only in a few cases are they significantly higher (never greater than 0.625). 22 By collecting specific consumption items over a single week, the survey captures a behaviour of households that is only weakly confirmed in the second wave. As we discussed earlier, although the short reference period reduces the memory biases and other forms of contamination, and they are presumably near to the actual data, the collected data are not a good picture of the consumption behaviour of that household over the entire year. In any case, low correlations over the waves imply a greater instability in the estimates of Heise coefficients, which may even go outside the range 0-1 (as happens in almost a quarter of the cases). 23 As we have already said, a different approach to dealing with the reliability of answers relies on the analysis of internal consistency. In consumption surveys, several instruments developed for this kind of data can be fruitfully used. Table 4 shows several indexes that can help in understanding the reliability of the collected data. The first column shows the correlation between the specific variable in row and the sum of all the other components of total household consumption. The higher the value, the more the data contained in the variable is coherent with the sum of all the other components. The second column shows the correlation of the component in the row and the predicted values of the multiple regression with all the other components. As the least squares solution is the linear combination maximizing the predictability of the dependent component, this measure is always higher than that computed on the sum of the components. The third and the fourth columns of the table show the share of standard deviation of the component which is accounted for by the first and the first three principal components respectively. As the first principal component is a linear combination of all the components, including that on the row, it tends to be higher than the previous two measures, although this is not always the case (for example, see recreation consumption). The same four measures are then computed for the equivalent consumption.
On the whole, the picture drawn by these indicators is coherent with that described above, mainly when considering the Heise indices computed on the ranks rather than on the values.
Recreation and health consumption show low indices of internal consistency, confirming the results obtained with the Heise model. A low internal consistency index also characterizes 'Alcohol and tobacco: at home and away from home' which, on the contrary, showed a good performance in terms of coherence over time. On the other hand, a good performance is found for utilities, communication, other consumption and food (excluding alcohol and tobacco), largely confirming the previous results. In the comparative analysis of these results, it is worth taking into account that the reliability measures have been computed in the two frameworks under different assumptions. Clearly, random errors affecting indicators imply both a reduced ability of an AR1 model to account for data, and a lower internal consistency of data. A different performance of an indicator under the two frameworks could signal some deviation from the hypotheses on which the models are built.
This could be the case of 'alcohol and tobacco', for which the indices based on the models give a picture of satisfying reliability, which is not confirmed on looking at the coherence with other consumption items. A similar result is found for health consumption. This suggests that these kinds of consumption do not share the same latent variable, as the conditions at their base (the need to smoke or drink, or poor health conditions) are only partially related to the consumption behaviour. 19 Furthermore, the reliability indicators of food items based on the internal consistency largely confirm the results obtained with the above models (Table 2A in Appendix A). 24
The impact on poverty and inequality measures
The impact of measurement errors on poverty and inequality measures has been studied quite extensively over the years.
As already mentioned in the introduction, many applications have been conducted using a case-by-case approach, by comparing survey data with administrative or other approximations of 'true data' (Cannari and D'Alessio, 1993; Gottschalk and Huynh, 2010) whose conclusions cannot easily be extended to different contexts.
Much attention has been devoted to the estimation of poverty dynamics, which is greatly affected by measurement errors. Methods for obtaining mobility estimates accounting for the upward bias induced by measurement errors have been proposed by many authors (Neri, 2009 , Luttmer, 2002 Glewwe, 2012; Burger et al., 2016; Lee et al., 2017) .
Widespread attention has also been paid to the impact of outliers on poverty and inequality measures. Such studies have produced a much deeper knowledge of the sensitivity of various poverty and inequality measures to data contamination (Cowell and Flachaire, 2007) . 25 For example, these studies have made it clear that, generally speaking, inequality measures are more sensitive to extreme values than poverty measures. This is particularly true if poverty lines are exogenous (i.e. $1.25 per day) or they are built on more stable insample statistics (i.e. median rather than mean) (Cowell and Victoria-Feser, 1996a; Cowell and Victoria-Feser, 1996b) . Most of the time, the proposed estimators are obtained through the use of parametric models or by combining a parametric robust estimation of the upper tail of the distribution with the empirical data (the semi-parametric approach) (Victoria-Feser, 2000; Cowell and Victoria-Feser, 2007) .
Less numerous are the studies dealing with the impact of measurement errors -not limited to extreme values -on poverty and inequality measures, maybe because a precise estimation of this effect would require knowledge of the joint distribution of true income (or consumption) measures and the corresponding errors. 26 Scott (1992) shows a method that can be used to reduce the variance of extrapolated annual expenditures. A similar adjustment is applied by Gibson et al. (2003) for the treatment of measurement errors on Chinese 24 We observe quite good reliability for rice (husked), sugar, bread, onions, tomatoes, carrots, green pepper, other viungo, cooking oil, beef including minced sausage, spinach, cabbage and other green vegetables, ripe bananas, peas, beans, lentils and other pulses, bottled/canned soft drinks (soda, juice, water), coconuts (mature/immature), Irish potatoes, dry tea, fresh milk, mangoes, avocadoes and other fruits, other spices, fresh fish and seafood (including dagaa). A bad performance is instead observed for prepared tea, coffee, packaged/canned fish, wild birds and insects, other domestic/wild meat products, other raw materials for drinks, spinach, cabbage and other green vegetables, cashews, almonds and other nuts, other starches, seeds, products from nuts/seeds (excl. cooking oil), local brews, wine and spirits, sugarcane, pork including sausages and bacon, dried/salted fish and seafood (incl. dagaa), yams/cocoyams, canned milk/milk powder, milk products (like cream, cheese, yoghurt and so on), groundnuts in shell/shelled, coffee and cocoa. 25 Of course extreme values are not necessarily measurement errors, although a certain degree of overlapping between the two phenomena exists. Robust estimators for outliers are also a useful tool for dealing with measurement errors. 26 A different field of analysis analyses the impact of measurement errors on the estimation of the equality of opportunities (see Ferreira and Gignoux (2011) . 20 consumption data. Chesher and Schluter (2002) propose an approximated method for the estimation of such impacts that can be estimated on error-contaminated data only.
As the classical measurement errors we have dealt with in this paper add noise to variables, it is expected that poverty and inequality measures are correspondingly affected. We have also seen that the extrapolation of data observed over a short period of time to the whole period of interest may produce the same outcomes. Having estimated the magnitude of these effects, it is of great interest to analyse the impact of these issues on a specific case.
Adopting a standard definition of the relative poverty rate, i.e. the count of households whose equivalent (nominal) consumption falls below half the median, we find a share of 15.8 of households in the TNP.
As we have shown in Table 3 , the total consumption collected in the TNP has a reliability of around 0.9, that is to say that 10 per cent of the standard deviation is due to measurement errors and should be accounted for.
Of course, having an estimate of the magnitude of measurement errors does not tell us which part of the variability we have to discard. We only know that, if the assumptions of the classical measurement errors hold, they should be spread across the units quite uniformly.
A simple solution can be obtained by means of the method proposed by Scott (1992) , which defines a transformation of collected data Y i in a way that -preserving the mean -the standard deviation of the new variable X i is 0.9 times that of the old variable: X i = M + (Y i -M)*0.9, where M is the mean of the consumption variable. This transformation, which implies greater corrections in the tails of the distribution and lower corrections for values near to the mean, can help give an idea of the possible impact of measurement errors on poverty and inequality estimates. By adopting this criterion, the poverty rate obtained on these transformed variables would be much lower than that obtained with the original data (8.2 per cent). 27 The Gini concentration index would also be greatly reduced from 0.436 to 0.393.
If we extend Scott's approach, we can adopt a different transformation of the data such that only the unexplained variance of a model is compressed in order to obtain the desired variability. So for example, by using panel data we can regress the 2008 and 2010 data on the 2012 expenditures and use the predicted values instead of the unconditional mean in the above formula; the coefficient for the compression of the residuals is correspondingly adjusted. In such a case, the poverty rates for the 1,000 homogeneous panel sample units decline by 2.7 percentage points. The change from original to adjusted estimates is smaller than that obtained in the previous adjustment but is still considerable. The Gini concentration index is reduced to 0.393, as in the previous experiment.
A further experiment consisted in finding an approximation of the components of household equivalent expenditures by means of a Principal Component Analysis. Table 5 shows, for various possible approximations (with 1, 2, …, k principal components), the share of the standard deviation accounted for by the principal components for each variable, and the poverty rate obtained on the total equivalent expenditures derived by adding up the values predicted by the k principal components.
The poverty rate is around 10 per cent when just a few principal components are considered (up to 3); it grows to 12 per cent with 4 or 5 principal components and then slowly goes up to 15.8 per cent when all the possible components are considered (i.e. no errors are considered). As a possible criterion for selecting the number of principal components to retain, we observe that with the first 3 principal components we obtain an approximation of the original components of the total expenditures that is quite close to that derived by means of the Heise model (Figure 1) . In other words, the two methods seem to converge independently towards similar results. As in the previous examples, there are clear indicators that poverty rates could be significantly overestimated when using standard estimators. 
Reliability (Heisevalue)
As to the Gini concentration index, when considering up to 5 principal components it is always around 0.414, a little higher than in the previous two experiments but markedly lower than the original value (0.436).
Although the only purpose of the experiments is to provide an indication of the possible impacts of measurement errors in poverty and inequality measures, the results converge towards the conclusion that the estimates can be notably upward-biased.
Conclusions
The paper analysed the measurement errors affecting the most important variables collected in two consumption surveys carried out in recent years in Tanzania: the Tanzania National Household Budget Survey (TNHBS) and the Tanzania National Panel Survey (TNPS). These surveys gave us the chance to study measurement errors using both diary and panel data, and to address general issues regarding the relationships between the quality of data and the estimation of poverty and inequality measures.
The main results can be summarized as follows:
 according to our estimates and models, all the variables collected in these surveys are affected by a share of measurement errors which tend to inflate their variance; the common practice of extrapolating data observed over a short period of time (i.e. one month) to the whole reference period (i.e. the year) can be seen as a measurement error; it tends to inflate the variance of indicators. 28 Other things being equal, the longer the length of the observation period (i.e. the period for which diary data are collected) the lower the variance of collected data;
 the researchers who use consumption micro-data should properly take into account that -other things being equal -the higher the reliability the lower the poverty and inequality measures. In the paper some methodological hints for more robust estimates are provided, but more research in this field is needed;
 given that in sample surveys a certain degree of measurement errors is unavoidable, all the above considerations suggest both the adoption of best practices in the collection of survey data, in order to improve the reliability of data, and a move towards a standardization of the collection methods employed, which reduces the risks of contaminating the comparisons with spurious effects. In particular, in sample surveys conducted on a regular basis, the improvements that usually occur in the data collection procedures could reduce measurement errors over time, and thus produce a bias in the trend of poverty and inequality measures;
 in the diary data collected in the TNHBS, food, transport and communication expenditures show quite good reliability (around 0.8); instead lower reliability characterizes furnishings and -for the share collected by diary -education expenses;
 the reliability of single food consumption items is instead generally lower, and presumably affected by the consumption/purchasing frequency. Quantities and values have similar reliability;
 for TNPS data, the reliability is quite high for total consumption (around 0.9); food and non-alcoholic beverages have reliability values of around 0.8; a lower reliability is found for some components, such as expenditure on recreation, for which t a lower regularity over time and more expenses spread across individuals can be presumed;
 low reliability is also found for some estimates concerning expenditure on health, mainly when the internal consistency approach is adopted. The result underlines that these expenses are not fully driven by the same latent variable of other expenditures.
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