We show the "Fefferman-Stein decomposition" of smooth hump functions. As an application of this we get one result about the singular integral characterization of H P (R"). Our method does not use subharmonicity.
1. Introduction. In this paper functions considered are complexvalued unless otherwise explicitly stated. Cubes considered have sides parallel to the coordinate axes. For a function/(x) E L\ oc (R n ), let
• f(*) = m

Σi where Kfh(x) = (θj(ξ/\ξ\)h(ξ))\x)
. /(JC, t) denotes a cube in R* with center x and side length t. This is the reason why we call Theorem 1 the Fefferman-Stein decomposition of smooth bump functions. The point is the fact that we can dominate g l9 ... 9 g m pointwise by a "function" on the right-hand side of (1.6).
The idea of this theorem comes from P. W. Jones's recent work "L°°e stimate for the 3 problem in a half-plane" [25] . We explain the relation between Theorem 1 and Jones's result in §3.
The proof of Theorem 1 is given in §5. The Main Lemma in §4 is crucial and is itself a partial result related to the Fefferman-Stein decomposition of certain weighted BMO spaces in terms of singular integral operators K l9 ...,K m . The Main Lemma is proved in § §6-9. Its proof is a refinement of the argument in [32] .
As a corollary to Theorem 1, we get one result about the singular integral characterization of H p (R n ). Let ψ G ^(R") be a fixed real-valued function satisfying /ψ(x) dx = 1. For h e S'(R"), let Λ + (x) = sup|(**ψ,)(x)|, ί>0
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where ψ,(jc) = Γ n ψ(x/t). For +00 >p > 0, let for any λ > 0, then
. Take any ε > 0. By (2.6) and (2.7) there exists t 0 > 0 such that ε, where It is also known that
exists almost everywhere and that κ o (x) -f(x) a.e. By (2.9) (2.10)
limsupλ \x e R": M 1/2
= 0^
C\\s\\ M .
Applying Lemma 2.1 to
and q -2, we get 
Σ kl W
a.e. x as t -» +0.
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Since 0,,... ,θ m satisfy (1.9), θ o ,...,θ m satisfy (1.1). By Remark 5,
for any / > 0. Letting t -» +0, we get (2.12) 
where c > 0 depends only on the dimension.Thus, for a sufficient large λ, we have 3. Jones's formula. In this section, we explain the relation between Theorem 1 and Jones's recent work [25] . DEFINITION 
A. A complex measure on the upper half-plane R+ = {(x 9 t)\ x E R, ί > 0} is called a Carleson measure if
where \μ\ is the total variation of μ, / is taken over all intervals.
AKIHITO UCHIYAMA
Suppose that ||μ|| c < 1. It has been shown by Carleson [3] [see also Hόrmander [19] ] that there exists F G L°°(R) such that ( 
3.1) \\F\\L^C
and such that
for any / E L ι (R) with supp/ C [0, + oo), where
Recently, Jones [25] gave an explicit formula for the construction of F. 
F(x) = ffj(μ t x,ξ)dμ(ξ).
Rϊ Then, and (3.2) holds.
Our Theorem 1 can be regarded as a generalization of the formula (3.3). In Jones's argument, we can replace the formula (3.3) by Theorem 1. In the following, we sketch it.
Let H be the Hubert transform, that is where the supremum is taken over all cubes in R" and f r = j r f dx/\I\.
For the scalar-valued case, this definition is due to MuckenhouptWheeden [26]-[27].
We prepare some easy lemmas. 
y-lh k (t).
(6.4) p E S, (6.5) Jp(x)dx = 0, (6.6) (p(x),v) = b(x),(6.
(y).
Since this is easy, we omit the proof. Condition (7.6) follows from almost the same argument as Lemma 3.2 of [32] with slight additional estimates about the order of growth of w as in the proof of (7.5). We omit the proof. D
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8. The decomposition of weighted BMO functions. We continue to assume (1.4).
Following Chang-R. Fefferman [7] , we decompose a weighted BMO function f(x) and the weight function w(x). Proof We use the idea of Chang-R. Fefferman [7] . Take a real-valued function φ(x) E ^(R*) such that 
Proof. Set where δ 0 is the dirac measure concentrated at the origin. Since 
PutJ = I(x,2~k).
Since
by ( In this section C 9 , is a large constant depending only on θ v ..., θ m . Let M be a large integer depending only on 0,,... ,θ m and C 9 ,. Let c 0 > 0 be small enough depending only on 0,,... ,0 m , C 9 , and M. In particular
First, we give a rough explanation of the procedure to construct g(x). We construct a sequence {g A }~=Λί sucn tftat
(ii) f ^ -g k + (small errors) E 5.
242
-» + oo, we get g such that f -g + (small errors) E S.
Next we estimate the weighted BMO norms of the error terms and repeat the same procedure for them.
In order to meet the condition (i), we must adjust the length of the vector-valued function g k . We must do this adjustment under the restriction (ii). Here we use the property of the space S that was proved in Lemma 6. The construction of the above functions is explained at the end of this section. We accept this construction temporarily and prove the Main Lemma. By the same argument as [32] , we can show that g = li exists in ZA By (C.6)-(C7), we get Proof. Since by (9.12), the lemma follows from (C.3). Since we have assumed t = 1 at the beginning of this section, we showed the above only for the case t -1. But the general case follows easily from the case t -1.
Proof of the Main Lemma. We continue to assume t -1. Take M and c Q SO that Notice that by (9.27)-(9.29) g M satisfies the above (C.6)-(C8). by (9.33), (9.45) and (9.30).
Take any dyadic cube / with /(/) = 2~k. 
