[1] The use of radiocarbon (D 14 C) as a tracer for oceanic processes generally requires differentiation of naturally occurring radiocarbon from the bomb component produced by atmospheric nuclear weapons testing. We present a new separation method based on the strong linear correlation between D 14 C and potential alkalinity. Unlike previous techniques the new algorithm is applicable at all latitudes. Additionally, the potential alkalinity method provides an estimate of surface ocean prebomb D
Introduction
[2] For almost 50 years radiocarbon has been used as a tracer to study mixing processes and ventilation in the upper ocean, and as a proxy for anthropogenic CO 2 concentration. Both the power and the difficulty in using radiocarbon to study upper ocean processes stem from the atmospheric time-history. Interpretation is complicated by the fact that few oceanic measurements were made prior to surface water contamination by bomb-produced D 14 C.
[3] Broecker et al. [1985 Broecker et al. [ , 1995 proposed two methods to separate natural and bomb-produced D 14 C. In the first, the tritium method, measured prebomb surface D 14 C values are directly linked to measured D 14 C values at the depth where the tritium ( 3 H) concentration approaches zero. In the region between the ocean surface and the zero tritium depth, radiocarbon in excess of the estimated prebomb value is assumed to be bomb-produced. This method assumes that tritium and radiocarbon are transferred from the atmosphere to the ocean on a similar time scale and that they penetrate into the ocean in a similar manner, or that failure of either assumption has negligible influence. The method defines the near surface prebomb radiocarbon profile as a straight line. The first assumption is clearly violated since the transfer time for tritium is shorter than for radiocarbon and the transfer pathways are significantly different both chemically and physically.
[4] The second method used by Broecker et al. [1995] , hereafter designated B95, relied on the correlation between dissolved silicate and D 14 C. This method provided an estimate of the shape of the prebomb radiocarbon profile (except for surface ocean values) and was found to be applicable for much of the global ocean. This is the currently accepted separation method and is examined in detail below.
[5] We present an alternative separation method based on the correlation between potential alkalinity (see definition below) and radiocarbon. This new algorithm is based on the same arguments provided in B95. The new method overcomes the spatial limitations of the silicate method, has lower error estimates, and produces estimates of surface ocean prebomb D 14 C.
[6] Both the silicate and potential alkalinity methods are based on circumstantial evidence. In the end the algorithms are empirical even though based on reasonable assumptions. In spite of this, we believe the effort worthwhile since there are currently no better alternatives.
[7] Our goal is to produce a simple, globally applicable function for predicting prebomb oceanic D 14 C values. Statistical details are given where appropriate to the goal. In the following sections, we (1) describe the data set, (2) review the B95 silicate method, (3) describe the potential alkalinity method, (4) compare results from the alkalinity method to those from the silicate and one other method, (5) describe calibration of the alkalinity method for prediction of surface ocean prebomb D 14 C values, and (6) calculate inventories using the new method.
Data Set
[8] The analyses presented here are intentionally restricted to the GEOSECS data set as distributed on magnetic tape by the Physical and Chemical Ocean Data Facility (now WOCE-WHP) at Scripps Institution of Oceanography. Radiocarbon samples which were acquired by pumping rather than from Gerard barrels (listed in the GEOSECS shorebased analysis atlas [Ö stlund et al., 1987] ) were also included. The corrections suggested by Craig et al. [1981, Figure 1 . D 14 C-silicate correlation for deep (Z > 600 m), tritium free (H 3 < 0.1 TU) waters, measured during the GEOSECS program (open circles). Points overprinted with a green plus sign are the subset from the Indian and Pacific Oceans at depths greater than 2700 m. Points overprinted with red fill are the subset from latitudes south of 45°S and deeper than 800 m. The line is from B95, derived using approximately the data set shown except for the high southern latitude data. See Table 4 for statistical details. p. 2] were applied to the Pacific Ocean alkalinity measurements. The hydrographic data, alkalinity, tritium and radiocarbon values were subjected to quality control procedures that have become standard during the World Ocean Circulation Experiment [Joyce and Corry, 1994a, 1994b] .
[9] Finally, since alkalinity and tritium were frequently not measured on the same sample bottles used for radiocarbon, values were interpolated to the radiocarbon locations using measured values (which had been judged ''good'' during the QC procedure) at the same station. The interpolation algorithm was a one-dimensional quasicubic Hermitian polynomial (IQHSCU from the IMSL, 1978 library). The maximum allowable data separation between which interpolation was performed increased with depth as summarized in Table 4 for statistical details. showing global surface values and inventories of bomb D 14 C based on GEOSECS measurements. They investigated the transient nature of the bomb signal by comparing GEOSECS (1972 GEOSECS ( -1973 results to TTO (Transient Tracers in the Ocean program; 1980 -1981 
results in the North
Atlantic and SAVE (South Atlantic Ventilation Experiment, 1987 -1989 results in the South Atlantic.
[12] The natural D
14
C-silicate correlation is rather good for most ocean waters, because the distribution of each is controlled by the interaction of large scale circulation and 
. e Number of data points used in regression. f Regression sum of squares from fit. g Error sum of squares from fit. h F-statistic for the fit with 1 and nÀ2 degrees of freedom. Given the size of n, these F values are all ''huge.'' Stated alternately, for any of these regressions a test of linearity will pass and a test of equivalence between any two regressions will fail for any reasonable confidence level. Table 4 for details). The dashed line shows the fit if the abyssal North Indian Ocean data points are excluded (see text).
biology. That is (1) both silicate and radiocarbon have oceanic residence times which are reasonably long relative to thermohaline circulation timescales, (2) both are biologically removed from surface waters and remineralized at depth in the water column, and (3) a significant fraction of each that does reach the seafloor redissolves into bottom waters.
[13] Referring to their Figure 1 , B95 state that [Broecker et al., 1995] , ''for tritium-free waters from greater than 1000 m collected during the GEOSECS survey, the points fall largely within 20%'' of the line defined by equation (1). They further note that for tritium-free thermocline waters from the major ocean basins (their Figure 2) [Broecker et al., 1995] , ''the points lie almost entirely within ±10% of the same line.'' The data set used for the latter is much smaller than that used for the former. They state that circumpolar deep waters in the Antarctic are a major exception to the fit and that for the thermocline samples from the Atlantic north of 15°N a better fit is obtained with an intercept of À60 rather than À70. B95 do not state what data were used to define equation (1) nor do they give uncertainties for the coefficients or fit.
[14] In Figure 1 we have attempted to reproduce the B95 Figure 1 in order to define the data set used to find equation (1) and to approximate the uncertainties. Details of the data set used and regression results are given in Table 2 . We were not able to exactly reproduce their coefficients, however, the derived uncertainty (±15%) is a reasonable estimate and is comparable in scope (number of data points) to estimates derived below for the potential alkalinity method.
[15] Figure 2 shows the same data as Figure 1 except that the Southern Ocean data have been excluded and the data are segregated by ocean. Each panel includes the regression line from Figure 1 (3). If the anomalous data points from the deep northern Indian Ocean are excluded, the intercept and slope for the remaining points become À75.8 and À0.85, respectively. See Table 4 for statistical details. Table 2 . Also evident in Figure 1 and/or Figure 2 (and much more apparent in residual plots not included here), but not noted by B95 are that (1) the thermocline data and deep ocean data form two groupings each with visibly different slope and intercept, (2) the thermocline points have a concave down shape rather than a straight line, and (3) the ''by ocean'' regression coefficients differ substantially from the B95 values. Significant effort was expended trying to find a ''fix'' for these problems, however no acceptable improvement was discovered.
Potential Alkalinity Method
[16] When no satisfactory improvement was found for the silicate method, an alternate covariable was sought. We found that potential alkalinity (Palk, as defined by Brewer and Goldman [1976] , but ignoring the minor phosphate correction) correlated highly with radiocarbon. Palk is essentially the alkalinity corrected for biological activity and normalized to salinity (equation (2)). The factors listed above which result in a near-linear silicate-radiocarbon relationship also influence the potential alkalinity-radiocarbon relationship. An improved relationship is not surprising since CaCO 3 carries both alkalinity and radiocarbon to depth. As CaCO 3 dissolves, alkalinity and radiocarbon are released with the D 14 C signature of the water in which the carbonate formed. Because the ocean mixing time is much greater than the bomb radiocarbon input time history, the D 14 C of deep water is relatively unaffected by the surface bomb component.
[17] Figure 3 shows the scatter plot and regression statistics (equation (3)) for D 14 C versus potential alkalinity using the same GEOSECS data as in Figure 1 (depth > 600 m and 3 H < 0.1 T.U.). This regression includes the high latitude data which was excluded from the silicate regression.
Natural D 14 C ¼ À59:0 À 0:962 Palk À 2320 ð Þ ð 3Þ
[18] The factor of 2320 included in equation (3) is the average global surface ocean potential alkalinity. This value, subsequently referred to as Palk 0 , could have been incorporated into the intercept term. Equation (3) is written as it is to emphasize that Palk 0 is nothing more than a calibration factor that allows equation (3) excluded from the global regression, then the intercept, slope, r 2 , and residual standard error become, respectively, À55.3 ± 0.9, À1.013 ± 0.007, 0.95, and 9.8 based on 944 remaining measurements.
[19] The anomalous measurements occur in both the Arabian Sea and Bay of Bengal. The points fall above the global trend indicating that either Palk or D 14 C is high. This in turn implies either anomalously high alkalinity and/or nitrate in the deep water relative to the global average or an additional radiocarbon source.
[20] The Bay of Bengal (BB) and particularly the Arabian Sea (AS) are well documented sites of high biological activity. The flux of particulate carbonate has been reported to be approximately the same in both areas (BB = 10. Honjo et al. [1999] ). George et al. [1994] gave a detailed report of the premonsoon carbon chemistry of this region. They found a south to north TCO 2 increase of 50 mmole/kg in the deep AS. Approximately half this increase was attributed to dissolution of carbonate particles and the other half to remineralization of organic carbon. In the BB the south to north TCO 2 increase was only $40% of that in the AS and of this increase only about 15% was due to organic carbon remineralization.
[21] One possible cause for the anomalous residuals in the deep northern Indian Ocean is transport of bomb radiocarbon from the surface ocean to the sediments in carbonate particles followed by dissolution and subsequent mixing back up into the water column. This process occurs over most of the ocean, however, in most areas the bomb radiocarbon added to deep water by dissolution of carbonate at the sea-floor is small relative to the affects of decay and circulation [Fiadiero, 1982] . If this hypothesis is correct, one might reasonably expect to see the residuals in the northern Indian Ocean decrease with height off the bottom. This is indeed the case. Figure 5 shows that the residuals from the global potential alkalinity fit for the northern Indian Ocean decrease away from the seafloor. If this explanation is accepted, then the conclusion follows that the bottom waters of the BB and AS have measurable bomb 14 C contamination. Recent work by Sabine et al. [2002] indicates that carbonate dissolution in the northern Indian Ocean occurs at shallower depths and to a greater degree than previously thought.
Method Comparison
[22] The regression fit for the potential alkalinity method (r 2 = 0.93; s = 12) is better than for the silicate method (r 2 = 0.88; s = 15). If the deep northern Indian Ocean measurements are excluded from the potential alkalinity fit, then the difference is greater (r 2 = 0.95; s = 10). More importantly, the potential alkalinity method can be used for all latitudes and, as will be shown later, can be used to predict prebomb surface ocean D 14 C values.
[23] Figure 6 shows the relationship between the predicted natural D
14
C values using the Palk method and the silicate method plotted by ocean. The data shown in the figure were limited to samples from latitudes between 40°S and 40°N. For the regression, the additional limitation of measured D 14 C less than À75% was imposed. The latitude restriction limits the data to the approximate data range specified by B95. The radiocarbon limit excludes very near surface values where silicate concentrations approach zero and where seasonal factors could be important. With these restrictions, and considering the measurement errors, the two techniques produce similar estimates. In each sub panel [Levin et al., 1995] and New Zealand [Manning and Melhuish, 1994] is because most atmospheric nuclear tests were carried out in the Northern Hemisphere. Tree ring data are from Stuiver et al. [1998] . [Druffel, 1981 [Druffel, , 1987 Toggweiler et al., 1991] . (1) was changed from À70% to À60%. This modification would move the anomalous points to the right and thus closer to a 1-toÀ1 relationship with the potential alkalinity estimate.
Residual Standard Error = 14.4 on 1138 degrees of freedom
[24] Leboucher et al. [1999] developed an independent method, based on a simple model, for separating natural and bomb radiocarbon at high latitudes. The model is a variant one developed by Jenkins [1980] to study thermocline ventilation and is given by equation (6), where C 0, (t À t) is the surface water concentration at time (t À t), t is the time lag required for a water parcel to travel from the surface to depth z, C z, t , and C z, t + 1 are the concentrations at depth z in years t and t + 1, and h is the annual ventilation rate defined as the fraction of water at z replaced by water originating at the surface during the time step Dt.
[25] The model is calibrated using the atmospheric history and solubility of CFC-11 or CFC-12. This yields values for t and h which are then used with the atmospheric D 14 C history to determine the bomb component at z.
[26] Leboucher et al. [1999] did not compare bomb D 14 C values generated with the silicate method to those generated with the CFC method, however, where possible, they did compare bomb D 14 C inventories and reported varied results.
[27] Figure 7 shows a direct comparison of the bomb D 14 C results from their Table 1 with values calculated using the Palk method. The station locations trend from south (Station 6 at 68°S) to north (Station 38 at 49.7°S). The correlation between these 2 techniques is not as good as between the Palk and silicate techniques (r 2 = 0.75). More interesting is the fact that the Palk method predicts bomb D 14 C values which are 1.6 times larger than the CFC method, presumably because of unaccounted-for mixing in the CFC method.
Palk 0 Calibration
[28] Figure 8 shows the surface ocean natural D Figure 10 . Lines indicate the estimated correction, derived from coral measurements, which was applied to the early surface ocean 14 C measurements. The uncertainty in the correction is about the same size as the correction itself; however, omitting this would lead to a systematic error rather than random error. [29] The goal of the following is to replace the constant Palk 0 value (2320) in equation (3) (3) with the derived function(s).
C values predicted with equation (3) plotted against latitude (asterisks). Also shown (circles) are the measured prebomb surface values interpolated to GEOSECS station locations from B95 (B95, Table 1). The results are similar between 40°N
[30] The upper panel of Figure 9 shows the atmospheric D 14 C level over the last 60 years. The Northern Hemisphere values are considerably higher than those in the Southern Hemisphere during the 1960s. The difference is due to two facts: (1) Most of the large atmospheric tests were carried out north of the equator. (2) There is a time lag in atmospheric transport across the equator.
[31] The lower portion of Figure 9 shows a similar trend measured in surface ocean water and coral samples from the Pacific Ocean; that is, a sharp increase in concentration in the early 1960s and a N-S hemispheric offset at the time of maximum concentration. The geographic distribution of early surface ocean D 14 C measurements is sparse and not uniformly distributed. Very few vertical profiles were measured prior to the large atmospheric nuclear tests.
[32] The early D 14 C measurements are listed in Table 3 and are essentially the same as those used in B95. In spite of following the B95 references back, we were unable to identify exactly what data sources they used. The data set was restricted to samples collected prior to 1960. This limits the available data, but also limits the potential error in the applied correction. Coral results were taken from Toggweiler et al. [1991] , Druffel [1995] , Guilderson and Schrag [1999] , and Guilderson et al. [1999] . No trend was found in the merged coral data set for the period 1945-1955, so data from these years were averaged and used as the prebomb coral baseline (mean = À57.96%, standard deviation = 6.7%, standard error = 0.62%, n = 116). The coral data from January 1956 through December 1959 were segregated by hemisphere and fitted with loess functions (Southern Hemisphere: span = 0.85, 3.8 equivalent parameters, s $ 6.5, n = 60; Northern Hemisphere: span = 0.85, 4 equivalent parameters, s = 13.5, n = 37; errors assumed symmetric for both).
[33] To get the adjustment value for the early surface ocean measurements, the hemisphere-specific coral data fits were shifted by the baseline derived for 1945 -1955 . That is, the adjustment value is zero for January 1, 1956. Figure 10 summarizes the coral derived adjustment functions used to correct the early surface ocean radiocarbon measurements to prebomb levels. For 1956-1959 the adjustments for the surface ocean measurements range from 0-32% with an uncertainty of $10%. While the uncertainty in the adjustment is large relative to the magnitude of the adjustment, it is justified. The measurement error for the early data is approximately the same as the adjustment uncertainty. Additionally, failure to make this adjustment would result in a systematic bias of order 10% rather than a random error. The corrected surface ocean values are plotted against latitude in Figure 11 and listed in Table 3 . Worth noting is that all of the high northern latitude data are from the Atlantic.
[34] The last step in the calibration procedure is to develop a functional relationship between the prebomb values shown in Figure 11 and surface ocean potential alkalinity. This procedure is a bit more complicated than it Figure 11 . Early surface ocean D
14
C measurements corrected to prebomb levels then fitted with a loess function. The error of the fit is approximately the same as the uncertainty in the individual data points. might be because none of the early radiocarbon measurements were accompanied by sufficiently high quality (if any) alkalinity measurements. Therefore, potential alkalinity estimates must be made to accompany the radiocarbon data. The potential alkalinity approximation is derived using modern data and the steady state assumption.
[35] For the Indian and Pacific Oceans, surface ocean alkalinity, nitrate and salinity data were taken from WOCE cruises (as described by Sabine et al. [1999] and Lamb et al. [2002] ). For the Atlantic Ocean, data from GEOSECS, TTO, SAVE and WOCE sections A20 and A22 were combined. For this compilation, the surface ocean was defined as 0 -25 m. To get a satisfactory fit to the combined global surface ocean potential alkalinity, two loess fits were used with the division point occurring at 58°N. In calculating the fits, no attempt was made to weight the data by ocean area, so the Indian Ocean data may have influenced the result to a greater degree than justified. This potential bias is presumed to be much smaller than other unavoidable uncertainty. The derived function is summarized in Figure 12 with the data segregated by ocean. The global fit gives a good approximation except for the anomalously high points in the northern Indian Ocean (Bay of Bengal) and for the North Atlantic between latitudes 40°N and 55°N. If sufficient prebomb radiocarbon data become available to justify the complication, different fits could easily be derived for the individual oceans. The global fit is used to approximate potential alkalinity for each of the early radiocarbon measurements (Table 3) .
[36] Equation (7) is the same as equation (3) rearranged with Palk 0 substituted for the constant value 2320. The corrected surface ocean radiocarbon values and the potential alkalinity values just derived are substituted into equation (7), Palk 0 values calculated (Table 3) , and a simple functional form sought. Figure 13 shows the calculated Palk 0 values plotted against the absolute value of latitude for the radiocarbon data. A straight line was fit to the data for Figure 12 . Surface ocean distribution of potential alkalinity. The smooth curve was derived using the combined global data and two loess functions joined at 58°N. The anomalous points in the northern Indian Ocean are from the Bay of Bengal. latitudes south of 58°N. For latitudes north of 58°N (i.e., the far North Atlantic), the radiocarbon values were simply averaged (average = 2330, standard deviation = 11, standard error = 4.5, n = 6).
[37] The functions found for Palk 0 (equation (8)) are not particularly impressive, however, the uncertainty is similar to previously encountered errors. It should be remembered that this calibration procedure amounts to a relatively minor adjustment to the values which would have been directly derived from equation (3). Figure 14 . Estimates of the prebomb surface ocean D 14 C distribution. The black, red and blue lines were generated using equations (9), (3), and (1), respectively, with either the surface ocean potential alkalinity from Figure 12 or the GEOSECS surface ocean silicate measurements (as appropriate). The black solid circles are the early surface ocean D 14 C measurements corrected for bomb contamination ( Table 2 ). The red pluses are the surface ocean prebomb D 
Finally, substituting equation (8) for the constant value of 2320 in equation (3) gives the calibrated prediction function for natural radiocarbon in surface waters.
[38] Figure 14 compares results using equation (9) with the alternatives. The black dots are the corrected surface ocean measurements made prior to 1960 (data from Figure 11 ), the red pluses are the surface ocean estimates (Table 4) used by B95 which were derived by interpolation from the uncorrected early surface ocean measurements, and the open circles with one standard deviation error bars are the mean results from 1945 to 1955 coral measurements. The labels below these points identify the coral locations. The black line was generated using equation (9) and the global fit to the surface ocean potential alkalinity shown in Figure 12 . The red line was generated using the same potential alkalinity with the uncalibrated potential alkalinity function (equation (3)). Comparison of these two lines shows that the calibration procedure results in somewhat increased estimates for prebomb surface ocean D 14 C at high latitudes, decreased estimates for low latitudes, and approximately the same estimate for mid latitudes. The blue line is a loess fit to the values generated using GEO-SECS surface ocean silicate concentrations and the function derived in B95 (equation (1)).
[39] The corrected potential alkalinity method clearly provides a better estimate of the prebomb surface ocean D 14 C distribution than either the original potential alkalinity method or the silicate method. It must be stressed the B95 did not suggest that their silicate function (equation (1)) be used for surface ocean estimates. Rather, they approximated surface ocean values from the early measurements. This emphasis derives from the fact that silicate based surface ocean estimates are clearly too low for most of the ocean and that recent publications have tended to use this estimate simply because it could be readily calculated [e.g., Tsunogai et al., 1995; Peng et al., 1998; Sonnerup et al., 1999; Watanabe et al., 1999; Mahadevan, 2001] . Underestimation of the surface ocean prebomb D 14 C will lead to an overestimation of the surface ocean bomb-produced D 14 C. In Figure 14 , one low latitude ocean measurement (5°N, D 14 C $ À100%) is very anomalous relative to the coral data, the other ocean data, and the value predicted by the corrected Palk function. If real, this sample must have captured a particularly strong upwelling event. Given the measurement time and procedure, the value may not be good.
Bomb Radiocarbon Inventories
[40] Both the silicate and potential alkalinity methods are used to approximate the natural D 14 C distribution in the water column. For the Palk method, equation (9) is used for the mixed layer and equation (3) for the rest of the bomb contaminated thermocline region. The difference between the measured D 14 C and the predicted natural D 14 C is the bomb radiocarbon. Figure 15 illustrates the technique (GEOSECS Station 429 at 48°S, 58°E in the Indian Ocean). The symbols indicate the measured D 14 C (asterisks) and estimated natural D 14 C using the silicate (solid triangle, B95) and potential alkalinity (circles) methods. The double hatched region indicates the bomb radiocarbon using the silicate method (6.4 Â 10 9 atoms cm À2 ). The Palk method adds the single-hatched region C results from GEOSECS Station 429 in the southern Indian Ocean along with estimated natural D 14 C using both the potential alkalinity and silicate methods. The double hatched region indicates the bomb radiocarbon inventory using the silicate method. The potential alkalinity method adds the single hatched area to the inventory estimate. ). To get an inventory, integration of the hatched region is carried down to the point where the measured and natural values are equal or, to the approximate point of zero tritium activity. Bomb radiocarbon estimates are converted from per mil units to atoms per mass prior to integration.
[41] The results from Figure 6 demonstrate that, on average, the Palk and silicate methods yield comparable estimates of natural D 14 C for mid-and low-latitude waters. This does not imply that the methods yield comparable results for every (or for that matter, any) station. In some cases, the estimated natural and measured D 14 C values do not converge. In that situation, one must decide how and where to terminate the integration, or to totally disregard such stations. Here, selection of the lower integration limit was taken as the shallowest depth where the bomb radiocarbon either approximated zero or went through a ''low'' concentration minimum. Stations where the integration limit was really unclear based on the bomb radiocarbon estimates were disregarded.
[42] Results using both the silicate and potential alkalinity methods are summarized in Table 4 . The columns titled ''B95. . .'' reproduce results from Table 1 of B95. Those titled ''Palk. . .'' are from this work. Results from the two inventory columns of Table 4 are segregated by ocean and plotted against each other in Figure 16 . The diagonal line in each panel indicates the 1:1 ideal relationship. The result is similar to that shown in Figure 6 . The increase in scatter relative to Figure 6 reflects the additional error incurred due to integration.
Conclusions
[43] A new method based on the correlation of potential alkalinity and radiocarbon is presented which allows separation of bomb-produced and natural radiocarbon in open ocean waters. The advantages are that the potential alkalinity method can be used for all open ocean waters and for estimates of prebomb surface ocean values. The primary disadvantage, relative to the B95 method, is that high quality alkalinity measurements are less common than high quality silicate measurements. For low-and mid-latitude waters, both methods give comparable results. For high latitude southern waters, the potential alkalinity method predicts lower natural D 14 C and consequently higher bomb radiocarbon.
[44] Implications of the inventory difference between the silicate and Palk methods relative to air-sea gas fluxes, tritium distributions and anthropogenic CO 2 distribution and inventory were not addressed here. The WOCE radiocarbon and CO 2 results are rapidly becoming available and will be used for that study.
