Abstract. In this paper, we derive global bounds for the Hölder norm of the gradient of minimal graphs, and as well as solutions of graphic mean curvature flows with arbitrary codimension. In particular, the minimal graphs obtained in [2, 15] satisfy a global C 1,γ -estimate for any γ ∈ (0, 1).
Introduction
Minimal graphs u = (u 1 , · · · , u m ) in R n+m over some domain Ω ⊂ R n satisfy a system of m quasilinear elliptic equations where m is the codimension. More precisely, we have
where (g i j ) is the inverse matrix of g i j = δ i j + α ∂ i u α ∂ j u α . One of the classical problems in the field is the Dirichlet problem, that is, to find solutions with (1.2) u α = ψ α on ∂Ω for some given ψ. As it turns out, in order to obtain the existence and regularity of solutions, some conditions on the geometry of the boundary of Ω and on the boundary data are needed.
For m = 1, the problem is quite well understood, in particular thanks to the classical paper [5] of Jenkins and Serrin. For higher codimension, that is, for m > 1, the situation is more difficult and less well studied. A counterexample due to Lawson and Osserman [9] tells us that the situation is fundamentally different from the case m = 1. Important progress was made by M.-T. Wang [15] with an existence result for boundary values ψ that are close to 0 in some suitable norm. A crucial C 1,γ -estimate in that context was only provided later by Thorpe [12] . Thorpe shows (Lemma 5.2 in [12] which is formulated for maximal spacelike graphs in Minkowski space, but also works for minimal graphs in Euclidean space) that for C 3 -boundary data on a bounded smooth domain, a solution with small C 1 -norm satisfies a C 1,γ -estimate. Here, see Theorem 2.3 and Corollary 2.4, we can weaken the condition on the derivatives of u and need only the C 2 -norm of the boundary data. The proof relies on a blow-up argument that would lead to a contradiction with Allard's regularity theorem for varifolds if we had a sequence of solutions with unbounded Hölder norms for their derivatives. The same technique can also be applied to the interior curvature estimates of the mean curvature flow with Huisken's monotonicity formula, then we obtain a corresponding global C 1,γ -estimate in Theorem 3.3 with parabolic method in [10] . Equipped with these estimates, we can then also derive existence theorems for the Dirichlet problem for minimal graphs as in [2] , see Theorem 4.2, and for the mean curvature flow, see Theorem 4.1, on mean convex domains for boundary data that are sufficiently small or do not deviate too much from codimension 1 data.
2. A priori C 1,γ -boundary estimate for minimal graphs Let R n be the standard n-dimensional Euclidean space, and R n + be a half space defined by {(x 1 , · · · , x n ) ∈ R n | x n > 0}. Let B r (y) denote the ball in R n with radius r > 0 and centered at y ∈ R n . For any domain Ω ⊂ R n and any vector-valued function
where {µ k (x)} n k=1 are the singular values of d f (x). Lemma 2.1. Let l α be an affine linear function in R n−1 for α = 1, · · · , m. Assume that u = (u 1 , · · · , u m ) ∈ C 1,γ (R n + , R m ) is a smooth solution of the minimal surface system (2.1)
where (g i j ) is the inverse matrix of g i j = δ i j + α ∂ i u α ∂ j u α . If sup R n + 2 du < 1 and |Du| is uniformly bounded in R n + , then u is affine linear.
Proof. By the standard Schauder theory for elliptic equations, u is smooth in R n + . For any considered point p ∈ ∂R n + , there are a constant σ > 0 and a domain V σ ⊂ R n+m containing p such that graph u ∩ V σ can be represented as a graph over R n + ∩ B σ (0) with the graphic functionû so that
and (ĝ −1 i j ) be the inverse matrix of (ĝ i j ). Let 0 ′ be the origin of R n−1 . Then
, and
Note that ∂ klû α = 0 for any 1 ≤ k ≤ n and 1 ≤ l ≤ n − 1 on ∂R n + ∩ B σ (0). By the minimal surface system (2.1), we have
and then D 2ûα = 0 at the origin. Taking the derivative of the minimal surface system (2.1), it implies that D kûα = 0 at the origin for any k ≥ 3. By the definition ofû, we have D k u α = 0 on ∂R n + for any k ≥ 2.
We extend u to R n − by setting
In particular, u is a smooth solution of the minimal surface system in R n . Denote M = graph u {(x, u(x)) ∈ R n+m | x ∈ R n }. Let M * be a tangent cone of M at infinity, which is a minimal cone. So there is a Lipschitz homogeneous function u * with sup R n + 2 du * < 1 and uniformly bounded gradient such that
. By Theorem 4.1 in [15] , u * is smooth in R n \ R n−1 . Note that Du * (x ′ , −x n ) = Du * (x ′ , x n ), then the tangent cone of M * at each point in R n−1 is Euclidean. In other words, every point of M * is regular, which implies that u * is smooth in R n by Allard's regularity theorem (see [11] for instance). From Theorem A of [14] , M * is an affine plane. Let B r (x) denote the ball in R n+m with radius r > 0 and centered at y ∈ R n . By the monotonicity of r −n Vol(M * ∩B r (0)) on r > 0, M is an affine plane. We complete the proof.
Let Ω be a bounded domain in R n with C 2 -boundary, and let κ Ω be the maximal principal curvature of ∂Ω. Let us recall the local W 2,p -estimates for elliptic differential equations (see Theorem 9.4.1 and Theorem 11.3.2 in [8] for instance).
Then there is a unique solution w ∈ W 2,p (Ω) to Lw = f a.e. in Ω. Moreover, there is a constant c 0 > 0 depending only on n, p, Λ/λ, R, κ Ω and the modulus of continuity of a i j such that for any
Now we derive a priori C 1,γ -boundary estimates for minimal graphs with arbitrary codimension.
Theorem 2.3.
Let Ω be a bounded domain in R n with C 2 -boundary. Let u = (u 1 , · · · , u m ) ∈ C 1,γ (Ω, R m ) be a smooth solution of the minimal surface system (2.6)
is bounded by a constant depending only on n, ǫ, |u| C 1 (Ω) , |ψ| C 2 (Ω) and κ Ω .
Proof. Let us prove it by contradiction. Assume there are a sequence of domains Ω k with lim sup k κ Ω k < ∞ and a sequence of solutions
and
Hence we have
for each x ∈ Ω k . In particular, u k satisfies the minimal surface system with
It is clear that Ω k converges to a domain Ω ∞ which is R n or
By the compactness of varifolds, there is a subsequence M i k of M k converging to a stationary varifold M ∞ in the sense of Radon measures, which can be represented as a graph over Ω ∞ with the Lipschitz graphic function u ∞ such that sup
, then u ∞ is a linear vector-valued function according to Lemma 2.1, and u i k converges to u ∞ in C 1 -norm. By the proof of Lemma 2.1, u ∞ is also a linear vector-valued function provided Ω ∞ = R n .
Let us deduce the contradiction for the case of Ω ∞ = R n θ,τ first. For any R ≥ 4 max{c, τ},
are uniformly bounded and the maximal principal curvature κ Ω k → 0, by Lemma 2.2 and the uniqueness theorem (see Theorem 8.
) is bounded independent of k from (2.5). Then the Sobolev imbedding theorem implies that there is a constant 0 < ǫ γ,R < 1 such that
Choosing ǫ γ,R sufficiently small if necessary, then there is a point
However, (2.9) contradicts that u i k converges to a linear function in the C 1 -norm. Hence Ω ∞ R n θ,τ . For the case of Ω ∞ = R n , we can also get the contradiction from the above argument. This suffices to complete the proof.
By Theorem 2.3, the solution u in Theorem 5.3 of [2] is C 1,γ for each γ ∈ (0, 1). For any
Corollary 2.4. Let Ω be a bounded domain in R n with C 2 -boundary, and ψ ∈ C 2 (Ω, R m ). Let u = (u 1 , · · · , u m ) ∈ C 1,γ (Ω, R m ) be a smooth solution of the minimal surface system in Ω with u = ψ on ∂Ω. If sup Ω v u < 3, then for any γ ∈ (0, 1), |u| C 1,γ (Ω) is bounded by a constant depending only on n, ǫ, |u| C 1 (Ω) , |ψ| C 2 (Ω) and κ Ω .
Proof. With the Bernstein theorem in higher codimension (see [6] [7] ), it follows that any smooth solution u to the minimal surface system in R n + with linear boundary data and sup R n + v u < 3 must be linear. Following the proof of Theorem 2.3 step by step, we complete the proof.
3. A priori C 1,γ -boundary estimate for mean curvature flow For a point x = (x, t) ∈ R n × R = R n+1 , we set |x| = max{|x|, |t| 1/2 } and the cylinder
For a domain V ⊂ R n+1 , we define the parabolic boundary PV to be the set of all points x ∈ ∂V such that for any ǫ > 0, the cylinder Q ǫ (x) contains points not in V.
Let Ω be a bounded domain in R n , and
, and a (vector-valued) function f defined on V ′ , we set
and f γ 2 ;Ω = sup x∈V ′ f γ 2 ;Ω (x). Now for any a > 0, we write a = k + γ with a nonnegative integer k and γ ∈ (0, 1). Let D denote the spatial and ∂ t the time derivative. Set
Let B R denote the ball in R n+m centered at the origin with radius R > 0. Let us define a parabolic operator for
where (g i j ) is the inverse matrix of [15] , L f = 0 implies that graph f (·,t) moves by mean curvature flow.
where 0 is the origin of R n × R. If sup 2 d f < 1 − ǫ for some ǫ ∈ (0, 1), then there is a constant c = c(n, m, ǫ, |D f | 0 ) depending only on n, m, ǫ, |D f | 0 such that at the origin 0
Proof. By scaling, we only need to prove this Theorem with R = 1. Put Q = Q 1 and d Q (x) = inf y∈PQ |x − y|. Let us prove it by contradiction. Let f i be a sequence of smooth solutions of the mean curvature flow in Q 1 with
Put M i t = graph f i (·,t) . Since M i t is a Lipschitz graph with uniform Lipschitz constant, then (3.7)
is uniformly bounded independent of i, t ∈ [−1, 0). For any sequence t j ∈ (0, 1] with t j → 0, there are sequences l i, j → ∞ as i → ∞ such that {l i, j } i is a subsequence of {l i, j−1 } i for each j ≥ 2, and the limit exists for any j. Up to the choice of the subsequence of t j , l i, j , we assume that the limit 
where c n is a constant depending only on n. Note that M i t is a Lipschitz graph with uniform Lipschitz constant. Then we infer
There is a sequence l j with l j ∈ {l i, j } i , such that we have
and lim j→∞ R l j t j = ∞.
and Σ i t = graph f i (·,t) . Then Σ i t is a sequence of mean curvature flow in B R l i (0)×R m with t ∈ [−R 2 l i
, 0],
In particular, |D 2 f i (x)| ≤ 1 2 on Q R l i /2 . Hence from (3.12) we have
Since
. By the Arzela-Ascoli Theorem, we can assume thatf i converges to f ∞ on any bounded domain K ⊂ Q R i /2 . Furthermore,
. By the Fatou Lemma, we conclude
for any R > 0. Hence Σ ∞ t are self-shrinkers for each t < 0. Therefore, they are smooth by Allard's regularity theorem. From [3] , Σ ∞ t is an n-plane for each t. Hence Σ i t converges to Σ ∞ t locally smoothly (see [16] for instance), but this contradicts |D 2 f i (0)| = 1. This suffices to complete the proof.
, then there is a constant c = c(n, m, ǫ, |D f | 0 ) depending only on n, m, ǫ, |D f | 0 such that for any ξ ∈ R n × R m and ι ∈ R m (3.17) sup
, it is not hard to get that sup
where c = c(n, m, ǫ, |D f | 0 ) is a general constant depending only on n, m, ǫ, |D f | 0 . By L f = 0, it follows that sup
With an interpolation inequality (see the proof of Lemma 4.1 of [10] for instance), for any x ∈ Q R/2 we have
which suffices to complete the proof.
Denote B r = B r (0) ⊂ R n for short, and B + r = B r ∩ R n + . Proof. We shall first derive Hölder estimates for D f on ∂Ω × (0, T ) by following the idea of the proof of Theorem 12.5 in [10] . From Appendix I, letf be a solution of (5.
. Then ζ, y = ζ n y n for any y = (y 1 , · · · , y n ) ∈ R n . From Lemma 7.32 in [10] , there are a constant γ ′ ∈ (0, 1 2 ] and a general constant C depending only on n, m, ǫ, |D f | V Ω,T , |ψ| 2;V Ω,T and κ Ω such that (3.19) sup
Let F be the mapping in Appendix I, and F(y) = (F(y), t y ) for each y = (y, t y ). From Lemma 3.2, it follows that
Here, δ is a positive constant ≤ 1 to be defined later. The bound of |ψ| 2;V Ω,T implies
. With the definition of F,
. Combining the definition off in Appendix I and (3.22)(3.23), we conclude that
We choose a suitable δ > 0 depending on κ Ω and get
Combining the two inequalities (3.20) and (3.25) and r ∈ (0, 1] yields
From Lemma 7.32 in [10] again,
With (3.26) and (3.27), it follows that
Hence we complete the estimate of the C 1,γ ′ -norm of f on ∂Ω × (0, T ).
For the Hölder estimates of D f on Ω × {0} and ∂Ω × {0}, see Theorem 12.7 and Theorem 12.9 in [10] . Combining the interior estimates of f (Theorem 3.1 and Lemma 3.2), we complete the proof.
Existence theorems
Let Ω be a bounded domain in R n with ∂Ω ∈ C 2 , and ϕ = (ϕ 1 , · · · , ϕ m ) be a vector-valued function in C ∞ (Ω, R n ). For any δ > 0, we choose a smooth function ξ δ (t) on R with compact support in (−δ, δ) such that
Then for any sufficiently small ǫ > 0 there is such a function ξ δ depending on ǫ, |ϕ| 4,Ω so that Lϕ δ = 0 on ∂Ω × {0},
for any 1 ≤ a ≤ 
where (g i j ) is the inverse matrix of
Moreover, there are constants C Ω > 0 and ǫ Ω ∈ (0, 1) depending only on n, m, κ Ω , |ϕ| 2,Ω as in Theorem 1.1 of [2] such that sup
Proof. Let T be the maximal time of existence of the
where C Ω > 0 and ǫ Ω ∈ (0, 1) are constants depending only on n, m, κ Ω , |ϕ| 2,Ω as in Theorem 1.1 of [2] . It is clear that T > 0 by the shorttime existence of the flow (see Theorem 8.2 in [10] ) and Schauder theory for linear parabolic equations. From Theorem 3.3, there are constants γ ′ , C ′ Ω depending only on n, m,
Combining (4.1) and |ϕ δ | 2;V Ω ≤ 2n|ϕ| 2,Ω , we choose a sufficiently small δ > 0 and fix it independently of T , and then get
Moreover, |ϕ δ | 1;V Ω ≤ (1 + ǫ)|ϕ| 1,Ω on V Ω,T . By the assumption on ϕ and the proof of Theorem 1.1 of [2] , we conclude that T = ∞, and thus complete the proof.
In the above Theorem, the solution f satisfies
For any mean convex bounded C 2 domain Ω, let ψ ∈ C 2 (Ω, R m ) be the vectorvalued function given in Theorem 1.1 of [2] . Then for any γ ∈ (0, 1) there is a solution u
Proof. There is a sequence of smooth mean convex domains Ω k converging to Ω such that ∂Ω k converges to ∂Ω in C 2 -norm. For example, these domains can be constructed by the level-set flow. 
C ′ Ω and ǫ Ω ∈ (0, 1) are constants depending only on n, m, κ Ω , |ϕ| 2,Ω . Note that f k (·, t) converges to the solution u k of the minimal surface system (4.6) 
By the compactness theorem of stationary varifolds or the Arzela-Ascoli Theorem, there is a subsequence of u k converging to u * , which is a solution of the minimal surface system (4.6) in Ω with sup Ω |Du * | ≤ C Ω , |u * | 1+γ ′ ,Ω ≤ C ′ Ω , and sup Ω 2 du * ≤ 1 − ǫ. By Lemma 2.2 and the uniqueness theorem (see Theorem 8.1 in [4] for instance), u * ∈ W 2,p (Ω) for p = n 1−γ and each γ ∈ (0, 1). Then the Sobolev imbedding theorem implies u * = (u 1 * , · · · , u m * ) ∈ C 1,γ (Ω, R m ).
As a corollary, it is not hard to verify that the solution u in Theorem 1.1 in [15] is C 1,γ for each γ ∈ (0, 1).
Corollary 4.3.
Let Ω be a convex bounded C 2 -domain in R n , and ψ ∈ C 2 (Ω, R m ) and let β 0 be the constant in Theorem 1.2 in [2] . Then for any γ ∈ (0, 1) there is a solution u = (u 1 , · · · , u m ) ∈ C ∞ (Ω, R m ) ∩C 1,γ (Ω, R m ) of the minimal surface system (4.6) with boundary ψ such that sup Ω v u < β 0 .
Appendix I
For studying the boundary regularity of parabolic systems, we usually only need to consider a similar system on a portion of a half space by a coordinate transformation.
Let B r be a ball with radius r and centered at the origin in R n . Let Ω be a domain in R n with C 2 -boundary. We assume that there is a coordinate change F : B 1 → F(B 1 ) ⊂ R n such that F, F −1 are C 2 -maps with F(B 1 ∩ ∂Ω) ⊂ {y|y m = 0} and F(B 1 ∩ Ω) ⊂ {y|y m > 0} and such that the matrix DFDF T has eigenvalues between two constants Λ −1 F and Λ F with 2 ≥ Λ F ≥ Λ −1 F ≥ 1 2 > 0. Hence Λ F converges to 1 as DF converges to the identity matrix. Moreover, we assume that (5.1) sup
For a C 2 vector-valued function f in V Ω,T = Ω × (0, T ), we define a new functionf byf (F(x), t) = f (y, t). Then D f = DF · Df . Put (5.2) A i j (y, Df (y, t)) = δ i j + ∂ y kf α (y, t)∂ x i F k (F −1 (y)) · ∂ y lf α (y, t)∂ x j F l (F −1 (y)).
Now we assume that f satisfies the flow and |Θ| ≤ c n Λ F |ψ| 2;V Ω,T in V Ω,T . Here, c n is a constant depending only on n.
