Abstract. Wayfinding research has inspired several algorithms that compute the shortest, fastest, or even simplest paths between two locations. Current navigation systems, however, do not take into account the navigational complexity of certain intersections. A short route might involve a number of intersections that are difficult to navigate, because they offer more than one alternative to turn left or right. The navigational complexity of such an intersection may require modified instructions such as veer right. This paper, therefore, presents a reliable path algorithm that minimizes the number of complex intersections with turn ambiguities between two locations along a route. Our algorithm computes the (shortest) most reliable path, i.e., the one with the least turn ambiguities. Furthermore, we develop a variation of this algorithm that balances travel distance and navigational complexity. Simulation results show that traversing a reliable path leads to less navigational errors, which in turn reduces the average travel distance. A further advantage is that reliable paths require simpler instructions.
Introduction
Turn right at the next intersection. Most speakers of the English language are not only able to understand this simple instruction, but will also picture a prototypical intersection at which the above mentioned right turn has to be performed [8, 25, 12] . This prototypical instantiation of a situation model [27] will work for many intersections, especially in grid-like street networks typical for cities in North America. For historic city centers, as they are often found in European cities such as Paris or Rome, this instruction can easily be ambiguous and we might run into a spatial decision problem.
Knowing of the difficulties of natural language descriptions of complex spatial situations, an up-to-date navigation assistance system would not rely on a simple linguistic description alone but provide additional information about how to proceed. Real world examples can easily be found at Internet route planners providing instructions such as: After 273 m turn right into Weinberg Strasse.
The ambiguity of this instruction, however, becomes apparent if a traveler encounters an intersection where two streets equally qualify as 'right'. If a linguistic label such as 'right' applies to more than one turn, we call such a turn instruction equivalent. We summarize some important issues why the ambiguity of instruction equivalent turns is hard to resolve even if an instruction supplies a street name:
-Not every street bears a street sign indicating its name.
-Traveling by car leaves the unfamiliar driver often with too little time to find and read the respective street sign. -Driving by night makes the identification of street signs a futile endeavor.
-The street signs of large intersections with many branches are often too far away making them impossible to read.
One solution is to refine the set of instructions. Instead of using only the set {left, right, straight} in combination with a {street name}, a refinement could, for example, include the modifiers bear and sharp leading to the instruction set {sharp left, left, bear left, straight, bear right, right, sharp right}.Yet, we have found three further indications in the communicative behavior of route direction givers that show the scrutinies that still persist at intersections with instruction equivalent branches.
1. Direction concepts between the main axes (left, right, straight) are not easily associated with a single linguistic term. While direction changes close to 90 degree left and right are referred to as left and right with little variation, a plethora of composite linguistic expressions is used in between (i.e. around the diagonals) with often subtle differences in the meaning of the hedge terms [26, 2, 11, 16] . We find expressions such as: turn slightly right, go right 45 degrees, veer right, sharp right bend and so forth 1 . 2. The conceptualization of directions different from the main axes is not straight forward and the sizes and boundaries of sectors, or more generally, the semantics of corresponding spatial prepositions, are ongoing research questions [9, 4] .
3. People show conceptual and linguistic difficulties with intersection that deviate from prototypical ones. A comparison of intersections with different navigational complexities revealed the following associated linguistic behaviors (see Figure 1 , [14] ). The more (structurally and navigationally) complex an intersection is:
-the more verbose are verbal route directions, -the more varied are the verbalizations, -the more references are made to the structure, -the more alternative instructions are offered (redundant information), -the more modifications are applied to reduce ambiguity.
The approach we therefore present in this article to solve this problem is to calculate the route differently: instead of relying on shortest or fastest algorithm, the navigational complexity of an intersection is taken into account. This complexity is based on how many alternatives are available within the same sector in which the branch to take is located. In other words, the complexity depends on how many instruction equivalent choices are available at an intersection. The unreliability of a turn is a measure of the probability of a navigator making a mistake while taking that turn which is directly Fig. 1 . Increasing navigational complexity of intersections. While the leftmost navigational situation is described as go all the way down to k-mart and make another RIGHT, the rightmost navigational situation yields descriptions such as aand..h.. continue down straight until you co..come to a ..eh .. SIX-intersection.. ROAD.. and youll take thee.. you won.. you will NOT go STRAIGHT, you will go..you will go LEFT on the THIRD (ping).. the third ehm.. intersection. and travel down.. THAT and reach... the destination.
related to the navigational complexity and ambiguity of the decision point/intersection. This means that if, for example, the navigator is told to turn left and more than one turn is present at that intersection that could qualify as a left turn, then the unreliability of that turn increases (depending on the number of similar options available). Accordingly, the unreliability of a route (origin to destination) depends on the unreliability of each turn that the navigator encounters. It has been shown in [23] that drivers are prepared to take suboptimal routes in terms of travel time, if these routes are potentially easier to describe and to follow. Additionally, it is confirmed that successful vehicle navigation systems rely as much on clarity of route instructions as on the length of routes [19] .
The remainder of this paper is structured as follows. In Section 2 we introduce our basic algorithm called the shortest most reliable path algorithm. Section 3 gives an overview of the simulation environment we used to test the algorithms and to explore the error behavior of a simulated agent. Section 4 details experimental results comparing the classic shortest path algorithm and the shortest most reliable path algorithm. Cognizant of the trade-off between distance and reliability, we introduce a modification of our algorithm to allow for the best balance between travel distance and navigational complexity in Section 5. The new algorithm is compared to the other two in section 6.
Shortest Most Reliable Path Algorithm
Our goal is to compute the most reliable route between two locations. Graphs are a standard data structure for representing road and transportation networks. A graph G consists of a set of vertices V and edges E ⊂ V × V connecting the vertices. In case of a road network each vertex v represents an intersection and each edge e represents a road. Since the number of roads entering or leaving an intersection is bounded by a small number, we can consider G as a sparse graph which implies that |E| = O(|V |), where |E| is the number of edges and |V | is the number of vertices in the graph. In a weighted graph a function w : E → R + assigns a weight to each edge e ∈ E. Finding the shortest paths, the paths of least cost between vertices in a weighted graph, is a fundamental network analysis function and a classic problem in computation [6, 3] .
The following algorithm is based on the simplest path algorithm [7] . The simplest path algorithm aims to minimize the instruction complexity of a route description, i.e., it favors intersections that are easy to describe. It is based on a classification of intersections that assigns a weight to each intersection type [18] . The weight used in the simplest path algorithm represents the instruction complexity to negotiate an intersection. The landmark spider algorithm given in [1] uses the same algorithm as in [7] with the only difference in the weighting function for an intersection, which depends on the distance, saliency, and orientation of a traveler with respect to any landmark present near the intersection. The aim is to generate a clearest [1] path in terms of spatial references and landmarks used to describe the route.
The key difference between the shortest and the (most) reliable path algorithm is that a weight w is not only assigned to each edge but also to each pair of connected edges in the graph. This approach is inspired by the simplest path algorithm in [7] . The difference, however, is that the weight in [7] reflects the instruction complexity of a decision point, whereas in our approach the weight represents the ambiguity of each turn at an intersection point. The weight r measures how many alternative edges can be considered as instruction equivalent. Since a turn involves two edges, the weight is a function for a pair of connected edges:
The weight function r used in the reliable path algorithm characterizes the unreliability measure for a turn represented by an edge pair, i.e., turning from the edge
In addition, the reliable path algorithm takes into account the weight assigned to each edge to compute the shortest most reliable path between the origin and the destination vertex, because there could be many equally reliable paths between the two vertices.
Computing the Most Reliable Path
The actual shortest most reliable path algorithm, as presented in Algorithm 1, is an adapted version of Dijkstra's shortest path algorithm [6, 3] . The input of the algorithm is a graph G that is connected (there is a path from any vertex to any other vertex), simple (there are no edges from a vertex to itself and at most one edge between two different vertices) and directed (each edge is an ordered pair of vertices). The algorithm first initializes all edges connected to the source vertex with an unreliability of zero and distance equal to their respective distance from the source vertex. It also sets the previous connected edge of these edges as NIL. Then, the algorithm iterates through each edge minimizing the cumulative unreliability measure, as well as the cumulative distance from the source (as a second priority). This is achieved in line 8 of Algorithm 1: competing edges are all edges that have the same minimum unreliability from the source vertex. Amongst the competing edges the edge which has the minimum distance from the source vertex is selected. The cumulative unreliability as well as cumulative distance from the selected edge to all connected edges is recalculated. The algorithm assigns at each iteration to each edge its previous edge as a predecessor, which is the edge that provides the minimum unreliability and in case of ties the edge that has the shortest distance from the source (see line 15 of Algorithm 1). The predecessor assignment facilitates the reconstruction of the final path. The algorithm iterates until an edge is selected which has the destination vertex d as its terminating vertex. Reconstructing
Algorithm 1: Shortest Most Reliable Path Algorithm
Input : Graph G = (V, E) is a connected, simple and directed graph; s ∈ V is the origin vertex; d ∈ V is the destination vertex; ε is the set of pairs of (directed) edges that share their "middle" vertex; w : E → R + is the graph edge weighting function; r : ε → R + is the graph turn weighting function; ws : E → R + stores the edge weight of the reliable path from s; rs : E → R + stores the turn weight of the reliable path from s; S = {} is a set of visited edges; P = {} is an ordered set of vertices Output: The shortest most reliable path P = s, v1, . . . , vN , d
ws(e) ← ∞; rs(e) ← ∞; for all e ∈ E while |E\S| > 0 do 7 Find e ∈ E\S so that amongst competing edges where rs is minimum, ws(e) is the shortest most reliable path is then a matter of iterating through the previous edges of d until the previous edge is undefined (NIL), see lines 23-27 of Algorithm 1. As represented in Algorithm 1, the shortest most reliable path algorithm is a single pair algorithm. If we exclude lines 9-11 from the algorithm, it iterates until all edges are visited and returns the shortest most reliable paths from the source to all other vertices, i.e., it operates like a single source algorithm.
Computational Complexity
In this section we determine the computational time complexity of the shortest most reliable path algorithm (Algorithm 1). Consider line 8 of Algorithm 1 (which corresponds to the extract minimum operation of Dijkstra's algorithm [6, 3] ): this operation takes 2|E| steps as it has to check all the edges of the graph once, to get the value of minimum unreliability, and again to select the edge with minimum distance amongst those having the same least unreliability. Similarly, in the worst case of a fully connected graph where every pair of vertices is connected by an edge, the FOR loop starting at line 13 would have to compute the unreliability of every edge connected to the selected edge (this operation corresponds to the relax operation in Dijkstra's algorithm [6, 3] ). In order to compute the unreliability of an edge the algorithm needs to know the orientation of all other edges connected to the selected edge which leads to 2|E| steps. Both operations happen |E| times, which leads to a total number of |E|(2|E| + 2|E|) steps. However, since geographical networks are sparse graphs with a small limited number of roads at an intersection, the number of steps reduces to approximately |E|(2|E|), which leads to a time complexity of O(|E| 2 ). The shortest path algorithm has a complexity of O(|V | 2 ), whereas as the shortest most reliable path algorithm has a complexity of O(|V | 4 ) in the case of a fully connected graph because of |E| = |V |(|V | − 1). Since most of geographical networks can be considered to be planar graphs, which have a maximum number of |E| = 3(|V | − 2) edges, the complexity of the shortest most reliable path algorithm is O(|V | 2 ). The operation of the most reliable simplest path algorithm can be seen as a mapping from the original graph G to a graph G = ( E, ε), where E is the set of edges E ignoring their direction (for details see [7] ). The graph G might not be planar leading to a slower performance by Algorithm 1 as compared to Dijkstra's shortest path algorithm. As compared to the simplest path algorithm, for which the time complexity has been shown to be O(|V | 2 ) in [7] , the shortest most reliable path algorithm can be slightly slower as it needs to consider the distance as well, whereas the algorithms in [7, 1] return the first simplest or clearest paths, respectively.
One way of improving the performance of shortest most reliable path algorithm is to use a binary heap for the operation in line 8, which would lead to O(log |E|) steps instead of O(|E|) leading to an overall time complexity of O(|E| log |E|).
Simulation and Evaluation of Wayfinding Algorithms
As mentioned above, wayfinding research has lead to a variety of algorithms, each focusing on providing improved navigation assistance for a traveler in its own way. In order to analyze and evaluate these algorithms simulations are necessary. In our case, we were interested in carrying out two classes of simulations: (1) after loading a street network (via a coordinate and adjacency list), execute a particular algorithm for every path present (between two vertices not directly connected) and then analyze the resulting navigational instructions on the basis of distance and unreliability; (2) simulate a human navigator traversing a route (between the same origin and destination), on the basis of instructions provided by different algorithms.
To achieve the above objectives, we developed a simulation environment using Java 2D API. As shown in Figure 2 , using this simulation environment we could load a street network graph and select different algorithms to calculate routes. The type of a turn a potential navigator would perceive was based on angles 2 (in degrees) set in the simulation environment. The request for a path could be entered both interactively as well as in batch mode from a file. The simulated navigator was based on the following assumptions:
-It was error free, in the sense that if it was told to go left it would only choose one of the left turns available (and would not go straight or turn right). -Depending on the simulation environment user settings it should be able to perceive a turn type based on the angle of the direction change with respect to the current direction of travel.
-The simulated navigator does not make a mistake while executing the first instruction which does not involve a turn. -In case the simulated navigator made a wrong choice when executing an instruction (correctly) and subsequently was given an instruction which it could not execute, it would realize that it has made a mistake and requery a path to its destination. Similarly, after choosing a wrong turn (while correctly following an instruction) if it ended up at a wrong destination and ran out of instructions, it requeries the path to its destination. A count of requeries reflects the number of times the navigator got 'consciously' lost during the travel.
Turn Unreliability Weighting Function
The unreliability measure of a turn from edge e into edge e (both connected by a middle vertex) is given by r(e, e ) = count of turns that are instruction equivalent to e − 1
The type of a turn refers to the linguistic variable used to identify the turn. The unreliability of the entire path R from origin s to destination d is the sum of unreliability measures encountered along the path, given by
where N is the total number of turns present on the path, e 0 = (s, v 1 ) and e N = (v N , d).
Comparison of Shortest and Shortest Most Reliable Path Algorithms
Since most of the current automated navigation systems are based on computing the shortest path given a source and destination vertex, we chose to compare the performance of the shortest most reliable path algorithm with that of the shortest path algorithm. This performance evaluation was carried out using the following metrics:
-Distance traveled: The distance traveled by the simulated navigator following the path provided by the algorithm. -Number of requeries: This is the number of times the simulated navigator recognized that it is on the wrong path and did a requery from its current location to the destination. This is a measure of the cost that might be incurred by a human navigator sending messages via a mobile device. For our experiment we allowed the navigator up to five requeries per run after which it would finally stop. -Stopping distance from destination: The shortest distance to the destination where the simulated navigator finally stops (after 5 requeries). If the destination was reached successfully this distance would be zero. -Total distance: This is the sum of the distance traveled plus, in case the agent did not reach its destination, the stopping distance from the destination.
-Missed target travels: For multiple runs of the simulated navigator, this gives the number of times it failed to reach its destination (after 5 requeries). -Actual Unreliability: This gives the average actual unreliability faced by the simulated navigator while traversing a path (for multiple runs it would give the average value per run per path).
Note that the requery limit and shortest stopping distance to destination metrics actually favor the shortest path algorithm, otherwise considering the unreliability involved on long routes, the simulated navigator could have traveled much more if there were no limit.
Experimental Results
Based on the method of path unreliability calculation (see Section 3.1) and using a simple instruction set comprising just 'straight', 'left', and 'right', we evaluated the two algorithms: shortest path and shortest most reliable path. We tested the algorithms on the street network dataset for the part of the city of Paris comprising more than 120,000 paths (making use of the simulation environment mentioned in Section 3). The results are presented in Figure 3 . The bar graphs show for the shortest most reliable path algorithm that most paths had an unreliability of 0 and that the worst unreliability of a path was 4 (for 9 cases). For the shortest path algorithm, most paths had an unreliability between 1 and 10 and the worst unreliability was 15 (10 cases that are barely visible). Figure 4 details for the same simulation, the ratios of the distances that a navigator would face for individual routes comparing the two algorithms directly. The results show that for more than half of the number of paths the shortest most reliable path algorithm returns a distance 1∼1.4 times (represented as a category distance ratio of 1 in the figure) the distance given by the shortest path algorithm. For around 40000 paths this ratio was between 1.5∼2.4 (represented by a rounded distance ratio of 2 in the figure) and for some rare cases this ratio was significantly higher reaching up to 22 .
If the instruction set is more refined, i.e., has more than just 'left', 'right' and 'straight' turns such as 'bear left' or 'turn sharp left', then the calculation of unreliability measure would reflect this finer granularity, i.e., now fewer turns would be ambiguous. This is supported in the current implementation as it only implies specifying more turn types. However, this would come at the cost of higher instruction complexity.
In order to carry out an in depth comparative analysis, using the above mentioned simulation environment, navigator characteristics, and performance metrics, we chose 50 randomly selected paths (origin and destination separated by at least 3 vertices) from the dataset of the part of Paris. We made use of the simple instruction set comprising 'straight', 'left' and 'right' instructions. We ran the simulated navigator 50 times per path with 2 additional conditions for the instruction 'straight', as there is debate whether this direction concept is an axis of a sector [16, 12] . It can be assumed, however, that in the absence of competing objects a linguistic expression can be applied more flexible [24] and that in general it can be distinguished between giving an instruction and understanding an instruction. We therefore looked at a second condition for the instruction 'straight' allowing for 12 degrees per side resulting in a 24 degrees sector. The aggregated results for the total 2500 runs are detailed in Table 1 . They show the behavior of the simulated agent when it follows the instructions. As seen from these results, there is a clear advantage for the shortest most reliable path algorithm in terms of missed target travels. Likewise, the stopping distance was closer to the actual destination than in case of the shortest path algorithm. Additionally, the number of requeries for the shortest path algorithm was greater by a factor of more than 5. In terms of distance, we see that the total distances traversed by the simulated navigator for the two algorithms are comparable (the distance traversed following the shortest most reliable when the straight angle was set to 0
• was only 4.3% greater than the distance of the shortest path;and in case of straight angle set to 12
• it was only 6% lesser than the distance of the shortest path). The analysis of individual path runs revealed that for around half the paths (27 for straight angle = 0 • and 20 for straight angle = 12
• ), the distance traversed by the simulated navigator on the reliable path was greater than that traveled while following the shortest route. Amongst these we find for 17 paths in case of the straight angle = 0
• and for 13 paths in case of the straight angle = 12
• that the reliable distance was more than 10% longer than the shortest distance. A few sample cases are listed in Table 2 .
Path Optimization
As seen from the charts in Figures 3 and 4 as well as the simulation results described in Section 4, there are trade-offs meeting the objectives of providing the shortest route and providing a most reliable route to the navigator. The most reliable route has a lower chance of making a mistake due to less ambiguities and reduces the cost associated with requerying the navigation system but it also leads to a greater distance between two locations; computing the shortest route can increase the chance of making mistakes significantly. A ranking of the criteria for human route selection is given in [10] . Amongst those criteria, the overall distance and least time of travel are ranked most highly. Therefore, it is desirable to find a route which optimizes both objectives of shortest distance as well as least unreliability, which in case of an error can result in considerably longer paths.
A naïve approach to find a more optimal route would be to consider all paths connecting an origin and a destination and amongst them choose the one which is the most optimal for both criteria. However, considering the worst case of a fully connected graph shows that this strategy is too costly: using the Binomial coefficient k i , which gives the number of generating i unordered outcomes from k possibilities, shows that the maximum number of paths that can exist between an origin and a destination vertex in a connected graph is
where k = |V | − 2; |V | is number of vertices present in the graph. The computation of O(|V | k ) paths is infeasible for practical purposes. A significantly less costly way of finding an optimal trade-off between the shortest and the most reliable path is to assign an optimum weight to each turn, which depends on both the distance and unreliability involved in taking that turn. This optimum turn weight is given by op(e, e ) = λ d w(e ) + λ u r(e, e ), where λ d determines the weight of the impact for the distance of the edge e and λ u determines the weight of the unreliability measure when turning from edge e to edge e . The optimum weight of the entire optimal path OP from the origin s to the destination d is the sum of the optimum weights of the turns encountered on the entire path, i.e.,
where N is the total number of turns present on the path, e 0 = (s, v 1 ) and e N = (v N , d). A path P is a ordered series of vertices given as
The optimal values of λ d and λ u depend on the characteristics of the street network and have to be calibrated for each network.
Optimum Reliable Path Algorithm
The optimum reliable path algorithm, as presented in Algorithm 2, is again a modified form of Dijkstra's shortest path algorithm [6, 3] . Note that the initial conditions at the onset of the algorithm are the same as those for the shortest most reliable path algorithm mentioned in Algorithm 1. The only addition is the graph optimum turn weighting function op : ε → R + and op s : E → R + , which stores the optimum weight of the optimal path from s.
The algorithm first initializes all edges connected to the source vertex with zero unreliability and distance equal to their respective distance from the source vertex. Based on these values, it calculates the optimum weight of these edges. It also sets the connected edge of these edges as NIL. Next, the algorithm iterates through each edge minimizing the cumulative optimum weight from the source and selecting the edge with minimum value of op s . The cumulative optimum weight from the selected edge to all connected edges is recalculated. The algorithm assigns to each edge its predecessor edge at each iteration to facilitate reconstruction of the final path. The algorithm iterates until an edge is selected, which has the destination vertex d as its terminating vertex. Reconstructing the optimum reliable path is then a matter of iterating through the previous edges of d until the previous edge is undefined (NIL).
Computational Complexity
The computational complexity of the optimum reliable path algorithm is the same as that for the shortest most reliable path algorithm as discussed in Section 2.2. However, it is slightly faster than Algorithm 1, since it does not have to check all edges twice for extracting the edge with the minimum optimum weight from the source s. In order to calibrate the values of λ d and λ u for the street dataset of this specific part of Paris, we ran the optimum path algorithm for various values for λ d and λ u , each time for the entire dataset with over 122,000 paths. We compared the results for the different λ d and λ u values with those obtained from the shortest path and shortest most reliable path algorithm. This comparison was done on the basis of the ratio of the distances for the optimum path and the shortest path (given by shortest path algorithm) and the difference of unreliability given by the optimum path algorithm and the shortest most reliable path algorithm. The goal of this procedure was to find values that best approximate
Algorithm 2: Optimum Reliable Path Algorithm
Input : Graph G = (V, E) is a connected, simple and directed graph; s ∈ V is the origin vertex; d ∈ V is the destination vertex; ε is the set of pairs of (directed) edges that share their "middle" vertex; w : E → R + is the graph edge weighting function; r : ε → R + is the graph turn weighting function; ws : E → R + stores the edge weight of the reliable path from s; rs : E → R + stores the turn weight of the reliable path from s; op : ε → R + is the graph optimum turn weighting function; ops : E → R + stores the optimum weight of the optimal path from s; S = {} is a set of visited edges; P = {} is an ordered set of vertices Output: The optimum reliable path P = s, v1, . . . , vN , d
ws(e) ← ∞; rs(e) ← ∞; ops(e) ← ∞; for all e ∈ E both, reliability and distance. While favoring distance by high λ d values (i.e. up to 6) resulted in unreliability measures of up to 14 with the mean value around 4, favoring reliability by high λ u values created outliers with respect to the distance to travel. For our set of simulations we settled on values of λ d = 1 and λ u = 6 (see Figure 5 ). This combination offered advantages for both aspects: most paths have a length close to the shortest distance; additionally, most paths do not encounter unreliable intersections. The maximum difference of unreliability compared to the most reliable path was 4 for very few cases. 
Experimental Results
For a comparative in depth analysis of the optimum reliable path algorithm with both, shortest path and shortest most reliable path algorithms, we used the same simulation environment, navigator characteristics, and performance metrics as discussed in Section 3. As parameters for the optimum path we chose the values determined in the study discussed in the previous section, λ d = 1 and λ u = 6. The aggregated results for 50 runs per route on the same set of 50 routes are presented in Tables 3 and 4 .
The data shows that the distance traveled by the simulated navigator when traversing the optimum reliable path was 13.6% and 14.6% shorter than the distance it traversed following the shortest path, for straight angle 0
• and straight angle 12
• , respectively. The analysis of the individual path runs revealed the following: for only 10 paths in the case that the straight angle was set to 0
• and 12 paths in case of the straight angle was set to 12
• was the distance traveled by the simulated navigator on the optimum reliable path greater compared to following the shortest path. Amongst these for only 4 paths in case the straight angle was set to 0
• and 3 paths in the case the straight angle was set to 12
• the distance was greater than 10% (the worst one being 20% greater in case of the straight angle being set to 12
• ). This, overall, can be regarded as a considerable saving of travel distance. However, the number of requeries done on optimum reliable path was greater than the number of requeries done while traversing the most reliable path (but still far less than those done on shortest path). The missed target travels, stopping distance from destination and actual unreliability were only slightly greater than those for most reliable path, indicating an overall better optimal performance. In this work, we developed wayfinding algorithms that favor reliable paths with lesser navigational complexity. Our expectation was that it would lead to fewer mistakes a wayfinder potentially could make during route following. The simulation results support our expectation. When traversing a reliable path, the simulated navigator was found to be getting at (or closer to) the actual destination more often than when traversing the shortest path. The simulation also showed an advantage in terms of the number of times the simulated navigator got lost and needed to re-contact the automated navigation system, as well as the overall distance traveled. The data set used for the simulations was a complex street network. More simulation based analyses need to be done, making use of a variety of street networks. Cognitive studies with human navigators would provide additional proof of our hypothesis. Our method of unreliability measure calculation took into account the instruction equivalent choices encountered at complex intersections. This approach can be further refined by the following aspects:
Including landmarks. Calculating the unreliability of a route is based on the ambiguity at intersections introduced by instruction equivalent branches. Salient features (landmarks) in the environment reduce this ambiguity [22] . The specific placement of a landmark at an intersection can be integrated into its measure of salience [15] and there are approaches which base-in more general terms-the calculation of routes on the availability of landmarks [1] .
Incorporating user preferences. Next generation route directions will be adapted to several characteristics of a user. Hotly debated is the familiarity of a user with her environment. Tracking user movements by GPS devices will allow for establishing patterns of frequently visited places which can be assumed to be known [17, 20] . Knowledge about one's environment influences the amount of information provided in route directions. Further factors are the modality of travel and specific user characteristics.
Navigational complexity. An additional refinement of the navigational complexity could take into account whether a turn is made to the left or to the right. Depending on the general side one is traveling on it would be taken into account if a street has to be crossed. Likewise, the error-free criterion (see Section 3) could be changed to allow errors right from the start.
Cognitive load. A different perspective on route directions is offered by taking the spatial context of a route into account to reduce the number of instructions that has to be given for a specific route [21, 13, 5] . While these approaches aim to reduce the number of instructions by, for example, using complex intersection as landmarks a combination with the presented optimal algorithm would be feasible to calibrate the trade-off between the overall amount of information required to communicate a route and the unreliability associated with navigationally complex intersections.
A last point concerns the computational time complexity of the reliable path algorithms, which is worse than the one for the shortest path (quadratic in the worst case). This could be improved by using a binary heap as mentioned in Section 2.2. The optimum reliable path algorithm provides a configurable way of tuning the system towards either shortest or most reliable paths. However, calibrating the values of λ d and λ d for an entire street network as done in Section 6.1 might not always produce the best re-
