Abstract-This paper investigates collaboration among neighboring Base Stations (BSs) in OFDMA based cellular networks in the absence of a centralized control unit, which is a defining characteristic of 4G wireless networks. We propose a novel scheme for collaboration between the base stations. Monte Carlo simulation based performance analysis demonstrates effectiveness of collaborative resource allocation among adjacent base stations for OFDMA systems, particularly for the users in the cell edges.
I. INTRODUCTION
The demand for reduced latency and higher data rate support by wireless access networks has led to the introduction of a flat architecture for Radio Access Network (RAN) in 4G standards such as LTE. In these networks, the Base Station Controller (BSC) in 2G or Radio Network Controller (RNC) in 3G systems, which functioned as a coordinating and controlling node among the base stations is removed from the architecture. Thus, high speed backhaul links are introduced to connect the base stations so that they can exchange information and collaborate/coordinate the different functionalities, which were traditionally performed by BSC/RNC. Consequently, the existing coordinated/collaborative radio resource allocation schemes, that can significantly improve spectral efficiency [1] - [2] , may not be directly deployed in 4G networks. In other words, the concept of collaborative/coordinated resource allocation needs to be implemented in a distributed manner. Such techniques have to be implemented in a network with an OFDMA multiple access technology that has been adopted by the majority of 4G networks. In addition, opportunistic resource allocation concept is desirable to be employed in order to further improve spectral efficiency by harvesting multi-user diversity gain. This problem specifications define a non-trivial, distributed resource allocation scheme in four dimension which is the scope of this paper.
Some aspects of the problem have been investigated by some of the existing studies in the past few years. Resource allocation for single cell, multi-carrier systems has been fairly studied in recent years [1] - [2] . The challenge is usually represented as an optimization problem, where the objective is to maximize the overall cell throughput subject to some constraints such as fairness and transmission power [3] - [4] . Alternatively, the problem can be transformed into a utility maximisation problem. Utility function U (.) is used in order to quantify the level of user satisfaction rather than systemcentric metrics like throughput and outage probability. It maps the network resources used by a user, into a number that shows the user satisfaction, which is usually a function of achieved data rate [5] - [6] . The concept of multi-cell resource allocation has been mostly investigated for the conventional 3G networks and for WCMDA in the recent years. [7] - [8] propose power control methods in order to maximize the capacity or minimize transmitted power, while [9] uses a cooperative scheme where user is served by the base station which has the best channel gain to that user. Most of the papers that extend resource allocation problem to OFDMA multi-cell scenarios, mainly deal with the intercell interference issues. [10] proposes a multi-cell semi-distributed scheme, where Radio Resource Management (RRM) for a group of cells controlled by one RNC is split between the RNC and base station. Although the proposed algorithms in [10] prove to be efficient with linear complexity; they have a semi-distributed approach in the sense that RNCs are used in the architecture. There are also some works that try to perform the radio resource allocation in a totally distributed manner. [11] proposes a distributed power allocation and scheduling scheme. In this method the local information are used to calculate the capacity increase by using each cell. If any one cell does not contribute enough capacity in the system, compared with the interference degradation it causes to the rest of the network, that cell will be deactivated during specific times. In [12] the authors propose a method for large "interference ideal" networks to simplify the the problem and propose a ranking system to schedule users. A selforganizing multi-cell cooperation scheme is proposed in [13] , where transmit powers in each sub-band are systematically adjusted in order to maximize the overall network utility. A graphic framework is proposed in [14] , where resource allocation is performed in two phases of coarse scale intercell interference management and a fine scale channel aware resource allocation. But, cooperation among the base stations can not be limited to frequency coordination. The presence of multiple base stations in itself offers the advantages associated with space diversity [9] , which we refer to as BS diversity in this paper. Taking advantage of BS diversity has been studied in [9] for CDMA networks, and it provides a good frame work to be expanded for OFDMA.
In this paper, we consider the scheduling problem for the downlink of an OFDMA system, and propose a cooperation scheme in a network architecture, where the whole coverage area is divided to a number of 3-sector cells, and each cell is covered by a group of sectors from the neighboring base stations. The network has a flat architecture, i.e., there are no controlling entities; instead, the base stations are connected to each other via high speed backhaul links. RRM functionalities are performed locally in each BS. We introduce a framework for the adjacent sectors to communicate effectively and perform scheduling in a distributed and collaborative manner. In the proposed scheme, in order to take advantage of spatial diversity, each user is dynamically served by the BS that has the best downlink channel towards it, instead of being served a single serving BS. Simulation results demonstrate that the proposed scheme can improve system performance in terms of spectral efficiency, while maintaining a good level of fairness among the users.
The rest of this paper is organized as follows. The system model and basic assumptions are discussed in section II. Section III explains the proposed distributed cooperative scheduling scheme. Simulation results are presented in section IV, followed by the conclusions in section V.
II. SYSTEM MODEL
We consider the downlink of an OFDMA system with M base stations. The base stations are connected to each other via high speed, high capacity backhaul links. Each base station uses 3-sector antennas located at the centre of the cell, and each cluster of collaborating base stations is built by the three most interfering base stations. These sectors belonging to three adjacent BSs are indexed with m ∈ {1, 2, 3}. The corresponding base stations collaborate in resource allocation and scheduling in the area that is overlooked by three sector antennas as shown in the shaded area in Fig.1 . There are a total of K users, and in order to reduce the required signaling, clusters of adjacent subcarriers are grouped together to form N resource blocks (RBs) in each cell. We index the users with k ∈ K = {1, 2, ..., K} and RBs with n ∈ N = {1, 2, ..., N }. A saturated case is considered, where users always have backlogged traffic. The partial Channel State Information (CSI) is available at the corresponding base station. In practice, in the case of Frequency Division Duplex (FDD), CSI can be obtained using the pilot symbols which are transmitted on the downlink with a certain pattern in time and frequency domain. For Time Division Duplex systems (TDD), since the uplink and downlink channels are symmetric, the CSI is obtained using uplink measurements. In a conventional scenario without cooperation, where users are served by their corresponding base stations, each BS receives the incoming traffic destined to its users through the core network, and independently performs resource allocation. However, the proposed scheme uses the backhaul links to redirect the traffic to the collaborating BS that will temporarily serve a specific user. We are mainly interested in resource allocation for the users located on the cell edges, as this is where BS diversity gain will be maximum. III. DISTRIBUTED COOPERATIVE SCHEDULING SCHEME In this section, we first formulate the multicell resource allocation as an optimization problem, and then propose a framework for collaborative resource allocation among a cluster of three neighboring base stations.
A. Problem formulation
The objective in the long term, is to maximize the throughput, while meeting some fairness constraints among the neighbouring base stations. Let φ (m) k,n ∈ {0, 1} be the allocation variable for user k on resource block n in cell m , i.e., φ
where g
k,n is the channel gain to cell m seen by user k on RB n, which includes path loss, and frequency selective fast fading. p (m) k,n is the power allocated to user k on RB n. N 0 is the noise spectral density and B is the bandwidth allocated to the resource block. Without loss of generality, we assume that the physical layer modulation and coding can achieve Shannon's capacity indicated by:
This is a useful and safe simplification of the physical layer, as we aim to compare the performance of radio resource allocation schemes, not the physical layer schemes. The total transmission rate to user k at each scheduling epoch equals to
Note that we do not consider simultaneous transmission from multiple sector antennas to a single user in this paper. Thus, the total instantaneous throughput for sector antenna m is given by
It has been shown that opportunistic scheduling, where scheduling decisions are made based on the quality of channels for different users, is a throughput optimal resource allocation scheme [15] . However, opportunistic scheduling tends to be an unfair resource allocation scheme whenever there are significant discrepancies among the average quality of channels for different users. To overcome the problem of unfairness; opportunistic fair scheduling schemes have been proposed [4] . Inspired by this, we adopt an opportunistic scheduling scheme with a balancing mechanism to improve fairness among the users. We perform scheduling by dividing the users' achievable rate in the current transmission to users' average throughput in past transmission intervals. If the normalized average throughput of users are not equal, the scheduling scheme will give higher priority to users with relatively lower average rates. Using a moving average calculator from [17] , the instantaneous average rate for user k in all three sectors, R k (t), is updated in each scheduling epoch t as follows:
where T c is a time constant for moving average calculator, and R k (t) is the kth user's achievable rate on all RBs in time t.
We can define the objective function of the scheduling scheme as follows:
where P BS in (7) is the total power available to the base stations. The problem in (6) is an NP-Complex optimization problem that cannot be solved conventional techniques, some reasonable simplifications can be made to reduce the complexity of the problem. In meeting the first constraints of the problem, (7) can be simplified by using equal power allocation to all the RBs, i.e.,
It has been shown in [16] that an optimal power allocation such as water-filling is marginally better than equal power allocation for multi-carrier systems. Thus, fix power allocation can be a reasonable trade off for the significant simplification the problem. Equation (8) implies the exclusive allocation of each RB to one user only. In order to meet this constraint, we implement a method during the scheduling process, where the base station only transmits to the user with the best channel gain on each RB. So the problem in (6) can be simplified as
In this problem, the optimisation parameter is φ
is computed in each scheduling epoch as follows
B. Distributed Cooperative Scheduling Scheme
Considering the fact that there is no central node to gather all the information and perform the best RB allocation and scheduling, the proposed scheme aims at providing a means of coordination and cooperation among the base stations, while maintaining their autonomy. In this scheme, each sector has all the user information along with the history of the transmitted rates, and also receives the channel information and measurements without any delay or error from the users attached to it. This data is shared with the neighbouring sectors via the backhaul links. Then each sector independently performs the scheduling by calculating a "Scheduling Coefficient" Sc (m) k,n , which is the gain associated with user k on RB n in cell m. For instance if we use pure opportunistic scheduling schemewith equal power allocation,Sc
k,n will reflect the channel gain for that user, on that RB, and if we use proportional fair scheduling, Sc
k,n will be user k's achievable rate on RB n divided by user's average throughput that is r k,n can be flexibly defined according to the parameters used in that particular scheduling scheme.
In the first step, each cell m independently calculates a "Scheduling Coefficient Matrix" (SCM) for each user k on all RBs, denoted by
Then, each BS m chooses the highest scheduling coefficient on each RB, and records the coefficient and the id of the corresponding user. The BS hence makes a new matrix, called "Best Matrix"
∀n}. (14) In the next step, the information exchange takes place, and each sector uses the backhaul links to send this matrix along with the user id associated with the best user on each RB to both neighbouring sectors. Then, each sector appends all the three SC (m) best matrixes, making the "Scheduling Matrix" of the size 3 × N , which is mapped to a matrix storing the user index for each component of the gain. This is the common information available in all 3 sectors, and is used for the actual scheduling. For each RB, each sector, scans the scheduling matrix to find the highest gain associated to that RB. If the highest gain is associated with an RB on the same sector, the sector will transmit to that user on that RB. To this end, in the optimization problem in (11) , for the sector that transmits to user k on RB n in cell m φ
The original serving node then uses the data in the scheduling matrix to compute the rate associated to that particular user for that interval, such that it can later be used for scheduling in next scheduling intervals.
IV. SIMULATION RESULTS
We use a hexagonal 3-cell simulation model, where each base station, located at the center of the cell, uses 3-sector antennas, as shown in Fig. 1 . The model considers 3 neighbouring base stations, and the common area overlooked by 3 sectors from different base stations (the hashed area in Fig. 1 ). Using the proposed distributed cooperative scheme, no RB will be used by 2 sectors at the same time , so there won't be any interference available in the area subject to scheduling. Hence we can use (1) . Each sector has a total power of 20W (43 dBm). Time slot duration is 1 ms; the total bandwidth is 5 MHz, which is divided into a total of 24 RBs, each consisting of 12 subcarriers with a bandwidth of 15KHz each. The channels from the sector antennas to the users are modeled considering path loss,shadowing, and fast Rayleigh fading. We define Non-Cooperative (NCP) scheme, where each user is statically bound to its serving base station, and Cooperative (CP) scheme, where user is flexibly served by the best BS using the distributed cooperative scheduling scheme. Both schemes are implemented using a proportional fair resource allocation scheme as described in III-A. For NCP scheme, we implement three independent schedulers, each using a third of available RBs, for three different sectors at the common coverage area. For CP scheme, the distributed cooperative scheduler scheme explained in section III-B is implemented. In order to investigate the fairness of the schedulers, Gini fairness index is used to ensure accuracy of results as follows:
where
Below, we explain two scenarios and provide the results for each scenario. The performance of the aforementioned scheduling schemes are investigated in two different scenarios as discussed in the following subsections.
A. Symmetric Users Around the Center of Coverage Area
In this scenario, the users are distributed around the center of the three cells, where the interference levels are maximum. In the case of symmetric distribution of users around the center of the coverage area, the channel gains from the three sector antennas to a particular user are identical and the users are exposed to maximum interference from all neighbouring sectors. Although this is a rare scenario in real world, we can implement and use it as a benchmark for evaluating the performance of the scheduling schemes. In order to implement this scenario, a central hexagon with a fairly small radius of d at the center is defined, and equal number of users are located in the coverage area associated with each sector, then both NCP and CP scheduling schemes are performed. The system throughput versus the number of users for cell radius of 500 m is shown in Fig. 2 . In terms of throughput, it can be seen that CP scheduling significantly outperforms the NCP scheme. As the number of users in the system increases, the throughput curves also increase due to multi-user diversity gain. Gini fairness index versus the number of users for the same scenario is shown in Fig. 3 . In terms of fairness, as both schemes employ proportional fair scheduling algorithms, they both show good levels of fairness, however cooperative scheme performs better than non-cooperative scheme, where fairness remains almost constant with the growth of number of users. In terms of effect of CP scheme on individual users, Fig. 4 shows a case of 12 users' throughputs with and without cooperation. The users are showed with a user index as they are randomly spread on the XY plane and around the common coverage centre point. As it can be seen in Fig. 4 , the user throughput is also significantly improved in CP compared to NCP.
B. Asymmetric Users Around the Cell Edge Area
In the case of asymmetric user distribution around the cell edges, each user will have different channel gains to different sector antennas. Due to the difference in channel gains, the interference will be lower in this set up compared to symmetric user distribution. We define a short distance of d as the distance from the actual cell edge line between each pair of neighbouring sectors, and randomly distribute equal number of users in the coverage area associated with each sector. Then, we perform NCP and CP scheduling. Total system throughput for the CP and NCP is shown in Fig. 5 for cells with a radius of 500m. As the results show, cooperative scheme provides a higher total cell throughput. In addition, compared to symmetric scenario, as the users are less prone to interference, the overall throughput in this scenario is higher than the symmetric scenario. Fig. 6 shows the fairness index for CP and NCP, and shows a marginal gain for CP method, as it slightly outperforms the NCP method. As it can be seen, when the users are distributed on the cell edge, higher throughputs are achieved compared to the scenario where users are symmetrically distributed around the centre.
V. CONCLUSION
In this paper, a distributed and cooperative radio resource allocation scheme for the downlink of an OFDMA cellular network was proposed. The scheme enables each sector to independently perform the resource allocation task, and through exchange of limited information, the base stations make the scheduling decisions. The proposed scheme maintains orthogonality in terms of frequency allocation, and provides a dynamic framework for frequency allocation and hence mitigates interference among most interfering cells. Simulation results demonstrate effectiveness of the proposed scheme in terms of spectral efficiency and fairness. The proposed scheme particularly improves efficiency of radio resource allocation for the users located at the cell edges.
