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INTRODUÇÃO 
Há algum tempo que modelos matemáticos e aproximaçÕes 
numéricas têm sido usados na simulação de Ienômenos de transporte nos 
quais os efeitos difusivos e advectivos estão presentes. Isto tem 
acontecido, com relevância crescente - e, em alguns casos, 
decisiva - no âmbito de projetos e trabalhos de Matemática Aplicada e 
de equipes interdisciplinares. Por outro lado, a carência de um 
conhecimento matemático organizado formalmente neste campo, por parte 
de potenciais usuários (numa expressao coloquial, da potencial 
"freguesia"), também contribui como :fator motivante a este trabalho 
nesta direção. Esta múltipla motivação influencia, de fato, os 
matemáticos: desde trabalhos sobre circulação sangUÍnea ou trocas 
gasosas em superfície alveolar até aqueles em que se escolhem 
locallzações de indÚstrias 
considerando a circulação 
bibliografia deste trabalho: 
poluentes perto de mares costeiros, 
de correntes marítimas, constam da 
todos na linha do estudo, modelagem e 
aproximação numérica desses fenômenos de difusão e advecção. 
No presente trabalho, desenvolvemos e estudamos uma modelagem 
do fenômeno da hemodiálise extracorpórea e propusemos novas 
metodologias de aproximaçao para efetuarmos simulações numéricas. Do 
ponto de vista, por exemplo, do uso de Diferenças Finitas na abordagem 
de aproximações da solução deste problema, alguns esforços já tinham 
sido desenvolvidos anteriormente. Ver, por exemplo, [17]. 
A opção pelo Método de Galerkin foi, de certa forma, natural, 
uma vez que o início do estudo do fenômeno e de sua modelagem 
aconteceu, coincidentemente, logo apÓs um semestre de estudo de Espaços 
de Hilbert e sua relação com a introdução ao Método dos Elementos 
Finitos. 
Ensaios iniciais, no sentido de obter aproximações numéricas 
a partir da formulação fraca do problema, no entanto, não foram, como 
era esperado, nada animadores: a componente advectiva afetou a 
aproximação numérica de modo constrangedor (embora não fatal) -- apesar 
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de garantidas existência e unicidade de solução. Este es~orço encerrou 
o capítulo II. 
No capítulo 1!1, para contornar os problemas de aproximação 
veri~icados no capitulo anterior, ~oi tentado com sucesso o Método de 
Petrov-Galerkin .. optamos por dar ·um tratamento· completo ,a_o problema e, 
antes de efetuarmos os ensaios computacionais, obtivemos resultados de 
existência e unicidade de solução em um contexto generalizado. 
Na parte ~inal do trabalho, depois de apresentados, 
comparados e analisados os resultados numéricos, há uma "moral da 
história": o trabalho como um todo , embora simples em uma apresentação 
matemática, apresenta sensfvel potencial no sentido de levantar 
discussões do ponto de vista de engenharia biomédica. 
Antes dos apêndices (retirados da ordem do texto no sentido 
de ~acilitar sua leitura, mas cujo conhecimento contribui para a 
compreensao global do assunto), o próprio texto indica possibilidades 
de trabalho futuro. Valem destacar duas destas possibilidades dentre as 
principais: 
(i) trabalhar, de imediato, com Elementos Finitos de ordem superior; 
com uma malha bem mais refinada -- o que, em face da geometria do 
domfnlo, não se contitui num problema de costumeira facilidade; e 
(i i) motivar equipes interdisciplinares de trabalho em bioengenharia 
para aprimorar detalhes do modelo (ou provocar alterações de 
monta ... ), contribuindo, se possível, para progressos práticos na 
área da pesquisa e do desenvolvimento de técnicas para hemodiálise 
extracorpórea. 
Finalmente, cabem destacar dois pontos de relevância no 
trabalho desenvolvido para chegar. a esta dissertação: 
!I 
1). Numa ' epoca em 
computacionais de alto 
que 
nivel 
caminhamos celeremente para pacotes 
que "fazem" o programa pelo usuário (ver 
Mathematica e Moduleff, para citar dois exemplos marcantes), foi 
necessário desenvolver toda a parte computacional sem recurso destes 
preciosos auxilies: por exemplo, caracteristicas das integrais a serem 
calculadas puderam ser aproveitadas no programa ~ a perda da 
generalidade pregada por MOura, Krubusly, Kritz [18] e Zaga [25]: pelo 
contrário, foi feito uso da quadratura gaussiana nas integrais 
numéricas, o que nos perml te partir - se desejado - para elementos 
finitos de ordem superior sem ter de começar tudo de novo: uma 
repetição que pouco tem de motivante ... E esta atitude motivou toda a 
elaboração do programa. 
2}. Desde o inicio foi nossa intenção testar a validade do modelo em 
situações próximas ' as da realidade, para que os 
discretização e aproximação não fossem em -vao- no 
esforços 
sentido 
de 
de 
inúteis - para poss!veis trabalhos de cooperação em futuro prÓximo. 
Esta atitude explica a insistência em utilizar parâmetros aparentemente 
tão dÍSpares, ou uma geometria tão inconveniente ( do ponto de vista 
numérico}: procuramos trabalhar com parâmetros e geometria 
apropriados - tanto quanto possf vel - para o estudo e a compreensão 
do f'enômeno real. 
i !I 
CAPÍTULO I 
MODELAGEM MATEMÁTICA DO PROBLEMA 
1. O PROBLEMA 
As principais funções do rim humano podem ser resumidas no 
seguinte quadro: 
F.l. Manutenção do volume e da composição iÔnica dos fluidos cor-
porais (homeostase); 
F.2. Excreção de produtos do catabolismo como, por exemplo, a u-
réia, o ácido úrico e a creatinlna; 
F.3. Detoxlficação e eliminação de toxinas, drogas e seus metabÓ-
litos; 
F.4. Regulação endrócrlna do volume de fluido extracelular e da 
pressão sanguínea; 
F.5. Controle da massa de hemácias: princípio eritropoiétlco; 
F.6. Controle endrócrino do metabolismo mineral; 
F.7. Degradação e catabolismo de hormônios peptÍdicos; 
F.B. Catabolismo de proteínas de baixo peso molecular; 
F.9. Interconversões metabÓlicas: gliconeogênese, metabolismo de 
lipÍdios. 
Dentre as principais funções do rim, será motivo de estudo, 
através do nosso modelo, a que se refere à excreção de produtos do 
catabolismo. 
O rim é a principal via de eliminação de res!duos metabÓlicos 
não voláteis. Essas substâncias geralmente não servem a nenhuma função 
biolÓgica, e algumas delas são potencialmente tóxicas. Dentre estas 
substâncias podemos destacar a uréia, o ácido Úrico e a creatinina que 
1 
são, respectivamente, os produtos finais dos metabolismos das 
proteínas, dos ácidos nucléicos e da creatlna (4]. 
Na execução desta sua função, o rim possui uma marcante 
capacidade de regular a excreção de uma variedade de substâncias, para 
manter suas concentrações sanguíneas em níveis ótimos. 
Durante a evolução da insuficiência renal, até que a 
performance do funcionamento do rim esteja gravemente comprometida, 
essa capacidade de regular a excreção é mantida por mecanismos 
adaptativos que metabolizam ou excretam esta variedade de substâncias 
em quantidades maiores que o normal. Porém, não existem mecanismos 
adaptativos para outras substâncias que sejam filtradas livremente e 
que não sejam reabsorvidas nem secretadas. A uréia e a creatinina são 
exemplos clássicos desse grupo de compostos, e suas concentrações no 
sangue aumentam rapidamente no estágio de insuficiência renal aguda ou 
crônica. 
Neste estágio, quando o rim falha no desempenho desta sua 
função, uma alternativa é retirar o sangue do corpo humano, passá-lo 
através de um rim artificial, onde as impurezas são removidas e, então, 
reintroduzi-lo no corpo humano [13],{20]. 
Tal alternativa para a filtração de impurezas no sangue pode 
ser obtida usando-se membranas sintéticas- este procedimento ' e 
denominado hemodiálise extracorpórea ou, simplesmente, diálise. A 
filtração se dá pelo bombeamento vertical do sangue através de 
capilares imersos em um recipiente cilÍndrico, contendo soro dlalisador 
que é bombeado, também verticalmente através do recipiente, no sentido 
contrário ao fluxo do sangue. Este soro é renovado continuamente. Neste 
processo, as impurezas atravessam a membrana sintética semi-permeável 
que reveste cada capilar. Esta técnica baseia-se, então, 
de difusão radial - através desta membrana - e 
num processo 
de advecção 
longitudinal [13]. Busca-se, com esta técnica, efetuar os ajustes 
desejados na concentração e no conteúdo de solutos no sangue. 
A titulo de observação, embora a diálise seja mais comumente 
aplicada no tratamento de insuficiência renal, ela também é usada na 
ausência deste tipo de insuf'lciêncla, para remover toxinas ou excessos 
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de água corporal total que ameaçam a vida, ~ quando a excreçao dessas 
substâncias pelo rim encontra-se inadequada ou comprometida por Catares 
extra-renais [4]. 
2. O MODELO MATEMÁTICO 
Com o objetivo de encontrar uma equação matemática que 
descreva um modelo de Cuncionamento da diálise, recorremos à equação 
geral do transporte dada por: 
a c 
at + d!v(J) = f, (I. I) 
onde C = C(r,e,z) denota, em coordenadas cilÍndricas, a concentração de 
impurezas no sangue; j, o fluxo do sangue, e f, a fonte ou sorvedouro 
de impurezas [7],[14]. 
Neste problema, considerando que, durante o fenômeno de 
transporte, não ocorre produção nem consumo de impurezas no sangue, 
teremos, na equação (!.1), que 
f 5 o. 
Por outro lado, considerando também que o sistema funciona em regime 
estacionário, isto é, em cada ponto do melo onde ocorre este fenômeno a 
concentração de impurezas no sangue, com relação ao tempo, é constante, 
teremos, em (1.1), que 
a c 
at = o. 
Destas duas considerações resulta que a equação (I. 1) se 
restringe a 
div(J) = O. (r. 2) 
Analisando o fluxo J no interior do dialisador, conf'orme 
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descrição feita por Kapur, J.N. [13], observamos que, a!, o fenômeno de 
transporte se dá por difusão através -- e na direção normal-- da 
membrana semi-permeável, e também por advecção na direção do eixo 
central --que na figura (I. a) coincide com eixo-z --de cada capilar 
do dialisador por onde f'lui o sangue. Assim, se F denota o :fluxo por 
difusão e, T, o fluxo por advecção, temos: 
(I. 3) 
e 
(I. 4) 
Agora, analisando a geometria do meio onde ocorrem estes 
fenômenos -- por força da simetria axial e supondo o fluxo laminar 
podemos considerar a concentração de impurezas C como função 
apenas de r e z, eliminando, assim, a variável e. Desse modo, o 
problema em estudo, que de inicio tinha como domfnio o esboço gráfico 
da figura (I. a), tem, agora, a f'igura (I. b). Mais ainda, da simetria 
axial com relação ao eixo-z, o domfnio do problema em estudo se 
restringe ao primeiro quadrante da figura (I.b), dado por O= (0, R) x 
(0, L), onde R e L denotam, respectivamente, o raio e o comprimento de 
cada capilar do dialisador. 
• Soi"O 
L 
(a.) 
FIGURA [!] 
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• 
L 
R 
(b) 
r 
Feitas estas considerações, denotando por D o coeficiente de 
difusão, temos: 
F= DVC, (I. 5) 
onde VC denota o gradiente da concentração na direção normal à membrana 
semi-permeável de cada capilar do dlallsador. 
Da! 
- D dlv(VC) = - D ( I r 
a c 
ar + 
(I. 6) 
Embora alguns autores ( [ 13] e [ 17)) adotem, na equação (I. 6), 
a2c D --- = O em razão da advecção se sobrepor, quase que absolutamente, à 
8 2z 
difusão na direção do eixo-z, iremos, aqui, adotar uma atitude de 
tratamento completo. [Aliás, os autores citados reconhecem a existência 
da difusão, nesta direção, quando dizem "quase absolutamente"]. Desse 
modo temos: 
d!vO-'l = - D ( 8
2 C 
ar2 
+ 
I 
r 
8C 
ar + 
82C l· 
az2 
(I. 7) 
Para obtermos o div(FJ, ao considerarmos o fluxo laminar e a 
axial já mencionados, teremos a variável r indicando a distância de um 
ponto no meio sangUfneo ao eixo central de cada capilar do dialisador, 
com O :S r :S R. Para modelar o perfil da velocidade do sangue, no 
interior de cada capilar do dialisador, recorremos à Lei de Poiseuille 
obtendo 
v(r) = (I. 8) 
onde AP e ~ denotam, respectivamente, a diferença de pressão entre os 
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dois extremos de cada capilar e a viscosidade do sangue, [1],[23]. 
Por outro lado, temos, por de~inição, que o fluxo de 
transporte por advecção T, em um meio com concentração C e velocidade 
de fluxo v, é dada por: 
1 =c v. (I. 9) 
No problema em estudo, como a advecção ocorre somente na 
direção do eixo-z, denotaremos 
v 
i/ 
onde v denota o vetor v na direção do eixo-z. 
i/ 
Nestas condiçÕes temos: 
div(T) = div(Cv ) 
i/ 
= v div(C) = 
i/ 
~p R2 [1 -
4~L 
da qual, denotando AP R
2 
4 L por vm, resulta: ~ 
Assim, como dlv ( J) = div(F) + 
(I. 2). (1.7) e (I. 12) que 
- D [ a2c [ 1 -1 ac ) + + v 
8r2 r ar m 
ou, ainda 
[ 8
2
C I ac ) [ I -D- + = v 
8r2 r ar m 
6 
(L !O) 
(1.11) 
(I. 12) 
di v(T), temos, observado 
2 ~2 ) a c o, a2 = 
(I. 13) 
~: ) a c , Vr, z e n, az 
que é a equação procurada. Esta equação modela matematicamente o fluxo 
do sangue por fenômeno de transporte, do tipo difusão-advecção, no 
interior do dom{nio n = (0, R) X (O, L). 
Consideremos, agora, as seguintes condições de contorno para 
o problema (1.13): 
C.l. Chamando de c 10 a concentração inicial de impurezas no 
sangue, ao entrar no diallsador, temos: 
paraz=OeO::sr::sR. 
C.2. Para analisarmos a condição de fronteira, restrita a 
r = R e O s z s L, consideremos, por uma conveniente simplificação, que 
o sangue é um meio isotrÓpico. Neste meio, a teoria matemática da 
difusão é baseada na hipótese de que a taxa de transferência da 
substância em difusão, por unidade de área, de uma secção da membrana 
semi-permeável de cada capilar do dialisador, e proporcional ao 
gradiente da concentração, medido na direção normal à secção e no 
sentido contrário ao fluxo por difusão, isto é, 
j~-nac (I.t4J 
ar 
Com base na lei de Fick [1],[23] sabendo-se que o volume de 
sangue no interior de cada capilar do dialisador é constante e igual a 
V; denotando a área da membrana semi-permeável por A; e supondo que a 
concentração da impurezas filtradas no soro do dialisador seja 
constante e igual a Cd , se m denota a massa de impurezas em difusão no 
sangue, temos, por definição: 
m:::: V. C. 
Nestas condições, denotando por K a constante de proporciona-
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lldade, temos: 
ou seja, 
a c 
ar 
KA 
v 
Assim, recorrendo a (1.14), temos 
onde, fazendo P = DKA v 
0 ac ar 
(o Coeficiente de Permeabilidade_), resulta 
para r = R e O ~ z ~ L. (I. 15) 
C. 3. Como o fluxo por difusão tem uma simetria axial em 
relação ao eixo-z, isto é, como a difusão ocorre simetricamente, a 
partir de r = O, na direção normal à membrana do capilar temos 
a c 
ar = o, parar=OeO~z~L. 
C. 4. Dado que a razão entre o comprimento e o diâmetro de 
cada capilar do dialisador é da ordem de 103, não há inconveniência em 
considerar como imposição do problema que 
a c 
az = o, para z = L e O ~ r ~ R. 
Resulta, portanto, de (1.13), C.l., C.2. e C.3. que o proble-
ma de valor de contorno, que modela por processo de diálise, na sua 
formulação clássica, é dado por: 
8 
( a2c 1 a c a2c J [ 1 :: ) a c o D- + ar + = v az para (r,z) E O ar2 r az2 m 
c = cln para z =o e o ~ r ~ R 
a c p 
Cd) • (I. 16) ar = D (C - parar=R e o ~ z ~ L 
a c O, L o ::s r ::s R az = para z = e 
a c o, o o ~ z L. ar = para r = e ~ 
onde O é o domÍnio dado por (O, R} x (O, L). As condiçÕes de contorno e O 
estão sintetizadas na figura (I.c). 
a c 
ar =o 
z 
r 
a c 
az 
C = C R In 
FIGURA (I. c]. 
= o 
a c 
ar 
g 
= 
r 
!'_ (C - C ) 
D d 
CAPÍTULO II 
MÉTODO DE GALERKIN STANDARD 
1. FORMULAÇÃO VARIACIONAL 
Uma vez obtida, em (!.16), a formulação clássica do problema 
de valor de contorno em estudo, passaremos, a seguir, à sua formulação 
variacional para, através do Método de Galerkin Standard, encontrar a 
solução aproximada deste problema. Uma abordagem sucinta sobre tal 
método e sobre o espaço das !'unçÕes admissfveis de serem solução do 
problema encontra-se nos apêndices A e B desta monografia. 
Antes de estabelecermos o espaço de trabalho, recordemos que 
o problema (1.16) está expresso em coordenadas cll!ndricas. Tendo em 
vista que no Método de Galerkin as equações integrais são calculadas no 
sentido de Lebesgue, submeteremos o problema (!.16) à mudança de 
coordenadas dada por 
{
x=rcose 
y = r sen e. 
O jacobiano desta transformação é r. 
(!!.1) 
Uma vez efetuada tal mudança de coordenadas, estabeleceremos 
como o espaço de trabalho 
= { vr v e L2 Ull; .c av vr-ar 
.c av 
vr az (!I. 2) 
onde L2(0) denota o 
2 Q = (O,R)x(O,L) c R, 
espaço das classes de funções reais definidas em 
cujas 
Consideraremos o 
integrais são 
espaço :H1 ( Q) 
Lebesgue integráveis. 
munido do seguinte produto 
interno, tendo o Jacoblano da transformação, dada em (II.l), como 
função peso: 
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au 
ar 
a v 
ar dzdr 
au 
az 
a v 
az dzdr. (11.3) 
Como, com a mudança de coordenadas (II.l), o produto interno 
e sua correspondente norma no espaço L2(n) podem ser representados e 
definidos, respectivamente, por 
[[ulv)J. = Jtruvdzdr 
e 
2 Vu,v e L (ll) 
2 Vv e L(!!). 
então a norma em :H1 (0), induzida pelo produto interno definido em 
(11.3}, será representada e é definida por 
llvll~ = llvll 2 
o 
+ 11 a v ar 
2 av 
11 + 11 
o az 
112 
o' 
1 
'r/v e 1f (Q). 
Nestas condições, 1f1(Q) é um espaço de Hilbert. 
(!1.4) 
A importância de podermos trabalhar com um espaço de Hilbert 
é mÚltipla. Em primeiro 
pertinência dos limites 
lugar 
das 
' e um espace completo, garantindo a 
sequências nele def'inldas. Para 
procedimentos de aproximação numérica, isto é de capital importância. 
Outra vantagem imediata de se operar em espaços de Hilbert 
reside na reflexividade deste espaço: ele pode ser identificado 
isometricamente com o seu dual, o que, em outras palavras, nos permite 
exprimir todo funcional linear nele definido como o produto interno. 
Observemos ainda, que em espaços de Sobolev (de que Hilbert 
é um caso especial) valem os conceitos de convergência fraca e os 
resultados deles decorrentes. Também aqui, nosso destaque e, por assim 
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dizer, interesseiro: a formulação varlacional abordada a seguir é o 
ambiente conveniente para o uso deste tipo de ferramenta. 
Feitas estas considerações, voltemos à formulação variacional 
do problema (1.16), qual seja: 
{
determinar um subespaço vetorial 
a( C, v) = ((o HJ Vv e V. 
o 
V c :H1 (Q) e C E V tal que 
(li. 5) 
Inicialmente, tendo em vista que estamos diante de um 
Problema Misto Dlrlchlet-Neumann, onde a única condição essenclal{tl de 
fronteira é dada por vi - O, com 8Qo = [O,R]x{O}, definimos o 
an. 
subespaço V c HUl) das funções admiss!veis de serem solução do nosso 
problema como sendo 
v= {v e 1!1(Q); vi= c1n}. 
z=o 
(!!.6) 
Analisando V, tanto no contexto do problema proposto no 
capitulo I quanto no do seu modelo matemático, observa-se que, durante 
o processo de diálise, a concentração c de impurezas no 
sangue - variável do problema (I. 16) - nunca se anula neste espaço. 
Desse modo, V não é um subespaço vetorial de :H1(!1), muito embora seja 
uma subvarledade linear de :H1 (0:), de dimensão 2. 
Por ora, diante do que faremos a seguir, tal fato não se 
apresenta como problema. A exigência de que o espaço das funções 
admiss!veis deva ser linear é imposta pela necessidade do operador 
a:VxV ~ R, da formulação variacional (!!.5), ser uma forma 
quadrática. Mais adiante, ainda neste capftulo, quando tratarmos da 
existência e unicidade da solução de (11.5), no se'ntido do lema de 
Lax-Milgram, contornaremos este p-roblema. 
(1). Num Problema Misto Dlrlchlet-Neumann, se o domÍnio do problema e 
bem reqular, as condlço;s naturais de rrontelra esta;, naturalmente, 
embutidas na formulaçio varlaclonal do problema. 
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Com esta observação, fazendo 
a( C, v) = [(o ( ::; + 1 r a c ar + azc ) - v [1 -az2 m HJ , Vv e V, o 
o problema (II.S) resume-se a encontrar C e V tal que, para todo v e V: 
ou 
nJJ a
2
; 
0 ar 
(rv)dzdr + nii ~ 
o 
ac II a2c r (rv)dzdr + D O 
822 
(rv)dzdr -
a c 
az {rv)dzdr = O. 
Aplicando o teorema de Green na primeira e na terceira 
parcelas da Última expressão acima, temos, para todo v e V: 
a 
ar (rv)dzdr + I ac D ôr cos{l}v)(rv)dv + ao nJI ~; vdzdr o 
-nJJrac az 
" 
:; dzdr +DI :; cos(~v)(rv)dv-vmiJ [1- ::) ~; (rv)dzdr = O 
a" Q 
ou ainda, desenvolvendo a derivada do produto na primeira parcela da 
expressão acima, a mesma se restringe, para todo v e V, a: 
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DII r ac 8r 
!l 
8v 
ar dzdr D IJ ~~ vdzdr + 
!l 
DJJ ~~ vdzdr - DJJ r ~; 
!l !l 
8v 
- dzdr-8z 
DJJ r 8C 8r 
!l 
Assim, qualquer que seja v e V: 
av dzdr 
8r 
+DI ~; cos(~v)(rv)dv =O 
80 
+ DI ~~ cos(w)(rv)dv +DI ~; cos(~v)(rv)dv = O. 
ao ao 
(1!.7) 
Desenvolvendo, agora, as integrais na fronteira an de n, 
temos: 
I 8C D ôr COS{1JV) (rv)dv ao 
e 
8C 
ar cos{O)vdz 
~~ cos(Tt)vdz 
a c 
- vdz ar 
14 
r=O 
z=L 
z=O 
a c 
ar dz. 
a c 
ar cos( n 2 )vdr + 
ac 3rr 
- cos(-8r 2 )vdr = 
DI r~; cos("v)vdv 
8Q 
= DI: r ~; cos(O)vdr + 
z=L 
I• ac D L r az cos( n 2 )vdz + 
r=O 
L 
a c llz cos(n)vdr I ac Jn + D 0 r llz cos(z)vdz ::::; 
z=O 
ac vdr -
az 
r=R 
I• ac D 0 r az vdr. 
z=O 
Submetendo estes resultados às condiçÕes de fronteira do 
problema (1.16), temos: 
da! 
logo 
(i). Em z = O e O s r s R que C= Cin , 
z=O 
a c 
- vdr az 
z=O 
ac c 
ôz in dr . 
(li). Em r =R e O s z s L que 
r=R 
a c 
- vdz ar 
a c 
- vdz = ar 
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0 ac = ar 
logo 
logo 
(111). Em z =L e O ~ r ~R que a c az = o, 
a c 
az vdr = O. 
z=L 
(iv). Em r = O e o ~ z a c ::s L que r ar = O, 
a c 
ar v = o. 
r= O 
Nestas condiçÕes temos que (II.7) resume-se a 
nJJ r ac ar 
o 
z=O 
ac c dr + 
az in 
L 
PRL Cvdz = 
r= R 
, Vv E V, 
que, na notação do produto interno, é representada por 
r ac - D r- C az In o 
z==O 
L 
dr = PRCdJ vdz, Vv E V, 
o 
16 
:; vdzdr 
(II.8) 
que é a ~ormulação varlaclonal do problema de valor de contorno (1.16). 
Portanto, o problema (1.16) resume-se a encontrar C e V, tal 
que, para todo v e V, (11.8) seja satis~elta. 
2. O MÉTODO DE GALERKIN STANDARD 
Uma vez obtida a ~ormulação variacional (11.8), utilizaremos 
o método de Galerkin Standard para resolver uma aproximação do problema 
(II.B) e, consequentemente, do problema de valor de contorno (1.16). 
Tal método consiste em - escolhido um número finito de ~unçÕes f/11, 
suaves o bastante para serem consideradas funções teste - procurar a 
solução aproximada entre todas as possíveis combinações lineares da 
forma 
onde N denota o número de nós no fecho do domínio discretizado. 
Por outro lado, e com o intuito de promover uma escolha 
conveniente das funções teste f/li e da consequente determinação dos 
coeficientes a1, utilizaremos o Método dos Elementos Finitos. 
Conforme estabelecido no primeiro capítulo, tomemos o fecho 
O: [O,R]x[O,L] do domÍnio do problema do valor de contorno (1.16). Em 
primeira aproximação optamos por uma triangulação uniforme de n, 
subdividindo-o em um conjunto rh : {~}, constituído de N triângulos 
disjuntos, denominados ELEMENTOS FINITOS, com as seguintes condiçÕes: 
P.l). U"J,=r! 
(!I. 9) 
P.2). "J, 
• 
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- o o P.3). Se ';. • ~ entao Oi; n Uk = 12J , 
P.4). A fronteira 8~ de qualquer~ E r h é bem regular 
P.S). Se';. n ~ • 0 então';. e~ têm um lado comum ou 
um vértice comum, quaisquer que sejam~· ~e r h. 
A figura (I!. a) ilustra esta dlscretização . 
• 
Ir L 18 19 20 
13 ,. 
• I~ .n.~. h,,. lo 
• s 
R 
., 2 ·~ :. r 
FIGURA (!!.a) 
Consideremos, agora, o seguinte subespaço Vh c V de dimensão 
finita, dado por 
(!I. 10) 
Com a definição do subespaço Vh c V das soluções aproximadas 
Ch da formulação (11.5), o problema se resume, agora, a encontrar esta 
solução de modo que, para todo vh e Vh: 
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Vv E V, (li. !I) 
' que e a forma dlscretlzada de (11.8). 
A definição do subespaço de dimensão finita Vh c V induz, 
para algum N -- N denota o número de nós da malha do domÍnio 
discretizado -
famÍlia {q>v} ;=l 
a escolha de uma base ~h= {q>
1
,q>2, ... ,q>N}, parte de uma 
que é completa no L 2(Q), tal que, para 1 :S i, J :S N 
li) q>i é linear em cada ~ , 
' onde 5ij denota o dei ta de Kronecker, quaisquer que sejam os nos de 
coordenadas rj e zj. Pode-se visualizar, mais claramente, as funçÕes 
básicas q>i a partir da malha esboçada na figura {II.b]. 
FIGURA [II.b] 
Com estas condiçÕes, a solução aproximada procurada Ch E V h 
pode ser escrita como 
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e 
= cin L ~J 
j E FZ 
onde FZ denota o conjunto dos nós na fronteira ao = [O,R]x{O}. 
o 
Além disso, como (11.11) se verifica para todo vh e Vh' então 
também é satisfeita para todo ~i e ~h' com i= 1,2, ... ,N. Assim podemos 
reescrever (II.ll) como segue: Encontrar Ch = (C1,C2, ... ,C6) e Vh tal 
que, para todo ~l e ~h 
hJJ -
o 
(I I. 12) 
onde FR e FZ denotam os conjuntos dos nós nas fronteiras 801= {R}x[O,L] 
e an = [O,R]x{O}, respectivamente. A expressão (11.12) é a formulação 
o 
varlaclonal do problema de valor de contorno (1.16), expressa em termos 
dos elementos da base ~h de vh. 
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3. REPRESENTAÇÃO MATRICIAL, MATRIZ DE RIGIDEZ E VETOR CARGA. 
Observemos que a expressão (11.12) pode ser reescrita, para 
1 = 1,2, ... ,N, da seguinte rorma 
N L [o(( ::J I ::1 JJ + o(( ::J I ::1 JJ + vm(((1 _ 
J=l o o 
[ 
8~ 
-CDr-J in az 
o 
z=o 
J E Fz 
L P{~J~d[cJ] 
r= R 
j E FR 
L 
= PRCdL~1 ctz 
r=R 
~: ) hll -
o 
(I I. 13) 
-a qual representa um sistema de N equaçoes lineares com N incógnitas 
cl. c2, ... 'cN. 
Podemos, então, escrever a formulação (11.13) através da 
representação matricial como segue: 
A. c = rn 
onde A - (A ) é a matriz NxN cujos elementos são dados por 
- lj 
[ 
8~ 
-CDr-J 
in az 
o 
z=O 
J E FZ 
L 
PRL ~j~ 1 ctz, 
r:: R 
j E FR 
(li. 13') 
hll-
0 
S = (b1 ) é o vetor dos termos independentes cujas coordenadas são dadas 
por 
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b1 = PRCdr.~1dz 
r=R 
e, C= (cJ) é o vetor solução do sistema (11.13). 
Usando a terminologia amplamente usada nas primeiras 
aplicações do Método dos Elementos Finitos, em Mecânica Estrutural, a 
matriz A e o vetor 18 serão denominados, respectivamente, MATRIZ DE 
RIGIDEZ e VETOR CARGA associados à formulação (11.5). 
Aqui, numa observação mais atenta sobre a construção da 
Matriz de Rigidez A, associada ao problema em estudo, conclui-se que a 
mesma é esparsa e estruturada, isto é, somente alguns poucos elementos 
de A são diferentes de zero. Este fato decorre, naturalmente, da 
dlscretização de Õ e da correspondente definição das funções básicas ~J 
de Vh. Estas funções são diferentes de zero somente sobre alguns poucos 
elementos finitos ~· e, assim, os produtos envolvendo funçÕes básicas 
e suas derivadas parciais são, também, diferentes de zero somente sobre 
aqueles elementos finitos sobre os quais ~i' ~j ~O. 
Em suma, o Método dos Elementos Finitos nos leva a um sistema 
de Equações Lineares para o qual existência e unicidade de solução 
estão condicionadas ao fato de a matriz dos coeficientes -ser nao 
singular. Esta solução corresponde a uma forma discreta da solução do 
problema contínuo, cuja existência e cuja unicidade serão abordadas a 
seguir. 
4. EXISTÊNCIA E UNICIDADE DA SOLUÇAO 
1 Uma vez estabelecidos, em (I I. 2), o espaço de trabalho 1t (n) 
e, em (II.4), a norma deste espaço, nosso objetivo agora, nesta seção, 
sera -- visando no futuro encontrar a solução aproximada do problema 
(II.5) -- mostrar que este problema admite uma única solução C e V. 
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Para isto usaremos o Lema de Lax-Milgram. 
Antes disso, reportemo-nos à seção 1, deste capítulo, onde 
1 
observamos que a subvariedade V c H (Q), das funções admissíveis de 
serem solução do nosso problema, não é um subespaço vetorial de H1 (n). 
Para contornarmos este problema, e com o intuito de, através 
do Lema de Lax-Milgram, garantirmos a existência e unicidade da solução 
de (11.5), submeteremos a variedade linear V a uma translação definida 
por: 
T:V --tll'cQ) 
v --> u = v - c in , V v E V, 
onde Cin é a constante que denota a concentração inicial de impurezas 
no sangue. 
por 
ocorre 
' 1 Desse modo, obtem-se um subespaço vetorial U de U (n) dado 
Isto posto, e tendo em vista que na fronteira an = [O,R]x{O} 
o 
ac udr 
az 
z=O z=O 
a c 
az <c1 - C. )dr = O n 1n 
e que, na fronteira an
1 
= {R}x(O,L) ocorre 
D au 
az = D ~ az a v az 
. acin 
D--az 
= 0 av az 
temos que, uma vez efetuada esta translação, podemos definir, de 
maneira natural, as seguintes aplicações definidas por: 
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A: UxU ----) IR 
por 
A(C, uJ=o(( =; I 
e 
au 
ar 
L 
L(u) = PR(Cln- Cd)J
0
udz. 
r=R 
e L:U ----) IR 
a c 
az 
(1!.15) 
r=R 
Nestas condições, se o operador A:UxU----) ~admite uma única 
solução C E V tal que 
A( c, u) = L(u) , 'v'u eU, 
então, como c 1n existe e é único, podemos garantir a existência de 
uma única solução, no sentido do lema de Lax-Milgram, a saber, C + Cin' 
e que satisfaz a formulação variacional do nosso problema. 
Antes de demonstrarmos que as aplicações A:UxU --7 IR e 
L:U --7 IR, definidas em (II.14), satisfazem as hipÓteses do lema de 
Lax-Milgram, ou seja, que o problema (!.16), na sua formulação 
variacional admite uma única sOlução, façamos algumas considerações 
envolvendo o 
induzida pela 
subespaço 
1 de 11 (O). 
linear U c 1f1 (Q) e sua correspondente norma 
Primeiramente observemos que o domínio n do problema em 
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estudo é um subconjunto conexo de ~2 • cuja fronteira an é regular por 
partes. 
Por outro lado temos que a parte 80 = [O,R]x{O} da fronteira 
o 
ao é de medida positiva em an. 
Assim, sendo 80 regular por partes, seu e ~1 (0), faz sentido 
considerar valores de u sobre an , ou seja, definir em traço de u sobre 
o 
a0
0
• Além disso ulan e L 2 (8Q), 
o 
Nestas condiçÕes, como n é conexo, o operador traço restrito 
a an definido por 
o 
é continuo em 1f1 (0). Resulta daÍ, que o subespaço linear U c 1!1 (0), 
dado por 
u = {u e 1f1 (r.!); uJ;no} 
o 
é fechado em :H1 (O). 
Temos, ainda, que 
1!1 (n) cu c 111 (n). 
o 
Consideremos, agora, em U, a aplicação [[• ]] 1: U --7 IR 
definida por 
[ [ ull
1 
8u 
e 
= ( II r 
n 
au au 
ar ar 
au 
az 
a J'n a~ dzdr • 't/ U EU 
Observemos que, para todo u eU, se [[u]]
1 
=O então 
(!1.14) 
au 
ar = 0 
= O quase sempre, logo u é constante quase sempre nas componentes 
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conexas de n. Como to resulta, do fato do operador traço ser an 
o 
contínuo e do domínio n ser conexo, que u = o quase sempre em n. 
Portanto [[•JJ,u-----> IR, def'inida (II.14), . u. Além em e uma norma em 
disso, [[•]] 1 e 11•11 1 são normas equivalentes em U, [16]. 
Nestas condiçÕes, como U é um subespaço linear fechado de 
1f1 (O:), induzindo sobre este subespaço a norma de 3{1 (0) definida em 
(I I. 4), ou equivalentemente, munindo-o da norma def'inida em (I I. 14), 
ué um subespaço de Hilbert de Jtcm. 
Feitas estas consideraçÕes, com o objetivo de garantirmos a 
existência e unicidade de solução do problema (1.16), demonstraremos a 
seguir, que as aplicações A:UxU ~ R e L:U ~ R, definidas em 
(11.14), satisfazem as hipóteses do importante lema de Lax-Milgram. 
TEOREMA:- Sejam A e L as aplicações definidas em (11.14). 
Então A é uma forma bilinear, continua e coerciva 
sobre o espaço de Hilbert UxU, e L é uma forma li-
near contínua sobre U. 
DEMONSTRAÇÃO: A demonstração de que A é uma forma bilinear 
sobre UxU é imediata e decorre do fato de A ser definido, em (11.15), 
através dos operadores produto interno e integral, que são formas 
lineares nas variáveis C e u respectivamente. De modo análogo obtém-se 
a demonstração de que L é uma forma linear sobre U. 
Antes de demonstrarmos que A • e uma aplicação contínua, 
façamos as seguintes consideraçÕes: 
c. 1). Como O ~ r s R então [r - ~: ) s 2Rv'J < R -9-
C.2). Se f - funções integráveis sentido de e g sao no 
Lebesgue, então vale a desigualdade 
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denominada DESIGUALDADE DE H0LDER. 
C.3). Como o domínio n c R2 é um subconjunto aberto, conexo e 
limitado e bem regular, então o teorema do traço ([18], 
[22]) garante a existência de um operador 
- 2 t: :VWl -----. L (anl, 
onde V(Q) é denso em H1(0), denominado operador traço 
tal que, se r E V(Õ) então: 
1). llt(f)ll s 
L 2(anJ 
iil. t(fl = flan 
Àllfll 
1 
Feitas estas considerações, mostraremos, agora, que A é uma 
rorma bilinear contínua sobre UxU. Para isto, basta mostrar que A é 
limitada na bola unitária. 
Com erelto, quaisquer que sejam C E U e u E U temos 
IA(C,ull = Hl • o 
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8u II ac au II [ r 3 ) ar dzdr+D r Bz Bz dzdr+v m r- R2 
" " 
~; udzdr+ 
+ PRJLcl ui dz ~ 
o an an 
r= R 
< DRJJ I ~~ ~~ ldzdr+DRJJ I 
" " 
+ P{ (lclr=~lr=RI)dz ~ 
r= R 
< DR~ BC ~o~ au 11 + DRII BC llr ar az o 
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a c au ldzdr+vmRJJ I ~; uldzdr+ az az 
Q 
11011 au 11 + v R~ a c 11 ~u~ + az az o m o o 
11 2 + 
o 
~i + 
o 
= R(2D + v )JICII llull + PIUIICII 111ull 1 = m 1 1 
= R(2D + v + p;>.)IICII llull • 
m 1 1 
Aqui, fazendo R(2D + v + PÀ) = M, temos que, quaisquer que 
m 
sejam C e U e u e U, 
IACC,ul I ~ M 
IICIJ llull 
1 1 
o que mostra que A: UxU ---------) IR é 1 imitada. Portanto A é uma forma 
bilinear contínua sobre UxU. 
Afirmamos que 
constante « > O tal que 
A:UxU ~IR é coerciva, isto 
IA(u,ull 2 ~ o:llull 1 \lu E U. 
. 
e, que existe uma 
De fato, se u é um elemento qualquer de U, temos: 
IA(u,u) I= o([~~ I ~~ JJ: o([ ~~.I ~~ JJ: vm[[[l - ~: J ~~ 
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+ PRJL[ul ui )dz ~ 
o r=R r=R 
r= R 
~nJJrau ar 
o 
~~ dzdr+ D JJ r ~~ 
o 
au z au 
= 
0 1 ar IV 0 11 az [ ~2)ctzdr + 
L 
PRJ uzl dz~ 
o r=R 
r= R 
~ n(11 au ~2 + ~ au 11:] + vm([r- ~: J rr ~z [ ~2]dz]dr ar az = o 
= n(11 
= n(11 
au ~ 2 + 11 au ar az o 
au 2 au 
ar llo + 11 az 
11:) + vm[.(r - r3 )[ u2r=L - -dr = 
R2 2 z=O 
Mas da definição do subespaço vetorial U, dada em (II.14), 
temos que UI -
z=O 
2 O, logo u (r,O) =O. 
Assim, 
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IA(u,ull= n(11 au ar 11 2 + 11 au lo D Bz 
Por outro lado, temos que vm > O bem como, são não negativos, 
os termos integrandos da Última integral acima. Consequentemente: 
Nestas condiçÕes, temos que: 
IA<u. u) I= n(11 2 D [[u]] 1 • 
Como o coeficiente de difusão D é estritamente positivo, 
fazendo « = D, temos que 
por 
IA(u, u) I ~ a [ [u)]: V U E U 
Portanto A:UxU --7 ~é uma forma bilinear continua coerciva. 
Finalmente, para provarmos que a forma linear L:U --7 ~dada 
L(u) = PR(Cin- Cd)J:udz 
r=R 
, Vu EU 
é continua observemos, primeiro, que PR(Cin - Cd) 2: O. Além disso, 
denotando por 1J.(8Q) a medida da fronteira an = {R}x[O,L], como, 
1 1 
relativamente a 80, ll(d01) >O, temos: 
IL(ull = J PR(C!n- Cd)J:udz/ ~ PR(Cin-
r=R 
31 
L 
Cd) J.luldz ~ 
r= R 
!!i PR(Cin- Cd)f.L(an1)11ul 11 0 :S PR(Cin- Cd)l-l(BQ1):\IIull 1. 
r= R 
IL(u) I < Kllull 1 , Vu eo U, 
isto é, L é uma forma linear limitada na bola unitária. Portanto, L é 
contínua em U, o que conclui a demonstração do teorema. 
Com a demonstração deste teorema podemos garantir que as 
aplicações A:UxU --7 ~e L:U --7 ~satisfazem as hipÓteses do teorema de 
Lax-Milgram, qual seja: 
TEOREMA DE LAX-MILGRAM I ] : Seja U um espaço de H i 1 bert. Se A: UxU ----7 IR 
é uma forma bilinear, contínua e coerciva 
sobre UxU, e se ' e uma forma 
linear contínua sobre U então existe um 
Único u e U tal que 
A(u, v) = L( v), V v eU. 
Nestas condiçÕes, podemos afirmar que o problema em estudo, 
na sua formulação variacional, admite uma única solução C E U tal que 
A( C, u) = L(u) , V U EU. 
Portanto, conforme observação feita em (11.15), podemos 
garantir que existe um Único C e V tal que (II.5) se veri:fica, para 
todo v e V. 
32 
_ _IIUI_!L 
CAPÍTULO III 
MÉTODO DE PETROV-GALERKIN 
1. UM PROBLEMA DE CONVECÇAO-D!FUSAO 
Na natureza sao mui to frequentes os fenômenos de transporte 
nos quais os efeitos da difusão e convecção estão presentes. Estes 
efeitos geralmente aparecem associados a processos de transferência de 
massa e de calor. 
Uma maneira simplificada de descrever estes efeitos é afirmar 
que os modelos matemáticos 
difusi va, contêm, devido 
desses processos, 
à convecção, um 
além da contribuição 
certo comportamento 
ondulatório. Num certo sentido, estes dois efeitos concorrem no governo 
do comportamento da solução num problema de evolução. Porém, quando se 
utiliza de métodos numéricos para encontrar a solução aproximada de 
tais problemas, mesmo aqueles que funcionam em regime estacionário, as 
soluções aproximadas discretas para os termos de convecção e difusão 
também concorrem: - A maneira como estes termos são tratados 
numericamente influenciará o comportamento da solução aproximada. Se os 
efeitos da convecção dominam o modelo numérico, a solução pode exibir 
comportamento oscilatório inapropriado, devido à dispersão dos erros de 
alta-frequência, que são oscilações numéricas essencialmente nao 
amortecidas. Por outro lado, se a difusão domina, a aproximação pode 
ser muito fortemente amortecida, particularmente em regiÕes onde 
existem gradientes com variações mui to rápidas ou descontinuidade na 
solução exata [2] [ 141. 
As dificuldades em resolver numericamente problemas de 
convecção-difusão foram encontradas, primeiramente, com Métodos de 
Diferenças Finitas e os efeitos oscilatórios ou disslpatlvos 
mencionados acima foram observados durante experimentos numéricos. 
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Estes problemas têm sido resolvidos, na maioria dos casos, através do 
Método de Diferença Fln!tas com "upwind" ou "backward" dependendo do 
sentido do fluxo básico para o termo convectivo, ou por técnicas de 
viscosidade (dlfuslbllidade) artificial. 
Quando os Métodos de Elementos Finitos ~ sao aplicados 
diretamente aos problemas de convecção-difusão, este comportamento 
anômalo pode ser novamente observado. Motivados pelas estratégias de 
Diferenças Finitas com "upwind" ou "backward" mencionadas acima, certos 
Métodos de Elementos Finitos especiais têm sido estudados e aplicados 
na resolução destes problemas. 
Tendo em vista que o problema de valor de contorno (!.16) é 
um problema de advecção-difusão do tipo parabÓlico-hiperbÓlico, com 
ênfase num ou noutro aspecto dependendo da relação entre os 
coeficientes do problema e sua discretlzação, os efeitos oscilatórios 
ou disslpativos, como os mencionados acima, também são observados 
durante experimentos numéricos, [6]. 
Nossa opção para o tratamento numérico deste problema será 
pelo MÉTODO DE PETROV-GALERKIN, que será descrito a seguir. 
2. FORMULAÇÃO VARIACIONAL VIA MÉTODO DE PETROV-GALERKIN 
Vimos no capf tu lo anterior que a formulação variacional do 
problema (!.16), via Método de Galerkin Standard, se resume a encontrar 
1 
um subespaço vetorial V c ~ (Q) e C e V tal que 
a (C,v) = ((alvJJ , 
o 
V v e v. 
Neste método, tanto o espaço das funções teste quanto o 
espaço das funções admissfvels, onde a solução C é procurada, são os 
mesmos, a menos das condiçÕes de fronteira. Diferentemente, no 
Método de Petrov-Galerkin estes espaços não são tomados como sendo os 
mesmos. Neste método, se v é uma função admissível de ser solução do 
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problema em estudo, consideraremos como função teste a função definida 
por V = v + õ v~, onde v~ = ~ V v. Este termo atuando na direção dos 
gradientes, quando estes apresentam variaçÕes muito rápidas decorrentes 
da dissipação dos erros de alta frequência podem, com uma escolha 
conveniente de a, controlar estas variaçÕes amortecendo as decorrentes 
oscilaçÕes numéricas. 
Nestas condiçÕes, a formulação variacional de um problema de 
valor de contorno, através do Método de Petrov-Galerkin torna-se o de 
1 
encontrar um subespaço vetorial V c ~ (O) e C e V tal que 
clássica 
a(C,v + õ v~) = L(v + õ v~) , V v e V 
Consideremos, agora o nosso problema na sua formulação 
+ 
1 
r 
a c 
ar + ::) a c az )) = o 
o 
com as condiçÕes de contorno dadas em (1.16). 
que: 
Estamos aqui diante de um PROBLEMA DE ADVECÇÃO-DIFUSÃO em 
(i) os termos a
2 c D-
8r2 
a2c 
e D --
8z2 
modelam a difusibilidade 
direções dos eixos Or e Oz respectivamente; e, 
nas 
(ii) embora o termo 1 a c ar seja proveniente da difusão por r 
força da mudança de variáveis, e aqui tratado como termo 
advectivo, juntamente com vm[l - 2 ) r ac • - -8 , nas direçoes R2 z 
Or e Oz, respectivamente. Cabe reafirmar, nao obstante, 
a ausência de um .campo de velocidades no sentido Or. 
Antes de encontrarmos a f'ormulação variacional do problema 
(I. 16), via Método de Petrov-Galerkin, submeteremos este problema, 
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também aqui, à mudança de coordenadas dada no cap!tulo II, em (II.l). 
Assim, como no cap!tulo II, estabeleceremos como o espaço de 
trabalho 
Vr BC 
ar 
Vr BC 
Bz 
munido da norma 
llvll2 = llv~ 2 + 11 1 o 
induzida pelo produto interno 
Bv u2 + n 
ar llo 11 
Bv 11 2 , 
8z H0 
JJ JJ au av JJ au av = ruvdvdr + r ar ar dvdr + r Bz az dvdr. n n n 
(li!. I) 
(111.2) 
(IIJ.3). 
Feitas estas considerações, voltemos à formulação variacional 
do problema (!.16) via o Método de Petrov-Galerkin, considerando o fato 
de que, em nosso problema, os efeitos da advecção e da difusão 
concorrem no governo do comportamento da solução tanto na direção do 
eixo Or quanto na direção do eixo Oz. 
E assim, nosso problema se resume a 
{
determinar um subespaço linear V c ~1 (0) e C E V tal que 
a(C,v + õv13 + ÀVo:) = [(olv + õv13 + ÀvdJt= O, V v e V, 
[ 
r
2 J r2 ac ac onde vR = vm 1 - - e v = r -
,.. R2 8z a: 8r 
(111.4) 
Como no cap!tulo anterior, definamos o subespaço das funçÕes 
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admlssiveis de serem solução do problema em estudo como sendo 
(111.5) 
As observações feitas no capitulo II, com respeito a esta subvariedade 
linear V de X1(0), continuam válidas neste capitulo. 
Nestas condições, se para todo v E V denotarmos a função 
teste V por V = v + av f3 + ÀV a então nosso problema resume-se a 
encontrar C E V tal que 
a c 
a(C, v) = ((n ( ::~ + 1 r ar + 
ou seja 
Mas como 
V = v + õ v [t- r 2 ) 
m R2 
2 av 
r az 
a v 
+ Àr ar 
HL =O, 
lv)) =o OII.sJ 
o 
V V E V, 
substituindo V em (III.6) e desenvolvendo esta expressão separadamente 
para cada parcela de V temos: 
HJ= o 
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z=O 
ac c dr 
Bz ln 
que é a expressão obtida em (11.8), no capftulo II. 
e.2). 
a c 
ar 
uma vez que, como estamos aproximando a solução por polinÔmios do 1° 
grau, as derivadas segunda se anulam. Assim: 
e. 3). 
a c 
ar 
a v 
Bz dzdr. 
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I ~;)) . 
o 
onde, aqui também, as derivadas segunda se anulam por estarmos 
aproximando a solução por polimônios de 
integral, esta Última expressão resume-se a 
o 1 grau. 
I ~~ ll = 
o 
Assim, 
= mJJ r ac ar a v ar dzdr. 
ll 
Logo, de e.l),e.2) e e.3), concluímos que 
Hl -
o 
I ~~ ]] - ofr L L +~vm([+- ;:] a c ~; C10dr+PRJ
0
Cvdz PRCdJ.vdz, az 
1 o 
z=O r=R r=R 
' 
na forma 
(I li. 7) 
que e a formulação variacional, via o Método de Petrov-Galerkln, do 
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problema (1.16). 
Portanto o problema (I. 16) resume-se a encontrar C e v tal 
que, se v = v + Civm(1- r
2)r2 av 
R2 az + ~r 
a v qualquer que seja ar • v e v, 
(III.7) ' satisfeita. e 
Uma vez obtida a formulação variacional do problema (1.16), 
via o Método de Petrov-Galerkin, passemos agora, através do Método dos 
Elementos Finitos, à escolha de um número finito de funções ~1 • suaves 
o bastante para serem consideradas funções teste, e procurar a solução 
aproximada entre todas as possfveis combinações lineares da forma 
num procedimento análogo aquele desenvolvido no capftulo 11, tendo como 
ponto de partida a triangulação de n definida em (11.9). 
Como em (II.10), definamos o subespaço de aproximação Vh c V 
de dimensão finita por 
(111.8) 
Com a definição deste subespaço Vh c V das soluções 
aproximadas Ch da formulação (111.4) 1 o problema se resume, agora, a 
encontrar esta solução de modo que, para todo vh e Vh, tomando-se 
o(( :~h 
avh 
+~r a-r 
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como função teste temos: 
L 
+ PRJ.chvhdz 
r= R 
::h JJ.-
que é a forma discretizada de (111.7). 
definida no capf tu lo II como 
2 
completa no L (Q} tal que 
Parte de uma famÍlia {m }co 
"'v v=1 
ii) ~i é linear em cada ~· 
(111.9) 
que é 
onde õij denota o delta de Kronecker, quaisquer que sejam os nós de 
coordenadas r j e z j' com 1 .::$ i, j :s N. 
Assim, a solução aproximada Ch procurada em Vh pode ser 
escrl ta como 
n 
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e 
onde FZ denota o conjunto dos nós na fronteira 80 = [O,R]x{O}. 
o 
_lllll _I]__ 
Por outro lado, como (1!!.9) se verifica para todo vh e Vh 
então também é satisfeita para todo q:Ji e J3h. Portanto, a formulação 
variacional do problema de advecção-difusão (1.16), via o Método de 
Petrov-Calerkin, expressa em termos da base J3h de V, resume-se a 
encontrar Ch =(C ,C , ... ,C) e Vh tal que, para todo q:J. e {3h: 
1 2 n 1 
j e FZ 
::J 
a~ 
_,j_ ~ dr + az i 
I ::i JJ • 
o 
(I!!. lO) 
onde FZ e FR denotam, respectivamente, os conjuntos dos nós nas 
rronteiras an = [O,R]x{O} e an = {R}x[O,L]. 
o 1 
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alli 11 
3. REPRESENTAçÃO MATRICIAL' MATRIZ DE RIGIDEZ E VETOR CARGA 
Uma simples observação de (111.10) nos mostra que esta 
expressão pode ser reescrita, para O ~ i ~ N, como 
N 8'1' L [o< Hl [[ ar J 
J=l 
L 
= PRCdJ. 'P1dz, 
r=R 
::! ]] -
o 
+ P{"'J"'1dz][cJ] = 
j E FR 
(III.11) 
que representa um sistema de N equaçÕes lineares a N incógnitas. 
Desse modo podemos reescrever a expressão (111.11) através da 
representação matricial como segue: 
A c = m, (li!. I!') 
onde A = (Aij) é a NxN matriz cujos elementos são dados por 
Aij = D( !-À) [[ :: J 
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+ Àv~[[r(t- ~:) ::i )) -
o 
R 
I 
a~J 
DCin or 8z ~idr 
z=O 
j E FZ 
+ PRr.~j~ldz 
r= R 
j E FR 
m = CB1) é vetor dos termos independentes cujas coordenadas são dadas 
por 
L 
B1 = PRCdL~1 dz 
r=R 
e, t = (Cj) é o vetor solução do sistema (111.11' ). 
Como no capitulo II, e pelos mesmos motivos ali expostos, 
temos, também aqui, que a MATRIZ DE RIDIDEZ A é esparsa. Chamaremos S 
por VETOR CARGA associado ao sistema. 
4. EXISTÊNCIA E UNICIDADE DA SOLUÇAO 
Antes de mostrarmos que o problema (I I I. 4), na formulação 
variacional via o Método de Petrov-Galerkin, admite uma única solução 
C e V, reportemo-nos aos capítulo II para, de modo análogo fazermos 
aqui, de maneira sucinta, aquelas considerações ali realizadas. 
Como em (I I. 13) seja U o subespaço linear de Jf1 (.Q) obtido 
pela translação. 
v ~ u:: v - cin , Vv e V, 
44 ~-~---:-:-;--, 
' «·: ·;r·t,J. / 
------- -----· 
" 
' isto e 
que munido de norma 11·11
11 
induzida 
subespaço de Hilbert de 1( (Q). 
Def'inamos as aplicaçÕes 
A: UxU -----7 IR 
por 
=o}. 
z=o 
(Ill.12) 
1 de 1f (Q}, def'inida em (11.4), ' e um 
e (III.13) 
HJ -
o 
BC 
Br I ~~ )): ~v~[[r2 [~- ~:n; I ~~ JJ •• 
e 
L 
L(u) = PR(C!n- cdJ
0
udz 
r= R 
z=O 
L 
PRJ. Cudz 
r= R 
Da mesma maneira que no capftulo II, temos, também aqui, que 
se a aplicação A:UxU -----7 R admite uma Única solução C E V tal que 
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A( C, u) = L(u) Vu eU 
então, como c1n existe e é único, podemos garantir a existência e a 
unicidade de solução do nosso problema, posto na sua Cormulação 
variacional e no sentido de Lax-Mílgram, a saber C + c1n. 
No presente contexto, estaremos também considerando que U 
está munido da norma [ [ •1 1 , definida em (I I. 14) que é equivalente a 
1 
definida em (11.4). 
Feitas estas consideraçÕes, com o objetivo de garantirmos, 
através do lema de Lax-Milgram, a existência e unicidade da solução do 
problema (1.16) demonstraremos o seguinte teorema: 
TEOREMA: - Sejam A e L as aplicações definidas em (111.13). 
Então A é uma forma bilinear, continua e coerciva 
sobre o espaço de Hilbert 
linear contínua sobre U. 
UxU, e L . e uma forma 
DEMONSTRAÇÃO: Antes de iniciarmos a demonstração. tomemos 
aqui as considerações C1, c2 e C3 feitas no teorema análogo deste. do 
capítulo 11. 
As demonstrações de que A é uma forma bilinear sobre UxU e de 
que L é uma forma linear sobre U são, como no capítulo II. imediatas e 
decorrem das próprias deriniçÕes de A e L. 
Mostremos, primeiro que A é uma forma bilinear contínua sobre 
UxU. Para isto, basta mostrar que A é limitada na bola unitária. 
[A(C,ulf = 
Com efeito, quaisquer que sejam C e U e u e U temos 
~~ ]] + D [ [ ~; I 
o 
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au 
az 
"-
+ PRr.Cudz 
r= R 
= 
a c 
az I ~~ JJ • 
o 
I ~~ JJ • 
o 
= au dzdr + nJJ r ac ac dzdr + 
ar az az 
Q 
au 
az dzdr + 
au 
ar dzdr ... 
+ PRfcl ui dz 
" o an an 
r==R 
ID(H) 1JI Ir a c au ldzdr + nJI [r a c au [ctzdr -+-
" ar ar az az 
Q Q 
[dzdr + 
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""'- .. 
48 
ac ac 
az az 
ac au 
8z ar 
jctzdr -t 
11 + 
o 
""'- .. _ 
jctzdr+ 
+ 5 
+ 7PRIICII llull = 
1 1 
au 11 o+ll au 2' 11 + ar o az o 
au 
az 
= ID(l-;1.) IIICII llull + DRIICII llull + Rv IICII llull 
11 11 ffill 
- 05 R• 
-2 v ncu uuu m 1 1 
+ ;PRUCII llull = 
1 1 
+ 5 R
3 
2 
-3 v ncu Uull m 1 1 
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+ À 
R2 
-2 v IICII Uull m 1 1 + 
"-
+ a 
Aqui, fazendo na expressão acima 
R 2 
na-v +5 2 m 
R
2 
2 
-v 3 m 
temos que, quaisquer que seJam C e U e u e U 
IA(C, u) I , 
IICII llull M, 
l l 
R 
+ i\ - v 2 m 
R 
-v 2 m + ,-P)' 
o que mostra que A:UxU ~IR é limitada. PoPtanto A é contfnua sobre 
UxU. 
Provaremos, agora, que A: UxU ~ IR e coerciva, isto é, que 
existe uma constante real a > O tal que 
IA(u,ull > allull: , \fu e U. 
Com efeito, se u e um elemento qualquer de U temos 
-Davm[[+- ;:) au I ~~ Jl:avm[[r2 [t- !:.2)2 au I ~~ Jl + ar R2 8z o 
+Ãvm[(r[t- ~:) au I ~~ )) +P{u2 1 dz • az 
o o an 
r= R 
=~ dzdr + oJJ r au az 
" 
au 
az dzdr + 
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+ PRf.u
2
1 dz. 
o 8(!l) 
au 
ar 
au 
ôz dzdr 
au 
az 
au 
ôr dzdr + 
Da mesma maneira que na demonstração do teorema do capítulo 
Il, temos aqui, que 
au ôz udzdr <?= O 
e 
P{u21 dz ~ o. 
o an 
Além disso, 
ovmJI r3 (t- ~2)2 au au ~ o, R2 az az dzdr 
n 
uma vez que 
o 
"' r
3 [1- ~:] 2 "' R3 3 
Logo, 
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8u 
ar ~~ dzdr au 8z au az dzdr ... 
(Ill.!4) 
8u 
az dzdr. 
Agora, fazendo a= min{D(l-Ã), D}, O ~ À < 1 e À ~ õ D temos, 
usando a norma em U definida em (11.14), que 
, Vu EU, 
o que mostra que A é coerciva. 
Portanto A:UxU --7 ~ é uma forma bilinear, contínua e coer-
civa. 
Observermos, aqui, que as condiçÕes O ~ À < 1 e À ~õ D, que 
garantem a coercividade da forma quadrática A, nao permitem a aplicação 
do Método de Petrov-Galerkin para tratar os e:feitos da difusão e 
convecção nas direçÕes de va e v~, separadamente. 
Como estamos interessados em tratar estes efeitos, também 
separadamente, nestas duas direçÕes, faremos uma outra demonstração da 
coercividade de A de modo que os parâmetros À e õ não se expressem um 
como função do outro. 
Para isto consideremos a seguinte desigualdade: 
au 
Bz dzdr = 
52 
"-
Portanto 
e 
Vr au 
az ldzdr :S 
au 
ar ~~ dzdr <== -
au dzdr 
az ~ -
(Ill.l5) 
Então, substitutndo (III.15) na expressão (III.14) temos, 
para todo u e U, que 
IA(u,ull ~ D(l-À)JJ r~~ 
n 
au 
ar 
au 
ar dzdr 
Bu 
ar dzdr 
+DJJrau az 
Q 
au 
az 
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au 
az dzdr + 
au 
ôz dzdr 
au 
ar 
Bu 
az dzdr ~ 
au 
ar 
au 
ar 
au 
ar dzdr -
~~ dzdr 
au 
az 
RD8v JI ~2..---"'m r 
o 
+ 
au 
az 
8u 
az 
au 
- dzdr -8z 
8u 
az dzdr ~ 
au 
ar 
Agora, fazendo ~ = D(l-a) = min{D(l-a), D} temos que 
Vu EU, 
o que prova a coercividade da forma quadrática A:UxU --7 R. 
Finalmente, para provarmos a continuidade da forma linear 
L:U --7 ~. associada a ~ormulação variacional do problema via o Método 
de Petrov-Galerkin, observemos que a mesma, e aquela definida em 
(11.15), obtida pela técnica de Galerkin Standard, têm a mesma lei de 
formação, a saber 
L 
L(u) = PR(Cin-C0) J.udz, 
r= R 
Vu EU. 
Portanto, da mesma maneira que no capítulo II, prova-se que 
L:U --7 R é continua, o que conclui a demonstração do teorema. 
Com isto, podemos garantir que as aplicações A: UxU --7 IR e 
L:U --7 R satisfazem as hipóteses do teorema de Lax-Milgram. 
Nestas condições, podemos também aqui, afirmar que o problema 
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em estudo, na sua formulação variacional via o Método de 
Petrov-Galerkin, admite uma Única solução C e U tal que 
A( C, u) = L(u), Vu eu. 
Portanto, conlorme a observação feita em (11!.14), podemos 
garantir que existe um Único C e V tal que (11.4) se verifica, para 
todo v e V. 
Até aqui estão garantidas existência e unicidade da solução 
do problema em estudo num contexto generalizado, tanto para a 
formulação Galerkin Standard quanto para o caso Petrov-Galerkin. 
Portanto ' e H cito agora procurar em ambos estes 
contextos - construir soluções aproximadas do problema (!.16). Isto 
será feito mediante a resolução do sistema de -equaçoes lineares 
(11.13') no caso Galerkin Standard ou do sistema (1!1.11') para as 
aproximaçÕes via o Método de Petrov-Galerkin. 
Para estas resoluções foi usado o programa listado no 
apêndice D, cujos resultados são mostrados e comentados no capÍtulo 
seguinte. 
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CAPÍTULO IV 
SIMULAÇÃO NUMÉRICA 
!. INTRODUCAO 
Neste capítulo apresentaremos alguns resultados obtidos 
através de simulações numéricas, sobre o processo de diálise modelado 
pelo problema de valor de contorno (I. 16). 
Estes experimentos foram executados na 1 inguagern FORTRAN, 
cujas implementações foram realizadas em microcomputadores compatíveis 
com os IBM - AT386 e com equipamentos Di-gital (VAX} do CENTRO DE 
PROCESSAMENTO DE DADOS da UNICAMP, através dos recursos disponíveis no 
LABMA (Laboratório de Matemática Aplicada do Departamento de Matemática 
Aplicada - IMECC - UNICAMP). 
Numa primeira abordagem, e de acordo com o capítulo II deste 
trabalho, os resultados apresentados foram obtidos aplicando-se o 
Método de Galerkin Standard. Posteriormente, num segundo tratamento, e 
conforme o capítulo III, apresentamos os resultados obtidos através do 
Método de Petrov-Galerkin. Nas duas abordagens, as soluções aproximadas 
da formulação variacional discretizada do problema (1.16) foram obtidas 
em subespaços de Elementos Finitos gerados por funçÕes polinomiais de 
primeiro grau. 
Antes de apresentarmos estes resultados, reportemo-nos ao 
capítulo I para lembrar que o processo de diálise se dá pela 
transferência de massa (impurezas no sangue) através de uma membrana 
semipermeável que reveste cada capilar do dialisador, dentro dos quais 
o fenômeno em estudo se processa. Tendo em vista que estes capilares 
têm o comprimento 2x103 vezes maior que seu raio [20], simulações 
numéricas de um problema definido num domínio com tal geometria 
apresentam sérias dificuldades de ordem operacional. Com o intuito de 
não agravarmos tais dificuldades, submeteremos o problema (!.16) a uma 
adimensionalização. 
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2. ADIMENSIONALIZACÃO DO PROBLEMA DE VALOR DE CONTORNO: 
Vimos, no cap{tulo I, que o problema de valor de contorno em 
estudo é dado por: 
n[ a2c + 
ar2 
I 
r 
a c 
ar + 
= v [1 _ r
2
) ac 
m R2 az 
com as condiçÕes de 1ronteira dadas em (1.16). 
V( v. z) e 0:, (IV. I) 
Neste problema, o coeficiente de permeabi I idade p e a 
velocidade v são medidos em cm/s, enquanto o coeficiente de difusão é 
medido em cm~/s. Por este motivo adotaremos o sistema CGS. 
Consideremos, agora, a seguinte mudança de variáveis 
independentes e dependente: 
Resulta daf, que: 
a a dr 
-- = 
ar ar dr 
a a 
= 
a2 aZ dz 
. 
r = 
. 
z 
c = 
I a 
R ar 
1 a 
L aZ 
r 
R 
z 
[ 
c 
c in 
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a2 I a2 
e = 
ar 2 R2 ar2 
e = 
e c 
Além disso, quando r ~ R, temos R = 
c. 
= c1n então f. = 1, ê1n = 1 e êd = C . in 
""'- 11._ 
1. Analogamente, se z = L 
Nestas condiçÕes, submetendo a equação (IV.!) à mudança de 
variáveis definida acima, obtém-se, para todo cr.Z> e [0,1] X [0,1]: 
+ 
I 
A 
r 
aê 
ar + [~r c I - r•J aê az. 
As condiçÕes de fronteira definidas em 
(IV. 2) 
[0, R) x {L} e 
{O}x[O,L] são invariantes (a menos dos 
sionalização, enquanto C = Cin em [O,R] x {O} e 
respectivos domínios) na adimen-
BC = - ~ (C -C ) em ôr D In 
{R} x [O,L] resumem-se, respectivamente, a: 
e 
em [0,1) X {0} 
aê 
= {1} X [0,1). 
ar 
Nestas condiçÕes, fazendo 
~ = 
~ = PR n 
58 
•• 
e eliminando, por simplicidade, o sinal das variáveis 
adimensionalizadas, temos que o problema (1.16) resume-se a: 
82C 1 a c 82C ~( 1 2 a c V(r,z) [0, 11 X [0,1] + ar + p = - r l az e 
ar
2 r az2 
c = 1 para z = o e O s r s 1 
a c ~(C - C0) r = 1 Q::sz:sl (IV. 3) ar = para e 
a c o 1 o s r s 1 8z = • para z = e 
a c o o o s z s 1 ar = para r = e • 
3. ENSAIOS NUMÉRICOS COM O MÉTODO DE GALERKIN STANDARD 
com o 
Em nossa 
uso do 
opção inicial pela realização de simulações numéricas 
Método de Galerkin Standard, consideramos, 
inicialmente, valores bastante prÓximos daqueles que caracterizam um 
filtro dialisador da marca BAXTER (Travenol) do tipo CF-1511, 
presentemente em uso na Enfermaria de Hemodiálise do Departamento de 
Nefrologia do Hospital das ClÍnicas da UNICAMP. Para este aparelho 
temos que o comprimento e o 
respectivamente, L= 21,5 em 
raio de cada 
-2 
e R = 10 em 
um dos seus capilares medem, 
[20]. 
Estes resultados, apresentados a seguir com o recurso de 
gráficos, :foram obtidos através de ensaios 
:fixos os valores de R, do coe:ficiente de 
nos quais se mantiveram 
-5 2 di:fusão D = 10 em /s e 
da permeabilidade P= -1 10 cm/s, e modi:flcados para análises 
comparativas -
Assim: 
os valores de L e v 
m 
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ENSAIO #1• L = 20cm e 
ENSAIO 112• L = 12cm e 
v = lcm/s 
m 
v = lcm/s 
m 
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L= 20cm 
ENSAIO 114, L = 20cm 
e 
e 
"" 2cm/s 
v = 3cm/s 
m 
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Observa-se através destes experimentos, o esperado comporta-
mento oscilatório das soluções. embora haja uma convergência visualmen-
te evidente à medida que crescem os valores das variáveis r e z. Tais 
oscilações decorrem, como vimos no capitulo III, da natureza do nosso 
problema em estudo. onde os efeitos da advecção e da difusão concorrem 
no comportamento da sua solução. 
4. ENSAIOS NUMÉRICOS COM MÉTODO DE PETROV-GALERKIN 
Em condiçÕes idênticas às do parágrafo 
visando-se - via Método de Petrov-Galerkin (ver capítulo 
anterior, e 
III)- ellmi-
nar as oscilaçÕes que aparecem na solução aproximada do problema, 
quando tratado via o Método de Galerkin Standard, foram feitos 
experimentos numéricos nos quais: 
(i) o Método de Galerkin Standard foi substituído pelo Método de 
Petrov-Galerkin (cf. III. 11'); 
(11) foram modificados, para o 
resultados do parágrafo 
efeito comparativo. 
anterior quanto, 
comportamento relativo. os valores de L e vm. 
tanto com 
com vista 
Nestas condiçÕes, se À é o coeficiente de Petrov-Galerkin: 
ENSAIO lffi: L = 20cm v = lcm/s 
m 
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e À= 0.505 
os 
ao 
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ENSAIO 116: L = tOem 
ENSAIO #7: L = 20cm 
v = lcm/s 
m 
vm = 2cm/s 
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e À= 0.517 
e À= 0.525 
ENSAIQIIS, 
5. CONCLUSÕES 
L = 20cm v = 3cm/s 
m 
lllU. IL 
e À= 0.545 
Em primeiro lugar (e com a liberdade de poder chover no molhado) 
gostaríamos de destacar a sensível melhora nas aproximações obtidas, 
neste caso, através do Método de Petrov-Galerkin, relativamente aos 
resultados anteriormente apresentados e obtidos via Método de Galerkin 
Standard. Para ilustrar este fato optamos por fixar um valor do raio r, 
no intervalo [O, R], e acompanhar o comportamento da concentração C(r,z) 
ao longo do eixo Oz. Num exemplo bastante ilustrativo (em que 
-z -5 2 -1 
consideramos R = 10 em, D = 10 em /s, P "" 10 cm/s, L = 2x10cm e 
-1 
v = 10 cm/s) obtivemos os resultados abaixo esboçados: 
m 
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9.97 4 
5 
f9.B6 
0.06 
a 
~ 0.115 
o 
X 0.05 
i 
M 0.04 
a 
Estu.to Co~tparativo 
~ 0.94 pa----e--l!ll!l----iEl 
0.03 +--..,---,_...-~---,----,-----1 
1.90 3.90 4.00 5.09 6.00 
var. ao longo do rixo - z 
oGahvkin 6Prtvov-Gahrkin 
7.90 
Este comportamento está sistematicamente presente nas 
simulaçÕes levadas a efeito. 
Embora o relinamento possa, em diversos casos, ser usado para 
eliminar a característica oscilatória, a adoção do Método de 
Petrov-Galerkin permite obter bons resultados mesmo ao trabalhar em 
ambientes computacionais mais restritos. 
Em segundo lugar, o uso de modelagem matemática e de 
aproximações numéricas adequadas permitem sugerir, no âmbito de 
pesquisas de engenharia biomédica, dois pontos principais: 
(1) Padronizar imediatamente medidas, tabelas e regulamentos de uso de 
aparelhos, como no presente caso, aparelhos e componentes de 
hemodiálise extracorpórea. 
(li) Realizar experimentos com capilares de menor comprimento. Os re-
sultados, aqui obtidos, identificam uma tendência a se atingir um 
grau aceitável de eliminação de impurezas bem antes do final dos 
capilares. Ainda que contando com pesados fatores de segurança. a 
possibilidade de se obterem resultados aceitáveis com capilares 
' mais curtos e bastante interessante, especialmente se 
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considerarmos o fato dos filtros dialisadores serem uma das únicas 
componentes importadas na construção de aparelhos de hemodiálise, 
A redução do custo das sessões de diálise vem sendo buscada de 
muitas maneiras como, por exemplo, na criteriosa reutilização 
desses filtros, pelo mesmo paciente, embora sejam recomendadas 
para uso Único. Desse modo, a produção de filtros dialisadores com 
capilares mais curtos -- desde que possível -- poderia represen-
tar uma marcante e desejável redução dos custos deste aparelho e, 
portanto, da sua utilização. 
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A 
APENDICE A.: ESPAÇOS DE SOBOLEV 
Uma vez obtida, no capitulo L a :formulação clássica de um 
problema de valor de contorno, que modela matematicamente o processo de 
diálise, optamos, nos capitulas II e III, por propor, através da 
técnica de Galerkin, uma solução aproximada do problema em estudo. 
Estas aproximações certamente não satls:fazem a equação do problema na 
sua :formulação clássica, mais ainda, no cálculo das aproximações de 
Galerkin exige-se menor regularidade para as funções que constituem a 
base dos espaços de aproximação do que para a solução exata procurada. 
Em conseqüência disto, poderá acontecer que o limite das soluções 
aproximadas não satisfaçam as condições de contorno do problema, posto 
na sua formulação clássica, como :foi de:finido em (1.16), (22]. 
Esta situação nos impÕe, naturalmente, a necessidade de 
compreendermos, de forma correta, o relacionamento existente entre a 
solução clássica do problema e o limite destas soluções aproximadas, 
para podermos, em bases sÓlidas analisarmos a convergência dessas 
aproximaçÕes. Para isto, é necessário de:finir o nosso problema no 
contexto de certos espaços funcionais, conhecidos como ESPAÇOS DE 
SOBOLEV, e que :foram introduzidos por S.Sobolev, em 1953, [22]. 
Neste apêndice, considerando que o espaço das :funções, 
admiss{ veis de serem solução do problema em estudo, é um Espaço de 
Sobolev de ordem 1, exporemos, de uma maneira geral e resumida, aqueles 
conceitos e resultados básicos sobre estes espaços, e que foram 
utilizados, ainda que alguns não explicitamente, no presente trabalho. 
Deixamos claro que esta apresentação tem, simplesmente, o caráter de 
uma notação visando reapresentar ao leitor aqueles conceitos básicos 
necessários à compreensão deste trabalho. Uma inserção rigorosa a estes 
assuntos pode ser :feita consultando a bibliografia [3),[6],[11],[12] e 
[ 16]. 
Feitas estas considerações preliminares, e tendo em vista que 
trabalharemos no contexto de um Espaço de Hilbert, o qual e um tipo 
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especial de Espaço de Sobolev, apresentaremos a seguir alguns 
resultados básicos necessários aos nossos objetivos. 
DEFINIÇÃO A.l: Um espaço vetorial normado é dito COMPLETO se, e 
somente se toda sequência de Cauchy neste espaço 
converge para um elemento deste espaço. 
DEFINIÇÃo A. 2: Um ESPAÇO DE HILBERT é um espaço linear munido de um 
produto escalar ((• l•l)v tal que, com a norma associada 
a este produto, esse espaço é completo. 
DEFINIÇÃo A.3: Uma f'amÍlia (vÀ)Àei de um espaço de Hilbert V é 
COMPLETA em V se, e somente se 
[[+ÀJL = o .. v = O, V i\ e I 
DEFINIÇÃo A. 4: Seja V um espaço vetorial normado. Uma f'orma bilinear 
a:VxV --7 ~diz-se CONTÍNUA se, e somente se, 
la(u, v) I ~ M lull llvll , 
v v 
"r/ u, V E V. 
DEFINIÇÃO A. 5: Seja V um espaço vetorial normado. Uma f'orma bilinear 
a;VxV --7 ~diz-se COERCIVA ou V-ELÍPTICA sobre V se, e 
somente se, 
'ti V E V. 
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PROPOSIÇÃO A. 1: Sejam V um espaço de Hilbert e L: V ~ fi uma forma 
linear continua sobre V. Então existe um único elemento 
~ e V tal que 
V v e v 
onde V' é o dual de V. Reciprocamente, todo elemento 
u E V define uma forma linear continua L tal que 
u 
V v e v 
PROPOSIÇÃo A.2: Todo espaço de Hilbert V é re:flexivo, isto é, se V' 
denota o dual de V então existe uma imersão isométrica 
entre V e v·. 
Seja, agora, 0: uma região aberta, convexa e limitada do ~n. 
Denota-se por 
o espaço das classes de funçÕes reais u, definidas em Q e cujo quadrado 
é lntegrável à Lebesque. 
Definindo, sobre este espaço, o produto interno usual dado 
por 
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2 
,Vu,veL(O), 
2 tem-se que L (O) é um espaço de Hilbert, munido da norma 
induzida pelo produto interno acima definido em (A.l). 
(A. I) 
Denota-se por Xl(11) o espaço constituído por todas as Innções 
reais que possuem derivadas de qualquer ordem e que têm suporte 
compacto contido em n. Com o objetivo de definir uma "topologia" sobre 
2>(0), def'iniremos uma noção de convergência neste espaço. Para isto, 
introduzimos a notação 
com 
I ai 
a u 
n 
'"' = I "1 
i=t 
(x) = D"u(x) 
. n 
X= (X , ... ,X) e 0 C R 
1 n 
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DEFINiçÃO A.B: Dados ~j e IJ(D), com J e N, diz-se que ~ converge para 
j) J 
~ em V(D), o que será denotado por ~j---+ ~ , se, e somente se 
o o 
(i) existe um compacto IC c D tal que ~ /x) = O sempre que 
x ~ K, qualquer que seja J e N; 
(ii) n«~j converge uniformemente para D«f
0 
em IC, qualquer que 
seja a. 
Com esta noção de convergência, :D(O) será denominado ESPAÇO 
DAS FUNÇÕES TESTE. 
Denota-se por :D'(Q) o espaço de todos os funcionais lineares 
e contínuos definidos em 11(0). Pode-se construir, também, uma 
11 topologia 11 sobre 'D' (1'1} a partir da seguinte noção de convergência: 
DEFINIÇÃO A.7: Dados uj t 11'(0), com J e Ni diz-se que uj converge para 
u em 'IJ'(D), o que será denotado por uJ ~ u, se, e somente se uJ'9)) 
converge para u(~) em 'IJ'(O), qualquer que seja~ e :D(O). 
Usaremos, daquÍ para frente - e no presente trabalho - a 
seguinte notação: 
U(i') • U+JJ· Vu e :V' (ll), Vi' e !J(n). 
Nestas condiçÕes, e com base no Teorema de Green, define-se, 
em IJ' (O), o operador derivação no sentido das distribuiçÕes, sobre O, 
através da seguinte fórmula: 
Vi' E :V(Q). 
Prova-se que o operador derivação, acima definido, é contínuo 
no sentido das distribuições. isto é: 
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implica j)' 
----> Dau 
Diremos que il' (O) é um ESPAÇO DE SOBOLEV de "ordem w" sobre O 
ou ESPAÇOS DAS DISTRIBUIÇÕES sobre C. 
DEFINIÇÃO A.B: Chamaremos de ESPAÇO DE SOBOLEV de ordem m sobre n o 
espaço denotado e definido por 
= {u 2 a 2 e L (C); D u e L (C), 
onde as derivadas são tomadas no sentido das distribuições. 
Nesta monografia trabalhamos com o Espaço de Sobolev de 
ordem 1, ou seja 
onde Du l 2 =DuencJR. 
Prova-se que: 
P.l) 1J(D) c H1(D) c L2(g) c j)' (g) 
l Consideremos, agora, o espaço H {O) munido do produto interno 
usual dado por 
2 
= [[+JL2 (C) • L [[ ~~J ~~JJ 2 • 
i=t L (C) 
l Vu,v e H (C) (A.2) 
Tendo em vista que a norma em L2(0) é definida por 
72 
llull 2 
L2(C) 
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então 1 a norma em H (Q), induzida pelo produto interno, definido em 
{A.l), é representada e de~inida por 
llull 2 
H'(nJ 
Nestas condiçÕes pode-se provar qUe: 
(A.3) 
I P.2) O espaço vetorial H (0), munido do produto interno ([·!·JJitcrn' de~inido por (A.2), é um espaço de Hilbert. 
P.3). O espaço de Hilbert H1 (0) é separável. 
2 ' P.4). Como O c IR e limitado, então V(n) ' nao e denso em 
H1 (0), muito embora o seja em L2 {0). 
Tendo em vista este último resultado, e com o objetivo de 
caracterizar precisamente as condiçÕes de contorno na ~ormulação 
variacional de problemas de equaçoes 
Sobolev, introduz-se um outro espaço, 
como sendo a aderência de V(O) em H1 (0). 
diferenciais, em 
denotado por H1 (O) 
o 
espaços de 
e def'inido 
Antes de enunciarmos um importante teorema que esclarece o 
comportamento das funções de H1 (n) na ~ronteira an de O, enunciaremos 
alguns resultados que nos permitirão de~inlr os valores de v e H1 (n) 
sobre a fronteira ao. Com este objetivo, restringiremos estes 
resultados à seguinte classe de subconjuntos abertos e limitados O c 
ut: 
DEFINIÇÃO A. 9: Seja O um subconjunto aberto e 1 imitado com fronteira 
ao. Nestas condiçÕes, diz-se que Q é BEM REGULAR se, e 
somente se, ao for uma subvariedade indefinidamente 
diferenciável de dimensão (n-1), estando n localmente do 
73 
DEFINIÇÃo A. lO: Seja 0: um aberto. Denomina-se OPERADOR DE l-PROLONGAMEN-
TO relativo a 0:, uma aplicação linear continua 
tal que Pv = v 1 q. s em D, para todo v E H (O}. Quando 
existir o operador P, diz-se que o aberto n possui a 
propriedade do l-prolongamento. 
PROPOSIÇÃO A.3: Seja 0: um aberto limitado bem regular do IR0 • Então 0: 
possui a propriedade do l-prolongamento. 
Pode-se ainda verificar, por truncamento e regularização, que 
H1(R0 ) = H1(R0 ). 
o 
PROPOSIÇÃO A. 4: Seja 0: um aberto limitado bem regular do IR0 • Então 
:D(O:J é denso em H1(0:). 
Isto posto, consideremos o seguinte teorema que define o 
traço das funçÕes v E H1{0) sobre 80:: 
TEOREMA DO TRAÇO: Seja :D c IR2 um aberto limitado bem regular com 
fronteira an. Nestas condições, como :V (0:) é denso em 
H1(Q}, existe um único operador llnear 
denominado operador traço, tal que se u e D(ll) então 
!). tu= uiao 
11). Utull 
L 2 cam 
:s: i\Jiull , 
H'(nJ 
para algum i\ e IR 
111). Ker(t) = W(Q). 
o 
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APÊNDICE B: MÉTODOS DE D!SCRETIZAÇAO 
Faremos, aqui, resumidamente, algwnas considerações gerais 
sobre o MÉTODO 005 ELEMENTOS FINITOS, O MÉTODO DE GALERKIN sobre os 
ESPAÇOS DE APROXIMAÇÕES das funções admissíveis de serem solução do 
problema em estudo. Como no apêndice 
um tratamento rigoroso sobre 
[18], [22], [24] e [26]. 
A, reporto o leitor 
estes tÓpicos à 
interessado a 
bibliografia 
Em termos gerais, o MÉTODO OOS ELEMENTOS FINITOS pode ser 
apresentado como sendo uma discretização especial de um problema de 
Equações Diferenciais Parciais e sua correspondente resolução. Com 
isto, tal método objetiva aproximar, caso exista e seja única, a 
solução deste tipo de problema sobre espaços de dimensão f'inita Vh. 
Teoricamente, as soluçÕes (v h), obtidas através desta discretização, 
convergem para as soluçÕes dos problemas postps. Em síntese, o Método 
dos Elementos Finitos é um processo especÍfico de construir estes 
subespaços de dimensão f'ini ta V h, denominados espaços dos elementos 
finitos. Esta técnica-- que já era amplamente usada pelos engenheiros 
em cálculo de estruturas, antes de ser reconhecida e explicada 
rigorosamente pelos matemáticos -- pode ser construlda, como abaixo, 
tendo como ponto de partida uma triangulação do domÍnio n, do problema 
em estudo. 
Antes disso, consideremos a formulação varlacional do 
problema (!.16), no contexto dos espaços funcionais definidos no 
apêndice A, isto é, 
{ l determinar u E V c H (O) tal que ( B. 1) 
a(u,v) = L(v), Vv E V c H1 (n) 
Apresentaremos, agora, a construção do Método dos Elementos 
Finitos tendo como ponto de partida uma triangulação de n. Então, se 
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2 ' l D c IR e o fecho do dom nlo n do problema em estudo, define-se uma 
partição Th sobre O subdividindo-o em um número finito de triâgulos ~· 
denominados ELEMENTOS FINITOS, que deverão satisfazer às seguintes 
propriedades: 
r.tJ. u~~n 
~eTh 
P.2). o llb * "'· 
P. 3). - o o Se ~ * ~ entao llj; n 'lk ~ liJ, 
P.4). A fronteira a~ de ~ é bem regular, 
P.S). Se~n~~ IZI então ~ e '1t têm, ou 
ou um vértice comum, v ~· ~ E Th. 
(8.2) 
v~ e Th 
um lado comum 
A :figura [B.t], abaixo, permite uma clara visualização 
desta triangulação 
FIGURA [B.l] 
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Com a região O triangulizada, se define, através 
processo espeCÍfico, um subespaço de dimensão finita ~ c V c 
onde 
de um 
u' (OJ • 
Uma vez obtido ~· ao se tomar a restrição de vh E X sobre 
cada elemento finito~· obtem-se um outro subespaço de dimensão finita 
Vh c~ c H1 (n), isto é, 
(B. 3) 
Por construção, impÕe-se a condição de que, se N é o numero de nós da 
malha discretizada, Vh é gerado por um conjunto de funções linearmente 
independentes p = 1,2, ... ,N}, denominadas funções 
"coordenadas" ou "básicas", e que são parte de uma famÍlia { m }~ 
"'v v=1 
que é completa de L 2 (0). Cada função "básica" é definida para ser um 
polinÔmio sobre cada triângulo que possua P como vértice, e que assuma 
o valor 1 em P e o valor zero nos outros vértices dos triângulos que 
tenham P como vértice comum, e, ainda, sendo identicamente nula no 
restante do domÍnio O. Neste trabalho, optamos, para uma primeira 
aproximação, por polinômios 'P de primeiro p grau, linear, portanto, 
sobre cada triângulo do domínio dlscretizado. 
Uma vez escolhidos convenientemente, através do Método dos 
Elementos Finitos, o espaço de aproximação Vh e as funções básicas 
{ 'f }n o problema se resume, agora, a encontrar, no espaço Vh, p p=,' 
uma fnnção ~ que melhor aproxima a solução do problema (I. 16}. Para 
este fim optamos pelo Método de Galerkin. 
Definamos a aproximacão de Galerkin da solução u do problema 
(!.16), relativamente ao espaço Vh, como a função~ e Vh 
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tal que 
(B.4) 
Na forma (B. 4), o processo de aproximação é conhecido como MÉTODO DE 
GALERK!N. 
Observemos, aqui, indexando as funçÕes básicas com j, que se 
a aproximação ~ está bem definida no processo, isto é, se ~ pode ser 
expressa de maneira única por 
então (8.4) resume-se a: 
N L a(~J' ~ 1 ) aJ = g 1 , I = 1,2, ... ,N 
j=l 
onde gi = L( q\). 
(B.S) 
Podemos, então, expressar (8.5) na notação matricial por 
Aa:=IB (B.6) 
Observamos, aqui, que a matriz A é esparsa, pois os suportes 
de ~i e ~J têm intersecção vazia sempre que i e J não representarem nÓs 
vizinhos. Mais ainda, com uma ordenação conveniente pode-se ter A na 
forma de uma matriz de banda. 
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APENDICE C: INTEGRAÇÃO NUMÉRICA 
Basicamente, dois fatos foram decisivos na escolha do 
procedimento de Gauss para calcular as integrais que contrl buirão na 
construção da Matriz de Rigidez e do Vetor Carga, associados à 
formulação varlaclonal do problema de valor de contorno, em estudo. 
Primeiro, os polinÔmios a serem integrados, neste trabalho, têm grau 
menor ou lgual a cinco e, assim, a Regra de Gauss com três pontos é 
suficiente para que se integrem, com exatidão tais poll~Ômios; segundo, 
as :fÓrmulas Gaussianas são do tipo abertas, pois não calculam os 
polinômios nas extremidades do intervalo [-1,1]. 
Deduziremos, aqui, a fórmula da quadratura gaussiana para 
funções de duas variáveis, definidas nos elementos finitos triangulares 
da malha discretizada. 
Com o objetivo de obtermos uma generalização maior para o 
algoritmo que calcula as integrais em nosso problema, procederemos tal 
dedução, sobre um triângulo de referência, com vértices nos pontos 
(0,0), (1,0) e (0,1), denominado elemento padrão ou elemento de refe-
rência, e, em seguida, relacionaremos as integrais, a{ calculadas, 
através de uma conveniente mudança de coordenada, com as integrais no 
elemento genérico da malha. 
1. INTEGRACAO GAUSS!ANA NO ElEMENTO DE REFERÊNCIA. 
Sejam F(Ç,l)) uma função real 
triângulo com vértices nos pontos (0,0), 
ngura [C.l] 
(0,1) 
• 3 
• 1 
(0. 0) 
FIGURA [C.!] 
[2 
p 
(l,oH; 
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nas variáveis .; e 1) e O o 
p 
(1,0) e (0,1), como mostra a 
Nestas condiçÕes 
1-1; 
onde ~(I;J = J0F(I;.~)d~ 
Aplicaremos, agora, o procedimento de Gauss para integrar 
F(Ç.~). na variável~. de O até 1. Para isto, ~açamos uma trans~ormação 
de [0,1] para [-1,1] considerando a usual troca de variáveis: 
I;(«) 1 = 2 (a + 1), com dÇ = 
1 
2 da 
Dal. 
1 
} J!!'(} [«. 1])d«. 
-1 
Aplicando a este resultado a ~Órmula da quadratura gaussiana 
com três pontos, temos: 
1 L 11'(/;Jdl; = } 
1 
2 (aJ + 1) e os aJ são as raízes do polinômio de Legendre 
= 1,2,3 
Por outro lado, para c~da J = 1,2,3 temos 
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Novamente aqui, com o objetivo de aplicar o procedimento de 
Gauss para calcular a integral acima, raçamos uma transrormação de 
[0,1- ~JJ para [-1,1], considerando novamente a troca de variáveis: 
~(/3) = 
Como 
temos: 
Daf, 
e, portanto, 
1 
(1 - aJ) J_1F(~J'~tld/3 
Aplicando a fÓrmula da quadratura gaussiana com três pontos 
para calcular esta integral, na variável ~. temos: 
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3 
i (1 - "J) L wt F(~J'~t) 
J•1 
e os f3l são as rafzes do 
polinÔmio de Legendre P
2
(p), t = 1,2,3. 
Com isto, deduzimos a Regra de Gauss com três pontos para 
calcular a integral de uma função real de duas variáveis, na região 
triangular Op , ou seja, 
= 
I 
2 
- o; ) J 
3 L w/(I;J.~t>] = 
t::t 
3 L wl F(l;j.~t)]. 
t=t 
2. RELAÇAO ENTRE A INTEGRAL NO ELEMENTO DE REFERÊNCIA E A INTEGRAL NO 
ELEMENTO GENÉRICO. 
Como sugere o apêndice B, definamos, agora, as funções 
básicas que geram os espaços de aproximação Vh, sobre o triângulo de 
referência np. 
Se i, variando de 1 a 3, indexa os ângulos internos do 
triângulo padrão np' como mostra a :figura [C.1], definamos os 
:funcionais lineares ~1 (Ç,~) por 
1-1;-~ se 1 = 1 
se 1 = 2 
se 1 = 3 
Observa-se, :fac i 1 mente, que estes :funcionais têm as 
' propriedades exigidas aos candidatos as :funções básicas. 
elemento genérico Agora, para relacionar cada n da malha 
c 
do domfnio dlscretlzado ao elemento padrão n , consideremos a seguinte p 
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trans:formação 
~ 
(0,1) 
• 3 
• 1 
(0. 0) 
z 
(0. 0) 
3 
r= L rl~l(l;.~) 
1'=1 
3 
z =L z1~1(1;.~) 
1=1 
• 3 
• 1 
r 
Com esta transCormação, as lntegPais no elemento genérico nG 
estão relacionadas às integrais no elemento padrão por 
JI F(r, z)dzdr 
QG 
- a. ) J 
onde J denota o Jacobiano da trans:fopmação, 
IJI = det J = det r~~ 
ar 
a~ 
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~~] = 
az 
a~ 
ar az 
aç a~ 
3 L wl F(l;j.~l) 
l=l 
ar az 
a~ aç 
] . 
~ 
APENDICE D; LISTAGEM DO PROGRAMA PRINCIPAL E SUBROTINAS 
c 
1. PROGRAMA PRINCIPAL' ELEFI.FOR 
C====================================================================== 
c 
c----------------------------------------------------------------------
e PROGRAMA PRINCIPAL 
c----------------------------------------------------------------------
e PROGRAMA PARA ELABORAR UM SISTEMA DE EQUACOES LINEARES, NA FORMA 
C MATRICIAL, ASSOCIADO A FORMULACAO VARIACIONAL DO PROBLEMA DE 
C VALOR DE CONTORNO, QUE MODELA O FUNCIONAMENTO DO RIM ARTIFICIAL 
CC---------------------------------------------------------------------
c 
C DECLARACAO DAS VARIAVEIS 
c ------------------------
c 
C 1 ) P ARAMETROS DO MODELO , 
c 
C P = COEFICIENTE DE PERMEABILIDADE 
C D = COEFICIENTE DE DIFUSIBILIDADE 
C VM = VELOCIDADE DE ESCOAMENTO 
C CIN = CONCENTRACAO INICIAL DE UREIA NA SANGUE 
C CD = CONCENTRACAO DE UREIA NO SORO 
C XR = RAIO DE CADA CAPILAR DO DIALISADOR 
C XL = COMPRIMENTO DE CADA CAPILAR DO DIALISADOR 
c 
C 2) PARAMETROS DA DISCRETIZACAO ' 
c 
C NR ~ NUMERO DE SUBINTERVALOS NO EIXO-R 
C NZ = NUMERO DE SUBINTERVALOS NO EIXO-Z 
C DL = COEFICIENTE DE AMORTECIMENTO DE PETROV-GALERKIN NA DIRE-
C CAO DO EIXO-Z 
C GM = COEFICIENTE DE AMORTECIMENTO DE PETROV-GALERKIN NA DIRE-
C CAO DO EIXO-R 
c 
C 3) VARIAVEIS DA DISCRETIZACAO ' 
c 
C DR = COMPRIMENTO DE CADA SUBINTERVALO NO EIXO-R 
C DZ = COMPRIMENTO DE CADA SUBINTERVALO NO EIXO-Z 
C NT = NUMERO DE ELEMENTOS FINITOS NO DDMINIO DISCRETIZADO 
C NN = NUMERO DE NOS NO DOMINIO DISCRETIZADO 
C MALHA = MATRIZ MALHA 
C COORD = MATEIZ DAS COORDENADAS DOS NOS 
c 
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c 
!. PROGRAMA PRINCIPAL• ELEFI.FOR 
C====================================================================== 
c 
c----------------------------------------------------------------------
e PROGRAMA PRINCIPAL 
c----------------------------------------------------------------------
e PROGRAMA PARA ELABORAR UM SISTEMA DE EQUACOES LINEARES, NA FORMA 
C MATRICIAL, ASSOCIADC A FORMULACAO VARIACIONAL DO PROBLEMA DE 
C VALOR DE CONTORNO, QUE MODELA O FUNCIONAMENTO DO RIM ARTIFICIAL 
c----------------------------------------------------------------------
e 
C DECLARACAO DAS VARIAVEIS 
c ------------------------
c 
C 1 ) P ARAMETROS DO MODELO , 
c 
C P = COEFICIENTE DE PERMEABILIDADE 
C D = COEFICIENTE DE DIFUSIBILIDADE 
C VM = VELOCIDADE DE ESCOAMENTO 
C CIN = CONCENTRACAO INICIAL DE UREIA NA SANGUE 
C CD = CONCENTRACAO DE UREIA NO SORO 
C XR ::= RAIO DE CADA CAPILAR DO DIALISADOR 
C XL = COMPRIMENTO DE CADA CAPILAR DO DIALISADOR 
c 
C 2) PARAMETROS DA DISCRETIZACAO ' 
c 
C NR = NUMERO DE SUBINTERVALOS NO EIXO-R 
C NZ = NUMERO DE SUBINTERVALOS NO EIXO-Z 
C DL = COEFICIENTE DE AMORTECIMENTO DE PETROV-GALERKIN NA DIRE-
C CAO DO EIX0-2 
C GM = COEFICIENTE DE AMORTECIMENTO DE PETROV-GALERKIN NA DIRE-
C CAO DO EIXO-R 
c 
C 3) VARIAVEIS DA DISCRETIZACAO , 
c 
C DR = COMPRIMENTO DE CADA SUBINTERVALO NO EIXO-R 
C DZ = COMPRIMENTO DE CADA SUBINTERVALO NO EIXO-Z 
C NT = NUMERO DE ELEMENTOS FINITOS NO DOMINIO DISCRETIZADO 
C NN = NUMERO DE NOS NO DOMINIO DISCRETIZADC 
C MALHA = MATRIZ MALHA 
C COORD = MATEIZ DAS COORDENADAS DOS NOS 
c 
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C 4) VARIAVEIS DO SISTEMA ' 
c 
C A = MATRIZ DE RIGIDEZ 
C C = VETOR SOLUCAO DO SISTEMA 
C B = VETOR CARGA 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
5 
15 
25 
PARAMETER (MAX = 85) 
IMPLICIT REAL*4 (A-H,O-Z) 
DIMENSION A(MAX,MAX),C(MAX),B(MAX) 
DIMENSION R(3),Z(3) 
DIMENSION FI(3,3),GRAD(3,2),EFRR(75),EFZ0(75) 
DIMENSION ALFA(3),W(3) 
DATA ALFA,W/-0.774597,0.0,0.774597,0.555556,0.888889,0.555556/ 
DATA CIN,CD/5.E-1,4.0E-2/ 
DATA XRC,XLC/15.E-1,3.E+O/ 
COMMON NR,NZ,NT,NN 
COMMON XR,XL,DR,DZ 
COMMON MALHA(180,3),COOR0(120,2) 
COPIA DAS VARIAVEIS DO COMMON 
XR = XRC 
XL= XLC 
ENTRADA, VIA TECLADO, DOS COEFICIENTES DE DIFUSAO E DE PERMEABI 
LIDADE, E DA VELOCIDADE DO FLUXO 
WRITE(*,5) 
FORMAT(' ENTRE COM O VALOR DE o, ') 
READ(*,*)D 
WRITE(*, 15) 
FORMAT(' ENTRE COM O VALOR DE p, ') 
READ(*,*)P 
WRITE(*,25) 
FORMAT(' ENTRE COM O VALOR DE VM' ' ) 
READ(*,*)VM 
ENTRADA, VIA TECLADO, DOS COEFICIENTES DE PETROV-GALERKIN 
WRITE(*, 3S) 
35 FORMAT(' ENTRE COM O VALOR DE DL' ' ) 
READ('*, *)DL 
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c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
45 
55 
65 
WRITE(*,45) 
FORMAT(' ENTRE COM O VALOR DE GM: ') 
READ(*, *)GM 
LEITURA DAS DIMENSOES DO DOMINIO - VIA TECLADO 
WRITE(•, 55) 
FORMAT(///,TS,' INFORME O VALOR DE XR'l 
READ(*, *)XR 
WRITE(*,65) 
FORMAT(///,TS,'INFORME O VALOR DE XL') 
READ{*,*)Xl. 
LEITURA DOS PARAMETROS DA DISCRETIZACAO: 
LEITURA DO NUMERO DE SUBINTERVALOS SOBRE O EIXO-R - VIA TECLADO 
WRITE(•, 75) 
75 FORMAT(///,TS,'INFORME O VALOR DE NR: ') 
READ(•, *)NR 
C LEITURA DO NUMERO DE SUBINTERVALOS SOBRE O EIXO-Z - VIA TECLADO 
c 
c 
c 
WRITE(*, 85) 
85 FORMAT(///,T5,'INFORME O VALOR DE NZ: ') 
READ(*,*)NZ 
C CALCULO DAS VARIAVEIS DA DISCRETIZACAO 
c --------------------------------------
c 
C CALCULO 00 COMPRIMENTO DE CADA SUBINTERVALO NO EIXO-R 
c 
DR = XRINR 
c 
C CALCULO DO COMPRIMENTO DE CADA SUBINTERVALO NO EIXO-Z 
c 
DZ = XL/NZ 
c 
C CALCULO DO NUMERO DE ELEMENTOS FINITOS 
c 
NT=2*NR*NZ 
c 
C CALCULO DO NUMERO DE NOS 
c 
NN = (NR + 1) * (NZ + 1) 
c 
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C PREPARACAO DA MATRIZ DE RIGIDEZ 
c 
c 
c 
DO OI J = I,NN 
D002I=I,NN 
A(J,I) = 0.0 
02 CONTINUE 
B(J) = 0.0 
OI CONTINUE 
C CHAMADA DA SUBROTINA MALHAM 
c 
c 
c 
CALL MALHAM 
C CHAMADA DA SUBROTINA MACOORD 
c 
c 
c 
CALL MACOORD 
C ELABORACAO DA MATRIZ DE RIGIDEZ' 
c -------------------------------
c 
C DEFINICAO DAS FUNCOES TESTE E SUAS DERIVADAS 
c 
c 
c 
c 
FI(!,!) = -1.0 
FI(1,2) = -1.0 
FI(I,3) = 1.0 
FI(2, I) = 1.0 
FI(2,2) = 0.0 
Fl(2,3) = 0.0 
Fl(3,!) = 0.0 
Fl(3,2) = 1.0 
FI(3,3) = 0.0 
GRAD(I,!) = -1.0 
GRAD(2, I) = 1.0 
GRAD(3,1) = 0.0 
GRAD(I,2) = -1.0 
GRAD(2, 2) = 0.0 
GRAD(3,2) = 1.0 
C CALCULO DO JACOBIANO DA TRANSFORMACAO RELATIVO AS VARIAVEIS DO 
C INTERIOR DO DOMINIO. 
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c 
c 
c 
c 
c 
c 
DO 10 !ND = 1,NT 
DO 20 I = 1,3 
R(l) = COORD(MALHA(IND,I),1) 
Z(l) = COORD(MALHA(IND,I),2) 
20 CONTINUE 
DRQSI = 0.0 
DRETA = 0.0 
D030 1=1,3 
DRQSI = DRQSI +R(!)* GRAD(I,1) 
DRETA = DRETA + R(!) * GRAD(I,2) 
30 CONTINUE 
DZQSI = 0.0 
DZETA = 0.0 
DO 40 I = 1, 3 
DZQSI = DZQSI + Z(I) * GRAD(I,1) 
DZETA = D=A + Z(l) * GRAD(I,2) 
40 CONTINUE 
VJAC = DRQSI * DZETA - DRETA * DZQSI 
VJAC = ABS(VJAC) 
C CALCULO DAS FUNCOES DEFINIDAS NO INTERIOR DO DDMINIO E DAS SUAS 
C INTEGRAIS ATRAVES DO METODO DA QUADRATURA GAUSS! ANA. MONTAGEM 
C DA MATRIZ DE RIGIDEZ RELATIVA AO INTERIOR DO DOMINIO 
c 
C CONTR!BUICAO DE' VM*INTEG{R(1-(R**2/XR**2))*[(DC/DZ)*V]} 
c 
c 
* 
• 
DO 50 ICH = 1,3 
IG = MALHA(IND,ICH) 
DO 60 JCH = 1.3 
JG = MALHA(IND,JCH) 
SOMAKG = O. O 
DO 70 K = 1, 3 
QSI = (ALFA(K) + 1) / 2.0 
SOMALG = O. O 
DO 80 L= 1,3 
ETA = (1- ALFA(K)) * (ALFA(L) + 1) / 4.0 
VARFIJ = FI(JCH,1)*Q5I + FI(JCH,2)*ETA + FI(JCH,3) 
IAICH = (MOD(ICH+1,3)+1) 
JAICH = (MOD(ICH,3)+1) 
G = (R(IAICH) - R(JAICH)) * VARFIJ 
G = G * (1 - ((R(l) + (R(2) - R(l)) * QSI + 
(R(3) - R(1)) * ETA) / XR)**2) 
G = (G * (R(1) + (R(2) - R(1)) * QSI + 
(R(3) - R(1)) * ETA)J / VJAC 
gg 
c 
c 
c 
c 
c 
80 
70 
SOMALG = SOMALG + W(L) • G 
CONTINUE 
SOMAKG = SOMAKG + 1/(K) * (1 - Al.FA(K)) • SOMALG 
CONTINUE 
XINTG = SOMAKG I 8.0 
XINTG = VM * VJAC * XINTG 
A(JG,IG) = A(JG,IG) + XINTG 
60 CONTINUE 
50 CONTINUE 
C CONTRI8U!CAO DE' n•(1-GM)*INTEG[R*(DCIDR)•(DVIDR)] 
c 
c 
c 
c 
120 
110 
c 
c 
c 
DO 90 ICH = 1,3 
!G = MALHA(IND,ICH) 
DO 100 JCH = ICH,3 
JG = MALHA(IND,JCH) 
IF(JCH.NE.ICH)THEN 
XH = (Z(MOD(ICH + 1,3) + 1) - 2(MOD(ICH,3) + 1)) * 
* (Z(MOD(JCH + 1,3) + 1) - 2(MOD(JCH,3) + 1)) 
XH = XH I (VJAC • VJAC) 
SOMAKH ==O. O 
DO 110 K = 1, 3 
QSI = (ALFA(K) + 1) I 2.0 
SOMALH = O. O 
00 120 L = 1, 3 
ETA = (1 - ALFA(K)) • (Al.FA(L) + 1) 14.0 
H= XH • (R(1) + (R(2) - R(l))•QSI + (R(3) - R(1))•ETA) 
SOMALH = SOMALH + 1/(L) * H 
CONTINUE 
SOMAKH = SOMAKH + W(K) • ( 1 - ALFA(K)) * SOMALH 
CONTINUE 
XINTH = SOMAKH I 8.0 
XINTH = XINTH * D * (1-GM) * VJAC 
A(IG,JG) = A(IG,JG) + XINTH 
A(JG,IG) = A(JG,IG) + XINTH 
ELSE 
90 
c 
c 
c 
c 
140 
130 
c 
c 
c 
100 
90 
c 
c 
c 
c 
c 
c 
* 
* 
XH : (Z(MOD(ICH + I, 3) + I) - Z(MOD( ICH, 3) + I) )**2 
XH : XH / (VJAC * VJAC) 
SOMAKH = O. O 
DO 130 K: 1,3 
QSI : (ALFA(K) + I) / 2. O 
SOMALH : O. O 
DO 140 L: 1,3 
ETA : (I - ALFA(K)) * (ALFA(L) + I) / 4.0 
H: XH*(R(I) + (R(2) -R(!)) * QS! + (R(3) -R(!)) * ETA) 
SOMALH : SOMALH + II(Ll * H 
CONTINUE 
SOMAKH : SOMAKH + II(K) * (I - ALFA(K)) * SOMALH 
CONTINUE 
XINTH: SOMAKH / 8.0 
A(IG,IG): A(IG,IG) + D * (1-GM) * XINTH * VJAC 
ENDIF 
CONTINUE 
CONTINUE 
CONTRIBUICAO DE:(VM**2)*DL*INTEG{[(R**2)*[1-(R**2)/(XR**2)]**2]* 
(DC/DZ)*(DC/DZ) 
DO 150 ICH: 1,3 
IG: MALHA(IND,ICH) 
DO 160 JCH = ICH, 3 
JG: MALHA(IND,JCH) 
IF(JCH.NE.ICHJTHEN 
HA: (R(MOD(ICH + 1,3) + I) - R(MOD(ICH,3) + !)) * 
(R(MOD(JCH + 1,3) + I) - R(MOD(JCH,3) + !)) 
HA : HA / (VJAC * VJACJ 
SOMAKA : O. O 
DO 170 K: 1,3 
QSI : (ALFA(K) + I) / 2.0 
SOMALA = O. O 
DO 180 L = 1, 3 
ETA: (I - ALFA(K)) * (ALFA(L) + I) / 4.0 
HAUX: (I- ((R(!) + (R(2) -R(!)) * QSI + 
(R(3) - R(!)) * ETAJ / XRJ**2) 
HAUX = HAUX * HAUX 
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* 
c 
180 
170 
c 
c 
c 
c 
c 
• 
* 
c 
200 
190 
c 
160 
150 
c 
c 
c 
c 
RLOC = ((Rc1) + (R(2) - R(1)) * QSI + 
(R(3) -R(!)) * ETA)) 
HA = HA * HAUX * RLOC * RLOC 
SOMALA = SOMALA + W(L) * liA 
CONTINUE 
SOMAKA = SOMAKA + W(K) * (1 - ALFA(K)) * SOMALA 
CONTINUE 
XINTHA = SOMAKA / 8.0 
A(,~,JG) = A(IG,JG) + VM * VM *DL* XINTHA * VJAC 
A(JG,IG) = A(JG,!G) + VM * VM *DL* XINTHA * VJAC 
ELSE 
HA = (R(MOD(!CH + 1,3) + 1)- R(MOD(ICH,3) + 1))**2 
HA = liA / (VJAC * VJAC) 
SOMAK.A = 0.0 
DO 190 K = 1,3 
QSI = (ALFA(K) + 1) / 2.0 
SOMALA = 0.0 
DO 200 L = 1, 3 
ETA = (1- ALFA(K)) * (ALFA(L) + 1) / 4.0 
IIAUX = (1 - ((R(l) + (R(2) - R(1)) * QS! + 
(R(3) - R(l)) * ETA) / XR)**2) 
HAUX = HAUX * HAUX 
RLOC = (R(1) + (R(2) - R(1)) * QSI + 
(R(3) - R(1)) * ETA) 
HA = HA * HAUX * RLOC * RLOC 
SOMALA = SOMALA + W{L) * HA 
CONTINUE 
SOMAKA = SOMAKA + W(K) * (1 - ALFA(K)) * SOMALA 
CONTINUE 
XINTHA = SOMAKA / 8.0 
A(IG,!G) = A(!G,!G) + VM * VM *DL* XINTHA * VJAC 
ENDIF 
CONTINUE 
CONTINUE 
CONTRIBUICAO DE: D*VM*Dl*INTEG{R*[ 1-(R**2/XR**2) J*(DC/DR}*(DV/DZ) 
DO 210 ICH = 1,3 
IG = MALHA(!ND,ICH) 
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c 
c 
c 
• 
• 
DO 220 JCH = 1,3 
JG = MALHA(IND,JCH) 
SOMAFK = O. O 
DO 230 K = 1,3 
QSI = (AI.FA(K) + I) I 2.0 
SOMAFL = O. O 
DO 240 L= 1,3 
ETA =(I- ALFA(K)) • (AI.FA(L) +I) I 4.0 
FA = (Z(MOD(ICH,3) + I) - Z(MOD(ICH + 1,3) + !)) * 
(R(MOD(JCH + 1,3) +I)- R(MOD(JCH,3) + !)) 
FA = FAI(VJAC • VJAC) 
RLOC = (R(!) + (R(2) - R(!)) * QSI + 
(R(3) -R(!)) * ETA) 
FA = FA * RI..OC * ( 1 - (Rl..OC * RLOC) / (XR * XR)} 
SOMAFL = SOMAFL + W(L) * FA 
240 CONTINUE 
SOMAFK = SOMAFK + W(K) • (I- ALFA(K)) * SOMAFL 
230 CONTINUE 
XINTFA = SOMAFK I 8.0 
XINTFA = XINTFA * VJAC * D * DL * VM 
A(JG,IG) = A(JG,IG)- XINTFA 
220 CONTINUE 
210 CONTINUE 
C CONSTRUCAO, INTEGRACAO E MATRIZ DE RIGIDEZ DA FUNCAO QUE DENOTA 
C A DIFUSAO NA DIRECAO DO EIXO-z, D'INTEG[R*(DCIDZ)*(DVDZ)] 
c 
c 
DO 2SO ICH = 1,3 
!C = MALHA(IND, ICH) 
DO 260 JCH = ICH,3 
JG = MALHA(IND,JCH) 
IF(JCH.NE.ICH)THEN 
GDART = (R(MOD(ICH + 1,3) +!) - R(MOD(ICH,3) +!)) * 
• (R(MOD(JCH + 1,3) + 1) - R(MOD(JCH,3) + 1)) 
GDART = GDART I (VJAC • VJAG) 
SOMAGK = 0.0 
DO 270 K = 1,3 
QSI = (ALFA(K) + 1) I 2.0 
SOMAGL = 0.0 
DO 280 L= 1,3 
ETA = (I - ALFA(K)) * (ALFA(L) + I) I 4. O 
RLOC = (R(!) + (R(2) -R(!)) * QSI + 
• (R(3) -R(!)) • ETA) 
GDART = GDART * RLOC 
SOMAGL = SOMAGL + W( L) * GDART 
280 CONTINUE 
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270 
c 
c 
c 
c 
c 
c 
• 
c 
30 
290 
c 
260 
250 
c 
c 
c 
c 
c 
c 
c 
SOMAGK = SOMAGK + W(K) * (1- ALFA(K)) * SOMAGL 
CONTINUE 
XINTGA = SOMAGK / 8.0 
A(IG,JG) = A(IG,JG) + D * XINTGA * VJAC 
A(JG,IG) = A(JG,IG) + D * XINTGA * VJAC 
ELSE 
GDART = (R(MOD(ICH + 1,3) + 1)- R(MOD(ICH,3) + 1))**2 
GDART = GDART / (VJAC * VJAC) 
SOMAGK = 0.0 
DO 290 K =1,3 
QSI = (ALFA(K) + !) / 2.0 
SOMAGL = 0.0 
DO 300 L= 1,3 
E1A = (1 - ALFA(K)) * (ALFA(L) + 1) / 4.0 
RLOC = (R(!.) + (R(2) - R( 1)) * QSI + 
(R(3) - R(1)) • ETA) 
GDART = GDART * RLOC 
SOMAGL = SOMAGK + W(L) * GDART 
CONTINUE 
SOMAGK = SOMAGK + W(K) * (1- ALFA(K)) * SOMAGL 
CONTINUE 
XINTGA = SOMAGK / 8.0 
A( IG, IG) = A( IG, IG) + D * XINTGA * VJAC 
ENDIF 
CONTINUE 
CONTINUE 
CONSTRUCAO, INTEGRACOES E MATRIZ DE RIGIDEZ DA FUNGAO REFERENTE 
A PETROV-GALERKIN NA DIRECAO DO EIXO-R 
CONTRIBUICAO DE: GM*VM*INTEG{R[l-(R**2/XR**2)]*(DC/DZ}*(DV/DZ) 
DO 310 ICH = 1,3 
IG = MALHA(IND,ICH) 
DO 320 JCH = 1,3 
JG = MALHA(IND,JCH) 
SOMAPK = 0.0 
DO 330 K = 1,3 
QSI = (ALFA(K) + 1) / 2.0 
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c 
c 
c 
c 
c 
c 
c 
• 
340 
330 
SOMAPL = 0.0 
DO 340 L = 1, 3 
ETA = (I - ALFA(K)) * (ALFA(L) + I) / 4. o 
IACH = (MOD(!CH,3) + I) 
!ACHI = (MOD(ICH + !,3) + !) 
JACH = (MOD(JCH,3) + I) 
JACHI = (MOD(JCH + !,3) + I) 
RLOC = (R(!) + (R(2) -R(!)) * QS! + 
(R(3) -R(!)) * ETA) 
PGI = (R(IACHI) - R(!ACH)) * (Z(JACH) - Z(JACHI)) 
PGI = PGI/(VJAC * VJAC) 
PGI = PC! * (RLOC - (RLOC*RLOC*RLOC) / (XR*XR)) 
SOMAPL = SOMAPL + W(L) * PGI 
CONTINUE 
SOMAPK = SOMAPK + W(K) * (I - ALFA(K)) * SOMAPL 
CONTINUE 
XINTPG = SOMAPK / 8.0 
XINTPG = XINTPG * VJAC * GM * VM 
A(JG,IG) = A(JG,IG) + XINTPG 
320 CONTINUE 
310 CONTINUE 
10 CONTINUE 
C DETERMINACAO DOS ELEMENTOS DA FRONTEIRA R= XR, DE O A L, E DAS 
C COORDENADAS DOS NOS DESSES ELEMENTOS. CALCULO DO JACOBIANO DA 
C TRANSFORMACAO RELATIVO AS VARIAVEIS DA FRONTEIRA. 
c 
c 
c 
c 
NEFRR = N2 
NTH = 2 * NR 
DO 350 KK = l,NZ 
EFRR(KK) = KK * NTH 
350 CONTINUE 
DO 360 IND = I, NEFRR 
KF = EFRR(IND) 
DO 370 I = 1,3,2 
R(!)= COORD(MALHA(KF,I),l) 
Z(I) = COORD(MALHA(KF,I),2) 
370 CONTINUE 
VJAC = Z(l) - Z(3) 
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c 
C CALCULO DA FUNGAO DEFINIDA NA FRNTEIRA R = XR, DE O A L, E DE 
C SUA INTEGRAL, ATRAVES DO METODO DA QUADRATURA GAUSSIANA, AO LON 
C GO DESTA FRONTEIRA. EI..ABORACAO DA MATRIZ DE RIGIDEZ. 
c 
c 
400 
c 
c 
c 
c 
c 
410 
c 
c 
c 
c 
390 
380 
360 
c 
c 
c 
c 
c 
c 
DO 380 ICH = 1,3,2 
!G = MALHA(KF, ICH) 
DO 390 JCH = 1,3,2 
JG = MALHA(KF,JCH) 
IF(ICH.EQ.JCH)THEN 
SOMAKFF = O. O 
DO 400 K = 1,3 
QSI = (ALFA(K) + 1) / 2.0 
FFRR = QSI • QSI 
SOMAKFF = SOMAKFF + W(K) * FFRR * VJAC / 2.0 
CONTINUE 
XINTFF = P * XR * SOMAKFF 
A(JG,IG) = A(JG,IG) + XINTFF 
ELSE 
SOMAKFF = O. O 
D0410K=1,3 
QSI = (ALFA(K) + 1)/2.0 
FFRR = QSI * (1 - QSI) 
SOMAKFF = SOMAKFF + W(K) * FFRR * VJAC /2.0 
CONTINUE 
XINTFF = P * XR * SOMAKFF 
A(JG,IG) = A(JG,IG) + XINTFF 
ENDIF 
CONTINUE 
CONTINUE 
CONTINUE 
DETERMINACAO DOS ELEMENTOS DA FRONTEIRA Z=O, DE O A XR, E DAS 
COORDENADAS 005 NOS 005 ELEMENTOS DESTA FRONTEIRA QUE CONTRI-
BUEM NA MATRIZ DE RIGIDEZ. 
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c 
c 
c 
DO 420 KK = 1,NR 
EFZO(KK) = 2 * KK - 1 
420 CONTINUE 
DO 430 IND = 1,NR 
KF = EFZO(IND) 
DO 440 I = 1,3 
R(I) = COORD(MALHA(KL,I),1) 
Z(l) = COORD(MALHA(KL,I),2) 
440 CONIINUE 
DELR = R(2) - R(1) 
DELZ = Z(3) - Z(l) 
C CALCULO DA FUNGAO DEFINIDA NA FRONTEIRA Z = O, DE O A XR, E DE 
C SUA INTEGRAL, ATRAVES DO METODO DA QUADRATURA GAUSSIANA, AO 
C LONGO DESTA FROTEIRA. ELABORACAO DA MATRIZ DE RIGIDEZ. CONTRI-
C BU!CAO DE' D * INT[(DC/DZ)*CIN]DR 
c 
c 
c 
c 
c 
c 
DO 450 ICH = 1,3,2 
IG = MALHA(KF,ICH) 
MRCT = (ICH + 1)/2 
RBDS = (-1.0)**MRCT 
DO 460 JCH = 1,2 
JG = MALHA(KF,JCH) 
SOMAKO = O. O 
DO 470 K = 1,3 
Q5I = (ALFA(K) + 1) / 2.0 
RLOC = R(l) + DELR * QSI 
VARFIJ = FI(JCH,1)*QSI + FI(JCH,3) 
GFZO = RLOC • RBDS * VARFIJ / DELZ 
470 CONTINUE 
460 
450 
430 
XINTGO = D * CIN * SOMAKO 
A(JG,IG) = A(JG,IG) + XINTGO 
CONTINUE 
CONTINUE 
CONTINUE 
97 
c----------------------------------------------------------------------
e ELABORACAO DO VETOR CARGA ASSOCIADO AO SISTEMA 
c----------------------------------------------------------------------
e 
c 
c 
c 
NEFRR: NZ 
NTH=2*NR 
DO 480 KK: I,NZ 
EFRR(!CK) : KK * NTH 
480 CONTINUE 
DO 490 IND : I, NEFRR 
!CF = EFRR( IND) 
DO 500 I : 1,3,2 
R(!) : COORD(MALHA(ICF, !l,l) 
Z(I): COORD(MALHA(KF,I),2) 
500 CONTINUE 
VJAC : Z(l) - Z(3) 
DO 5!0 JCH: !,3,2 
JG: MALHA(ICF,JCH) 
SCMAICGF : O. O 
DO 520 K: 1,3 
QSI : (ALFA(K) + I) / 2.0 
GFRR : QSI 
SCMAKGF : SOMAKGF + GFRR * W(K) 
520 CONTINUE 
XINTGF = SOMAKGF * VJAC * P * CD * XR / 2.0 
B(JG) = XINTGF + B(JG) 
510 
c 
CONTINUE 
c 
c 
c 
c 
c 
c 
490 CONTINUE 
DO 530 I = !,NR+! 
DO 540 J : I,NN 
A(I,J) : 0.0 
540 CONTINUE 
A(!,!)= !.0 
B(I) : CIN 
530 CONTINUE 
OPEN(UNIT:991,FILE:'MAT.DAT' ,STATUS:'UNKNOWN') 
WRITE(991,*) I.E-16 
WR!TE(991, *) NN 
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DO 550 10= I, NN 
WRITE(991,*) (A(IO,JO),JO = l,NN) 
C 992 FORMAT(IX,6El2.5) 
550 CONTINUE 
c 
DO 560 JO = l,NN 
WRITE(991,*) B(JO) 
C 993 FORMAT(IX,El2.5) 
560 CONTINUE 
c 
c 
CLOSE(UNIT=991) 
END 
c----------------------------------------------------------------------
e 
C FIM DO PROGRAMA 
c 
C====================================================================== 
c 
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2. SUBROTINA QUE CALCULA A MATRIZ DA MALHA DO DOMÍNIO DISCRETIZADO' 
MALHAM. FOR 
c 
C----------------------------------------------------------------------
C 
SUBROUTINE MALHAM 
c 
C DECLARACAO DAS VARIAVEIS 
c 
C NR = NUMERO DE SUBINTERVALOS NO EIXO-R 
C NZ = NUMERO DE SUBINTERVALOS NO EIX0-2 
C MALHA = MATRI 2 MALHA 
c 
c 
c 
20 
!O 
c 
IMPLICIT REAL*4(A-H,O-Z) 
COMMON NR,NZ,NT,NN 
COMMON XR,XL,DR,DZ 
COMMON MALHA(180,3),COORD(!20,2) 
NR! = NR + I 
K =O 
DO 10 J = !,NZ 
DO 20 I = !,NR 
K = K + 1 
MALHA(K, I) = (J - l)*NRl+ 
MALHA(K,2) = (J - 1) * NRl + 
MALHA(K, 3) = J * NRl + I 
K = K + 1 
I 
(I 
MALHA(K,l) = J • NR1 + (I + I) 
MALHA(K,2) = J * NRl + I 
MALHA(K,3) = (J - I) * NRl + (I 
CONTINUE 
CONTINUE 
END 
+ I) 
+ I) 
c----------------------------------------------------------------------
e 
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3. SUBROTINA QUE CALCULA A MATRIZ DAS COORDENADAS DOS NÓS DO DOMÍNIO 
DISCRETIZADO: MACOORD. FOR 
c 
c----------------------------------------------------------------------
e 
SUBROliTINE MACOORD 
c 
C DECLARACAO DAS VARIAVEIS 
c 
C NR = NUMERO DE SUBINTERVALOS NO EIXO-R 
C NZ = NUMERO DE SUBINTERVALOS NO EIXO-Z 
C DR = COMPRIMENTO DE CADA SUBINTERVALO NO EIXO-R 
C DZ = COMPRIMENTO DE CADA SUBINTERVALO NO EIX0-2 
C COORD = MATRIZ DAS COORDENADAS DOS NOS 
c 
c 
c 
c 
IMPLICIT REAL*4 (A-H,O-Z) 
COMMON NR,NZ,NT,NN 
COMMON XR,XL,DR,DZ 
COMMON MALHA(180,3),COORD(IZO,Z) 
C CALCULO DA MATRIZ DAS COORDENADAS DOS NOS 
c 
c 
K = O 
VARJ = NZ + 1 
VARI = NR + 1 
DO 10 J = 1,VARJ 
DO 20 I= l,VARI 
K = K + 1 
COORD(K,1) =(I- 1) * DR 
COORD(K,Z) = (J - 1) * DZ 
20 CONTINUE 
10 CONTINUE 
END 
c----------------------------------------------------------------------
c 
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4. PROGRAMA QUE CALCULA O RESÍDUO' RES!D. FOR 
c 
C=============================================~========================= 
c 
c PROGRAMA PARA CALCULO DE RESIDUO 
c 
C======================================================================= 
c 
C DECLARACAO DAS VARIAVEIS 
c ------------------------
c 
C A = MATRIZ DE RIGIDEZ 
C X = VETOR SOLUCAO 
C B = VETOR CARGA 
C W = VETOR RESIDUO 
C S = NORMA DO RESIDUO 
c 
c-----------------------------------------------------------------------
e 
c 
c 
c 
c 
IMPLICIT REAL*4 (A-H,O-Z) 
DIMENSION A(70,70),X(70),W(70),8(70) 
OPEN(UNIT=01,FILE='MAT.DAT' ,STATUS='UNKNOWN') 
READ(01, *)EPS 
READ(01,*)NN 
WRITE(*, 09)NN 
09 FORMAT(3X,IB) 
DO 10 I= 1,NN 
READ(01,*)(A(I,J),J = 1,NN) 
WRITE(*, 15)1 
15 FORMAT(12X, 16) 
READ(01, *)8( I) 
10 CONTINUE 
CLOSE(UNIT=01) 
OPEN(UNIT=02,FILE='SSAIDA.DAT' ,STATUS='UNKNOWN') 
DO 20 I= 1,NN 
READ(02, *)X(!) 
20 CONTINUE 
CLOSE(UNIT=02) 
DO 30 I= 1,NN 
51= 0.0 
DO 40 J = 1, NN 
51 =51 + A(I,J) * X(I) 
40 CONTINUE 
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c 
c 
c 
c 
c 
1/(I) = SI 
30 CONTINUE 
s = 0.0 
DO 50 I = l,NN 
S = S + (\/(!) * 11(1) - B(I) * B(l)) 
50 CONTINUE 
5 = SQRT(5) 
\IRITE(•,05) 5,(1/(I),I = l,NN) 
OS FORMAT(IX,5El4.5) 
CALL EXIT 
END 
C======================================================================= 
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