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LOCAL UNITS VERSUS LOCAL PROJECTIVITY.
DUALISATIONS : CORINGS WITH LOCAL STRUCTURE MAPS.
J. VERCRUYSSE
Abstract. We unify and generalize different notions of local units and local
projectivity. We investigate the connection between these properties by con-
structing elementary algebras from locally projective modules. Dual versions
of these constructions are discussed, leading to corings with local comultipli-
cations, corings with local counits and rings with local multiplications.
Introduction
Corings and their comodules were introduced by Sweedler in [11]; there has been a
revived interest in the subject recently, after an observation made by Takeuchi that
Hopf modules and most of their generalizations, including for example Doi-Hopf
modules, entwined modules, weak Hopf modules and Yetter-Drinfeld modules are
examples of comodules over certain corings. [3] is the first of a series of papers with
new applications of corings; a detailed discussion appeared recently in [4].
Rings without unit have been examined in [1, 2]; various applications have appeared
in the literature. In [12], a Brauer group of equivalence classes of Azumaya algebras
without unit was introduced (see also [6]). There is also a close connection between
rings with local units and the different notions of local projectivity that exist in the
literature. A first notion is due to Zimmermann-Huisgen [16], and is equivalent to
the so-called α-condition (see for example [14]). It can be defined relative to a an
abelian subgroup R of the dual module ∗M = AHom(M,A). In the case where M
is an A-coring, there is a remarkable relation between R-relative local projectivity
of C and the existence of local units in R (see [7]). A second notion (which we will
call strongly local projectivity) is due to Abrams [1], and is related to rings with
idempotent local units by Morita theory (see [2]).
The aim of this paper is a further investigation of the relations between local pro-
jectivity and local units. Let B be a ring with unit, and M a right module over a
B-ring R without unit. We introduce the notion of (idempotent) local unit map on
M , and discuss how this generalizes the local units of [1, 2]. In Section 3, we look at
the following situation: we consider two rings A and B with units, and a dual pair
of bimodules, consisting of a (B,A)-bimodule M , an (A,B)-bimodule M ′, and an
A-bimodule map µ : M ′ ⊗B M → A. We then discuss the relation between weak
local projectivity of M and the existence of local units on M considered as a right
module over the elementary algebraM ⊗AM
′, which is a B-ring (see Theorems 3.3
and 3.4). We have similar characterizations of strong local projectivity, but now in
terms of idempotent local units, and we have a structure theorem for dual pairs of
strongly locally projective modules (see Corollary 3.6).
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Our next aim is to introduce similar notions for corings without counits (but with a
coassociative comultiplication), and to relate these to properties of rings with local
units. This leads us to corings with (weak or strong) local comultiplications (Sec-
tion 4) and corings with (idempotent) local counits (Section 5). Both notions are
related to local units: if a coring has (weak or strong) local comultiplications, then
its endomorphism ring has (idempotent) local units on the coring considered as a
module over the endomorphism ring (Theorem 4.2); right counits on a comodule
M are precisely the units over M viewed as a module over the dual ring (Theo-
rem 5.3). Finally, there exists a dual notion of local comultiplication: in Section 7,
we introduce local multiplications.
If X is an object of a category, then X will be also a notation for the identity
isomorphism on X .
1. Preliminary results
Rings and corings. Let A be a ring, not necessary with unit. A ring with unit
will be called a unital ring. MA will be the category of right A-modules and A-
module morphisms. We use similar notation for the categories of left A-modules
and A-bimodules.
An A-ring is an object B ∈ AMA together with an A-bimodule map µ : B⊗AB →
B satisfying the associativity condition µ ◦ (µ ⊗A IB) = µ ◦ (IB ⊗A µ). This
makes B into a ring with associative multiplication µ. If e ∈ B is a unit for this
multiplication, then the map ι : A → B, ι(a) = ae = eae = ea is a morphism of
rings, and a morphism of unital rings if A has a unit. By ring we mean a Z-ring.
A module over the A-ring B, or shortly a B-module, is M ∈ MA together with
a right A-module map µM : M ⊗A B → M satisfying the usual associativity
condition. Observe that a module M over the ring B is not always a module over
the A-ring B, since M has no canonical A-module structure if B has no unit map.
A right B-module is called firm if the map M ⊗B B → M , m ⊗B b 7→ m · b is a
right B-module isomorphism.
Let C be an A-bimodule. A comultiplication on C is an A-bimodule map ∆C : C →
C ⊗A C, c 7→ c(1) ⊗A c(2) such that this comultiplication is coassociative, that is,
∆(c(1))⊗A c(2) = c(1) ⊗A ∆(c(2)) := c(1) ⊗A c(2) ⊗A c(3),
for all c ∈ C. An A-coring C is an A-bimodule together with a comultiplication and
an A-bilinear map εC : C → A, such that
c(1)εC(c(2)) = εC(c(1))c(2) = c,
for all c ∈ C. We call εC a counit.
Let C and D be two A-corings, then an A-bilinear map f : C → D is called a
morphism of A-corings if εD(f(c)) = εC(c) and ∆D(f(c)) = f(c(1)) ⊗A f(c(2)), for
all c ∈ C.
The left dual ∗C = AHom(C, A) of an A-coring is an A-ring with multiplication
(f ∗ g)(c) = g(c(1)f(c(2)))
and unit εC .
A right C-comodule M is a right A-module, together with a right A-module map
ρ : M → M ⊗A C, ρ(m) = m[0] ⊗A m[1], such that ρ(m[0]) ⊗A m[1] = m[0] ⊗A
∆(m[1]) := m[0]⊗Am[1] ⊗Am[2] for all m ∈M . We call M counital if, in addition,
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m = m[0]εC(m[1]) for all m ∈ M . A map f : M → N between two right C-
comodules is a C-comodule morphism if it is a right A-linear, and right C-colinear,
by which we mean that
f(m)[0] ⊗A f(m)[1] = f(m[0])⊗A m[1],
for all m ∈ M . MC is the category of right C-comodules and C-comodule mor-
phisms. In a similar way, we define the categories CM, CMC , AM
C, etc.
Let C be an A-coring, not necessarily with a counit, and consider M ∈ MC and
N ∈ CM. The cotensor productM⊗CN is the equalizer of ρM⊗AIN and IM⊗AρN .
Split direct systems. Let (Ci)i∈I be a direct system in an Abelian category A. Then
I is a partially ordered set, such that for all i, j ∈ I, there exists k ∈ I such that
k ≥ i and k ≥ j (we will write k ≥ i, j), and we have morphisms ϕji : Ci → Cj
for i ≤ j, such that ϕii = Ci and ϕkj ◦ ϕji = ϕki if i ≤ j ≤ k. (Ci)i∈I is called a
split direct system if every ϕji has a left inverse ψij , such that ψij ◦ ψjk = ψik if
i ≤ j ≤ k. It then follows that ψii = Ci, and the ϕji are cosplit monomorphisms,
and the ψij are projections.
Proposition 1.1. Let (Ci)i∈I be a direct system in A, and consider the direct limit
C = lim
−→
Ci,
and the canonical maps ϕi : Ci → C. The direct system is split if and only if there
exists for every i ∈ I a morphism ψi : C → Ci such that
ψi ◦ ϕi = Ci;(1)
ψi ◦ ϕj ◦ ψj = ψi, for every i ≤ j.(2)
Proof. For our purposes, it is sufficient to consider the case A =MA. Recall first
(see for example [10]) that C is the disjoint union of the Ci, modulo the equivalence
relation ∼ defined as follows: for ci ∈ Ci and cj ∈ Cj , ci ∼ cj if and only if there
exists k ≥ i, j such that ϕki(ci) = ϕkj(cj). ϕi : Ci → C is then given by ϕi(c) = [c],
with c ∈ Ci and [c] the equivalence class of c.
Assume now that we have a split direct system. We define ψi : C → Ci as follows:
assume that x ∈ C is represented by cj ∈ Cj . Then take k ≥ i, j, and put
ψi(x) = ψi ◦ ϕj(cj) := (ψik ◦ ϕkj)(cj).
Let us show that ψi is well-defined. First we show that the definition is independent
of the choice of k ≥ i, j. Take l ≥ i, j and then m ≥ i, j. We then have
(ψik ◦ ϕkj)(cj) = (ψik ◦ ψkm ◦ ϕmk ◦ ϕkj)(cj) = (ψim ◦ ϕmj)(cj),
and, in a similar way
(ψil ◦ ϕlj)(cj) = (ψim ◦ ϕmj)(cj).
Now we show that the definition of ψi is independent of the choice of the represent-
ing ci. Let x = [cj ] = [cl], with cj ∈ Cj and cl ∈ Cl. Then take k ≥ i, j, l such that
ϕkj(cj) = ϕkl(cl). Then (ψik ◦ ϕkj)(cj) = (ψik ◦ ϕkl)(cl), as needed.
Now take ci ∈ Ci. Then
ψi(ϕi(ci)) = ψii(ci) = ci.
To prove the second equality, we first check that for every i ≤ j,
ψij = ψij ◦ Cj = ψij ◦ ψjk ◦ ϕkj = ψik ◦ ϕkj = ψi ◦ ϕj ,
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where we took k ≥ i, j. Let l ≤ i, and take x = [cj ] ∈ C, k ≥ i, j, l. Then we
compute
(ψl ◦ ϕi ◦ ψi)(x) = (ψli ◦ ψi)(x) = (ψli ◦ ψik ◦ ϕkj)(cj) = (ψlk ◦ ϕkj)(cj) = ψl(x).
Conversely, define ψij = ψi ◦ ϕj . Then we find
ψij ◦ ψjk = ψi ◦ ϕj ◦ ψj ◦ ϕk = ψi ◦ ϕk = ψik,
and
ψij ◦ ϕji = ψi ◦ ϕj ◦ ϕji = ψi ◦ ϕi = Ci.

Remark 1.2. From the proof it is clear that under the equivalent conditions of the
previous proposition, (2) means exactly
ψi = ψij ◦ ψj ,
for every i ≤ j.
2. Rings with local units
2.1. local units.
Definition 2.1. Let B be a ring with unit and R a B-ring. Let M be a right
module over the B-ring R (this implies M is a right B-module by definition). A
right unit map on M is a B-bimodule map ηM : B → R, such that the following
diagram of right B-modules is commutative
M ⊗B B
IM⊗BηM

∼=
$$H
H
H
H
H
H
H
H
H
M ⊗B R µM
// M
Left unit maps are defined in a similar way. If M is a bimodule and ηM a left and
right unit map, then we call ηM just a unit map.
Lemma 2.2. Let R be a B-ring and M a right R-module. The following statements
are equivalent.
(1) For every m ∈ M there exists an element e ∈ RB := {r ∈ R | br =
rb, for all b ∈ B} such that m · e = m;
(2) for every finitely generated B-submodule T of M , there exists an element
e ∈ RB such that t · e = t for all t ∈ T ;
(3) there exists a unit map ηT on every finitely generated B-submodule T of
M .
In this case we say that R has right local units on M , and we call e a right local
unit and ηT a right local unit map on T .
Proof. 1⇒ 2 Let {t1, . . . , tk} be a set of generators for T . We proceed by induction
on k. If k = 1 then T = tB and from the first statement, we find an e ∈ RB such
that te = t. Consequently tbe = teb = tb. If k > 1, we can find a right local unit e′
for t1. From the inducion hypothesis, we can also find a right local unit e
′′ for the
k − 1 elements ti − tie
′, i = 2, . . . , k. Now e := e′ + e′′ − e′e′′ ∈ RB and
t1e = t1e
′ + t1e
′′ − t1e
′e′′ = t1 + t1e
′′ − t1e
′′ = t1;
tie = tie
′ + tie
′′ − tie
′e′′ = tie
′ + (ti − tie
′)e′′ = tie
′ + ti − tie
′ = ti,
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and we find that e is a right local unit for all ti (1 ≤ i ≤ k) and consequently for
every element in T .
2⇒ 1 is trivial.
2⇔ 3 follows from the fact that RB ∼= BHomB(B,R) as Z-modules. 
Definition 2.3. A B-ring R has right local units, if it has right local units as a
right module over itself. In the same way, we define rings with left and two-sided
local units. By local units, we will always mean two-sided local units.
If R has right local units, then a right R-module M on which R has right local
units will be termed a right unital R-module.
Lemma 2.4. Let R be a B-ring, M a right R-module and N a left R-module. If
there exist a right local unit e′ ∈ R on m ∈ M and a left local unit e′′ ∈ R on
n ∈ N , then there exists also an element e ∈ R which is at the same time a right
local unit on m ∈M and a left local unit on n ∈ N .
Proof. Take e := e′ + e′′ − e′e′′. 
Corollary 2.5. If R has left and right local units on a bimodule M , then it also
has two-sided local units on M . In particular, if R is a B-ring with left and right
local units, then R is a B-ring with two-sided local units.
Remark 2.6. Recall from [13] that a ring R is called left (resp. right) s-unital if
u ∈ Ru (resp. ∈ uR), for every u ∈ R. R is called s-unital if u ∈ Ru∩uR, for every
u ∈ R. It follows immediately from Lemmas 2.2 and 2.4 and Corollary 2.5 that a
Z-ring R has left (resp. right, two-sided) local units if and only if it is left s-unital
(resp. right s-unital, s-unital).
Lemma 2.7. Let R be a B-ring with right local units. A right R-module M has
right local units if and only if it is firm.
Proof. Assume that M has right local units; the map ψ : M →M ⊗R R, ψ(m) :=
m ⊗R e, with e a right local unit on m, is well-defined. Let e
′ be another right
local unit on m, and choose a right local unit e′′ on e and e′. We find m ⊗R e =
m⊗R ee
′′ = me⊗R e
′′ = m⊗R e
′′ = me′⊗R e
′′ = m⊗R e
′e′′ = m⊗R e
′. It is obvious
that ψ is inverse to the module structure map M ⊗R R→M .
Conversely, if M is a firm right R-module, then M ∼= M ⊗R R, and since R has
local units on itself, it also has local units on M . 
Theorem 2.8. If R is a B-ring with right local units, then every firm right module
M over R (considered as a Z-ring) is also a right B-module. Moreover the category
of firm right modules over R as a Z-ring is isomorphic to the category of firm right
modules over R as B-ring.
Proof. We know that M ∼= M ⊗RR, and since R is a right B-module, M is a right
B-module as well. The B-action is given by the formula m · b = m(eb), with e a
right local unit on m. A similar argument applies to the morphisms. 
2.2. Idempotent local units.
Definition 2.9. With notation as in Definition 2.1, a right local unit map ηM
on M is called idempotent if ηM is a morphism of B-rings. This means that the
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following diagram commutes:
B ⊗B B
ηM⊗BηM //
µB

R⊗B R
µR

B ηM
// R
Lemma 2.10. Let R be a B-ring, and M a right R-module. The following state-
ments are equivalent.
(1) R has an idempotent right local unit map on every finitely generated right
B-submodule N of M ;
(2) for every finitely generated right B-submodule N of M , we can find an
idempotent e ∈ RB such that ne = n for all n ∈ N ;
(3) for every finitely generated right B-submodule N of M , we can find an
idempotent e ∈ RB such that N ⊆Me;
(4) M is the direct limit of a split direct system of submodules (Mi)i∈I , and R
has an idempotent right unit map on every Mi.
In this case we say that R has idempotent right local units on M and we call e an
idempotent right local unit.
Proof. The equivalence 1⇔ 2 can be proved in the same way as Lemma 2.2, taking
into account that ring morphisms B → R correspond to idempotents in RB.
3⇔ 2 is trivial.
4⇒ 2. Let {n1, . . . , nk} be a set of generators of a finitely generated right B-
submodule N ofM . SinceM = lim
−→
Mi, there exists ℓ ∈ I such that ni ∈Ml, for all
j = 1, · · · , k. The idempotent right unit map on Mℓ is an idempotent right local
unit map on N .
2⇒ 4. Let I be the set of all idempotent elements e ∈ RB.We define a partial order
as follows: e ≤ f if ef = fe = e. Setting Me := Me, then {Me}e∈I is a split direct
system, with maps
ϕfe : Me →Mf , ϕfe(me) = me = mef ;
ψef : Mf →Me, ψef (mf) = mfe = me,
for all m ∈ M , and e ≤ f ∈ I. e is an idempotent local unit on Me, and M =
lim
−→
Me. 
It follows from Lemma 2.10 that R is a B-ring with idempotent left (resp. right)
local units if and only if R is the direct limit of a split direct system of rings with
a left (resp. right) unit.
Lemma 2.11. A B-ring R with left and right idempotent local units also has two-
sided idempotent local units.
Proof. For every finite subset {r1, . . . , rk} ⊂ R, we have to find an idempotent
e ∈ RB such that eri = rie = ri. By assumption, we can find an idempotent left
local unit e′ on {r1, . . . , rk}, and an idempotent right local unit e
′′ on {r1, . . . , rk, e
′}.
An easy calculation shows that e = e′ + e′′ − e′′e′ is an idempotent two-sided unit
on {r1, . . . , rk}. 
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Remark 2.12. It follows from Lemmas 2.10 and 2.11 that R is a B-ring with two-
sided local units if and only if for every finitely generated B-subbimodule F of R,
there exists an idempotent e ∈ RB such that F ⊆ eRe. Notice that eRe is a B-ring
with unit e. In the case where B = Z, we recover the definition of ring with local
units as introduced by A´nh and Ma´rki in [2].
2.3. Local Projectivity. In order to be able to distinguish different notions of
local projectivity, we introduce “weak” and “strong” local projectivity. In the
literature, both notions are termed “local projectivity”.
Let A and B be a rings with unit and M ∈ BMA. Then M
∗ = HomA(M,A) is an
(A,B)-bimodule, with actions (afb)(m) = af(bm) for all f ∈ M∗, m ∈ M , a ∈ A
and b ∈ B.
Definition 2.13. With notation as above, let R be an additive subgroup of M∗,
and N a subset of M . A dual (M,R)-basis of N is a finite set {(ui, fi)} ⊂M ×R
such that n =
∑
i uifi(n), for every n ∈ N .
{(ui, fi)} is called (left) B-linear if
∑
i uifi(bm) =
∑
i buifi(m), for all m ∈M .
We call {(ui, fi)} idempotent if ui =
∑
j ujfj(ui).
We call M weakly R-locally projective as a (B,A)-bimodule if every finite subset
N of M has a B-linear dual (M,R)-basis. If R = M∗ then we just say that M is
right weakly locally projective as a (B,A)-bimodule.
Lemma 2.14. Let M be a (B,A)-bimodule. M is weakly R-locally projective as
(B,A)-bimodule if and only if every finitely generated (B,A)-subbimodule of M has
a B-linear dual (M,R)-basis.
Proof. This follows by the (B,A)-linearity of the dual bases, where the A-linearity
is satisfied since R ⊂ HomA(M,A). 
In case B = Z, we say that M is weakly R-locally projective as a right A-module.
From [7], we recall the following characterization, which has an obvious analog for
(B,A)-bimodules.
Theorem 2.15. With notation as above, the following statements are equivalent
(1) M is weakly R-locally projective as a right A-module;
(2) M is weakly S-locally projective as a right A-module, where S is the left
A-submodule of M∗ generated by R;
(3) the map αN,R : M ⊗A N → AHom(R, N), α(m ⊗A n)(f) = f(m)n, is
injective for every left A-module N , that is, M satisfies the α-condition for
R;
(4) M is weakly T -locally projective and S is dense in the finite topology on
M∗ for every A-submodule T of M∗ such that S ⊂ T .
M is weakly M∗-locally projective as a right A-module if and only if M is locally
projective in the sense of Zimmermann-Huisgen [16]. This is equivalent to the
following condition (see [9]): for any commutative diagram with exact rows in the
category of right A-modules of the form
0 // F
i // M
g

N ′
f
// N // 0
8 J. VERCRUYSSE
with F finitely generated, there exists a right A-linear map h : M → N ′ such that
g ◦ i = f ◦ h ◦ i.
It is clear that projective modules are weakly locally projective and that weakly
R-locally projective modules are weakly locally projective.
Definition 2.16. We call M strongly R-locally projective as a (B,A)-bimodule if
every finite subset N of M has an idempotent B-linear (M,R)-dual basis.
If B = Z, we say that M is strongly R-locally projective as a right A-module. If
R = M∗, we say that M is strongly locally projective a (B,A)-bimodule.
It is clear that M is strongly R-locally projective as a (B,A)-bimodule if every
finitely generated (A,B)-subbimodule N ofM has an idempotent B-linear (M,R)-
dual basis.
It is clear that strongly locally projective modules are weakly locally projective.
The converse implication is not true in general, since projective modules are not
necessarily strongly locally projective.
In [2], a right A-module P is called locally projective if it is the direct limit of a
split direct system (Pi)i∈I consisting of submodules that are finitely generated and
projective as right A-modules.
Theorem 2.17. The following statements are equivalent:
(1) P is locally projective in the sense of A´nh and Ma´rki [2];
(2) every finitely generated submodule F of P is contained in a finitely generated
projective submodule PF of P , which is a direct summand of P ;
(3) P is strongly locally projective as a right A-module.
Proof. 1⇒ 2. Let {p1, . . . , pn} be a set of generators of F . Since P = lim−→
Pi, there
exists k ∈ I such that {p1, . . . , pn} ⊂ Pk, hence F ⊂ Pk, and Pk is finitely generated
projective and a direct summand of P as a right A-module.
2⇒ 3. Let {(uk, fk)} be a dual basis of PF as a right A-module. Since PF is a
direct summand of P , the maps fk : PF → A can be extended to fk : P → A.
3⇒ 1. Let {pi}i∈I be a set of generators of P and let J be the set of all finite subsets
of I. For every J ∈ J , let {(uJk , f
J
k )} be a finite dual basis of the module generated
by {pj}j∈J . We define PJ as the finitely generated and projective submodule of
P generated by the {uJk} and ψJ : P → PJ , ψ(p) =
∑
ukfk(p). Clearly these are
projections and consequently the PJ are direct summands of P . Furthermore, we
define J ≤ J ′ iff {(uJ
′
k′ , f
J′
k′ )} is a dual basis for the elements u
J
k . Since the dual
bases are idempotent we have J ≤ J and everything else is now straightforward. 
3. Local projectivity versus local units
Let A and B be rings with unit. Following [6, Sec. 1.2], a dual pair is a triple
M = (M,M ′, µ), with M ∈ BMA, M
′ ∈ AMB and µ : M
′ ⊗B M → A is an
A-bimodule map.
Recall thatM∗ = HomA(M,A) is an (A,B)-bimodule, and that
∗M ′ = AHom(M
′, A)
is a (B,A)-bimodule. Then (M,M∗, µ), with µ(f ⊗B m) = f(m) is a dual pair.
Also recall that the adjunction property gives us the following isomorphisms of
Z-modules:
AHomA(M
′ ⊗B M,A)
ζ
−→ AHomB(M
′,M∗)
ξ
−→ BHomA(M,
∗M ′).
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For later use, we give the explicit description of the connecting maps:
ζ(µ)(m′)(m) = µ(m′ ⊗B m), ζ
−1(ϕ)(m′ ⊗B m) = ϕ(m
′)(m),
for all µ ∈ AHomA(M
′⊗BM,A), ϕ ∈ AHomB(M
′,M∗), m ∈M and m′ ∈M ′. We
can consider ϕ∗ ∈ BHomA(
∗(M∗), ∗M ′), and ξ(ϕ) = ϕ∗ ◦ ι, with ι : M → ∗(M∗)
the canonical morphisms. The proof of Lemma 3.1 is straightforward.
Lemma 3.1. Let A and B be rings with unit, and M = (M,M ′, µ) a dual pair.
Then S := M ⊗A M
′ is a B-ring, with multiplicatin map M ⊗A µ ⊗A M , and we
have morphisms of B-rings Φ : S → EndA(M) and Ψ : S → AEnd(M
′), given by
Φ(m⊗A m
′)(n) = mµ(m′ ⊗A n) and Ψ(m⊗A m
′)(n′) = µ(n′ ⊗A m)m
′.
This makes M into a left S-module, and M ′ into a right S-module. S is called the
elementary B-ring associated to M .
A finite dual basis is a set {(ui, fi) | 1 ≤ i ≤ n} ⊂ M × M
∗, such that m =∑
i uifi(m) for all m ∈M . It can also be regarded as an element e =
∑
i ui⊗A fi ∈
M ⊗A M
∗, such that Φ(e) =M , the identity on M .
Lemma 3.2. If there exists
∑
i u
′
i⊗Bui ∈ (M
′⊗BM)
A such that µ(
∑
i u
′
i⊗Bui) =
1A, then M is a firm left S-module, and M
′ is a firm right S-module.
Proof. For every m ∈ M , we have that m = m1A = mµ(u
′
i ⊗B ui) = Φ(m ⊗A
u′i)(ui) = (m ⊗A u
′
i) · ui, and this shows that the canonical map S ⊗S M → M is
surjective. We still have to show that this map is injective. To this end, it suffices
to show that the sequence
S ⊗B S ⊗B M
λ
−→ S ⊗B M
ψ
−→M → 0,
with λ(s ⊗B t ⊗B m) = st ⊗B m − s ⊗B tm and ψ(t ⊗B m) = tm, is exact. It is
clear that ψ ◦ λ = 0. Take
x =
∑
j
mj ⊗A m
′
j ⊗B nj ∈ Kerψ,
this means that
∑
j mjµ(m
′
j ⊗B nj) = 0. Then
λ
(∑
i,j
mj ⊗A u
′
i ⊗B ui ⊗A m
′
j ⊗B nj
)
=
∑
j
mj ⊗A m
′
j ⊗B nj −
∑
i,j
mj ⊗A u
′
i ⊗B uiµ(m
′
j ⊗B nj)
=
∑
j
mj ⊗A m
′
j ⊗B nj −
∑
i,j
mj ⊗A µ(m
′
j ⊗B nj)u
′
i ⊗B ui
=
∑
j
mj ⊗A m
′
j ⊗B nj = x ∈ Im (λ).

Let A and B be rings with unit, and M ∈ BMA, M
′ ∈ AMB. We then have
functors F = − ⊗B M and G = − ⊗A M
′ between the categories MB and MA,
and adjunctions (F,G) correspond to comatrix coring contexts (A,B,M ′,M, µ, ν).
These consist of data A, B, M , N as above, and two bimodule maps µ : M ′ ⊗B
M → A and ν : B → M ⊗A M
′ such that M ′ = (µ ⊗A M
′) ◦ (M ′ ⊗B ν) and
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M = (ν ⊗B M) ◦ (M ⊗A µ). This observation (see for example [6, Theorem 1.1.3])
is folklore; the terminology was introduced recently in [5].
Theorem 3.3. Let A and B be rings with unit, and M = (M,M ′, µ) be a dual
pair. With notation as above, the following statements are equivalent
(1) S is a B-ring with unit and M and M ′ are firm, respectively as a left and
right S-module;
(2) M is finitely generated and projective as a right A-module and ζ(µ) = ϕ :
M ′ →M∗ is bijective;
(3) M ′ is finitely generated and projective as a left A-module and ξ(ζ(µ)) = ψ :
M → ∗M ′ is bijective;
(4) the map Φ of Lemma 3.1 is an isomorphism;
(5) the map Ψ of Lemma 3.1 is an isomorphism;
(6) there exists a B-bimodule map η : B →M⊗AM
′ such that (A,B,M ′,M, µ, η)
is a comatrix coring context.
Proof. 1.⇒ 2. Let e =
∑
i ui ⊗ u
′
i ∈ M ⊗A M
′ = S be the unit element of S.
It follows from Lemma 2.7 that M and M ′ are unital, resp. as a left and right
S-module. For all m ∈M , we have that
m = em =
∑
i
uiµ(u
′
i ⊗B m) =
∑
i
uiϕ(u
′
i)(m),
so {(ui, ϕ(u
′
i))} is a finite dual basis of M as a right A-module. Since ϕ is left
A-linear, we have for every f ∈M∗ that
f =
∑
i
f(ui)ϕ(u
′
i) = ϕ(
∑
i
f(ui)u
′
i) ∈ Im (ϕ),
so ϕ is surjective. If ϕ(m′) = 0, then µ(m′ ⊗ m) = 0, for all m ∈ M , hence
m′ = m′u = µ(m′ ⊗ ui)u
′
i = 0, and it follows that ϕ is injective.
2.⇒ 4. and 4.⇒ 1. are trivial.
The equivalence of 1., 3. and 4. can be proved in a similar way.
1.⇒ 6. Take η : B →M ⊗A M
′, η(b) = be, with e the unit of S.
6.⇒ 1. η(1) is a unit on S, and acts trivially on M and M ′. 
We will now discuss how properties of local units can be translated into properties
of local projectivity. A first result is the following.
Theorem 3.4. We keep the notation introduced above, and let R := Im ζ(µ). The
following statements are equivalent:
(1) M is a weakly (resp. strongly) R-locally projective right A-module;
(2) S is a Z-ring with left local units (resp. left idempotent local units) and M
is a firm left S-module;
(3) S has local units (resp. idempotent local units) on M as Z-ring.
In this situation, ξ(ζ(µ)) = ψ is injective.
Proof. 1.⇒ 2.We first show that S has left local units onM : take F = {m1, · · · ,mn} ⊂
M ; then there exists a dual (M,R)-basis {(ui, ϕµ(u
′
i))} of the submodule ofM gen-
erated by F . Let e =
∑
i ui ⊗A u
′
i ∈ S; then we have, for all j ∈ {1, · · · , n}, that
emj =
∑
i uiϕµ(u
′
i)(mj) = mj .
A similar argument shows that S has left local units: take G = {s1, · · · , sm} ⊂ S,
and write sj =
∑
kmjk ⊗Am
′
jk. There exists a dual (M,R)-basis {(ui, ϕµ(u
′
i))} of
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the submodule of M generated by the mjk, and
∑
i(ui ⊗A u
′
i)sj = sj , for all j.
It then follows from Lemma 2.7 that M is firm as a left S-module.
If M is strongly R-locally projective, then we can choose an idempotent dual
(M,R)-basis {(ui, ϕµ(u
′
i))} in the above construction. Then
e2 = (
∑
i
ui ⊗A u
′
i)(
∑
j
uj ⊗A u
′
j) =
∑
i,j
uiµ(u
′
i ⊗B uj)⊗A u
′
j
=
∑
i,j
uiϕµ(u
′
i)(uj)⊗A u
′
j =
∑
j
uj ⊗A u
′
j = e,
and the local units are idempotent.
2.⇒ 3. follows from Lemma 2.7.
3.⇒ 1. Take m ∈ M , and a local unit e = ui ⊗A u
′
i ∈ S on the submodule of M
generated by m. Then
m = e ·m =
∑
i
uiµ(u
′
i ⊗B m) =
∑
i
uiϕµ(u
′
i)(m),
so {(ui, ϕµ(u
′
i))} is a dual basis for m.
Finally, if m ∈ Kerψ, then we have for all m ∈M that ψ(m)(m′) = ϕ(m′)(m) = 0.
Take a dual (M,R)-basis {(ui, ϕµ(u
′
i))} of m. then m = uiϕ(u
′
i)(m) = 0, and it
follows that ψ is injective. 
Theorem 3.5. We keep the notation from Theorem 3.4. If Φ is injective, then the
following statements are equivalent:
(1) M is a weakly (resp. strongly) R-locally projective (B,A)-bimodule;
(2) S is a B-ring with left local units (resp. right idempotent local units) and
M is a firm left S-module;
(3) S has local units (resp. idempotent local units) on M as a B-ring.
If ζ(µ) = ϕ is injective and M is a weakly R-locally projective (B,A)-bimodule,
then Ψ is injective and S is a B-subring of AEnd(M
′).
Proof. 1.⇒ 2. We only have to show that the local units e =
∑
i ui ⊗A u
′
i con-
structed in the proof of 1.⇒ 2. in Theorem 3.4 can be taken in SB. We can take
a B-linear dual (M,R)-basis {(ui, ϕ(u
′
i)} of F . We then have for all j and b ∈ B:
Φ(eb)(mj) = Φ(e)(bmj) =
∑
i
uiϕ(u
′
i)(bmj) =
∑
i
buiϕ(u
′
i)(mj) = Φ(be)(mj),
so Φ(eb) = Φ(be), and e ∈ SB, since Φ is injective.
2.⇒ 3. follows by Lemma 2.7.
3.⇒ 1. The B-linearity of the dual basis is an immediate consequence of the fact
that the local units commute with the elements of B.
If ϕ is injective, then we can identify M ′ and R. Since M is weakly R-locally
projective, it satisfies the α-condition for R. This means M ⊗AN → AHom(R, N)
is injective. Taking N =M ′, we find that Ψ is injective. 
Corollary 3.6. Put S = Im (ψ). The following statements are equivalent
(1) M is a weakly (resp. strongly) R-locally projective as a (B,A)-module and
M ′ is weakly (resp. strongly) S-locally projective as an (A,B)-module;
(2) S is a B-ring with (resp. idempotent) local units, M is a firm right S-
module and M ′ is a firm left S-module;
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(3) S has left (resp. idempotent) local units on M and right (resp. idempotent)
local units on M ′ as a B-ring.
In the strong/idempotent case, these conditons are also equivalent the following
condition:
(4) M is the direct limit of a split direct system (Pi)i∈I , with all the Pi finitely
generated and projective as right A-modules and such that M = lim
−→
Pi and
M ′ = lim
−→
P ∗i .
Proof. 1.⇒ 2. It follows from Theorem 3.4 that ψ is injective, and then from the
final statement in Theorem 3.5, with M replaced by M ′ and vice versa, that Φ is
injective. In a similar way, it follows from Theorem 3.4, now with M replaced by
M ′ that ϕ is injective, and then from the final statement in Theorem 3.5 that Ψ is
injective. Then the implication 1.⇒ 2. follows from Theorems 3.4 and 3.5.
2.⇒ 3. and 3.⇒ 1. follow immediately from Theorem 3.5 (and its analogous ver-
sion, with the roles of M and M ′ interchanged), taking into account the fact that
the hypothesis that Φ is injective is only needed in the proof of 1.⇒ 2. in Theo-
rem 3.5.
4⇒ 1. Since ϕ is injective, we can view M ′ as a submodule of M∗, and therefore
R = M ′. For a finitely generated submodule N of M , we can find i ∈ I such that
N ⊂ Pi. The dual basis of Pi is contained in Pi ⊗A P
∗
i ⊂ M ⊗A R, and is an
idempotent dual basis on N ; in a similar way, we can find idempotent local bases
on finitely generated submodules of M ′.
1⇒ 4. Using Theorem 2.17, we find split direct systems (Pi)i∈I and (P
′
j)j∈J such
that M = lim
−→
Pi and M
′ = lim
−→
P ′j . Moreover, it follows from the proof of The-
orem 2.17 that Pi = eiM , where ei ∈ S is a idempotent local dual basis for Pi.
Analogously, P ′j = M
′e′j with e
′
j ∈ S local dual bases for P
′
j . We will construct from
these direct systems a new split direct system that satisfies the desired properties.
Let K ⊂ S be the set consisting of all the previously considered dual bases ei and
e′j for respectively Pi and P
′
j . For two elements k1, k2 ∈ K we say that k1 ≤ k2
if and only if k1k2 = k1 in S. Now put Mk := k ·M and M
′
k := M
′ · k for all
k ∈ K, similar as in the proof of Theorem 2.17 (part 3 to 1) we find M = lim
−→
Mk
and M ′ = lim
−→
M ′k.
Moreover, M ′i = (Mi)
∗: taking the restriction and corestriction of the morphism
ϕ : M ′ → M∗, we find a morphism ϕk : M
′
k → M
∗
k , ϕk(m
′)(m) = µ(m′ ⊗B m)
for all m′ ∈ M ′k and M ∈ M . Let us first prove that this morphism is injective.
Suppose µ(m′⊗Bm) = 0 for all m ∈Mk. We know by the construction of Mk that
m′ = m′ ·k. Also by the construction of Mk and M
′
k, we can find elements ui ∈Mk
and fi ∈M
′
i such that k = ui⊗A fi. Furthermore, m
′ = m′ ·k = µ(m′⊗B ui)fi = 0.
Finally, ϕk is also surjective. Take f ∈M
∗
k . Then
f(m) = f(k ·m) = f(
∑
i
uiµ(fi ⊗B m)) =
∑
i
f(ui)µ(fi ⊗B m),
for all m ∈ Mk, where we denoted again k =
∑
i ui ⊗ fi. We conclude that
f = ϕk(f(ui)fi). 
Let S be a ring with idempotent local units. It follows from Lemma 2.10 that
S = lim
−→
Se = lim
−→
eS = lim
−→
eSe, where the limit is taken over the set of idempotents
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e of S. So S is the direct limit of a system of rings with left units, of a system
of rings with right local units and of a system of rings with two-sided local units.
In the case where S is as in Corollary 3.6, we have M = lim
−→
Pi and M
′ = lim
−→
P ∗i .
Since the tensor product commutes with direct limits, we find
S = M ⊗A M
′ = lim
−→
Pi ⊗A M
′ = lim
−→
M ⊗A P
∗
i .
Here Pi⊗AM
′ is a ring with left unit ei, with ei the finite dual basis for Pi, and ei
is a right unit of the ring M ⊗A P
∗
i .
Recall that Pi ⊆ Pj if i ≤ j. Take k ≥ i, j. Then Pi ⊗A P
∗
j ⊆ Pk ⊗A P
∗
k , and it
follows that
S = M ⊗A M
′ = lim
−→
Pi ⊗A P
∗
j = lim−→
Pk ⊗A P
∗
k ,
with Pk ⊗A P
∗
k a ring with unit by Theorem 3.3.
We will now look at the situation where the direct limit is a direct sum. Recall that
a ring R has enough idempotents if there exists a set {ei}i∈I of pairwise orthogonal
idempotents, such that every element in R admits a finite sum of these idempotents
as a two-sided unit, or, equivalently R =
⊕
i∈I eiR =
⊕
i∈I Rei. We call {ei}I a
complete family of idempotents for R.
Theorem 3.7. Let M = (M,M ′, µ) be a dual pair over the rings A and B, and
S = M ⊗A M
′ the associated elementary B-ring. The following statements are
equivalent
(1) S is a ring with enough idempotents and M and M ′ are firm, respectively
as a left and right S-module;
(2) there exist a family of finitely generated and projective right A-modules
{Pi | i ∈ I} such that
M =
⊕
i∈I
Pi and M
′ =
⊕
i∈I
P ∗i .
Proof. (1)⇒ (2). S has a complete family of idempotents {ei | i ∈ I}, so it has
idempotent local units, and, by Corollary 3.6, M is strongly ϕµ(M
′)-locally pro-
jective and ϕµ is injective. For every i ∈ I, eiM is now a finitely generated and
projective direct summand of M (see Theorem 2.17). We claim M =
⊕
i∈I eiM .
Indeed, if eim = ejm
′ with i 6= j, then eim = e
2
im = eiejm
′ = 0.
In a similar way, we find that M ′ =
⊕
i∈I M
′ei. As in the proof of Corollary 3.6,
we show that M ′ei ∼= (eiM)
∗.
(2)⇒ (1). Clearly, M and M ′ are strongly locally projective, so S is a ring with
idempotent local units and M and M ′ are firm S-modules. We are done if we can
construct a complete family of idempotents. Let ei =
∑
j u
j
i ⊗A f
j
i ∈ Pi ⊗A P
∗
i be
the finite dual basis for Pi. f
j
i (e
ℓ
k) = 0 for all j, ℓ if i 6= k, so eiek = 0, and the ei
form a complete set of idempotents. We then have
S =
⊕
i∈I
eiPi ⊗A M
′ and S =
⊕
i∈I
M ⊗A P
∗
i ei.

Remark 3.8. For sake of completeness, let us observe the following connection to
Morita contexts. If (M,M ′, µ) is a dual pair, then we have a Morita context
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(A,S,M ′,M, µ, S), which is strict if and only if µ is surjective. Conversely, ev-
ery morita context (A,S, P,Q, f, g) between a ring A and a B-ring S gives rise to a
dual pair (BQA,APB, f¯), where f¯ is induced by f . The original context is naturaly
homomorphic to the context associated to this dual pair. If the map g from the
original context is surjective, then both contexts are isomorphic. If S has (idem-
potent) local units, then by Corollary 3.6, P and Q are weakly (strongly) locally
projective A-modules, if P and Q are firm S-modules. By lemma Lemma 3.2, this
last condition will be satisfied if f is surjective.
4. Local comultiplications
Let M = (M,M ′, µ) be a dual pair over the rings A and B, and consider the
A-bimodule C = M ′ ⊗B M . Write εC = µ : C → A. In order to make C into
an A-coring, we need a comultiplication. Dualising the construction of local units
for the B-ring S = M ⊗A M
′, we can start from an element e ∈ SB and define
∆e(m
′⊗Bm) = m
′⊗B e⊗Bm ∈ C⊗A C. This map is clearly coassociative, however
the counit property mi⊗B e ·m
′
i = c(1)ε(c(2)) = c = ε(c(1))c(2) = mi · e⊗Bm
′
i holds
only for elements c = m′i⊗Bmi such that e is a local dual basis (local unit) for the
mi and m
′
i. This leads us to Definition 4.1.
Definition 4.1. Let A be a ring with unit, C an A-bicomodule and εC : C → A
an A-bimodule map. A right ε-comultiplication on D ⊂ C is a coassociative A-
bimodule map ∆D : C → C ⊗A C such that c = c(1)εC(c(2)) = (C ⊗A εC) ◦∆D(c)
for all c ∈ D. A right ε-comultiplication ∆D is called idempotent if (C ⊗A ε) ◦∆D
is an idempotent in AEndA(C).
If there exists a right ε-comultiplication on C, we say that C is an A-coring with
right comultiplication.
We call C an A-coring with weak (resp. strong) right local ε-comultiplications
if for every finitely generated right A-submodule D of C, we can find a right ε-
comultiplication (resp. an idempotent right ε-comultiplication) ∆D on D.
In a similar way, we define corings with weak and strong left local ε-comultiplications.
We say that C is an A-coring with two-sided weak (resp. strong) right local ε-
comultiplications if for every finitely generated right A-submodule D ⊂ C there
exists an A-bilinear coassociative map ∆D which is at the same time a right and a
left ε-comultiplication (resp. a strong right and a left ε-comultiplication).
A right A-module M is called a weak local right C-comodule if for every finitely
generated A-submodule N ⊂M , there exists a comultiplication ∆N : C → C ⊗A C
on C and a right A-linear map δN : M → M ⊗A C, δN(m) = m[0] ⊗A m[1] such
that n[0]ε(n[1]) = n for all n ∈ N and δN (m[0]) ⊗A m[1] = m[0] ⊗A ∆N (m[1]) for
every m ∈M . We call M a strong local right C-comodule if M is a weak local right
C-comodule and, in addition, (C ⊗A ε)◦ δN is an idempotent in EndA(M), for every
finitely generated N ⊂M .
We say that two comultiplications ∆ and ∆′ on C coassociate if (C ⊗A ∆) ◦∆
′ =
(∆′ ⊗A C) ◦∆ and (C ⊗A ∆
′) ◦∆ = (∆⊗A C) ◦∆
′.
Observe that the fact that C is a local comodule over C does not imply that C is an
A-coring with local comultiplications, since it is possible that δD 6= ∆D.
Theorem 4.2. If C is an A-coring with (left, right) weak (resp. strong) local
comultiplications then AEndA(C) has (left, right) (resp. idempotent) local units on
C.
LOCAL UNITS VERSUS LOCAL PROJECTIVITY 15
Proof. The local units are of the type (C ⊗ ε) ◦ ∆D, where ∆D is a right local
comultiplication on a finitely generated submodule D ⊂ C. 
Theorem 4.3. Let C be an A-bimodule and εC : C → A an A-bimodule map. Then
the following statements are equivalent.
(1) For every c ∈ C, there exists a right ε-comultiplication ∆c on {c}, such that
∆c and ∆c′ coassociate, for all c, c
′ ∈ C;
(2) there exists a right ε-comultiplication on every A-subbimodule of C generated
by a single element such that two such comultiplications coassociate;
(3) C is an A-coring with right weak local comultiplications.
Proof. 1.⇒ 2. Take c ∈ C and ∆c as in part 1. We only have to prove that
the counit property holds for every element of the form acb, with a, b ∈ A. But
∆c(acb) = ac(1) ⊗A c(2)b, so ac(1)ε(c(2)b) = ac(1)ε(c(2))b = acb.
2.⇒ 3. LetD be the A-subbimodule of C generated by the elements {c1, . . . , ck}. We
proceed by induction on the number of generators. Let ∆ be the ε-comultiplication
on the A-subbimodule generated by c1, and ∆′ the ε-comultiplication on the k − 1
elements ci − ci(1)ε(c
i
(2)), i = 2, . . . , k. By assumption, these comultiplications can
be chosen in such a way that they coassociate. Now ∆′′ = ∆+∆′−∆′ ◦(C⊗A ε)◦∆
is a comultiplication on C. It is obvious that ∆′′ is an A-bilinear map; let us sketch
the proof of the coassociativity. For bimodule maps ∆ and ε, we always have,
without any counit property assumption, that
∆ ◦ (ε⊗A C) = (ε⊗A C ⊗A C) ◦ (C ⊗A ∆).
Using this property and the (mixed) coassociativity of ∆ and ∆′, we can show that
∆′′ is coassociative. We restrict ourselves to proving the following identity, leaving
all other details to the reader.
(C ⊗A C ⊗A C ⊗A ∆) ◦ (C ⊗A C ⊗A ∆
′) ◦ (C ⊗A ∆) ◦∆
′
= (C ⊗A C ⊗A ∆
′ ⊗A C) ◦ (C ⊗A C ⊗A ∆) ◦ (C ⊗A ∆) ◦∆
′
= (C ⊗A C ⊗A ∆
′ ⊗A C) ◦ (C ⊗A ∆⊗A C) ◦ (C ⊗A ∆) ◦∆
′
= (C ⊗A ∆⊗A C ⊗A C) ◦ (C ⊗A ∆
′ ⊗A C) ◦ (C ⊗A ∆) ◦∆
′
= (C ⊗A ∆⊗A C ⊗A C) ◦ (C ⊗A ∆
′ ⊗A C) ◦ (∆
′ ⊗A C) ◦∆
= (C ⊗A ∆⊗A C ⊗A C) ◦ (∆
′ ⊗A C ⊗A C) ◦ (∆
′ ⊗A C) ◦∆
= (∆′ ⊗A C ⊗A C ⊗A C) ◦ (∆⊗A C ⊗A C) ◦ (∆
′ ⊗A C) ◦∆.
We now check that the counit property holds for all elements in D. We know that
(C⊗A ε)◦∆(c
1) = c1, and since ∆′′(c1) = ∆(c1)+∆′(c1)−∆′(c1), this implies that
∆′′ is also an ε-comultiplication on c1. Furthermore, for every i = 2, . . . , k we have
(I ⊗ ε) ◦∆′′(ci) = (I ⊗ ε) ◦∆(ci) + (I ⊗ ε) ◦∆′ ◦ (ci − ci(1)ε(c
i
(2)))
= ci(1)ε(c
i
(2)) + c
i − ci(1)ε(c
i
(2)) = c
i,
and we conclude that c = c(1′′)ε(c(2′′)) for all c ∈ D.
3.⇒ 1.We know now that there exists an ε-comultiplication for every c ∈ C. Given
two elements, we know that there exists a common ε-comultiplication, so the coas-
sociativity is automatically satisfied. 
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Theorem 4.4. If there exists a left ε-comultiplication ∆ on c ∈ C and a right
ε-comultiplication ∆′ on c′ ∈ C such that ∆ and ∆′ coassociate, then there exists a
coassociative A-bimodule map ∆′′ which is left ε-comultiplication on c and a right
ε-comultiplication on c′
Proof. Put ∆′′ = ∆ + ∆′ − (C ⊗A ε ⊗A C) ◦ (∆
′ ⊗A C) ◦ ∆. The coassociativity
of ∆′′ can be proven along the same lines as in the previous theorem. Using the
bilinearity of ε and ∆′ we find the following identity
(ε⊗A C) ◦ (C ⊗A ε⊗A C) ◦ (∆
′ ⊗A C) ◦∆
= (ε⊗A C) ◦ (ε⊗A C ⊗A C) ◦ (∆
′ ⊗A C) ◦∆
= (ε⊗A C) ◦∆
′ ◦ (ε⊗A C) ◦∆.
We now apply this to prove the left counit property on c.
(ε⊗A C) ◦∆
′′(c) = (ε⊗A C) ◦∆(c) + (ε⊗A C) ◦∆
′(c)
−(ε⊗A C) ◦ (C ⊗A ε⊗A C) ◦ (∆
′ ⊗A C) ◦∆(c)
= c+ (ε⊗A C) ◦∆
′(c)− (ε⊗A C) ◦∆
′ ◦ (ε⊗A C) ◦∆(c)
= c+ (ε⊗A C) ◦∆
′(c)− (ε⊗A C) ◦∆
′(c) = c
Using the coassociativity, one proves in a similar way that ∆′′ is a right ε-comulti-
plication on c′. 
Corollary 4.5. If C is an A-coring with left and right weak local comultiplications,
then C has also two-sided weak local comultiplications.
Theorem 4.6. Let C be an A-bimodule and ε : C → A an A-bimodule map. The
following statements are equivalent
(1) C is an A-coring with right strong local comultiplications;
(2) every finitely generated right A-submodule D ⊂ C is contained in a A-
subbimodule E ⊂ C, which is an A-coring with right comultiplication and a
direct summand of C,
(3) there exists a split direct system (Ci)i∈I , where C
i is an A-coring with a
right comultiplication, such that C = lim
−→
Ci.
Proof. 1⇒ 2. Suppose C has right strong local comultiplications and let D be a
finitely generated right A-submodule of C. Then we know ψ = (C ⊗A ε) ◦ ∆D is
an idempotent in AEndA(C) and thus a projection. Denote E := Imψ and define a
new comultiplication
∆E = (C ⊗A ε⊗A C) ◦ (∆D ⊗A ∆D) : C → C ⊗A C
It is an easy computation to check that this map is coassociative. Furthermore, for
e = c(1)ε(c(2)) ∈ E , with c ∈ C, we find ∆E(e) = c(1)ε(c(2))⊗A c(3)ε(c(4)) ∈ E ⊗A E .
Moreover,
(C ⊗A ε) ◦∆E(e) = (C ⊗A ε) ◦ (C ⊗A ε⊗A C) ◦ (∆D ⊗A ∆D) ◦ (C ⊗A ε) ◦∆D(c)
= (C ⊗A ε) ◦∆D ◦ (C ⊗A ε) ◦∆D ◦ (C ⊗A ε) ◦∆D(c)
= (C ⊗A ε) ◦∆D(c) = e
We can conclude that E is an A-coring with right comultiplication. Finally D ⊂ E ,
since c = ψ(c) for all c ∈ D.
2⇒ 3. Denote by I the set consisting of all A-corings with right comultiplication
that are direct summands of C. This set is partially ordered: for E , E ′ ∈ I we define
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E ≤ E ′ if ∆E′ is a right ε-comultiplication on E . In this situation, the projection
ψE = (C ⊗A ε) ◦∆E factors trough ψE′ , and the rest follows easily.
3⇒ 1. For every finitely generated right A-submodule D ⊂ C, we can find a Ci
containing D. Since Ci is a direct summand of C, we can extend the comultiplication
on Ci to the whole of C by making it zero on the complement. This is a right ε-
comultiplication on D and this finishes the proof. 
Theorem 4.7. Let C be an A-bimodule and ε : C → A an A-bimodule map. The
following statements are equivalent
(1) C is an A-coring with two-sided strong local comultiplications;
(2) every finitely generated A-bimodule D ⊂ C is contained in a A-bisubmodule
E ⊂ C, such that E is an A-coring and a direct summand of C;
(3) there exists a split direct system (Ci)i∈I of A-corings, such that C = lim−→
Ci.
Proof. 1⇒ 2. Let ∆ be the left and right ε-comultiplication of a finitely generated
A-bisubmodule D ⊂ C. Since C has two-sided strong local comultiplications, α =
(C ⊗A ε) ◦ ∆ and β = (ε ⊗A C) ◦ ∆ are idempotents. α and β commute, since
(α ◦β)(c) = ε(c(1))c(2)ε(c(3)) = (β ◦α)(c), for all c ∈ C. Therefore γ = α ◦β = β ◦α
is also an idempotent, and a projection C → C. Let E be the image of γ, then the
restrictions of α and β to E are the identity, since α◦γ = γ and β◦γ = γ. We obtain
that E is an A-coring with comultiplication ∆. The proof of the other implications
is similar to the one of the corresponding implications in Theorem 4.6. 
4.8. Local projectivity versus local comultiplications. Take a dual pair
(BMA,AM
′
B, µ), and assume that the associated elementary algebra S = M ⊗AM
′
is a B-ring with local units on M and M ′ (which is equivalent to M being M ′-
locally projective and M ′ being M -locally projective, in such a way that the dual
bases can be chosen in SB). Then C = M ′ ⊗B M is an A-coring with weak local
comultiplications and M and M ′ are local C-comodules. If the local units can be
chosen to be idempotent, then C is a coring with strong local comultiplications.
Observe that we do not have the converse implication: the fact that M and M ′ are
local comodules, does not necessarily imply that M and M ′ have local dual bases.
As a special case of this construction, we recover the construction of a comatrix
coring (see [8]): let M ∈ BMA be finitely generated and projective as a right A-
module, and consider the dual pair (M,M∗, µ) where µ(f ⊗B m) = f(m) for all
m ∈M and f ∈M∗. We can find an idempotent dual basis e = ui⊗A fi ∈ S. Since
this is a dual basis for every element in M , it is a dual basis for every B-submodule
of M . It follows from Corollary 3.6 that e ∈ SB. This means we can construct a
local ε-comultiplication on every finitely generated submodule of C, and since M
itself is finitely generated, we have a usual comultiplication and C is an A-coring.
The comultiplication and counit are explicitly defined by
(3) ∆C(f ⊗B m) =
∑
i
f ⊗B ui ⊗A fi ⊗B m, εC(f ⊗B m) = f(m),
for all f ⊗B m ∈ C. The conditions in Theorem 3.3 are then equivalent to
(7) There exists e ∈ (M⊗AM
′)B such that (3) defines an A-coring structure on
C = M ′⊗BM , andM and M
′ are respectively a right and left C-comodule,
with coactions
ρr(m) = e⊗B m and ρ
l(m′) = m′ ⊗B e.
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5. Local counits
Definition 5.1. Let A be a ring with unit, ∆C a coassociative comultiplication on
an A-bimodule C, and M a right A-module with a coassociative right A-coaction
δM : M →M ⊗A C. A right counit on M is an A-bimodule map εM : C → A such
that
(M ⊗A εM ) ◦ δM = M.
εM is called idempotent if (εM ⊗A εM ) ◦∆C = εM .
We say that M has (idempotent) right local counits if there exists an (idempotent)
right counit εN on every finitely generated right C-subcomodule N ⊂M .
If there exist right (idempotent) local counits on C, then we call C an A-coring with
right (idempotent) local counits.
Left and two-sided (idempotent) local counits can be introduced in a similar way.
The terminology “idempotent” counit is justified by the following Lemma.
Lemma 5.2. Let εM be a right counit on a right C-comodule M . The following
are equivalent.
(1) εM is an idempotent counit;
(2) εM : C → A is comultiplicative (the comultiplication of A is the canonical
isomorphism A ∼= A⊗A A);
(3) εM is an idempotent in
∗C.
Proof. The equivalence of (1) and (2) is obvious. In ∗C, we easily compute that
(εM ∗ εM )(c) = εM (c(1)εM (c(2))) = εM (c(1))εM (c(2)), and we deduce immediately
the equivalence of (1) and (3). 
Theorem 5.3. There exists (idempotent) right local counits on a right C-comodule
M if and only if the A-ring ∗C has (idempotent) right local units on M . In particu-
lar, C is an A-coring with (idempotent) right local counits if and only if the A-ring
∗C has (idempotent) right local units on C.
Proof. The right counits on M are precisely the units in ∗C on M . 
The results of Section 2.1 can be restated in terms of local counits. In particular,
the existence of a counit on every c ∈ C implies the existence of local counits on C,
and if C has (left, right or two-sided) idempotent local counits, then we can write
C = lim
−→
Ci, where (Ci)i∈I is a split direct system of A-corings with a (left, right or
two-sided) counit.
We call M ∈ MC cofirm if the right coaction δM on M induces an isomorphism
M ∼= M ⊗C C in MC .
Theorem 5.4. If C is an A-coring with right local counits, a right C-comodule M
is cofirm if and only if C has right local counits on M .
Proof. First assume that C has right local counits on M . Suppose that δM (m) = 0.
Take a local counit εm on m; then m = (M ⊗ εm)(δM (m)) = 0, and it follows that
δM is injective. Take
∑
imi⊗A ci ∈M ⊗
C C, and a right local counit ε on the right
A-submodule of C generated by {c1, · · · , cn}. Then we compute that
δM (
∑
i
miε(ci)) =
∑
i
mi[0] ⊗A mi[1]ε(ci) =
∑
i
mi ⊗A ci(1)ε(ci(2)) =
∑
i
mi ⊗A ci,
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so it follows that δM : M →M ⊗
C C is surjective.
Conversely, if C is an A-coring with right local counits, C has right local counits on
M ⊗C C. If M is cofirm, then M ⊗C C ∼= M , hence C also has right local counits on
M . 
6. The Dorroh coring
Let B be a ring, and R a B-ring without unit. Recall the construction of the so-
called Dorroh overring: S = R × B is a B-bimodule, with the following left and
right B-action: b′(r, b)b′′ = (b′rb′′, b′bb′′). The map η : B → R×B, η(b) = (0, b) is a
B-bimodule map. S is a B-ring with unit map η and multiplication (r, b) · (r′, b′) =
(rr′ + rb′ + r′b, bb′). We refer to e.g. to [15, section 1.5] in the case where B = Z.
We will now present a dual version of this construction, for corings.
Recall that an A-subbimodule of a counital A-coring C is called a (two-sided) coideal
if ∆(D) ⊆ C ⊗A D +D ⊗A C and εC(D) = 0.
Theorem 6.1. Let C be an A-coring, not necessarily with a counit. There exists a
counital A-coring Cˆ with the following properties:
(1) C is isomorphic to a coideal of Cˆ;
(2) there exists a surjective A-coring morphism π : Cˆ → C;
(3) there exists an injective A-coring morphism ι : A→ Cˆ;
(4) the category of (not necessarily counital) comodules over C is isomorphic to
the category of counital comodules over Cˆ.
We call Cˆ the Dorroh coring associated to C.
Proof. Cˆ = C×A is an A-bimodule with left and right A-action given by b ·(c, a)b′ =
(bcb′, bab′), for all c ∈ C and a, b, b′ ∈ A. The map ε : Cˆ → A, ε(c, a) = a is an
A-bimodule map. It is easy to verify that ∆ˆ : Cˆ → Cˆ ⊗A Cˆ, given by the formula
∆ˆ(c, a) = (c(1), 0)⊗A (c(2), 0) + (0, 1)⊗A (c, a) + (c, a)⊗A (0, 1)− (0, a)⊗A (0, 1),
is a coassociative A-bimodule map, and that (Cˆ, ∆ˆ, ε) is a counital coring. The map
π is the canonical surjection Cˆ → C, and ι is the canonical injection A → Cˆ. All
further verifications are straightforward.
Let (M, δM ) be a right C-comodule. A Cˆ-coaction δˆM on M is defined as follows:
δˆM : M →M ⊗A Cˆ, δˆM (m) = m[0] ⊗A (m[1], 0) +m⊗A (0, 1),
for all m ∈ M . It is straightforward to show that (M, δˆM ) is a right Cˆ-comodule.
Conversely, if (M, δˆM ) is a right Cˆ-comodule, then (M, δM = (M ⊗A π) ◦ δˆM ) is
a right C-comodule. Both constructions are functorial, and define an isomorphism
between the categories of right C-comodules and unital right Cˆ-comodules. 
Remark that C is not a subcoring of Cˆ, since ∆ˆ(C) is not included in C ⊗A C. This
has to be compared with the fact that the quotient map from the Dorroh overring
to the original ring is not a ring morphism.
Finally remark that if C is a coalgebra over a commutative ring k, the Dorroh
coring Cˆ is also a coalgebra. Moreover, in this situation, if C is cocommutative,
than Cˆ is also cocommutative.
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7. Rings with local multiplication
Let B be a ring with unit, R a B-bimodule, and η : B → R a B-bimodule map. A
right η-multiplication on T ⊂ R is an associativeB-bimodule map µT : R⊗BR→ R
such that the following diagram commutes on the image of i:
0 // T
i // R
∼= // R⊗B B
IR⊗Bη

R⊗B R
µT
ccG
G
G
G
G
G
G
G
G
If R has a right η-multiplication on itself, then we call R an A-ring with right
multiplication.
We call R a ring with weak right local η-multiplications if there exists a right η-
multiplication on every finitely generated B-subbimodule of R.
Left and two-sided η-multiplications are defined in a similar way.
We say that R has strong right local η-multiplications if for every finitely generated
B-subbimodule T ⊂ R, there is a B-subbimodule S ⊂ R containing T on which
there exists a right η-multiplication µS , such that µ(R⊗B R) ⊆ S.
Let M be a right B-module. We say that R has weak right local multiplications on
M if for every finitely generated B-submodule N ⊂M , there exist a right B-linear
map ν : M ⊗B R → M and a B-bimodule map µ : R ⊗B R → R satisfying the
usual associativity conditions, and such that ν(n⊗B η(1B)) = n for all n ∈ N .
R has strong right local multiplications on M if for every finitely generated B-
submodule N ⊂ M , we can find a B-submodule N ′ ⊂ M , containing N , together
with a rightB-linear map ν : M⊗BR→M and aB-bimodule map µ : R⊗BR→ R
satisfying the usual associativity conditions, and such that ν(n ⊗B η(1B)) = n for
all n ∈ N ′, and, in addition, ν(M ⊗B R) ⊂ N .
We say that two multiplications µ and µ′ on R associate if µ ◦ (R ⊗B µ
′) =
µ′ ◦ (µ⊗B R) and µ
′ ◦ (R⊗B µ) = µ ◦ (µ
′ ⊗B R).
Remark that η is completely determined by η(1) = e ∈ RB, and an associative map
µT : R⊗B R→ R is a right η-multiplication on T ⊂ R if and only if µ(r⊗B e) = r
for all r ∈ T .
For b ∈ B and r ∈ R, we will use the notation µT (r ⊗ η(b)) = µ(r ⊗ b).
Theorem 7.1. Let R be a B-bimodule and η : B → R a B-bimodule map. The
following statements are equivalent.
(1) For every r ∈ R, there exists a right η-multiplication µr on {r}, such that
µr and µr′ associate, for all r, r
′ ∈ R;
(2) there exists a right η-multiplication on every B-subbimodule of R generated
by a single element such that the η-multiplications on two such subbimodules
associate;
(3) R is a ring with right weak local η-multiplications.
Proof. 1.⇒ 2. Let r be the generator of a B-subbimodule M of R. We know that
there exists a right η-multipication µr on {r}. If we denote µr(s, t) = s · t, for all
s, t ∈ R, we just verify that arb · e = ar · (be) = ar · (eb) = a(r · e)b = arb, for all
a, b ∈ B, so µ is a right η-multiplication on M .
2.⇒ 3. Let T be a finitely generated B-subbimodule of R and {t1, . . . , tk} a set of
generators for T . We proceed by induction on k. Let µ be a multiplication on the
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B-bimodule generated by {t2, . . . , tn} and denote µ(r, s) = r · s for all r, s ∈ R. Let
µ′ be a multiplication on the B-bimodule generated by t1− t1 · e and choose µ and
µ′ in such a way that they associate. Denote µ′(r, s) = r ∗ s. Now define a new
multiplication on R by r ◦ s = r · s+ r ∗ s− r · 1 ∗ s. We leave it to the reader to
verify that this is an associative right η-multiplication on T .
3.⇒ 1. is trivial. 
Theorem 7.2. If there exists a right η-multiplication on t ∈ R and a left η-
multiplication on s ∈ R, such that µ and µ′ associate, then there exists a mul-
tiplication µ′′ on R which is a right η-multiplication on t and a left η-multiplication
on s
Proof. Write µ(r, r′) = r · r′ and µ′(r, r′) = r ∗ r′, and define µ′′(r, r′) = r · r′ + r ∗
r′ − r · 1 ∗ r′. 
Corollary 7.3. R is a ring with left and right local weak η-multiplications if and
only if R is a ring with two-sided weak local η-multiplications.
Theorem 7.4. Let R be a B-bimodule and η : B → R a B-bimodule map. The
following statements are equivalent.
(1) R is a ring with strong right local multiplications;
(2) every finitely generated B-subbimodule of R is contained in a direct sum-
mand S of R, which is a B-ring with right multiplication;
(3) R can be written as the direct limit of a split direct system (Si)i∈I of B-rings
with right multiplication.
Proof. 1⇒ 2. As in the definition, consider for a B-subbimodule T of R a subbi-
module S of R containing T , on which there exists a right η-multiplication with
µ(R⊗B R) ⊂ S. Then µ(S ⊗B S) ⊂ S. We also find that e = µ(η(1)⊗B η(1)) ∈ S.
Now we define a new B-bilinear map η′ : B → S by η′(b) = eb = be. It is easy to
see that S is a B-ring with right multiplication and unit e. The map ψS : R→ S,
ψS(r) = µ(r ⊗ e) is a projection onto S, and S is a direct summand of R.
2⇒ 3. Take the split direct system of all B-rings with right multiplication S as
constructed in the previous part and define S ≤ S′ if µS′ is a right η-multiplication
on S.
3⇒ 1. Similar to the proof of Lemma 2.10 and Theorem 4.6. 
Let us now describe the connection between local comultiplications and local mul-
tiplications. If C is an A-bimodule, and ∆ : C → C ⊗A C is an associative multipli-
cation, then ∗∆ given by
(f ∗∆ g)(c) = g(c(1)f(c(2)))
is an associative multiplication on ∗C := AHom(C, A).
Lemma 7.5. If ∆ and ∆′ are two coassociating comultiplications on an A-bimodule
C, then the corresponding multiplications ∗∆ and ∗∆′ associate.
Proof. If we write ∆(c) = c(1) ⊗ c(2) and ∆
′(c) = c(1′) ⊗ c(2′), then the fact that ∆
and ∆′ coassociate means that
c(1) ⊗ c(2)(1′) ⊗ c(2)(2′) = c(1′)(1) ⊗ c(1′)(2) ⊗ c(2′).
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An easy computation shows that
(f ∗∆ g) ∗∆′ h(c) = h(c(1)g(c(2)(1′)f(c(2)(2′))));
f ∗∆ (g ∗∆′ h)(c) = h(c(1′)(1)g(c(1′)(2)f(c(2′)))),
and the result follows. 
Theorem 7.6. If C is an A-coring with right (resp. left) weak (resp. strong) local
comultiplications, then ∗C has right (resp. left) weak (resp. strong) local multipli-
cations on C.
Proof. Let D be a finitely generated A-submodule of C and let ∆ be a weak right
local ε-comultiplication onD. For c ∈ C and f ∈ ∗C we define c·∆f = (C⊗Af)◦∆(c).
An easy computation shows that this is a weak local ε-multiplication on C.
Now let ∆ be strong. If we construct E as in Theorem 4.6, then the projection on
E is given exactly by right multiplication with ε. 
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