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TO DYNAMIC BINARY NEURAL NETWORKS 
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This paper studies application of an evolutionary multi-objective optimization algorithm. A dynamic binary 
neural networks is characterized by the signum activation function and ternary connection parameters. 
Depending on the connection parameters, this network can generate various binary periodic orbits. In order to 
evaluate the performance, we consider the bi-objective problem corresponding to stability of the binary periodic 
orbits and sparsity of the connection parameters. Although uni-objective optimization problems require the 
optimization of only one objective, multi-objective optimization problems require the simultaneous optimization 
of multiple objectives. In order to optimize the bi-objective problem, we present a multiobjective evolutionary 
algorithm based on decomposition. This algorithm decomposes the bi-objective problem into multiple 
subproblems and can optimize the problem effectively. Performing elementary numerical experiments for 
typical examples of binary periodic orbits, it is confirmed that the algorithm realizes both strong orbit stability 
and appropriate connection sparsity. It is also confirmed that the algorithm outperforms another algorithm based 
on the Lasso regularization. 












































      
𝑥𝑖




) ,   𝑖 = 1~𝑁
𝐹(𝑥) = {
 +1  if 𝑥 ≥ 0
 −1  if 𝑥 < 0
        (1) 
 
ここで 𝑥𝑖
𝑡 ∈ {−1,+1} ≡ 𝑩 は離散時刻 𝑡  における 𝑖  番目
の 2 値状態ベクトルである．DBNN はシグナム活性化関数 
𝐹 と 3 値結合パラメータ 𝑤𝑖𝑗 ∈ {−1, 0, +1} と整数しきい
値 𝑇𝑖 ∈ {0, ±1,±2,⋯ } によって特徴づけられる．簡単の
ため，これらのパラメータを行列で表す． 
 








)        (2) 
 
式  (1)  を 𝒙𝑡+1 = 𝑭𝐷(𝒙
𝑡) と略記し, 𝒙𝑡 ≡ (𝑥1
𝑡 , ⋯ , 𝑥𝑁
𝑡 ) で
ある．周期 𝑝 の TBPOは 2値ベクトルの系列である． 
 
    𝒛1, ⋯ , 𝒛𝑝, ⋯ , {
𝒛𝑡 = 𝒛𝑠  for |𝑡 − 𝑠| = 𝑛 ∙ 𝑝
𝒛𝑡 ≠ 𝒛𝑠  for |𝑡 − 𝑠| ≠ 𝑛 ∙ 𝑝
        (3) 
 
 
図 1 DBNNとシグナム活性化関数 
 
 
図 2 TBPO．(𝑎)昆虫の歩行パターン．(𝑏)DEPPs． 
 
 
ここで 𝒛𝑡 ≡ (𝑧1
𝑡, ⋯ , 𝑧𝑁
𝑡 )，𝑧𝑖
𝑡 ∈ 𝑩 である．全ての 𝑡 = 1~𝑝,
(𝒛𝑝+1 = 𝒛1) において 𝒛𝑡+1 = 𝑭𝐷(𝒛
𝑡) ならば，周期 𝑝 の
TBPO は DBNN に埋め込まれる．以下の条件を満たすとき，
TBPOの埋め込みは保証される． 
 















)  for 𝜏 such that 𝑧𝑖
𝜏+1 = −1
  (4) 
 
[1]で提案された相関学習は 𝐿(𝑖) ≤ 𝑅(𝑖) + 1 を満たす 𝑤𝑖  
と 𝑇𝑖  を決める．TBPO の典型例として周期 6 の 6 次元の
TBPOを導入する． 
 







           (5) 
 








+1 +1 −1 −1 −1 +1
−1 +1 +1 +1 −1 −1
+1 −1 +1 −1 +1 −1
−1 −1 +1 +1 +1 −1
+1 −1 −1 −1 +1 +1















  (6) 
 
𝑩𝑁  は 2𝑁  の点の集合と等しいので，DBNN のダイナミクス
は Dmapに統合される． 
 
      𝜃𝑡+1 = 𝑓𝐷(𝜃





，𝑖 = 1~2𝑁 である．Dmap の領域は 𝐿6 =
{𝐶1, ⋯ , 𝐶26}  で , 𝐶1 = (−1,−1,−1,−1,−1,−1) , 𝐶6 =
(+1,+1,+1,+1,+1,+1) である．マップ上の点の数は有
限なので，定常状態は周期軌道となる．  




𝑘(𝜃𝑝) ≠ 𝜃𝑝, 1 ≤ 𝑘 < 𝑝 を満たすとき，ある点 𝜃𝑝 ∈ 𝐿𝐷 




い 𝜃𝑒 ∈ 𝐿𝐷  が 𝑞 ステップで周期軌道に落ち込む場合, 𝜃𝑒 ∈
𝐿𝐷  を E周期点(EPP)と呼ぶ．また，1ステップで周期軌道
に落ち込む EPP を直接 E 周期点(DEPP)と呼ぶ．DEPP の数
が増すほど，TBPO の安定性が強まる．図 2(𝑏) に TBPO と





つ目の目的は周期 𝑝 の TBPO の安定性である． 
 
  𝐹1(𝑾) = 1 −
#DEPPs falling into a TBPO
2𝑁 − 𝑝





  𝐹2(𝑾) = 1 −
#zeros in connection matrix
𝑁2 −𝑁
       (9) 
 
𝐹2(𝑾) が小さくなるほどスパースである．フルバイナリ
ーの結合パラメータ 𝑾𝑓  では 𝐹1(𝑾𝑓) = 52 58⁄ , 𝐹2(𝑾𝑓) =








0 0 0 0 0 +1
0 0 0 0 −1 −1
0 0 0 0 +1 −1
0 0 +1 0 0 −1
0 −1 −1 0 0 0















  (10) 
 
これらのパラメータは式 (4) の条件を満たしており，埋め
込み保証されている．図 3(𝑏) に 𝑾𝑠  の DBNN と Dmap を示
す．結合パラメータ𝑾𝑠  の各評価値は  𝐹1(𝑾𝑠) =
22 58⁄ , 𝐹2(𝑾𝑠) = 6 30⁄  である．2目的問題を最適化するた
めに，2つのアルゴリズムを考える． 
（１）MOEA/D 
1 つ目のアルゴリズムは MOEA/D であり，次の問題を最
小化する． 
 
Minimize 𝐹(𝑾) = (𝐹1, 𝐹2) ∈ 𝑆𝑂 , subject to 𝑾 ∈ 𝑆𝐷   (11) 
 
こ こ で  𝑆𝑂 = {(𝐹1, 𝐹2)|0 ≤ 𝐹1 ≤ 1, 0 ≤ 𝐹2 ≤ 1} ， 𝑆𝐷 =
{𝑾|𝑤𝑖𝑗 ∈ {−1, 0, +1}, 𝑖 = 1~𝑁, 𝑗 = 1~𝑁}  である．𝑆𝑂 , 𝑆𝐷 
はそれぞれ目的関数空間とパラメータ空間を表している．
次に，支配関係を定義する．以下の条件を満たすとき，
𝑾1 ∈ 𝑆𝐷  は𝑾2 ∈ 𝑆𝐷  を支配しているといえる． 
 
      𝐹1(𝑾1) < 𝐹1(𝑾2) and 𝐹2(𝑾1) < 𝐹2(𝑾2)    (12) 
      𝐹1(𝑾1) < 𝐹1(𝑾2) and 𝐹2(𝑾1) = 𝐹2(𝑾2)    (13) 









図 3 DBNNと Dmap．(𝑎)フルバイナリーの結合パラメータ
𝑾𝑓(𝑓1(𝑾𝑓) = 52 58⁄ , 𝑓2(𝑾𝑓) = 30 30⁄ )．(𝑏)スパースの結
合パラメータ𝑾𝑠(𝑓1(𝑾𝑠) = 22 58⁄ , 𝑓2(𝑾𝑠) = 6 30⁄ )． 
 
 MOEA/Dは weighted sumを用い，2目的問題を任意の単
目的問題に分割する． 
 
Min 𝐹𝑘(𝑾|𝝀𝑘) = 𝜆1
𝑘𝐹1(𝑾) + 𝜆2
𝑘𝐹2(𝑾), 𝑘 = 1~𝑀1    (15) 
 
ここで重みベクトルは 𝝀𝑘 ≡ (𝜆1
𝑘 , 𝜆2
𝑘), 𝑘 ∈ {1,⋯ ,𝑀1} で， 
𝜆1
𝑘 = (𝑘 − 1) (𝑀1 − 1)⁄ , 𝜆1
𝑘 + 𝜆2
𝑘 = 1 によって与えられる．
各重みベクトルが 1 つの単目的問題に対応する．個体群 




世代において非劣解を保存する．𝝀𝑙1 , 𝝀𝑙2(𝑙1, 𝑙2 ∈ 𝐵(𝑘)) は
𝝀𝑘の近傍ベクトルであり，𝐵(𝑘) = {𝑘 − 1, 𝑘, 𝑘 + 1} である．
アルゴリズムを次に定義する． 
 
Step 1 (初期化) 
EP = ∅ とし，初期個体を生成する． 
Step 2 (更新) 
近傍から個体を 1 つランダムに選択する．結合パラメ
ータにランダムに 0 を 1 つ挿入する突然変異を適用し，
子個体生成する．生成した子個体からしきい値を決める．
エリート選択により近傍解を更新する．子個体に支配さ
れた EPを除去し，非劣解となる子個体を EPに追加する． 
Step 3 (終了条件) 
最終世代に至るまで Step 2 を繰り返す．アルゴリズム
終了後，EPがパレート解を与える． 
 
アルゴリズムの各パラメータは 𝑀1 = 50, 𝑔𝑚𝑎𝑥 = 30 を適
用した．Step 1で生成した個体はフルバイナリーであり，
0を 1つ挿入することで初期個体が与えられる．図 4 に進
化過程を示す．MOEA/D を適用することで，3 つのパレー




















Step 1 (初期化) 
初期個体を生成する． 
Step 2 (更新) 




Step 3 (終了条件) 
最終世代に至るまで Step 2 を繰り返す． 
 
アルゴリズムの各パラメータは 𝜆1 = 𝜆2 = 0.5,𝑀2 =
200, 𝑔𝑚𝑎𝑥 = 30 を適用した．図 4 に進化過程を示す．ラッ
ソ正則化を適用することで，1つの最適解を獲得した． 
（３）2 つのアルゴリズムの比較 
図 5 に示す 2つのアルゴリズムの比較より，5世代目以













図 4 MOEA/D(左)とラッソ正則化(右)の進化過程． 
 
 





た: MOEA/D(𝑀1 = 50)，ラッソ正則化(𝑀2 = 50,𝑀2 = 200)．
初期個体はフルバイナリーの結合パラメータより生成し，
世代上限𝑔𝑚𝑎𝑥 = 30である．10 個の TBPO の評価値を表 1 
に示す．表 1 では，MOEA/D がラッソ正則化の最良値より
良い結果を示している． 
 
表 1  周期 6 の TBPO10 個の評価値 
Generation 10 20 30 
MOEA/D Avg 0.523 0.308 0.125 
ラッソ正則化 
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