With the wide application of Bioinspired Neural Network in the field of robot path planning, the environmental scale of robot path planning is getting larger, and the environmental resolution requirements are getting higher. However, with the increase of the environment size and resolution requirement, the neuronal activity value calculation cost and the time cost of the Bioinspired Neural Network will increase sharply. Aiming at this problem, this paper proposes an improved Bioinspired Neural Network path planning method based on Scaling Terrain. Using a Multi-Scale Map method and Dijkstra algorithm, the optimal path of a Coarse Scale Map is calculated. The optimal path obtained from the Coarse Scale Map is used to guide the neural network planning weights of the Fine Scale Map from the same terrain. Thus, the optimal path of the Fine Scale Map can be calculated by the improved BNN algorithm. Introducing this Multi-Scale Map Method into the Bioinspired Neural Network can greatly reduce the time cost of the Bioinspired Neural Network path planning algorithm and reduce the mathematical complexity. Simulation results in some computer integrated virtual environments further demonstrate the superiority of this method and the experimental results are encouraging.
I. INTRODUCTION

Inspired by Hodgkin and Huxley's membrane model and
Grossberg's shunting model, Simon X. Yang and M. Meng first introduced Bioinspired Neural Network approach to solve the path planning problem of mobile robots in 1998. The Bioinspired Neural Network structure shows good performance in both static and dynamic path planning of robot. Compared with other neural network path planning methods, the Bioinspired Neural Network algorithm needs no learning process. Through the information transfer between neurons, the dynamic activation value function of each neuron cell is solved. By solving the neural dynamic activation potential function in real-time, the feasible path from the initial position to the target position along the direction of increasing potential value can be obtained as the planning path [1] , [2] .
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The last two decades have seen a growing trend towards using the Bioinspired Neural Network algorithm for robot path planning. This is a hot issue, and there are many different applications and advantages of using the Bioinspired Neural Network algorithm for robot path planning. Up to now, there is a growing body of literature has been done in this field [2] - [18] .
The Bioinspired Neural Network algorithm for multi-robot real-time cooperative hunting was presented in [2] , in which the location and environment of evader were unknown and constantly changing. A real-time collision-free path planning system based on the Bioinspired Neural Network algorithm for mobile robot virtual instrument was introduced in [3] . Reference [4] presented a method combining fuzzy logic and the Bioinspired Neural Network path planning, which can successfully guide a robot to a target under an unknown environment and make the mobile robot turn at a given angle. A Bioinspired Neural Network based dynamic path planning method was discussed in [5] , which solves the problem of online and real-time path planning in complex dynamic environment. The authors of [6] presented a new Bioinspired Neural Network robot path planning algorithm to generate continuous, smooth, and optimal path, and this algorithm can quickly respond to rapidly changing environments. A new Bioinspired Neural Network (BNN)-based method was proposed in [7] , which combines with a developed vectordriven autonomous robot navigation, and the authors verified that the model can plan more reasonable and shorter collisionfree paths in non-stationary and unstructured environments. The advantages and characteristics of the BNN was integrated with a Self Organizing Map (SOM) to handle task assignment of a swarm of robots in 3D dynamic environment in [8] , [9] . In order to improve the BNN performance in dynamic obstacle avoidance task, a dynamic risk level was introduced by [10] . Based on an improved BNN algorithm, [11] proposed a real-time collision-free path planning method of rust removal robot in a ship environment. A target search algorithm and a multi-target search algorithm [12] , [13] were proposed based on the BNN to solve the hunting problem of multi-AUV (Autonomous Underwater Vehicle) with obstacles and non-obstacles in an unknown environment, and in [14] , [15] , improved dynamic BNN algorithms were proposed to deal with real-time path planning for AUV in various 3D underwater environments. An improved BNN-based pedestrian location prediction approach, which was called ''active obstacle avoidance strategy'' was presented to plan the collision-free complete coverage path planning (CCPP) trajectory for mobile robot in [16] , and in [17] , a BNN-based dynamics approach was proposed to solve CCPP problem for multiple robots. The BNN technology was used in [18] to assist a robot to patrol an unknown working environment, and faster R-CNN methods were used to find scattered nails and screws in real time, and this paper enabled the robot to automatically retrieve nails and screws. Computer vision technology and CCPP algorithm were introduced into the field of construction waste management and a novel construction waste recycling method was proposed in [18] .
A variant of the BNN, called Glasius Bio-inspired Neural Network (GBNN) model, was reported by [19] - [22] . Reference [19] put forward several improvements for the GBNN model to improve its dynamic performance, and the improved GBNN model was stable and feasible for realtime path planning under the fast changing environments. An improved neural network model based on the GBNN [20] was presented for multi-AUVs to hunt for intelligent evading targets in obstacle environments. A new strategy based on the GBNN algorithm with discrete and centralized programming was proposed in [21] for multi-AUVs. The strategy in [21] planned a reasonable collision-free coverage path through the division of labor and collaboration, so as to achieve full coverage of the same task area. Reference [22] verified the AUV CCPP algorithm based on the GBNN model. AUV in [22] can cover all designated working water areas, no matter in static environment or dynamic environment of a whole three-dimensional space, without missing or collision.
All of the above papers discussed the robot path planning based on the neural acitivity value calculation. The propagation of the neural activity value is the core idea of the BNN algorithm and the GBNN algorithm. The algorithms need a certain time step to propagate the target neuron activity. The number of iterations is about n × (2r − 1) v [5] for once updating of the neural network weights, where n is the number of neurons in the system, r is the neighborhood radius of neuron connection transmission, and v represents v-dimensional environment. The number of the neural network weights updating times is about 6 + √ n. The time complexity of the BNN algorithm is about (6 + √ n) × n × (2r − 1) 3 in 3D terrain enviromant. The time complexity and computational complexity of the BNN or the GBNN algorithm increase dramatically when n increases. The main disadvantages of 3D path planning in large scale envrionment based on the BNN algorithm are time complexity and computation complexity. In light of recent events in focusing on the real-time realization of 3D path planning in various large scale envrionment, it becomes extremely difficult to ignore the time complexity and computational quantity of the BNN algorithm. However, to date, this problem has received scant attention in the research literature, and there has been little quantitative analysis to improve the iteration time and computation complexity of the neural activity value [5] , [19] - [21] .
The central thesis of this paper is to develop a generic novel BNN solution approach for robot path planning, so as to improve the neural activity value iteration times and computation complexity. We use square grid map to model the 3D Coarse Terrain Map and Fine Terrain Map for one 3D topographic map. The Dijkstra Algorithm is used to find the shortest path on the 3D Coarse Scale Map. The shortest path found on the 3D Coarse Scale Map is used to change the weights of neural network so as to find the optimal path on the Fine Scale Map. This method is different from the existing improving BNN or GBNN path planning methods. The emphasis of this method is the variability of topographic map and the invariance of geomorphologic features. Moreover, through the reasonale selection of the Coarse Scale Map which can reflect the characteristics of topographic relief from a vriety of scale maps, we can obtain the 3D optimal path. This optimization method is especially suitable for complex maps and high-precision maps, which can simplify the time complexity, computation amount, and optimize the optimal path calculated by the BNN algorithm.
To accomplish the optimal path planning, we first construct a Coarse Scale 3D Map and a Fine Scale 3D Map of a known uneven 3D terrain environment, and then show how to get the optimal path of the 3D Coarse Scale Map based on the Dijkstra Algorithm (Section 2). The improved BBN algorithm and the optimized path of the 3D Fine Scale Map are discussed in Section 3. Simulation results of some 3D map examples are given to verify the effectiveness of the proposed method (Section 4). Finally the conclusion is given at the end of this paper (Section 5).
II. 3D COARSE-FINE SCALE MAP MODEL AND COARSE SCALE OPTIMAL PATH
Map representation is a cartographic method to express the geographical height, topography and surface features on the plane in various ways by means of graphics with the aid of natural language. Extensive research has implemented a variety of 3D environment modeling map representation methods, including digital point cloud method [23] , [24] , triangular grid map method [25] , [26] , traditional node map method [27] , [28] , and square grid map method [29] - [31] and so on. The square grid method is a kind of map representation method with grid as cartographic unit, which reflects the characteristics of cartographic objects. The drawing accuracy depends on the mesh size, and the smaller the mesh, the higher the accuracy. The determination of mesh size depends on purpose, scale and detail of cartographic data. The square grid map method is widely used in computer aided cartography, statistical cartography and 3D environmental map modeling [29] - [31] .
In order to obtain higher path planning speed, we conducted a Multi-Scale segmentation of the square grid map. For a particular deterministic complex map, choosing a larger proportion of map grid cells means fewer nodes and less searching time [32] , [32] - [34] . Fig. 1 shows a simple threescale grid map division scheme. For dividing a particular deterministic complex map into multiple scales, the terrain shown in Fig. 1 can be divided into the following scales. Each grid in the first scale selected here (scale 1 shown in Fig. 1(a) ) is evenly divided into four equal grids in the second scale (scale 2 shown in Fig. 1(b) ). Then, similarly, each grid in the second scale (scale 2 shown in Fig. 1(b) ) can be divided into four equal grids in the third scale (scale 3 shown in Fig. 1(c) ). Repeat the same operation, we can get a 3D Different Scales Map Set S = {S 1 , S 2 , ..., S m }. Fig. 1(a) , Fig. 1(b) , and Fig. 1(c Fig. 1(a) and Fig. 1(b) are the different Coarse Scale Maps of the Set S 1 and Fig. 1 (c) is the Fine Scale Map of the Set S 1 in this paper.
The square grid map dimension in Fig. 1(a) is m × m, and m represents the horizontal or vertical grid number in Fig. 1 . The dimension of Fig. 1(b) is 2m × 2m, and the dimension of Fig. 1 
The (a) subgraph (the Coarse Scale Map S 1 1 of the Set S 1 ) in Fig. 1 can reflect the basic geomorphic characteristics (fluctuant terrain features) of the (c) subgraph (the Fine Scale Map S 1 3 of the Set S 1 ), so the optimal path of the (a) subgraph in Fig. 1 can be used to guide the planning of the optimal path of the (c) subgraph in Fig. 1 in this paper. However, the subgraph (a) (a Coarse Scale Map S 2 1 of a Set S 2 = {S 2 1 , S 2 2 , S 2 3 }) in Fig. 2 cannot reflect the fluctuant terrain features of the subgraph (c) (a Fine Scale Map S 2 3 of the Set S 2 ) in Fig. 2 , so the optimal path planning of the subgraph (c) in Fig. 2 can only be guided by using the optimal path of the subgraph (b) (a Coarse Scale Map S 2 2 of the Set S 2 ) in Fig. 2 which can reflect the geomorphic characteristics of the subgraph (c) in Fig. 2 . Therefore, we can simplify the path planning time cost and calculation amount of complex topographic map by reasonably selecting the appropriate coarse scale map S k in a complex topographic map set S = {S 1 , S 2 , ..., S m }.
The Dijkstra algorithm was proposed by Dutch computer scientist Dikstra in 1959. The Dijkstra algorithm is a typical shortest path algorithm, which is used to calculate the shortest path from one node to another node. Its main feature is to extend from the beginning (breadth-first search ideas) to the end. The Dijkstra algorithm can obtain the optimal solution of the shortest path. The Dijkstra algorithm used in this paper is to regard the all nodes besides the start node in the figure as adjacent child nodes. We used the Dijkstra algorithm to seek the optimal path from the start node to the end node in all paths we can find in this method. The simplest way to implement the Dijkstra algorithm is to store the set Q of all vertices in a linked list or array, so searching for the smallest Algorithm element in Q requires only linear searching for all elements in Q. Therefore the running time of the Dijkstra algorithm is n 2 , where n is the node number [35] , [36] . Using Algorithm 1 (Framework of 3D Coarse-Fine Scale Map Modeling and Coarse Scale Optimal Path Planning Dijkstra Algorithm), through simple mathematical calculation, we can find the optimal path from the beginning to the end on the 3D Coarse Fig. 1(a) .
Scale Map. The Coarse Scale Optimal Path cop 1 of Fig. 1(a) was found by the Dijkstra Algorithm marked with carmine line, as shown in Fig. 3 , and the Coarse Scale Optimal Path cop 2 of Fig. 2(b) was found by the Dijkstra Algorithm marked with carmine line, as shown in Fig. 4 . In these two pictures ( Fig. 3 and Fig. 4 ), the existence of obstacles is considered. The areas of the obstacles are marked in red.
III. IMPROVED BNN ALGORITHM AND 3D FINE SCALE MAP OPTIMIZATION PATH PLANNING
In this section, the basic theory of the BBN algorithm, the improved BBN algorithm, and the 3D Fine Scale Map optimization path planning method will be introduced.
A. THE BASIC THEORY OF BBN ALGORITHM
The original BNN algorithm structure proposed by Simon X. Yang and M. Meng [1] is shown in (1) . The fundamental concept of the BNN model is to establish a neural network architecture, whose dynamic neural activity landscape represents the dynamically varying environment, which can not only mark the current target and the obstacle locations, but also memorize the history of the environment changes. The neural network architecture is a discrete topology organization diagram. The neural network model is expressed in a finite dimensional (F − D) state space, which can be the Cartesian workspace. The location of the i-th neuron on the grid in the (F −D) state space, denoted by the vector pi ∈ R F . By decently defining the external input and internal neural connections from the dynamic environment, the target attracts the robot's global attention through the propagation of neural activity, while the obstacle only pushes the robot partially into a small area to avoid collision with the obstacle. In terms of avoiding the obstacles, there are both excitatory and inhibitory lateral connections.
where x i is the neural activity of the i-th neuron, and n is the number of the neural connections between the i-th neuron and the neighboring neurons in the receptive domain. = max{−f , 0} is a nonlinear function. The connection weight ω ij from the i-th neuron to the j-th neuron is given by (2) . Where |p i − p j | represents the Euclidean distance between the vectors p i and p j in the state space. g(a) is a monotonously decreasing function, and this function in defined as (3) .
where µ and r are positive constants, respectively representing the connection strength and the radius of the receptive domain of the i-th neuron. Obviously, the neural connection weight ω ij is symmetrical, and ω ij = ω ji . Each neuron has only a small area of local connections, that is, its receptive field is the space whose distance to the neuron is less than r.
Neurons located in their receptive domain are referred as neighboring neurons. The external input I i to the i-th neuron is defined as
where E B is a very large positive constant over its total lateral input.
The neural activity x i is bounded by a finite interval of [−D, B]. Due to the influence of the external inputs, the state workspace of the BNN varies with the dynamic change of the neural work. Therefore, the BNN is capable of planning the shortest path from the starting point to the target point, or a safe path, depending on different requirements. The location of the target and obstacles may change over time.
The activity landscape of the BNN changes dynamically due to the varying external inputs and internal lateral connections. The optimal path is generated by the gradient ascending law of the dynamic active landscape. For the current location given in the workspace, denoted by p q , the next position p h is obtained by (5) .
When the current position reaches the next position, the next position becomes a new current position. The dynamic activity landscape of the BNN is used to determine the next position of the robot. Because the external input constant E is very large, the target and the obstacles stay at the peak and the valley values of the BNN activity landscape, respectively. The robot moves towards the target and avoids obstacles until it reaches the designated target.
B. THE IMPROVED BNN ALGORITHM AND 3D FINE SCALE MAP OPTIMIZATION PATH PLANNING METHOD
Based on the lower time cost and fewer computation complexity requirements, a new improved BNN method based on the Coarse-Fine Scale Map Method is proposed to achieve control objectives in this paper.
Using Algorithm 2 (Framework of the Improved BNN Algorithm Model and Fine Scale Optimal Path Planning Algorithm), we can see the basic framework of this new improved BNN algorithm. Using the Input Data Set O = {x, y, z} to draw the 3D Fine Scale Map S m , read the obstacles positon O p = {x o , y o , z o } and draw the obstacles of S m . First, the square grid tags are defined in the map S m , and the relationship between the square grid tags and the neuron nodes is stored. Second, the endpoints (neurons) (including obstacle information) of the square grids are classified according to the different number of endpoints. Third, Algorithm 2 Framework of the Improved BNN Algorithm Model and Fine Scale Optimal Path Planning Algorithm.
Input:
The Set of 3D Defining the square grid tags, and indicating the relationship between square grid tags and neuron nodes; 4: Classifying the endpoints (neurons) of the square grids (including obstacle information); 5: Reading the starting and ending positions s p , e p of the path planning; 6: Finding the square grid tags for starting and ending points; 7: Initializing the Fine Scale Optimal Path fop = 0; 8: Seting the variable c1 to store neurons that will be encountered in the Coarse Scale Optimal Path cop; 9: Calculating the neuron weights ω ij by (2) and (3); 10: Updating the neuron weights ω ij according to the square grid classes. The closer the neuron is to the Coarse Scale Optimal Path cop, the greater the weight ω ij of the neuron; 11: Calculating the Fine Scale Optimal Path fop by (1)-(6). 12: return fop.
read the starting and ending positions of the path planning, and store the square grid tags of the starting and ending points. Then, initialize the Fine Scale Optimal Path fop to 0, and define a variable c1 equal to all neurons in the 3D Fine Scale Map S m encountered in the Coarse Scale Optimal Path cop. In the next step, the neuron weights ω ij will be calculated for the first time by (2) and (3) . Then, the neuron weights ω ij are updated according to the square mesh classes. The closer the neuron is to the Coarse Scale Optimal Path cop in 3D Fine Scale Map S m , the larger the weight value ω ij of the neuron is. According to the distance between the neuron and the Coarse Scale Optimal Path cop, the weight value ω ij of neuron is divided into 6 categories in this paper. The updated weight is multiplied by six different multiples α: 1, 2, 4, 6, 8, 10. Finally, (1) to (6) are used to calculate the Fine Scale Optimal Path fop. The time complexity of the improved BNN algorithm in 3D terrain enviromant is about 2 * n, where n is the number of system neurons. Fig. 1(c) . The Coarse Scale Optimal Path cop 1 marked by carmine color line in Fig. 3 is used to get the Fine Scale Optimal Path fop 1 , and the Coarse Scale Optimal Path cop 2 marked with carmine color line in Fig. 4 is used to find the Fine Scale Optimal Path fop 2 . Then, using the Algorithm 2, the optimized path fop 1 of Fig. 1(c) found by the improved BNN Algorithm is marked with blue dotted line as shown in Fig. 5 , and the optimal path fop 2 of Fig. 2(c) found by the improved BNN Algorithm is marked with blue dotted line as shown in Fig. 6 .
IV. SIMUATION EXPERIMENTS AND DISCUSSION
The whole work flow of the proposed method is shown in Fig. 7 .
We compared the optimal path obtained by the improved BNN algorithm (shown in Fig. 7) with the optimal path obtained by the BNN algorithm, as shown in Table 1 . The black line in Fig. 8 is the optimal path for the BNN algorithm of Fig. 1(c) , and the black line in Fig. 9 is the optimal path for the BNN algorithm of Fig. 2(c) . The time complexity of the improved BNN algorithm and the above Dijkstra algorithm is about 2 * n S m + n 2 S k , among which n S k is the neuron node number of the Fine Scale Map S k and n S k is the neuron node number of the Coarse Scale Map S m . And 2 * n S m is the time complexity of the improved BNN algorithm, n 2 S k is the time complexity of the Dijkstra algorithm. So, the time complexity of the improved BNN algorithm and the Dijkstra algorithm in Fig. 5 is about 2 * 441 + 36 2 = 2178, among which 441 is the number of neurons in Fig. 5 and 36 is the number of nodes in Fig. 3 . The time complexity of the BNN algorithm in Fig. 8 is approximately ( 
Similarly, the time complexity of the improved BNN algorithm in Fig. 6 is about 2 * 169 + 49 2 = 2739, and the time complexity of the BNN algorithm in Fig. 8 is about ( 
It can be seen from the Table 1 that the time complexity of the improved BNN algorithm is obviously better than that of the BNN algorithm. When the number of neurons increases, the time complexity of the improved BNN algorithm is far less than that of the BNN algorithm. Meanwhile, it can be seen from Table 1 that when the neuron number is large, the optimal path length of improved BNN algorithm may be smaller than that of the BNN algorithm.
The black line in Fig. 10 is the optimal path of the BNN algorithm for 625 neurons, and the blue dotted line in Fig. 10 is the optimized path of the improved BNN algorithm. The Fig. 10 
The optimal path length of Fig. 10 obtained by the improved BNN algorithm is about 9.7924, and the optimal path length of Fig. 10 obtained by the BNN algorithm is about 9.8177. Figure 11 shows the terrain with 625 neurons, but with different features of undulating terrain and different positions of obstacles as shown in Fig. 10 . The black line in Fig. 11 indicates the optimal path of the BNN algorithm, and the blue dotted line in Fig. 11 is the optimal path of the improved BNN algorithm. The optimal path length of Fig. 11 obtained by the improved BNN algorithm is about 9.3037, and the optimal path length of Fig. 11 obtained by the BNN algorithm is about 9.3085. The black line shown in Fig. 12 is the optimal path of 841 neurons calculated by the BNN algorithm, and the blue dotted line shown in Fig. 12 is the optimal path calculated by the improved BNN algorithm. The Fig. 12 
The optimal path length of Fig. 12 calculated by the improved BNN algorithm is approximately 11.0825, and the optimal path length of Fig. 12 calculated by the BNN algorithm is approximately 11.1927 .
The black line in Fig. 13 is the optimal path of the BNN algorithm for 1089 neurons, and the blue dotted line in Fig. 13 is the optimized path of the improved BNN algorithm for 1089 nodes. The time complexity of the improved BNN algorithm in Fig. 13 is about 2 * 1089 + 81 2 = 8739. The time complexity of the BNN algorithm in Fig. 13 is about
The optimal path length of Fig. 13 obtained by the improved BNN algorithm is about 12.0077, and the optimal path length of Fig. 13 obtained by the BNN algorithm is about 12.0220. Figure 14 shows the 3D terrain with 2401 neurons. The Table 1 and the Table 2 , when the 3D square grid map is becoming large and complicated, the neuron number is increasing, and the improved BNN algorithm is obviously superior to the BNN algorithm. The examples show that the time complexity of the improved BNN algorithm is much lower than that of the BNN algorithm. At the same time, we can also see when the neuron number increases, the actual runtime of the improved BNN algorithm is much lower than the BNN algorithm, too.
We used the Dijkstra algorithm to find the optimal path from different nodes in this paper, so the optimal path is between nodes, and the optimal path found in this paper may not just on the 3D surface. Then some parts of the optimal paths shown in Fig. 6 and Fig. 9 are below the 3D surface. This error is caused by the Dijkstra algorithm (the optimal path planning algorithm) theory.
V. CONCLUSION
In order to solve the time complexity problem of the BNN algorithm for 3D path planning, we first use the square grid map to build Multi-Scale 3D Map of a complex environment. Second, a Coarse Scale Map which can reprensent the basic geomorphic features of this complex enviroment is selected from the Multi-Scale 3D Map Set. Next, the Dijkstra Algorithm is utilized to get the 3D optimization path of the selected Coarse Scale Map. And then, the improved BNN algorithm is used to solve the 3D optimal path of the Fine Scale Map of this complex enviroment. The effectiveness of this method is verified by simulation examples.
Through the examples given in this paper, it is proved that the improved BNN algorithm can significantly optimize the time complexity of the BNN algorithm, especially when the number of neurons is large. Meanwhile, the improved BNN algorithm introduced in this paper greatly simplifies the computational complexity of the BNN algorithm. In some cases, the optimal path length can also be improved.
The improved BNN algorithm based on the Multi-Scale Maps and the Dijkstra Algorithm can be used in large scale map or high precision situation. The optimized time complexity and mathematical complexity have been significantly improved, which is conducive to meet the increasingly urgent requirements of real-time data processing, hardware implementation and low-cost of 3D path planning.
