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Fruit flies (Drosophila melanogaster) rely on their olfactory system to process envi-
ronmental information. Although extensive studies have helped neurobiologists to
understand the basic molecular and cellular mechanisms underlying information pro-
cessing as well as principles of neural circuits of learning in the Drosophila olfactory
system, there are still many questions that are awaiting an answer by neuroscience
research. Specially, linking the observed behaviors including associative learning
to underlying molecular mechanisms and neural circuitry are some challenges of
modern neuroscience.
In this research, we have aimed to present some models which are based on available
data of the Drosophila olfactory system to describe the role of physiological as well as
structural parameters in information procressing in the Drosophila olfactory system.
For this purpose, we have presented an information theoretic approach to measure
the system efficiency of the Drosophila olfactory system. We have studied the role
of some parameters of the this system and of stimuli intensity in the environment
with respect to how they influence the transmission of olfactory information. We
have designed an abstract model of the antennal lobe, the mushroom body and the
feedback inhibitory circuitry. Mutual information between the olfactory environ-
ment, simulated in terms of different odor concentrations, and a sub-population of
the intrinsic mushroom body neurons (Kenyon cells) was calculated to quantify the
efficiency of information transmission. With this method we studied, on the one
hand, the effect of different connectivity rates between olfactory projection neurons
and firing thresholds of the Kenyon cells. On the other hand, we analyzed the influ-
ence of inhibition on mutual information between environment and the mushroom
body.
Our simulations show an expected linear relation between the connectivity rate be-
tween the antennal lobe and the mushroom body and firing threshold of the Kenyon
cells to obtain maximum mutual information for both low and high odor concen-
trations. However, contradicting our expectations, high odor concentrations cause
a drastic, and unrealistic, decrease in mutual information for all connectivity rates
compared to low concentration. But when feedback inhibition on the mushroom
body is included, mutual information remains at high levels independent of other
system parameters. This finding points to a pivotal role of feedback inhibition in
Drosophila information processing without which the system efficiency will be sub-
stantially reduced.
Associative learning acts as an important information processing mechanism which
is known in the Drosophila olfactory system where a given odor is associated with
another stimulus as reward or punishment. To model the process in first and second-
order conditioning paradigm, the ’insilico-fly’ is introduced. These flies are neural
networks that have been constructed using the available knowledge about neuronal
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systems capable to produce both, first and second-order, associative learning. This
model is based on the integration of synaptic and non-synaptic neural communica-
tions. The non-synaptic neural communication includes retrograde signal that may
change the synaptic weight at both candidate places for associative learning in the
Drosophila brain : 1. the synapses between the Kenyon cells and the output neuron
and 2. the synaptic weights between the Kenyon cells and the projection neurons).
In this model, the increased synaptic weight in both learning places are necessary to
produce second-order conditioning, but after training, removing the synaptic weight
between the Kenyon cells and the projection neurons does not impair second-order
conditioning because these synapses gets high weight after presenting the trained
odor to the neural system. The insilico-fly takes advantage of this feature because it
allows specific association between odors and punishment (different odors may share
some projection neurons). The insilico-fly illustrates the importance of integrating of
systems biology and computational neuroscience to investigate complex mechanisms




The animals’ brain constructs the representation of environmental stimuli by com-
plicated information processing mechanisms of their neural systems. Sensory sys-
tems map features of the living environments into neural representation in animals’
brain. This process which is called ’neural encoding’ allows animals to navigate
their dynamical environments to search for their needs. Neuroscience researchers
have aimed to understand how sensory information is transformed from initial de-
tection, through various stages of neural information processing to generation of a
percept that drives specific behavior.
Olfaction can be an evocative sense for humans, but for many animals species,
including insects, it is a vital sense for reproduction, feeding and avoiding dangers.
The chemical senses- taste and olfaction- comparing to other senses, use a different
strategy to represent information because categorize both the quality and intensity of
the stimulus [Benton, 2008],[Keene and Waddell, 2007]. Animal’s olfactory systems
have been evolved to detect weak and fluctuating signals (large number of volatile
chemicals) in natural environments [Firestein, 2001]. An important feature of the
olfactory systems that differentiates them from other sensory systems of animals’
brain is that ’time’ can be used as a coding dimension for the representation of
non-temporal feature of odors [Laurent, 1999].
There some reasons why the study of olfactory system is crucial for neuroscience
researches to understand the principles of information processing in animals’ brain
[Kivity et al., 2009]. The first reason is the very striking homology in the structure
and function of the olfactory systems between different animal species, including in-
sects and mammals. These observations have motivated neuroscientists to consider
the possibility of existing common mechanisms for olfactory perception, discrimi-
nation, and associative learning in the animals’ olfactory systems. The second ad-
vantage for studying the olfactory systems is that many animals exhibit the ability
to form olfactory memories and associative learning [Brennan and Keverne, 1997],
9
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[Laurent et al., 2001a], [Mombaerts, 2001].
The manageable size of the Drosophila Melanogaster (briefly Drosophila) compared
to vertebrates’ brain, the comprehensive description of the Drosophila olfactory sys-
tem (including molecular description of olfactory receptor neurons), available molec-
ular genetic techniques and recording neural activity technology have made it a fas-
cinating animal model to study the principles of information processing in neural
systems [Olsen and Wilson, 2008]. Thus, studies of the Drosophila olfactory system
can shed light on fundamental principles of sensory information processing in all
brains [Olsen and Wilson, 2008], [Singer et al., 2009],[Kay and Stopfer, 2006].
Furthermore, the Drosophila olfactory system has been studied by computational
neuroscientists to develop models and theories about how olfactory information is
processed and transformed to elicit a specific behavior. The common focus of all
studies on the Drosophila olfactory system is the mechanisms of neural encoding
within brain and how different odors (with different concentrations) are represented
in the system in terms of neuronal activity and plasticity of neural connections.
We first summarize the structure and function of different parts of the Drosophila
olfactory system then the studies of the information processing and associative learn-
ing in Drosophila olfactory system are discussed.
1.1 The structure and function of the Drosophila
olfactory system
A description of information processing in the neural systems depends on under-
standing the relevant circuits’ layout, so we should first consider the knowledge
about the anatomy and physiology of the Drosophila olfactory system. Intensive
studies have shown the structure and function of many parts of this neural system
[Mcguire et al., 2005]. A schematic for basic anatomy of the Drosophila olfactory
system and their neural architecture which includes ’the antenna’, ’the antennal
lobe’, ’the mushroom mody’, ’the lateral horn’ and ’the output neurons’ is shown in
Fig. 1.1. Schematically, the mushroom body’s input can be described as a scaffold,
with arrays of projection neuron axons crossing arrays of Kenyon cells, and forming
synapses with some Kenyon cells [Heisenberg, 2003]. In the following sections, a
brief description of the physiology of these parts of the Drosophila olfactory system
is presented.
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Figure 1.1: Schematic illustration of the Drosophila olfactory system. Odor as a stimu-
lus in the environment binds to the receptors located on the antenna; each
olfactory receptor neuron expresses one specific type of receptor (illustrated
by different colors). Olfactory receptor neurons of the same class project to
one glomeruli in the antennal lobe. The projection neurons in the antennal
lobe, in turn, activate the Kenyon cells in the mushroom body and the lateral
horn by cholinergic, excitatory synapses. GABAergic inhibitory neurons pro-
vide inhibitory effects on the activated Kenyon cells. The synapses between
the output neuron and the Kenyon cells is the area where learning takes place.
Another candidate for the learning place is the synapses between the Kenyon
cells and the projection neurons.
11
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1.1.1 The antenna and olfactory receptor neurons
The binding of volatile molecules (odors) in environment to the receptor proteins
on the surface of the dendrites of neurons in the antenna [Vosshall et al., 2000],
[Vosshall et al., 1999] which are called Olfactory Receptor Neurons (ORNs) leads to
generation of spikes [Benton et al., 2009] which are subsequently sent to the inner
parts of the insects’ brain. All of the information about the quality and concentration
of an odor is represented in the population activity of ORNs. The neurotransmitter
used by ORNs is believed to be acetylcholine, which is the primary excitatory trans-
mitter in the insects’ brain [Bicker, 1999]. Although some ORNs respond to specific
chemicals, other ORNs respond to a wide range of odors that do not share a set of
common features [Hallem and Carlson, 2006], [Malnic et al., 1999],[Yao et al., 2005].
Drosophila has two pairs of olfactory organs, the antenna and the maxillary palps.
Each antenna contains about 1200 ORNs while the maxillary palp has about 120
ORNs. In Drosophila one receptor gene, Or83b is expressed in most ORNs where
it is required for their detection capability. The large odorant receptor family is
not expressed at random in individual ORNs; rather, each ORN typically expresses
normally one type of receptor protein and converge to a single glomerulus in the
antennal lobe [Couto et al., 2005], [Fishilevich and Vosshall, 2005].
This feature has been used to develop models about the convergence and the diver-
gence of neuronal information in the Drosophila olfactory system
[Garćıa-Sanchez and Huerta, 2003].
1.1.2 The antennal lobe
The antennal lobe is a common structure in the olfactory system of all insects
including Drosophila which is involved in olfactory information processing
[Strausfeld and Hildebrand, 1999]. The antennal lobe is analogous in structure and
function to the vertebrate olfactory bulb [Strausfeld and Hildebrand, 1999]. While
the mammalian bulb is structured in layers, the insects’ antennal lobe is structured
entirely in glomerular units which acts as the interaction site of ORN, the local
neurons and the projection neurons. The total number of the projection neurons in
Drosophila is estimated to be between 150 to 200 [Stocker et al., 1997]. The antennal
lobe performs some important functions: 1) the input noise can be reduced by signal
averaging [Laurent, 1999], 2) using widespread local inhibition, the antennal lobe
circuits can compress the dynamic range of its projection neurons output over many
orders of magnitude of input [Stopfer et al., 2003]. These operations are important
as first steps in the processing of odor signals. However, because the projection
neurons are broadly tuned, odor encoding at the level of the antennal lobe’s output
is densely combinatorial and thus inefficient for storage. The projection neurons
are spontaneously active in Drosophila [Wilson et al., 2004] and their responses are
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shaped by inhibitory network within the antennal lobe [Wilson and Laurent, 2005]
, [Silbering et al., 2008], [Schlief and Wilson, 2007],[Bhandawat et al., 2007].
The projection neurons are the only neurons that send odor’s information to the
mushroom body and the lateral horn. In Drosophila, the projection neurons’ den-
drites usually innervate single glomerulus [Stocker et al., 1990]. Therefore, they
receive the input from the olfactory receptor neurons that express the same ol-
factory receptor. In Drosophila , each glomerulus receives bilateral input from an
average of 50 ORNs (25 per antenna) expressing same olfactory receptor where
they synapse with an average of three projection neurons. It is believed that each
ORN contacts all the projection neurons in a glomerulus [Vosshall, 2000]. The
local neurons can be either inhibitory or excitatory, releasing GABA or acetyl-
choline, respectively [Shang et al., 2007],[Olsen et al., 2007]. The local neurons are
about 100 GABAergic neurons in Drosophila [Ng et al., 2002]. It has been found
that the local neurons receive input from both ORNs and the projection neurons
[Wilson and Laurent, 2005]. Another noticeable feature of the antennal lobe is that
number, shape and arrangement of glomeruli is a strongly specific property: adult
Drosophila has about 50 glomeruli [Laissue et al., 1999].
Another chemical that is produced in insects’ brain is nitric oxide. The roles of this
gaseous chemical in insects’ brain are not clearly known [Bicker, 2001],
[Gage et al., 2013]. The nitric Oxide has been found in insect’s antennal lobes. To
investigate the role of nitric oxide in olfactory information processing, nitric oxide
production was blocked which disrupted olfactory discrimination [Bicker, 2001].
1.1.3 The mushroom body
As mentioned, in Drosophila the olfactory sensory neurons project to the antennal
lobe; olfactory sensory neuron of a given type converge in regions called glomeruli.
In glomeruli they contact the projection neurons and the local interneurons. The
local interneurons which are inhibitory [Python and Stocker, 2002],
[Wilson and Laurent, 2005] or excitatory [Shang et al., 2007] form widespread con-
nections within the antennal lobe whereas projection neurons transfer olfactory in-
formation to deeper circuits in the brain, including the Kenyon cells of the mushroom
body [Marin et al., 2002],[Wong et al., 2002].
In Drosophila there are about 2500 Kenyon cells [Stocker, 1994]. The Kenyon cell
morphology, pharmacology and peptide expression show a considerable variability
across all species studied so far [Sinakevitch et al., 2001], [Strausfeld et al., 2003].
The invariant circuitry of the lateral horn is thought to mediate innate behaviours
[Jefferis et al., 2007], whereas the mushroom body translates olfactory sensory in-
formation into learned behavioural responses. The projection neurons’ axons that
innervate the mushroom body terminate in large boutons [Wong et al., 2002],
13
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[Marin et al., 2002] that synapse on the Kenyon cells [Butcher et al., 2012],
[Leiss et al., 2009],[Yusuyama and Meinertzhagen, 2002].
The Kenyon cells can be subdivided in different sub-classes: those projecting directly
to γ and those bifurcate in α/β, α′/β′ where it synapses onto a relatively small num-
ber of the extrinsic output neuron [Tanaka et al., 2008], [Séjourné et al., 2011]. The
mushroom Body receives both olfactory and visual input in most insect species and
so may play critical roles in other kinds of learning tasks [Farris, 2005],
[Strausfeld and Hildebrand, 1999]. It is well known that the mushroom body is also
involved in associative learning [Busto et al., 2010],[Heisenberg, 2003],[Fiala, 2007].
Insects that lack normally developed mushroom body suffer from learning and mem-
ory deficits [Heisenberg et al., 1985].
Electrophysiological and optical imaging studies show that olfactory sensory sys-
tem creates representation of olfactory stimulus as activities of a sub-population
of the Kenyon cells such that each activated Kenyon cell generates a few spikes
[Jortner et al., 2007], [Stopfer et al., 2003],[Turner et al., 2008].
While the projection neurons had a response probability of 0.64, the Kenyon cells
responded with probability of 0.11 to a given odor set [Perez-Orive et al., 2002],
[Szyszka et al., 2005],[Wang et al., 2004]. The baseline activity of Kenyon cells is
close to zero [Perez-Orive et al., 2002], [Broome et al., 2006] and their response to
odors contain on average 5 spikes, moreover, their output synapses of Kenyon cells
in both high or average are modifiable by Hebbian learning rule
[Cassenaer and Laurent, 2007].
In addition, odor representation is dense in the antennal lobe but sparse in the
mushroom body. This phenomenon is called ’sparse coding’ provides numerous
computational advantages for sensory representation and memory storage
[Perez-Orive et al., 2002]. In other word, sparsely encoding by the Kenyon cells
exhibits a high level of odor selectivity [Wang et al., 2004],[Honegger et al., 2011].
Regarding of these observations, the question of interests is: How sparse coding
arises from the fundamental structural and physiological features of the neural sys-
tem?
Synaptic connection from the antenna lobe to the Kenyon cells dendrites may be the
sites of functional plasticity relevant to the acquisition of memories. Synaptic plas-
ticity on the Kenyon cells dendrites is important to ensure optimal sparse responses
in the mushroom body after sufficient odor presentations [Finelli et al., 2008]. Pre-
synaptic mechanism of plasticity between the Kenyon cells and the mushroom
body extrinsic neurons as a critical process in olfactory memory is well known
[McGuire et al., 2003],[Menzel and Manz, 2005], [Zars, 2000].
Thus, the large number of Kenyon cells allows for the computation of highly non-
linear classification schemes across projection neurons [Huerta et al., 2004]. Tem-
poral complexity can increase the theoretical capacity of the system even further
14
1.2 Olfactory Associative Learning
[Laurent et al., 2001b]. This organization of glomerular connections to the mush-
room body could allow the fly to contextualize novel sensory experiences, a feature
consistent with the role of this brain center in mediating learned olfactory associ-
ations and behaviors. There is a normalization negative feedback loop within the
mushroom body of Locust to maintain sparse output over a wide range of input
conditioning [Papadopoulou et al., 2011]. It is known that GABAergic system plays
important role in information processing in the mushroom body [Ren et al., 2012],
[Liu et al., 2007]. GABAergic system acts as the major inhibitory neurotransmitter
in the central nervous system of Drosophila and was expressed in a pair of An-
terior Paired Lateral (APL) neurons that innervated the entire mushroom body
[Lee et al., 2003],
[Liu et al., 2009],[Lin et al., 2014]. The molecular mechanism of GABAergic sys-
tem to modulates sparse coding in the mushroom body is not clearly understood.
APL neurons are believed to provide direct feedback inhibition to the Kenyon cells
[Guo et al., 1996],[Stocker et al., 1997].
1.2 Olfactory Associative Learning
Learning can be defined as a lasting alteration in behavior or in the behavioral
potential due to experience. An understanding of associative conditioning is a fun-
damental research in neuroscience. By using an extensive set of experimental ap-
proaches in different model organisms, neuroscientists have tried to understand how
behavioral changes are represented in terms of molecular and neuronal architecture
in the brain [Milner et al., 1998],[Heisenberg, 2003],[Keene and Waddell, 2007].
Drosophila exhibit the conditioned approach or avoidance to an odor that has been
paired to an appetitive or aversive stimulus, such as sugar [Tempel et al., 1983]
or shock [Tully and Quinn, 1985]. The mushroom body have many tasks beyond
olfaction: they are used for spatial memory and navigation without olfactory cues
[Kwon, 2004]. Learning deficits have been observed in the Drosophila mutants where
the mushroom body structure is altered [Heisenberg et al., 1985]. Blocking synaptic
activity or disrupting the mushroom body physiology also leads to memory deficits
[Dubnau et al., 2001].
Inhibitory mushroom body output/feedback neuron are necessary for memory for-
mation, and when they are silenced, no memory is formed [Liu and Davis, 2009].
The inactivating of the mushroom body by blocking synaptic transmission from the
Kenyon cells prevents insects from forming associative learning
[Heisenberg, 2003], [Davis, 2005],[Krashes et al., 2007].
It is important to notice that aversive conditioning leads to changes in the antennal
lobe, where the projection neurons in some glomeruli change their odor responses
for about three minute after conditioning [Yu et al., 2004].
The most commonly used associative learning paradigm in Drosophila relies on a
15
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differential Pavlovian conditioning procedure [Tully and Quinn, 1985] in which an
odor (Conditioned Stimulus+ or CS+) is temporally paired with electric shocks (Un-
conditioned Stimulus or US). A second odor is presented equally often, but without
any punishment (Conditioned Stimulus- or CS-). In a subsequent choice test, flies
avoid the odor associated with the punishment. The only factor that distinguishes
CS+ from CS- is the coincident occurrence of the punishment. Consequently, the
change in behavior can be attributed to the coincidence of CS+ and US in contrast
to CS alone. As shown by numerous reports, Drosophila is able to establish simple
forms of appetitive and aversive olfactory associations at both larval and adult stages
[Pauls et al., 2010],[Aceves-Piña and Quinn, 1979],[Gerber and Stocker, 2007],
[Khurana et al., 2009],[Selcho et al., 2009].
Olfactory associative conditioning in Drosophila larvae is well-established for the
study of Pavlovian conditioning
[Aceves-Piña and Quinn, 1979],[Gerber and Stocker, 2007],
[Khurana et al., 2009], [Selcho et al., 2009].
Associative conditioning in Drosophila melanogaster has been well documented for
several decades. However, most studies report only simple associations between the
conditioned stimuli (CS, e.g., odor) and the unconditioned stimuli (US, e.g., electric
shock) to measure learning or establish memory. The studies on second order condi-
tioning present an opportunity for reassessing the roles of known genes involved in
learning and memory as well as neuronal circuitry involved in a behavioral paradigm.
The ability to form higher-order associations is prevalent in nature. second-order
conditioning studies have spanned numerous animal models, including honeybees
[Abramson et al., 2010],[Hussaini et al., 2007a] ,crickets [Mizunami et al., 2009], pi-
geons [Rahotte et al., 1977], rats [Debiec et al., 2006]
and humans [Jara et al., 2006],[Karazinov and Boakes, 2007].
Although second-order conditioning was originally described by Pavlov and has been
thoroughly studied by psychologists for nearly four decades modern neuroscience has
only recently turned to this paradigm as a means for understanding the mechanisms
of learning and memory [Gewirtz, 2000].
Second-order conditioning is a form of higher-order associative learning wherein
a previously conditioned stimulus (CS1) can associate with a second conditioned
stimulus (CS2) to elicit a conditioned response. Initial training involves pairing
of CS1 with an unconditioned stimulus (US) during a first-order conditioning ses-
sion followed by a second-order conditioning session in which CS1 is paired sub-
sequently with a novel stimulus, CS2. If second-order conditioning is successful,
an animal will demonstrate a conditioned response to CS2 similar to CS1, even
though it has not been exposed to the original US during CS2 and CS1 association
[Tabone and Belle, 2011].
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Chapter 2
Aims and related works
Modern neuroscience has aimed to understand how animals’ brain process informa-
tion from the environment to generate an appropriate behavior to adapt themselves
to live in a dynamic environment. For this purpose, the Drosophila brain has been
studied by neuroscience researchers as a model to study the principle of information
processing in neural systems, due to its low number of neurons compared to higher
animals and the available experimental techniques. Although many facts about the
structure and physiology of the Drosophila olfactory system are already known, there
are still some questions awaiting an answer:
1. How is the ’sensory information’ received by sensory receptor cells and transferred
to higher brain regions to elicit appropriate reactions?
2. How can the system efficiency of the Drosophila olfactory system to transfer
odors’ information into learning centers be measured to study the role of different
structural and physiological parameters. Specially, to predict the optimal value of
each parameter is highly of interest.
3. What are the cellular and network mechanisms underlying complex capabili-
ties of Drosophila. For example, understanding of second-order conditioning in the
Drosophila olfactory system is a fascinating information processing mechanism that
is believed to shed light on neural mechanisms underlying complicated behaviors in
animals’ brain.
Experimental techniques have limits to test different hypothesis about the occurred
neural mechanisms. For example, neural network connectivity may have important
role in sensory processing [Wall and Glackin, 2013]. But it is impossible to change
it in a given animal to study its role in information processing. Another example
is the firing threshold of neurons, which as a biophysical property depends on the
expression of different genes in neurons. Neural spiking models help to simulate
a neuron’s activity and provides the possibilities to change some of structural and
17
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physiological parameters. Modifying these structural and physiological parameters
is required to find optimal system efficiency of the neural system to do different
learning tasks. The structural parameters include the number of neurons in each part
of the neural system and the connectivity rate of neural layers. The physiological
parameters include spiking activity of neurons, threshold of firing and inhibitory
activity of feedback or feedforward neurons.
The simulation of the neural networks in the brain is necessary to develop hypotheses
and to test them for associative learning in the Drosophila olfactory system. In the
simulations, the knowledge of the structure and function of different parts is used
while some unknown parameters or neural mechanisms are modeled to study their
role in information processing.
Theoretical studies have been done to study the structure and function of the
Drosophila olfactory system: [Garćıa-Sanchez and Huerta, 2003] have studied the
parameters of the sensory system to determine information and energy costs and
to determine the structural parameters that produce specific responses as well as
to find the optimal threshold of the Kenyon cells. [Gu and Liljenström, 2007] have
constructed dynamical neural networks to simulate presentation, amplification and
discrimination of odors.
[Huerta and Nowotny, 2009],[Huerta et al., 2004] constructed models for pattern
recognition in the insect brain to investigate which features are useful to learn the in-
put data and structural organization suitable for fast learning. [Huerta et al., 2004]
have shown the range of activity and size of the network required to achieve ef-
ficient odor classification in the insect brain. Biological control mechanism can
accomplish efficient classification of odors. [Brody and Hopfield, 2003] presented
an algorithm for robust odor recognition where main features of their model are
taken from known properties of biologically olfactory systems. Information theory
has been used in modeling of information preservation in the antennal lobe in the
Drosophila olfactory system too [Satoh et al., 2010].
In a similar attempt, we have aimed to develop an information theoretic model to
measure the system efficiency using experimental data of molecular, cellular, and
network mechanisms in the Drosophila olfactory system. The system’s parameters
that are highly interesting to understand with respect to their role in the animals life
are connectivity rate between the antennal lobe and the mushroom body, threshold
of firing of neurons and the inhibitory neurons. To find the optimal values for the
parameters that correspond to maximum system efficiency is of central relevance.
Specially, we are interested in investigating the role of feedback inhibition in the
system efficiency to encode different odor concentration (Fig. 2.1).
Associative learning is an important information processing mechanism. A model
for second-order conditioning in crickets has been proposed which considers two
conditioned stimuli; olfactory and visual and pairs them with reward or punishment
18
which are presented by the neural activity of octopaminergic and dopaminergic neu-
rons, respectively. In the proposed model two kinds of synaptic connections are
formed during conditioning:
1) the connection from neurons that represent conditioned stimulus to dopaminergic
neurons which is called ’stimulus-stimulus connection’ and 2) the connections from
neurons representing the conditioned stimulus to neurons that induce the condi-
tioned response (avoidance behavior)(Fig. 2.2). This model and the experimental
support have suggested a similar mechanism of conditioning in insects and higher
vertebrates. Briefly, the model assumes the formation of connections between the
first conditioned stimulus and dopaminergic neurons in the first stage of condition-
ing, which allows the first conditioned stimulus to activate dopaminergic neurons
and so substitute for the punishment in the second stage of the conditioning (pair-
ing of first and second conditioned stimuli) [Mizunami et al., 2009]. Experiments
are still requested to test this model in second-order conditioning in the Drosophila
olfactory system [Tabone and Belle, 2011].
To model associative learning in the Drosophila olfactory system, a retrograde sig-
naling based model has been proposed that assumes change of intrinsic plasticity
of the Kenyon cells induced by diffusion of the retrograde signal from the output
neuron to the Kenyon cells [Smith et al., 2008]. We have developed a retrograde
signaling based model for second-order conditioning in which synaptic plasticity at
both learning sites in the Drosophila olfactory system occur (Fig. 2.3). This model,
on the one hand, offers some hypothetical mechanisms of learning and information
processing that should be tested by experimental techniques, and on the other hand,
it presents some learning rules to implement insects’ capabilities in artificial systems.
In next chapters, these models are described and discussed in details.
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2 Aims and related works
Figure 2.1: Information theoretic model of the Drosophila olfactory system. The connec-
tivity rate between the antennal lobe (AL) and the mushroom body (MB),
threshold of firing of the Kenyon cells and feedback inhibition are the parame-




Figure 2.2: A) The second-order conditioning behavioral paradigm. First an odor is paired
with an electric shock for few trials. Then the first and the second odor (null
stimulus) is presented to the fly in the absence of the electric shock. After
some trials, the animal learns to avoid the second odor. B) Mizunami-Unoki
model for second-order conditioning. This model assumes the formation of
connections between first conditioned stimulus and dopaminergic neurons in
the first stage of conditioning, which allows the first conditioned stimulus to
activate dopaminergic neurons and so substitute for the punishment in the
second stage of conditioning (pairing of first and second conditioned stimulus).
Figure 2.3: The structure of the proposed model for second-order conditioning. The model
is basically the same as that for first order conditioning but it is assumed that
the retrograde signal from the output neuron into the Kenyon cells trigger
some biochemical reactions that leads to the change in the synaptic weight




An information theoretic model of
information processing in the Drosophila
olfactory system
3.1 Introduction
In this work, we analyze how much environmental information the Drosophila olfac-
tory system transmits to the mushroom body and, hence, to the output neurons.
Several physiological parameters influence this transmission in different ways. Here,
we determine the influence of the connectivity rate between OPNs and Kenyon cells
and the firing threshold of the Kenyon cells. Specifically, the impact of different
strengths of inhibiting Kenyon cells firing is assessed. To quantify the transmission
efficiency, we calculated the mutual information for the different conditions between
the environmental input and the mushroom body output.
In the following, we present the structure of the model, the implementation of inhi-
bition, and the way of calculation mutual information.
3.2 Method
3.2.1 Model structure
The simplified anatomical structure used in this model is presented in (Fig. 3.1).
We combined the antenna and the antennal lobe in a circuit because the ORNs,
which express the same specific olfactory receptors, send their axons to the same
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glomeruli, and OPNs in each glomerulus receive information just from ORNs of
the same class. Reported exceptions from these rules, i.e., ORNs expressing more
than one receptor, ORNs targeting more than one glomerulus and multiglomerular
OPNs receiving information from many glomeruli, are disregarded for simplicity.
Furthermore, we assume that each of the 50 glomeruli [Caron et al., 2013] consists
of one OPN.
Figure 3.1: Schematic illustration of the model structure in information theoretic ap-
proach. Odor information in the environment is sent via the antenna to the
antennal lobe and subsequently to the mushroom body. Inhibitory neurons
contribute to the information processing. There are two known inhibitory
connections to the mushroom body calyx originating either from the lateral
horn or from the mushroom body itself. Mutual Information between the
environment and Kenyon cells is measured for different activation threshold,
connectivity rates, and inhibition strengths.
Thus, in our model, an odor k presented to the circuit reaches a subset of glomeruli or
OPNs as odors consists of several different chemicals. These diverse odor structures
yield different numbers of reached OPNs NkOP N . These OPNs are the subgroup
which can be activated by the odor k. Their number is drawn from a Gaussian
distribution with mean µOP N = 35 and variance σ2OP N = 8. This group of OPNs,
in turn, projects to a subgroup of Kenyon cells in the mushroom body. As we show
below, the exact number of Kenyon cells NKC does not alter the results qualitatively.
24
3.2 Method
3.2.2 Odor presentation with different concentration
As described before, each odor k presented to the system activates a subgroup of
neurons in the antennal lobe. Each OPN j can be either active χkj = 1 or silent
χkj = 0. The number of activated OPNs depends on the concentration ckodor of the
odor. Low concentrations (ckodor ≈ 0) activate a few, high concentrations (ckodor ≈ 1)
activate nearly all reached OPNs. However, due to noise, this number can vary over
trials. Thus, the activation of each reached OPN is probabilistic dependent on the
following equation:
pkOP N = 1 − e−β·c
k
odor . (3.1)
The parameter β determines the relation between odor concentration and neuronal
activity and, without loss of generality, is set equal to 1.32. Thus, each odor is
represented in the antennal lobe as a state of 1s and 0s of length NkOP N . This state
is transmitted via the synapses in the calyx to the Kenyon cells. Thereby, each OPN
j connects to Kenyon cell i with probability r (drawn from the interval from zero to
one without boundaries) which defines the connectivity rate. Thus, the connection
ci,j is either zero or one depending on r. All NKC Kenyon cells are modeled as simple




j ci,j · χkj > Θ
0 if ∑NkOP Nj ci,j · χkj ≤ Θ. (3.2)
Thus, each odor yields via the antenna and antennal lobe to a specific firing pattern
of Kenyon cells in the mushroom body.
3.2.3 Feedback inhibition
To assess the influence of different inhibitory strengths on mushroom body, we in-
troduce a probability pkI that Kenyon cells firing can be inhibited. This probability




The parameter α (between 0.05 and 1.75) determines the different strengths of
inhibition (Fig. 3.2). Thus, we first derive the activity of the Kenyon cells as
described before, calculate the probability of inhibiting each Kenyon cell spike, and
derive the new Kenyon cell firing. This new state, dependent on the inhibitory
feedback, is the final output of the mushroom body.
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Figure 3.2: The relation between average Kenyon cells activity and probability of feedback
inhibition for different parameter values α. Note, a higher value of α induces
less inhibition.
3.2.4 Calculation of mutual information
From information theoretic point of view the Drosophila melongaster olfactory sys-
tem can be considered as an ’information channel’ which transmits environmental
information to the mushroom body. The efficiency of such a channel can be char-
acterized by ’mutual information’. To calculate mutual information between the
environment (odors) and the mushroom body (Kenyon cells) we need to assess the
probability distribution of Kenyon cells firing p(n). Each n represents one out of
N = 2NKC states of neuronal activity in the mushroom body. The distribution of
Kenyon cells firing depends on the information from the environment. This infor-
mation is represented by the probability distribution p(k) of K odors presented to
the olfactory system. In the following, we assume that these odors are equiprobable.












p(n, k) is the joint probability distribution of Kenyon cells states and presented
odors. Note, to guarantee calculability we set p(n) = 10−8 when state n does not
occur.
In this study, we tested the efficiency of information transmission dependent on sev-
eral physiological and environmental parameters as average connectivity r between
antennal lobe and mushroom body, firing threshold Θ of Kenyon cells, inhibition
(parameter α), number of Kenyon cells NKC , and odor concentration codor. As the
actual connectivity is created probabilistically (see before), we tested 20 different
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systems (’flies’) with each having another connectivity for one set of Θ, r, α, codor,
and NKC . Each system was tested in 100 trials with 100 different odors of same
concentration. The odors are specified by the number of OPNs reached. In every
trial a different subset of the reached OPNs becomes active.
Since the 100 trials does not provide sufficient statistics to assess the joint prob-
ability distribution p(n, k) (how often which state n occurs given odor k) and the
probability distribution of Kenyon cells firing p(n) (how often each state n occurs in
total) we used the ’Quadratic Extrapolation procedure’ to correct for the sampling
bias problem [Panzeri et al., 2007]. This procedure assumes that the biased mutual
information MIuncorrected can be approximated as expansion in 1N , where N is the
number of trials. That is








where a, b are free parameters that are estimated from fractions (N2 and
N
4 ) of the
data and MIcorrected is the true calculated mutual information. Then, for each ’fly’
we calculate the mutual information and average over them.
3.3 Results
3.3.1 Information transmission under various system parameters
without inhibition
In the following, we will show the results without inhibition on Kenyon cells and
mainly demonstrate that this leads to undesired and unrealistic characteristics. The
value of the firing threshold of Kenyon cells in real cells is unknown. Therefore, all
possible thresholds from 1 to 20 were studied. Similarly, little information about
the exact connectivity between OPNs and Kenyon cells exists but studies have shown
that this connectivity is small [Perez-Orive et al., 2002],[Honegger et al., 2011]. Thus,
we also tested the system with different connectivity rates. Hence, mutual informa-
tion between the environment and 10 or 20 Kenyon cells, respectively, was measured
for all combinations of connectivity rate and firing threshold at low (clowodor = 0.15) as
well as high (chighodor = 0.75) odor concentrations. First, for all results in this section
it is assumed that there is no inhibition on the Kenyon cells. In the next section we
investigate the inhibitory influences, too.
Fig. 3.3 (A,B) shows the dependency of mutual information for 10 as well as 20
Kenyon cells on the threshold and connectivity rate at low odor concentration
(ckodor = clowodor for all odors k). For each threshold there is one unique connectiv-
ity that corresponds to maximum mutual information. Another observation is the
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presence of an almost linear relation between connectivity rate and threshold for
the maximal mutual information. Comparing the results for 10 and 20 Kenyon cells
shows that the number of Kenyon cells does not qualitatively alter the results. A
qualitatively similar behavior is observed for high odor concentration (ckodor = c
high
odor).
Hence, for each connectivity rate there is a shift to the right of the firing threshold
that corresponds to maximum mutual information (Fig. 3.3 (C,D)).
As a low connectivity rate between antennal lobe and mushroom body (r ≈ 0.3;
[Caron et al., 2013],[Butcher et al., 2012]) is assumed in flies, we show a cross-section
of Fig. 3.3 (Fig. 3.4). The results clearly show a decrease in mutual information
for high odor concentration and also a shift to higher threshold to obtain maxi-
mum mutual information as the firing rate becomes too high to enable a proper
discrimination between odors. All these observations are in conflict with behav-
ioral experiments where higher odor concentrations increase learning and memory
efficiency, suggesting highly efficient information processing. Little is known with
respect to plasticity of Kenyon cells and, thus, effective connectivity in this system
might not change. The firing threshold, on the other hand, might well be a control-
lable parameter helping the insect when it encounters environments with different
odor concentrations. However, such candidate mechanisms seems to be too slow
(e.g., intrinsic plasticity; [Triesch, 2007], [Turrigiano, 2011] compared to behavioral
time scales. Another option to control the efficiency of information transmission
in a fluctuating odor concentration is the inhibition on Kenyon cells which will be
investigated next.
3.3.2 Information transmission under various system parameters
with inhibition
In the previous section we showed that the efficiency of information transmission
depends critically on the odor concentration. However, the GABAergic inhibitory ef-
fect on Kenyon cells seems to have a critical role in sparse coding [Assisi et al., 2007].
As sparse coding is related to mutual information, we next analyze the role of inhi-
bition on Kenyon cells in conjunction with the information transfer from the envi-
ronment to the olfactory learning area in Drosophila.
Inhibition leads to an entirely different picture (Fig. 3.5): Fig. 3.5 illustrates
the effect of inhibition on mutual information for different connectivity rates and
thresholds when high odor concentration was presented to the system (NKC = 10).
Different strengths of inhibition (different α values) results in different levels of
mutual information for different connectivity rates and thresholds. At connectivity
rate equal to 0.3 (Fig. 3.6), most of the cases with inhibition are more effective
in information transmission (higher mutual information) than without inhibition
(dashed line). However, too strong inhibition leads to the effect that activities
drop dramatically and, therefore, information transmission is decreased. Inhibition
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increases mutual information not only for one high odor concentration value: Fig.
3.7 shows the effect of inhibition on information transmission over different odor
concentrations (averaged over all thresholds and r = 0.3). For all concentration
values the system with different inhibition strengths performs significantly better
than without inhibition. Furthermore, the system does not show such a dramatic
drop in information transmission increasing odor concentration. Thus, the olfactory
system with feedback inhibition guarantees all the time an effective transmission of
environmental information to the learning area when the animal moves towards the
source of odor.
29
3 An information theoretic model of information processing in the Drosophila olfactory system
Figure 3.3: Mutual information between the environment (here 5 odors) and Kenyon cells
for different firing thresholds of Kenyon cells and connectivity rate between the
antennal lobe and the mushroom body in absence of inhibition on mushroom
body. For each connectivity rate there is one unique threshold that corre-
sponds to maximum mutual information. Moreover, increasing the threshold
requires a higher connectivity rate to obtain maximum mutual information
(thresholds between 1 to 20). The number of Kenyon cells does not alter the
results qualitatively. (A-B) Low odor concentration (clowodor = 0.15). (C-D) High
odor concentration (chighodor = 0.75): for each connectivity rate and threshold of
firing, mutual information is decreased compared to low odor concentration.
Parameters: (A) NKC = 10, clowodor = 0.15 (B) NKC = 20, clowodor = 0.15 (C)
NKC = 10, chighodor = 0.75 (D) NKC = 20, c
high
odor = 0.75. The horizontal lines
indicate the connectivity rate equal to 0.3 (shown in Fig. 3.4)
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Figure 3.4: Mutual information between the environment and (A) 10 Kenyon cells or (B)
20 Kenyon cells for different thresholds. The connectivity rate set to 0.3 for
both low and high odor concentrations. The maximum mutual information
is obtained at threshold equal to 7 for low concentration and 8,7 when high
odor concentration was presented to the neural system. For both levels of
concentrations mutual information is decreased by increasing threshold. This
clearly shows that an increase in odor concentration in absence of inhibition
to Kenyon cells leads to a dramatic decrease in mutual information.
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Figure 3.5: Mutual information between the environment (5 odors) and 10 Kenyon cells
with the effect of inhibition on Kenyon cells and high odor concentration
chighodor = 0.75. The inhibition parameter α is equal to (A) 1.7, (B) 1.3, (C)
0.9, (D) 0.7, (E) 0.4, and (F) 0.1. Different parameter values yield different
results on mutual information. The horizontal line shows the connectivity rate
equal to 0.3 (shown in Fig. 3.6).
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Figure 3.6: Mutual information between the mushroom body and the environment for
connectivity rate equal to 0.3 for high odor concentration. (A) The mutual
information is for most strengths of inhibition larger than without inhibition
(dashed line). (B) Comparing the average mutual information with and with-
out inhibition (black dot) shows that for most α-values mutual information is
higher than mutual information without inhibition.
Figure 3.7: Mutual information between mushroom body (NKC = 10) and the environ-
ment at connectivity rate equal to 0.3 and averaged over thresholds (1 to
20). Different odor concentrations were presented to the neural system with
(α = 0.1 to 1.7) and without inhibition. Comparing mutual information for
different α parameter values demonstrate that feedback inhibition increases
mutual information for all concentrations. Furthermore, for several α-values
mutual information does not show such a dramatic drop in performance for
increasing odor concentration.
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3.4 Discussion
Information theory has helped neuroscientists to study some structural and func-
tional parameters that are difficult to assess by experiments and it offers some mea-
sures to evaluate information transfer by neural systems [Borst and Theunissen, 1999],
[Dimitrov et al., 2011]. Furthermore, some tools from information theory are used
to measure how much information a neural response contains about the stimulus
in the environment and the statistical significance of variation in neural response
for different stimulus intensities. The first attempts to apply information theory in
neuroscience were to measure neural information flow in neural systems, as well as,
the constraints that information theory imposes on the capability of neural system
for communication. Thus, information theoretic measures have been used to infer
the functional connectivity in neural systems [Singh and Lesica, 2010]. Another step
was to discuss information as a constraint on neural system structure and function
to optimize information transmission [Attneave, 1954]. This approach that the op-
timal information transfer guides the neuronal structure is still a very active field in
neuroscience [Shlens et al., 2009] ,[Vanni and Rosenström, 2011].
In the current study, we have analyzed with tools from information theory the in-
fluence of olfactory system’s parameter on information transmission between the
environment and the mushroom body. The abstract model proposed in this study is
capable of considering connectivity rate between antennal lobe and mushroom body,
threshold of firing of neurons in the mushroom body, as well as the role of inhibition
in different environmental situations that Drosophila melanogaster may encounter
through its life time. For this purpose, we calculated mutual information between
the environment composed of a set of odors with different levels of odor concentra-
tions and subpopulation of neurons in the mushroom body. Comparing to other
models of the (Drosophila) olfactory system [Garćıa-Sanchez and Huerta, 2003],
[Huerta and Nowotny, 2009],[Huerta et al., 2004], our model does not assign an op-
timal value for threshold of firing in the Kenyon cells or an optimal connectivity
rate between the antennal lobe and the mushroom body. It shows the presence of
an almost linear relation between connectivity rate and threshold for the maximal
mutual information.
We found that a plain feedforward system produces undesirable effects, like a drop in
mutual information for increasing odor concentration. This is in contrast to behav-
ioral studies [Masek and Heisenberg, 2008],[Yarali et al., 2009] which have demon-
strated that higher odor concentration does not lead to a decrease in Drosophila effi-
ciency for learning, memorizing, and discrimination of odors. Therefore, one would
expect that the measure mutual information used in this study should be able to
describe this phenomenon and, furthermore, predict the conditions necessary to ob-
tain highest system efficiency. In absence of feedback inhibition, our simulations
clearly assign a remarkable decrease in the system efficiency for odors with high
concentrations. However, feedback inhibition of different strengths helps the system
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to obtain high system efficiency. Interestingly, a certain strength of inhibition (here
equals to 0.9) results to the best performance. This inhibition strength guarantees a
good system performance independent of the odor concentration. Hence, a pharma-
cological manipulation of this parameter in vivo should result to measurable changes
in fly’s behavior.
These findings support the idea of a key role of inhibition in keeping the system at
or close to maximal mutual information or information transfer for all Kenyon cells
(with varying connectivity rate) when the fly navigates in its natural environment,
where odor concentration can very strongly vary. For instance, sensing very low
odor concentration from a far distance navigating to it and eventually finding the
source of odor (food or mate, for example) where the concentration has increased
thousandfold. The importance of high and stable mutual information between a
dynamic environment and the Kenyon cells becomes even clearer if we consider that
the synapses between Kenyon cells and output neurons are very likely the place of




A retrograde signaling model of
information processing in the Drosophila
olfactory learning
4.1 Introduction
Behavioral processes including associative learning allow animals to cope with a
changing environment where they search for their needs while avoiding different
kind of dangers. Insects are evolutionary successful animals that their small brains
have provided intelligent solutions to wide range of problems in order to live in
changing environments. Studies on insects’ brain assume that simple neural circuits
are responsible for different behaviors. Flies have small brains, but exhibit complex
learning behaviors. The limited number of neurons in their brains allows the analy-
sis of neural functions. Hence, the Drosophila olfactory system can serve as a useful
model to study cognitive processes to search for their neural circuits as well as the cell
and molecular mechanisms underlying different behaviors [Kay and Stopfer, 2006].
Moreover, the availability of manipulation by transgenic technology has made the
Drosophila olfactory system a powerful tool for examining hypotheses of neuronal
mechanisms of learning [Keene and Waddell, 2007],[Mcguire et al., 2005]. In addi-
tion, Drosophila’s brain has been used as a source of inspiration for robotic archi-
tectures [Arena et al., 2010].
Second order conditioning originally described by Pavlov have been studied by psy-
chologists for decades [Miller et al., 1995] and have been conducted in many in-
sects species like honeybees [Hussaini et al., 2007b],[Laloi et al., 1999] and crickets
[Mizunami et al., 2009]. Although the Drosophila olfactory system has provided ba-
sic understanding of the cellular and molecular mechanism underlying first order
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conditioning as simple associations of a given odor with electric shock as punish-
ment, however, much less emphasis has been placed on second order conditioning.
Recently, second order conditioning in the Drosophila olfactory system has been
demonstrated [Tabone and Belle, 2011] which presents an opportunity for assessing
the role of genes and neural networks in learning and memory, including second or-
der conditioning. In addition, modern neuroscience has recently focused on second
order conditioning as a means for exploring the mechanism of information process-
ing in health and disease [Gewirtz, 2000].
Second order conditioning is a form of higher cognition wherein a previously Con-
ditioned Stimulus can be associated with a second different stimulus to elicit a
conditioned response. Initial training involves the pairing of the first odor with
electric shock (first order conditioning session) followed by second order condition-
ing session in which the first odor is paired subsequently with the second odor. If
second order conditioning is performed successfully, flies will demonstrate a condi-
tioned response with the second odor. It has been demonstrated that in crickets, sec-
ond order conditioning requires neurotransmitter release from dopaminergic neurons
[Mizunami et al., 2009]. This observation has not been reported in the Drosophila
olfactory system yet. Hence, we developed a model with different assumptions which
is a retrograde signaling based model for second order conditioning in the Drosophila
olfactory system.
Over several decades, it has become clear that information exchange in neural sys-
tems is bidirectional: the postsynaptic cell provides a variety of retrograde sig-
nals to the presynaptic neuron in response to the presynaptic activity (spiking).
This interaction is crucial for the formation and plasticity of neural connections
[Regehr et al., 2009],[Tao and Poo, 2001]. One of the well known retrograde signals
which has been studied in the neurons of higher animals is nitric oxide
[Yan et al., 2012],[Steinert et al., 2010],[Luo and Zhu, 2011](Fig. 4.1).
Our model integrates is based on hypothetical mechanisms of retrograde signaling in
Drosophila olfactory system and Hebbian learning rule for synaptic plasticity at the
neural network level to describe olfactory conditioning behavior in flies (Fig. 4.2).
Another feature of this model is that both candidate places for associative learning
are involved in the modeling of learning processes.
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Figure 4.1: The cellular mechanism of affecting the synaptic efficacy by nitric oxide. Nitric
oxide is produced as a consequence of spiking of the Kenyon cells. Nitric
oxide diffuses into all Kenyon cells synapses and may increase the cGMP level
of Kenyon cells which consequently increases intercellular calcium level by
different mechanisms. This may eventually affect the synapses.
Figure 4.2: The retrograde signaling hypothesis. Odor activates a subset of the Kenyon
cells. Their sparse spiking activates production of the retrograde signal. The
produced retrograde signal in the output neuron diffuses into the presynaptic
neurons as a function of distance between the synapse and the production site.
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4.2 Methods
In this section, the structure of the neural model as a simplified olfactory system
of Drosophila, the neural spiking equations used to simulate neural activity, hypo-
thetical molecular mechanisms underlying the change of synaptic efficacy and the
protocol of simulations of olfactory conditioning in a two dimensional space are
described.
4.2.1 Insilico-fly
To develop a model of olfactory conditioning, a two dimensional space was defined
in which the fly navigates to search for food. The motion of the fly was modeled as
a random walk in this space where each step of the fly’s motion takes one second.
In each step, the distance of the insilico-fly and the food source is calculated, if the
distance of the fly and the food source is less than a given threshold then we assume
that the concentration of odor is high enough to stimulate the Drosophila olfactory
system. In this situation, electric shock may also be presented to the fly 0.05 second
after odor presentation. This paradigm is used in all simulations presented here. The
fly that navigates the two-dimensional space is called ’insilico-fly’ because its general
structure is based on the experimental data of the Drosophila olfactory system.
4.2.2 Architecture of the olfactory system
The olfactory system of the insilico-fly is composed of the antennal lobe (50 pro-
jection neurons), the mushroom body (2000 Kenyon cells), one output neuron, one
inhibitory neuron and one dopaminergic neuron. To model sparse coding in the
mushroom body, very low connectivity rate between the mushroom body and the
antennal lobe was used as random values between 0.05 and 0.3. The connectivity
rate is defined as the average percentage of random connection of each the projec-
tion neuron in the antennal lobe to the Kenyon cells in the mushroom body. The
matrix of connectivity between the projection neurons and the Kenyon cells is con-
structed and fixed to use in all odor presentations in the simulations. This is crucial
to have insilico-fly with determined neural structure to obtain reliable results in all
simulations when different odors are presented to the fly.
The dopaminergic neuron generates spikes with firing rate equal to 0.5 as a conse-
quence of a second shock presentation. An inhibitory neuron is fully connected to the
Kenyon cells which may inhibit the spiking of Kenyon cells in each time bin (equal
to 10 millisecond). The inhibitory neuron control the firing rate of the Kenyon cells
such that it plays critical role through learning process to control synaptic efficacy
and the retrograde signal production. The output neuron serves as motor neuron
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such that its firing rate determines the avoidance behavior of the insilico-fly. If
the firing rate exceeds a threshold equal to 0.8, then the insilico-fly will avoid the
given odor. Each Kenyon cell has one synapse with the output neuron such that
each pair of adjacent synapse has equal distances. Therefore, the connection of the
mushroom body and the output neuron is represented as a linear 2000 synapses with
equal distances.
4.2.3 Neuronal activity models
An odor as a conditioned stimulus is presented to the insilico-fly for a second when
the fly is close enough to food source. This may activate a set of the projection
neurons (here 20 projection neurons of total 50 projection neurons) in the antennal
lobe to generate spikes in each time bin which are equal to 10 milliseconds. The
probability of generating a spike in each time bin is determined by firing rate of the
projection neurons which was randomly selected from values between 0.1 and 0.2.
Different odors activate different sets of the projection neurons in the antennal lobe.
All these strategies are used in order to obtain minimum overlap in the number
of activated Kenyon cells by the first and the second odor presentations during
conditioning processes. The neuron model used for the Kenyon cells and the output
neuron in all simulation are an ’Integrate and Fire’ neuron model (equation 4.1).
The input to each Kenyon cell from the antennal lobe may have different number





= −gleak(V − Vrest) + I(t) (4.1)
The parameter values that were used in the ’Integrate and Fire’ neuron model are
the electrophysiology data on honeybees [Wüstenberg et al., 2004] which is listed in
Table 1.
Table 4.1: Parameters of the Integrate and Fire neuron model
Vrest Resting potential -84 mV
Vthresh Threshold of spiking -25.8 mV
Vrecov Recovery threshold -40.2 mV
Vspike Spike potential 9.5 mV
gleak Membrane conductance 0.26 nS
C Membrane capcitance 0.26 nS
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The spiking of each neuron results in a current into the post-synaptic neuron that
is expressed as equation 4.2:








where τ = 0.3 second and ω is synaptic weight.
Dopamine has been suggested to mediate reinforcing properties of aversive uncon-
ditioned stimulus [Schwaerzel et al., 2003], [Riemensperger et al., 2005]. Electric
shock is presented as an unconditioned stimulus which elicits dopaminergic neu-
ron to release dopamine. Dopamine is released non-specifically to all Kenyon cells.
The dynamics of dopamine available in extra-cellular space of the Kenyon cells are







where τd = 0.1 second
The firing rate of one dopamienrgic neuron and released dopamine in extra-cellular
gap between the dopaminergic neurons and the Kenyon cells is shown in (Fig. 4.3).
The released dopamine is removed from the gap by some mechanisms. In absence of
the electric shock presentation, a basal level of dopamine released by dopaminergic
neuron is assumed to be equal to 0.05.
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Figure 4.3: Unconditioned Stimulus presentation. A) Simulation of the dopaminergic neu-
rons’ activity in response to a second electric shock. B) Unconditioned Stimu-
lus trace as the extracellular released dopamine by dopaminergic neuron. Re-
leased dopamine is degraded by some mechanism so its amount decays rapidly
to zero.
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To assess the influence of different inhibitory strengths on the mushroom body,
we introduce a probability pI that Kenyon cells spiking at each time bin can be
inhibited. This probability depends on the average activity in the mushroom body




The parameter α (between 0.05 and 1.75) determines the different strengths of in-
hibition. In this model, we used optimal inhibition parameter (equal to 0.9) deter-
mined by information theoretic model of the (Drosophila) olfactory system presented
in chapter 3.
4.2.4 Retrograde signaling production and diffusion
In this model, it is assumed that some kind of chemicals as the retrograde signals
is produced in the output neuron which is triggered by the spiking of Kenyon cells.
The amount of retrograde signal production is assumed to be the function of input







where Ri is produced retrograde signal by the output neuron induced by KCi.
σ = 100, α = 0.08, β = 100.
The produced retrograde signal diffuses into all synapses. The amount of the re-
ceived retrograde signal is assumed to be the function of half-time of retrograde
signal and the distance between each synapse and the retrograde signal production
site (equation 4.6).
[Ri]x = [Ri]0e−lnx (4.6)
where [Ri]0 is the total amount of the produced retrograde signal in an odor pre-
sentation in each second, x is the distance of synapses and the retrograde signal
production site, D = 0.001 is a constant of retrograde signal.
The production and decay of the retrograde signal at the production site has been
shown in (Fig. 4.4).
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Figure 4.4: Production of the retrograde signal. The retrograde signal is produced as a
consequence of a second spiking of the activated Kenyon cells. The retrograde
signal diffuses rapidly from the production site to the Kenyon cells’ synapses.
4.2.5 Synaptic efficacy between the antennal lobe and the
mushroom body
The diffused retrograde signal is received by the Kenyon cells according to the dis-
tance of synapses and production sites. The total amount of received retrograde
signal by each Kenyon cell determines the level of changes in the synaptic weight
between the activated Kenyon cell and the activated projection neurons. To model
this effect, we used a sigmodial function to obtain high levels of change in the synap-









Where R1,j is the total amount of the received retrograde signal by a Kenyon cell
synapse.
NKC is the number of total Kenyon cells (here 2000) and ω1 is the synaptic efficacy
between a Kenyon cell and the activated projection neurons. It is important to
notice that the amount of the produced retrograde signal depends on the synaptic
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weight between the mushroom body and the output neuron as well as the firing rate
of the Kenyon cell. So it can be indirectly affected by odor-shock pairing.
At the end of each trial of odor-shock pairing, the synaptic efficacy between the
Kenyon cells and the output neuron are updated using equation 4.7 and also the
received retrograde signal in all Kenyon cells are fully removed. This prevents the
accumulation of retrograde signal in the Kenyon cells after a few trials. In the
beginning of any trial of pairing, the updated synaptic efficacy is used and at the
end of the trial the synaptic efficacy between the Kenyon cells and the output neuron
are updated again.
4.2.6 Dynamics of the synaptic efficacy between the mushroom
body and the output neuron.
The dynamics of the synaptic weight between the mushroom body and the output
neuron was modeled based on [Izhikevich, 2007]. We used a simple phenomenolog-







δ(t− tc));C ≥ 0 (4.8)
where τc = 0.2 seconds
ω̇2 = Cd (4.9)
Where ω2 denotes for the synaptic weight between a Kenyon cell and the output
neuron, C for odor trace which is assumed to be the activation of enzyme important
for plastcity.
D describes the extra-cellular concentration of dopamine and δ(t) is the Dirac func-
tion that step-increases the variable C.
We have modified the model of [Izhikevich, 2007] by replacing Spike Time Dependent
Plasticity rule with a simple Hebbian rule defined in Table 4.2.
Table 4.2: Hebbian learning rule used in the model
Kenyon cell 1 1 0 0
output neuron 1 0 1 0
∆ 1 -1 -1 0
The Hebbian rule in Table 4.2 suggests that high firing rate of the Kenyon cells in
pair with high firing rate of the output neuron leads to the strengthening of the




To simulate first and second-order conditioning in the insilico-fly with the developed
model of the Drosophila olfactory system, the protocol of training the fly was used
[Tabone and Belle, 2011]. The hypothetical mechanism underlying the cellular and
network mechanisms of olfactory learning in the in-silico fly are illustrated in Fig.4.5
to Fig. 4.7. This is categorized as three phases, in each phase, the cellular and
network mechanisms are discussed.
First phase: CS1 and electric shock pairing
In the first phase of the simulations, the first odor as conditioned stimulus and elec-
tric shock as unconditioned stimulus are presented to the insilico-fly simultaneously
for 10 trials. Through learning, the stimulated projection neurons by the first odor
activate small populations of the Kenyon cells in the mushroom body which conse-
quently results in an increase in the synaptic weight between the mushroom body
and the output neuron as well as the production and diffusion of retrograde signal
into all Kenyon cells. The diffused retrograde signal increases the weight between
the synapses of activated Kenyon cells and the activated projection neurons in the
antennal lobe. This lead to more strengthening of synapse between the Kenyon cells
and the output neuron according to equations 4.8 and 4.9 (Fig. 4.5).
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Figure 4.5: The neural events underlying the first phase of simulations. A) The first odor
as conditioned stimulus is paired with the electric shock as unconditioned stim-
ulus. This leads to strengthening of the synaptic weight between activated the
Kenyon cells in the mushroom body and the output neuron. B) High amounts
of the retrograde signal diffuses into the mushroom body and affect the synap-
tic weight between the activated Kenyon cells and the activated projection
neurons in the antennal lobe. This leads to an increase in firing rate of the
output neuron which triggers avoidance behavior if exceeds a threshold.
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Second phase: CS1 and CS2 pairing
After performing the first phase; the trained odor is paired with the second odor
which activates a different sets of the projection neurons in the antennal lobe. In the
beginning of this phase, the synapses between the activated Kenyon cells by the first
odor and the output neuron is strong enough to produce and release of the retrograde
signal, while the synapses between the activated Kenyon cells by the second odor and
the output neuron is weak. According to the distance of synapses and the retrograde
signal production sites, each activated Kenyon cell by the second odor may receive
enough retrograde signal to change the synaptic weight between activated projection
neurons and the activated Kenyon cells by the second odor. This leads to an increase
in firing rate of the activated Kenyon cells by the second odor which consequently
increases the synaptic weight between the activated Kenyon cells and the output
neuron (equations 4.8 and 4.9). Briefly, at the end of the pairing of the first odor
and the second odor the synaptic weight between responding projection neurons and
the Kenyon cells as well as synapses between the responding Kenyon cells and the
output neuron have raised enough to trigger the output neuron to fire at high rate
(Fig. 4.6).
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Figure 4.6: The neural events underlying the second phase of simulations. A) The second
odor is paired with the first odor after (trained odor). At the beggining of the
pairing, high amounts of the retrograde signal diffuses from the output neuron
to the mushroom body. B) After a few trials the synaptic weight between the
activated projection neurons by the second odor in the antennal lobe and the
Kenyon cells in the mushroom body is increased. This results in an increase in
the firing rate of the activated Kenyon cells by the second odor. This eventually
results in an increase in the synaptic weight between the mushroom body and
the output neuron for the activated Kenyon cells by the second odor.
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Third phase: CS2 presentation
To test whether the second odor has produced the capability to stimulate the output
neuron to fire at high rate, the responding projection neurons to the second odor are
being activated just for a few time to observe its impact on the output neuron firing
rate (Fig. 4.7). In addition, the updated weight of synapses between the projection
neurons and the Kenyon cells are set to their basal level ( = 0.5 ) see its impact
on the output neuron’s firing rate. For this purpose, two cases are considered; one
with the presence of the retrograde signaling, another, without the diffusion of the
retrograde signaling in response to the odor presentation.
Figure 4.7: The neural events underlying the third phase of simulations. After pairing
of the first and the second odor, the second odor is presented to the neural
system to test its ability to trigger the output neuron to fire at high rate. The
synaptic weight between the activated Kenyon cells and the projection neurons
has been strengthened due to the diffused retrograde signal. This has caused
indirectly the increase in the synaptic weight between the activated Kenyon
cells and the output neuron. Feedback inhibition controls the firing rate of the
Kenyon cells which may be at high rate at the end of the pairings.
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Olfactory conditioning in two-dimensional navigation of fly
To show the process of olfactory conditioning, we considered a two dimensional
space in which the food resource and the insilico-fly are located at the separated
places. The fly starts a random walk to find the food resource. If the fly is close
enough to the food, then odor and the electric shock or both, are presented to the
fly. In the second simulation, both the first odor (from previous simulation) and the
second odor are located close to each other and are presented to the fly through its
navigation. In the third simulation, the second odor (trained odor) in second phase
is presented individually to the insilico-fly to study the behavior of the fly.
4.3 Results
In this section, the results for each phase of association learning in the insilico-fly is
presented separately. The simulations of two-dimensional navigation of fly for each
phase are presented as well.
4.3.1 First phase
The first odor was presented to the insilico-fly which stimulates a determined set of
the projection neuron in the antennal lobe. The activated projection neurons trigger
some Kenyon cells in the mushroom body to spike with different rates. The variation
in firing rate of the Kenyon cells is due to the different number of the inputs to the
different Kenyon cells. The activated Kenyon cells by the first odor as well as their
firing rate for the first 200 Kenyon cells in the mushroom body is shown in (Fig.
4.8). The activated Kenyon cells trigger the output neuron to produce different
amounts of the retrograde signal that are received by all Kenyon cells according
to the distance of synapses and the production sites. The amounts of the received
retrograde signal by each Kenyon cell is shown in Fig. 4.8 B. It also illustrates that
at the end of the trials non-spiking Kenyon cells may receive different levels of the
retrograde signal, diffused by the activated Kenyon cells by the first odor.
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Figure 4.8: A) The firing rate of the activated Kenyon cells by the first odor. The activated
Kenyon cells by the first odor may spike with different rates. B) The activated
Kenyon cells trigger the output neuron to produce the retrograde signal that
diffuses into all Kenyon cells. The amount of the received retrograde signal
by each synapse depends on their distance from the production sites of the
retrograde signal. The non-spiking Kenyon cells may receive different levels of
the retrograde signal.
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In each trial of the first odor and shock pairing, the synaptic weight between the
activated Kenyon cells by the first odor and the output neuron is strengthened
according to the equation 4.8 and 4.9. The change of the synaptic weight between
the activated Kenyon cells by the first odor and the output neuron for different trials
is shown in Fig. 4.9. The change of synaptic weight is due to both the first odor
and shock pairing as well as Hebbian rule used in the model. Non-spiking Kenyon
cells show no change in their weight.
Figure 4.9: The change of synaptic weight between the Kenyon cells and the output neuron
for different trials of the first odor and shock pairing. The change of synaptic




The retrograde signal diffuses from the synapses of the activated Kenyon cells by the
first odor and the output neuron and affect the synapse weight between the activated
Kenyon cells by the first odor and their inputs ( the activated projection neurons)if
the amount of the received retrograde signal is high enough to trigger the change
according to equation 4.7). The amount of the retrograde signal from each Kenyon
cell’s synapse depends on the current from the Kenyon cell’s synapse inserted locally
into the output neuron. As the amount of current into the output neuron induced
by each spike depends on both spiking rate of the Kenyon cell and the synaptic
weight between the Kenyon cell and the output neuron, the change of synapse weight
between activated Kenyon cells by the first odor and the activated projection neurons
is affected by both the first odor and shock pairing and consequently by an increase
in the synaptic weight between the activated Kenyon cells and the projection neurons
by the first odor (which increases the firing rate of Kenyon cells).
Figure 4.10: The change of synaptic weight between Kenyon cells and projection neurons
for different trials of the first odor and shock pairing. The change of synapse
weight of the activated Kenyon cells by the first odor is determined by the
amount of received retrograde signal by each Kenyon cell.
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The change of synaptic weight between the activated neurons in the antennal lobe
and the mushroom body and the mushroom body and the output neuron cause
increase in the current from the activated Kenyon cells by the first odor into the
output neuron which leads to the raise in the output neuron firing rate. A threshold
equal 0.8 was used to model the emerging of avoidance behavior (Fig. 4.11). Limits
for the maximum synaptic weight for both sites of learning are considered (dash line
in Fig 4.9 and Fig. 4.10).
Figure 4.11: The change of output neuron’s firing rate for different trials of the first odor
and shock pairing. The pairing of the first odor and shock causes an increase
in the synaptic weight between the first odor activated Kenyon cells and
output neuron which consequently leads to increase in output neuron firing




In the second phase of the simulations, the second odor was paired with the first odor
(trained odor). Although the second odor stimulated a set of the projection neurons
that has no overlap with the activated projection neurons by the first odor, however,
some Kenyon cells may be activated by both the first odor and the second odor. The
activated Kenyon cells by both the first odor and the second odor are shown by black
arrows in Fig. 4.12. These Kenyon cells produce high level of the retrograde signal.
But at the beginning of the first odor and the second odor pairing, the activated
Kenyon cells by the second odor stimulate very low level of the retrograde signal
produced from the output neuron because of very low synaptic weight between the
activated Kenyon cells by the second odor and the output neuron.
The change of the synaptic weight between the activated Kenyon cells by the second
odor and the projection neurons are demonstrated in Fig. 4.13. The activated
Kenyon cells by the first odor trigger the output neuron to release high amounts of
the retrograde signal which diffuses into all Kenynon cells including those activated
by the second odor. This increases the synaptic weight between the activated Kenyon
cells by the second odor and the output neuron. At the end of pairing of the first
and the second odors, high level of the retrograde signal are produced from output
neuron induced by the second odor.
The change of synaptic weight between the activated Kenyon cells by the second
odor and the output neuron at the end of the first odor and the second odor pairings,
is shown in Fig. 4.14. Increase in firing rate of the activated Kenyon cells by the
second odor, induced by high amounts of the diffused retrograde signal as well as
high firing rate of the output neuron induced by the first odor presentation, leads
to the increase in the synaptic weight between the activated Kenyon cells by the
second odor and the output neuron according to the equations 4.8 and 4.9.
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Figure 4.12: The firing rate of the activated Kenyon cells by the first and the second odor,
blue and red circles, respectively. Although the first odor and the second odor
stimulate separate set of the projection neurons, however, some Kenyon cells
may be activated by both odors (shown by black arrows).
Figure 4.13: The synaptic weight between the activated Kenyon cells by the second odor
and the projection neurons at the end of the first odor and the second odor
pairings. The diffused retrograde signals triggered by the first odor presenta-
tion is received by the activated Kenyon cells by the second odor that causes
an increase in the synaptic weight between the activated Kenyon cells by the
second odor and the projection neurons.
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Figure 4.14: The synaptic weight of the activated Kenyon cells by the second odor and
the output neuron at the end of the first odor and the second odor pairings.
The change in synaptic weight between the activated Kenyon cells by the
second odor and the projection neurons leads to an increase in firing rate of
the Kenyon cells. This cause an increase in the synaptic weight between the
activated Kenyon cells by the second odor and the output neuron according
to Hebbian rule used in the model.
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4.3.3 Third phase
After the first odor and the second odor pairing, the second odor was presented to
the insilico-fly individually to observe the effect of second phase. The firing rate of
the output neuron for the second odor presenting is shown in Fig. 4.15. It shows
that after the second phase, the second odor can elicit the output neuron to spike
at high rate. It also illustrates that non-paired odor elicits no spiking in the output
neuron.
Figure 4.15: The output neuron firing rate stimulated by the second odor presenting af-
ter the first odor and the second odor pairing. The simulation shows that
the second odor after pairing with the first odor can independently trigger
avoidance behavior.
To test the role of the synaptic weight in these two learning place for retained
learning, in a simulation, we set the synaptic weight between the antennal lobe and
the mushroom body to its basal level (equal to 0.5). This leads to decrease in the
output neuron’s firing rate but it is gradually recovered into its original level after
a few trials (Fig. 4.16 A).
Removing the synaptic weight between the mushroom body and the output neuron
leads to permanent deactivation of the output neuron (Fig. 4.16 A). It shows that
gradually the synaptic weight gets its original values. In another simulation, the
production of the retrograde signal from the output neuron to the mushroom body




Figure 4.16: A) The effect of removing the synaptic weight between the projection neurons
and the Kenyon cells, which are activated by the second odor. Removing the
synaptic weight leads to decrease in the output neuron’s firing rate that is
raised gradually to high values after a few trials of the second odor present-
ing. It also shows that removing the updated synaptic weight between the
mushroom body and the output neuron leads to deactivation of the output
neuron. B) Removing the capability of diffusion of the retrograde signaling
from the output neuron to the Kenyon cells leads to deactivation of the output
neuron’s spiking after a few trials.
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The recovery of synaptic efficacy between the activated Kenyon cells and the pro-
jection neurons by presenting the second odor is illustrated in Fig. 4.17. At the
beginning, the synaptic weight between the activated Kenyon cells by the second
odor and the output neuron is still high. It cause the release of high amounts of the
retrograde signal which affect the synaptic weight of the activated Kenyon cells and
the activated projection neurons by the second odor.
Figure 4.17: The change in the synaptic weight between the activated Kenyon cells by the
second odor and the projection neurons after removing the updated synaptic
weight through the first odor and the second odor pairings. The synaptic
weight is increased again to high levels that is caused by diffusion of the
retrograde signal from synapses between the Kenyon cells and the output
neuron to synapses between the Kenyon cells and the projection neurons.
4.3.4 Two-dimensional navigation
To illustrate the process of first as well as second-order conditioning in the insilico-
fly developed in this model, a two- dimensional space was considered in which the
fly navigates the environment. The result of training at the end of each phase of
the simulations is shown in Fig. 4.18. It shows that at the end of the training, the
second odor has produced the capability to be a predictor of the punishment.
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Figure 4.18: Two-dimensional simulation of the insilico-fly navigation through the condi-
tioning process. The fly navigates the environment as random walk. When it
is close enough to the food source, the fly may receive odor or both odor and
the electric shock, depending on the protocol of each simulation. A) First
order conditioning. The fly avoids the odor after trials of the first odor and
shock pairings. B) The first and the second odor pairing. The fly immediately
avoids the odors. C) The second odor presenting. Fly may avoid the second
odor due to the frist and the second odors pairing phase.
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4.4 Discussion
Second order conditioning is one of the higher cognitive capabilities in animals . To
understand the neural circuits underlying second order conditioning, neuroscientists
have been studying insects’ brain because of their partially well known structure and
function. For this purpose, simulations and models help to develop new theories and
design new testable predictions of Drosophila olfactory system.
Although an abstract model has been proposed to describe underlying mechanism
of second order conditioning [Mizunami et al., 2009], no experiment has been con-
ducted to test this theory in associative learning of the Drosophila olfactory system
[Tabone and Belle, 2011].
The Insilico-fly model introduced in this study demonstrates the capability of pro-
ducing of second order conditioning. On one hand, proposed model is based on
experimental data about the anatomy and physiology of the Drosophila olfactory
system as well as electrophysiological data on honeybees’ brain. On the other hand,
it is based on hypothetical mechanisms of non-synaptic communications of neurons
which has been studied in vertebrate’s neural systems. These neural communication
needs to be experimentally investigated in insects’ brains. In this modeling frame-
work, it is assumed that learning takes place in two sites:
a) Synapses between the antennal lobe and the mushroom body and b) Synapses
between the mushroom body and the output neuron.
The simulation of removing the updated synaptic weight between the activated
Kenyon cells and the projection neurons which can be considered as short-term
memory at the antennal lobe, may have some advantage to learn huge number of
odors because different odors due to low number of neurons in the antennal lobe,
may likely share activated sets of projection neurons while odors information is en-
coded in the mushroom body as sets of activated Kenyon cells (sparse coding) with
very low degrees of overlap. The short-term memory in the antennal lobe, therefore,
serves as a mechanism to prevent mistakes in specific association between odors and
reward/punishment.
There are some challenges to propose this model as a neural circuit for second order
conditioning in the Drosophila olfactory system: 1. The assumption of the role of
the output neuron’s firing rate in eliciting of avoidance behavior: The role of output
neuron in conditioning is still under research.
2. The retrograde signal production and diffusion from output neuron as a conse-
quence of odor presentation: The role of non-synaptic communication of neurons
has been studied in vertebrates and their role in health and diseases are well known.
But these mechanisms need to be tested in insects’ brain to investigate their role in
their learning behaviors.
3. The role of change of synaptic efficacy between the activated Kenyon cells and the
activated projection neurons in associative learning: The learning place in flies brain
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are not fully known. Both connections between the antennal lobe and the mushroom
body and between the mushroom body and the output neuron are considered as the
candidates places that may be involved in learning but they are still under research.
4. The Hebbian rule used in this model depends on the change of firing rate of
Kenyon cells through the learning process. However, some studies have demon-
strated that the Kenyon cells generate a few spikes in response to odor presentation
[Turner et al., 2008], [Perez-Orive et al., 2002].
These observations are the main challenges to accept our model for second order
conditioning in the Drosophila olfactory system.
However, to our knowledge, this is the first model to implement second order con-
ditioning in artificial neural networks inspired by biological systems. Moreover, its
simplicity in the structure and the neuron models (integrate an fire model) make it a
powerful approach for some applications in artificial systems to develop new neural





To understand the principles of information processing in animals’ brains, the mech-
anisms of encoding different stimuli in the corresponding neural systems have to be
analyzed. Some structural and physiological parameters are difficult to assess by
experiments to study their role in different information processing tasks. For this
purpose, models and simulations of neural processes play a significant role in deter-
mining the contribution of parameters in systems efficiency.
Information theory offers tools to measure the transferred information from the en-
vironment to brain areas where memory and learning takes place. Our information
theoretic model of information processing in the Drosophila olfactory system pro-
vides a mathematical framework to measure the system efficiency with different
parameter values. The model is not specific to Drosophila olfactory system and can
be augmented to model other sensory systems with different architecture and phys-
iology. The model assigns an optimal value for the activity of feedback inhibition in
the Drosophila olfactory system and predicts thereby a pivotal role for inhibition to
provide maximum information for example to optimally learn in associative learning
processes.
One interesting physiological feature of the Kenyon cells is their ’sparse spiking’ in
response to odor presentation. Assuming that sparse spiking in the Kenyon cells is
caused by high inhibition intensities, our method assigns very low system efficiency
to the Drosophila olfactory system to encode odor information (Fig. 3.7). This il-
lustrates that odor information (quality and concentration) may be mainly encoded
by the sparseness of activated Kenyon cells in the mushroom body (number and
location of the Kenyon cells responding to odor presentation).
Although information theory provides some measures of transferred information,
simulations, however, seems to be good approaches to describe neural mechanisms
of learning tasks at network level. Olfactory conditioning as an information pro-
cessing mechanisms, has been studied by neuroscientists to understand the basic
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underlying mechanisms of complex brain functions. Although some roles of retro-
grade signaling in developing and normal functioning of neural systems have been
found, however, the role of such neural communications in associative learning of
Drosophila has not been fully studied yet [Smith et al., 2008].
Compared to other models for second order conditioning in insects
[Mizunami et al., 2009], our model is based on a different hypothesis of information
processing during conditioning which proposes testable experiments to study the
possible roles of non-synaptic communication in insects behavioral studies.
On the one hand, the proposed model for second order conditioning illustrates the
capability of developing models based on integration of synaptic and non-synaptic
communication to describe complex behaviors of animals. On the other hand, the
simplicity of the used neuron model in the insilico-fly and the easy implementation of
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