for |z|<l, and hence Re [g'/(zg')']>0.
Since zg' = zH is (p + l)-valent starlike (Lemma A) we conclude that Re(g/zg')>0 (Lemma B) or, equivalently, Re (zg'/g) > 0 so that g is starlike.
3. First generalizations. The following four theorems represent generalizations and extensions of the result (1.1). These theorems, in turn, will be the basis for further generalizations as expressed by Theorem 5 in §4. The corollary follows from Definition 2, where F is the starlikeness property of f(z), and dn = (c+l)/(c+n).
Theorem 2. Let /(z) = z + 2? anzn e (K), c=l, 2, 3,.. .,g(z) the same as in Theorem 1. Then g(z) e (K), and [c/(l +c)]g(z)<f(z).
Corollary 2.1. For each fixed c-1, 2, 3,..., the sequence {c/(n + c)}x is a convexity-preserving subordinating factor sequence.
Proof. The function g(z) may be written in the form h(z) = {^g(z) = Çj(tz)d(t% Hence h(z) is the centroid of a positive mass distribution of total mass one on the curve/(zz) and so lies in the convex hull of this curve. Since/(z) is convex it follows that h(z) <f(z). Also, since zg'(z) = (l+c)z-< ^t°-\tf'(t))dt and zf'(z) e (S*), we conclude from Theorem 1 that zg'(z) e (S*) and, therefore, g(z) e (K). The corollary follows from Definitions 1, 2.
Theorem 3. Let f(z) be close-to-convex with respect to g(z), F(z) = (c+l)z-c fV-y(0<//, G(z) = (c+l)z"c fV-^Od/, Jo Jo c= 1,2,3,,,..
Then F(z) is close-to-convex with respect to G(z). Corollary 3.1. For each fixed c=l,2, 3,... the sequence {c/(n + c)}x is a close-to-convexity preserving sequence.
Proof. By definition of close-to-convexity [3] , we are given g(z) e (S*) and (zf'/g) £ (F), and we are required to prove G(z) e (S*), and (zF'/G) e (P In summary, the sequence (4.2) is (a) star-preserving, (b) convexity-preserving, (c) close-to-convexity preserving, (d) a subordinating factor sequence, (e) completely monotonie. The sequence (c+l)/(« + c) = ((c+l)/c)èn has the same properties (a)-(c), the positive factor (c+l)/c being used in (4.1) only to achieve the normalization F'(0)=1.
From the preceding results and the remarks made in the Introduction, it follows that a finite product of sequences of the form (4.2) also possesses properties (a)-(e). These observations suffice as proof of Theorem 5 below. However, we supply the necessary recursive relations (4.4)-(4.11) which may be used to formalize the proof of Theorem 5. (III) if f(z) is close-to-convex with respect to g(z), then Fp(z) is close-to-convex with respect to Gv(z), (IV) iff'(z) e (P), then Fp(z) e (P), and Fp(z) e (S).
We close this section with several observations concerning the function Fp(z) of (4.3) by considering special choices for the constants c( enabling us to solve explicitly for the inverse/(z). Note that for the case p=l relation (4.3) may be solved explicitly for the inverse to yield (writing cx = c, Fx(z) = F(z)) (4.12) f(z) = (^Ly-íz'Fíz))'.
In particular, taking c= 1 in (4.12) gives the inverse of the function in (1.1), namely (4.13) f(z) = \(zF(z))'.
In regard to the inverse relation (4.13) it was recently proven [5] that if F(z) is a member of (S*), (K) or (C) then/(z) is, respectively, starlike, convex or close-toconvex for |z|<r0=l/2 and the constant 1/2 is the best possible in each case; if F'(z)e(P) then Re(/'(z))>0
for |z| <(51,2-l)/2 and again this result is the best possible.
The relation (4.3) may also be solved explicitly for the inverse function f(z) in the special case obtained by setting ck = k, k=l,2,3,...,p.
That is, the inverse of The same result may be obtained from the recursive relation (4.7). Forp=l the relation (4.15) reduces to (4.13). In a similar way, for the same class of functions (4.14) one readily obtains (4.16) Zf'(z) = ^ryy [z> + XFJW>.
From (4.15) and (4.16) we conclude that the functions (4.14) satisfy
is close-to-convex with respect to g(z).
Integral representations. In this section we find an integral representation
for the general class of functions given by (4.3), through the use of the Gamma function and the theory of partial fractions. For this purpose we adopt a slightly different notation from that used in (4.3). Proof. The three functions h¡(z) are each of the form Fp(z) (but not normalized) of Theorem 5, where /(z) = 2 a»zn = z/(l-z)£ (K) and, therefore, the domains D(hj) are convex. Also, by Theorem 6, we have bj(ri)=j\ tnW¡(t) dt so that hiz) = 2 h(n)zn = £ Wit) 2 itzf dt = £ {JL^jWtt) < z/(l-z) or, equivalently, Reh¡(z)> -1/2. Finally, since ¿>/n) is a subordinating factor sequence it follows that h3(z) is subordinate to both hx(z) and h2(z). We note that parts (b) and (c) also follow directly from the work of Wilf [11, Corollary 5]. 6 . Applications. For |z| < 1 the members of the class (K) satisfy certain relations among which are the following three well-known important inequalities :
Thus, iff(z) £ (K) the functions Fq(z) of (5.4) also belong to (K) (and, moreover, F,(z)<;(l/g)/(z)) and hence also satisfy the relations (A)-(C). This leads to some new inequalities (Theorems 7-11 below) satisfied by members of the class (K). We will make use of relations (6.2)-(6.5) which can be directly verified with the aid of (6.2). We write F(z) and W(t) instead of Fq(z) and Wq(t), respectively. In particular, for r=l we obtain W(l) = c, W'(l) = c(c-l); for r=2 we obtain W(l) = 0, W'(l) = -c2; for r>2 we obtain W(l)=0, 1F'(1) = 0. We then have Next, choose lF(z)=^(l-z)<!"1 so that ß=l/(l+?).
In particular, for #=1 we obtain IF(1) = 1, W'(l)=0; for q=2 we obtain 1F(1) = 0, W'(l)=-2; for q>2 we obtain W(l)= W'(l) = 0. We then have Theorem 11. Letf(z) e (K), q=l,2,3,_Then for \z\ < 1 it follows that (A) Rez-a+q) (''f(t)(z-t)q-xdt > 1/2(7(1+^). Substitute into (7.4) the integral representations for Fp+X(z), Fp(z), zFp+x from (7.2), (7.1), (6.6) respectively. Then apply (7.3) and deduce the recursive relation (7.5) tW; + x(t) + (l-cp + x)Wp + x(t) + cp + xWp(t) = 0 (p= 1,2,3,...).
Solve the differential equation (7.5) for rVp + x(t) and obtain
To evaluate the constant of integration K, apply the condition Wp + x(l)=0 and obtain (7.6) Wp + X(t) = cp + xt-^^xÇt-ov+lWp(t)dt.
A comparison of (7.1) and (7.2) yields (7.7) (n + cp + x)bp + x(n) = cp + xbp(n) (n,p = 1, 2, 3,... ).
Substitute into (7.7) the integral representations for bp(n) and bp + x(n) given by (5.5 ) and obtain the zero moment (7.8) ftnl(n + cp + x)Wp + x(t)-cp + 1Wp(t)]dt = 0.
Again using (5.5) the following moment relations are directly verifiable.
(7.9) br(n)bs(n) = £ f[2bs(n) Wr(t) -br(n) Ws(t)] dt, (7.10) £ C[bs(n)WT(t)-br(n)Ws(t)} dt = 0, (7.11) bk(n) = f rb*-\n)W¿f) dt (p, k,r,s= 1, 2, 3,...).
Jo
We conclude this section by applying the relation (7.6) to two examples.
Example la. In (7.1) and (7.2) let c^c¡ for /'#/'. Then from (5.12) we have Wv(t) = (fl ck) 2 ¿f*'«"1. (8.2) n (Âr+l)(Â: + 2)---(Â: + n)' " l»*-"»* = 0; n > k is a subordinating factor sequence for k = 1, 2, 3,_ These two theorems provide us with an excellent source of functions, namely the polynomials Vn(z;f), which are convex and are also subordinate to a given function f(z) e (K). Such sources are rare. Part II of Theorem 5 of this paper represents a slight contribution in the search for such functions.
The following conjecture appears in [6] : Conjecture Cx. Iff(z) = J1x oBzn and g(z) = 2x c"zn are regular in \z\ < 1 and map \z\ onto schlicht convex domains then so does the convolution h(z)=f*g = 2?ancnz\ Thus, for/(z) £ (K), the functions Fp(z) of Theorem 5 represent examples where the convolution of convex functions is convex and so is in agreement with Conjecture Cj. It has recently been announced by Suffridge [9] that the convolution of convex functions is close-to-convex.
A conjecture of Wilf [11] whose truth would imply Conjecture Q is Conjecture C2. The coefficients of a convex function preserve subordination between convex functions. That is, if 2 tfnzn, 2 c»z"> 2 ^n2" are regular and map \z\ < 1 onto schlicht convex domains, andifJ¡anzn<Ji cnzn then 2 ctndnzn«<2 cndnz".
Some of the results in §6 of this paper seem to support the truth of the following conjecture which I have not been able to prove.
