Abstract. We prove a P 1 -glueing theorem for even-dimensional orthogonal Steinberg groups. This result transfers to the orthogonal case an earlier result of M. Tulenbaev and is also an analogue of an earlier result of A. Suslin and V. Kopeiko.
The injectivity of the second map is obtained in Theorem 3.4. This is the only place in our proof which invokes the assumption that 2 is invertible. The proof of Theorem 3.4 depends on the stability theorem for higher orthogonal K-groups and also on certain basic computations with Grothendieck-Witt groups (these groups include the stable orthogonal K-groups as a special case, see (3.1)). Finally, the injectivity of the first map is obtained in Theorem 5.34, which is a direct generalization of [30, Proposition 4.3] . This part of the proof is obtained in somewhat greater generality and is applicable to all simply-laced root systems Φ of rank ≥ 5.
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Preliminaries
2.1. Steinberg groups. Let Φ be a reduced and irreducible root system of rank ≥ 2 and R be a commutative ring with 1. Recall that in this case the Steinberg group St(Φ, R) can be defined by means of generators xα(s) and relations: xα(s) · xα(t) = xα(s + t), α ∈ Φ, s, t ∈ R; (2.1) [xα(s), x β (t)] = i,j∈N x iα+jβ N α,βij s i t j , α, β ∈ Φ, α = ±β, s, t ∈ R. (2.2)
The indices i, j appearing in the right-hand side of the above relation range over all positive natural numbers such that iα + jβ ∈ Φ. The constants N αβij appearing in the right-hand side of (2.2) are integers equal to ±1, ±2, ±3, they are called the structure constants of the Chevalley group G(Φ, R). Several different methods of computing signs of these constants have been proposed in the literature, see e. g. [32] , [33, § 9] .
For an additive subgroup A ⊆ R and α ∈ Φ we denote by Xα(A) the corresponding root subgroup of St(Φ, R), i. e. the subgroup generated by all xα(a), a ∈ A.
Whenever we speak of the Steinberg group St(Ψ, R) parametrized by a root subsystem Ψ ⊂ Φ we imply that the choice of structure constants for St(Ψ, R) is compatible with that for St(Φ, R) (i. e. the map defined by xα(ξ) → xα(ξ) on the generators yields a well-defined map of groups).
In this paper we will be mostly interested in the case when the Dynkin diagram of Φ is simplylaced, i. e. does not contain double bonds. In this case the defining relations of St(Φ, R) have the following simpler form:
[xα(a), x β (b)] = x α+β (N αβ · ab), for α + β ∈ Φ, (R2)
[xα(a), x β (b)] = 1, for α + β ∈ Φ ∪ 0. (R3)
In the above formulae a, b ∈ R and the integers N α,β = N α,β,1,1 = ±1 are the structure constants of the Lie algebra of type Φ. Although there is still some degree of freedom in their choice, they always must satisfy the relations, indicated in the following lemma (cf. [33, § 14] ).
Lemma 2.1. Suppose Φ is simply laced and α, β are roots of Φ such that α + β ∈ Φ, then holds If, moreover, γ ∈ Φ is such that α, β, γ form a basis of a root subsystem of type A 3 then one has (2.4) N β,γ · N α,β+γ = N α+β,γ · N α,β .
In our computations below we will be using identities (2.3) without futher reference. For α ∈ Φ and s ∈ R × we define certain elements wα(s), hα(s) of St(Φ, R) (the latter ones are sometimes called semisimple root elements):
hα(s) = wα(s) · wα(−1).
Recall from [13, Lemma 5.2] that the following relations hold for semisimple root elements:
x β (u) = x β (t β,α u), (2.5)
Here β, α denotes the integer 2(β,α) (α,α) . 2.2. K 2 -groups and symbols. In our computations we use two families of explicit elements of K 2 (Φ, R) called Steinberg and Dennis-Stein symbols. Notice that our notational conventions for symbols follow [4] and not more modern textbooks such as [36] . Recall that Steinberg symbols are defined for arbitrary s, t ∈ R × as follows: (2.7) {s, t}α = hα(st) · h Dennis-Stein symbol a, b α can be expressed through Steinberg symbols in the special case when either a or b is an invertible element of R. More specifically, the following formulae hold (cf. [4, p. 250] ).
(2.9) a, b α = {−a, 1 + ab}α for a, 1 + ab ∈ R × , {s, t}α = −s,
1−t s α
for s, t ∈ R × .
Steinberg and Dennis-Stein symbols depend only on the length of α, in particular they do not depend on α if Φ is simply-laced. If Φ happens to be nonsymplectic, i. e. Φ = A 1 , B 2 , C ≥3 , Steinberg symbols are antisymmetric and bimultiplicative, i. e. they satisfy the following identities:
(2.10) {u, st} = {u, s}{u, t}, {u, v} = {v, u} −1 .
For these and other properties of symbols we refer the reader to [4] .
Recall that the classical Matsumoto theorem (see [13, Theorem 5.10] ) allows one to compute the group K 2 (Φ, R) in the special case when R = k is a field. Using the modern language of Milnor-Witt K-theory (see [14] ) it can be formulated as the following computation:
In the following lemma we recall the computation of the group
in which h = {−, X}α and the vertical map is an isomorphism by Matsumoto theorem. Notice that the diagonal map is split by the obvious residue homomorphism and therefore is injective. This, in turn, implies that h is also injective. The assertion of the lemma now follows from [8, Satz 3] which asserts that for a nonsymplectic Φ holds
Consider now the case when Φ is symplectic. In this case the assertion of the lemma is just a reformulation of [15, Theorem B] , which asserts that for ℓ ≥ 1 one has
, where P (k) is the set k * × I 2 (k) with the group structure given by
Here I 2 (k) stands for the second power of the fundamental ideal I(k) in the Witt ring W (k) of k. Recall from [14] that K MW 1 (k) is isomorphic to the pullback of the diagram:
in other words, it consists of pairs [u, x] such that x − u ∈ I 2 (k). It is easy to verify that the map [u, x] → (u, u − x) defines an isomorphism of K MW 1 (k) and P (k).
Remark 2.3. The above lemma can be considered as the unstable version of [3, Lemma 4.1.1] (compute KSp 2 (k[X, X −1 ]) using (3.1) and Theorem 3.1 below).
Proof. The first assertion follows from consideration of the following commutative diagram:
x xu ' ' P P P P P P P P P P P P
in which the left arrow is an isomorphism by the Korollar of [18, Satz 1] and the right arrow is split injective by Lemma 2.2.
Let us verify the second assertion. Let g be an element of the intersection of St(Φ, k[X]) and
. Thus, we conclude that g ∈ St(Φ, k).
2.3.
Relative Steinberg groups and unstable K-groups. In this subsection we recall the definitions and basic facts pertaining to the theory of relative central extensions developed by J.-L. Loday in [12] . The main goal of this subsection is to show that Loday's theory also can be applied to unstable Steinberg groups, and that the resulting relative unstable Steinberg groups have many of the good properties of their stable counterparts. Some of the results of this subsection have been briefly mentioned in [21] (cf. e. g. .
Recall that the category of (commutative) pairs Pairs is defined as follows. Its objects are pairs (R, I), in which R is a commutative ring and I is an ideal of R. A morphism of pairs f : (R, I) → (R ′ , I ′ ) is, by definition, a ring map f : R → R ′ such that f (I) ⊆ I ′ . Notice that the mapping (R, I) → (R → R/I) defines a functor from Pairs to the morphism category CRings → . If a pair (R, I) is such that R is a local ring with maximal ideal I, we call such pair a local pair.
There is an obvious fully faithful embedding CRings → Pairs sending R to (R, R). For a given functor S : CRings → Groups a relativization of S is any functor S : Pairs → Groups extending S in the obvious sense. Relativization of a functor is not unique.
Recall that the double ring D R,I of a pair (R, I) is, by definition, the pullback ring R × R/I R. In other words, it is the ring consisting of pairs of elements of R congruent modulo I. Denote by p 0 , p 1 , ∆ the two obvious projections and the diagonal map
Let S : CRings → Groups be a functor. Set G i = Ker(S(p i )) and define Loday's relativization
The map S(p 1 ) induces a natural transformation S(R, I) → S(R). We denote this map by µ = µ R,I and its kernel by C S (R, I):
Definition 2.5. By definition, the relative Steinberg group St(Φ, R, I) is the result of application of Loday's relativization to the functor St(Φ, −). Notice that St(Φ, R, I) is not a subgroup of St(Φ, R) but rather its central extension by the abelian group C St(Φ,−) (R, I). For shortness we rename the latter group to C(Φ, R, I).
Our next goal is to obtain a homological interpretation of the group C(Φ, R, I). For doing this we need to recall some additional notation and terminology.
First of all, recall that a central extension of a group G is a surjective map G → G, whose kernel is contained in the center of G. A morphism of central extensions is a group-theoretic map G → G ′ over G. A central extension is said to be universal if it is an initial object of the category of central extensions of G.
Recall that a crossed module is a triple (M, N, µ) consisting of a group N acting on itself by left conjugation, an N -group M and a map µ : M → N of N -groups satisfying Peiffer identity µ(m) · m ′ = mm ′ m −1 . It can be shown that the image of µ is always a normal subgroup of N and that the kernel of µ, which we denote by L, is always contained in the center of M .
Let ν : N ։ Q be a surjective group-theoretic map. A relative central extension of ν is, by definition, a crossed module (M, N, µ) such that the cokernel of µ is ν:
A relative central extension is said to be universal if it is an initial object of the category of relative central extensions of ν.
It turns out that the set Ext(Q, N ; L) of isomorphism classes of relative central extensions of ν by an abelian group L can be classified by means of a certain cohomological invariant called characteristic class. More precisely, [12, Théorème 1] asserts that there is a well-defined bijection
For the rest of this subsection S π − → P ⊆ G is a triple of group-valued functors on the category of commutative rings satisfying the following assumptions:
Lemma 2.6. For every pair (R, I) the map µ : S(R, I) → S(R) is a universal relative central extension of ν : S(R) → S(R/I). The group C S (R, I) is naturally isomorphic to the relative homology group H 3 (S(R), S(R/I), Z).
Proof. The action of S(R) on S(D R,I ) given by g h = S(∆)(g) · h · S(∆)(g) −1 induces an action of S(R) on S(R, I). The map µ : S(R, I) → S(R) from (2.11) is an S(R)-map with respect to this action. From (A1) and We retain our notation for the functors S, P and G. For i ≥ 1 we define the unstable Quillen K-functors K
).
It is not hard to obtain the following concrete description of these functors in the cases i = 1, 2, 3.
Lemma 2.7. There are natural isomorphisms
Proof. The first claim is obvious, the second and the third claim follow from (A3) and (A4) using the standard properties of the plus-construction, see [36, § IV.1] (cf. Exercises 1.8-1.9 ibid.) Now let us give an example of the triple (G, P, S) playing a key role in the present paper. We denote by O 2n (R) and EO 2n (R) the orthogonal group of rank n over a ring R and its elementary subgroup, respectively (see e. g. [27] for the definition of these groups). Now set Gn = O 2n (−), Pn = EO 2n (R), Sn = St(Dn, −) and let π be the obvious projection Sn → Pn.
It is easy to see that functors Gn, Pn and Sn satisfy (A1) and (A2). By [27] the requirement (A3) is also satisfied for n ≥ 3. Finally, from [25, Corollary 5.4] and [11, Theorem 1] it follows that Sn and Pn satisfy (A4) for n ≥ 5. We use the notation KO i (2n, R) as a shorthand for K
, but the converse is not generally true. On the other hand, from Lemma 2.7 it follows that KO 3 (2n, R) is isomorphic to the group K G,P 3 in which G = G(Dn, −) = Spin(2n, −) and P = Epin(2n, −) is its elementary subfunctor.
We conclude this subsection with the following stability result (see [16, Theorem 9.4 
]).
Theorem 2.8 (Panin). Let R be either a field, principal ideal domain or a Dedekind domain. Set a = 1, 2 or 3 in each of these three cases, respectively. Then the stability map KO i (2n, R) → KO i (2(n + 1), R) is an epimorphism for n ≥ b and an isomorphism for n ≥ b + 1, where b = max(2i, a + i − 1).
An injectivity theorem for Steinberg groups
We start this section by recalling basic notation and facts pertaining to the theory of GrothendieckWitt groups. Recall that this theory, developed by M. Schlichting, is a modern broad generalization of the classical hermitian K-theory of rings. We refer the reader to [5, § 2] and [3, § 2] for an introduction to Grothendieck-Witt groups.
For our purposes it suffices to restrict attention to the affine case, in which the GrothendieckWitt groups GW
can be considered simply as a shorthand for the following 4 groups:
Here KO i (R) denotes the usual orthogonal K-group defined via (2.13) with G(R) = O∞(R) and
Replacing the stable orthogonal group with the stable symplectic group one can also define the symplectic K-groups KSp i (R). We refer the reader to [9] for the definition and properties of the groups ±1 U i (R). We will not use these definitions directly.
The following result, which is a special case of [20, Theorem 9.13] of M. Schlichting, plays a key role in the proof of Theorem 3.4.
Theorem 3.1 (Bass Fundamental Theorem).
Suppose that R is a regular ring such that 2 ∈ R × , then for any i ≥ 1, k ∈ Z/4Z there is a natural split exact sequence of abelian groups
We will need only the special case k = 0 of the above theorem, in which case it turns into an earlier result of J. Hornbostel, see [6, Corollary 5.3] .
For the rest of this section let us fix the following notation. Let A be arbitrary commutative local ring with maximal ideal M and residue field k. Denote by B = B A,M the subring
Lemma 3.2. Assume additionally that the residue field k is of characteristic = 2. Then the canonical map f :
Proof. Writing the starting portion of the homology long exact sequence for the map St(D ℓ , R) → St(D ℓ , R/I) and using the isomorphisms of Lemma 2.6 and Lemma 2.7 we obtain the following commutative diagram:
By Theorem 2.8 theorem the map f ′ can be identified with the canonical map GW
2 (k), but since the group GW [3] 2 (k) is trivial by [5, Lemma 2.2], the map f ′ (and hence f ) is surjective.
We will also need the following property of relative Steinberg groups which is a special case of a more general property discussed in [11, § 2] . Lemma 3.3. Let Φ be a simply-laced root system of rank ≥ 3, Consider the following commutative square of canonical maps.
Then there exists a diagonal map t which makes the diagram commute.
Proof. Notice that R is isomorphic to the principal localisation of B at X and that I is uniquely X-divisible in the sense of [11, § 4] . Thus, in the special case Φ = A 3 the assertion of the lemma follows from [11, Theorem 3] . In the general case the assertion of the lemma is a corollary of amalgamation theorem [21, Theorem 9] .
Proof. Consider the following commutative diagram with exact rows, in which the lifting t is obtained from Lemma 3.3:
Let a be an element of Ker(h). Since i is injective by Lemma 2.4, the element a also lies in Ker(ν B ) and hence comes from some
). The required assertion now follows from the following computation:
Elementary calculations in relative Steinberg groups
Throughout this section Φ denotes a simply laced root system, R a commutative ring, and I, J are two ideals of R. We denote by St(Φ, R, I) the kernel of the map St(Φ, R) → St(Φ, R/I). This group coincides with the image in St(Φ, R) of the relative group St(Φ, R, I) defined in Section 2.3.
Generators of relative Steinberg groups.
Denote by St(Φ, I) the subgroup of St(Φ, R) generated as a group by root unipotents of level I. It is clear that St(Φ, R, I) contains St(Φ, I) and, in fact, is its normal closure. We also denote by H(Φ, R, I) the subgroup of St(Φ, R, I) generated by the semisimple root elements hα(u) and symbols {u, v}, u
We define the following two families of elements of St(Φ, R, I):
Lemma 4.1. The elements zα(s, ξ) satisfy the following relations for all ξ, η ∈ R, s ∈ I:
Proof. The first four assertions are contained in [21, Lemma 9] , so it remains to verify the last assertion. Direct computation shows that
and the required assertion follows from (2).
Let us mention an immediate application of the just proved lemma. First of all, recall the following two results which give two generating sets for the group St(Φ, R, I).
Theorem 4.2 (Stein-Tits-Vaserstein).
For arbitrary Φ of rank ≥ 2 the group St(Φ, R, I) is generated by elements zα(s, ξ), α ∈ Φ, s ∈ I, ξ ∈ R.
Proof. See e. g. [31, Theorem 2] .
For a subset of roots U ⊆ Φ we denote by Z(U, R, I) the subset of roots consisting of elements xα(s), s ∈ I, α ∈ Φ and zα(s, ξ), α ∈ U , s ∈ I, ξ ∈ R. 
In other words, d adjoins to U all differences of roots from U which are themselves roots. It is not hard to show that for any parabolic subset S ⊆ Φ the subset Σ S has the property that d n (Σ S ) = Φ for some n > 1 (in fact, n = 2). It remains to see that relation (4.1) immediately implies that every group G containing Z(U, R, I) also contains Z(dU, R, I).
For the following lemma we will need the following variant of Hall-Witt identity:
Lemma 4.5. The elements cα(s, t) satisfy the following relations for all s ∈ I, t ∈ J, ξ ∈ R.
where ǫ = N α,β .
Proof. To verify (1) suppose α + β ∈ Φ and compute
In the case α − β ∈ Φ the second assertion directly follows from (4.2):
Finally, the final relation can be verified by the following direct computation, which involves identity [x, yz] y = [y −1 , x] · [x, z] and (4.2) with both sides of the equation inverted: Since ev * X=0 admits a section, we can consider St(Φ, A, M ) and St(Φ, M ) as subgroups of
Lemma 4.6. The following decomposition holds
Now each factor zα i (f i (0), ξ i (X)) can be written as follows: Denote by
Since C 0 is generated by the above commutators and St(Φ,
) the commutator subgroup C 1 is generated by elements of the form [xα(m),
Since the latter subgroup is normal it suffices to prove this inclusion in the special case when g is a member of some generating set for St(Φ, A[X]). Clearly, the set consisting of x β (ξ), ξ ∈ A[X], β = ±α is such a generating set, and in this case the required inclusions follow from (1)- (3) of Lemma 4.5. 
Proof of the main result
The main result of this section is Theorem 5.34, which is a direct generalization of [30, Proposition 4.3] . The object playing a key role in its proof is a certain action of the group
) on a certain set V , which is defined in Section 5.4. Later, we will see that V is, in fact, a set-theoretic G-torsor. To be able to write an explicit formula for this action we need two major ingredients. The first one is Proposition 5.2, which delivers a presentation of G Proof. For the proof we will need the following commutator identities:
Presentation of
The proof is based on the following observation: every relation of type R3 ⊥ d,e of degree ≥ 2 is a consequence of some relation of type R3 ⊥ of strictly smaller degree. Let us fix some relation [xα(at d ), xγ (bt e )] = 1 of type R3 ⊥ d,e for some α ⊥ γ. Denote this relation by R. We can find β ∈ Φ forming an obtuse angle with both α and γ (see e. g. [19, Lemma 3 
.1.2]).
Without loss of generality we may assume e ≥ d and e > 0. We need to consider two cases.
(1) In the case 0 < d ≤ e ≤ n the relation R is a consequence of some relation of type R3 ⊥ 0,e−d :
where ǫ 1 = N β,γ , ǫ 2 = N α,β+γ , δ 1 = N α+β,γ , δ 2 = N α,β and in the fourth equality we use (2.4).
(2) In the case d ≤ 0 ≤ e ≤ n relation R is a consequence of some relation of type R3 
The assertion of the lemma now follows from the above observation by induction on the degree of R and the fact that by (5.3) relation R3 Proof. We need to construct a map jn which would be the inverse of in. We start with a word map j Φ n :
where β is any root of Φ forming a sharp angle with α. 
It suffices to verify that the image of every relator R ∈ R Φ n+1 under j Φ n is a trivial element of St ≤n (Φ, B). In the special case Φ = A ≥4 this has already been demonstrated by Tulenbaev in [30, Lemma 3.3], so in this case the proof of the proposition is complete. We will deduce the assertion in the remaining cases Φ = D ℓ , E ℓ from the special case Φ = A 4 of Tulenbaev's result.
Let R be a relation from R Φ n+1 . By Lemma 5.1 we may assume that R is not of type R3 ⊥ , hence the roots α, β appearing in R are contained in a root subsystem of Φ of type A 2 . Our assumptions on Φ guarantee that there exists some root subsystem Ψ of type A 4 containing α and β. Consider the following commutative diagram in which the vertical arrows are induced by the embedding Ψ ⊆ Φ.
The relation R lies in the image of the left arrow, therefore it comes from some relation R ′ ∈ R Ψ n+1 . The image of R ′ in St ≤n (Ψ, B) under j Ψ n is trivial by Tulenbaev's result. But this implies that the image of R under j Φ n is also trivial and hence that j Φ n gives rise to the desired map jn. In the cases Φ = A 3 , D 4 , M = A it is still possible to prove the injectivity of in starting from n ≥ 2 using a variation of the argument of Rehmann-Soulé (cf. the lower bound for m in [19, p. 3.2.1]). However, apparently, it is not possible to establish the injectivity of i 1 in the specified cases using arguments similar to [19] .
5.2.
The subgroups Pα(0), Pα( * ) and their properties. For a root system Φ consider the following subsets of Φ:
Clearly, Z 0 (α) (resp. Z + (α)) is a reductive (resp. special) subset of Φ.
We denote by Zα(A, M ) the subgroup of St(Φ, A, M ) generated by elements x β (m), β ∈ Z + (α) and zγ (m, ζ), γ ∈ Z 0 (α), where m ∈ M , ζ ∈ A. It is not hard to see that
It is clear, that Zα(A, M ) centralizes the root subgroup Xα(A) (cf. [25, p. 984 
]).
For the rest of this subsection Φ is a simply-laced root system of rank ≥ 3 and α is a root of Φ. Notice that in the simply-laced case the assumption α + β ∈ Φ in the definition of Z 0 (α) is superfluous, i. e. Z 0 (α) = {α ∈ Φ | α ⊥ β} (cf. [25, Proposition 5.7] ). We also denote by P α,M ( * ) the subgroup of St(Φ, A[X, X −1 ]) generated by P α,M (0) and the elements x −α (mX), m ∈ M .
Almost always we will be using the above definition in the situation when M is precisely the maximal ideal of A. The only exception to this is Lemma 5.12 where the above subgroups are also used for M = A.
Lemma 5.7. The subgroup P α,M (0) is normal in P α,M ( * ). In particular, there is a short exact sequence of groups, which is split by the map m → x −α (mX) (we denote by (M, +) the additive group of the ideal M ):
Proof. We need to verify that the conjugate by x −α (mX) to every generator g of Pα(0) listed in Definition 5.6 belongs to Pα(0). The assertion is obvious for the generators of type 3 and 4. Suppose g has type 1 or 2 and α − β ∈ Φ. By Lemma 4.1 we obtain that
The expressions in the right hand sides of (5.7) and (5.8) are products of generators of type 4, 1, 1 and 4, 1, 2, respectively.
Suppose g has type 1 and α + β ∈ Φ. By Lemma 4.1
and the latter expression is a product of generators of type 4, 1, 1. Finally, suppose g has type 5. Substituting in (4.1) s = −ǫf , ξ = −ǫm, η = X and expressing zα(f, mX) through other terms we obtain that Notice that Pα(0) also contains the elements c β (f, Xξ) for all β ∈ Z(α) (they can be factored as products of two elements of type 2 or 3).
The following lemma shows that P α,M ( * ) is sufficiently large.
Lemma 5.9. Suppose that (A, M ) is a local pair. Then the subgroup Pα( * ) contains the image of
Proof. Clearly, Pα( * ) contains the elements x β (Xf ) for all β ∈ Φ and z β (Xf, ξ) for β ∈ Φ \ {±α},
The required assertion now follows from Corollary 4.9 and the preceding remark. Start with any presentation of g as a product of elements z β (Xf, ξ) for β ∈ Φ and c δ (f, Xξ) for some fixed δ ∈ Z 0 (α). Now pick among these factors those that correspond to the root β = −α (i. e. pick all factors z −α (Xf i , ξ i )). Now pα(g) is precisely the sum of constant terms of the polynomials f i .
Lemma 5.12. Suppose (A, M ) is a local pair. Then for any β ∈ Z(α) and b ∈ A the subgroups P α,M (0) and P α,M ( * ) are stable under conjugation by x β (b).
Proof. Notice that both Zα(A, M ) and K(A[X], M [X]) are stable under the specified conjugation, which implies the assertion for P α,M ( * ). To obtain the assertion for P α,M (0) consider the following commutative diagram.
Notice that x β (b) ∈ P α,A (0) therefore for g ∈ P α,M (0) one has
which implies the assertion.
For the rest of this section M denotes the maximal ideal of A, so everywhere below we shorten the notation for P α,M ( * ) (resp. P α,M (0)) to just Pα( * ) (resp. Pα(0)). For m ∈ M denote by Pα(m) the coset Pα(0) · x −α (mX). From Lemma 5.7 it follows that Pα( * ) coincides with the union of all Pα(m), m ∈ M . This allows us to make the following definition. 
It follows immediately from the definition of Sα(a, −) that for g 1 ∈ Pα(m), g 2 ∈ Pα( * ) holds
It is clear that the restriction of the map Sα(a, g) to the subgroup Pα(0) coincides with the map of left conjugation by xα(aX −1 ).
Lemma 5.14. The subgroup Pα(0) is stable under conjugation by xα(aX −1 ) for arbitrary a ∈ A.
Proof. We need to verify that the conjugate by xα(aX −1 ) to every generator g = z β (f, ξ) from Definition 5.6 lies in Pα(0). The assertion is clear for generators of type 3 and 5. First of all, consider the case α + β ∈ Φ, which is only possible for the generator of type 1:
Clearly, the expression in the right hand side is a product of generators of type 5, 2, 1. Now consider the case α−β ∈ Φ, which is possible for the generators of type 1 and 2. Computing the conjugates of these generators using Lemma 4.1 we obtain that
The expressions in the right-hand side are products of generators of type 5, 2, 1 and 5, 1, 2. Let us verify the assertion for the generator of type 4. Choose β ∈ Φ such that α + β ∈ Φ. Substituting s = Xf , η = X, ξ = aX −1 and α = −α − β into (4.1) we obtain that
where ǫ = N −α−β,β . Clearly, the expression in the right-hand side is a product of generators of type 1, 2, 1, 4, 1, 1, 5, 2.
Proof. Since Φ is nonsymplectic, we can choose γ ∈ Φ such that α, γ = −1. Direct computation using (2.5),(2.6),(2.7),(2.8),(2.10) shows that
Proof. Fix an element g ∈ Pα(m) and write it g = g 0 · x −α (mX) for some g 0 ∈ Pα(0). Now by (5.11) and Lemma 5.14 one has
The second assertion can be verified directly using (2.10).
5.3.
The subgroups K(α, β) and their properties. Throughout this subsection α, β denote a fixed pair of roots of Φ forming a sharp angle (i. e. α, β = 1). We denote by Ψ the subsystem of type A 2 generated by α and β. In particular, K(α, β) does not depend on the choice of the root δ.
Proof. Denote by Σ the special part of the parabolic subset S = Ψ ∪ Φ + . Applying Stepanov theorem to S we obtain that every element of St(Φ, A[X], XM [X]) can be presented as a product of zγ(Xf, ξ), γ ∈ Σ(S) ⊆ Φ \ Ψ and xγ (Xf ), γ ∈ Ψ. By Corollary 4.9 we can write g as a product of these generators and generators of type 5.
The next step of the proof is to decompose each factor of the form xǫ(Xf ), ǫ ∈ {−α, −β} appearing in this product as xǫ(X 2 f ′ ) · xǫ(mX) and then move xǫ(mX) to the rightmost position conjugating by xǫ(mX) all factors along the way. Notice that no terms of the form xǫ(mX), ǫ ∈ {−α, −β} may appear after simplification of these conjugates, so this process is guaranteed to terminate. To see this notice that the extra terms in the right-hand sides of (5.7) and (5.9) (as well as all terms in the right-hand sides of (1), (2) of Lemma 4.5 if one substitutes corresponding values into them) have terms of degree at least 2 in X.
As a side effect of this transformation, however, factors xα(Xf ) and x β (Xf ) appearing in g might transform into factors of the form zα(Xf, Xξ), and z β (Xf, Xξ). We can express each factor zα(Xf, Xξ) through the generators of K(α, β) as follows. Pick a root γ ∈ Φ \ Ψ forming an obtuse angle with α and then invoke (5.10):
The expression in the right-hand side is a product of generators of type 1, 1, 1, 3, 1, 1, 1, 2. Similar argument also applies to z β (Xf, Xξ). After collecting terms xǫ(mX), ǫ ∈ {−α, −β} in the right-hand side of the resulting expression we obtain the desired decomposition for g.
It is clear from the definition that
). The reverse inclusion follows from the just proved decomposition and the fact that for g ∈ K(A[X], M [X]) one has pα(g) = m and p β (g) = m ′ (cf. Remark 5.11).
We need one more technical definition. We denote by Z α,β the subgroup of St(Φ, A[X, X −1 ]) generated by elements zγ(f, Xξ), where γ ∈ Z + (α) \ {α − β}. Proof. To simplify notation we call the generators of the subgroup Z α,β "generators of type Z". By (5.12), (5.13) the conjugate to each generator zγ (Xf, ξ) of type 1 by xα(aX −1 ) is a product of generators of type Z, Z, 1. By (5.14) the conjugate to the generator x −α (X 2 f ) is a product of generators of type 1, Z, 1, 2, 1, 1, Z, Z. The conjugation by xα(aX −1 ) fixes both generators of type 3 and transforms x −β (X 2 f ) into a product of generators of type 2, 1. As for the remaining generators of type 5, Lemma 4.5 shows that the corresponding conjugate can be written as a product of generators of type Z, Z, 5. Proof. Follows from the above lemma and the fact that the generators of Z α,β are generators of type 2 for P β (0) in the sense of Definition 5.6. Indeed, if γ ∈ Z + (α) \ {α − β} is such that β, γ = −1, then α − β, γ ≥ 2, hence γ = α − β, a contradiction.
Proof. By Proposition 5.18 g can be presented as g 0 ·x −α (mX)·x −β (m ′ X) for some g 0 ∈ K(α, β), therefore from (5.11) and Lemma 5.15 we obtain that
The assertion now follows from the preceding corollary.
Proof. By (2)- (4) of Lemma 4.1 the conjugate to the generator g = zγ(Xf, ξ) of type 1 by x β−α (b) either coincides with g or is a product of generators of type 4, 1, 1. Now if g = xǫ(Xf ), ǫ ∈ {±α, ±β} is a generator of type 2 or 3, the conjugation by x β−α (a) either fixes g or transforms it into a product of two generators of type 2 or 3. By (1)- (3) of Lemma 4.5 the conjugate to a generator g = c δ (f, Xξ) of type 5 either coincides with g or is a product of generators of type 5, 4, 1. Finally, from Remark 5.11 we obtain that In the case α − β − γ ∈ Φ we obtain from (2) of Lemma 4.1 that
Notice that α − β − γ, α = α, α − β, α − γ, α ≤ 2 − 1 − 1 = 0, hence α − β − γ, α = −1, 0 and the expression in the right-hand side is a product of generators of type 1, 2, 2 or 1, 3, 2. Now suppose that the other alternative holds, namely that α−β +γ ∈ Φ. Since α−β +γ, α = α, α − β, α + γ, α ≥ 2 − 1 + 1 = 2 we obtain that α − β + γ = α. Thus, by (3) of Lemma 4.1
The expression in the right-hand side is a product of generators of type 1, 4, 2.
, where ǫ = N α,−β .
.
Denote by h 0 the product of all terms except the first and the last one in the above formula. It is clear that h 0 lies in Pα(0). Using Proposition 5.18 we can decompose g = g 0 ·x −β (m ′ X)·x −α (mX) for some g 0 ∈ K(α, β). The required assertion now follows from (5.11), (5.16) and the preceding lemma:
The above isomorphism allows us to regard V and V T as one and the same object, for which we can interchangeably use either of the two notations, depending on which of them is more convenient in a given situation. For example, specifying the action of St(Φ, B) in terms of V leads to much shorter calculations in Lemmas 5.26-5.29, while the statements of Proposition 5.30 and Lemma 5.32 look more natural when formulated in terms of V T . Now we are ready to proceed with the construction of the action of St(Φ, B) on V . We start by defining for α ∈ Φ, a ∈ A a partial function tα(aX −1 ) : V → V . This function is defined for the triples (g, h, u) satisfying p(g, h, u) ∈ Pα( * ) ⊆ G ≥0 M . If p(g, h, u) belongs to Pα(m) for some m ∈ M , then tα(aX −1 ) is defined via the following identity:
, u · (1 + am) .
From Corollary 5.16 it follows that
Lemma 5.25. Let (A, M ) be a local pair. Then for any α ∈ Φ and a ∈ A the partial function tα(aX −1 ) : V → V gives rise to a well-defined total function Tα(aX −1 ) : V → V .
Proof. First of all, let us show that the resulting function is total.
, which shows that tα(aX −1 ) is defined on the representative (g, h · i + (h 0 ), u) lying in the same G 0 M -orbit as v 0 . Next, let us show that the value of Tα(aX −1 ) does not depend on a choice of the representative. Let v 1 = (g, h 1 , u) and v 2 = (g, h 2 , u) be two elements of the same G 0 M -orbit for which both p(v 1 ) and p(v 2 ) belong to Pα( * ). By definition, h
. From the last equality and the injectivity of the map G(Φ, A[X]) → G(Φ, R) we obtain that the projections of g 0 , g 1 and h 0 in G(Φ, R) are equal, which shows that g 0 · h
It follows from Theorem 4.7 that the latter subgroup is generated by relative Steinberg symbols {a, 1 + m} and hence by Remark 5.5 it is contained in Zα(A, M ). Thus, we have obtained that h 0 ∈ Zα(A, M ) and hence that i − (h 0 ) is centralized by Xα(A[X −1 ]), which allows us to conclude that
For a + Xf ∈ A + XM [X] we can define the operator Tα(a + Xf ) : V → V by the following identity:
It is easy to see that this definition is correct. Thus far we have specified the action of the generators of the "truncated" Steinberg group St ≤1 (Φ, B) from Section 5.1 on V using formulae (5.18) and (5.19) . We need to verify that this action respects the defining relations of the group St ≤1 (Φ, B) (notice that ≤ 1 here stands for the degree of relations with respect to t = X −1 ). This is accomplished in the series of lemmas below. Proof. We need to show that [Tα(aX − 
. We may assume that p(g, h, u) ∈ Pα(m) for some m ∈ M (cf. the first part of the proof of Lemma 5.25). It follows from Lemma 5.12 that Pα 
, As before, we may assume that p(g, h, u) ∈ Pα(m) for some m ∈ M . Since x β (Xf ) belongs to Pα(0) we obtain from Corollary 5.16 that:
[T β (Xf ), Tα(aX In the last computation notation h ∼ h ′ means that h and h ′ lie in the same left G 0 M -coset. If we swapped (a, α, m) with (b, β, m ′ ), the expressions in the right-hand sides of the above formulae would remain unchanged. This implies the required assertion. The proof of the fact the square of Steinberg groups is pullback is very similar to the above argument (cf. also with [30, Theorem 5.1a] ).
