The problem of finding a minimum vertex cover (MinVC) in a graph is a well known NPhard combinatorial optimization problem of great importance in theory and practice. Due to its NP-hardness, there has been much interest in developing heuristic algorithms for finding a small vertex cover in reasonable time. Previously, heuristic algorithms for MinVC have focused on solving graphs of relatively small size, and they are not suitable for solving massive graphs as they usually have high-complexity heuristics. This paper explores techniques for solving MinVC in very large scale real-world graphs, including a construction algorithm, a local search algorithm and a preprocessing algorithm. Both the construction and search algorithms are based on low-complexity heuristics, and we combine them to develop a heuristic algorithm for MinVC called FastVC. Experimental results on a broad range of real-world massive graphs show that, our algorithms are very fast and have better performance than previous heuristic algorithms for MinVC. We also develop a preprocessing algorithm to simplify graphs for MinVC algorithms. By applying the preprocessing algorithm to local search algorithms, we obtain two efficient MinVC solvers called NuMVC2+p and FastVC2+p, which show further improvement on the massive graphs.
Introduction
The proliferation of massive data sets has brought a series of computational challenges, as existing algorithms usually become ineffective on massive data sets, and for most problems we need to develop new algorithms. Many data sets can be modeled as graphs, and the study of massive realworld graphs, also called complex networks, grew enormously in the last decade. In this work, we consider the Minimum Vertex Cover (MinVC) problem and propose effective techniques for addressing this problem on massive graphs.
Given an undirected graph G = (V, E), a vertex cover is a subset S ⊆ V , such that each edge in G has at least one endpoint in S. Alternatively, a vertex cover is a set of vertices whose removal completely disconnects a graph. The MinVC problem requires us to find the minimum sized vertex cover in a graph. MinVC is a prominent combinatorial optimization problem with important applications, including network security, industrial machine assignment and applications in sensor networks such as monitoring link failures, facility location and data aggregation (Kavalci, Ural, & Dagdeviren, 2014) . It is also closely related to the Maximum Independent Set (MaxIS) problem, which has applications in social networks, pattern recognition, molecular biology and economics (Jin & Hao, 2015) .
There are important real-world tasks that call for solving MinVC on massive graphs, which mainly come from social networks and molecular biology. For example, consider the case where one has to select the minimum set of influential nodes in a social network such that some critical information is propagated to all nodes in the network in a single hop (or few hops). One solution of this problem is to determine an approximate MinVC of the network and use the nodes in MinVC for propagating information (Yadav, Sadhukhan, & Rao, 2016) . In the genetic analysis of gene transcription, the concept of vertex cover is used to determine the identity, proportion and number of transcripts connected to individual phenotypes and quantitative trait loci (QTL) regulatory models (Chesler & Langston, 2005) .
MinVC is a classical NP-hard problem and remains intractable even for cubic graphs and planar graphs with a maximum degree at most three (Garey & Johnson, 1979) . Furthermore, it is NP-hard to approximate MinVC within any factor smaller than 1.3606 (Dinur & Safra, 2005) , although one can achieve an approximation ratio of 2 − o(1) (Karakostas, 2005) .
Previous Heuristics and Motivations
Due to its NP-hardness, research into MinVC solving has been concentrated on heuristic algorithms for finding a "good" vertex cover in reasonable time. Heuristic algorithms for NPhard computational problems can be mainly divided into heuristic construction algorithms and local search algorithms (Hoos & Stützle, 2004) .
In the context of MinVC, construction algorithms generate a vertex cover by extending a partial solution, i.e., a vertex set. A construction algorithm for MinVC starts from an empty vertex set, and then iteratively adds vertices into the set, until it becomes a vertex cover. Two typical construction algorithms for MinVC include the maximal matching based algorithm, and a greedy construction algorithm which at each iteration adds the vertex that covers the most uncovered edges. These two algorithms are so classical that they are included in a well-known textbook of combinatorial optimization (Papadimitrious & Steiglitz, 1982) . However, construction algorithms alone do not provide good-quality solutions in practice, although they are of interest from a theoretical viewpoint. Due to this reason, practical work on construction algorithms for MinVC is rare. In practice, construction algorithms for MinVC are usually used to generate an initial solution for local search algorithms.
Local search is perhaps the most popular practical heuristic approach to NP-hard combinatorial optimization problems. Seen from the literature, a general scheme for local search algorithms for MinVC is as follows. It first uses a construction algorithm to obtain a vertex cover. Whenever it finds a vertex cover, it removes a vertex from the solution, and then iteratively performs small modifications to the candidate vertex set, such as removing a vertex, adding a vertex, or swapping a vertex pair, until the vertex set becomes a vertex cover. This process is repeated until a satisfactory solution is returned or a preset time limit is reached. There has been considerable interest in local search algorithms for MinVC in the last decade, e.g., (Richter, Helmert, & Gretton, 2007; Andrade, Resende, & Werneck, 2008; Pullan, 2009; Cai, Su, & Sattar, 2011; Cai, Su, Luo, & Sattar, 2013) . In particular, a recent algorithm called NuMVC (Cai et al., 2013) , which outperforms other heuristic algorithms on a broad range of benchmarks, makes a significant improvement in MinVC solving.
Previous local search algorithms for MinVC are mainly evaluated on randomly generated benchmarks and two benchmarks namely the DIMACS and BHOSLIB benchmark sets (Richter et al., 2007; Andrade et al., 2008; Pullan, 2009; Cai et al., 2011 Cai et al., , 2013 . The DIMACS and BHOSLIB are the two most popular benchmark sets for testing MinVC (also MaxIS and Maximum Clique) algorithms, as they are generally difficult to solve, and some DIMACS graphs arise from real-world applications. To improve the performance on these benchmarks, many sophisticated heuristics have been proposed and tested. Recent heuristics include max-gain vertex pair selection (Richter et al., 2007) , edge weighting (Richter et al., 2007; Cai et al., 2011) , k-improvement (also called (k − 1, k) swap) (Andrade et al., 2008) , configuration checking (Cai et al., 2011) , minimum loss removing and two-stage exchange (Cai et al., 2013) . Most of the previous heuristics do not have sufficiently low complexity. Because the benchmark graphs used for testing previous algorithms are not large (usually with less than five thousand vertices), the complexity of heuristics did not show an obvious impact on the performance. However, for massive graphs where the size is much larger (e.g., with millions of vertices), the high complexity severely limits the ability of algorithms to handle these data sets.
Massive graphs call for new heuristics and algorithms. However, there is little work being done on heuristic algorithms for massive graphs. In particular, our work was the first research on local search for MinVC on massive graphs, when it was first presented in the IJCAI 2015 conference (Cai, 2015) . We also study construction and preprocessing algorithms for MinVC. This work also shows that, when designing algorithms for solving problems on massive graphs, a key issue is on making a good balance between the time complexity and the effectiveness of heuristics.
Main Contributions
This paper focuses on solving massive sparse instances of the MinVC problem in practice. The main technical contributions of this paper are as follows.
1. We propose a new construction algorithm for MinVC called EdgeGreedyVC. We show theoretically that EdgeGreedyVC always returns a minimal vertex cover with a linear complexity. Also, experimental results on real-world massive graphs demonstrate that it achieves a good balance between solution quality and run time when we compare it with previous construction algorithms.
We propose a new local search algorithm for MinVC called FastVC. A novel technique in
FastVC is a probabilistic heuristic named Best from Multiple Selections (BMS), which returns a good-quality vertex from a large set of candidate vertices with a very high probability. The BMS heuristic approximates the minimum loss removing heuristic (Cai et al., 2013) This paper is an extended and improved version of a conference paper (Cai, 2015) . New contributions in this paper include parts of the first and second contributions (the study and comparison of construction algorithms, the experiments with NuMVC e ), as well as the whole third and fourth contributions. Also, while experiments are only performed on some typical instances in the conference paper, experiments in this paper are performed on the complete set of benchmark instances.
Structure of the Paper
In the next section, we introduce some preliminary knowledge, including definitions and notation, preliminaries of local search for MinVC, as well as the benchmarks and experiment methodology in this work. In Section 3, we investigate previous construction algorithms for MinVC and propose a new construction algorithm called EdgeGreedyVC, and compare EdgeGreedyVC with previous construction algorithms. In Section 4, we describe the local search algorithm FastVC and present the key function based on the BMS heuristic, and carry out experiments to evaluate FastVC. In Section 5, we improve two previous construction algorithms and integrate all the three construction algorithms into both NuMVC and FastVC, leading to two improved local search algorithms named NuMVC2 and FastVC2. In section 6, we develop a preprocessing algorithm for MinVC and apply it to further improve NuMVC2 and FastVC2, leading to NuMVC2+p and FastVC2+p. Finally, we give some concluding remarks.
Preliminaries
In this section, we first introduce the basic definitions and natation that will be used in this paper, and then we give some preliminaries about local search for MinVC. Finally, we introduce the benchmarks and the experimental methodology that we use in our experiments.
Basic Definitions and Notation
An undirected graph G = (V, E) consists of a vertex set V and an edge set E where each edge is a 2-element subset of V . For an edge e = {u, v}, we say that vertices u and v are the endpoints of edge e. For convenience of discussions on complexity, we define n = |V | and m = |E|. Two vertices are neighbors if and only if they both belong to some edge. The neighborhood of a vertex v is denoted as N (v) = {u ∈ V |{u, v} ∈ E}, and the closed neighborhood as
For an undirected graph G = (V, E), a vertex cover of a graph is a subset of V that contains at least one of the two endpoints of each edge. A vertex cover is minimal if taking any vertex out of it would make it not a vertex cover. An independent set is a subset of V where no two vertices are neighbors. A vertex set S is a vertex cover of G if and only if V \ S is an independent set of G. We are concerned in this paper with the problem of finding a vertex cover as small as possible (MinVC). Equivalently, this problem can be viewed as seeking as large an independent set as possible, which also has important applications.
Given an undirected graph G = (V, E), a candidate solution for MinVC is a subset of vertices X ⊂ V . An edge e ∈ E is covered by a candidate solution X if at least one endpoint of e belongs to X, and otherwise we say it is uncovered by X. For convenience, in the rest of this paper, we use C to denote the current candidate solution. A vertex has two states: selected for covering (i.e., v ∈ C), or not selected (i.e., v / ∈ C). The age of a vertex is the number of steps since its state was last changed.
Given an undirected graph G and a candidate solution X for MinVC, for a vertex v ∈ X, the loss of v, denoted as loss (v, X) , is defined as the number of covered edges that would become uncovered by removing v from X; for a vertex v / ∈ X, the gain of v, denoted as gain (v, X) , is defined as the number of uncovered edges that would become covered by adding v into X. In this work, when talking about loss and gain of vertices, the candidate solution always refers to the current candidate solution C and thus it is omitted. We write loss(v) and gain(v) for loss (v, C) and gain (v, C) , for the sake of convenience. Both loss and gain are scoring properties of vertices.
Preliminaries of Local Search for MinVC
One popular way to solve the MinVC problem is based on iteratively solving its decision version -given a positive integer number k, searching for a k-sized vertex cover. The general scheme is as follows: At the beginning, a vertex cover is constructed; whenever the algorithm finds a vertex cover of k vertices, one vertex is removed from the vertex cover 1 , and the algorithm starts from the resulting vertex set to search for a vertex set of k − 1 vertices that covers all edges (i.e., a vertex cover of k − 1 vertices) by performing local search. When the algorithm terminates, it outputs the smallest vertex cover it has found.
For local search MinVC algorithms that are based on iteratively solving the decision problem, each search step consists of exchanging a pair of vertices: a vertex u ∈ C is removed from C, and a vertex v / ∈ C is put into C. Such a step is called an exchange step. In the literature, there are two ways to perform an exchange step. The first one is adopted by algorithms before NuMVC, which chooses a vertex pair from candidate vertex pairs, and then exchanges them and updates scoring properties accordingly. The second method, proposed in NuMVC and named two-stage exchange, works in a "separate" fashion: it first chooses a vertex u ∈ C and removes it, and updates scoring properties accordingly, and then chooses a vertex v / ∈ C and adds it, and updates scoring properties accordingly.
Benchmarks and Experiment Methodology
In this work, in order to study the algorithms, we carry out extensive experiments and report the results in tables. In this subsection, we introduce the benchmarks, the experiment setup and reporting methodology, so that the readers can understand the experiment parts more easily.
For our experiments, we collected all undirected simple graphs (not including DIMACS and BHOSLIB graphs) we could find from the Network Data Repository online (Rossi & Ahmed, 2015) . 2 All these graphs are generated from real-world applications. Many of these real-world graphs have millions of vertices and dozens of millions of edges, while at the same time being quite sparse. We calculate the density of each graph, i.e., m/ ( n 2 ) , and the averaged density of these graphs is 0.00859, while the maximum one is 0.347. We also calculate the averaged degree 2m/n for each graph, and the averaged value of these figures is 26.15, while the maximum one is 181.19. Some of these benchmarks have recently been used in testing algorithms for Maximum Clique and Coloring problems (Rossi & Ahmed, 2014; Rossi, Gleich, Gebremedhin, & Patwary, 2014; Wang, Cai, & Yin, 2016; Cai & Lin, 2016) . There are 102 graphs in total in this suite of benchmarks. The graphs can be grouped into 11 classes, including biological networks, collaboration networks, interaction networks, infrastructure networks, Amazon recommendation networks, Tweeter networks, Facebook networks, scientific computation networks, social networks, technological networks, and web linkage networks, in the order of their appearance in the tables. There is also a group of temporal reachability networks, where the graphs are small (usually with several hundreds of vertices) and the algorithms find the same quality solution on all the graphs, and thus are not included in our experiments.
All the algorithms in our experiments, either developed in this work or not, are implemented in the C++ programming language by their authors, and have been complied by g++ (version 4.4.5) with the '-O3' option for our experiments. All experiments are carried out on a workstation under Ubuntu Linux (version 14.04), using 2 cores of an Intel i7-4800MQ 2.5 GHz CPU and 32 GByte RAM.
Most experiments in this work involve comparing the solution quality and run time of different MinVC algorithms. In particular, all local search algorithms (sometimes combined with a preprocessing algorithm) are executed 10 times with the same random seeds ({1,2,...,10}) on each instance with a time limit of 1000 seconds for each execution. For each algorithm on each instance, we report three metrics:
• The minimum size of vertex cover found by the algorithm among the 10 executions, denoted by 'min' in the tables.
• The averaged size of vertex covers found by the algorithm over the 10 executions, denoted by 'avg' in the tables. These two metrics about solution quality are presented together in one column 'min(avg)' for each algorithm.
• The averaged run time to identify the final vertex cover over the 10 executions, where the run time in an execution is the time to find the best found solution in that execution. The average run time is denoted by 'time' in the tables. In our experiments, the time is CPU time (measured in seconds), rather than wall clock time.
When comparing different algorithms, we put a higher priority on the solution quality than the run time, as in previous literatures for MinVC (Richter et al., 2007; Pullan, 2009; Cai et al., 2011 Cai et al., , 2013 and the international algorithm competition for the NP-hard combinatorial optimization problems such as maximum satisfiability (Argelich, Li, Manyà, & Planes, 2016) . In detail, the rules of algorithm comparison and the reporting method are as follows: 2. The algorithm that has the best performance w.r.t. solution quality is considered as the best algorithm for the instance. If more than one algorithms has the same solution quality which is better than other algorithms, then they are considered equally the best for the instance. The best 'min' and the best 'avg' values are indicated in bold face.
3. If for an instance, there exist two algorithms A and B that cannot be compared in terms of solution quality (according to principle 1), then we say there is not a clear dominant algorithm for that instance. In this case, the best 'min' and the best 'avg' values are also indicated in bold face, even though they are obtained by different algorithms.
4. Only when all algorithms obtain the same solution quality performance, we compare the run time of the algorithms, and the algorithm with the minimum value of average run time is the best algorithm, and its averaged time is indicated in bold face.
A New Construction Algorithm for Vertex Cover
This section investigates construction algorithms for MinVC. We first review previous construction algorithms, and then propose a new construction algorithm called EdgeGreedyVC. We compare different construction algorithms through both theoretical and experimental analysis.
Previous Construction Algorithms for Vertex Cover
Seen from the literature, there are two popular construction algorithms for vertex cover. The first one is based on finding a maximal matching, which has an approximation ratio of 2 (Papadimitrious & Steiglitz, 1982) . The second one is a greedy algorithm that is employed in most practical MinVC algorithms.
MAXIMAL MATCHING BASED CONSTRUCTION ALGORITHM
Given a graph G = (V, E), a matching M in G is a set of pairwise non-adjacent edges, that is, no two edges share a common vertex. A maximal matching of a graph G is a matching M with the property that if any edge not in M is added to M , it is no longer a matching, that is, M is maximal if it is not a proper subset of any other matching in graph G. A well-known construction algorithm for vertex cover is to find a maximal matching in the graph, and return the vertices in the matching as a vertex cover. Let us denote the vertex set of the found maximal matching M as V (M ). It is easy to prove that V (M ) is a vertex cover. Suppose that there is an edge e not covered by V (M ), then e has no common vertex with all edges in M . Thus, we can extend matching M by adding edge e, obtaining a greater sized matching M ′ = M ∪ {e}. This contradicts the fact that M is a maximal matching.
For convenience, we denote this algorithm as MatchVC. For a graph G = (V, E), beginning with an empty vertex set C, the MatchVC algorithm can be described as follows:
For each edge e ∈ E: if e is not covered by C, add both endpoints of e into C. Return C.
It is obvious the complexity of the MatchVC algorithm is O(m).
This algorithm is very fast and guarantees an approximation ratio of 2. Note that the best known approximation ratio is 2 − o(1) (Karakostas, 2005) , which is essentially not better than 2. However, the MatchVC algorithm does not return sufficiently good solutions in practice, which will also be shown in our experiments.
GREEDY CONSTRUCTION ALGORITHM
Another construction algorithm for MinVC is an intuitive greedy procedure based on the gain values of vertices (Papadimitrious & Steiglitz, 1982) . It is the most commonly used construction algorithm for MinVC and is usually used to obtain the initial solution in local search algorithms for MinVC (Richter et al., 2007; Cai et al., 2011 Cai et al., , 2013 .
For convenience, we denote this algorithm as GreedyVC. For a graph G = (V, E), beginning with an empty vertex set C, the GreedyVC algorithm works as follows:
Repeat the following operations until C becomes a vertex cover: select a vertex v / ∈ C with the maximum gain to add into C, breaking ties randomly. Return C.
The number of iterations of this procedure equals the size of the vertex cover C, and is denoted as ℓ. We analyze the worst case complexity for two implementations of the above algorithm as follows. A straight-forward implementation is to scan the vertex set V in each iteration in order to find the objective vertex, which has a complexity of Θ(n) for each iteration. Therefore, the complexity is Θ(ℓ · n) = O(n 2 ). A more "clever" implementation is to maintain the C set and also a set of vertices not in C, which is denoted as H. In each iteration, we scan the H set to find a vertex with the maximum gain. To be precise, we use C i and H i to denote the C set and H set at the beginning of the i th iteration. We have
We will see from the experiment results in Section 3.3 that, a quadratic complexity is too high for massive graphs and makes the algorithms inefficient so that they may fail to provide a vertex cover within a reasonable amount of time (like 1000 seconds). In Section 5, we re-implement this GreedyVC algorithm by using the heap data structure, which accelerates the procedure significantly, and we also improve GreedyVC by removing redundant vertices.
The EdgeGreedyVC Algorithm
We propose a fast vertex cover construction algorithm, which is called EdgeGreedyV C. The pseudo-code of EdgeGreedyV C is given in Algorithm 1. The EdgeGreedyV C Algorithm consists of an extending phase and a shrinking phase.
The extending phase: Starting with an empty set C, the algorithm extends C by checking and covering an edge in each iteration. If the considered edge is uncovered, the endpoint with a higher degree is added into C. If the two endpoints have the same degree, we simply choose the first one. In this way, the algorithm is deterministic, since it does not utilize random choices. Obviously, we obtain a vertex cover at the end of the extending phase.
The shrinking phase: First, we calculate the loss values of vertices in C; then, we scan the C set and if a vertex v ∈ C has a loss value of 0, it is removed, and loss values of its neighbors are updated accordingly. Proof: We first prove that the vertex set that the EdgeGreedyV C procedure returns is a minimal vertex cover. Let us use C to denote the current vertex set during the procedure. At the beginning of the shrinking phase, C is a vertex cover. Also, each vertex removed in the shrinking phase has a loss value of 0, and thus removing such vertices does not generate any uncovered edge. Hence, C is a vertex cover after the shrinking phase. Now we prove that the vertex cover C after the shrinking phase is minimal. Suppose after the shrinking phase, there exists a vertex in C whose removal keeps C a vertex cover. Without loss of generality, let this vertex be v j , the one considered at the j th iteration of the shrinking phase. From the assumption, we have loss(v j ) = 0 at the end of the shrinking phase. Notice that during the shrinking phase, the loss value of any vertex in C does not decrease 3 . Thus, the value of loss(v j ) at the j th iteration is at most 0, but loss values are non-negative, so it is 0. Therefore, v j would have been removed at the j th iteration. This completes the proof by contradiction.
In the following, we calculate the time complexity of EdgeGreedyVC. The EdgeGreedyVC procedure can be divided into three parts: the first part (lines 2-4) performs the extending phase, the second part (lines 5-8) initializes the loss values, while the last one (lines 9-11) removes redundant vertices. Let C + denotes the vertex cover obtained by the extending phase. It is clear that the complexity of the extending phase is O(m). For the second part, the complexity is O(|C + | + m). Since at most one vertex is added in each iteration of the extending phase, we have |C + | ≤ m, and thus the complexity for the second part is O(m). For the last part, the complexity depends on the total number of updating operations of loss values, which is calculated as
. Therefore, the EdgeGreedyV C procedure has a complexity of O(m). Many massive real-world graphs are sparse graphs (Barabási & Albert, 1999; Eubank, Kumar, Marathe, Srinivasan, & Wang, 2004; Lu & Chung, 2006) , and heuristics with O(m) complexity are fast on such graphs. Nevertheless, we note that there are also dense graphs from real-world applications, and our method here is particularly effective for large sparse graphs.
Comparing Construction Heuristics
In this subsection, we carry out experiments to compare the three construction algorithms, namely MatchVC, GreedyVC and EdgeGreedyVC. We adopt the implementation of GreedyVC in NuMVC (2013), and we implement MatchVC using our codes of FastVC.
Since MatchVC and EdgeGreedyVC are deterministic algorithms, they are executed once (with random seed 1) on each instance. GreedyVC uses a randomized strategy to break ties, so it is executed 10 times (with random seeds from 1 to 10) on each instance and the averaged results over the 10 runs are reported. We report the size of vertex cover and the run time for each algorithm. The best solution size for each instance is presented in bold face. The experiment results are presented in Tables 1 and 2 . We also report the size of the graphs in these two tables. The results can be summarized in the following observations.
1. The two greedy algorithms GreedyVC and EdgeGreedyVC always find better solutions than the MatchVC algorithm. GreedyVC and EdgeGreedyVC are competitive and complementary to each other. More specifically, GreedyVC finds the best solutions among all the three algorithms for 61 instances, and EdgeGreedyVC does this for 47 instances.
A New Local Search Algorithm for MinVC
In this section, we propose a local search algorithm for MinVC called FastVC. We utilize the EdgeGreedyVC algorithm to construct the starting vertex cover for local search. Further, we propose a probabilistic method for choosing the vertex to remove in each step, which is an important idea in FastVC. Experiments are carried out to compare FastVC with the latest state of the art local search algorithm for MinVC namely NuMVC on massive graphs.
The High Level Algorithm
We first describe the FastVC algorithm from a high level. Details of important functions in FastVC and further analysis will be presented in the next subsection. Local search algorithms for MinVC based on iteratively solving the decision problem start with a vertex cover, which we call the starting vertex cover. A small starting vertex cover can save the subsequent local search from too much unnecessary search before beginning seeking a good solution. A balance must be struck between the quality of the starting vertex cover and the time consumed in constructing it. Otherwise, the resulting algorithm may be inefficient in practice. FastVC uses the EdgeGreedyVC algorithm to construct the starting vertex cover. return C * ;
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For the exchange step in local search, FastVC adopts the two-stage exchange framework, as it has lower complexity than the alternative paradigm based on vertex pair exchange. Indeed, thanks to the two-stage exchange framework, NuMVC performs several times more steps per second than other local search MinVC algorithms (Cai et al., 2013) .
The FastVC algorithm is outlined in Algorithm 2, as described below. At the beginning, a vertex cover is constructed by the EdgeGreedyV C function, which is taken as the initial candidate solution C for the algorithm. The loss values of vertices in C are calculated in the EdgeGreedyV C function. For vertices outside C, their gain values are set to 0, as at this point all edges are covered by C and adding any vertex into C would not increase the number of covered edges. Now we introduce the exchange step in FastVC. At each step, the algorithm first chooses a vertex in u ∈ C to remove, which is accomplished by the ChooseRmV ertex function. Then, the algorithm picks a random uncovered edge e, and chooses one of e's endpoints with the greater gain and adds it into C, breaking ties in favor of the older one. Note that along with removing or adding a vertex, the loss and gain values of the vertex and its neighbors are updated accordingly.
Best from Multiple Selections (BMS)
A critical function of FastVC is ChooseRmV ertex, which returns a vertex from the candidate vertex set C to remove in each exchange step. We propose a fast and effective heuristic for doing this task, which strikes a good balance between the time complexity and the quality of the selected vertex (w.r.t. the loss value).
Local search algorithms usually need to select an element from a candidate set. Perhaps the most commonly used strategy is to choose the best element according to some criterion, which we refer to as "best-picking" heuristic. With a suitable criterion, this heuristic guides the search towards the most promising area, and is thus widely adopted in local search algorithms. Recent examples of such heuristics for MinVC include the max-gain pair selection heuristic in COVER (Richter et al., 2007) and the minimum loss removing heuristic in NuMVC (Cai et al., 2013) . More examples can be found in local search algorithms for other famous NP-hard problems, such as the Satisfiability problem (Selman, Levesque, & Mitchell, 1992; Hoos & Stützle, 2004; Li & Huang, 2005) . Indeed, a lot of works on local search have been focused on the criterion for filtering the candidate set and the function for comparing elements, and once this is done, they simply pick the best one. The "best-picking" heuristic works well in most cases, but not for massive data sets where the candidate set is usually very large and finding the best element is very time-consuming.
We propose a cost-effective heuristic called Best from Multiple Selections (BMS), for picking a good element from a set. For a set S, the BMS heuristic works as follows:
Choose k elements randomly with replacement from the set S, and then return the best one (w.r.t. some comparison function f ), where k is a parameter.
Algorithm 3: Best from Multiple Selection (BMS) Heuristic
Input: A set S, a parameter k, a comparison function f /*assume f is a function such that we say an element is better than another one if it has smaller f value*/ Output: an element of S best :=a random element from S; A more formal description of the BMS heuristic is given in Algorithm 3. Let us look at how well the BMS heuristic approximates the "best-picking" heuristic. For a real number ρ ∈ (0, 1), the probability of the event E = {the f value of the element chosen by BMS is not greater than ρ|S| elements in the set S} is P r(E) ≥ 1 − (
is because there might be the case that more than one elements in those ρ|S| elements have the same f value, which is the minimum among f values of all the ρ|S| elements).
For ChooseRmV ertex, the comparison function f is simply the loss function on vertices, and we set k = 50. Then, the probability that the BMS heuristic chooses a vertex whose loss value is not greater than 90% vertices in C is P r(E) > 1 − 0.9 50 > 0.9948. The above calculations illustrate that the BMS heuristic returns a vertex of good quality with a very high probability.
The complexity of the BMS heuristic is O(k) = O(1), since k is a constant. This is lower than O(|C|) for the minimum loss heuristic used by previous local search algorithms for MinVC. Note that BMS is a generic heuristic and can be also applied to improve the time efficiency of local search algorithms for large scale instances of other problems.
Experiments on FastVC
We carry out experiments to evaluate FastVC on the real-world massive graphs, compared against the state of the art local search MinVC algorithm NuMVC. To illustrate the effectiveness of the local search procedure of FastVC, we also test a modified version of NuMVC (dubbed NuMVC e ) which uses the EdgeGreedyVC construction heuristic with the same implementation as FastVC.
The results show that FastVC significantly outperforms NuMVC and NuMVC e on these massive graphs.
FastVC is built on the publicly available codes of NuMVC (2013) and uses the same data structure and the same implementation for the exchange step, yet it is simpler and lighter than NuMVC. Parameter settings of FastVC: For the BMS heuristic in the ChooseRmV ertex function of FastVC, we set the k parameter to 50, as mentioned in the previous section. This is based on preliminary experiments testing FastVC with different k values. We test k ∈ [10, 100] with an increment step of 10. When k < 10 or k > 100, the performance of the algorithm is obviously worse than that under k ∈ [10, 100]. We observe that when k ∈ [30, 100], the performance is quite close, and FastVC with k = 50 finds better solutions than the algorithm with k = 30, 40; also, FastVC with k = 50 usually finds the same quality solutions as running the algorithm with k > 50, but is usually faster.
For comparisons, we use the NuMVC algorithm (Cai et al., 2013) to represent the state of the art in solving the MinVC (and also MaxIS) problem. Based on experiments on DIMACS and BHOSLIB benchmarks, NuMVC is more reliably in finding the optimal or best known solution at speeds at least several times faster than earlier algorithms for MinVC and Maximum Independent Set (Cai et al., 2013) . It is acknowledged as the latest breakthrough for MinVC solving in the literature (Fang, Chu, Qiao, Feng, & Xu, 2014; Rosin, 2014; Jin & Hao, 2015) . Slightly better results have been reported for two algorithms built on the top of NuMVC (Fang et al., 2014; Cai, Lin, & Su, 2015) , but this does not materially change our conclusions below. The source code of NuMVC is online http://lcs.ios.ac.cn/~caisw/Code/NuMVC-Code.zip and also implemented in C++. NuMVC e is implemented in the source code of NuMVC by replacing the construction algorithm with the GreedyEdgeVC algorithm in FastVC.
The experiment comparing FastVC against NuMVC and NuMVC e is conducted according to the experiment protocol in Section 2.3, and the results are reported in Tables 3 and 4 . The results demonstrate that FastVC has better performance than NuMVC and NuMVC e . In detail, we have the following observations:
1. FastVC finds better vertex covers than NuMVC for 52 graphs and finds the same quality solutions for 40 graphs. FastVC finds worse solutions than NuMVC only for 10 graphs, and for 5 out of these 10 graphs, the two algorithms finds nearly the same quality solutions (with a gap of at most one vertex between the averaged sizes).
2. FastVC and NuMVC have similar performance on four classes of benchmarks, namely biological networks, interaction networks, Tweeter networks and technological networks. For other classes of benchmarks, FastVC significantly outperforms NuMVC.
3. Comparing their averaged run time, we found that FastVC is much faster than NuMVC on most of the graphs. In particular, for the 40 graphs where both algorithms find the same quality solutions, we compare the averaged time to obtain the final solution. FastVC is faster on 19 graphs, while NuMVC is faster on only 2 instances, and for the rest of the instances both algorithms have an averaged time of less than 0.01 seconds.
4. Although NuMVC e shows improvement over NuMVC, particularly on those very large instances where NuMVC fails to provide a solution, the solutions returned by NuMVC e are still worse than FastVC on most instances. 
The NuMVC2 and FastVC2 Algorithms
We observe that the construction algorithms GreedyVC and MatchVC can be improved by applying the shrinking phase of EdgeGreedyVC after construction of the vertex cover is finished. Also, the construction algorithm GreedyVC is implemented in a way with quadratic complexity in the original implementation of NuMVC. In this section, we use a heap data structure to re-implement GreedyVC in NuMVC, which leads to a significant speedup. The resulting, improved algorithms based on GreedyVC and MatchVC are dubbed GreedyVC+ and MatchVC+ respectively. We conduct experiments to compare EdgeGreedyVC, GreedyVC+ and MatchVC+. Since EdgeGreedyVC and MatchVC+ are deterministic algorithms, they are executed once (with random seed 1) on each instance. GreedyVC+ uses a randomized strategy to break ties, so it is executed 10 times (with random seeds from 1 to 10) on each instance and the averaged results over the 10 runs are reported. Interestingly, our experiments show that these three construction MinVC algorithms have superiority on different instances (Table 5) , where an algorithm wins an instance if it is the only one that gives the best solution or it has the least run time among the algorithms with the best quality solution. Therefore, a natural idea for improving local search MinVC algorithms is to integrate the three construction algorithms by using them to generate three solutions and take the best one as the initial solution for local search. We use this engineering practice to improve both NuMVC and FastVC, resulting in two local search MinVC solvers named NuMVC2 and FastVC2. They are also tested on the whole benchmark suite and the results are reported in Tables 6 and 7 , which show that FastVC2 outperforms NuMVC2 on most instances. Since the initial solution is the same, this indicates the effectiveness of the local search procedure in FastVC for solving massive graphs.
Additionally, comparing the results in Tables 6 and 7 with those in Tables 3 and 4 , we observe that NuMVC2 has better performance overall than NuMVC and NuMVC e , and FastVC2 is better than FastVC. Note that these algorithms use the same random seeds (1,2,...,10) in our experiments. With respect to solution quality, NuMVC2 performs better than NuMVC on 31 instances while worse on 19 instances, and better than NuMVC e on 28 instances while worse on 21 instances. FastVC2 performs better than FastVC on 26 instances while worse on 17 instances. We also test different variants of NuMVC and FastVC with only one construction heuristic from EdgeGreedyVC, GreedyVC+ and MatchVC+, and the results show that NuMVC2 and FastVC2 have overall better performance w.r.t. solution quality than their variants with a single construction heuristic.
Improving MinVC Solving by Preprocessing Techniques
In this section, we develop a preprocessing algorithm to simplify graphs for MinVC algorithms. The preprocessing algorithm works in two phases and uses four reduction rules. We conduct experiments to study the rules and show their effectiveness. The preprocessing algorithm is used to improve NuMVC2 and FastVC2 from the previous section, resulting in two MinVC solvers named NuMVC2+p and FastVC2+p. Experiments show that the preprocessing algorithm can improve the solution quality for a considerable portion of the tested graphs.
Reduction Rules and the Preprocessing Algorithm
Our preprocessing algorithm for MinVC is based on four reduction rules. The first three rules are very simple and have been widely used (Chen, Kanj, & Jia, 2001 ; Abu-Khzam, Collins, Fellows, Langston, Suters, & Symons, 2004) . The fourth rule called Dominance Rule was introduced recently (Fomin, Grandoni, & Kratsch, 2009) . When using the reduction rules to simplify a graph, some vertices are fixed as covering vertices, if there must be an optimal vertex cover containing them. We use G to denote the graph we are dealing with.
• Degree-0 Rule: An isolated vertex u (vertex of degree 0) cannot be in a vertex cover of optimal size. Thus, the graph G can be simplified by deleting u.
• Degree-1 Rule: If a vertex u is a pendant vertex (vertex of degree 1), there is a vertex cover of optimal size that does not contain the pendant vertex but does contain its unique neighbor v. Thus, vertex v is fixed as a covering vertex, and G is simplified by deleting both u and v and their incident edges.
• Degree-2 Rule: If there is a degree-two vertex u with adjacent neighbors v and z, then there is a vertex cover of optimal size that does not contain u but does include both of these neighbors. Thus, vertex v and z are fixed as covering vertices, and G is simplified by deleting u, v, z and their incident edges.
• Note that Degree-1 and Degree-2 rules can be implied by the Dominance rule. However, these two rules can be executed much faster than the Dominance rule. Based on this observation, we develop a two-phase preprocessing algorithm for MinVC, which is called D1+D2+Dom. To implement the preprocessing algorithm, we use a queue, denoted as Q, to store the vertices to be processed by reduction rules, and a set F to store the vertices fixed as covering vertices. The preprocessing algorithm consists of two phases, and in each phase it works in an iterative way. In the first phase, it simplifies the graph only using Degree-1 and Degree-2 rules (and Degree-0 rule). When the graph cannot be simplified anymore by only using Degree-1 and Degree-2 rules, the preprocessing algorithm enters the second phase, where the Dominance rule is used to simplify the graph iteratively until no more vertex can be deleted according to the rule.
The preprocessing algorithm returns a simplified graph and a set F which includes all fixed covering vertices. Then, the simplified graph is taken as the input graph for a MinVC algorithm. Suppose the MinVC algorithm returns a vertex cover C ′ for the simplified graph, then C * = C ′ ∪ F is a vertex cover for the original graph and is returned as the solution found. Additionally, if after preprocessing, a graph becomes empty (i.e., V (G) = ∅), then the set F is indeed a minimum vertex cover for the original graph.
Effectiveness of Reduction Rules
To examine the effects of the reduction rules, we implement and test three preprocessing algorithms, including D1, D1+D2, and D1+D2+Dom, which use different sets of reduction rules. As their names indicate, D1 only uses the Degree-1 rule, and D1+D2 uses both Degree-1 and Degree-2 rules, while D1+D2+Dom employs all the rules. Note that the trivial Degree-0 rule is executed in all the preprocessing algorithms.
The experiment results are listed in Tables 8 and 9 . We can observe the significant effects of these reduction rules on the size of the graphs. Comparing the graph size after reduction, we can see that D1+D2+Dom produces smaller graphs than D1+D2, which in turn is better than D1. Regarding the run time, D1 and D1+D2 usually terminate within one second. For D1+D2+Dom, the run time is much longer for some instances. There are 3 instances for which D1+D2+Dom terminates in and the results are reported in Table 10 . From these results, we have the following observations: For different instance classes (which can be regarded as graphs of different structures), the figures are considerably different. An extreme example is that the percentage of the Dominance rule is less than 1% for inf and rt instance classes, while it is almost 100% for the sc class. The Degree-1 rule usually occupies a large percentage over all rules, except one class. For 8 out of the total 11 classes, the Degree-1 rule's executions occupy more than a half of all executions of all rules. Overall, Degree-2 is the least often executed rule, compared to the Degree-1 rule and the Dominance rule. To some extent, we can consider it is less useful compared to the other two rules. For some instances such as the sc instances (one can also refer to the results on sc instances in Table 9 ), the Degree-1 and Degree-2 rules are almost useless, while the Dominance is more powerful and can simplify the graphs.
Connected Components in Simplified Graphs
In this subsection, we study the structure of the simplified graphs produced by the preprocessing algorithm. Specifically, we investigate the connected components in the simplified graph. The results are presented in Tables 11, where we report the number of connected components ('#comp.') and the size of the largest connected component ('|V * |' and '|E * |'). We do not report the results for the small graphs with fewer than 2000 vertices, as well as the graphs reduced to become empty by D1+D2+Dom.
Seen from the results, many graphs are decomposed into small connected components after preprocessing. For 58% of the graphs, the largest connected component has fewer than 2000 vertices, and thus can be solved by iteratively calling exact solvers on each component. Nevertheless, for the remaining 42% of the graphs, the largest connected component is still large and usually beyond the reach of exact solvers.
Comparison with State of the Art Preprocessing Algorithm
In recent years, reduction techniques for vertex cover and related problems have attracted more and more interest and have shown their power in practice (Akiba & Iwata, 2016; Lamm, Sanders, Schulz, Strash, & Werneck, 2016; Strash, 2016; Verma, Buchanan, & Butenko, 2015; Cai & Lin, 2016) . Very recently, Strash developed a preprocessing algorithm named Simple for the maximum graph to a smaller graph, which is then solved by the local search algorithm. Finally, the vertices that have been fixed in the preprocessing procedure and the vertex cover returned by the local search algorithm for the simplified graph compose a vertex cover for the original graph. Experiment results of FastVC2+p and NuMVC2+p are reported in Tables 13 and 14 . We firstly compare FastVC2+p and NuMVC2+p, with the aim of trying to establish the latest state of the art in heuristic solvers for MinVC on massive sparse graphs. The experiments are conducted on the whole benchmark suite, and are based on the experiment protocol in Section 2.3. Note that the run time of NuMVC2+p and FastVC2+p include both the run time of D1+D2+Dom and that of the local search algorithm. The comparison results show that these two MinVC solvers are competitive with each other, and FastVC2+p has overall better performance. Specifically, with respect to solution quality, FastVC2+p performs better than NuMVC2+p on 23 instances, while NuMVC2+p is better on 10 instances. For the remaining 69 instances, the two solvers obtain the same quality solutions. As for run time, the averaged run time over all runs on all 102 instances for FastVC2+p is 126 seconds, which is faster than that for NuMVC2+p (162 seconds).
We are also interested in the improvement due to the preprocessing algorithm on NuMVC2 and FastVC2. To this end, we compare the two solvers with preprocessing against their original algorithms. That is, we compare NuMVC2+p against NuMVC2, and compare FastVC2+p against FastVC2, with focus on solution quality. The comparison results are summarized in Table 15 . As shown in the table, NuMVC2+p finds better solutions than NuMVC2 on 52 instances while being worse on only 3 instances; FastVC2+p finds better solutions than FastVC2 on 37 instances, while being worse on only 5 instances. This confirms the contribution of the preprocessing algorithm.
Summary and Future Work
This work explored techniques for solving the MinVC problem in massive sparse graphs, including ideas in construction procedure, local search and preprocessing. We have developed a local search algorithm for MinVC called FastVC, based on two new heuristics. The first heuristic is a construction procedure with a complexity of O(|E|), which strikes a good balance between solution quality and time complexity. The second one is the Best from Multiple Selections (BMS) heuristic, which approximates the minimum loss heuristic very well and lowers the complexity of each removing-vertex selection step from O(|V |) to O(1). Thanks to these two heuristics, the FastVC algorithm performs much better than the state of the art algorithm NuMVC on massive graphs. Experiments on massive real-world graphs show that FastVC finds smaller vertex covers than NuMVC on most graphs.
We also improved previous construction heuristics with ideas in our construction heuristic as well as efficient data structure, and integrated three construction heuristics to improve both NuMVC and FastVC. Furthermore, we have developed a two-phase preprocessing algorithm for MinVC, which is effective and fast. The preprocessing algorithm was applied to improve local search MinVC algorithms, resulting in the NuMVC2+p and FastVC2+p solvers, which further improved the performance on large graphs according to our experiments.
In the future, we would like to design more efficient heuristic algorithms for MinVC as well as other graph problems on massive graphs. We are also interested in applying the ideas in this work to solve large instances of other combinatorial problems.
