Using energy methods, we prove some power-law and exponential decay estimates for classical and nonlocal evolutionary equations. The results obtained are framed into a general setting, which comprise, among the others, equations involving both standard and Caputo time-derivative, complex valued magnetic operators, fractional porous media equations and nonlocal Kirchhoff operators.
1 Introduction and main results
Setting of the problem
Fractional calculus is becoming popular thanks to both the deep mathematics that it involves and its adaptability to the modelization of several real-world phenomena. As a matter of fact, integro-differential operators can describe nonlocal interactions of various type and anomalous diffusion by using suitable kernels or fractional timederivatives, see e.g. [Koc08] . Integro-differential equations and fractional derivatives have been involved in designing, for example, wave equations, magneto-thermoelastic heat conduction, hydrodynamics, quantum physics, porous medium equations.
A wide literature is devoted to the study of existence, uniqueness, regularity and asymptotic theorems. Here we study the behaviour of the Lebesgue norm of solutions of integro-differential equations on bounded domains, extending the method of [DVV17] to a very broad class of nonlocal equations and obtaining a power-law decay in time of the L s norm with s 1. Also, for the case of classical timederivatives, we obtain exponential decays in time. The difference between polynomial and exponential decays in time is thus related to the possible presence of a fractional derivative in the operator involving the time variable.
The setting in which we work takes into account a parabolic evolution of a function under the action of a spatial diffusive operator, which possesses suitable "ellipticity" properties, can be either classical or fractional, and can also be of nonlinear type. We work in a very general framework that adapts to both local and nonlocal operators. We comprise in this analysis also the case of complex valued operators and of a combination of fractional and classical time-derivatives.
The main assumptions that we take is an "abstract" hypothesis which extends a construction made in [DVV17] , and which, roughly speaking, can be seen as a quantitative counterpart of the uniform ellipticity of the spatial diffusive operators. In [DVV17] , several time-decay estimates have been given covering the cases in which the time-derivative is of fractional type and the spatial operator is either the Laplacian, the fractional Laplacian, the p−Laplacian and the mean curvature equation. In this paper, we deal with the cases in which the time-derivative can be either classical or fractional, or a convex combination of the two, and we deal with new examples of spatial diffusive operators, which include the case of a complex valued operators. In particular, we present applications to the fractional porous medium equation, to the classical and fractional Kirchhoff equations, to the classical and fractional magnetic operators.
We recall that the Caputo derivative of order α ∈ (0, 1) is given by up to a normalizing constant (that we omit here for the sake of simplicity). Let also λ 1 , λ 2 0 be fixed. We suppose, for concreteness, that λ 1 + λ 2 = 1, but up to a rescaling of the operator we can take λ 1 , λ 2 any non negative number with positive sum. Let Ω ⊂ R n be a bounded open set and let u 0 ∈ L ∞ (R n ) such that supp u 0 ⊂ Ω. Consider the Cauchy problem
for all x ∈ Ω, t > 0, u(x, t) = 0, for all x ∈ R n \ Ω, t > 0, u(x, 0) = u 0 (x), for all x ∈ R n ,
where N is a possibly nonlocal operator. Given s ∈ [1, +∞) we want to find some estimates on the L s (Ω) norm of u. To this end, we exploit analytical techniques relying on energy methods, exploiting also some tools that have been recently developed in [KSVZ16, VZ15, DVV17] . Namely, as in [DVV17] , we want to compare the L s norm of the solution u with an explicit function that has a power law decay, and to do this we take advantadge of a suitable comparison result and of the study of auxiliary fractional parabolic equations as in [KSVZ16, VZ15] .
Notation and structural assumptions
Let us recall that for a complex valued function v : Ω → C the Lebesgue norm is
for any s ∈ [1, +∞). Also, we will call ℜ{z} the real part of z ∈ C. The main assumption we take is the following: there exist γ ∈ (0, +∞) and C ∈ (0, +∞) such that u(·, t)
C Ω |u(x, t)| s−2 ℜ{ū(x, t)N [u](x, t)} dx.
(1.
2)
The constants γ and C and their dependence from the parameters of the problem may vary from case to case. This structural assumption says, essentially, that N has an elliptic structure and it is also related (via an integration by parts) to a general form of the Sobolev inequality (as it is apparent in the basic case in which u is real valued, s := 2 and N u := −∆u). In our setting, the structural inequality in (1.2) will be the cornerstone to obtain general energy estimates, which, combined with appropriate barriers, in turn produce time-decay estimates. The results obtained in this way are set in a general framework, and then we make concrete examples of operators that satisfy the structural assumptions, which is sufficient to establish asymptotic bounds that fit to the different cases of interest and take into account the peculiarities of each example in a quantitative way.
Our general result also includes Theorem 1 of [DVV17] as a particular case, since, if N and u are real valued, the (1.2) boils down to hypothesis (1.3) of [DVV17] (in any case, the applications and examples covered here go beyond the ones presented in [DVV17] both for complex and for real valued operators).
Main results
The "abstract" result that we establish here is the following: Theorem 1.1. Let u be a solution of the Cauchy problem (1.1), with N possibly complex valued. Suppose that there exist s ∈ [1, +∞), γ ∈ (0, +∞) and C ∈ (0, +∞) such that u satisfies (1.2). Then
where C and γ are the constants appearing in (1.2). Furthermore,
for all t > 0, (1.4) for some C * > 0, depending only on C, γ, α and u 0 (·) L s (R n ) .
Theorem 1.1 here comprises previous results in [DVV17] , extending their applicability to a wider class of equations, which include the cases of both standard and fractional time-derivatives and complex valued operators.
We also recall that the power-law decay in (1.4) is due to the behaviour of the solution of the equation ∂ α t e(t) = −e(t), (1.5)
for t ∈ (0, +∞). Indeed, the solution of (1.5) is explicit in terms of the Mittag-Leffler function and it is asymptotic to 1 t α as t → +∞ (see [Mai14] , [Par02] ); notice that the latter decay corresponds to the one in (1.5) when γ = 1.
As pointed out in [KSVZ16] , the power law decay for solutions of time-fractional equations is, in general, unavoidable. On the other hand, solutions of equations driven by the standard time-derivative of the type
often have a faster decay in many concrete examples, for instance for N = −∆ where exponential decay is attained. This particular feature of the classical heat equation is in fact a special case of a general phenomenon, described in details in the following result: Theorem 1.2. Let u be a solution of the Cauchy problem (1.1) with only classical derivative (λ 1 = 0) and N possibly complex valued. Suppose that there exist s ∈ [1, +∞), γ ∈ (0, +∞) and C ∈ (0, +∞) such that u satisfies (1.2). Then, for some C * > 0, depending only on the constants C and γ in (1.2), and on u 0 (·) L s (R n ) , we have that:
for all t > 0; (1.6)
• if γ > 1, the solution u satisfies
We stress that Theorem 1.2 is valid for a very general class of diffusive operators N , including also the ones which take into account fractional derivatives in the space-variables. In this sense, the phenomenon described in Theorem 1.2 is that:
• on the one hand, the fractional behaviour induces power-law decay,
• on the other hand, for long times, the interactions between different derivatives "decouple": for instance, a space-fractional derivative, which would naturally induce a polynomial decay, does not asymptotically "interfere" with a classical time-derivative in the setting of Theorem 1.2, and the final result is that the decay in time is of exponential, rather than polynomial, type.
The fact that long-time asymptotics of mixed type (i.e. classical time-derivatives versus fractional-space diffusion) reflect the exponential decay of linear ordinary differential equations was also observed in [PV17] for equations inspired by the PeierlsNabarro model for atom dislocations in crystal.
As we will see in the proof of Theorem 1.2, the idea is to find a supersolution of (1.3) and use a comparison principle in order to estimate the decay of the solution u. For the case of mixed derivatives, Vergara and Zacher [VZ15] find both a supersolution and a subsolution decaying as t − α γ . When α → 1, thus when the mixed derivative is approaching the classical one, the subsolution tends to 0. This allow possibly better decays, which are in fact proven. On the other side, the supersolution gains some extra decay, possibly reaching an exponential decay.
The optimality of the decay estimates obtained in our results and some further comparisons with the existing literature are discussed in Subsection 1.4.1.
Applications
We now present several applications of Theorem 1.1 to some concrete examples.
The case of the fractional porous medium equation. Let 0 < σ < 1 and
being c(n, σ) a constant. The fractional 1 porous medium operator (as defined in [CV11] 
where ⋆ denotes the convolution. This operator is used to describe the diffusion of a liquid under pressure in a porous environment in presence of memory effects and longrange interactions, and also has some application in biological models, see [CV11] .
In this framework, the following result holds:
and let u be a solution in Ω × (0, +∞) to (1.1) with N the fractional porous medium operator as in (1.9). Then for all s ∈ (1, +∞) there exists C * > 0 depending on n, s, σ, Ω such that
1 As a matter of fact, as clearly explained in https://www.ma.utexas.edu/mediawiki/index.php/Nonlocal_porous the fractional porous medium equation is "the name currently given to two very different equations". The one introduced in [dPQRgV11] has been studied in details in [DVV17] in terms of decay estimates. We focus here on the equation introduced in [CV11] . As discussed in the above mentioned mediawiki page, the two equations have very different structures and typically exhibit different behaviors, so we think that it is a nice feature that, combining the results here with those in [DVV17] , it follows that a complete set of decay estimates is valid for both the fractional porous medium equations at the same time.
Also, in the case of only classical derivative (λ 1 = 0), we have
where C * > 0, possibly different than before, depends on n, s, σ, Ω.
The case of the Kirchhoff operator and the fractional Kirchhoff operator. The Kirchhoff equation describes the movement of an elastic string that is constrained at the extrema, taking into account a possible growth of the tension of the vibrating string in view of its extension. It was first introduced by Gustav Robert Kirchhoff in 1876, see https://archive.org/details/vorlesungenberm02kircgoog, and fully addressed from the mathematical point of view in the 20th century, see [Ber40] . Parabolic equations of Kirchhoff type have been widely studied during the '90s (see for example [GG08] and the reference therein). Recently a fractional counterpart to the Kirchhoff operator has been introduced by Fiscella and Valdinoci [FV14] .
The setting that we consider here is the following. Let m : [0, +∞) → [0, +∞) be an nondecreasing function. A typical example is
where b > 0 and m 0 0. We consider here both the cases 2 in which m(0) > 0 and in which m takes the form in (1.10) with m 0 = 0. In this setting, the Kirchhoff operator that we take into account is
(1.11)
Then, we obtain the following decay estimates: Theorem 1.4. Let u be the solution of problem (1.1) with N the Kirchhoff operator in (1.11). Then there exist γ > 0 and C > 0 depending on n, s, Ω, inf m(t) such that
for all t > 0, in the following cases:
(i) for all s ∈ [1, +∞) when m is non-degenerate; in particular, in this case γ = 1.
(ii) for all s ∈ [1, +∞) when m is degenerate and n 4; in particular, in this case γ = 3.
when m is degenerate and n > 4; in particular, in this case γ = 3.
Moreover, if we take λ 1 = 0, then there exists C * > 0, C ′ > 0 depending on n, s, Ω, inf m(t), for which the following statements hold true:
for all t > 0,
• in cases (ii) and (iii) we have
, for all t > 0.
Next, we consider the case of the fractional Kirchhoff operator. We take a nondecreasing positive function M : [0, +∞) → [0, +∞). As for the classic Kirchhoff operator, we consider either the case when M(0) > 0 or the case M(ξ) = bξ with b > 0. We fix σ ∈ (0, 1). We define the norm
(1.12)
Finally, the fractional Kirchhoff operator reads
In this setting, our result is the following:
Theorem 1.5. Let u be the solution of problem (1.1) with N the fractional Kirchhoff operator in (1.13). Then there exist γ > 0 and C > 0, depending on K, n, s, Ω and inf M(ξ), such that
(i) for all s ∈ [1, +∞) when M is non-degenerate; in particular, in this case γ = 1.
(ii) for all s ∈ [1, +∞) when M is degenerate and n 4σ; in particular, in this case γ = 3.
when M is degenerate and n > 4σ; in particular, in this case γ = 3.
Moreover, if we take λ 1 = 0, then there exists C * > 0, depending on n, s, Ω, inf M(t), such that:
It is interesting to remark that the cases (i), (ii) and (iii) in Theorem 1.5 formally reduce to those in Theorem 1.4 when σ → 1.
The case of the magnetic operator and the fractional magnetic operator. We consider here an operator similar to Schrödinger equation with a magnetic potential (see e.g. [IK62] and the references therein), that is
where A : R n → R n has the physical meaning of a magnetic field (in this case, one usually studies the three-dimensional case n = 3, but our approach is general). The goal of these pages is to apply Theorem 1.1 to the magnetic operator in (1.14), thus obtaining decay estimates in time in this framework.
It is interesting to remark that the operator in (1.14) is structurally very different from the linear Schrödinger operator, which corresponds to the choice
(1.15)
Indeed, for the operator in (1.15) decay estimates in time do not 3 hold in general, not even in the case of classical time-derivatives.
The decay estimate for the classical magnetic operator is the following: Theorem 1.6. Let u be the solution of problem (1.1) with N the magnetic operator in (1.14). Then for all s ∈ [1, +∞) there exist C 1 > 0 depending on A, n, s and σ such that
Moreover, in the case of classical derivatives (λ 1 = 0), we have
for all t > 0 for some C 2 , C 3 > 0, depending on A, n, s and σ.
In [DS18] D'Avenia and Squassina introduced a fractional operator where a magnetic field A : R n → R n appears. Their aim was to study the behaviour of free 3 Indeed, if V ∈ R and u is a solution of the Schrödinger parabolic equation ∂ t u + i(∆ + V )u = 0 in Ω with homogeneous data along ∂Ω, the conjugated equation reads ∂ tū − i(∆ + V )ū = 0, and therefore
where the last identity follows from the Divergence Theorem and the boundary conditions. This shows that decay estimates in time are in general not possible in this setting, thus highlighting an interesting difference between the Schrödinger operator in (1.15) and the magnetic operator in (1.14). This difference, as well as the computation above, has a natural physical meaning, since in the Schrödinger equation the squared modulus of the solution represents the probability density of a wave function, whose total amount remains constant if no dissipative forces appear in the equation.
particles interacting with a magnetic field. For a fixed σ ∈ (0, 1), such an operator in dimension n reads
dy.
(1.16)
In the appropriate framework, the fractional magnetic operator in (1.16) recovers the classical magnetic operator in (1.14) as σ → 1, see [SV16] (see also [NPSV18] for a general approach involving also nonlinear operators).
In the setting of the fractional magnetic operator, we present the following result:
Theorem 1.7. Let u be the solution of problem (1.1) with N the fractional magnetic operator in (1.16). Then for all s ∈ [1, +∞) there exist C 1 > 0 depending on n, s and σ such that
for all t > 0, for some C 2 , C 3 > 0 depending on n, s and σ.
The magnetic operators present a crucial difference with respect to the other operators considered in the previous applications, since they are complex valued operators.
The examples provided here show that the "abstract" structural hypothesis (1.2) is reasonable and can be explicitly checked in several cases of interest. We are also confident that other interesting examples fulfilling such an assumption can be found, therefore Theorem 1.1 turns out to play a pivotal role in the asymptotics of real and complex valued, possibly nonlinear, and possibly fractional, operators.
Comparison with the existing literature
In general, in problems of the type (1.1) it is very difficult to provide explicit solutions and often the system has no unique solution, see e.g. [BIK15] . Therefore, even partial information on the solutions is important.
In the case of a Kirchhoff parabolic equation with purely classical time-derivative in the degenerate case m(0) = 0, Ghisi and Gobbino [GG08] found the time-decay estimate c(1
for some costants C, c > 0 depending on initial data. From this, performing an integration of the gradient along paths 4 , one can find the estimate
for all t > 0.
(1.19)
4 More precisely, the fact that (1.17) implies (1.19) can be seen as a consequence of the following observation: for every
where C > 0 depends on n and Ω. Indeed, fix
The latter is exactly the estimate we found in Theorem 1.4 as a particular case of our analysis. The fractional porous medium equation with classical derivative has been studied by Biler, Karch and Imbert in [BIK15] , establishing some decay estimates of the L s norm, such as
As a matter of fact, this decay is slower than what we find in Theorem 1.3, which is asymptotic to t −1 (in this sense, Theorem 1.3 here can be seen as an improvement of the estimates in [BIK15] ).
On the other hand, in [BIK15] the Authors also provide a weak solution that has exactly the decay in (1.20), thus showing the optimality of (1.20) in this generality, while our result holds for strong solutions. Then, comparing Theorem 1.3 here with the results in (1.20) we obtain that a better decay is valid for regular solutions with respect to the one which is valid also for irregular ones.
Proofs
This section contains the proofs of our main results. We start with the proof of Theorem 1.1.
In order to prove Theorem 1.1, we need a comparison result for the equation involving the mixed time-derivative. As a matter of fact, comparison results for the case of the Caputo derivative are available in the literature, see e.g. Lemma 2.6 of [VZ15] . In our arguments we employ the differentiability of u and the fact that u is a strong solution, and we obtain:
for some R > 1. Then, for every x ∈ Ω we have that |x − x 0 | ∈ [1, R] and thus
On the other hand, if t ∈ [0, 1/R) we have that
Hence, using the substitution x → y := x 0 + t(x − x 0 ), we conclude that
which proves (1.18).
Lemma 2.1. Let T ∈ (0, +∞) ∪ {+∞} and w, v : [0, T ) → [0, +∞) be two Lipschitz continuous functions. Assume that w is a supersolution and v is a subsolution at each differentiability point for the equation
we have that
Proof. By contradiction, let us suppose that for some time t ∈ (0, T ) we have w(t) = v(t), and let us call τ the first time for which the equality is reached. Then, since w is a supersolution and v is a subsolution of (2.21), we obtain that
Now we distinguish two cases, depending on whether or not w − v is differentiable at τ . To start with, suppose that w − v is differentiable at τ . Since w v in (0, τ ), we have that
From this and (2.24), we obtain that
This is in contradiction with (2.22) and so it proves (2.23) in this case. Now we focus on the case in which w − v is not differentiable at τ . Then, there exists a sequence t j ∈ (0, τ ) such that w−v is differentiable at t j , with ∂ t (w−v)(t j ) 0 and t j → τ as j → +∞. Consequently, since w is a supersolution and v is a subsolution of (2.21), we obtain that
(2.25)
Now we observe that if f is a Lipschitz function and t j → τ > 0 as j → +∞, then
To check this, let
and let E ⊂ (0, +∞) be a measurable set, with measure |E| less than a given δ > 0. Let also q := 1+α 2α
> 1 and denote by p its conjugated exponent. Then, by Hölder inequality, for large j we have that
where L is the Lipschitz constant of f . Consequently, by the Vitali Convergence Theorem, we obtain that
which gives (2.26), as desired. Now, we take the limit as j → +∞ in (2.25), exploiting (2.26) and the fact that w(τ ) = v(τ ). In this way, we have that
Since w v in (0, τ ), the latter inequality implies that
This is in contradiction with (2.22) and so it completes the proof of (2.23).
It is also useful to observe that Lemma 2.1 holds true also for the classical derivative (i.e. when λ 1 = 0). We give its statement and proof for the sake of completeness:
Proof. Suppose that (2.29) is false. Then there exists τ ∈ (0, T ) such that w > v in (0, τ ) and
We fix ε > 0, to be taken as small as we wish in the sequel, and define
We observe that
as long as ε is sufficiently small, and f (τ ) = w(τ ) − v(τ ) = 0. Therefore there exists τ ε ∈ (0, τ ] such that f > 0 in (0, τ ε ) and f (τ ε ) = 0. (2.32)
We claim that lim
Indeed, suppose, by contradiction, that, up to a subsequence, τ ε converges to some τ 0 ∈ [0, τ ) as ε → 0 + . Then we have that
This is in contradiction with the definition of τ and so (2.33) is proved. Now, from (2.32), we know that there exists a sequence t j ∈ (0, τ ε ] such that f is differentiable at t j , ∂ t f (t j ) 0 and t j → τ ε as j → +∞. Accordingly, we deduce from (2.27) and (2.31) that
Hence, taking the limit as j → +∞, 
We observe that this implies that γ ∈ (0, 1). (2.37)
Indeed, since w is a supersolution of (2.27), we have that w(t) w(0) e −kt , when γ = 1 and w(t) 1
as long as w(t) > 0, and so for all t > 0. In particular, we have that w(τ ) > 0, in contradiction with (2.36), and this proves (2.37). Then, we use that v is a subsolution of (2.27) and (2.36) to write that, for any t ∈ (0, τ ),
Therefore, recalling (2.37),
and thus
Similarly, using that w is a supersolution of (2.27) and (2.36) we obtain that, for any t ∈ (0, τ ),
Comparing this and (2.38), we conclude that
which is in contradiction with (2.28), and so the proof of (2.35) is complete. Then, using (2.34) and (2.35), a Taylor expansion gives that
Then, sending ε → 0 + and recalling (2.33) and (2.35), we conclude that
0. This is a contradiction and the proof of (2.29) is thereby complete.
With this preliminary work, we are in the position of proving the general claim stated in Theorem 1.1.
Proof of Theorem 1.1. First, notice that
Using (2.39) and exchanging the order of the integral and the derivative, we have
(2.40)
Now we claim that
This formula is similar to one given in Corollary 3.1 of [VZ15] for general kernels.
In our setting, we provide an easier proof for the case of the Caputo derivative, comprising also the case of complex valued operators. To prove (2.41), using the definition of Caputo derivative we see that
Hence, by using the Hölder inequality, we get
This completes the proof of (2.41). Now, to make the notation simpler, we set v(t) := u(·, t) L s (Ω) . By combining (2.40) and (2.41), we find that
and so, using the fact that u is a solution of (1.1), we conclude that
From this, we use the structural hypothesis (1.2) and we obtain that
Hence, we have established the claim in (1.3) for all t > 0 such that v(t) > 0. Then, suppose that for somet > 0 we have v(t) = 0. Since v is nonnegative, it follows that
On the other hand, if v(t) = 0, then
So, by (2.42) and (2.43), (λ 1 ∂ α t v(t) + λ 2 ∂ t v(t)) 0, which gives (1.3) also in this case, as desired. Now we exhibit a supersolution w(t) of the equation (λ 1 ∂ α t + λ 2 ∂ t )v(t) = −νv γ (t), where ν := 1 C . For this, we recall Section 7 of [VZ15] , and we have that the function 
We claim that ∂ t w(t) −νw γ (t). To prove this, it is equivalent to check that
which is in turn equivalent to . Therefore for t 0 big enough we have that w(t) is a supersolution of the equation
for some c > 0 depending only on ν, γ, α and w(0). Hence by the comparison principle in Lemma 2.1, we infer that v(t) w(t), which completes the proof of the desired result in (1.4).
Proof of Theorem 1.2. The proof is identical to the one of Theorem 1.1 a part from the construction of the supersolution (and from the use of the comparison principle in Lemma 2.2 rather than in Lemma 2.1). Our aim is now to find a supersolution to the equation (1.3) in the case λ 1 = 0, that we can write as
where C is the constant given in the hypothesis. To construct this supersolution, we distinguish the cases 0 < γ 1 and γ > 1. We define 
is a continuous and Lipschitz function, moreover it is a solution of (2.44) in the case γ = 1 and a supersolution of (2.44) in the case 0 < γ < 1. Indeed, to check this, we observe that, for t ∈ [0, t 0 ],
where the inequality holds thanks to (2.48). Notice also that the function w is Lipschitz since it is piecewise continuous and derivable and it is continuous in the point t = t 0 because of the definition of θ given in (2.47). These observations establish the desired supersolution properties for the function in (2.49) for 0 < γ 1. From this and the comparison result in Lemma 2.2, used here with w(t) and v(t) := u(·, t) L s (Ω) , we obtain that v(t) w(t) for any t 0, and in particular,
for any t > t 0 (2.50)
C . This proves (1.6). Now we deal with the case γ > 1. In this case, we set
Then the function
is a supersolution of (2.44). Indeed, if t > 1,
while, if t ∈ (0, 1),
This gives that the function in (2.51) has the desired supersolution property and consequently we can apply the comparison result in Lemma 2.2 with w(t) and v(t) := u(·, t) L s (Ω) . In this way, we obtain that for all t 1
and so the proof of (1.7) is complete. Now, we present the applications of the abstract results to the operators introduced in Section 1.4.
We start with the case of the fractional porous medium equation.
Proof of Theorem 1.3. In order to prove Theorem 1.3, our strategy is to verify the validity of inequality (1.2) with γ := 2 for the porous medium operator, which would put us in the position of exploiting Theorems 1.1 and 1.2. To this end, by elementary computations, up to changes of the positive constant c depending on n, s, and σ, we see that
Now, define for ε > 0, the regularized operator
where c(n, σ) is the same constant that appears in the definition of K in (1.8). Notice that, since u is regular, we have
where χ is the characteristic function. Thus, thanks to (2.54) we can apply the Dominated Convergence Theorem and obtain
So, using (2.52) and (2.55), we have
up to changes of the positive constant c(n, σ). Now we adapt a method that was introduced in [CV11] to obtain L p estimates. We exchange the order of integration and have that
We observe now that, since (u
Thus, again by the Dominated Convergence Theorem, we can pass to the limit in (2.56) and obtain
(2.57) Now, we define v(x, t) = u s+1 2 (x, t). Then, by inequality (2.15) of [DVV17] we have, for some C > 0,
From this, (2.52) and (2.57) we obtain that
(2.58)
Now we set z := (1 − s); then z ∈ (0, 1) and n 2z. Let also
Then for any q ∈ [2, p z ] we can apply the Gagliardo-Sobolev-Slobedetskiȋ fractionary inequality (compare [DNPV12] , Theorem 6.5) and obtain
with C depending only on Ω, n, z and q. In particular, choosing q = 2, we deduce from (2.59) that
On the other hand, using the Hölder inequality, one has that
Combining this and (2.60), we obtain
up to renaming C > 0. This and (2.58) establish the validity of (1.2) for γ := 2, as desired.
Now we focus on the Kirchhoff equation, first dealing with the case of classical derivatives.
Proof of Theorem 1.4. Our objective here is to verify the validity of inequality (1.2) for suitable values of γ, and then make use of Theorems 1.1 and 1.2. In Theorem 1.2 of [DVV17] , the case of the Laplacian was considered: there it was found that, for some C > 0 depending on s, n, Ω,
Combining this with (2.61) we see that (1.2) holds true for γ = 1 and C > 0 depending on s, n, Ω, min m(ξ). Now we deal with the degenerate case, which requires the use of finer estimates. In this case, we have that
where the first passage is an integration by parts and the last inequality holds in view of the Cauchy-Schwartz inequality. Now define v(x, t) := |u| This and (2.62) give that
(2.64)
We now use Sobolev injections (in the form given, for instance, in formula (2.9) of [DVV17] ), remembering that v is zero outside Ω. The inequality
holds for all q 1 if n ∈ {1, 2}, and for all q ∈ 1, 2n n − 2 if n > 2. (2.66) Therefore, we set
Recalling the ranges of s in claim (iii) of Theorem 1.4, when n > 2 we have that
which shows that the definition in (2.67) fulfills the conditions in (2.66), and so (2.65) is valid in this setting. Hence, making use of (2.63), (2.64) and (2.65), up to renaming C line after line, we deduce that
These observations imply that condition (1.2) is satisfied here with γ = 3 and C depending on s, m(ξ) and Ω.
Now we deal with the case of the fractional Kirchhoff equation.
Proof of Theorem 1.5. As in the case of classical space-derivatives dealt with in the proof of Theorem 1.4, a quick proof for the non-degenerate case is available. Indeed,
and in [DVV17] it was shown that
Thus, the validity of inequality (1.2) with γ = 1 is established in this case. We now deal with the degenerate case. We fix p ∈ [2, +∞) (2.68) and we define r := s + 2 2p and v(x, t) := |u(x, t)| r .
(2.69)
We claim that
for some c 0 > 0, independent of u. To prove this, we first observe that the radicand in (2.70) is well defined, since, for every a, b ∈ R we have that 
(2.72) We also note that when u(x, t) = u(y, t) the inequality in (2.72) is trivially satisfied. Hence, without loss of generality we can suppose that
We define the function
and we claim that sup
To this end, we point out that g is regular for all λ ∈ (−1, 1), so, to establish (2.75), we only have to study the limits of g for λ → −1 + and λ → 1 − . When λ → −1 + , this limit is immediate and g(−1) = 0. On the other hand, when λ → 1 − , we see that
which is finite, thanks to (2.68). Then (2.75) holds true, as desired.
Then, using (2.75) with λ := b a
, we have that for any a, b ∈ R with |a| > |b|,
for some C > 0. Then, in view of (2.73), we can exploit (2.76) with a := u(x, t) and b := u(y, t), from which we obtain that
This and (2.69) imply (2.70), as desired. Now, fixed p as in (2.68), we set
We apply the Gagliardo-Sobolev-Slobedetskiȋ fractional immersion (for instance, in the version given in formula (2.18) of [DVV17] ) to v. In this way, for all q ∈ [1, +∞) when n zp, and for all q ∈ 1, np n − zp when n > zp, (2.78)
where the first equality comes from (2.69) and the latter equality is a consequence of (2.77). Now we choose p := max 2, s + 2 2 and q := 2sp s + 2 . (2.80)
Notice that condition (2.68) is fulfilled in this setting. Furthermore, recalling (2.77) and the assumptions in point (iii) of Theorem 1.5, we have that, when n > 2σ = zp, we have 
Hence, recalling (2.70), up to renaming C > 0, we have that
(2.81)
Notice also that, in the degenerate case, we deduce from (1.12) and (1.13) that Then, from (2.82) and (2.83),
u(x, t) − u(y, t) |u(x, t)| s−2 u(x, t) − |u(y, t)| s−2 u(y, t) dx dy |x − y| n+2σ .
Comparing this with (2.81), we conclude that
up to renaming C. This gives that hypothesis (1.2) is fulfilled in this case with γ = 3. Now we deal with the case of the magnetic operators. We start with the case of classical space-derivatives. For this, we exploit an elementary, but useful, inequality, stated in the following auxiliary result:
Lemma 2.3. Let a, b ∈ R, and α, β, t ∈ R n . Then for all t ∈ R n . To prove (2.88) we argue by contradiction and assume that inf R n f < 0.
Then, in view of (2.86) and (2.87), we have that f (t) = inf R n f < 0, (2.89) for somet ∈ R n . As a consequence, 0 = ∇f (t) = 2(a 2 + b 2 ) a(at − β) + b(bt + α) = 2(a 2 + b 2 ) (a 2 + b 2 )t − aβ + bα , which implies thatt = aβ − bα a 2 + b 2 . Thus, we substitute this information into (2.85) and we obtain that This is in contradiction with (2.89) and so it proves (2.88), which in turn imples (2.84), as desired.
With this, we are now in the position of completing the proof of Theorem 1.6 and obtain the desired decay estimates for the classical magnetic operator.
Proof of Theorem 1.6. We want to prove inequality (1.2) for the classical magnetic operator in order to apply Theorem 1.1. To this end, we aim at proving that ℜ ūN u + |u|∆|u| 0.
(2.90)
To check this, we observe 5 that we can make the computations in the vicinity of a point x for which |u(x)| > 0. Indeed, if (2.90) holds true at {|u| > 0}, we can fix ǫ > 0 and consider the function u ǫ := u + ǫ. In this way, u ǫ (x) = ǫ > 0, hence we can apply (2.90) to u ǫ and conclude that Hence, we can pass to the limit in (2.91) and obtain (2.90). Accordingly, to prove (2.90), from now on we will focus on the case in which |u| > 0. We write u = a + ib and we observe that and the latter term is nonnegative, thanks to (2.84) (applied here with t := A, α := ∇a and β := ∇b). This completes the proof of (2.90). Then, from (2.90) here and [DVV17] (see in particular the formula before (2.12) in [DVV17] , exploited here with p := 2 and m := 2), Now we deal with the fractional magnetic operator.
