We propose a family of multivariate Gaussian process models for correlated outputs, based on assuming that the likelihood function takes the generic form of the multivariate exponential family distribution (EFD). We denote this model as a multivariate generalized Gaussian process model, and derive Taylor and Laplace algorithms for approximate inference on the generic model. By instantiating the EFD with specific parameter functions, we obtain two novel GP models (and corresponding inference algorithms) for correlated outputs: 1) a Von-Mises GP for angle regression; and 2) a Dirichlet GP for regressing on the multinomial simplex.
Introduction
Gaussian process (GP) models are a non-parametric Bayesian approach to regression and classification [1] . In this work, we consider GP models with multivariate outputs, i.e, the vector observations. A simple multivariate model applies a separate GP to each dimension, thus assuming statistical independence between the output dimensions. However, this is contrary to actual multivariate observations, which tend to have significant correlation and structure. To improve on this, GP models with correlated output can be formed by passing the independent GP priors through a function, such as multi-class classification with the softmax [2] or probit functions [3, 4] , ordinal regression with a multi-probit function [5] , and a semiparametric latent factor model [6] with linear mixing. Another line of research learns the correlation between output dimensions by modeling the off-diagonal of the kernel block-matrix , e.g. multi-task [7, 8] and dependent GPs [9] . Finally, [10] shows that multiple independent GPs that share the same kernel implicitly satisfy linear output constraints, and that higher-order constraints can be modeled by transforming the output vector accordingly, although this results in multiple predictions that require additional side-information to disambiguate.
In this paper, we follow the first line of work, and propose a family of multivariate GP models, which is based on assuming that the likelihood function takes the generic form of the multivariate exponential family distribution (EFD). We call this generic model a multivariate generalized Gaussian process model (M-GGPM). We derive two approximate inference algorithms for the generic M-GGPM, using the Taylor and Laplace approximations. By instantiating the EFD with specific parameter functions, we obtain new GP regression models (and corresponding inference algorithms) for correlated outputs, e.g. the multinomials or angle vectors. The proposed M-GGPM is a nontrivial multivariate extension of the univariate generalized GP model [11] , as the M-GGPM needs additional care in handling degenerate covariances caused by constraints on the output vectors.
The remainder of the paper is organized as follows. In §2 we present the multivariate GGPM, and in §3 we derive approximate inference for the general model. Finally, in §4, we present several examples of the model along with regression experiments.
Multivariate Generalized Gaussian Process Models
In this section, we propose a general framework for multivariate GP models, based on the multivariate exponential family distribution.
Multivariate Exponential Family Distribution
The d-dimensional multivariate exponential family distribution (EFD) has the form
where θ ∈ R D is a D-dimensional parameter vector, and y ∈ Y is a d-dimensional observation vector from the set of possible observations Y (e.g., real vectors, multinomials, etc). The function
D is a mapping of y to the parameter space (i.e., sufficient statistic), and φ is a scalar dispersion parameter. The function b(θ) : R D → R is the log-partition function, where
The mean and covariance of T(y) can be computed directly from the log-partition function as
where ∇b(θ) = ∂ ∂θ b(θ) is the gradient, and
is the Hessian. The multivariate EFD encompasses a wide variety of distributions, such as the multivariate Gaussian, multinomial, Dirichlet, Von-Mises, and Wishart. A specific distribution is characterized by the parameter functions Θ = {h(y, φ), T(y), b(θ), a(φ)}. Hence, our goal is to derive a multivariate GP model where the observation likelihood takes the generic form of the multivariate EFD, as parameterized by Θ.
After deriving the generic model, along with approximate inference algorithms, creating new types of multivariate GP models requires only plugging in a particular set of parameter functions Θ.
Multivariate Generalized Gaussian Process Models (M-GGPM)
We now consider a multivariate extension of generalized GP models [11] . The model consists of three components: 1) a latent function with GP prior; 2) a noisy output, modeled as an EFD; and 3) a link function that relates the latent space and the output mean. Formally, the M-GGPM is given by
The latent function η(x) is a D-dimensional vector-valued function, where η (j) (x) is the jth dimension of the latent function (denoted by the super-script). The latent function is modeled with a multivariate GP prior, η(x) ∼ GP (0, K(x, x )), where K(x, x ) is the covariance matrix function. In this paper, we will assume that the individual latent dimensions are uncorrelated, i.e., that the GP covariance matrix is diagonal,
where k (j) (x, x ) is the covariance function for the jth latent dimension. In this case, the dimensions of the latent space act as an "independent factors", which are later combined by the EFD.
A noisy observation y is distributed according to the multivariate EFD in (1) 
The link function that causes θ(η) = η is called the canonical link function, i.e. when g(µ)
The advantage with the link function is that it allows direct specification of the trend between the latent vector and the output mean. While many trends can be represented by the kernel function (e.g., polynomial), there are some trends (e.g., logarithmic) that have no corresponding kernel function. Hence, the link function is necessary in these cases.
Notation
{x i , y i } is the ith training input/output pair, and X = [x 1 · · · x n ] is the set of n training inputs.
D is the latent vector associated with data point x i , and 
Inference
Given a training set {x i ,
, the goal is to calculate a predictive distribution of output y * given a novel input x * . The joint distribution of the latent vectors factors according to latent dimension,
where K (j) is the kernel matrix for the jth dimension, with corresponding kernel function k (j) (x, x ). Given a novel input x * , the posterior distribution of η * is also Gaussian,
where
* is the j-th cross-covariance matrix with entries k (j) (x * , x i ), and k
. Given the latent vectors, the observation log-likelihood is
Finally, using Bayes' rule, the posterior distribution is
where p(y : |X) is the marginal likelihood. Finally, given a novel x * , the posterior and predictive distributions are obtained by integrating out η (:) and η * ,
As with standard GPs, the hyperparameters of the kernel function and the dispersion can be estimated from the training data by maximizing the marginal likelihood of the training data, p(y : |X).
In general, the posterior, marginal, and predictive distributions in (9, 10, 11) cannot be computed in closed-form, and hence approximate inference is necessary.
Approximate Inference for Multivariate GGPMs
In this section, we derive two approximate inference algorithms for M-GGPMs, based on the Taylor [11] and Laplace approximations [1] . These two algorithms use the derivatives of the joint loglikelihood, which in turn can be calculated from the derivatives of the parameter functions Θ of the M-GGPM. Hence, these algorithms are applicable to any instance of the M-GGPM. Other approximate inference methods, such as expectation propagation (EP) [12] , require integrating η i out of the data likelihood, with respect to a Gaussian distribution. In general, this integral has no closed-form, and further approximation is required. EP tends to be susceptible to the quality of these integral approximations, and so finding an efficient universal integral approximation is a topic of future work.
In general, the posterior distribution is approximated as a Gaussian with meanm and covarianceV,
The approximate posterior of η * is then also Gaussian
{V,m} are determined by the type of approximation, and in many cases take the form
for some positive semidefinite matrix U (:) = P T U : P, where U : = diag(U 1 , · · · , U n ) is a block diagonal matrix, and U i approximates the inverse covariance (precision) between latent features for the ith data point. Using (14) , the posterior mean and covariance can be rewritten aŝ
is not invertible, we have assumed that (K + W (:) ) −1 can be computed without directly inverting U (:) (see §3.4 for details).
Derivatives of the observation log-likelihood
The Taylor and Laplace approximations use the derivatives of the data log-likelihood. The first derivative (as a function of η i and
is the Jacobian of θ(η i ). We also define the negative Hessian function,
For the canonical link function, we have J i = I and ∇ 2 θ(η) = 0, and these derivative functions simplify to
For convenience, we will use the shorthand u i = u(η i , y i ) and U i = U(η i , y i ). Finally, we define
(the pseudo-inverse) otherwise. Note that in both cases, u i = U i W i u i , since in the latter-case u i must be in the column-space of U i by construction.
Taylor Approximation
We next derive the Taylor approximation [11] for M-GGPM inference. In particular, the loglikelihood of y i is approximated with a 2nd-order Taylor expansion around the pointη i , log p(
. Dropping the terms of (19) that do not depend on η (:) , the Taylor approximation of the posterior p(η (:) |X, y : ) is Gaussian of the form in (14) , with mean and covariancê
wheret (:) andŨ (:) are determined by the expansion pointη i . In general,η i can be selected as a function of the observation y i . One interesting case is when expansion point isη i = g(T(y i )), i.e., we assume the observation is close to the mean. The target and inverse covariance simplify tõ
Finally, the marginal likelihood is obtained by integrating out η (:) from the joint likelihood in (19),
where r(φ) = i log p(y i |θ(η i )) +
2ũ
T iW iũi depends only on the dispersion. As a non-iterative approximation, Taylor inference is more efficient than other iterative methods (e.g. Laplace, or EP).
Laplace Approximation
The Laplace approximation is a second-order Taylor approximation at the mode of the posterior, i.e.
The maximumη (:) can be found iteratively using the Newton-Raphson algorithm. In particular,
given an initial estimateη (:) , a new estimate is found iteratively according tô
whereÛ (:) andû (:) are evaluated at the currentη (:) . The Newton iteration can also be rewritten aŝ
Given the mode, the approximate posterior is Gaussian of the form in (14) , with parameterŝ
To approximate the marginal log-likelihood, a second-order Taylor approximation is applied to the joint log-likelihood atη (:) , and η (:) is integrated out, yielding
Comparing (20) and (25) shows that the Taylor approximation can be interpreted as a one-iteration Laplace approximation starting at the expansion pointη : . Hence, we expect the Taylor approximation to give reasonable results when the expansion point is chosen wisely.
Efficient Implementation
For the Laplace and Taylor approximations, the main computational bottleneck is in inverting (I + U (:) K). In general, K is block diagonal and U (:) is not block diagonal. Hence, naively calculating this inverse has complexity O(n 3 D 3 ). The efficiency can be improved if the negative Hessian function takes a particular form, namely
where Γ i = diag(γ i ) is a diagonal matrix and γ i ∈ R D , ω i ∈ R D models correlation between latent dimensions in the Hessian, and a i ∈ R. Γ : , Ω : , and A are the corresponding (block) diagonal matrices. Reordering by latent dimension to get U (:) , and applying the matrix inversion lemma,
where Γ (:) = P T Γ : P is the reordered diagonal matrix, and Ω (:) = P T Ω : is a stack of diagonal matrices with
, and
Next, we look at efficiently computing (K + W (:) ) −1 using only U (:) . Substituting with (29) and applying the matrix inversion lemma yields,
. Next, we apply the matrix inversion lemma to (K −1 + U (:) ) −1 and use (30), (30, 31, 32) , the inversion of a nD × nD matrix has been reduced to inverting B, a block-diagonal matrix with n × n block entries, and the n × n matrixÂ. Hence, the overall complexity is reduced to O(Dn 3 ). In addition, these inverses can be calculated without explicitly inverting U i , thus avoiding problems when U i is singular. A similar trick was used to calculate (30, 31) for multi-class GPC in [2, 1] , and here we have derived a more general case. Finally, the log-determinant can also be computed efficiently by applying the matrix determinant lemma, |I + U (:) K| = |Â −1 ||Γ (:) ||B||A|, which reduces to calculating determinants of n × n matrices.
Examples and Experiments
In this section, we present several models derived from the M-GGPM, along with experiments.
Multinomial Distribution
We first consider the d-dim. multinomial distribution over normalized counts
where 0 ≤ π ≤ 1 is the vector of probabilities, and N is the number of trials. Setting θ = log π, the exponential family parameters are
Assuming the canonical link function, the derivative functions are
1 T e η i . The Hessian U i can be written in the efficient form of (28), but is degenerate. W i is the pseudo-inverse of U i when c = 1, and a generalized-inverse otherwise. For N = 1, the multinomial-GGPM is identical to multi-class GP classification with the soft-max function [2, 1] .
We next consider the Taylor approximation for multinomial-GGPM. The target vector forη i is
Ignoring the class information and setting the expansion point tõ η i = 0, we obtain the Taylor target and Hessian matrices
If the class counts are only {0, 1}, then each observation is y i = e j , and the corresponding target t i is a vector with d − 1 in index j, and −1 otherwise. Hence, for each latent dimension, the target t
contains d − 1 for all examples in class j (positive classes), and −1 otherwise (negative classes). Therefore, the Taylor approximation for multi-class GPC can be interpreted as implementing a set of 1-vs-all label regression classifiers. WithW i further approximated as a diagonal noise matrix (by setting c = 0), the Taylor approximation yields d independent GP label regression classifiers, where N act as a hyperparameter similar to σ 2 in GPR. This interpretation of 1-vs-all GP label regression as a Taylor approximation of multi-class GPC offers a theoretical justification for why label regression tends to work work well in practice, e.g. in [13] .
Finally, using a single latent dimension (D = 1), GP ordinal regression [5] is obtained by setting
, where Φ(x) is the cumulative Gaussian function and b j are the interval mappings that divide η into ordinal bins.
Von-Mises Distribution
The Von-Mises distribution is a circular distribution over radian angles y ∈ R given by
where µ ∈ R is the circular mean, κ > 0 is the concentration, and I n (κ) is the modified Bessel function of the first kind. Setting θ = κ cos µ κ sin µ , the exponential family parameters are
where κ i = η i is the length of η i , and the constants are c 1 (κ) =
. Note that the latent vector η models both the concentration (via the length) and the circular mean (via the angle) of the Von-Mises distribution. In addition, the Hessian can be written in the form of (28), allowing for a more efficient implementation. For the Taylor approximation, we set the expansion point to the observed directionη i = T(y i ), resulting iñ
where c 1 = c 1 (1), c 2 = c 2 (1) and c 3 = c 3 (1). The targets are scaled versions of T(y i ), while the noise adds additional variance in the direction of these targets.
We experiment with the Von-Mises GGPM for predicting the orientation of a shape, given noisy observations of the corners. A triangle is formed by randomly sampling three points from a 2-d unit Gaussian distribution, and an arbitrary ground-truth heading is sampled from a uniform distribution over [−π, π). Noisy observations of the shape are generated by randomly rotating the triangle, followed by adding Gaussian noise (σ = 0.1) to the points. A Von-Mises GGPM is learned using either the Taylor or Laplace approximations (VM-Tay and VM-Lap), where each input vector is the concatenation of the triangle points (the point ordering is known), and the output value is the observed heading. The hyperparameters are estimated by maximizing marginal likelihood. Next, given a novel (noisy) triangle, the heading is estimated as the predictive mean. Figures 1a and 1b show examples of the training shapes, and the corresponding predictive and latent distributions.
The absolute error of the prediction was calculated by averaging over 50 trials with 100 test triangles per trial. For comparison, we also report the errors for standard GPR (GP), the quadraticallyconstrained GP 1 (CGP) [10] , and nearest-neighbors (NN). Figure 1c presents the prediction error for different training sizes, using the best kernel (linear or RBF) for each method. Both versions of the Von-Mises GGPM perform significantly better than GP, CGP, and NN. In addition, while the Laplace approximation is more accurate than the Taylor approximation when the training size is small, the difference in performance is not significant when the training size is increased. Finally, we compare to non-linear least square (NLS), which is an optimal solution that directly uses the functional form of the rotation matrix. The Von-Mises GGPM performs similarly to NLS, especially for larger training sizes, even though the M-GGPM does not use any specific assumptions about the rotation model.
Dirichlet Distribution
The Dirichlet distribution is a distribution over the d − 1 simplex (i.e., d-dim. probability vectors),
where α > 0, and B(α) is the Beta function. Setting θ = α, the exponential family parameters are Because θ = α, there is an implicit restriction that θ > 0. Hence, we select θ(η) as the logistic error function, which ensures θ is positive, while modeling a linear trend between between η and θ,
Using this parameterization, the derivative functions are
is the polygamma function of order n. The Hessian is of the form in (28), allowing for efficient inference. For the Taylor approximation, we set the expansion point to be the observation,η i = y i .
We conduct two experiments with the Dirichlet-GGPM. The first task is to recover a probability distribution from a noisy (quantized) distribution. Random samples are drawn around three 2-d Gaussians, and a vector is formed with the posterior probability of the sample belonging to each Gaussian. Next, the probabilities are quantized by thresholding the probability vector at 0.2, and renormalizing. The Dirichlet-GGPM is used to recover the underlying probability distribution of test points given a training set of points and noisy probability vectors. CGP and binary GP classification (GPC) are also trained for comparison. All models used the RBF kernel, and hyperparameters were estimated by maximizing the marginal likelihood. Figure 2 presents the training set and the predicted probability maps. Dirichlet-GGPM is able to recover the underlying probability vectors, with mean absolute error (MAE) of 0.072. On the other hand, CGP only ensures the linear constraint of the probability vector, but does not enforce that the entries are probabilities. Values not in [0, 1] must be truncated, resulting in artifacts in prediction (MAE of 0.16). Finally, because GPC assumes independent output dimensions, the 1-vs-all class probabilities must be normalized, resulting in poorly calibrated probability distributions (MAE of 0.17)
We also apply Dirichlet-GGPM to an image annotation task, for mapping image features (HUV color hisograms) to probabilities of semantic concepts. This is similar to the synthetic experiment above, in that the training labels only indicate the presence/absence of the concept, and not the actual probability. Given a test image, the Dirichlet-GGPM predicts the probabilities of the semantic concepts, which is then used for ranked annotation. The dataset consists of 482 images that are labeled with the 10 most frequent annotations of the Corel5k dataset [14] . 300 images were used for training, with the remainder reserved for testing. The Dirichlet-GGPM was trained with the RBF kernel, and compared to two baseline models, binary GPC (treating each label as a 1-vs-all classification task), and annotations based on the most frequent labels ("hard ranking"). Figure  3 show the average per-word F-score for annotation with k labels, with results averaged over 10 random splits of the training/test data. Dirichlet-GGPM outperforms the other models significantly on the top-ranked annotations. 
