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Abstract
This paper involves related inverse eigenvalue problems of reﬂexive matrices and their optimal approximation,
the sufﬁcient and necessary conditions under which the solvable problems of inverse eigenvalue, and the general
provided form of the solution. Furthermore, the algorithm to compute the optimal approximate solution and some
numerical experiments are given.
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1. Introduction
First some symbols and notations are introduced. Let Rn×m denote the set of all n × m real matrices,
ORn×n denote the set of all n×n orthogonal matrices, CSRn×n denote the set of all n×n centrosymmetric
matrices, A+ be the Moore–Penrose generalized inverse of matrix A, Ik be the identity matrix of order
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k, ‖ · ‖ be the Frobenius norm of a matrix, rank (A) denote the rank of matrix A, for A,B ∈ Rn×m,
(A,B) = tr(BTA) denote the inner product of matrices A and B, then Rn×m is a Hilbert inner product
space, the norm of a matrix generated by the inner product is the Frobenius norm.
Deﬁnition 1. A matrix P ∈ Rn×n is said to be a generalized reﬂection matrix if P satisﬁes that P T =
P, P 2 = I (to see [2–4,20,23]).
In this paper, without special statement, we assume that P is a given generalized reﬂection matrix.
Deﬁnition 2. Let P ∈ Rn×n be a given generalized reﬂection matrix. A matrix A ∈ Rn×n is said to be
an n× n reﬂexive matrix with respect to P if A satisﬁes A=PAP; we denote the set of all n× n reﬂexive
matrices by Rn×nr (P ). A matrix A ∈ Rn×n is said to be an n× n anti-reﬂexive matrix with respect to P if
A satisﬁes A=−PAP; we denote the set of all n× n anti-reﬂexive matrices by Rn×na (P )(to see [2,4,20]).
It is easy to see that Rn×nr (P ) and Rn×na (P ) are the subspaces of Rn×n.
Let ei be the ith column of the identity matrix In(i=1, 2, . . . , n) and Sn=(en, en−1, . . . , e1). IfP =Sn,
then Rn×nr (P ) = CSRn×n.
Then the problems studied in this paper are described below.
Problem I (Matrix inverse eigenvalue problem). Given X = (x1, x2, . . . , xm) ∈ Rn×m, S ⊆ Rn×n,
 = diag(1, 2, . . . , m) ∈ Rm×m. Find A ∈ S such that
AX = X,
where 1, 2, . . . , m are eigenvalues of matrix A, xi is a eigenvector of matrix A associated with i (i =
1, 2, . . . , m).
Problem II (Optimal approximation problem). Given A˜ ∈ Rn×n, ﬁnd A∗ ∈ SE such that
‖A˜ − A∗‖ = infA∈SE‖A˜ − A‖,
where SE is the solution set of Problem I.
These problems initially arose in the design and modiﬁcation of mass-spring systems and dynamic
structures [8,9,14,19] have been applied in various areas [1,6–19,21,22], such as the discrete analogue
of inverse Sturm–Liouville problem, vibration design and structural design. Many important results have
been achieved on the discussions of the above problems associated with many kinds of matrix set S,
such as Jacobi matrices, symmetric (nonnegative deﬁnite) matrices, bisymmetric (nonnegative deﬁnite)
matrices, centro-symmetric matrices, symmetric orth-symmetric matrices and so on, we refer the readers
to [1,6–19,21,22].
Reﬂexive matrices usually arise in the analysis of dynamic structures (see [2–5,20,23]), but when S is
the set of reﬂexive matrices, the above problems have not been discussed yet, this paper will study these
problems.
The paper is organized as follows.At ﬁrst, we will discuss the structure and properties of Rn×nr (P ), and
derive the solvability conditions of Problem I and its solution’s expression in Section 2. Then in Section
3, we will prove the existence and uniqueness of the solution for Problem II, and give the expression of
the solution. Finally, some algorithms and numerical experiments are provided.
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2. Solvability conditions of Problem I in case of S = Rn×nr (P )
Let P ∈ Rn×n be a given generalized reﬂection matrix. We ﬁrst discuss the structure and properties of
Rn×nr (P ) and Rn×na (P ).
Lemma 1. (i) A ∈ Rn×nr (P ) if and only if PA = AP, (ii) A ∈ Rn×na (P ) if and only if PA = −AP.
By Deﬁnitions 1 and 2, it is easy to prove Lemma 1.
Lemma 2. Rn×n = Rn×nr (P )+˙Rn×na (P ).
To prove Lemma 2, we only prove that for any A ∈ Rn×n, there exist unique A1 ∈ Rn×nr (P ) and
A2 ∈ Rn×na (P ) such that A1 + A2 = A and (A1, A2) = 0.
Proof. (i) For any A ∈ Rn×n, set
A1 = A + PAP2 , A2 =
A − PAP
2
. (2.1)
It is easy to see that
A1 ∈ Rn×nr (P ), A2 ∈ Rn×na (P ) and A1 + A2 = A. (2.2)
(ii) If there exist another A′1 ∈ Rn×nr (P ) and A′2 ∈ Rn×na (P ) such that
A′1 + A′2 = A. (2.3)
Subtracting (2.2) from (2.3) yields
A1 − A′1 = A′2 − A2. (2.4)
Multiplying (2.4) on the left- and the right-hand side byP, respectively, and by use ofA1−A′1 ∈ Rn×nr (P )
and A′2 − A2 ∈ Rn×na (P ), we obtain
A1 − A′1 = A2 − A′2. (2.5)
Combining (2.4) and (2.5) gives A1 = A′1, A2 = A′2.
(iii) For any A ∈ Rn×nr (P ) and B ∈ Rn×na (P ), it follows from Deﬁnition 2 that
A = PAP, B = −PBP.
By using the orthogonality of P, we have
(A,B) = tr(BTA) = −tr(PBTAP) = −tr(BTA).
Therefore, tr(BTA) = 0, i.e. (A,B) = 0.
Combining (i)–(iii) gives the proof of Lemma 2. 
Lemma 3. Given A˜ ∈ Rn×n, then there exist unique A˜1 ∈ Rn×nr (P ) and A˜2 ∈ Rn×na (P ) such that
A˜ = A˜1 + A˜2 and (A˜1, A˜2) = 0. Where
A˜1 = A˜ + P A˜P2 , A˜2 =
A˜ − P A˜P
2
.
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It follows from the proof of Lemma 2 that Lemma 3 is obvious.
Set
P1 = 12 (I + P), P2 =
1
2
(I − P). (2.6)
It is easy to prove that P1, P2 are orthogonal projection matrices, that is,
P 21 = P T1 = P1, P 22 = P T2 = P2, P1P2 = 0, P1 + P2 = I .
Let rank(P1) = r , then rank(P2) = n − r.And let
P1 = U1UT1 , P2 = U2UT2 , U1 ∈ Rn×r , U2 ∈ Rn×(n−r). (2.7)
Set U = (U1, U2), then
U ∈ ORn×n, P = P1 − P2 = U1UT1 − U2UT2 . (2.8)
Lemma 4. A ∈ Rn×nr (P ) if and only if that there exist M ∈ Rr×r , H ∈ R(n−r)×(n−r) such that
A = U
(
M 0
0 H
)
UT.
Proof. For any M ∈ Rr×r and H ∈ R(n−r)×(n−r), set
A = U
(
M 0
0 H
)
UT
then
PAP = (U1UT1 − U2UT2 )(U1, U2)
(
M
0 H
)(
UT1
UT2
)
(U1U
T
1 − U2UT2 )
= (U1,−U2)
(
M 0
0 H
)(
UT1
−UT2
)
= (U1, U2)
(
M 0
0 H
)(
UT1
UT2
)
= A.
This implies that A ∈ Rn×nr (P ).
Conversely, for anyA ∈ Rn×nr (P ), it follows from Deﬁnition 2 and Lemma 1 that
AP = PA, PAP = A,
then, by (2.6) and (2.7),
P1AP2 = I + P2 A
I − P
2
= 1
4
(A + PA − AP − PAP) = 0,
P2AP1 = I − P2 A
I + P
2
= 1
4
(A − PA + AP − PAP) = 0,
A = IAI = (P1 + P2)A(P1 + P2) = P1AP1 + P1AP2 + P2AP1 + P2AP2
=P1AP1 + P2AP2 = U1UT1 AU1UT1 + U2UT2 AU2UT2 .
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Set M = UT1 AU1, H = UT2 AU2, then M ∈ Rr×r , H ∈ R(n−r)×(n−r), and
A = U1MUT1 + U2HUT2 = (U1, U2)
(
M 0
0 H
)(
UT1
UT2
)
= U
(
M 0
0 H
)
UT.
This completes the proof. 
Lemma 5 (Sun [17]). Given X1 ∈ Rr×m, = diag(1, 2, . . . , m) ∈ Rm×m. Let the SVD of X1 be
X1 = W
(
1 0
0 0
)
V T = W11V T1 , (2.9)
where W = (W1,W2) ∈ ORr×r , V = (V1, V2) ∈ ORm×m, W1 ∈ Rr×r1 , V1 ∈ Rm×r1 , r1 = rank(X1),
1 = diag(1, . . . , r1), i > 0, 1ir1. Then AX1 = X1 is solvable in Rr×r if and only if
X1X
+
1 X1 = X1,
and its general solution can be expressed as
A = X1X+1 + GWT2 , ∀G ∈ Rr×(r−r1).
Theorem 1. Given X ∈ Rn×m,  = diag(1, 2, . . . , m) ∈ Rm×m. Set
UTX =
(
X1
X2
)
, X1 = UT1 X ∈ Rr×m, X2 = UT2 X ∈ R(n−r)×m. (2.10)
Let the SVD of X1 be (2.9) and the SVD of X2 be
X2 = Q
(
2 0
0 0
)
ZT = Q12ZT1 , (2.11)
where Q = (Q1,Q2) ∈ OR(n−r)×(n−r), Z = (Z1, Z2) ∈ ORm×m, Q1 ∈ R(n−r)×r2 , Z1 ∈ Rm×r2 ,
r2 = rank(X2), 2 = diag(1, 2, . . . , r2), i > 0, 1ir2. Then AX = X is solvable in Rn×nr (P ) if
and only if
X1X
+
1 X1 = X1, X2X+2 X2 = X2, (2.12)
and its general solution can be expressed as
A = A0 + U
(
G1W
T
2 0
0 G2QT2
)
UT, ∀G1 ∈ Rr×(r−r1) and G2 ∈ R(n−r)×(n−r−r2), (2.13)
where
A0 = U
(
X1X
+
1 0
0 X2X+2
)
UT, (2.14)
U is deﬁned in (2.8).
Proof. We ﬁrst prove the necessity. Assume that Problem I is solvable. Let A be its solution, it follows
from Lemma 4 that there exist M ∈ Rr×r , H ∈ R(n−r)×(n−r) satisfying
A = U
(
M 0
0 H
)
UT and AX = X. (2.15)
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That is,(
M 0
0 H
)(
X1
X2
)
=
(
X1
X2
)
.
i.e.
MX1 = X1,
HX2 = X2.
Therefore, by Lemma 5,
X1X
+
1 X1 = X1, X2X+2 X2 = X2, (2.16)
and there exist G1 ∈ Rr×(r−r1) and G2 ∈ R(n−r)×(n−r−r2) such that
M = X1X+1 + G1WT2 , (2.17)
H = X2X+2 + G2QT2 . (2.18)
Substituting (2.17) and (2.18) into (2.15) gives (2.13).
Next we prove the sufﬁciency.
Suppose that (2.12) holds. For any G1 ∈ Rr×(r−r1) and G2 ∈ R(n−r)×(n−r−r2), (2.13) determines a
matrix A, which belongs to Rn×nr (P ) by Lemma 6 and satisﬁes
AX = U
(
X1X
+
1 0
0 X2X+2
)
UTX + U
(
G1W
T
2 0
0 G2QT2
)
UTX
=U
(
X1X
+
1 0
0 X2X+2
)(
X1
X2
)
+ U
(
G1W
T
2 0
0 G2QT2
)(
X1
X2
)
.
Since WT2 X1 = 0 and QT2X2 = 0, from (2.12) and (2.10), it follows that
AX = U
(
X1
X2
)
= X.
This indicates that A is a solution of Problem I. The proof is completed. 
3. The expression of the solution of Problem II
When the solution set SE of Problem I is nonempty, it is easy to verify that SE is a closed convex set,
therefore, we have the following result.
Theorem 2. Given A˜ ∈ Rn×n.Under the hypotheses of Theorem 1, if Problem I is solvable, then Problem
II has a unique solution A∗, which can be expressed as
A∗ = A0 + U
(
A˜11W2W
T
2 0
0 A˜22Q2QT2
)
UT, (3.1)
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where A0, U are the same as in (2.14) and (2.8), respectively,
A˜11 = UT1 (A˜1 − A0)U1, A˜22 = UT2 (A˜1 − A0)U2, A˜1 =
A˜ + P A˜P
2
. (3.2)
Proof. Because SE is a closed convex set, Problem II has a unique solution A∗ by [20]. By Theorem 1,
for any A ∈ SE , A can be expressed as
A = A0 + U
(
G1W
T
2 0
0 G2QT2
)
UT, G1 ∈ Rr×(r−r1), G2 ∈ R(n−r)×(n−r−r2). (3.3)
By Lemma 3, for given A˜ ∈ Rn×n, there exist unique A˜1 ∈ Rn×nr (P ) and A˜2 ∈ Rn×na (P ) such that
A˜ = A˜1 + A˜2 and A˜1 = A˜ + P A˜P2 , A˜2 =
A˜ − P A˜P
2
, (A˜1, A˜2) = 0. (3.4)
Set
UT(A˜1 − A0)U =
(
A˜11 A˜12
A˜21 A˜22
)
, (3.5)
where
A˜11 = UT1 (A˜1 − A0)U1, A˜22 = UT2 (A˜1 − A0)U2,
A˜21 = UT2 (A˜1 − A0)U1, A˜12 = UT1 (A˜1 − A0)U2. (3.6)
For any A ∈ SE , by use of Lemma 2 and the orthogonality of U, we obtain
‖A˜ − A‖2 =
∥∥∥∥A˜1 − A0 − U
(
G1W
T
2 0
0 G2QT2
)
UT + A˜2
∥∥∥∥
2
=
∥∥∥∥A˜1 − A0 − U
(
G1W
T
2 0
0 G2QT2
)
UT
∥∥∥∥
2
+ ‖A˜2‖2
=
∥∥∥∥UT(A˜1 − A0)U −
(
G1W
T
2 0
0 G2QT2
)∥∥∥∥
2
+ ‖A˜2‖2
= ‖A˜11 − G1WT2 ‖2 + ‖A˜22 − G2QT2‖2 + ‖A˜12‖2 + ‖A˜21‖2 + ‖A˜2‖2.
Thus, ‖A˜ − A‖ = minA∈SE is equivalent to
‖A˜11 − G1WT2 ‖ = min
G1∈Rr×(r−r1)
and ‖A˜22 − G2QT2‖ = min
G2∈R(n−r)×(n−r−r2)
. (3.7)
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Applying the orthogonality of W and WT1 W2 = 0, WT2 W2 = Ir−r1 , we have
‖A˜11 − G1WT2 ‖2 = ‖A˜11W − G1WT2 W‖2 = ‖A˜11W1‖2 + ‖A˜11W2 − G1‖2.
Therefore, when
G1 = A˜11W2, (3.8)
‖A˜11 − G1WT2 ‖ reaches its minimum. Similarly, when
G2 = A˜22Q2, (3.9)
‖A˜22 − G2QT2‖ attains its minimum.
Substituting (3.8) and (3.9) into (3.3) yields (3.1). The proof is completed. 
Now we give the procedure to compute the optimal approximate solution A∗ of Problem II and two
experiment examples.
Algorithm
(1) Input , X, P .
(2) Calculate P1, P2, U1, U2, U according (2.6) and (2.7).
(3) Compute X1, X2 according to (2.10).
(4) Find the SVDs of X1, X2 according to (2.9) and (2.11).
(5) If (2.12) holds, then continue; otherwise, go to (1).
(6) Compute A0 according to (2.14).
(7) Compute A˜1, A˜11, A˜22 according to (3.2).
(8) According to (3.1) calculate A∗.
Example 1. Let n = 4,m = 3. Given
A˜ =
⎛
⎜⎝
1.5 0 −2 0
0 1.5 0 3.5
1.2 3 −1 4
0 0.5 2 −3.5
⎞
⎟⎠ , X =
⎛
⎜⎝
1 3 3
0 1 −1
0 1 −1
−1 3 3
⎞
⎟⎠ ,
P =
⎛
⎜⎝
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
⎞
⎟⎠ ,  = diag(1, 2, 0).
Using the software “MATLAB”, we obtain the unique solution A∗ of Problem II
A∗ =
⎛
⎜⎝
1.0000 2.3750 0.6250 0.0000
0.1667 −0.1250 1.1250 0.1667
0.1667 1.1250 −0.1250 0.1667
0.0000 0.6250 2.3750 1.0000
⎞
⎟⎠ .
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Example 2. Let n = 4,m = 3. Given
A˜ =
⎛
⎜⎝
1.5 0 −2 0
0 1.5 0 3.5
1.2 3 −1 4
0 0.5 2 −3.5
⎞
⎟⎠ , X =
⎛
⎜⎝
0 0 2
1 0 1
−1 0 1
0 3 11
⎞
⎟⎠ ,
P =
⎛
⎜⎝
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
⎞
⎟⎠ ,  = diag(1, 2, 3).
Using the software “MATLAB”, we obtain the unique solution A∗ of Problem II
A∗ =
⎛
⎜⎝
3.1667 −0.1667 −0.1667 0.0000
0.6167 1.3833 0.3833 0.0000
0.6167 0.3833 1.3833 0.0000
2.8333 2.6667 2.6667 2.0000
⎞
⎟⎠ .
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