A recently proposed technique for common-multiplicand multiplication of binary numbers is shown to be applicable to signed-digit numbers. We prove that multiplication of a single k-bit multiplicand by n k-bit multipliers can be performed using 0:306nk additions for canonically recoded signed-digit numbers, while the binary case requires 0:375nk additions.
Multiplication of Binary Numbers
Let X and Y 1 ; Y 2 ; : : : ; Y n bek-bit 2's complement or unsigned binary numbers such that n 2. We want to compute the numbers P 1 ; P 2 ; : : : ; P n such that P i = XY i for all 1 i n. Applications of this computation is found in cryptography; for example, the RSA algorithm 6 requires computation of modular exponentiations. The exponentiation operation is broken into a series of squaring and multiplication operations by the use of the binary method 3 . The right-to-left binary method performs a series of multiplication operations, in which a common multiplicand is multiplied by several multipliers.
The standard algorithm computes P i = X Y i separately for each i, which takes n multiplications. Assuming that each Y i is a k-bit quantity, each multiplication requires on average k=2 additions, since randomly distributed k-bit binary numbers will have a Hamming weight of k=2. Thus, the standard algorithm requires nk=2 additions in the average case.
A more e cient method is given in 7 . Let t n. We It was shown in 7 that, using this technique, only 3nk=8 = 0 :375nk additions will be required in the average case to perform n k -bit common-multiplicand multiplications.
Signed-Digit Numbers
Recoding techniques Booth recoding, bit-pair recoding, etc. for sparse representations of binary numbers have been e ectively used in multiplication algorithms 4 . For example, the original Booth recoding technique scans the bits of the multiplier one bit at a time, and adds or subtracts the multiplicand to or from the partial product, depending on the value of the current bit and the previous bit. The modi ed versions of the Booth algorithm scan the bits of the multiplier two bits at a time or three bits at a time. These techniques are equivalent in the sense that the identity , respectively. The recoding is called canonical if it contains no adjacent nonzero digits. The canonical signeddigit vector can be constructed by the algorithm of Reitwiesner 5 . Reitwiesner's algorithm computes the recoded number starting from the least signi cant digit and proceeding to the left. First the auxiliary carry variable C 0 is set to 0 and subsequently the binary numberA is scanned two bits at a time. The canonically recoded digit B i and the next value of the auxiliary binary variable C i+1 for i = 0 ; 1; 2; : : : ; n are generated using Table 1 . 
As an example, when A = 3038, we compute the canonical signed-digit vector B as A = 0101111011110 = 1010000100010=B .
Note that in this example the number A contains 9 nonzero bits, while its canonically recoded version contains only 4 nonzero digits. It has been shown 1, 2 that the average Hamming weight of a k-bit canonically recoded binary number approaches k=3 a s k ! 1 .
Multiplication Algorithm
Let X beak-bit binary number, and Y 1 ; Y 2 ; : : : ; Y n bek-digit canonically recoded numbers. We will assume that k is su ciently large so that the average Hamming weight o f Y i is approximately equal to k=3. Common-multiplicand multiplication using the standard method requires n multiplications, each of which requires k=3 additions on the average. Thus, a total of nk=3 additions will be required. In order to apply the technique of 7 , we rst de ne the^and operators over the set f0; 1; ,1g
as follows: we can compute P i = P i;c P c = X Y i;c + Y c . We compute P i for all 1 i n by breaking the set Y 1 ; Y 2 ; : : : ; Y n up into bn=tc subsets with t-element each, and 1 subset with n mod t elements.
We assume that the two possible non-zero digits, 1 and ,1, occur with equal probability. Furthermore, since P r 0 = 2=3, we have P r 1 = P r ,1 = 1 =6. Now, note the behavior of the new^operator, as de ned above. Given Q 1 ; Q 2 ; : : : ; Q t with Q i 2 f 0; 1; ,1g for all 1 i t, w e compute Q c = Q 1^Q2 Q t . Q c will be equal to 1 if and only if Q i = 1 for all 1 i t. Similarly, Q c will be equal to ,1 if and only if Q i = ,1 for all 1 i t. In all other cases, Q c will be equal to zero. As a result, P r Q c = 1 = P r 1 t = 6 ,t and P r Q c = ,1 = P r ,1 t = 6 ,t .
Thus, the average Hamming weight o f Y c is equal to 2 6 ,t k, and the average Hamming weight for each of the Y i;c terms is equal to k=3 , 2 6 ,t k = 1 , 6 ,t+1 k=3 . Thus, the total numberof additions needed to perform common-multiplicand multiplication on t numbers is found as 2 6 ,t k + 1 , 6 ,t+1 k=3 t . Ignoring the additions required to compute P i = P i;c +P c , w e compute the performance improvement over the standard algorithm as t=3 2 6 ,t + 1 , 6 ,t+1 1=3 t . By inserting appropriate values of t, we can determine the increase in performance for commonmultiplicand multiplication of canonically recoded numbers. As was the case for binary numbers, it is easily shown that the performance improvement is maximized when t = 2. Larger arrays can be dealt with by breaking the array up into pairs. By substituting 2 for t into the above formula, we calculate that the performance improvement for the canonically recoded numbers as 12=11. Thus, the common-multiplicand multiplication of n k-digit canonically recoded numbers takes nk 1=3 12=11 = 11nk=36 0:306nk additions.
