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ABSTRACT. – In order to investigate the linearized stability or instability of compressible flows, as it
occurs for instance in Rayleigh–Taylor or Kelvin–Helmholtz instabilities, we consider the linearization at a
material discontinuity of a flow modeled by a multidimensional nonlinear hyperbolic system of conservation
laws. Restricting ourselves to the plane-symmetric case, the basic solution is thus a one-dimensional contact
discontinuity and the normal modes of pertubations are solutions of the resulting linearized hyperbolic
system with discontinuous nonconstant coefficients and source terms. While in Eulerian coordinates, the
linearized Cauchy problem has no solution in the class of functions, we prove that for a large class of
systems of conservation laws written in Lagrangian coordinates and including the Euler and the ideal
M.H.D. systems, there exists a unique function solution of the problem that we construct by the method
of characteristics. Ó Elsevier, Paris
Keywords: Multidimensional systems of conservation laws, Lagrangian description, Linear hyperbolic
systems, Compressible flows
Introduction
Investigating the stability of flows is a classical problem in Fluid Mechanics. The first step
in its solution consists in studying the linearized stability of a given fluid flow, called the basic
flow, i.e., in studying the asymptotic behavior in time of the linearized fluid equations at the basic
flow. If we neglect the dissipative phenomena such as viscosity, heat conduction, resistivity, . . . ,
the flow is usually modeled through a nonlinear hyperbolic system of conservation laws. If there
is no difficulty in linearizing the system of conservation laws at a smooth basic solution, this
is no longer the case when the basic solution presents discontinuities such as shock waves,
contact discontinuities. . . Indeed the associated linearized hyperbolic system has discontinuous
coefficients and the corresponding Cauchy problem is not well posed in general at least in any
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2 E-mail: olazabal@bruyeres.cea.fr
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class of functions. This difficulty is classically overcomed by linearizing the nonlinear system
in the domains of smoothness of the basic solution and linearizing the Rankine–Hugoniot jump
conditions at the discontinuities: see for instance [10,11]. However such an approach, although
natural for theoretical purposes, is not well suited for a numerical investigation of the linearized
stability. In fact, it is possible to give a sense to the solution of the Cauchy problem for the
linearized hyperbolic system when the basic solution is discontinuous, at the expense of looking
for a measure solution and using a convenient definition of the nonconservative product of a
discontinuous function and a Dirac measure: see [5,7] and also [1] for a complete analysis in the
case of a single conservation law. Moreover, such a measure solution can be easily approximated
by means of numerical methods which thus provide reliable and accurate predictions of stability
or instability at a fairly low computational cost (cf. [3,12]).
In this paper, we consider the case where the basic solution is a one-dimensional material
contact discontinuity: this situation occurs when studying the Rayleigh–Taylor or the Kelvin–
Helmholtz instability. For analyzing such an instability, it appears often convenient to work in
Lagrangian coordinates so that the unperturbed material contact discontinuity remains fixed.
The purpose of the paper is to show that, in such a case, the linearized Cauchy problem is
indeed solvable in the class of functions although this is no longer true when passing in Eulerian
coordinates.
The plan of the paper is as follows. In Section 1, we introduce a general system of conservation
laws which includes the Euler equations of gas dynamics and the ideal M.H.D. equations and we
present the linearization procedure of this system in Eulerian coordinates. Section 2 is devoted
to the description of the linearization procedure in Lagrangian coordinates. In Section 3, we
restrict ourselves to the plane-symmetric case and we define the linearized system that we want
to study. We analyze in Section 4 the simplest possible case where the basic solution is a material
contact discontinuity connecting two constant states so that the linearized hyperbolic system has
piecewise constant coefficients and we restrict ourselves to longitudinal perturbations. Assuming
fairly general properties of the nonlinear hyperbolic system shared by any one-dimensional fluid
model in Lagrangian coordinates, we are able to construct a function solution of the linearized
Cauchy problem by the method of characteristics. In Section 5, we generalize the techniques
of Section 4 in two directions. On the one hand, we consider the case of a material contact
discontinuity connecting two smooth parts of the flow. On the other hand, we consider transverse
perturbations. In each case, we are again able to construct a function solution of the linearized
problem. For numerical illustrations of the results obtained in this paper, we refer to [3,12].
1. Linearization of systems of conservation laws in Eulerian coordinates
Many nonlinear hyperbolic systems of conservation laws arising in fluid models can be written
in the form: 
∂ρ
∂t
+∇ · (ρu)= 0,
∂φ
∂t
+∇ · (φ ⊗ u+ f (ρ,φ))= 0.(1.1)
In (1.1) ρ denotes the mass density of the fluid, φ = (φ1, . . . , φp−1)T the vector of the other
conservative variables, u= (u1, u2, u3)T = u(ρ,φ) the velocity of the fluid and
f = (fij ) 16i6p−1
16j63
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a (p− 1)× 3 tensor. Note that in (1.1) we have distinguished the equation of continuity from the
other conservation laws.
Setting
f j = (f1j , . . . , fp−1,j )T , 16 j 6 3,
and
U
(
ρ
φ
)
, F j (U )=
(
ρuj
ujφ + f j (ρ,φ)
)
, 16 j 6 3,(1.2)
the system (1.1) reads:
∂U
∂t
+
3∑
j=1
∂
∂xj
F j (U)= 0.(1.3)
Let us give two examples of such a system (1.1) that we will considered in the sequel.
Example 1. – The inviscid Euler equations of gas dynamics. They are obtained by choosing:
φ =
(
ρu
ρe
)
, f =
(
pI 3
puT
)
,
where e = ε + 12u2 is the total specific energy, ε the specific internal energy, p = p(ρ, ε) the
pressure and I 3 denotes the 3× 3 unit tensor.
Example 2. – The ideal M.H.D. equations. We take here:
φ =

ρu
B
ρe∗,
 , f =

p∗I 3 − 1
µ0
B ⊗B
−u⊗B
p∗uT − 1
µ0
(u ·B)BT
 ,
where B = (B1,B2,B3)T is the magnetic field, µ0 the magnetic permeability of vacuum and
p∗ = p+ 1
2µ0
B2, e∗ = e+ 1
2µ0
B2
are respectively the total pressure and the total specific energy of the magnetized fluid.
Next, we are given a solutionU0 of the system (1.1) or (1.3) called hereafter the basic solution.
The linearized equations for the perturbations U1 of the basic solution U0 are obtained in the
following standard way: we write
U =U0 + εU 1 + · · · ,(1.4)
where ε stands for a small parameter and we consider in (1.3) the terms of order 1 in ε which
gives:
∂U 1
∂t
+
3∑
j=1
∂
∂xj
(
Aj
(
U 0
)
U1
)= 0,(1.5)
where Aj (U) is the Jacobian matrix of F j (U), 16 j 6 3.
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Note that this linearization procedure makes sense if U0 is a “smooth” basic solution. Indeed
in the sequel we will consider the case whereU 0 is a material contact discontinuity and therefore
a discontinuous solution of (1.3). Then (1.5) is a first order linear system with discontinuous
coefficients and the Cauchy problem associated with an initial condition
U1(x,0)=U10(x)(1.6)
is in general ill-posed in the class of functions regardless of the smoothness of the initial data U10.
We will in fact solve the Cauchy problem (1.5), (1.6) in a class of measures. Priorly, we begin
by studying the linearization of (1.1) in Lagrangian coordinates for two reasons: on one hand,
the analysis of the linear stability of interfaces or material contact discontinuities appears to be
fairly natural in the framework of Lagrangian coordinates; on the other hand, the corresponding
linearized Cauchy problem is indeed solvable in the class of functions.
2. Linearization of systems of conservation laws in Lagrangian coordinates
Let us introduce the Lagrangian coordinates. For any ξ = (ξ1, ξ2, ξ3)T ∈ R3, we define
t→ x(ξ , t) to be solution of the differential problem:
dx
dt
= u(x, t),
x(0)= ξ ,
(2.1)
and we set
J (ξ , t)= det
(
∂xi
∂ξj
(ξ , t)
)
.(2.2)
We have classically
∂J
∂t
(ξ , t)= J (ξ , t)(∇ · u)(x(ξ , t), t).(2.3)
Now, with any function ϕ = ϕ(x, t), we associate the function ϕ = ϕ(ξ , t) defined by:
ϕ(ξ , t)= ϕ(x(ξ , t), t).(2.4)
In other words, we express the function ϕ in the Lagrangian coordinates (ξ , t). Using the
notation (2.4), (2.1) and (2.3) read respectively
(2.1)1

∂x
∂t
= u,
x(ξ ,0)= ξ
and
(2.3)1
∂J
∂t
= J∇ · u.
On the other hand, by differentiating (2.4) with respect to t and using (2.1)1 and (2.3)1, we have:
∂
∂t
( ϕJ )= J
(
∂ϕ
∂t
+∇ · (uϕ)
)
.(2.5)
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Hence, by passing in Lagrangian coordinates in the system (1.1), we obtain that the triple
(ρ,φ, J ) is solution of the system:
∂
∂t
(ρJ )= 0
∂
∂t
(φJ )+ J∇ · f (ρ,φ)= 0,
(2.6)
supplemented with (2.3)1. Observe that the first equation (2.6) yields
ρJ = ρ0, ρ0(ξ )= ρ0(ξ ,0),(2.7)
or equivalently
(2.7)1 J = ρ0τ¯ ,
where τ = 1/ρ denotes the specific volume. Then, setting
φ = ρψ,(2.8)
it follows from (2.3)1 and the second equation (2.6) that the pair (τ¯ ,ψ) satisfies:
ρ0
∂τ¯
∂t
− J∇ · u= 0,
ρ
∂ψ
∂t
+ J∇ · f
(
1
τ
,
ψ
τ
)
= 0.
(2.9)
The Lagrangian form of the system of conservation laws (1.1) is therefore given by the
system (2.9) supplement by Eqs. (2.7)1 and (2.1)1.
If we set:
V =
(
τ
ψ
)
, Gj (V )=
 −uj
f j
(
1
τ
,
ψ
τ
)
 , 16 j 6 3,(2.10)
the system (2.9) reads
ρ0
∂V
∂t
+ J
3∑
i=1
∂
∂xj
Gj (V )= 0.(2.11)
Since the Jacobian matrix U ′(V ) of the mapping V →U(V ) is given by:
U ′(V )=
−
1
τ 2
0
−ψ
τ
1
τ
Ip−1
 ,
where Ip−1 is the (p− 1)× (p− 1) identity matrix, this mapping is one-to-one for ρ > 0.
Let V 0 = V (U0) and x0 be the solution of:
∂x0
∂t
= u0,
x0(ξ ,0)= ξ .
(2.12)
JOURNAL DE MATHÉMATIQUES PURES ET APPLIQUÉES
1018 E. GODLEWSKI ET AL.
The pair (V 0,x0) defines the basic solution of the system of conservation laws in Lagrangian
coordinates.
We next derive the linearized equations for the first order perturbations (V 1,x1) of the basic
solution. This is far less obvious than in the case of Eulerian coordinates and we follow the ideas
of [2,9]. Again we write: {
V = V 0 + εV 1 + · · · ,
x = x0 + εx1 + · · · ,(2.13)
and we look for the first order terms in ε in the above equations. In order to achieve this program,
we first assume that, for all t , ξ→ x0(ξ , t) is a one-to-one mapping with inverse x0→ ξ (x0, t).
Then, with any function ϕ = ϕ(x, t), we associate the function ϕ˜ = ϕ˜(x0, t) defined by:
ϕ˜
(
x0, t
)= ϕ(ξ(x0, t), t),(2.14)
where ϕ˜ is given by (2.4), or equivalently by
ϕ˜
(
x0(ξ , t), t
)= ϕ(ξ , t).
This amounts to express the function ϕ in the frame of reference of the basic flow. If we write
ϕ = ϕ 0 + εϕ 1 + · · · ,
we have {
ϕ˜ = ϕ˜ 0 + εϕ˜ 1 + · · ·
ϕ˜ k(x0, t)= ϕ k(ξ(x0, t), t), k = 0,1, . . . .
A little algebra (see Appendix) shows that on one hand:
J = J 0 + εJ 1 + · · · ,(2.15)
where
J 0 = det
(
∂x0i
∂ξj
)
, J 1 = J 0
3∑
j=1
∂x˜ 1j
∂x0j
(2.16)
and on the other hand:
∂ϕ
∂xj
= ∂ϕ˜
0
∂x0j
+ ε
(
∂ϕ˜ 1
∂x0j
−
3∑
k=1
∂ϕ˜ 0
∂x0k
∂x˜ 1k
∂x0j
)
+ · · · .(2.17)
In (2.16), (2.17), for the sake of brevity, we have denoted by ∂χ˜
∂x0j
the function (ξ , t) →
∂χ˜
∂x0j
(x0(ξ , t), t). For instance, the second equation (2.16) should read:
J 1(ξ , t)= J 0(ξ , t)
3∑
j=1
∂x˜ 1j
∂x0j
(
x0(ξ , t), t
)
.
Now if we consider a conservation law written in Lagrangian coordinates
ρ0
∂ϕ
∂t
+ J∇ · g = 0(2.18)
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and we use (2.15)–(2.17), we obtain:
ρ00
∂ϕ 0
∂t
+ ε
(
ρ00
∂ϕ 1
∂t
+ ρ10
∂ϕ 0
∂t
)
+ · · ·
+ J 0
{ 3∑
j=1
∂g˜ 0j
∂x0j
+ ε
3∑
j=1
(
∂g˜ 0j
∂x0j
+
3∑
k=1
(
∂g˜ 0j
∂x0j
∂x˜ 1k
∂x0k
− ∂g˜
0
j
∂x0k
∂x˜ 1k
∂x0j
))
+ · · ·
}
= 0.
Hence, we find at the order zero in ε
ρ00
∂ϕ 0
∂t
+ J 0
3∑
j=1
∂g˜ 0j
∂x0j
= 0,(2.19)
and at the first order in ε
ρ00
∂ϕ 1
∂t
+ J 0
3∑
j=1
{
∂g˜ 1j
∂x0j
+
3∑
k=1
(
∂g˜ 0j
∂x0j
∂x˜ 1k
∂x0k
− ∂g˜
0
j
∂x0k
∂x˜ 1k
∂x0j
)}
=−ρ10
∂ϕ 0
∂t
.(2.20)
Remark 1. – We can write Eqs. (2.19), (2.20) in a more intrinsic form. If we set:
∇0 · g˜ =
3∑
j=1
∂g˜j
∂x0j
, ∇0g˜ =
(
∂g˜i
∂x0j
)
16i,j63
,
the above equations read respectively:
ρ00
∂φ
0
∂t
+ J 0∇ · g˜ 0 = 0,
and
ρ00
∂ϕ 1
∂t
+ J 0{∇0 · g˜ 1 + (∇0 · g˜ 0)(∇0 · x˜ 1)− tr (∇0g0)(∇0x˜ 1)}=−ρ10 ∂ϕ 0∂t ,
where tr(T ) denotes the trace of the tensor T . The above form of the linearized conservation
law (2.20) is indeed useful when working in cylindrical or spherical coordinates (cf. [12]).
Now it follows from (2.19) and (2.20) that on one hand the basic solution (V 0,x0) satisfies:
ρ00
∂V
0
∂t
+ J 0
3∑
j=1
∂G˜
0
j
∂x0j
= 0,
∂x0
∂t
= u0,
(2.21)
with
G
0
j =Gj
(
V
0)
,(2.22)
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and on the other hand the first-order perturbation (V 1,x1) is solution of:
ρ00
∂V
1
∂t
+ J 0
3∑
j=1
{
∂G
1
j
∂x0j
+
3∑
k=1
(
∂G
0
j
∂x0j
∂ x˜ 1k
∂x0k
− ∂G
0
j
∂x0k
∂ x˜ 1k
∂x0j
)}
=−ρ10
∂V
0
∂t
,
∂x1
∂t
= u1
(2.23)
with
G
1
j =Bj
(
V
0)
V
1
, 16 j 6 3,(2.24)
where Bj (V ) is the Jacobian matrix of Gj (V ).
First order perturbations in Eulerian and Lagrangian coordinates are clearly related. First we
note that the expansion (1.4) implies:
V = V 0 + εV 1 + · · ·(2.25)
with
V 0 = V (U 0), V 1 = V ′(U 0)U1, . . . ( 1).(2.26)
Then we can state the:
PROPOSITION 1. – We have:
V˜
0 = V 0, V˜ 1 = V 1 +∇xV 0 · x˜ 1, . . .(2.27)
Proof. – Using (2.25), we can write
V (ξ , t)= V (x(ξ , t), t)
= V 0(x0(ξ , t)+ εx1(ξ , t)+ · · · , t)+ εV 1(x0(ξ , t)+ · · · , t)+ · · ·
which yields
V (ξ , t)= V 0(x0(ξ , t), t)+ ε{V 1(x0(ξ , t), t)+∇xV 0(x0(ξ , t), t) · x1(ξ , t)}+ · · · .
Comparing with the expansion (2.13) of V , we obtain:
V
0
(ξ , t)= V 0(x0(ξ , t), t),
V
1
(ξ , t)= V 1(x0(ξ , t), t)+∇xV 0(x0(ξ , t), t) · x1(ξ , t),
and, by (2.14), the conclusion (2.27) follows. 2
Hence having determined the first order perturbations in Lagrangian coordinates, it is an easy
matter to determine these perturbations in Eulerian coordinates. First, from the pair (V 0,x0), we
obtain V 0 = V˜ 0 and U 0 =U(V 0). Next, from the pair (V 1,x1), we obtain V˜ 1, x˜ 1 and then:
V 1 = V˜ 1 −∇xV 0 · x˜ 1, U 1 =U ′
(
V 0
)
V 1.
1 It should be noticed that in general V i 6= V i , i > 1.
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3. The plane-symmetric case
In all the sequel, we will restrict ourselves to the case where the basic solution is plane-
symmetric, i.e., U 0 =U 0(x1, t) depends only on (x1, t). Then we observe that
x01(ξ , t)= x01(ξ1, t)
and therefore V 0 = V 0(ξ1, t) depends only on (ξ1, t). Since in this case
J 0 = ∂x
0
1
∂ξ1
,
(2.21) gives here 
ρ00
∂V
0
∂t
+ ∂G
0
1
∂ξ1
= 0,
∂x0
∂t
= u0.
(3.1)
On the other hand it is convenient to write the linearized system (2.23) in the variables
(ξ1, x
0
2 , x
0
3 , t). Thus we introduce a new notation: with any function ϕ˜ = ϕ˜(x0, t) we associate
the function ϕ̂ = ϕ̂(ξ1, x02 , x03 , t) defined by:
ϕ̂
(
ξ1, x
0
2 , x
0
3 , t
)= ϕ˜(x01(ξ1, t), x02 , x03 , t).(3.2)
By using (2.14) we have
ϕ(ξ , t)= ϕ̂(ξ1, x02(ξ , t), x03 (ξ , t), t)
and therefore
∂ϕ
∂t
= ∂ϕ̂
∂t
+
3∑
j=2
u0j
∂ϕ̂
∂x0j
.
Since by (2.7)1
J 0 = ρ00 τ¯ 0,
we then obtain from (2.23) that the pair (V̂ 1, x̂1) is solution of:
ρ00
∂V̂
1
∂t
+ ∂Ĝ1
∂ξ1
+
3∑
j=2
{
ρ00
(
u0j
∂V̂
1
∂x0j
+ τ¯ 0 ∂Ĝ
1
j
∂x0j
)
+ ∂G
0
1
∂ξ1
∂x̂1j
∂x0j
− ∂G
0
j
∂ξ1
∂x̂11
∂x0j
}
=−ρ10
∂V
0
∂t
,
∂ x̂1
∂t
+
3∑
j=2
u0j
∂ x̂1
∂x0j
= û1,
(3.3)
where
Ĝ
1
j = Bj
(
V
0)
V̂
1
.(3.4)
Remark 2. – In many situations the transverse components u0j , j = 2,3, of the velocity u0 of
the basic solution vanish so that the terms u0j
∂V̂
1
∂x0j
and u0j
∂x̂1
∂x0j
do not appear in (3.3).
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Now, instead of solving the general system (3.3), one usually looks for normal mode solutions
of the form (
V̂
1
x̂ 1
)(
ξ1, x
0
2 , x
0
3 , t
)= (V̂ k
xk
)
(ξ1, t) e
i(k2x02+k3x03 )(3.5)
corresponding to transverse wave vectors k= (k2, k3). Then the pair (V k,xk) is solution of:
ρ00
∂V
k
∂t
+ ∂G
k
1
∂ξ1
+ i
3∑
j=2
kj
{
ρ00
(
u0j V
k + τ¯ 0G kj
)+ xkj ∂G01∂ξ1 − xk1 ∂G
0
j
∂ξ1
}
=−ρk0
∂V
0
∂t
,
∂xk
∂t
+ i
( 3∑
j=2
kju
0
j
)
xk = uk,
(3.6)
where
G
k
j =Bj
(
V
0)
V
k
, 16 j 6 3.
Using Proposition 1, it is a simple matter to deduce the solution of the linearized equa-
tions (1.5) in Eulerian coordinates from that in Lagrangian coordinates. It follows from (2.27)
that
V 1 = V˜ 1 − x˜ 11
∂V 0
∂x1
.
If we look for normal mode solutions of the linearized equations (1.5)
V 1(x, t)= V k(x1, t) ei(k2x2+k3x3),
we obtain
V k = V˜ k − x˜ k1
∂V 0
∂x1
,(3.7)
where the pair (V˜ k, x˜ k1 ) is obtained from (V
k
, xk1 ) by:{
V˜
k(
x01 , t
)= V k(ξ1(x01 , t), t),
x˜ k1
(
x01 , t
)= xk1(ξ1(x01 , t), t).(3.8)
Finally, we introduce a mass variable m such that
dm= ρ00 (ξ1)dξ1,
and, since no confusion is indeed possible, we suppress the superscript k in (3.6). The basic
solution (V 0,x0) expressed in the variables (m0, t) satisfies:
∂V
0
∂t
+ ∂
∂m
G1
(
V
0)= 0,
∂x0
∂t
= u0
(3.9)
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while the normal mode (V ,x) corresponding to the transverse wave vector k = (k1, k2) and
expressed in the variables (m0, t) is solution of the system:
∂V
∂t
+ ∂
∂m
(
B1
(
V
0)
V
)+ i 3∑
j=2
kj
(
Cj
(
V
0)
V +Dj
(
V
0)
x
)=−ρ0
ρ00
∂V
0
∂t
,
∂x
∂t
+ i
( 3∑
j=2
kju
0
j
)
x = u,
(3.10)
where the p× p matrices Cj (V 0) and the p× 3 matrices Dj (V 0), j = 2,3, are defined by:
Cj
(
V
0)= u0j I + τ¯ 0Bj (V 0),
Dj
(
V
0)
x = ∂G
0
1
∂m
xj −
∂G
0
j
∂m
x1.
(3.11)
Hence, investigating the linearized stability of the basic solution (V 0,x0) with respect to
longitudinal and transverse perturbations amounts to solve the system (3.10) for various relevant
transverse wave vectors k and to study the asymptotic behaviour in time of the corresponding
solutions. In all the sequel, we will restrict ourselves to the case where the basic solution is a
material discontinuity.
4. The linearized problem about a material discontinuity connecting two constant states
In this section, we will consider the simplest possible case whereV 0 is a material discontinuity
connecting two constant states V ` and V r , i.e.,
V
0
(m, t)= V 0(m)=
{
V `, m < 0,
V r , m > 0,
(4.1)
and we study only longitudinal perturbations corresponding to k = 0.
Let us drop for simplicity the subscript 1 in G1 and B1. Then V
0 is solution of the basic
problem:
∂V
0
∂t
+ ∂
∂m
G
(
V
0)= 0,(4.2)
provided that G(V `)=G(V r ). On the other hand, the associated linearized problem (3.10) then
reads
∂V
∂t
+ ∂
∂m
(
B
(
V
0)
V
)= 0.(4.3)
Now, we assume that there exists a strictly convex entropy η(V ) for the system of conservation
laws (4.2) with the following properties:
(i) any “smooth” solution of (4.2) satisfies the additional conservation law:
∂
∂t
η
(
V
0)= 0,(4.4)
i.e., (η,0) is an entropy pair for (4.2);
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(ii) we have for all V
∂η
∂Vp
(V ) 6= 0.(4.5)
The hypotheses (4.4) and (4.5) are indeed satisfied by any one-velocity fluid model written
in Lagrangian coordinates where Vp denotes the total specific energy and therefore the p-th
conservation law is that of conservation of the total energy (cf. [4]).
The conditions (4.4), (4.5) yield a remarkable structure for the system (4.2). Using (4.4), we
can write:
Vp = Vp(V1, . . . , Vp−1, η)
and introduce the vector nonconservative variables
W =
(
φ
η
)
, ψ = (ψ1, . . . ,ψp−1)T , ψ1 = ∂Vp
∂Vi
, 16 i 6 p− 1.(4.6)
Then one can prove (cf. [4]) the following result:
PROPOSITION 2. – Assume the hypotheses (4.4), (4.5). There exists a (p−1)× (p−1)matrix
C˜(W ) such that the system (4.2) can be in the nonconservative form:
∂W
0
∂t
+C(W 0)∂W 0
∂m
= 0,(4.7)
where
C(W )=
 C˜(W ) 0
0T 0
 .(4.8)
Remark 3. – The variables ψi , 1 6 i 6 p − 1, have a simple interpretation in terms of the
entropy variables ∂η
∂Vj
, 16 j 6 p. Indeed, by differentiating the relation
η= η(V1, . . . , Vp−1,Vp(V1, . . . , Vp−1, η))
with respect to Vi , 16 i 6 p− 1, we obtain:
ψi = ∂Vp
∂Vi
=−
(
∂η
∂Vp
)−1
∂η
∂Vi
.(4.9)
As a consequence of Proposition 2, we find that λ = 0 is an eigenvalue of the matrix C(W )
(and therefore of the Jacobian matrix B(V )). Moreover, the vector
r =
(
0
1
)
is an associated eigenvector so that we can state.
COROLLARY. – The variables ψi , 1 6 i 6 p − 1, are Riemann invariants corresponding to
the characteristic field (λ= 0, r).
Proof. – Recall that a Riemann invariant ϕ = ϕ(W ) associated with the characteristic field
(λ, r) is defined by:
∇ϕ · r = 0.
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We obtain here:
∂ϕ
∂η
(W )= 0,
and the conclusion follows. 2
In addition to the hypotheses (4.4), (4.5), we make the following assumptions:
the system (4.2) is hyperbolic;(4.10)
the eigenvalue λ= 0 of B(V ) is simple.(4.11)
Remark 4. – We could have considered as well the case where λ= 0 is a multiple eigenvalue
of B(V ). This is indeed the general situation for a system of conservation laws written in
Lagrangian coordinates. However this would have introduced unessential technicalities in the
subsequent analysis.
Example 1 (continued). – If we assume that the basic solution of the inviscid Euler equations
of gas dynamics satisfies u02 = u03 = 0, we have:
V = (τ, u1, e)T , G(V )= (−u1,p,pu1)T .
Then the specific physical entropy s defined by,
T ds = dε− p dτ,
is known to be a strictly concave function of V (at least away from phase transitions) and the
hypotheses (4.4) and (4.5) hold with
η=−s, ∂η
∂e
=−∂s
∂e
=−T > 0.
Moreover the properties (4.10) and (4.11) are classically satisfied (see [6] for instance).
Example 2 (continued). – In the case of the one-dimensional ideal M.H.D. equations, the
constraint ∇ ·B = 0 yields:
B1 = constant.
Here we take:
V = (τ, u1, u2, u3, τB2, τB3, e∗)T ,
G(V )=
(
−u1,p∗,−B1
µ0
B2,−B1
µ0
B3,−u1B2,−u1B3,p∗u1 − B1
µ0
(u ·B)
)T
.
Again the physical entropy s is a strictly concave function of V and we have:
η =−s, ∂η
∂e∗
= − ∂s
∂e∗
= −T < 0.
On the other hand, (4.10) and (4.11) hold (see [4]).
JOURNAL DE MATHÉMATIQUES PURES ET APPLIQUÉES
1026 E. GODLEWSKI ET AL.
In all the sequel, we will denote by:
λ1(V )6 · · ·6 λq−1(V ) < λq(V )= 0< λq+1(V )6 · · ·6 λp(V )
the eigenvalues of the Jacobian matrix B(V ) and by rk(V ), 1 6 k 6 p, the associated right
eigenvectors. The first order longitudinal perturbation V of the contact discontinuity (4.1)
corresponding to an initial perturbation V 0 = V 0(m) is solution of the Cauchy problem:
∂V
∂t
+ ∂
∂m
(
B
(
V
0)
V
)= 0, m ∈R, t > 0,
V (m,0)= V 0(m).
(4.12)
Although we have to deal with a linear hyperbolic system, the Cauchy problem (4.12) is
not a standard one since the system has discontinuous coefficients at m = 0. In general, one
would expect the solution V of (4.12) to be a measure and not a function (in that direction,
see [5,7]). The purpose of this section is to show that the linearized problem in Lagrangian
coordinates (4.12) has a unique solution which is indeed a function while the solution of the
linearized problem in Eulerian coordinates obtained by means of (3.5) is a measure.
First, we observe that, for m> 0, V is solution of the linear hyperbolic system with constant
coefficients: 
∂V
∂t
+B(V r ) ∂V
∂m
= 0, m > 0, t > 0,
V (m,0)= V 0(m),
(4.13)
while, for m< 0, V satisfies:
∂V
∂t
+B(V `)∂V
∂m
= 0, m < 0, t > 0,
V (m,0)= V 0(m).
(4.14)
We set:
V 0(m)=
{∑p
k=1 αk,r,0(m)rk(V r ), m > 0,∑p
k=1 αk,`,0(m)rk(V `), m < 0
(4.15)
and we look for a solution V of (4.12) in the form:
V (m, t)=
{∑p
k=1 αk,r(m, t)rk(V r ), m > 0,∑p
k=1 αk,`(m, t)rk(V `), m < 0.
(4.16)
Then, in order to determine a solution V of (4.13), we need to prescribe the boundary data
gk(t)= αk,r (0, t), q + 16 k 6 p,
and it is an easy matter to check that:
αk,r (m, t)=

αk,r,0
(
m− λk(V r )t
)
, 16 k 6 q,
αk,r,0
(
m− λk(V r )t
)
, m > λk(V r )t ,
gk
(
t − m
λk(V r )
)
, m < λk(V r )t ,
q + 16 k 6 p.(4.17)
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Similarly, for obtaining a solution V of (4.14), we are given:
gk(t)= αk,`(0, t), 16 k 6 q − 1
and we find
αk,`(m, t)=

αk,`,0
(
m− λk(V `)t
)
, q 6 k 6 p,
αk,`,0
(
m− λk(V `)t
)
, m < λk(V `)t ,
gk
(
t − m
λk(V `)
)
, m > λk(V `)t ,
16 k 6 q − 1.(4.18)
THEOREM 3. – Assume the hypotheses (4.4), (4.5), (4.10) and (4.11). If the basic solution V 0
is given by (4.1) and if the p− 1 eigenvectors {rk(V `)}16k6q−1, {rk(V r )}q+16k6p are linearly
independent, one can uniquely determine the p− 1 functions gk(t), 16 k 6 p, k 6= q , in such a
way that the function V defined by (4.16)–(4.18) is solution of the Cauchy problem (4.12).
Proof. – Let V be a function which satisfies (4.13) and (4.14). Such a function is discontinuous
in general along the line Σ = {(0, t); t > 0}. Moreover a standard computation gives
∂V
∂t
+ ∂
∂m
(
B
(
V
0)
V
)= J (t)δΣ ,
where δΣ is the Dirac measure carried by Σ and
J (t)=B(V r )V (0+, t)−B(V `)V (0−, t).
By using (4.17) and (4.18), we have:
J (t)=
q−1∑
k=1
λk(V r )αk,r,0
(−λk(V r )t)rk(V r )+ p∑
k=q+1
λk(V r )gk(t)rk(V r )
−
q−1∑
k=1
λk(V `)gk(t)rk(V `)−
p∑
k=q+1
λk(V `)αk,`,0
(−λk(V `)t)rk(V `).
Hence the function V is solution of (4.12) if and only if
J (t)= 0 for all t > 0,
i.e., if and only if the p− 1 functions gk , 16 k 6 p, k 6= q , satisfy an equation of the form:
q−1∑
k=1
λk(V `)gk(t)rk(V `)−
p∑
k=q+1
λk(V r )gk(t)rk(V r )
(4.19)
=
q−1∑
k=1
ϕk(t)rk(V r )−
p∑
k=q+1
ϕk(t)rk(V `),
where the ϕ′ks, k 6= q , are known functions of t . For each t > 0, Eq. (4.19) represents a system
of p linear scalar equations in p − 1 unknowns. In order to prove that this system has indeed a
unique solution, we proceed in two steps.
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(i)1st step. We rewrite the system (4.2) using the set of nonconservative variables:
Z = (V1,V2, . . . , Vp−1, η)T .
Since by the hypothesis (4.5) the mapping V → Z is one-to-one, it defines a change of variables.
In the variables Z, the system (4.2) becomes:
∂V
0
i
∂t
+ ∂
∂m
Gi
(
V
0)= 0, 16 i 6 p− 1,
∂η 0
∂t
= 0,
or equivalently
∂Z
0
∂t
+D(Z 0)∂Z 0
∂m
= 0,
where D(Z) is the p× p matrix
D(Z)= V ′(Z)−1B(V (Z))V ′(Z),
and V ′(Z) is the Jacobian matrix of the mapping Z→ V (Z).
Observe that the p-th line of the matrix D(Z) vanishes identically. Then, since by (4.11),
λq = 0 is a simple eigenvalue of D(Z), we obtain that the p-th components of the eigenvectors
sk(Z) of D(Z) associated with the eigenvalues λk , k 6= q , vanish identically. Hence the vectors
sk(Z), k 6= q , span a (p − 1)-dimensional space H which does not depend of the state
variables Z.
(ii) 2nd step. We go back to the conservative variables V . We note that the Jacobian matrix
V ′(Z) is given by:
V ′(Z)=
 Ip−1 0∂Vp
∂V1
· · · ∂Vp
∂Vp−1
∂Vp
∂η
 .
Moreover, we have already noticed in the Corollary of Proposition 2 that ψj = ∂Vp∂Vj , 1 6 j 6
q − 1, are q-Riemann invariants. Since the states V ` and V r are connected by a q-contact
discontinuity across which q-Riemann invariants are constant, we have:
∂Vp
∂Vj
(V `)= ∂Vp
∂Vj
(V r ), 16 j 6 p− 1,
and therefore (
V ′(Zr )− V ′(Z`)
) · sk(Z)= 0, k 6= q.(4.20)
Since
rk(V )= V ′(Z)sk(Z), Z = Z(V ),
Eq. (4.19) can be equivalently written:
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q−1∑
k=1
λk(V `)gk(t)sk(Z`)−
p∑
k=q+1
λk(V r )gk(t)sk(Zr )
(4.21)
=
q−1∑
k=1
ϕk(t)sk(Zr )−
p∑
k=q+1
ϕk(t)sk(Z`).
Now, it follows from (4.20) and the assumption “the p− 1 eigenvectors r1(V `), . . . , rq−1(V `),
rq+1(V r ), . . . , rp(V r ) are linearly independent” that the vectors s1(Z`), . . . , sq−1(Z`),
sq+1(Zr ), . . . , sp(Zr ) are also linearly independent and span the space H. Hence, Eq. (4.21)
has a unique solution {gk(t), 16 k 6 p, k 6= q} for all t > 0, which proves our assertion. 2
Note that the p − 1 vectors r1(V `), . . . , rq−1(V `), rq+1(V r ), . . . , rp(V r ) are linearly
independent as soon as the states V ` and V r are sufficiently close. In fact, this property may
hold for all pair of states (V `,V r ).
Example 1 (continued). – In this example, we have q = 2, p = 3,
Z = (τ, u1,−s)T , s1(Z)= (τ, c,0)T , s3(Z)= (τ,−c,0)T ,
where c > 0 denotes the sound speed. Clearly s1(Z`) and s3(Zr ) are linearly independent for all
pair (Zr ,Z`).
Let us next consider the linearized problem in Eulerian coordinates. Since u01 is continuous
across a material contact discontinuity we have:
u01,` = u01,r = σ,(4.22)
so that the basic solution U 0 =U(V 0) in Eulerian coordinates is given by:
U 0(x1, t)=
{
U r =U(V r ), x1 > σt ,
U ` =U(V `), x1 < σt .(4.23)
The linearized problem for first-order longitudinal perturbations reads:
∂U
∂t
+ ∂
∂x1
(
A
(
U0
)
U
)= 0,
U(x1,0)=U 0(x1),
(4.24)
where the initial perturbation U 0 is related to V 0 by
U 0(x1)=U
(
V
0
(x1)
)
( 2).(4.25)
Theorem 3 yields.
COROLLARY. – Assume the hypotheses of Theorem 3. Then the solution U of (4.24), (4.25) is
given by:
U(x1, t)=U ′
(
V 0(x1, t)
)
V (x1 − σ t, t)− x1(0, t)(U r −U `)δΣ,(4.26)
2 Here and in sequel of this section, it is convenient to view again the solution V of the linearized problem in Lagrangian
coordinates as a function of (ξ1, t).
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where V is the solution of the linearized problem in Lagrangian coordinates, δΣ is the Dirac
measure carried by the line Σ = {(x1, t); x1 = σ t , t > 0} and x1(ξ1, t) is the solution of:
∂x1
∂t
= u1, x1(ξ1,0)= ξ1.(4.27)
Proof. – The formula (3.7) gives here
V = V˜ − x˜1 ∂V
0
∂x1
,
and therefore
U =U ′(V 0)V =U ′(V 0)V˜ − x˜1U ′(V 0)∂V 0
∂x1
=U ′(V 0)V˜ − x˜1 ∂U0
∂x1
.
Since
x01 (ξ1, t)= ξ1 + σ t,
we have on one hand
ϕ˜
(
x01 , t
)= ϕ(x01 − σ t, t).
On the other hand, (4.23) yields
∂U0
∂x1
= (U r −U`)δΣ,
and the conclusion follows. 2
Observe that the solution U of the linearized problem in Eulerian coordinates is no longer a
function but is the sum of the function:
U˘ (x1, t)=U ′
(
V 0(x1, t)
) ·V (x1 − σ t, t)
and a measure carried by Σ . It is a simple matter to check that U˘ satisfies
∂U˘
∂t
+A(U `) ∂U˘
∂x1
= 0, x1 > σt,
and
∂U˘
∂t
+A(U r ) ∂U˘
∂x1
= 0, x1 < σt.
The measure carried by Σ is indeed proportional to the first order perturbation of the contact
discontinuity.
Let us point out however that this derivation of the linearized solution (4.26) in Eulerian
coordinates is formal to some extent since we have not justified in a precise mathematical way
the connection between the asymptotic expansions of the perturbed solutions of the system of
conservation laws in Lagrangian and Eulerian coordinates.
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5. The linearized problem at a material contact discontinuity II. The general case
We now consider the case where the basic solution V 0 (4.2) is a material contact discontinuity
which connects two states which are no longer assumed to be constant, i.e., we have:
V
0
(m, t)=
{
V
0
` (m, t), m < 0,
V
0
r (m, t), m > 0,
(5.1)
where V 0` and V
0
r are smooth functions such that
G
(
V
0
` (0, t)
)=G(V 0r (0, t)).
For simplicity, we begin by restricting ourselves to the study of longitudinal perturbations.
The case of transverse perturbations will be considered later on. A first-order longitudinal
perturbation V = V (m, t) is solution of the linearized equations:
∂V
∂t
+ ∂
∂m
(
B
(
V
0)
V
)=−ρ0
ρ00
∂V
0
∂t
, m ∈R, t > 0,
V (m,0)= V 0(m).
(5.2)
For m> 0, V is now solution of the linear hyperbolic system with smooth coefficients:
∂V
∂t
+ ∂
∂m
(
B
(
V
0
r
)
V
)=−ρ0
ρ00
∂V
0
r
∂t
, m > 0, t > 0,
V (m,0)= V 0(m).
(5.3)
Then we look for a solution of (5.3) in the form
V (m, t)=
p∑
j=1
αj,r (m, t)rj
(
V
0
r (m, t)
)
, m, t > 0.(5.4)
Setting
V 0(m)=
p∑
j=1
αj,r,0(m)rj
(
V
0
r (m,0)
)
, m > 0,(5.5)
∂
∂t
rk
(
V
0
r
)+ ∂
∂m
(
(λkrk)
(
V
0
r
))= p∑
j=1
djk,rrj
(
V
0
r
)
, djk,r = djk,r(m, t), 1> k > p,(5.6)
and
−ρ0
ρ00
∂V
0
r
∂t
=
p∑
j=1
fj,rrj
(
V
0
r
)
, fj,r = fj,r (m, t),(5.7)
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we obtain that αr = (αj,r )16j6p is solution of:

∂αj,r
∂t
+ λj
(
V
0
r
)∂αj,r
∂m
+
p∑
k=1
djk,rαk,r = fj,r , m > 0, t > 0, 16 j 6 p,
αj,r (m,0)= αj,r,0(m).
(5.8)
Again we need supplement (5.8) with the boundary conditions:
αj,r (0, t)= gj (t), q + 16 j 6 p.(5.9)
In order to solve the initial boundary value problem (IBVP) (5.8), (5.9), we introduce the
characteristic curves t→Xj,r (t;µ,τ), 16 j 6 p, defined for µ,τ > 0 as the solutions of:

dXj,r
dt
= λj
(
V
0
r (Xj,r , t)
)
,
Xj,r (τ )= µ.
(5.10)
Since
d
dt
αj,r
(
Xj,r (t), t
)= (∂αj,r
∂t
+ λj
(
V
0
r
)∂αj,r
∂m
)(
Xj,r (t), t
)
we obtain for 16 j 6 p
d
dt
αj,r
(
Xj,r (t;µ,τ), t
)=(fj,r − p∑
k=1
djk,rαk,r
)(
Xj,r (t;µ,τ), t
)
.
Setting
m=Xj,r (t;µ,τ)⇐⇒µ=Xj,r (τ ;m, t),
we find by integration from τ to t
αj.r (m, t)= αj,r
(
Xj,r (τ ;m, t), τ
)+ t∫
τ
(
fj,r −
p∑
k=1
djk,rαk,r
)(
Xj,r (s;m, t), s
)
ds.(5.11)
Let m > 0 and t > 0. For 1 6 j 6 q or for q + 1 6 j 6 p with m > Xj,r (t;0,0), we have
Xj,r (0;m, t) > 0 so that we can take τ = 0 in (5.11). On the other hand, for q + 16 j 6 p and
m<Xj,r (t;0,0), we can choose τ = τj (m, t) > 0 where:
Xj,r
(
t;0, τj (m, t)
)=m⇐⇒Xj,r (τj (m, t);m, t)= 0.(5.12)
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Hence, using the initial and boundary conditions in (5.8), (5.9), we obtain that αr satisfies:
αj,r (m, t)=

αj,r,0
(
Xj,r (0;m, t)
)+ t∫
τ
(
fj,r −
p∑
k=1
djk,rαk,r
)(
Xj,r (s;m, t), s
)
ds
for 16 j 6 q and form>Xj,r (t;0,0), q + 16 j 6 p,
gj
(
τj (m, t)
)+ t∫
τj (m,t)
(
fj,r −
p∑
k=1
djk,rαk,r
)(
Xj,r (s;m, t), s
)
ds
form<Xj,r (t;0,0), q + 16 j 6 p.
(5.13)
Then we can state:
LEMMA 4. – Assume that we have for some T > 0,{
V
0
r ∈ L∞
(
R+ × (0, T )
)p
, αr,0 ∈ L∞(R+)p, gr = (gj )q+16j6p ∈L∞(0, T )p−q,
f r = (fj,r )16j6p ∈ L1
(
0, T ;L∞(R+)
)p
.
(5.14)
Then the IBVP (5.8), (5.9) has a unique solution αr ∈ L∞(R+ × (0, T ))p and there exists a
constant κ(T ) > 0 such that:
‖αr‖L∞(R+×(0,T ))(5.15)
6 κ(T )
{
max
(‖αr,0‖L∞(R+),‖gr‖L∞(0,T ))+ ‖f r‖L1(0,T ;L∞(R+))}.
In (5.15), we have set for instance:
‖αr‖L∞(R+×(0,T )) = Max16j6p ‖αjr‖L∞(R+×(0,T )).
The proof of the existence and uniqueness of the solution is indeed an easy variant of that the
Cauchy–Lipschitz theorem for differential equations; we refer to [8,13]. The estimate (5.15)
follows at once from (5.13) and Gronwall’s inequality. Note that we could have equivalently
replaced the hypotheses on the data αr,0 and f r by:
V 0 ∈ L∞(R+)p, ρ0
ρ00
∂V
0
r
∂t
∈ L1(0, T ;L∞(R+))p.
Next, for m< 0, V satisfies:
∂V
∂t
+ ∂
∂m
(
B
(
V
0
`
)
V
)=−ρ0
ρ00
V
0
`
∂t
, m < 0, t > 0,
V (m,0)= V 0(m).
(5.16)
Setting
V (m, t)=
p∑
j=1
αj,`(m, t)rj
(
V
0
` (m, t)
)
, m < 0, t > 0,(5.17)
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and defining the functions αj,`,0(m), djk,` = djk,`(m, t) and fj,` = fj,`(m, t) for m < 0 as in
(5.5)–(5.7) but with V 0r replaced by V
0
` , we obtain that α` = (αj,`)16j6p is solution of:
∂αj,`
∂t
+ λj
(
V
0
`
)∂αj,`
∂m
+
p∑
k=1
djk,`αk,` = fj,`, m < 0, t > 0, 16 j 6 p,
αj,`(m,0)= αj,`,0(m).
(5.18)
Here we need to supplement (5.18) with the boundary conditions
αj,`(0, t)= gj (t), 16 j 6 q − 1.(5.19)
If we introduce the characteristic curves t → Xj,`(t;µ,τ) defined for µ 6 0, τ > 0 as the
solutions of: 
dXj,`
dt
= λj
(
V
0
` (Xj,`, t)
)
,
Xj,`(τ )= µ,
(5.20)
we find that α` satisfies:
αj,`(m, t)=

αj,`,0
(
Xj,`(0;m, t)
)+ t∫
0
(
fj,` −
p∑
k=1
djk,`αk,`
)(
Xj,`(s;m, t), s
)
ds,
for q 6 j 6 p and for m<Xj,`(t;0,0), 16 j 6 q − 1,
gj
(
τj (m, t)
)+ t∫
τj (m,t)
(
fj,` −
p∑
k=1
djk,`αk,`
)(
Xj,`(s;m, t), s
)
ds,
for m>Xj,`(t;0,0), 16 j 6 q − 1.
(5.21)
Moreover, the analogue of Lemma 4 holds. In particular, we have
‖α`‖L∞(R−×(0,T ))(5.22)
6 κ(T )
{
max
(‖α`,0‖L∞(R−),‖g`‖L∞(0,T ))+ ‖f `‖L1(0,T ;L∞(R−))},
where g` = (gj )16j6q−1.
Now, if we look for a function V solution of the Cauchy problem (5.2), we have to determine
the functions gj , 16 j 6 p, j 6= q , in such a way that:[
B
(
V
0)
V
]= 0 at m= 0.
Note that
[
B
(
V
0)
V
]
(0, t)=
p∑
j=1
j 6=q
{
αj,r (0, t)(λj rj )
(
V
0
r (0, t)
)+ αj,`(0, t)(λj rj )(V 0` (0, t))}.
Hence, using (5.13) and (5.21), we obtain that solving the problem (5.2) in the class of functions
amounts to find the functions gj , j 6= q , solutions of:
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p∑
j=1
gj (t)(λj rj )
(
V
0
` (0, t)
)− p∑
j=q+1
gj (t)(λj rj )
(
V
0
r (0, t)
)
=
q−1∑
j=1
{
αj,r,0
(
Xj,r (0;0, t)
)+ t∫
0
(
fj,r −
p∑
k=1
djk,rαk,r
)(
Xj,r (s;0, t), s
)
ds
}
× (λj rj )
(
V
0
r (0, t)
)(5.23)
−
p∑
j=q+1
{
αj,`,0
(
Xj,`(0;0, t)
)+ t∫
0
(
fj,` −
p∑
k=1
djk,`αk,`
)(
Xj,`(s;0, t), s
)
ds
}
× (λj rj )
(
V
0
` (0, t)
)
.
As a preliminary step, we consider the following problem: given functions ϕj = ϕj (t),
16 j 6 p, j 6= q , find functions hj = hj (t), 16 j 6 p, j 6= q , solutions of:
q−1∑
j=1
hj (t)(λj rj )
(
V
0
` (0, t)
)− p∑
j=q+1
hj (t)(λj rj )
(
V
0
r (0, t)
)
(5.24)
=
q−1∑
j=1
ϕj (t)(λj rj )
(
V
0
r (0, t)
)− p∑
j=q+1
ϕj (t)(λj rj )
(
V
0
` (0, t)
)
.
Then one can prove the analogue of Theorem 3.
LEMMA 5. – Besides the hypotheses (4.4), (4.5), (4.10), (4.11), we assume that, for all t ∈
[0, T ], the eigenvectors {rj (V 0` (0, t)), 16 j 6 q− 1; rj (V 0r (0, t)), q + 16 j 6 p} are linearly
independent. Then, the problem (5.24) has for all t ∈ [0, T ] a unique solution h= (hj )j 6=q and
we have for some constant C = C(T ) > 0,∣∣h(t)∣∣6 C∣∣ϕ(t)∣∣, 06 t 6 T .(5.25)
In (5.25) we have set ∣∣h(t)∣∣= max
16j6p
j 6=p
∣∣hj (t)∣∣.
We can now state:
THEOREM 6. – Assume the hypotheses of Lemma 5. Assume in addition:
V
0
r ∈ L∞
(
R+ × (0, T )
)p
, V
0
` ∈L∞
(
R− × (0, T )
)p
,
(5.26)
V 0 ∈ L∞(R)p, ρ0
ρ00
∂V 0
∂t
∈ L1(0, T ;L∞(R))p.
Then the Cauchy problem (5.2) has a unique solution V ∈L∞(R× (0, T ))p .
Proof. – In order to solve (5.23), we use a fixed point argument. Given g = (gj )j 6=q ∈
L∞(0, T )p−1, we first define αr and α` as the solutions of the IBVP’s (5.8), (5.9) and (5.18),
JOURNAL DE MATHÉMATIQUES PURES ET APPLIQUÉES
1036 E. GODLEWSKI ET AL.
(5.19) respectively. Next, we define h= (hj )j 6=q = F (g) as the solution of (5.24) with:
ϕj (t)=

αj,r,0
(
Xj,r (0;0, t)
)+ t∫
0
(
fj,r −
p∑
k=1
djk,rαk,r
)(
Xj,r (s;0, t), s
)
ds,
16 j 6 q − 1,
αj,`,0
(
Xj,`(0;0, t)
)+ t∫
0
(
fj,` −
p∑
k=1
djk,`αk,`
)(
Xj,`(s;0, t), s
)
ds,
q + 16 j 6 p.
(5.27)
Then we want to check that, for some integer n large enough, F n is a strict contraction mapping
of L∞(0, T )p−1. On one hand, it is a simple matter to show that F maps L∞(0, T )p−1 into
itself. On the other hand, let g and g∗ be in L∞(0, T )p−1 and define:
h= F (g), h∗ = F (g∗).
We denote by α∗r and α∗` the solutions of the IBVP’s (5.8), (5.9) and (5.18), (5.19) respectively
where have replaced g by g∗. Using (5.15) and (5.22) together with the linearity of these IBVP’s,
we obtain∥∥(α− α∗)(·, t)∥∥
L∞(R) =max
{∥∥(αr − α∗r )(·, t)∥∥L∞(R+), ∥∥(α` − α∗`)(·, t)∥∥L∞(R−)}
6 κ(T )‖g − g∗‖L∞(0,T ), 06 t 6 T .
Now, it follows from (5.24) and (5.27) that h− h∗ satisfies:
q−1∑
j=1
(
hj − h∗j
)
(t)(λj rj )
(
V
0
` (0, t)
)− p∑
j=q+1
(
hj − h∗j
)
(t)(λj rj )
(
V
0
r (0, t)
)
=−
q−1∑
j=1
{
p∑
k=1
t∫
0
(
djk,r
(
αk,r − α∗k,r
))(
Xj,r (s;0, t)
)
, s
)
ds
}
(λj rj )
(
V
0
r (0, t)
)
+
p∑
j=q+1
{
p∑
k=1
t∫
0
(
djk,`
(
αk,` − α∗k,`
))(
Xj,`(s;0, t)
)
, s
)
ds
}
(λj rj )
(
V
0
` (0, t)
)
.
Then applying Lemma 5 gives:
∣∣(h− h∗)(t)∣∣6 C1(T ) t∫
0
∥∥(α − α∗)(·, s)∥∥
L∞(R) ds, 06 t 6 T ,
and therefore
∣∣(h− h∗)(t)∣∣6 C2(T ) t∫
0
‖g− g∗‖L∞(0,s) ds,
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which yields
‖h− h∗‖L∞(0,t ) 6 C2(T )
t∫
0
‖g− g∗‖L∞(0,s) ds.
Hence we find:
∥∥F (g)−F (g∗)∥∥
L∞(0,T ) 6C2(T )
t∫
0
‖g − g∗‖L∞(0,s) ds
6C2(T )t‖g − g∗‖L∞(0,T ), 06 t 6 T .
Iterating this procedure, we get:
∥∥F 2(g)−F 2(g∗)∥∥
L∞(0,t )6C2(T )
t∫
0
∥∥F (g)−F (g∗)∥∥
L∞(0,s) ds
6C2(T )2
t∫
0
s‖g − g∗‖L∞(0,s) ds
6C2(T )2
t2
2
‖g − g∗‖L∞(0,t )
and by induction
∥∥F n(g)−F n(g∗)∥∥
L∞(0,t ) 6
C2(T )ntn
n! ‖g − g
∗‖L∞(0,t ), 06 t 6 T ,
for all integer n6 1. By choosing n large enough so that
(C2(T )T )n
n! < 1,
we obtain that F n is indeed a strict contraction mapping. Hence F has a unique fixed point
g ∈ L∞(0, T )p−1 or equivalently g ∈ L∞(0, T )p−1 is the unique solution of (5.23) and the
conclusion of the theorem follows. 2
Let us briefly indicate how the above analysis applies to the case of transverse perturbations.
We consider again the system (3.10) that we write in a more compact form. Introduce the vectors
of Rp+3:
V =
(
V
x
)
, S =
−
ρ0
ρ00
∂V
0
∂t
0
(5.28)
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and the (p+ 3)× (p+ 3) matrices:
B(V 0)=
B1(V 0) 0
0 0
 , C(V 0)=

i
3∑
j=2
kjCj
(
V
0)
i
3∑
j=2
kjDj
(
V
0)
P
(
i
3∑
j=2
kjCju
0
j
)
I 3
(5.29)
where P is the 3× p matrix such that PV = u. Then (3.10) reads:
∂V
∂t
+ ∂
∂m
(B(V 0)V)+ C(V 0)V =S,
V(m,0)=V0(m)=
(
V 0(m)
0
)
.
(5.30)
Examples 1 and 2 (continued). – For the Euler equations, we have:
P =

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0

while, for the MHD system, we add three zero columns.
Assume for simplicity that, as in (4.1), V 0 is a material contact discontinuity connecting two
constant V ` and V r . Then, form> 0,V is solution of the linear hyperbolic system with constant
coefficients: 
∂V
∂t
+B(V r ) ∂V
∂m
+ C(V r)V =Sr , m > 0, t > 0,
V(m,0)=V0(m).
(5.31)
Observe that the set of eigenvalues of B(V r ) consists of the eigenvalues λk(V r ), 16 k 6 p, of
the matrixB1(V r ) and λp+j = 0, 16 j 6 3 (0 is an eigenvalue of multiplicity 4). The associated
eigenvectors are indeed.
Rj (V r )=
(
rk(V r )
0
)
, 16 k 6 p, Rp+j (V r )=
(
0
ej
)
, 16 j 6 3,
where ej , 16 j 6 3 is the canonical basis of R3. Again, we look for a solution V of the form:
V =
p+3∑
k=1
αk,r (m, t)Rk(V r ).(5.32)
Setting
C(V r )V =
p+3∑
j,k=1
djk,rαk,rRj (V r ),
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we obtain that αr = (αj,r )16j6p+3 is solution of:
∂
∂t
αj,r + λj
(
V r
) ∂
∂m
αj,r +
p+3∑
k=1
djk,rαk,r = fj,r , 16 j 6 p+ 3,
αj,r (m,0)= αj,r,0(m),
(5.33)
where (αj,r,0)16j6p and (fj,r )16j6p are defined as in (4.15) and (5.7) respectively while
αj,r,0 = fj,r = 0 for p+ 16 j 6 p+ 3. We supplement (5.33) with the boundary conditions:
αj,r (0, t)= gj (t), q + 16 j 6 p.(5.34)
The existence of a solution to (5.33), (5.34) is ensured by Lemma 4: we obtain αr ∈
L∞(R+ × (0, T ))p+3 and the analogue of the inequality (5.15) holds.
We treat similarly the initial boundary value problem corresponding to m < 0 and we omit
the details. We now to determine the functions gj , 1 6 j 6 p, j 6= q , in such a way that the
Rankine–Hugoniot conditions [B(V 0)V]= 0
hold at m= 0. This is a system of p + 3 equations in the p − 1 unknows (gj ) in which the last
three equations are trivially satisfied. Hence we are left with,[
B1
(
V
0)
V
]= 0.(5.35)
Since by (5.32)
V =
p∑
k=1
αk,e(m, t)rk(V ) (e= r for m> 0, e= ` form< 0),
(5.35) reads
q−1∑
j=1
gj (t)(λj rj )(V `)−
p∑
j=q+1
gj (t)(λj rj )(V r )
=
q−1∑
j=1
{
αj,r,0
(
Xj,r (0;0, t)
)+ t∫
0
(
fj,r −
p+3∑
k=1
djk,rαk,r
)(
Xj,r (0; s, t), s
)
ds
}
(λj rj )(V r )
−
p−1∑
j=q+1
{
αj,`,0
(
Xj,`(0;0, t)
)+ t∫
0
(
fj,`−
p+3∑
k=1
djk,rαk,r
)(
Xj,`(0; s, t), s
)
ds
}
× (λj rj )(V `),
where the characteristics Xj,e(t;µ,τ) are defined as in (5.10) by:
dXj,e
dt
= λj (V e),
Xj,e(τ )= µ,
16 j 6 p, e= r, `
and are now straight lines.
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Then we mimic the proof of Theorem 6 to conclude that the Cauchy problem (5.30) has indeed
a unique solution V ∈ L∞(R× (0, T ))p+3. The only difference is that, given g ∈L∞(0, T )p−1,
the solutions αr and α` are now in L∞(R × (0, T ))p+3 and thus in (5.27) the sum ∑ in the
right-hand side are extended from k = 1 to k = p+ 3.
Appendix
For the reader’s convenience, we establish the formulas (2.16) and (2.17). First, suppressing
the variable t which does not play any role here, we obtain from (2.14)
x(ξ )= x˜(x0(ξ ))
and by differentiation
∂xi
∂ξj
=
3∑
k=1
∂x˜i
∂x0k
∂x0k
∂ξj
.
Hence we get:
J = det
(
∂x˜i
∂x0j
)
det
(
∂x0i
∂ξj
)
.(A.1)
On the other hand, we have
x˜(x0)= x0 + εx˜ 1(x0)+ · · ·
which yields
∂x˜i
∂x0j
= δij + ε ∂x˜
1
i
∂x0j
+ · · · ,
and therefore
det
(
∂x˜i
∂x0j
)
= 1+ ε
3∑
j=1
∂x˜ 1j
∂x0j
+ · · · .(A.2)
Combining (A.1) and (A.2) gives:
J = J 0
(
1+ ε
3∑
j=1
∂x˜ 1j
∂x0j
+ · · ·
)
,
and (2.16) follows.
We next pass to the derivation of (2.17). We observe that, at least for ε small enough, ξ → x(ξ )
is a one-to-one mapping with inverse x→ ξ (x). Then we can write:
∂ϕ
∂xi
(x)= ∂
∂xi
ϕ
(
ξ (x)
)= 3∑
j=1
∂ϕ
∂ξj
∂ξj
∂xi
.(A.3)
Now, since
3∑
i=1
∂ξj
∂xi
∂xi
∂ξk
= δjk,
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and
∂xi
∂ξk
= ∂x
0
i
∂ξk
+ ε ∂x
1
i
∂ξk
+ · · · ,
we obtain:
∂ξj
∂xi
=
(
∂ξj
∂xi
)0
+ ε
(
∂ξj
∂xi
)1
+ · · ·(A.4)
with
3∑
i=1
(
∂ξj
∂xi
)0 ∂x0i
∂ξk
= δjk,(A.5)
3∑
i=1
{(
∂ξj
∂xi
)1 ∂x0i
∂ξk
+
(
∂ξj
∂xi
)0 ∂x1i
∂ξk
}
= 0.(A.6)
On one hand, (A.5) yields (
∂ξj
∂xi
)0
= ∂ξj
∂x0i
,(A.7)
so that (A.6) gives (
∂ξj
∂xi
)1
=−
3∑
k,`=1
∂ξj
∂x0k
∂x1k
∂ξ`
∂ξ`
∂x0i
.
On the other hand, we have
∂x˜ 1k
∂x0i
=
3∑
`=1
∂x1k
∂ξ`
∂ξ`
∂x0i
,
and therefore (
∂ξj
∂xi
)1
=−
3∑
k=1
∂ξj
∂x0k
∂x˜ 1k
∂x0i
.(A.8)
Thus, using (A.7) and (A.8), (A.3) yields:
∂ϕ
∂xi
=
3∑
j=1
{
∂ϕ 0
∂ξj
(
∂ξj
∂xi
)0
+ ε
(
∂ϕ 1
∂ξj
(
∂ξj
∂xi
)0
+ ∂ϕ
0
∂ξj
(
∂ξj
∂xi
)1)
+ · · ·
}
=
3∑
j=1
{
∂ϕ 0
∂ξj
∂ξj
∂x0i
+ ε
(
∂ϕ 1
∂ξj
∂ξj
∂x0j
− ∂ϕ
0
∂ξj
3∑
k=1
∂ξj
∂x0k
∂x˜ 1k
∂x0i
)
+ · · ·
}
.
Since
∂ϕ˜ k
∂x0i
=
3∑
j=1
∂ϕ k
∂ξj
∂ξj
∂x0i
, k = 0,1, . . . ,
we obtain:
∂ϕ
∂xi
= ∂ϕ˜
0
∂x0i
+ ε
(
∂ϕ˜ 1
∂x0i
−
3∑
k=1
∂ϕ˜ 0
∂x0k
∂x˜ 1k
∂x0i
)
+ · · · ,
i.e., (2.17).
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