For the surface energy of jellium at alkali-metal densities, the local-density approximation ͑LDA͒ and more advanced density-functional methods disagree strongly with the wave-function-based Fermi hypernetted-chain and diffusion Monte Carlo methods. We present a wave-vector interpolation correction to the generalized gradient approximation which gives jellium surface energies consistent with two other estimates based on advanced density functionals. LDA makes compensating errors at intermediate and small wave vectors. Studies of small jellium clusters also support the density-functional estimate for the jellium surface energy.
proaches yield jellium surface energies xc ͑Table I͒ that agree among themselves to 1%, and are greater than xc LDA by about 2%: ͑1͒ A meta-GGA, 3 which makes use not only of the local density and its gradient but also of the orbital kinetic-energy density, and is free of the self-correlation error that bedevils the low-density limits for LDA and GGA. ͑2͒ The random-phase approximation, 7 ͑RPA͒ which yields exact exchange and long-range correlation, plus a GGA for the short-range correction to RPA ͑Refs. 8 and 9͒ ͑RPAϩ͒. Table I shows the results of an improved construction of this GGA correction, using the real-space cutoff 10 of the gradient expansion for the correlation hole within and beyond RPA. ͑3͒ A new wave-vector interpolation as a long-range correction to GGA exchange and correlation, the subject of this paper, which shows that LDA makes compensating errors at intermediate and small wave vectors. Consistent with these estimates, Skriver and Rosengaard 11 found that ''localdensity theory'' . . . can provide surface energies which are at least as accurate as those derived from experiments'' for real metals. GGA surface energies 12 are also in good agreement with experiment, even for sodium (r s Ϸ4).
The electron density at a metal surface is radically inhomogeneous, and the surface energy ͑work required to create a unit area of new surface͒ is dominated by exchange and correlation. Yet, since the early work of Lang and Kohn, 6 surface energies have been calculated within the localdensity approximation ͑LDA͒ for exchange and correlation,
which is based upon the uniform electron gas. To understand this situation, Langreth and Perdew 13 analyzed the surface exchange-correlation energy xc into contributions from dynamic density fluctuations of various wave vectors k:
where k F is the bulk Fermi wave vector. They argued that LDA is right at large k, i.e., for the short-range part of the 
However, the jellium surface energy has remained a puzzle.
The exchange-correlation energy may be written 13 as
in atomic units បϭmϭe 2 ϭ1. Here n(r) is the electron density and n xc (r,rЈ) is the density at rЈ of the exchangecorrelation hole around an electron at r. The local density n(r) determines the on-top (͉rЈϪr͉→0) hole density, not exactly but to a good approximation, 14 and the low-order derivatives of n(r) determine the short-range ͑small ͉rЈ Ϫr͉) behavior of the hole. 15 By Fourier analyzing the Coulomb interaction 1/͉rЈϪr͉, we find the wave-vector analysis of E xc , which we separate into bulk and surface terms.
The solid we consider is jellium, a rigid uniform positive background of density n ϭ3/4r s 3 ϭk F 3 /3 2 , filling the halfspace xϽ0 and neutralized by electrons. Jellium is a simplified model for simple metals. The surface exchangecorrelation energy is
and its wave-vector analysis is
where
Here xc uni f and n xc uni f are the exchange-correlation energy per particle and hole density of the uniform gas, and n xc (͓n͔;x,u) is the spherical average at separation u of the hole density around an electron at x.
Langreth and Perdew 13 evaluated ␥ xc LDA (k) for jellium, and found lim k→0 ␥ xc LDA (k)ϰk 2 , different from the exact limit
where p ϭ(4n ) 1/2 and s ϭ p /ͱ2 are the bulk and surface-plasmon frequencies, respectively. They then interpolated between Eq. ͑8͒ at small k and ␥ xc LDA (k) at large k. We shall here interpolate between Eq. ͑8͒ at small k and ␥ xc GGA (k) at large k. In all our calculations, we have used self-consistent LDA densities n(x). Our LDA is the local part of our GGA. 2 For the GGA exchange hole, we have used the smoothed model of Ref. 16 . For the GGA correlation hole, we have used the real-space cutoff construction of Ref. 10, which is smoothed by the integration over x. Figure 1 shows the wave-vector analysis ␥ x (k) of the surface exchange energy x ͑no correlation͒ for r s ϭ4 jellium, in both LDA and GGA. The peak at intermediate k (Ϸk F ) is lower in GGA, which displays a negative region at small k. These GGA features are similar to those of the exact ␥ x (k) ͑Ref. 17͒ for a model density profile, confirming our expectation that GGA should improve upon LDA for intermediate k (Ϸk F ). As k→0, ␥ x GGA (k) fails, tending to zero and not to the correct negative constant.
18 ͑When comparing Fig. 1 to previous wave-vector analyses of ␥ x LDA , one should recall that our hole models average out the long-range oscillatory parts, and so are smooth at kϭ2k F .) Figure 2 shows the LDA and GGA wave-vector analyses when correlation is included. As k→0, ␥ xc LDA (k) ϰk
2
•␥ xc GGA (k) looks linear at small k, but that is an illusion 17 Interpolations from the exact k→0 asymptote tend naturally to the peak of ␥ xc GGA (k). We have used the interpolation formula ␥ xc (k)ϭa sin(bx)ϩcx d ͑where xϭk/2k F ) for k less than that of the peak. The parameters a, c, and d are determined by matching ␥ xc (k) to the exact initial slope at k ϭ0, and to the value and vanishing slope of ␥ xc GGA (k) at its peak. This interpolation is also shown in Fig. 2 .
The parameter b is chosen to keep the interpolation under control. Figure 2 shows ␥ xc GGA (k) both beyond and within the RPA, the latter constructed from the RPA GGA hole of Ref. 9 . These curves differ at large k, where the RPA is wrong, and agree at small k, where the RPA is right. Overall, they are not so different, consistent with the conclusion 8, 9 that the RPA surface energies require only a small short-range cor- The results of our beyond-RPA interpolation are shown in Table I . Although the interpolated ͑new WVI͒ xc is close to xc LDA , its wave-vector decomposition ␥ xc (k) ͑Fig. 2͒ is less like that of LDA ͑Fig. 2͒. The LDA ␥ xc (k) has canceling errors at small and intermediate k.
The strong long-range contribution ͓n xc (k)ϰk according to Eq. ͑8͒, or n xc (u)ϰu Ϫ4 as u→ϱ͔ to the exact surface exchange-correlation energy is unusual. The exact wavevector analysis of E xc for a finite system behaves like k 2 as k→0. This fact explains how ͑in spin-density functional theory͒ the GGA can be more accurate than LDA for the atomization energy of a molecule, 2 and yet less accurate for the metal surface energy. Breaking up a molecule creates extra microsurface around each atom. If there were no anomalous small-k contribution to the exact xc , then LDA would overestimate the metal surface energy and the GGA would correct this overestimation, the typical situation for the atomization energy of a molecule.
The discrepancy between density-functional and diffusion Monte Carlo values for the surface exchange-correlation energy is surprising. Fixed-node DMC results are often regarded as ''exact,'' although those for extended systems require an extrapolation from finite simulation cells. We close this paper with a study of finite jellium spheres, for which no such extrapolation is needed.
We consider a neutral jellium sphere with Nϭ20 electrons. Table II shows the total energy per electron E/N ͑in-cluding the electrostatic self-energy of the uniform positive background͒ evaluated in LDA, GGA, and meta-GGA, in comparison with variational ͑VMC͒ and diffusion Monte Carlo ͑DMC͒ results of Ballone et al. 19 All three density functionals give similar energies in reasonable agreement with the DMC values, and not much lower as one would expect if the true surface energy were much higher than its density-functional estimates. In particular, the LDA and meta-GGA energies are very close to DMC. The energy of this small cluster is predicted reasonably well by the liquid drop model, 20 using LDA input 21 for the surface energy and curvature energy ␥,
where RϭN
r s is the cluster radius ͑Table II͒. While the curvature contribution is small, the surface contribution is not. If DMC surface energies from Table I were used instead of the LDA, the surface term for r s ϭ4 would increase from 0.21 to 0.38 eV, and the accuracy of Eq. ͑9͒ would be lost. In other words, the liquid drop model gives jellium cluster energies consistent with those of DMC, but only if one uses the density-functional estimate for the jellium surface energy. 
