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Senarai calon terhasil dalam pembetulan ejaan adalah satu proses untuk mencari 
kata-kata dari leksikon yang hampir sama dengan perkataan yang tidak tepat. 
Algoritma paling banyak digunakan untuk menjana senarai calon untuk kata-kata 
yang tidak tepat adalah berdasarkan jarak Levenshtein. Walau bagaimanapun, 
algoritma ini mengambil masa yang terlalu lama apabila terdapat bilangan besar 
kesilapan ejaan. Sebabnya ialah bahawa pengiraan algoritma Levenshtein termasuk 
operasi yang menghasilkan jajaran dan pengisian sel-sel jajaran dengan 
membandingkan huruf-huruf perkataan yang tidak betul dengan huruf-huruf 
perkataan dari leksikon. Oleh kerana kebanyakan leksikon mengandungi berjuta-juta 
perkataan, maka operasi ini akan diulang berjuta-juta kali bagi setiap perkataan tidak 
tepat untuk menjana senarai calonnya. Kajian ini men ambahbaikkan algoritma 
Levenshtein dengan merekabentuk teknik operasi yang telah dimasukkan dalam 
algoritma ini. Teknik operasi yang dicadangkan meningkatkan algoritma Levenshtein 
dari segi masa pemprosesan perlaksanaannya tanpa menjejaskan ketepatannya. Ia 
mengurangkan langkah operasi yang diperlukan untuk mengukur nilai sel-sel dalam 
baris dan lajur pertama, baris dan lajur kedua serta baris dan lajur ketiga dalam 
jajaran Levenshtein. Algoritma Levenshtein yang telah tingkatkan telah 
dibandingkan dengan algoritma asal. Hasil kajian menunjukkan bahawa prestasi 
algoritma yang dicadangkan melebihi prestasi algoritma Levenshtein asal dari segi 
masa pemprosesan, iaitu sebanyak 36.45% manakala ketepatan kedua-dua algoritma 
adalah masih sama. 
 














Candidates’ list generation in spelling correction is a process of finding words from a 
lexicon that should be close to the incorrect word. The most widely used algorithm 
for generating candidates’ list for incorrect words is based on Levenshtein distance. 
However, this algorithm takes too much time when there is a large number of 
spelling errors. The reason is that calculating Levenshtein algorithm includes 
operations that create an array and fill the cells of this array by comparing the 
characters of an incorrect word with the characters of a word from a lexicon. Since 
most lexicons contain millions of words, then these operations will be repeated 
millions of times for each incorrect word to generate its candidates list. This 
dissertation improved Levenshtein algorithm by designing an operational technique 
that has been included in this algorithm. The proposed operational technique 
enhances Levenshtein algorithm in terms of the processing time of its executing 
without affecting its accuracy. It reduces the operations required to measure cells’ 
values in the first row, first column, second row, second column, third row, and third 
column in Levenshtein array. The improved Levenshtein algorithm was evaluated 
against the original algorithm. Experimental results show that the proposed algorithm 
outperforms Levenshtein algorithm in terms of the processing time by 36.45% while 
the accuracy of both algorithms is still the same.  
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 Background  1.1
Spelling correction is the process of detecting and repairing spelling errors in a text. 
Research in spelling correction is not new; it started in the mid of 1960, and many 
algorithms for spelling correction have been suggested since then (Mahdi, 2012). 
Spelling correction can be either manual or automatic. The first type allows 
intervention of humans in the correction process. The second type, a system will 
decide the correction to replace an incorrect word by choosing the best candidate 
word without human's intervention (Bassil & Alwani, 2012b). 
Most methods of automatic spelling correction have three functions: error detection, 
generation of candidates, and error correction (Naseem & Hussain, 2007). The first 
function is to find incorrect words in the output text. The second function is to 
generate candidate words from a lexicon for each of the incorrect words. Candidate 
list generation is a process of finding words from a lexicon that should be close to the 
incorrect word. For example, the candidates’ list generated from a lexicon for the 
incorrect word “czp” are “cup”, “cap”, and “cop”. The last function is to correct all 
incorrect words by selecting the best candidate to replace with each incorrect word.  
The process of generating candidates list can be achieved by using a specific 
algorithm. An algorithm is a set of operations that will be performed on some data to 
solve a specific problem. In general, algorithms can be classified according to their 
optimal solution into two categories: exact and approximate. In execution, exact 
algorithms will reach an optimal solution while approximation algorithms can be 
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