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This report presents the research that I have done in conjunctionwithmy supervisors
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the last three years of my studies. Chapter 6 presents work conducted as part of the
e/γ signature trigger group within the ATLAS collaboration. Chapter 7 presents work
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This thesis presents two studies considering newneutral resonances in top quark pair
production at the Large Hadron Collider. Its focus is largely on charge and spin asym-
metry observables sensitive to the chiral couplings of a Z ′ boson. Both analyses employ
a 2 → 6 simulation accounting for all possible leading order topologies for both signal
and (irreducible) top backgrounds including interference effects. The first is a parton-
level analysis aimed at the lepton-plus-jets final state, using a reconstruction procedure
of the (anti)top quark mass and momenta that closely mimics experimental conditions.
Results show the potential of these observables to characterise the chiral couplings of
the Z ′ boson and distinguish between different theoretical models, and to improve the
discovery potential in combination with the tt¯ differential cross section. The second
study extends to an analysis using the dilepton final state in top pair production to ob-
serve a new resonance, accounting for parton-shower, hadronisation and simulated re-
construction with the ATLAS detector. Several approaches to top reconstruction and
their relative observational power are explored. Finally a study of the sources for single
electron trigger inefficiencies with the ATLAS detector is presented.
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CHAPTER 1
The Standard Model and beyond
1.1 Quantum Field Theory
1.1.1 Why Quantum Field Theory?
Special Relativity (SR) andQuantumMechanics (QM) revolutionisedhumanunderstand-
ing of physics during the 20th century [1, 2, 3, 4]. Individually, their axioms and conse-
quences defy natural instincts honed to understand observable forces around the me-
tre scale, and which are encoded in the framework of Classical Mechanics (CM). Taken
in combination, SR and QM necessitate the formulation of a locally acting framework
that allows the creation and annihilation of identical, indistinguishable particles. Under
this formulation, classical fields, physical quantities defined at every point in spacetime
ψ(x⃗, t), take centre stage, while particles emerge naturally following their quantisation.
To see why these fields are necessary, the principles of QM, which emerged due to the
failure of CM to explain black-body radiation and the photoelectric effect, will be briefly
outlined. The possible states of a systemare encapsulated in a complete set of orthonor-
mal basis vectors of a complexHilbert space, 〈j|i〉 = δij . Thus, any state can bewritten as
a linear combination of these vectors, |ψ〉 = ai |i〉. Particle observables, such asmomen-
tum, take the form of Hermitian operators A = A†. This ensures that observed values,
given by an eigenvalue of the operator A |i〉 = ai |i〉, are real-valued. The time evolution
of this system, which must preserve the norm of the state vector over time, is governed
1
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by the general Schrödinger equation,
H |ψ(t)〉 = i ddt |ψ(t)〉 , (1.1.1)
where the HamiltonianH is an observable corresponding to the total energy of the sys-
tem. Expanding the state in the basis of the position operator, we extract the wave func-
tion, 〈x⃗|ψ(t)〉 ≡ ψ(x⃗, t), and interpret |ψ(x⃗, t)|2 as the probability density of the system.
Schrödinger originally formulated QM in terms of wave mechanics, with a Hamilto-
nian based on the conservation of classical kinetic and potential energies, H = p22m +
V (x⃗). Inserting the corresponding operators, P = i∇⃗ and Eq. 1.1.1, we arrive at the wave
schrödinger equation, (
− 1
2m
∇2 + V (x)
)
ψ(x⃗, t) = i
∂
∂t
ψ(x⃗, t). (1.1.2)
This equation best illustrates the revolutionary consequences of QM, such as wave-
particle duality. Its solutions, for various free and constrained systems, illustrate that
measurementsmadeof a systemare constrained todiscretequanta. Immediately though,
we can see an issue: SR, which emerges due to the failure of CM to accommodate
Maxwell’s equations of electromagnetism, is not respected. By consequence of the pos-
tulates of SR, space and time are fused into a single four dimensional spacetime contin-
uum, xµ ≡ x, yet Eq. 1.1.2 features a second-order derivative in space, and a first order
derivative in time.
If instead a hamiltonian that is directly motivated by mass-energy conservation E2 =
p2 +m2 is substituted,(
∂2
∂t2
−∇2 +m2
)
φ(x⃗, t) =
(
∂µ∂µ +m
2
)
φ(x) = 0, (1.1.3)
the result, the Klein-Gordon (KG) equation, clearly respects SR. However, we see this re-
alisation is also unsatisfactory. Firstly, there are both positive and negative energy solu-
tions. This ismanifest in the square root of themass-energy equation, but is problematic
when interpreting φ as a wavefunction. Furthermore, |φ|2 can no longer be interpreted
as a probability density, as it is Lorentz invariant, while a density should transform as the
time-like component of a 4-vector. When an adequate interpretation for the probability
density is derived, it is no longer positive definite.1
The Feynman-Stuekelberg interpretation can mollify these problems by constraining
negative energy states to move backwards in time, such that the emission of a negative
1 The following definitions of the probability density and current respect the conservation law ∂µJµ = 0,
ρ = J0 = i
(
φ∗
∂φ
∂t
− φ∂φ
∗
∂t
)
, J⃗ = −i
(
φ∗∇⃗φ− φ∇⃗φ∗
)
. (1.1.4)
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energy particle may be interpreted as the absorption of a positive energy antiparticle
with equal and opposite four-momentum. Thus, antiparticles appear.
To avoid the negative roots of Eq. 1.1.3, we might propose an equation of motion with
only linear spacetime derivatives,
(γµ∂µ −m)ψ = 0. (1.1.5)
If we iterate Eq. 1.1.5, by applying the operator twice on the wavefunction, and demand
equivalence with Eq. 1.1.3, the matrices γµ must satisfy the anti-commutation relation,
{γµ, γν} = 2ηµν . (1.1.6)
These are the Dirac γ-matrices, and Eq. 1.1.5 the Dirac equation. The fewest number of
dimensions in which theymay be constructed is four, and there aremultiple equivalent
representations. One choice, used throughout this thesis, is the Chiral representation,
γ0 =
(
0 1
1 0
)
, γ⃗ =
(
0 σ⃗
σ¯ 0
)
, (1.1.7)
where σµ = (1, σ⃗), σ¯µ = (1,−σ⃗), and σ⃗ are the Pauli spin matrices,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (1.1.8)
Additionally, we may define the chirality operator,
γ5 ≡ iγ0γ1γ2γ3 =
(
−1 0
0 1
)
. (1.1.9)
This can be used in projection operators,
PL,R =
1
2
(1±γ5), (1.1.10)
to single out the chiral components of the Dirac spinors.
When solved for a particle in its rest frame, Eq. 1.1.5 also presents negative energy solu-
tions. However, defining ρ = J0 = ψ†ψ and J⃗ = ψ†α⃗ψ, satisfying ∂µjµ = 0, we see that
we can construct a positive definite probability density. Dirac interpreted negative en-
ergy states as holes in an infinite sea of energy states. This idea introduces the concept
of pair production, but does not provide a framework for calculating the interactions
that allow particle numbers to change. To describe this, an entirely new framework is
required: Quantum Field Theory (QFT).
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1.1.2 What is Quantum Field Theory?
QFT is a framework based on the quantisation of classical fields. In the previous section,
the degrees of freedom in CM were promoted to operators acting on a Hilbert space;
in QFT there are infinite degrees of freedom, defined at every point in space, φ(x⃗, t).
Here x⃗ is no longer a dynamic variable but merely a label. In this 2nd quantisation,
Eqs. 1.1.3 and 1.1.5 remain, yet are reinterpreted to describe the dynamics of classical
fields. Following canonical quantisation, φ(x⃗, t) and ψ(x⃗, t) are no longer interpreted as
wave functions, but operator-valued functions acting on a Fock space.2 As in classical
field theory, the dynamics of the field are described by an action,
S =
∫
dt
∫
d3xL(φ, φ˙, ∇⃗φ) =
∫
d4xL(φ, ∂µφ). (1.1.11)
In this thesis, three classes of field are considered, each with a unique Lagrangian (den-
sity). Massive complex scalar, massive spinor (fermionic, Dirac), and vector (bosonic)
fields are described, respectively, by Lorentz-invariant Lagrangians,
Lscalar = ∂µφ†∂µφ−m2φ†φ, (1.1.12)
Lspinor = ψ¯(/∂ −m)ψ, (1.1.13)
Lvector = FµνFµν , (1.1.14)
where /∂ ≡ γµ∂µ and Fµν = ∂µAν − ∂νAµ. By minimising the corresponding actions, the
equations of motion in Eqs. 1.1.3 and 1.1.5 are recovered.
Dirac fermion fields describe well particles such as electrons; however, they are not
the building blocks of the Standard Model. A Dirac fermion carries a four-dimensional,
reducible representation of SO+(1, 3), meaning fermions carry two inequivalent, irre-
ducible two-dimensional representations.3 This is clear when using the Chiral repre-
sentation (Eq. 1.1.7), where we can write the four-component Dirac spinor as two two-
component Weyl spinors of opposite Chirality (Eq. 1.1.9),
ψ =
(
χ
η
)
: γ5
(
χ
0
)
= −
(
χ
0
)
, γ5
(
0
η
)
= +
(
0
η
)
, (1.1.15)
which transform independently under Lorentz transformations and are mixed in the
Dirac Lagrangian only via mass terms,
L = χ†σ¯µi∂µχ+ η†σµi∂µη −mχ†η −mη†χ. (1.1.16)
2The Fock space is the sum of the n-particle Hilbert spaces.
3SO+(1, 3) denotes the Lorentz group. This is the orthogonal (set of real matrices whose transpose are
equal to their inverse) Lie group preserving the length, t2−x2−y2−z2, and that preserves spatial orientation
(special/proper) and the time direction (orthochronous).
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Classical physics has always benefited from the recognition of symmetries in order to
simplify systemsbyexploitingmathematical redundancies in their description. Noether’s
theorem states that the presence of a global symmetry in the action of a physical system
is always associated with a conserved current.
A key principle in the formulation of QFT is gauge symmetry. Gauge, local or internal
symmetries are properties of each point in spacetime, and to impose this symmetry on
a Lagrangian new interactions must be introduced. Taking, for example, the Lagrangian
of a massless fermion field (from Eq. 1.1.14),
iψ¯γµ∂µψ = 0, (1.1.17)
observe it is trivially invariant under a global phase shift ψ → eiqθψ, i.e. it is manifestly
invariant under a global symmetry described by the U(1) Lie group. However, if the
continuous parameter of the transformation is made local, θ → θ(x), an additional term
iq∂µθ(x) is generated. Thus, to ensure the Lagrangian remains invariant under a U(1)
gauge group anewvector fieldmust be introducedwith complementary transformation
properties that exactly cancel those of the spinor field: Aµ → Aµ − ∂µθ(x) and that
couples to the spinor field with strength q. Thus, an invariant Lagrangian is,
L = 1
4
FµνFµν + iψ¯ /Dψ, (1.1.18)
where the minimal substitution Dµ = ∂µ + iqAµ has been made, and a kinetic term for
the newly introduced field has been added.
This simple interaction underpins all of electromagnetism, where the massless photon
is identified with theAµ gauge vector field, coupled to fermions via their electric charge
q. The associated current Jµ = ψ¯γµψ, conserved in accordance with Noether’s theo-
rem, is identified with the conservation of electric charge. The electric charge coupling
is sufficiently small as to allow accurate treatment using perturbative QFT, and, upon
quantisation, the rules of Quantum Electrodynamics (QED) are revealed. The resulting
prediction for the anomalous magnetic dipole moment of the electron has been calcu-
lated to an order of α5 and agrees with the experimentally determined value to within
10−8 [5, 6]. This makes it one of the most accurately verified predictions in physics, thus
validating QED in particular, and the framework of QFT in general.
In the canonical quantisation classical fields are promoted to operator valued functions,
obeying commutation relations,
[φa(x⃗), φb(y⃗)] =
[
pia(x⃗), pib(y⃗)
]
= 0, (1.1.19)[
φa(x⃗), pi
b(y⃗)
]
= iδ(3)(x⃗−y⃗)δba, (1.1.20)
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where pia(x⃗) = ∂L/∂φ˙a is the momentum conjugate to the real scalar field φa(x⃗). These
field operators are then expanded as a sum of plane wave solutions for an infinite array
of coupled quantum harmonic oscillators parameterised by creation and annihilation
operators, a†(p⃗) and a(p⃗), respectively,
φ(x) =
∫ d3p
2E(2pi)3
[
a(p⃗)e−ipx + a†(p⃗)eipx
]
, (1.1.21)
pi(x) =
∫ d3p
2E(2pi)3
(−i)
[
a(p⃗)e−ipx − a†(p⃗)eipx
]
. (1.1.22)
Canonical quantisation proceeds via the Hamiltonian formulationwhere time evolution
is carried by the states, which are a function of all possible field configurations. Manifest
Lorentz invariance is lost, and must be restored later.4
In the interaction picture the Hamiltonian is split into free and interacting parts, H =
H0 +Hint. Here H0 governs the time evolution of operators and Hint governs the evo-
lution of states |ψ〉I , idU = HI(t)Udt. The solution to this is given by Dyson’s formula,
U(t, t0) = Texp
(
−i
∫ t
t0
dt′HI(t′)
)
. (1.1.23)
The power expansion of this formula demonstrates the perturbative nature of this ap-
proach. In scattering theory, we assume the initial and final states are eigenstates of the
free theory, which allows us to define the scattering matrix,
〈f |S |i〉 ≡ lim
t→±∞(1−iϵ)
〈f |U(t,−t) |i〉 . (1.1.24)
Then, by applying Wick’s theorem, we may expand the terms in Eq. 1.1.23 to derive all
possible normal-ordered contracted terms. Each of the terms arising in 〈f |S−1 |i〉may
be represented schematically using Feynman Diagrams.
At leading order (LO), i.e. for terms proportional to αn=1, we may derive exact solutions.
However, if we were to use them to naively calculate the correlation function for any
process involving loops (n > 1), it would often yield infinity. We solve this problemusing
the process of renormalisation, a systematic way of removing infinities from physical
observables, such as cross sections and decay widths.
We first identify that the ‘bare’ fields and coupling constants in our Lagrangian cannot
be determined experimentally, they are just parameters in our Lagrangian. If wewere to
perform an experiment to measure the coupling constant for a certain interaction at a
certain energy scale we would be trying to measure the physical or ‘renormalised’ cou-
pling which is directly related to the cross section for this interaction [7]. Therefore, we
introduce renormalised quantities for every bare quantity in our Lagrangian. We can
4An alternative quantisation formulation using path integrals maintains intrinsic Lorentz invariance.
1.1. Quantum Field Theory 7
then consider our bare quantities to be infinite in such a way that exactly cancels the
infinities arising from our loop calculations. We achieve this systematic cancellation by
rewriting the Lagrangian in terms of renormalised quantities and counter-terms. Clearly
any finite term can be absorbed into an infinite one, so there are many different renor-
malisation schemes, which define howmuch of the finite parts we absorb. Theminimal
subtraction (MS) scheme is a commonly used example.
In order to manipulate the divergent integrals we must first regularise them by making
the integral finite. We could do this by imposing amomentumcut-off scale. In themod-
ern view this cut-off has physical significance, it determines the scale above which new
physics becomes important, for which our current model is only an effective theory.
The process of renormalisation ensures that when physical amplitudes are expressed
in terms of renormalised parameters the cut-off dependence vanishes.
1.1.3 Beyond Quantum Field Theory
As stated above, the framework of QFT has been validated using extremely precise ex-
periments. However, when applied to gravity any naive attempt to quantise the grav-
itational field, as described classically within the framework of General Relativity (GR),
results in a non-renormalizable theory. Thus, while Quantised GR can describe an ef-
fective theory of gravity, QFT appears to fall short of a Theory of Everything (TOE). A sat-
isfying unification of quantum mechanics and GR is arguably the most important goal
in modern high-energy physics and many different approaches have been developed
towards a solution.
One such approach is Asymptotic Safety, which retains the (non-perturbative) frame-
work of QFT in a search for a consistent and predictive quantised gravitational field by
finding a theory featuring a non-trivial fixedpoint in its renormalisation groupflow [8, 9].
Such a solution would ensure that quantum gravity remains safe from ultraviolet diver-
gences, in which cross sections go to infinity as distance scales become small.
Another famous approach is String Theory, where the point-like particles of quantum
mechanics are extended to two-dimensional loops of ‘string‘ [10]. On this foundation,
GR, Yang-Mills Gauge theories and electromagnetism naturally emerge. While this is a
tantalising feature, String Theories necessitate many additional elements, such as extra
spatial dimensions. They have also been criticised for a lack of perceived predictivity, at
least for observations at human-accessible energy scales. Nevertheless, String Theory,
and its derivations and extensions, are still undoubtably the most popular candidates
for a TOE.
As we will see in section 1.5, the theories explored in this thesis are largely ignorant of
GR or Quantum Gravity, and are limited to attempts at unifying those theories well de-
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Field SU(3)C SU(2)L U(1)Y
q 3 2 +16
uc 3¯ 1 −23
dc 3¯ 1 +13
ℓ 1 2 −12
ec 1 1 +1
H 1 2 −12
Table 1.2.1: The Standard Model matter fields and their GSM representations.
scribed by QFT. Nevertheless, these theories may be inspired by/consistent with String
Theory, and the unification of the StandardModel symmetry groups would surely bring
us closer to an all-encompassing TOE.
1.2 Gauge structure and particle content
The Standard Model (SM) defines a renormalizable Quantum Field Theory encompass-
ing fifteenWeyl fermions and one complex scalar, with gauge symmetryGSM ≡ SU(3)×
SU(2)×U(1). The fermions comprise three generations of fivefields,ψi ∈ {q, uc, dc, ℓ, ec},
that, along with the scalar field,H , carry irreducible representations of GSM .5 The irre-
ducible representations carried by each field for each subgroup of the SM are listed in
table 1.2.1.
This brief definition is sufficient towrite downacomplete, concise schematic Lagrangian
for the SM,
L = iψ¯iσ¯µDµψi − 1
4
F aµνF
aµν + λijψiψjΦ
(c) + h.c.+ |DµΦ|2 − V (Φ)2, (1.2.1)
where i, j are generational indices, and a labels the different gauge fields. Beneath this
elegant depiction lies a complex theoretical playground of interactions andmathemati-
calmiracles, revealingmany testable predictions that uniquely result from this structure.
This comprehensive theory required decades of theoretical and experimental endeav-
our unifying the strong, weak and electromagnetic forces.
The first two terms of Eq. 1.2.1 form the gauge sector. There are twelve gauge fields:
eight gluons, threeW-bosons andoneB-boson in the adjoint representations of SU(3)C ,
SU(2)L and U(1)Y , respectively. The covariant derivative Dµ contains the group gener-
ators in the designated representations, as well as the three gauge couplings gs, g2 and
g1.
5Here c denotes charge conjugation, the operation transforming a field between a particle and its an-
tiparticle, ψc ≡ ψ¯ [11].
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The following two terms comprise the flavour sector, whose Lagrangian may be ex-
panded,
L = λuqΦcuc + λdV qΦcdc + λeℓΦcec + h. c., (1.2.2)
where λi are three 3× 3 complex matrices in generational space, which are diagonal in
the appropriate basis. This basis is arrived at using the 3 × 3 unitary quark-mixing or
Cabibbo–Kobayashi–Maskawa (CKM) matrix, V , the only source of flavour mixing in the
SM. In addition to the six real parameters of the quark masses, the CKMmatrix contains
three real angles and one complex phase. This phase is a source of CP-violation.
The final two terms represent the Higgs sector, with potential,
V (Φ) = −µ2Φ†Φ−λ(Φ†Φ), (1.2.3)
where µ, λ > 0. This is a critical ingredient in Electroweak Symmetry Breaking (EWSB)
(section 1.4.1).
1.3 Quantum Chromodynamics
The SU(3)C subgroup governs the interactions between the quarks living in its funda-
mental representation. This representation is three dimensional, therefore, unlike QED,
whose charge all comes in one flavour, its charges come in three different ‘colours’,
hence its name, Quantum Chromodynamics. This group has eight generators, T a, pa-
rameterising the gauge transformation, U(x) = eiα(x)Ta , and are associatedwith the eight
gluons of QCD, Aµ = TaAaµ.6 These generators form a non-trivial algebra under com-
mutation,
[Ta, Tb] = fabcTc, (1.3.1)
where fabc = −fbac. Consequently, this gives rise to a non-Abelian gauge theory with
field strength tensor,
Gaµν = ∂µA
a
ν − ∂νAaµ + gsfabcAbµAcν , (1.3.2)
and Lagrangian,
LQCD = −1
4
Gµνa G
µν
a + iψ¯i /Dψi, (1.3.3)
where Dµ = ∂µ + igsT aAaµ. This interaction is vector-like, coupling equally to left and
right-chiral components and manifests itself as the strong nuclear force, owing to its
high coupling strength, gs. Evaluation of the gluon kinetic terms in Eq. 1.3.3 and the
final term in Eq. 1.3.2 exhibits the three and four-point self-interaction terms for gluons.
These additional interactions lead to an interesting scale (µ) dependence for the QCD
6While the SU(n) Lie group features n × n dimensional unitary matrices. The additional requirement
for determinant 1 (orientation preserving) leads toN2 − 1 independent degree of freedom.
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coupling, with a β-function at one-loop level of,
β(gs) =
∂gs
∂ logµ = −g
3
s
1
(4pi)2
(
11− 2
3
nf
)
, (1.3.4)
where nf is the number of flavours [12]. With six flavours the beta function is nega-
tive such that the coupling strength decreases with increasing energy scale, resulting
in asymptotic freedom. This suggests that, for the high-energy collisions at the LHC,
QCD interactions may be treated in the perturbative limit. Conversely, at small dis-
tances, parton interactions are difficult tomodelmathematically, but are observed to be
confined tightly inside composite hadrons. This phenomenon of quark confinement,
whereby quarks may not be observed as free particles, appears to be related to, but
is distinct from, asymptotic freedom. The consequence of this being that quarks and
gluons produced in hard-scattering processes rapidly hadronise, forming showers of
mesons and/or baryons. This can be modelled by introducing a potential between in-
teracting coloured objects that grows linearly with increasing separation, such that it is
‘cheaper‘ energetically for spontaneous pair creation to produce bound colour singlets.
1.4 Electroweak interaction
The electroweak interactions unify electromagnetism and the weak nuclear force. The
Glashow-Weinberg-Salam (GWS)model provides a – now experimentally well-justified
– description of this unified theory. We begin with an SU(2) gauge field coupled to a
scalar field, Φ, that transforms in the fundamental (spinor) representation. We then as-
sign this same scalar a charge of Y = −12 under an additional U(1)Y symmetry.7
Therefore, we insist our Lagrangian is invariant under the gauge transformation,
Φ→ eiαaTae− i2βΦ, (1.4.1)
where T a = σa/2. Operators σawith a = 1, 2, 3 are the Paulimatrices, andΦ is a complex
doublet,
Φ =
(
φ+
φ0
)
=
1√
2
(
φ1 + iφ2
φ3 + iφ4
)
. (1.4.2)
This necessitates a covariant derivative,
DµΦ =
(
∂µ +
i
2
g2σ
aW aµ +
i
2
g1Bµ
)
Φ, (1.4.3)
whereW aµ and Bµ are the SU(2) and U(1)Y gauge bosons, respectively, with overall La-
grangian,
LEW = −1
4
Gµνa G
a
µν−
1
4
FµνFµν + iψ¯i /Dψi + |DµΦ|2 − V (Φ). (1.4.4)
7Without the additional U(1)Y symmetry, no massless photon could be recovered.
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The corresponding generators are mutually commutative; therefore, they may have in-
dependent gauge couplings, g2 and g1, respectively.
1.4.1 Electroweak symmetry breaking
At some scale, the field Φ acquires a vacuum expectation value (VEV), v = µ√
λ
, which is
chosen to be real and in the σ3 = −1 direction, i.e. expanding Φ about its VEV,
Φ =
1√
2
(
φ1 + iφ2
v + h+ iφ4
)
. (1.4.5)
In the unitary gauge, φ1 = φ2 = φ4 = 0, this reduces to
Φ =
1√
2
(
0
v + h
)
. (1.4.6)
Inserting this into the covariant derivative and expressing the Pauli matrices in explicit
form gives,
DµΦ =
1√
2
{
∂µ + ig2
(
W 0µ
√
2W+µ√
2W−µ −W 0µ
)
+ i
g1
2
Bµ
}(
0
v + h
)
=
1√
2
(
ig2
√
2W+µ (v + h)(
∂µ − ig2W 0µ + ig12 Bµ
)
(v + h)
)
, (1.4.7)
where we have defined √2W±µ ≡ W 1µ ∓ iW 2µ and W 0µ ≡ W 3µ . By calculating |DµΦ|2 ex-
plicitly,
|DµΦ|2 =1
2
(∂µh)
2 +
g2v2
4
W+µW−µ +
v2
8
(
g2W
0
µ − g1Bµ
)2 (1.4.8)
+
g22
4
W+µW−µ
(
2vh+ h2
)
+
1
8
(
gW 0µ − g1Bµ
)2 (
2vh+ h2
)
, (1.4.9)
it is observed that certain fields have acquired self-interaction, i.e. mass, terms. How-
ever, these states differ from those of the interacting Lagrangian; they are given by a
linear combination of the original fields. This may be formulated as a rotation,
Aµ = sin θwW 0µ + cos θwBµ, (1.4.10)
Zµ = cos θwW 0µ−sin θwBµ. (1.4.11)
The weak mixing (Weinberg) angle, tan θW = g1/g2, parameterises the mixing between
B and W 0 leading to the diagonalised mass eigenstates of the photon γ, and Z boson.
Thus, three massive vectors, one massless vector and a massive Higgs.
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It may be observed that a U(1) gauge symmetry has survived this breaking mechanism,
(
Y +
T3
2
)(
0
v√
2
)
= 0. (1.4.12)
We identify this symmetrywithU(1)Q of electromagnetism. In termsof the diagonalised
states, the covariant derivative
Dµ = ∂µ + ig2 sin θw
(
Y +
T3
2
)
Aµ +
ig
cos θw
(
T3−sin2 θw
(
Y +
T3
2
))
Zµ. (1.4.13)
Thus, we can further identify the elementary charge, e = g sin θw , and Aµ with the pho-
ton.
The form of the covariant derivative will uniquely determine the couplings of the EW
bosons to all fermions, according to Eq. 1.4.4. However, first we must determine which
representations the fermions live in. Most generally, we know that the kinetic energy
term for the Dirac fermions reduces to two separable pieces,
ψ¯Li/∂ψL + ψ¯Ri/∂ψR, (1.4.14)
implying that theWeyl fermions, ψL and ψR, are free to live in different representations
of the gauge group. Indeed, from experimentation, we know that nature exploits this
freedom; theW± bosons couple only to the left-chiral components of fermions,
L±int = −g2W−µ ψ¯iγµPLψj + h. c.. (1.4.15)
This implies that ψL lives in the fundamental representation of SU(2)L, while ψR lives
only in its trivial representation. Of course, the couplingbetween fermions andZ bosons
is given by
g2
cos θw
(
T3 − sin2 θwQ
)
= gzQZ . (1.4.16)
The form of this coupling is important to remember when considering Generalised Se-
quential Models in section 2.2.1.
Knowing the charge relation allows us to calculate the necessary hypercharges to repro-
duce the electromagnetic charge for each fermion. Hence, we may assign the quantum
numbers specified in Tab. 1.2.1. This leads to two different sets of couplings for left and
right chiral fermions.
In Summary, we have seen how theHiggs field acquires a non-zero vacuumexpectation
value, leading to electroweak symmetry breaking (EWSB),
SU(3)C × SU(2)L ×U(1)Y → SU(3)C ×U(1)Q. (1.4.17)
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Field SU(3)C U(1)Q
Ga 8 0
W± 1 ±1
Z,A 1 0
(uL, dL) 3 (+
2
3 ,−13)
uR 3¯ +
2
3
dR 3¯ −13
(νL, ℓL) 1 (0,−1)
ℓR 1 −1
h 1 0
Table 1.4.1: The Standard Model fields and representations after EWSB.
This mechanism results in three massive gauge bosons: W+, W− and Z , as well as the
massless photon, and amassive scalar Higgs. Fermions also acquire amass via a Yukawa
coupling to the Higgs field. Therefore, at our low energy scale we may summarise the
SM particle content in table 1.4.1.
1.5 Problems with the Standard Model
Despite its explanations for, and successful predictions of, numerous observations in
data, and the delicate structure with which it does so, there are compelling reasons to
consider scenarios beyond the SM. These reasons can be split, roughly, into observa-
tional and theoretical issues.
In particular, there are four experimental observations that have been clearly estab-
lished and are unexplained in the SM. Foremost, neutrino oscillations necessitate neu-
trino masses that do not arise from the SM Lagrangian. In addition to this are three
prominent cosmological requirements. Firstly, there is the requirement for neutral,
massive dark matter to explain the observed galactic rotation curve, and no suitable
candidate appearing in the SM particle content. Another demand is for an explana-
tion to the apparent inflation in the early universe, suggested by density perturbations
in the cosmic microwave background. Lastly, and perhaps most compellingly, there is
the profusion of matter in the universe with comparatively little antimatter. The degree
of charge parity (CP) violation required for sufficient Baryogenesis in the early universe
appears to be greater than that obtainable from the sources of CP violation in the SM,
however, experimental tests of the neutrino mixing matrix are continuing.
In addition to these observed conflicts with the SM aremany unexplained, or disunited,
features in nature. Chiefly, as explained in section 1.1.3, while is suitable as an Effective
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Field Theory (EFT) of gravity for predictions at low energies, its failure at the Planck scale
means it cannot be naively combined with the SM. There are also reasons to consider
newmodels arising due to aesthetic, yet compelling, considerations; namely, the 19 free
and independent parameters in the SM Lagrangian. Many physicists feel a truly funda-
mental theory should provide relationships that reduce these. Furthermore, the scales
of these parameters are vastly disparate, with a six order-of-magnitude difference in the
Yukawa couplings. If one naively adds the neutrino masses via the same mechanism in
order to account for the recent experimental data, this hierarchy stretches to twelve
orders of magnitude.
Another cause of wide concern arises for the scalar Higgs self-coupling parameter, λ, in
Eq. 1.2.3. At LO, λ appears to essentially be a free parameter and can be chosen such that
it remains negative ensuring the wine bottle-shaped potential required for a non-zero
vacuum and EWSB. However, when considering higher-order diagrams, it is subject
to corrections, meaning that, to retain the desired value for the Higgs mass, the bare
mass must be corrected by a∆m2h that depends on the scale, Λ, and the coupling to the
fermion in the loop [11],
∆m2h = −
|λf |2
8pi2
Λ2 + ... (1.5.1)
Therefore, as Λ is increased to the Planck Scale, and the higher-order corrections in-
crease accordingly,∆m2h must be increased until ≈ 30 orders of magnitude higher than
the observed Higgs mass. The dominant contributions come from top quark loops ow-
ing to its very largemass. This necessity of fine-tuning appears deeply unnatural. Spinor
and vector couplings are protected from these corrections by gauge and chiral sym-
metries, respectively. While the sole scalar boson of the SM, the Higgs is responsible
for setting all particle masses. Consequently, this issue permeates the whole SM. Thus,
while the theory is technically fully renormalizable it fails to be satisfactory at all scales.
It is clear that the source of the problem is the vast difference in scale between the
Planck-limit and the EW scale, called the hierarchy problem. If there appears some new
cut-off not too far above the EW scale, the level of fine tuning can be vastly reduced. For
example, one can postulate that the scalar field arises as a composite state in the form
of a pseudo-Nambu-Goldstone boson due to a symmetry that is broken at a higher, but
not too high, scale (section 2.3). Due to the intimate relationship between the top quark
and the hierarchy problem, the top quark would be an invaluable probe of any such
new mechanism. Additional motivation for higher scale mechanisms can be found in
Grand Unified theories (GUTs). Calculating the higher-order corrections for gauge cou-
plings, gs, g1 and g2, and the resultant β functions suggests that, with increasing scale,
they approach each other in value. This suggests that the SM gauge group could be em-
bedded within a larger symmetry group. Further motivation for these scenarios can be
found in the natural emergence of charge quantisation and solutions for the hierarchi-
cal structure of fermion masses and mixings. Residual U(1) symmetries are commonly
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encountered in such theories, which introduce new vector fields: Z ′ bosons, and these
form the benchmark models explored in this thesis.
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CHAPTER2
Z ′ bosons
2.1 Introduction
In its most general definition, a Z ′ boson labels any additional neutral resonance ap-
pearing in the invariant mass spectrum of a fermion–antifermion pair. More strictly it
can be limited to the designation of any hypothesised spin-1 vector boson decaying to
such a state. These appear ubiquitously in Beyond the Standard Model (BSM) theories.
The most obvious discovery channels for Z ′ are Drell-Yan (DY) processes, i.e. pp →
γZZ ′ → {e+e−, µ+µ−}.1 Formodels that are universal, with the same coupling strength
to each generation of fermion, and that do notmore strongly couple to the quark sector,
the strongest exclusion limits are set by this channel. Analysing 20.3 fb−1 of proton-
proton data at √s = 8 TeV delivered by the LHC, both the ATLAS experiment and CMS
experiment exclude a Sequential SM (SSM) Z ′, at the 95% confidence level, for masses
lower than 2.90 TeV, in the combined electron andmuon channels [13, 14]. Using 3.2 fb−1
of√s = 13 TeV data, the ATLAS collaboration has published combined results in DY that
place a lower limit on the mass of an SSM Z ′ at 3.36 TeV [15]. The latest results from
both collaborations, with approximately 13 fb−1, push this limit on narrow resonances
to 4 TeV [16, 17].
The present limits coming from tt¯ events are typically lower, with themost stringent lim-
its on a narrow leptophobicZ ′ excludingmasses only less than 2.4TeV [18, 19]. Therefore,
1Generally pp→ γZZ′ → {τ+τ−, µ+µ−} is also a valid channel, however, taus are unstable and appear
as jets which complicates the event reconstruction and reduces the resolution.
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if considering models featuring Z ′ bosons with large decay widths, leptophobic mod-
els with preferential couplings to the quark sector, or non-universally coupling models
with enhanced third generation couplings, one may explore theories which embed one
or more Z ′ with lower masses than generally prohibited by DY results.
New fundamental, heavy gauge bosons are encountered in many beyond the Standard
Model (BSM) theories. Z ′ often arise due to residual U(1) symmetries resulting from
the spontaneous symmetry breaking of a Grand Unified Theory (GUT), with the notable
exception of SU(5). These residual symmetries result in a new electroweak (EW) scale
gauge structure [20][21],
SU(3)C × SU(2)L ×U(1)Y ×U(1)Y ′ . (2.1.1)
These classes of model are primarily considered in this thesis, and discussed in more
detail in section 2.2. Naturally, aswith thephoton and theZ boson in the SMcase, neutral
gauge bosons may also be embedded through non-Abelian gauge extensions ofGSM in
association with the diagonal generators. In general these Z ′ will be accompanied by
charged gauge bosons which may impose further model constrains in other channels.
Multiple newZ ′ bosons can also arise in extra-dimensional models, as Kaluza-Klein ex-
citations of Standard Model (SM) gauge fields. These can lead to new, quasi-degenerate
resonances in collider experiments [22].
Whatever the source of the newly embedded massive Z ′ boson(s), the structure of the
theory leads to an additional interaction termwith fermions in the low-energy Lagrangian
that may be cast in the form,
L ⊃
∑
i
g′Z ′µψ¯iγ
µ￿
(
g′iLPL + g
′i
RPR
)
ψi, (2.1.2)
where g′iL(R) are the left(right) couplings between the Z ′ and the fermion species i, while
g′ is an overall coupling strength. Projectors, PL,R = 12(1±γ5), single out the chiral com-
ponents of the Dirac spinors. Thus, an equivalent parameterisation is given by
L ⊃
∑
i
g′Z ′µψ¯iγ
µ
(
g′iV − g′iAγ5
)
ψi, (2.1.3)
where g′iV and g′iA are, respectively, the vector and axial-vector couplings between the Z ′
and the fermion species i. A demonstration of how this formmay be arrived at for par-
ticular models is presented in the following section. It’s apparent that the low-energy
Lagrangian for a massive gauge boson in Eq. 2.1.3 is not gauge invariant. This is a result
of the gauge symmetry undergoing spontaneous breaking at some higher energy scale,
in a mechanism similar to that of SM electroweak symmetry breaking described in sec-
tion 1.4.1. Thus, generally, a new scalarmultiplet is required that will acquire a VEV at this
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scale. This leads to a low-energy Lagrangian featuring a gauge boson that has acquired
a mass through this mechanism and is no longer invariant under the gauge symmetry.
In section 1.4.1, we saw how the interacting fieldsW 0µ and Bµ of the electroweak bosons
aremixed to form themass eigenstates ofAµ andZµ. Adding newneutral vector bosons
to the SM can, in general, introduce a different mass basis, i.e. the Z ′ field will have to
mix in such a way as to re-introduce fields that may be identified with the photon, Z
boson and the new vector boson.
The level of mixing depends on the charge of the Higgs doublet under the U(1)′. If non-
zero, its VEV will also contribute to the Z ′ mass. Likewise, any new scalar fields intro-
duced to break the U(1)′ may live in a non-trivial representation of the EW subgroup,
leading to an admixture of states. It’s important that the new scalar multiplet carry zero
electric charge, as the original combination of Y and T 3L (Eq. 1.4.12), in order to ensure a
massless photon. Furthermore, it is important to preserve the ratio between theW and
Z bosonmasses,mW /mZ = cos θw , a key prediction, and test, of the SM. This is achieved
most readilywhennew scalarmultiplets live in the trivial or fundamental representation
of SU(2)L [23].
An additional mixing mechanism may occur between U(1)Y and U(1)′ owing to the in-
dependent gauge invariance of the abelian field strength tensor Fµν , allowing the exis-
tence of FµνF ′µν terms. This is known as gauge kinetic mixing [24]. These effects can
also arise naturally due to higher order corrections, even if absent from the original
Lagrangian. When multiple new Z ′ are introduced, non-trivial corrections may be in-
duced, particularlywhen themass gap between the newvectors is small. PotentialZ−Z ′
mass mixing, as well as gauge kinetic mixing with the hypercharge gauge boson, are as-
sumed to be negligible in the following benchmark models.
2.2 Benchmark Models
There are several candidates for a GUT, a hypothetical enlarged gauge symmetry, moti-
vated by approximate gauge coupling unification at around the 1013 TeV energy scale [25,
26, 27, 28]. At lower energies these may proceed through sequential spontaneous sym-
metry breaking mechanisms, often leaving residual U(1) gauge symmetries, until the
familiar SU(3)×SU(2)×U(1) gauge structure of the SM is recovered. Examples of these
cascademechanisms are illustrated in Fig. 2.2.1 featuring SO(10) and E6, whichmotivate
a variety of models featuring a Z ′.
In isolation there is no particular reason for these Z ′ to have masses as low as the TeV
scale; however, for supersymmetric implementations of these unifiedmodels, the extra
U(1) breaking scale is generally linked to the scale of soft supersymmetry breaking [30].
Hence, the motivations for a TeV scale Z ′ are the same as those for TeV scale supersym-
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SO(10)
SU(4)C × SU(2)L × SU(2)R
SU(3)C × SU(2)L × SU(2)R × U(1)B−L
SU(4)C × SU(2)L ×U(1)R
SU(3)C × SU(2)L ×U(1)R × U(1)B−L
SU(3)C × SU(2)L ×U(1)Y
SU(5)×U(1)χ
SU(5)
SU(3)C × U(1)Q
SO(10)×U(1)ψ
E6
Figure 2.2.1: A chart of the possible spontaneous symmetry breaking chains featuring
GUT candidates SU(5), SO(10) and E6. The residual U(1) symmetries can lead to the Z ′
benchmark models explored in this study. The Diagram is based on an illustration in
Ref. [29]. In general the U(1) symmetries can be broken at close to the GUT scale or
remain unbroken until the TeV scale. Thus, while residual U(1) groups are not drawn
in subsequent steps, they are not necessarily broken, i.e. SO(10) × U(1)ψ → SU(5) ×
U(1)ψ ×U(1)χ.
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metry, namely, a solution to the Hierarchy problem, and naturally occurring exact gauge
coupling unification [31].
In eachof themodels, the residualU(1) gauge symmetry is assumed tobebroken around
the TeV scale, resulting in a massive Z ′ boson. This leads to an additional term in the
low-energy neutral-current (NC) Lagrangian,
−L′NC = eJµe Aµ + gZJµZZµ + g′J ′µZ ′µ, (2.2.1)
for the electromagnetic coupling e to the photon field Aµ, gZ coupling to the Z boson
field Zµ, and g′ coupling to the Z ′ boson field Z ′µ. The later couples to a vector current,
J ′µ =
∑
f
ψ¯fγ
µQ′ψf =
∑
f
ψ¯fγ
µ
[
g′fL PL − g′fRPR
]
ψf =
∑
f
ψ¯fγ
µ 1
2
[
g′fV − g′fA γ5
]
ψf ,
(2.2.2)
where g′fL(R) are the chiral couplings to the left(right)-handed projections of a specific
fermionfieldPL(PR)ψf , and g′fV,A are the corresponding vector and axial couplings. These
depend on the particular combination of generators inQ′, which along with the overall
coupling g′, depend on themodel. The charge generators of these couplingsQ′ for each
model class correspond to those defined in Eqs. 2.2.5, 2.2.17 and 2.2.23. This term leads
to a corresponding additional Feynman rule and diagram (Fig. 3.2.1c).
I study a number of benchmark examples of such models, particularly those found in
Ref. [21], which may be classified into three types: General Sequential Models (GSM),
Generalised Left-Right symmetric (GLR) models and E6 inspired models. Below I give
a brief overview of each classification, followed by a summary of the assumptions and
parameters used.
2.2.1 Generalised Sequential Models
Above the scale of EW symmetry breaking, the SM NC Lagrangian may be written as
− LSMNC = gLJ3µL W 3Lµ + gY JµYBY µ, (2.2.3)
where gL and gY are the SU(2)L and U(1)Y gauge couplings, respectively. In the Se-
quential Standard Model (SSM) an additional neutral gauge boson is introduced with
fermionic couplings generated identically to those of the SM Z boson,
g′Q′SSM = gZQZ =
gL
cos θW
(
T 3L − sin2 θWQe
)
, (2.2.4)
where the weak mixing angle θW is defined by tan θW = gY /gL.2 The fermionic cou-
plings of this Z ′SSM are uniquely determined by well defined eigenvalues of the T 3L and
Qe generators, the third component ofweak isospin and theElectromagnetic (EM) charge,
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respectively. ThisZ ′ differs only in being generically heavier than theZ boson and, con-
sequently, by having a larger decay width (Eq. 2.4.8).
The GSMs allow for a general linear combination of these generators,
Q′GSM = cos θ′T 3L + sin θ′Qe. (2.2.5)
The Z ′ coupling is fixed by the condition that gZQZ ≡ g′Q′GSM for a particular value of
θ′, implying that the SSM case is recovered when
g′ =
gL
cos θW
√
1 + sin4 θW ≈ 0.76, θ′ = −0.072pi. (2.2.6)
New models are generated by keeping g′ fixed and varying θ′ over its range, −pi/2 ≤
θ′ ≤ pi/2. Clearly, at its extremes we recover pure T 3L (left-chiral coupling) andQe (heavy
photon) models.
In order to demonstrate the derivation of the axial-vector couplings, let’s recover the
SSMmodel via its parameterisation angle, θ′ = −0.072pi,
g′uL =
1
2
cos θ′ + sin θ′ 2
3
= 0.338, g′uR =
2
3
sin θ′ = −0.150,
g′dL = −
1
2
cos θ′ − 1
3
sin θ′ = −0.413, g′dR = −
1
3
sin θ′ = 0.0748. (2.2.7)
Therefore, recalling that g′fV,A = g′fL ± g′fR , the axial-vector couplings are g′uV = 0.19, g′uA =
0.5, g′dV = −0.34, and g′dA = −0.5. The axial-vector couplings for the remaining models of
this class may be found in Tab. 2.2.3.
2.2.2 Generalised Left-Right symmetric models
The LR symmetric model introduces a new isospin group SU(2)R perfectly analogous to
the SU(2)L weak isospin group of the SM, but which acts on right-handed fields. The
SU(2)R symmetry may then be broken to U(1)R, linked to the generator T 3R associated
to the third (diagonal) component of right isospin with eigenvalues +12 for (uR, νR) and
−12 for (dR, νR),
SU(2)L × SU(2)R ×U(1)B−L → SU(2)L ×U(1)R ×U(1)B−L. (2.2.8)
Here U(1)B−L relates to the generator TBL = 12(B − L) and conserves the difference
between the Baryon (B) and Lepton (L) numbers.
2cos θW = mW /mZ defines the weak mixing angle experimentally.
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Furthermore, the gauge symmetry,
SU(3)C × SU(2)L ×U(1)R ×U(1)B−L, (2.2.9)
arises naturally in the course of breaking an SO(10) GUT, either via SU(2)R or directly
from a larger intermediate gauge symmetry (Fig. 2.2.1), leading to a NC Lagrangian,
− LLRNC = gLJ3µL W 3Lµ + gRJ3µR W 3Rµ + gBLJµBLBBLµ. (2.2.10)
All of these versions are anomaly-free after including the three right-handed neutrinos
νR [23].
To reproduce the standard model, the hypercharge preserving symmetry must be re-
covered,
U(1)R ×U(1)B−L → U(1)Y , (2.2.11)
at a scalemZ′ >> mZ , making the hypercharge generator TY = T 3R+TBL, with themass
eigenstates of the fields described by orthogonal relations,
BµY = cosφW 3µR + sinφBµBL, (2.2.12)
Z ′µLR = − sinφW 3µR + cosφBµBL. (2.2.13)
Here tanφ = gR/gBL andBµY is the massless boson of the U(1)Y symmetry, such that its
gauge coupling constant is defined through the relation 1/g2Y = 1/g2R + 1/g2BL.
Therefore, equating the coupling g′LR with the GUT normalised gY of the SM, Z ′µLR cou-
ples to a current associated with the charge,
Q′LR =
√
5
3
(
tanφT 3R − cotφTBL
)
, (2.2.14)
tanφ =
√
g2R
g2L
cot2 θW − 1, (2.2.15)
gY =
√
3
5
gL tan θW ≈ 0.46. (2.2.16)
Furthermore, we may consider Generalised LR (GLR) symmetric models, in which the
Z ′ corresponds to a general linear combination of U(1)R and U(1)B−L,
Q′GLR = cos θ′T 3R + sin θ′TBL, (2.2.17)
The gauge coupling g′ is fixed by g′YQ′LR ≡ g′Q′GLR for a specific θ′, so that the original LR
model may be recovered by setting g′ = 0.595 and θ′ = −0.128pi, providing the following
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couplings to quarks,
g′uL =
1
3
sin θ′ = −0.13, g′uR =
1
2
cos θ′ + 1
3
sin θ′ = 0.33,
g′dL =
1
3
sin θ′ = −0.13, g′dR = −
1
2
cos θ′ + 1
3
sin θ′ = −0.59. (2.2.18)
This leads to axial-vector couplings g′uV = 0.33, g′uA = −0.46, g′dV = −0.59, and g′dA = 0.46.
Three further special cases may be identified. Obviously, taking θ′ = 0, pi/2 produces
purely T 3R, TBL generated resonances, respectively, while θ′ = pi/4 leads to a Z ′ which
couples directly to hypercharge (Tab. 2.2.3).
2.2.3 E6 inspired models
One may propose that the gauge symmetry group at the GUT scale is E6. As illustrated
in Fig. 2.2.1, this proceeds via a series of symmetry breaking mechanisms until the SM
gauge symmetry is recovered. For this study, the important mechanisms are those that
lead to an extra residual U(1), namely,
E6 → SO(10)×U(1)ψ, (2.2.19)
SO(10)→ SU(5)×U(1)χ, (2.2.20)
SU(5)→ SU(3)C × SU(2)L ×U(1)Y . (2.2.21)
All of thesemay occur around the GUT scale, yet it is possible for the U(1)ψ and U(1)χ to
survive down to the TeV scale. The g′ gauge coupling is assumed to be equal to the GUT
normalised hypercharge coupling of the SM,
g1(MZ) = 5/3(e/cW ) ≈ 0.462. (2.2.22)
All fermions are considered to live in the 16-dimension irreducible spinor representa-
tion of SO(10); thus, by GUT normalisation, all carry a Tψ charge of 1/
√
24. SO(10) may
then be broken as 16 → 5¯ + 10 + 1. Normalisation further implies that the Tχ charges
of the SU(5) representations 5¯, 10, and 1 are 3/√40, −1/√40, and −5/√40, respectively.
Furthermore, it may be shown that q, uc and ec emerge from the breaking the 10 irrep,
while ℓ and dc emerge from 5¯ (see Tab. 1.2.1). Right-handed neutrinos νc also make an
appearance in the trivial representation (Tab. 2.2.2).
Six special cases of E6 inspired Z ′ models are considered here, with couplings to quarks
g′QE6 . These may be reproduced using an angularly parameterised linear combination
of these generators,
QE6 = cos θ′Tχ + sin θ′Tψ. (2.2.23)
Two of these cases simply maximise the contribution from either the Tψ or Tχ genera-
tor. The η model occurs in the Calabi-Yau compactifications of the heterotic string if E6
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SU(5) representation Fields Tχ charge
5¯ q, uc, ec 3/√40
10 ℓ, dc −1/√40
1 νc −5/√40
Table 2.2.2: The Standard Model (plus right-handed neutrinos) matter fields, their SU(5)
representations and Tχ charges.
breaks directly to a rank-5 group [32], In the secluded sector model (S) the U(1) is bro-
ken in a sector coupled minimally to ordinary fields [33]. while the inert (I) model has
an orthogonal charge to that in the η model via an alternative E6 breaking pattern [34].
The N model formulates a U(1) symmetry in which νc have zero charge, allowing very
heavy Majorana masses suitable to take part in a seesaw mechanism to yield small ν
masses [35].
Let’s take theN model (θ′ = 0.42pi) as an example, remembering that fR carry the oppo-
site charges of f c,
g′uL = cos θ′
3√
40
+ sin θ′ 1√
24
= 0.316, g′uR = − cos θ′
3√
40
− sin θ′ 1√
24
= −0.316,
g′dL = cos θ′
3√
40
+ sin θ′ 1√
24
= 0.316, g′dR = cos θ′
1√
40
− sin θ′ 1√
24
= −0.158. (2.2.24)
Therefore, the axial-vector couplings are g′uV = 0, g′uA = −0.316, g′dV = −0.158, and g′dA =
0.474. The axial-vector couplings for the remaining models of this class may be found
in Tab. 2.2.3.
2.2.4 Summary
For each of the model classes described in sections 2.2.1, 2.2.2 and 2.2.3 g′ is fixed and
the angular parameter dictating the relative strengths of the component generators is
varied until interesting limits for each class are recovered. For the generalised models,
in addition to the central values, the interesting limits simplymaximise the contribution
from either generator. The interesting limits for E6 inspired models are described in
section 2.2.3. The resulting parameters are summarised in Tab. 2.2.3.
2.3 Technicolor and Composite Higgs models
In section 1.5, I outline the hierarchy problem of the SM; namely, the vast difference in
scale between the EW scale (v) and the Planck scale, and the consequent fine tuning
necessary to retain the observed Higgs mass. While introducing a GUT theory reduces
the size of the ‘desert’ above v, any new scales are generally high.
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Class g′ Model θ′ g′uV g′uA g′dV g′dA ΓZ′/mZ′ (%)
GSM 0.760
L 0 0.5 0.5 −0.5 −0.5 4.7
Q 0.5pi 1.333 0 −0.666 0 12.5
SSM −0.072pi 0.193 0.5 −0.347 −0.5 3.2
GLR 0.595
R 0 0.5 −0.5 −0.5 0.5 2.5
BL 0.5pi 0.333 0 −0.333 0 1.5
LR −0.128pi 0.329 −0.46 −0.591 0.46 2.1
Y 0.25pi 0.589 −0.353 −0.118 0.354 2.4
E6 0.462
χ 0 0 −0.316 −0.632 0.316 1.2
ψ 0.5pi 0 0.408 0 0.408 0.5
η −0.29pi 0 −0.516 −0.387 0.129 0.6
S 0.129pi 0 −0.129 −0.581 0.452 1.2
I 0.21pi 0 0 0.5 −0.5 1.1
N 0.42pi 0 −0.316 −0.158 0.474 0.6
Table 2.2.3: Benchmark model Z ′ parameters and the resultant axial-vector couplings
to quarks, in addition to the decay-width to resonant-mass ratio as a percentage [21].
Another approach is to consider the dynamic generation of v taking inspiration from the
features of QCD. In QCD, a scale (ΛQCD), where the strength of the strong coupling be-
comes large, is dynamically generatedwith independence of the cut-off scale due to the
Yang-Mills self-interactions. Furthermore, another scale emerges in the mechanism of
chiral symmetrybreaking. In themassless limitQCDpossesses a global SU(N)L×SU(N)R
symmetry inwhich the left (L) and right (R) chiral components of theN flavours of quark
may be independently rotated. However, this asymmetry is then dynamically broken by
a chiral condensate in the quantised theory due to a non-zero, non-perturbative QCD
vacuum for q†LqR operators. This then possesses an SU(N)V vector symmetry ensur-
ing L and R components must be rotated identically. The N2 − 1 generators corre-
sponding to axial transformations of SU(N)A, in whichL andR components are rotated
oppositely, then give rise to massless Nambu-Goldstone bosons (NGB), which are pseu-
doscalar multiplets that may be identified with mesons.
In the SM, the quarks are not massless, but acquire a mass through the EWSB mech-
anism (section 1.4.1). Thus, the chiral symmetry is broken explicitly. However, for the
three lightest quark flavours, q = u, d, s, an inexact symmetry exists strong enough to
produce pseudo-NGB (pNGB) after SSB leading to the pions (pi), kaons (K), and ηmesons
(η), which have considerably lower masses than the scalar and vector mesons.
So, we seemotivation to introduce a new strongly coupled theory, Technicolor, where v
will be generated naturally via newmatter interactions, and its own scaleΛ′ will emerge
due to Yang-Mills dynamics, analogouslywithΛQCD [36, 37]. A host of newNGBwill then
arise following the automatic chiral symmetry breaking due to the non-zero technicolor
vacuum. These compositeNGB statesmay thenbe ‘eaten’ by the EWgauge bosons to ac-
quire longitudinal degrees of freedom andmasses around the v scale. Additional bound
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states, analogous to pi’s, K ’s and η’s, may also be predicted. Thus, we see that there is
no longer any need for a scalar Higgs boson, and the hierarchy problem is no longer
a direct cause for concern. Unfortunately, strongly interacting theories require non-
perturbative calculations to accurately simulate their dynamics. Minimal Technicolor
models with SU(3) symmetries often have their dynamics predicted with direct analogy
to QCD. Unfortunately, the light scalar boson observed at the LHC is not predicted by
these minimal models. However, the diverse possibilities of a new strongly interacting
theory and the natural scale generation it offers is tantalising.
A branch of technicolor is also manifest in composite Higgs models. In these models a
light scalar Higgs boson is embedded as a pNGB due to the dynamic symmetry breaking
of a new strong sector [38, 39]. These theories introduce a range of gauge group ex-
tensions and new global symmetries. Typically, they require multiple new scalar multi-
plets that explicitly break a partially gauged global symmetry, resulting in a range of new
Gauge bosons and pNGBs. The underlying dynamics can radiatively recreate the desired
quartic potential of the SM Higgs and new top partners must be introduced to protect
from top-induced radiation corrections. A commonly introduced global symmetry is
SO(5)/SO(4) which, when dynamically broken, minimally embeds the four degrees of
freedomrequiredby a complex doublet scalarHiggs boson, while retaining the acciden-
tal SO(4) of the Higgs doublet in the residual symmetry. An example of such a model is
theminimal 4D composite Higgsmodel (4DCHM) [40], which possesses partial compos-
iteness. This features newgaugefields and fermionic partners to third generationquarks
associated with bound vector states. The top and bottom quarks thereby gain larger
masses and a fermionic mass hierarchy is introduced. This also means that the third
generation of quarks feature a stronger coupling to the multiple new Z ′ gauge fields,
motivating top pair production as a discovery channel over dilepton searches [41, 42].
While the analyses presented in this thesis do not investigate this model, it motivates
the development of the techniques and framework to investigate top phenomenology
with the eventual aim of conducting such an analysis.
2.4 Z’ boson decay width
In order to compute cross sections for processes involving a Z ′ it is necessary to know
the decay width. Wemust consider a number of decay modes for the new particle. The
most apparent mode is
Z ′ → ff¯ , (2.4.1)
which is present for all considered models. Furthermore, many models allow a mixing
between the Z and Z ′ eigenstates. This results in mixed mass eigenstates, and permits
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additional decay modes for the Z ′ boson,
Z ′ →W+W−, (2.4.2)
Z ′ → hZ. (2.4.3)
If kinematically allowed, additional decaymodes, equivalent to the above,maybepresent
for BSM scalars and charged/neutral vector bosons. Furthermore, models withmultiple
Z ′, and additional mixing, can lead to further decay modes.
2.4.1 Fermionic partial decay width
In order to calculate the cross section for BSM top quark pair production, the decay
width of Z ′ → ff¯ for a specific f pair must be known. As the top pair will be included,
the mass of the fermions should be considered. In addition, the total width considers
unpolarised initial and final state particles. Therefore, it is convenient to use the trace
method to make the calculation and work from the axial-vector cast of the Lagrangian
term in Eq. 2.1.3,
iM = −1
2
ig′ϵµu¯γµ(gV − gAγ5)v. (2.4.4)
Squaring the amplitude and rearranging gives,
|M|2 = −1
4
ϵ∗µϵνvv¯γ
µ(gV − gAγ5)uu¯γν(gV − gAγ5). (2.4.5)
Keeping track of suppressed spinor indices, this has the form of a trace. Averaging over
initial polarisation, summing over final helicities, rearranging and applying the com-
pleteness relations gives,
1
3
∑
spin
|M|2 = − 1
12
(
−gµν + kµkν
mZ′
)
tr [(̸ p2 −m)γµ(gV − gAγ5)(̸ p1 −m)γν(gV − gAγ5)] .
(2.4.6)
This must be expanded to 32 terms, and solved individually, which can be automated
using Mathematica, with FeynmanParameter [43, 44]. Substituting this solution in to the
golden rule for 2-body decays [12],
dΓ = |p1|
32pi2m2Z′
|M|2 dφ1 d cos θ1, (2.4.7)
gives,
Γ(Z ′ → ff¯) = g
2
Z′mZ′
48pi
β
[
3− β2
2
c2V + β
2c2A
]
, (2.4.8)
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where
β =
√
1− 4 m
2
f
mZ′
. (2.4.9)
In the massless limit this reduces to [21]
Γ(Z ′ → ff¯) = g
2
Z′mZ′
48pi
[
g2V + g
2
A
]
. (2.4.10)
This may also be expressed using left-right couplings,
Γ(Z ′ → ff¯) = mZ′
24pi
β
[(
1− m
2
f
m2Z′
)
(g2L + g
2
R) + 6
m2f
m2Z′
gLgR
]
. (2.4.11)
which would be arrived at naturally, if using the helicity amplitude method [45].
When calculating the width for quarks, wemust include the number of coloursNc, and
also include theQCDK-factor, 1+ 1.045pi αs. A subroutine that automatically performs this
calculation for any given Z ′ is included in the generation tool described in section 4.1.
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CHAPTER3
Top quark production and observables
3.1 The top quark
Prior to the discovery of the Higgs boson at the LHC in 2012, the top quark was the most
recently discovered elementary particle, and it remains easily the most massive. The
unexpectedly large 173 GeV mass of the top quark also places it the closest to the Elec-
troweak symmetry breaking scale of 246GeV andmeans that it is strongly coupled to the
SM Higgs via a Yukawamechanism. This makes it the main contributor to the quadratic
divergences of the SM Higgs mass. The top quark is, therefore, highly relevant to new
BSM scenarios that seek to explore these mechanisms.
At the LHC top quark pairs are dominantly produced via QCD processes, with sublead-
ing s-channel contributions fromEWprocesses (Fig. 3.2.1). Experimentallywe only con-
sider the electron and muon final states as taus are unstable and appear as jets which
complicates the event reconstruction. With the 13 TeV upgrade, the number of tt¯ events
increases by approximately a factor of five compared with 8 TeV running, ensuring that
top physics is even more significant for the exploration of new physics models.
At LO the decay width of the top quark is given in the SM by
Γt =
[|Vtd|2 + |Vts|2 + |Vtb|2] g2
64pi
m3t
m2W
(
1− m
2
W
m2t
)2(
1 + 2
m2W
m2t
)
, (3.1.1)
where Vt{d,s,b} are elements of the CKM quark-mixing matrix, with respective values of
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(8.1±0.5)×10−3, (39.4±2.3)×10−3, and 1.019±0.025, according to latest experiments [46].
It follows that the branching ratio for top quark decay via t→ bW+ is 99.8%. As the top
decays almost exclusively via t → bW+, the final state objects are entirely determined
by the decay of theW+ boson. TheW+(W−) boson may decay either viaW+(W−) →
l+ν(l−ν¯) or W± → qq¯′. This leads to three classifications of a tt¯ event: if both t and t¯
decay via the latter process, this is known as the fully hadronic channel; if both decay
via the former process, the channel is dileptonic; else, it is semileptonic, or, based on its
collider signature, lepton-plus-jets.
At LO the partial decay width of theW boson to leptons can be calculated as
Γ(W → eνe) = Γ(W → µνµ) = Γ(W → τντ ) = g
2
WmW
48pi
. (3.1.2)
For decays to quark pairs, accounting for the colour factor and unitarity of the CKM
matrix, determines that
Γ(W → qq′) = 6Γ(W → eνe). (3.1.3)
Hence,
ΓW = 9Γ(W → eνe). (3.1.4)
Taking into account the combinatorics for two top decays, branching ratios for each tt¯
production channel at LO are
Ree = Rµµ = Rττ = 1/81,
Reµ = Reτ = Rµτ = 2/81,
Rej = Rµj = Rτj = 12/81,
Rjj = 36/81. (3.1.5)
So, about 44.4% of top production is fully hadronic/all jets, 44.4% is semileptonic and
11.1% is dileptonic. However, τ final states are rarely considered experimentally due to
their appearance as jets and we often look at e or µ channels in isolation. Therefore, the
values in Eq. 3.1.5 provide useful branches ratios for lepton-plus-jets when ℓ = e, µ. We
see that the semihadronic cross section is twelve times larger than the dileptonic for a
particular channel. When accounting for higher order QCD corrections the hadronic
branching fractions will be enhanced, and BR(t→ beνe) decreases.
The large 1.3GeVdecaywidth of the topquark gives it an extremely short lifetime,mean-
ing that it decays prior to its hadronisation. Consequently, information, such as spin, is
transmitted to daughter particles and may be reconstructed from the angular distribu-
tion of the decay products. The electromagnetic charge of the top may also be tagged
via the decay lepton. Additionally, its large mass induces non-trivial space/spin effects.
These reasons allow us to make use of variables that cannot be reconstructed for other
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Figure 3.2.1: Leading Order Feynman Diagrams for top pair production in the SM and
BSM: (a) gluon-gluon fusion; (b) gluon mediated quark-antiquark annihilation; (c) signal
processes are mediated by an interfering photon, Z boson and Z ′ boson.
discovery channels, such as asymmetry observables.
3.2 Top pair production via a Z’ boson
Top-antitop pairs are an alternative observation channel to Drell-Yan for Z ′ bosons (see
chapter 2). Its reduced importance for the discovery of a Z ′ is due to the larger back-
ground, which includes irreducible QCD production of tt¯ pairs, in addition to the EW
irreducible background, for each top decay signature. Furthermore, there are reducible
backgrounds, especially severe in the fully hadronic decaymode. The complex six-body
final state results in fact in either multi-jet signatures, with a large QCD background, or
events with one ormultiple sources of missing transversemomentum (because of neu-
trinos escaping detection).1 This reduces the potential for first discovery in tt¯ compared
to theDY channel. However, there are theoretical scenarios that favour strong couplings
between anewZ ′ and topquarks. These can arise due to leptophobicZ ′, or extra bosons
with an enhanced coupling to third generation fermions, as is common in, for example,
Composite Higgs Models [41]. Thus, this channel lends itself to searches for models with
enhanced third generation couplings (section 2.3).
In addition to their importance in extracting the couplings to top quarks, resonance
searches in the tt¯ channel can offer additional handles on the properties of a Z ′. This is
due to unique variables available for this channel, owing to the fact that (anti)top quarks
decay prior to hadronisation, meaning spin information is effectively transmitted to
their decay products. The couplings of initial and final state fermions to theZ ′ are differ-
1While missing transverse momentum is, in general, the correct technical terminology, throughout this
thesis missing transverse mass may be used interchangeably, as is common in the experimental literature.
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Figure 3.3.1: Feynman diagram showing the vanishing interference term in quark-
antiquark annihilation between a gluon, as a colour octet, and a colour singlet (γ, Z or
Z ′) mediated in the s-channel.
ent between charge/spin asymmetries and cross sections. This implies that charge/spin
asymmetries provide additional information on the nature of the underlying Z ′. How-
ever defining these asymmetries requires the reconstruction of the top-antitop quark
pair. It is difficult to fully reconstruct the system in dilepton tt¯ events which feature
two sources ofmissing transversemomentum, while fully hadronic tt¯ events comewith
very large backgrounds. Chapter 7 focuses on the lepton-plus-jets channel at the parton
level, while chapter 8 presents an analysis on the dilepton channel at the detector level.
3.3 Differential cross section
While both gluons and the neutral electroweak bosons mediate top pair production via
a qq¯ initial state (Fig. 3.2.1), the interference term vanishes. This can be seen in Fig. 3.3.1
where the gluon-quark-antiquark vertex is associatedwith anSU(3) generatorT aij , where
i, j traverse the colour space. As the electroweak mediators are colourless, the equiv-
alent vertex carries a δij factor. The resulting trace over the colour indices will vanish
for the traceless generators.2 I.e. the colour octet cannot undergo interference with
a colour singlet object in the s-channel. Due to this, and the differing initial states of
gluon-gluon fusion and quark-quark annihilation, the square matrix element may be
linearly separated as,
|M(pp→ tt¯)|2 = |M(QCD)|2 + |M(γ, Z, Z ′)|2. (3.3.1)
2Anotherway to explain this is that quarks annihilating to a colourless objectmust carry opposite charge
of the same colour, while in QCD quarks will annihilate to a coloured gluon carrying a combination of two
colour charges in a superposition of states governed by the Gell-Mann matrices. Thus, the colour lines are
incompatible and the diagram is forbidden.
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It follows that theZ ′ boson interferes onlywith the neutral EWbosons, with total square
matrix element [47],
|M(γ, Z, Z ′)|2 = sˆ
2
24
Dij
1 + δij
{
Cijq
[
Cijt (1 + β
2 cos2 θ) +Bijt (1− β2)
]
+ 2Aijq A
ij
t β cos θ
}
,
(3.3.2)
with q denoting the initial quark species and t the final top quark. The square energy
in the parton centre of momentum frame is denoted sˆ, a fraction of the overall collider
square energy, s. Here, indices i, j = 0, 1, 2 represent the vector bosons and repeated
indices are summed over. The angle θ lies between the top quark momentum and the
incoming quark direction, in the tt¯ centre of mass frame, and β =
√
1− 4m2t /sˆ. For
fermion species f ,
Aijf ≡ gifV gjfA + gifA gjfV , Bijf ≡ gifV gjfV − gifA gjfA , Cijf ≡ gifV gjfV + gifA gjfA , (3.3.3)
while the propagator structure is given by
Dij ≡
(sˆ−m2i )(sˆ−m2j ) +mimjΓiΓj(
(sˆ−m2i )2 +m2iΓ2i
)(
(sˆ−m2j )2 +m2jΓ2j
) . (3.3.4)
Eq. 3.3.4 illustrates the potential for interference between the SMvector bosons andnew
resonances when i ̸= j. If we take the Z ′ boson in isolation (i = j = 2 =′) and integrate
over cos θ, the coupling structure for the cross section is
σˆ ∝
(
g′qV
2
+ g′qA
2
)(
(4− β2)g′tV 2 + g′tA2
)
, (3.3.5)
where the coupling g′q(t) is between the Z ′ and the initial (top) quark species.
3.4 Asymmetry observables
Due to the properties of the top quark discussed in section 3.1, in addition to standard
kinematic variables, we may make use of spatial/spin asymmetries to uniquely profile
Z ′ couplings.
Asymmetries are defined most generally as
A =
N1 −N2
N1 +N2
, (3.4.1)
where the number of events N are divided into two mutually exclusive categories, N1
and N2. As these are defined by dividing event numbers, they negate some systematic
uncertainties. Two common classifications of asymmetries are based on charge and
spin. Variables, such as this, are interesting because they demonstrate a unique depen-
dence on the couplings to Z ′; therefore, serving to distinguish between new models
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and the SM, as well as between themselves. They may also represent a viable discov-
erymechanism forZ ′, withmore significant distinction between signal and background
than the usual event-counting, bump-hunt search methods. From the decay products
of the tops, we may construct observables that correlate with these asymmetries.
3.4.1 Asymmetry uncertainty and significance
The general equation for calculating the uncertainty of a function f dependent on two
independent variables x and y is
δf(x, y) =
√(
∂f
∂x
δx
)2
+
(
∂f
∂y
δy
)2
. (3.4.2)
For an asymmetry observable (Eq. 3.4.1),
∂A
∂N1
=
1
N
− N1 −N2
N2
=
2N2
N2
,
∂A
∂N2
= − 1
N
− N1 −N2
N2
= −2N1
N2
. (3.4.3)
Assuming Gaussian errors, i.e. δN = √N , and substituting into Eq. 3.4.2,
δA =
2
N
√
N1N2
N
. (3.4.4)
The number of events N is related to the cross section by N = Lϵσ, where ϵ is the
efficiency, L the integrated luminosity and σ the cross section. Hence, [48]
δA =
√
1−A2
Lϵσ
. (3.4.5)
A general definition of the significance S between predictions for an observableO with
uncertainty δO from hypotheses 1 and 2 is
S =
O1 −O2√
(δO1)2 + (δO2)2
. (3.4.6)
This can be calculated on a bin-by-bin basis to compare significances for asymme-
try observables to more standard variables, like the invariant top quark pair mass [48].
While a more sophisticated evaluation of significance is employed in this thesis, this
variable has value as an initial test, and has been employed in numerous previous stud-
ies.
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3.5 Charge asymmetries
Charge conjugation (C) is an operation that transforms between a field describing a par-
ticle and one describing the corresponding antiparticle,
ψ = −iγ2γ0ψ¯, (3.5.1)
while parity (P) transforms between left and right-handed fields. The neutral-current
weak interactions preserve the combined operations of charge conjugation and parity
(CP), but not each when applied individually. Thus, when measuring the asymmetry of
a process under parity, charge conjugation is simultaneously probed. The effect of a
parity transformation may be effectively probed in the spatial (angular) distributions of
decay products. Consequently, in top pair production a charge asymmetry equates to
an asymmetry in the angular dependence of the two-body decay products.
If the quark direction could be known with certainty, i.e. there existed some way to
build a collider of bare quarks and antiquarks, and its direction was identified with +z,
the charge asymmetry could be defined by taking the difference of events where the
(anti)top is found in the +z or −z hemisphere of the phase space,
A
t(t¯)
C =
N(cos θt(t¯) > 0)−N(cos θt(t¯) < 0)
N(cos θt(t¯) > 0) +N(cos θt(t¯) < 0)
, (3.5.2)
where the angle θt(t¯) spans between the (anti)top quark momentum and the incoming
quark direction, in the centre of mass frame of the top quark pair. At(t¯)C can equivalently
be defined via the (anti)top rapidity yt(t¯). This asymmetry separates the cross section by
integrating over opposite halves of the angular phase space,
σˆF =
∫ 1
0
dσˆ
d cos θ d cos θ, σˆB =
∫ 0
−1
dσˆ
d cos θ d cos θ. (3.5.3)
Applying these integrations on Eq. 3.3.2 and taking the difference, as found in the AtC
numerator, leaves only the final term. Neglecting SM mediators and their interference,
the dependence due to the Z ′ term, in isolation, for this asymmetry is
A′tFB ∝ g′qV g′qAg′tV g′tA. (3.5.4)
Comparing this with Eq. 3.3.5 one observes thatAtFB depends linearly on all axial-vector
couplings, providing more information on their properties than magnitude alone. The
SM encodes a positive charge asymmetry due to the contribution from Z boson medi-
ated quark-antiquark annihilation. This means that the top quark preferentially propa-
gates in the same direction as the incoming quark in the centre of momentum frame of
the interacting quark-antiquark pair.
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Figure 3.5.1: Truth rapidity distributions for the top and antitop in top pair production
mediated by a photon, Z boson and 2 TeV GLR-R Z ′ boson in pp¯ and pp collision, such
as found at the Tevatron and LHC experiments, respectively.
3.5.1 Forward-Backward asymmetry
The forward-backward asymmetry is constructed by splitting the detector region into
two hemispheres, forward (+z) and backward (−z), and taking the difference between
the number of events where the (anti)top quark is detected on either side,
A
t(t¯)
FB =
N(cos θt(t¯) > 0)−N(cos θt(t¯) < 0)
N(cos θt(t¯) > 0) +N(cos θt(t¯) < 0)
, (3.5.5)
where the angle θt(t¯) spansbetween the (anti)topquarkmomentumand the+z-direction
defined in the qq¯ centre of momentum frame. AtFB can equivalently be defined via the
(anti)top rapidity yt(t¯).
At proton-antiproton (pp¯) colliders, such as the Tevatron, AtFB is very useful as the +z-
direction of the detector, defined by the direction of the colliding p, is used to define
cos θ. In this case the p direction is highly correlated with the incoming q direction, as
the contribution due to an interaction between a sea q from the p¯ and a sea q¯ from the
p is vanishing, i.e. the q has an overwhelming probability for positive momentum in
the z-dimension of the lab frame. Therefore, the top quark preferentially emerges in
the +z half of the detector, i.e. with positive rapidity, for processes with positive charge
asymmetry, as shown in Fig. 3.5.1a.
3.5.2 Central asymmetry
At the LHC, however, the incoming quark has an equal probability of coming from either
proton, and each event will receive a contribution from both configurations. Hence the
forward and backward region are not tied to the couplings (Eq. 3.5.4) any longer. This
is important for EW processes - dependent on chiral couplings - where the incoming
parton direction is important. This means that the+z direction is uncorrelated with the
top direction, independent of the underlying charge asymmetry for the process, and a
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symmetric rapidity distribution is found, as shown in Fig. 3.5.1b. However, observe that
for processes with non-zero charge asymmetry the top and antitop distributions are
distinct. For events with overall positive charge asymmetry the antitop distribution be-
comes centralised, while the top distribution peaks on either side of zero. So, at the LHC,
it is preferential to define a variable dependent on the difference between the absolute
rapidities of the top and antitop in the collider frame,∆|yt| ≡ |yt| − |yt¯|,
AtC =
N(∆|yt| > 0)−N(∆|yt| < 0)
N(∆|yt| > 0) +N(∆|yt| < 0) . (3.5.6)
This variable is knownwithin the ATLAS collaboration asAC , denoting central – or sim-
ply, charge – asymmetry. In some literature it is called ARFB for rapidity-difference
forward-backward asymmetry.
3.5.3 Reconstructed Forward-Backward asymmetry
For the same underlying reasons motivating the definition of AtC (section 3.5.2), cos θt is
not useful to define an AFB at the LHC; at proton-proton colliders incoming particles
carry identical parton density functions (PDFs). Thus, the detector+z-direction may no
longer be identified with the incoming quark direction. However, due to the shape of
the PDFs, the q is likely to have a larger partonic momentum fraction than the q¯. There-
fore, the z∗ axis may be chosen along the boost direction of the top pair resulting in a
reference axis highly correlated with the incoming quark direction [48]. In practice, one
may multiply the cosine of the angle measured with respect to the collider z axis by the
sign of the rapidity of the top quark pair in the collider frame ytt,
cos θ∗t =
ytt
|ytt| cos θt, (3.5.7)
and use it to define the reconstructed forward-backward asymmetry,
AtFB∗ =
N(cos θ∗t > 0)−N(cos θ∗t < 0)
N(cos θ∗t > 0) +N(cos θ∗t < 0)
. (3.5.8)
It is not immediately apparent, but the sign of this variable is always the same as∆|yt|, as
they are effectively picking out the same direction to define the coordinate system. This
can be demonstrated by evaluating the sign of cos θ∗t for all possible values of |yt| and |yt¯|,
remembering that yt(t¯) is measured in the lab frame, and rapidity transforms linearly, i.e.
yt = ytt+y
∗
t , etc. Thus,AtFB∗ is effectively equivalent to the central asymmetry,AC , used
by LHC collaborations. A cut on ytt may be made in order to probe the region of high
partonic momentum fraction and enhance the contributions from the qq¯ initial state.
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f l d ν u W b
κf 1 1 0.3 0.3 0.39 -0.39
Table 3.6.1: Spin analysing powers of tt¯ decay products.
3.6 Spin asymmetries
An interesting feature of the top quark is its decay prior to hadronisation due to its short
lifetime. Information on the spin configuration is, therefore, retained in the angular dis-
tributions of its decay products.
Treating the top quark in the narrow width approximation, the total partonic matrix el-
ement squared for top pair production, including decay channels, is
|M|2 ∝ tr[ρ¯Rρ] = ρ¯λ′¯
t
λt¯
Rλt¯λ′¯t,λtλ
′
t
ρλtλ′t , (3.6.1)
where λ(t¯)t denotes the spin of the (anti)top andR represents the density matrix for on-
shell top pair production from initial partons, averaged over initial spins [45]. Here, (ρ¯)ρ
is the density matrix corresponding to the decay of the polarised (anti)top,
ρλtλ′t =
Γf
2
(
1 + κfσ · qf
)
λtλ′t
, (3.6.2)
where σ are the Pauli matrices, and κf is the ‘spin analysing power’ of the particular
decay product f with decay width Γf and 3-momentum qf . Information about the top
spin is preserved in the distribution of cos θtf , the angle between the top momentum
(measured in the tt¯ rest frame) and the momentum of the decay fermion f (in the t rest
frame). This distribution has the form:
1
Γf
dΓf
d cos θtf
=
1
2
(1 + κfPt cos θtf ), (3.6.3)
where Pt is the polarisation of the top ensemble. The spin analysing powers at tree level
for different decay product species are shown in Tab. 3.6.1, and it is observed that the
lepton has maximal spin analysing power.
3.6.1 Top polarisation asymmetry
The top polarisation asymmetry, or single spin asymmetry (AL), measures the net polar-
isation of the (anti)top quark by subtracting events with positive and negative helicities,
AL =
N(+,+) +N(+,−)−N(−,−)−N(−,+)
N(+,+) +N(+,−) +N(−,−) +N(−,+) , (3.6.4)
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Figure 3.6.2: Truth cos θtℓ+ and cos θt¯ℓ− distributions for the antilepton originating in the
decay of a top (via a W-boson) in top pair production mediated by a 2 TeV GLR-R Z ′
(right-chiral coupling only) and GSM-T3L Z ′ boson (left-chiral coupling only) in pp col-
lisions, such as found at LHC experiments.
whereN(λt, λt¯) denotes the number of events observedwith eigenvalues of the helicity
operator λt = ± and λt¯ = ± for the top quark and antitop quark, respectively.
In order to determine the coupling structure for the numerator of AL, it is necessary
to first calculate the polarised matrix elements of Z ′ production and decay M(λt, λt¯).
These calculations have been performed and verified against Ref. [45]. This is most
straightforward using the left-right couplings. With these, and suppressing the prop-
agator factor, the matrix element terms that survive in the numerator can be shown to
have the form
MAL =
sˆ2
12
{
(q2L + q
2
R)(t
2
L − t2R)(1 + cos2 θ) + 2(q2L − q2R)(t2L + t2R) cos θ
}
, (3.6.5)
where θ is as defined in Eq. 3.3.2. Once again, examining the Z ′ in isolation shows the
coupling structure,
AL ∝
(
gqV
2
+ qtA
2
)
qtV g
t
A. (3.6.6)
Interestingly, the incoming quark dependence is proportional to the square of the cou-
plings (symmetric), while the dependence on the top couplings is linear (antisymmetric).
This observable is, therefore, directly sensitive to the chirality of the Z ′ coupling to the
top [49, 50].
The linear relationship in Eq. 3.6.3 enables AL to be probed directly in lepton-plus-jets
and dilepton events, using the angular distribution of the decay ℓ+(ℓ−) in the t(t¯) rest
frame, cos θtℓ+ (cos θt¯ℓ− ). For (left)right-polarised (anti)top quarks the distribution has a
positive (negative) gradient, as shown in Fig. 3.6.2.
The product κfPt is equivalent to the AL observable as defined for stable polarised top
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quarks (Eq. 3.6.4). Complimentary polarisation asymmetries can be defined as,
AP+ =
N(cos θtℓ+ > 0)−N(cos θtℓ+ < 0)
N(cos θt
ℓ+
> 0) +N(cos θt
ℓ+
< 0)
, AP− =
N(cos θt¯ℓ− > 0)−N(cos θt¯ℓ− < 0)
N(cos θt¯
ℓ− > 0) +N(cos θt¯ℓ− < 0)
.
(3.6.7)
Assuming CP invariance, these two measurements can be combined to give the total
polarisation P = 2AP = AP+ + AP−). Alternatively, the variable PCPV = 2ACPV =
AP+−AP−measures possible polarisation introduced by amaximally CP-violating pro-
cess.
3.6.2 Top spin correlation
The top spin correlation asymmetry, or double spin asymmetry (ALL), measures the
net spin correlation of the (anti)top quark by subtracting events with aligned and anti-
aligned helicities,
ALL =
N(+,+) +N(−,−)−N(+,−)−N(−,+)
N(+,+) +N(−,−) +N(+,−) +N(−,+) . (3.6.8)
It can be shown that the resulting coupling structure for this observable is:
ALL ∝
(
g′qV
2
+ g′qA
2
)(
(2 + β2)g′tV
2
+ 3g′tA
2
)
. (3.6.9)
Through comparison with Eq. 3.3.5, one may observe that this coupling structure is not
significantly different from that of the cross section. This makes the spin correlation a
potentially less interesting observable than the single spin asymmetry.
As CP is conserved at leading order, we may obtain the polarised antitop density matrix
by making the replacement κf → −κf . From Eq. 3.6.3, the differential cross section for
tt¯ production with a dilepton final state has dependency
1
σ
d2σ
d cos θt
ℓ+
d cos θt¯
ℓ−
∝ 1
4
(
1 + κℓ+Pt cos θtℓ+ + κℓ−Pt¯ cos θt¯ℓ− + κℓ+κℓ−Ctt¯ cos θtℓ+ cos θt¯ℓ−
)
,
(3.6.10)
where Ctt¯ specifies the coefficient of top spin correlation, with κℓ+κℓ−Ctt¯ = ALL. The
angles are calculated in the helicity basis, between the t(t¯) spin axis, which is taken to be
the tmomentum direction in the parton centre of mass frame, and the ℓ+(ℓ−)momen-
tum direction in the t(t¯) rest frame.
Thus, ALL may be probed using the cos θtℓ+ cos θt¯ℓ− distribution. In models with negligi-
ble top polarisation, such as the SM, using equation 3.6.10, the spin correlation can be
extracted from the mean of the cos θtℓ+ cos θt¯ℓ− distribution via
ALL = −9
〈
cos θtℓ+ cos θt¯ℓ−
〉
. (3.6.11)
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This formula is quoted regularly in all ATLAS spin correlation papers. However, the as-
sumption of zero net top polarisation ceases to be valid in many BSM scenarios. There-
fore, a suitable variable for probing spin correlation may require further investigation.
It is alsopossible to construct an asymmetry in the style ofAFB using theproduct cos θtℓ+ cos θt¯ℓ−
as the defining variable,
Ac1c2 =
N(cos θtℓ+ cos θt¯ℓ− > 0)−N(cos θtℓ+ cos θt¯ℓ− < 0)
N(cos θt
ℓ+
cos θt¯
ℓ− > 0) +N(cos θtℓ+ cos θt¯ℓ− < 0)
. (3.6.12)
The cosine of the opening angle ϕ between the two lepton momenta measured in the
rest frames of their respective parent (anti)top quark is also sensitive to spin correlations,
Acosϕ =
N(cosϕ > 0)−N(cosϕ < 0)
N(cosϕ > 0) +N(cosϕ < 0) . (3.6.13)
Measurement of these observables require top reconstruction, as all angles are deter-
mined in the (anti)top rest frames.
3.7 Summary of coupling dependence for observables
In summary, the observables demonstrate dependence on the couplings (gV,A) of the
neutral vector bosons to initial state fermions (i) and final top quarks (t),
σ ∝ ((giV )2 + (giA)2) (3(gtA)2 + (gtV )2(2 + β2)) , (3.7.1)
AFB ∝ giV giAgtV gtA, (3.7.2)
ALL ∝
(
(giV )
2 + (giA)
2
) (
3(gtA)
2 + (gtV )
2(2 + β2)
)
, (3.7.3)
AL ∝
(
(giV )
2 + (giA)
2
)
gtAg
t
V β, (3.7.4)
where β =
√
1− 4m2t /sˆ. These provide multiple distinguishing handles for profiling Z ′
bosons embedded by different BSM theories.
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CHAPTER4
Event generation and analysis tools
4.1 Overview
The analyses in this thesismake use of a customMonte Carlo (MC) event generation pro-
gram for simulation of the hard scattering processes leading to top pair production and
decay. The amplitude calculations for these processes are made at Leading Order (LO)
and based on helicity amplitudes (section 4.4) assembled with HELAS subroutines [51].
The foundational SM square matrix elements are created by MadGraph [52] and mod-
ified by hand for BSM. The VEGAS AMPlified (VAMP) package [53], based on the earlier
VEGAS package [54], is used for the multi-dimensional numerical phase-space integra-
tion and the generation of unweighted events. A number of different PartonDistribution
Function (PDF) sets are available for use with the tool. The most recent of these are the
CT14 LO tables [55]; however, CTEQ6 [56] and MRS99 [57] sets are provided, particu-
larly for verification with previous results (section 4.7). Generally, the CT14LL (LO) tables
are used for PDFs throughout this thesis, with a factorisation/renormalisation scale of
Q = µ = 2mt [58]. The b and t quarks are assigned masses of 4.18 GeV and 172.5 GeV,
respectively, while the lighter quarks are treated in the massless limit.
The program can write the minimal event information (event weight, PDG particle IDs,
and 4-vectors) directly to aROOTn-tuple, in binary format, usingRootTuple, whichmin-
imises storage space and eases a parton-level root analysis. Alternatively, if one wishes
to further process the events with a parton shower / hadronisation tool, an output text
file in the standard Les Houches Event Format (LHEF) can be produced [59].
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The results of this tool have been validated against Refs. [48] and [60] using the same
parameter choices and – upon resolving a bug in the former paper resulting in a factor
of four increase in the calculation of the Z ′ decay width – results agree perfectly.
In this thesis the full chain of event generation beginswith the customparton-level gen-
erator. Calculations may be limited to 2 → 2 stable top/lepton pair production, though
this is utilised in this thesis for validation/comparison purposes only. All results pre-
sented in thesis include off-shellW-boson and top decay using 2→ 6matrix elements,
unless stated otherwise. For the lepton-plus-jets focused analysis, presented in chap-
ter 7, the event analysis and top reconstructions begins here with the six-body final
state at the parton-level. In chapter 8 the dilepton final state is further evolved using
Pythia8 [61, 62, 63] in order to simulate parton-shower and hadronisation to a complex
multiple particle system; the final state then undergoes detector simulation and object
reconstruction using Delphes [64, 65, 66].
4.2 Higher-order corrections
TheNext-to-LeadingOrder (NLO) QCD corrections to the SM tt¯ cross-section have been
developed extensively, proceeding from stable, on-shell tops [67, 68, 69, 70] to those that
account for their decay using a spin-correlated narrow-width approximation [71, 72, 73]
to fully off-shell calculations [74, 75, 76, 77]. The NLO EW corrections have also been
studied comprehensively for stable tops [78, 50, 49, 79, 80]. More recently NNLO QCD
corrections have been fully calculated [81, 82, 83], as well Next-to-next-to-leading log
threshold resummation of soft radiation [84, 85, 86].
In this analysis, all events are generated at Leading Order (LO) without higher-order cor-
rections to SM or BSM processes. This is justified by several points.
Firstly, the NLO QCD corrections to a new neutral heavy resonance are calculated in
Refs. [87, 88] It shows that the total cross section for Z ′ → tt¯ can be enhanced by a K-
factor of 1.2 – 1.4, depending on the mass of the resonance. However, the shape of the
NLO distributions are not significantly different from those at LO, with a negligible effect
on the spin correlation of the top quark pair.1
Secondly, the focus of this analysis is primarily asymmetry observables, and their po-
tential for distinguishing model classes. At LO AFB and AL are flat as a function ofmtt.2
NNLO predictions and experiment show a linearly increasing AFB with mtt between
350 GeV and 750 GeV [89, 82]. However, this trend may not be extrapolated to higher
energies, and the NNLO behaviour of SM processes at TeV energies is unknown. LHC
1N.B.While not amodel consideredhere, a Randall-SundrumKKGraviton canhave a total NLOK-factor
as high as 2.0, with distributions significantly different from those at LO.
2In the SM there is a non-zero LO contribution to AL from the Z boson.
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measurements with √s = 8 TeV data show a negligible charge asymmetry over the full
energy range [90, 91, 92, 93]. Likewise NLO predictions of top polarisation indicate neg-
ligible top polarisation [50], which persists experimentally [94]. Therefore, the assump-
tion is made that NLO and NNLO contributions cancel in the asymmetries, and higher-
loop effects may be safely ignored for the purposes of this study.
4.3 Parton-level event generation
This sectionoutlines themathematical formulationnecessary to simulate proton-proton
collisions at the LHC.
Working in the high energy limit, wemay assume the protons to bemassless. Therefore,
in the pp centre-of-momentum frame, which corresponds also to the collider frame as
the protons collide with the same energies, the protonmomenta take the explicit forms:
P1 = (Ecol, 0, 0, Ecol); P2 = (Ecol, 0, 0,−Ecol) : s = 4E2col. (4.3.1)
Toproceed,wemust apply thepartonmodel. Thismakes the simple assumption that, for
a hadronwithmomentum P , a constituent parton iwill have some longitudinal fraction
0 < ξ < 1 of P , in the hadron momentum direction.3
pi = ξiPi (4.3.2)
This assumption is valid to leading order in QCD. The partonsmay be any quark or anti-
quark: u, d, s, c, b; or a gluon g (Ft(x) ≈ 0). The contribution to the interaction ampli-
tude due to a parton of species f with a longitudinal fraction of ξ is given by Ff (ξ)dξ,
where F (ξ) is the parton distribution function (PDF). The measurement of the momen-
tum transfer q uniquely determines the value of ξ: ξ = x. The PDFs also dependupon the
scale of the interaction Q, which we take to be Q = 2mt. If we work in the parton cen-
tre of mass frame, remembering that all initial particles have zero mass, we can identify
that the total energy in this frame is
√
sˆ ≡ E. In the following formulation variables will
be measured in the parton centre-of-momentum frame, henceforth called the parton
frame, unless stated otherwise.
It has been shown in Ref. [95] that for all orders in perturbation theory the cross section
takes the form of the hard scattering process convolved with structure functions for the
incoming hadrons. The structure functions encompass all the collinear singularities and
spectator parton interactions. It follows that the partonic cross-section for a particular
3Note that here ‘parton-level’ may refer to this treatment of the initial state particles, while in the rest of
this report we are referring to the final state particles.
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interaction at the LHC is:
σ(pp→ {j}) =
∑
i
∫
dx1
∫
dx2 Fi(x1)Fi¯(x2)σˆ(i(x1P1)¯i(x2P2)→ {j}). (4.3.3)
Here j = 3..N labels the final particles. We also sum over initial partons which includes
all species of quarks/antiquarks u, d, s, c, b, as well as gluons g.
The most general formula for the cross-section of a 2 → n particle collision is given
by [12]
dσˆ = 1
2E12E2|v1 − v2| |M (X1(p1)X2(p2)→ {Xj(pj)})|
2 dΠn. (4.3.4)
And the phase space integral over the final states has the form
dΠn =
∏
j
d3pj
(2pi)3
1
2Ej
 (2pi)4δ(4) (∑ pj − p1 − p2) . (4.3.5)
We are interested in top pair production; if t and t¯ can be directly detected, we are in-
terested in a 2→ 2 interaction. In this limit the differential cross-section becomes
`` d
2σˆ
d cos θ dφ =
1
2sˆ
1
(2pi)2
|p3|
4E
|M|2. (4.3.6)
The calculation of p3 follows from solving a standard two-body decay problem. So, the
full parton-level 2→ 2 cross-section is
dσ
d cos θ dφ =
∑
f
∫
dx1
∫
dx2 ff (x1)ff¯ (x2)
1
2sˆ
1
(2pi)2
|p3|
4E
|M|2. (4.3.7)
In reality, of course, the tops decay very rapidly and cannot be detected directly. Due to
the large Yukawa coupling, by far the most common decay channel is t→ bW+ → bf f¯ ′,
where f is a fermion. We are interested, therefore, in a 2 → 6 process. This makes
the phase space integration much more complex. The calculation is performed using
sequential 2-body decays. This also increases the complexity of thematrix element cal-
culation.
4.4 Matrix Element Calculation using Helicity Amplitudes
At the LHCwe have no control over the initial polarisation of the partons and the ATLAS
detector, likewise, can not determine, directly, the spins of detected particles. There-
fore, we average over the initial particle states and sum over the final ones. So, we are
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interested in
1
2
∑
λ1
1
2
∑
λ2
∑
λ3
...
∑
λN
|M(λ1λ2 → {λj})|2 = 1
4
∑
spins
|M|2 ≡ 〈|M|2〉 . (4.4.1)
For simple ab → cd interactions, we could write down the amplitude using the Feyn-
man rules and calculate the summation by taking a trace over the gamma matrices and
using the spin and polarisation completeness relations. However, for tree-level dia-
grams with many vertices such as in figure 7.4.1, this calculation becomes much more
complex, slowing computer performance. One might consider separating the 2 → 2
cross-sections and subsequent decays and combining the results. However, the high
instability the top means that it may be highly off-shell (section 4.6). Hence,
M(qq¯ → tt¯→ bW+b¯W−) ̸=M(qq¯ → tt¯)M(t→ bW+)M(t¯→ b¯W−). (4.4.2)
Therefore, wemust calculate the full irreducible 6-vertex diagram, resulting in prolifer-
ation of the terms (MiMj). To resolve this wemay use an alternativemethod, known as
the Helicity Amplitude technique. The matrix elements may be given explicit form as a
complex number: we can calculate the amplitudes for each helicity combination, then
add the individual results and take the square. For example, we can calculate a 2 → 2
process using
〈|M|2〉 = 1
4
[
|(M(++;++)|2 + |M(−+;++)|2 + ...+ |M(−−;−−)|2
]
. (4.4.3)
In the massless limit, chiral spinors have a definite helicity and we may choose a ba-
sis such that we can construct spinor products s(p1, p2) = u¯(p1, λ1)u(p2, λ2) as explicit
complex numbers. The formalism behind selecting a suitable basis to construct these
spinor products; the identities used in spinor calculations; and how the technique may
be extended to include massive particles, is detailed in [96] and [97]. To understand the
form these calculations take, we will outline the calculation for qq¯ → tt¯, in the massless
limit, via the photon.
Via usual application of the Feynman rules, we can instantly write down the following
amplitudes (in the Feynman gauge):
iM = e
2
s
u¯(p2, λ2)γµu(p1, λ1)u¯(p3, λ3)γ
µu(p4, λ4) (4.4.4)
Where s is the square photon energy. If we make the spinor indices explicit, and use ±
notation for spin up and spin down wavefunctions, we can write this as
iM(λ1λ2;λ3λ4) = 1
s
[
u¯λ1(p2)γµu
λ2(p1)
]
γµαβ u¯
λ3
α (p3)u
λ4
β (p4) (4.4.5)
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To proceed further we must select the initial and final helicities and apply the identities
from [98, 96, 99].
iM(++;++) =1
s
[
u¯+(p2)γµu
+(p1)
]
γαβu¯
+
α (p3)u
+
β (p4) (4.4.6)
=
1
s
[
2u+(p1)u¯
+(p2) + 2u
−(p2)u¯−(p1)
]
αβ
u¯+α (p3)u
+
β (p4) (4.4.7)
=
1
s
[
2u¯+(p3)u
+(p1)u¯
+(p2)u
+(p4) + 2u¯
+(p3)u
−(p2)u¯−(p1)u+(p4)
] (4.4.8)
=
1
s
2s(p3, p2)s(p4, p1) (4.4.9)
So, we see that calculations can be performed sequentially. This allows us to efficiently
reuse generated wavefunctions, as well as vector currents common to multiple dia-
grams: which is well suited to electronic computation. For the numerical calculations,
we perform the explicit summations using HELAS subroutines [51].
SM diagrams and matrix element calculations are generated automatically using Mad-
Graph [52], with generalisationswhen necessary. BSMprocesses are added by including
new HELAS subroutines with the required Z ′ properties.
4.5 Monte Carlo Integration
We wish to generate events that simulate nature, which is determined by the proba-
bilistic quantummechanics described in section 1.1. To do this, we can use Monte Carlo
integration to naturally sample the phase space. This works by approximating the inte-
gration like so: ∫ x2
x1
f(x)dx = (x2 − x1) 〈f(x)〉 (4.5.1)
〈f(x)〉 = 1
N
N∑
i=1
f(xi). (4.5.2)
TheVEGAS algorithm [54] improves upon this basicmethod using importance sampling.
This makes the integration more accurate with less overall phase space points. VEGAS
AMPlified (VAMP) improves on this algorithm and provides functions for parallel event
generation [53].
To increase the efficiency of the integration the integrand is flattened. To do this we
make a shift of integration variables
dx1 dx2 → dx1 dx2; x2 = E −m3 −m4
Emax −m3 −m4 ; x
1 =
x1 − τ
1− τ , (4.5.3)
such that Eq. 4.3.7 becomes:
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dσ
d cos θ dφ =
∑
f
∫
dx1
∫
dx2Ff (x1)Ff¯ (x2)
1
2sˆ
1
(2pi)2
|p3|
4E
(1− τ)2E
s
(Emax −m3 −m4)|M|2
(4.5.4)
This is the final 2→ 2 integrand for use with the VEGAS algorithm. In the case of 2→ 6
phase space integration, the propagators of the massive unstable intermediate t andW
introduce resonant peaks in the integrand which have the form of a Breit-Wigner dis-
tribution, introducing peaks in the integrand. One can again perform a Jacobian trans-
formation so that the integral is flatter in the new integration variable. For integrals of
the form,
I =
∫ M2max
M2min
dm2 1
(m2 −M2)2 +M2Γ2 (4.5.5)
the transformation considered ism2 → ρ, where
m2 = MΓ tan ρ+M2, (4.5.6)
with corresponding Jacobian is given by:
J =
∣∣∣∣∂m2∂ρ
∣∣∣∣ = MΓ sec2 ρ. (4.5.7)
Thus, the integral becomes
I =
1
MΓ
∫ ρmax
ρmin
dρ. (4.5.8)
This transformation is used for each unstable particle in the 2 → 6 space, i.e. each t(t¯)
andW+(W−) to reduce the variance.
4.5.1 Symmetrising the integral
When the forward-backward asymmetry is small, the numerator comprises the sub-
tractionof twovery largenumbers of generated events to give approximately zero. There-
fore, small errors in the integration result in a very inaccurate calculation of A∗FB . It is,
therefore, preferable to symmetrise the integral of the phase-space in the dimension of
the variable used in defining the asymmetry. Therefore, for each phase space point gen-
erated by VEGAS, we also include the negative phase space point along this dimension.
The drawback of this, is that the code takes twice as long to run for each symmetrisation.
Figure 4.5.1 shows the A∗FB with and without symmetrisation in cos θ and well as x1 and
x2, the parton momentum fractions of the partons from proton 1 and 2, which are in-
terchanged for each VEGAS point. We see that the interchange of x1 and x2 offers the
greatest improvement in A∗FB when AFB ≈ 0, with little improvement when including
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Figure 4.5.1: Plot comparing the of AFB with (1) exchange of x1 and x2, (2) exchange of
cos θ and − cos θ, (3) both of the above, and (4) none of the above.
the symmetrisation over cos θ, therefore, we include only the former technique in our
simulations.
4.6 The Breit-Wigner and NarrowWidth Approximations
There are twocommonapproximationsmadewhencalculating the cross section for un-
stable particles. The first is the Breit-Wigner (BW) approximation, where we effectively
make the substitutionM →M − iΓt2 in the propagator, and assume that Γ is sufficiently
small to neglect the Γ2 term.4
−igµν
q2 −M2 →
−igµν
q2 − (M2 − iΓ/2)2 ≈
−igµν
q2 −M2 + iMΓ (4.6.1)
The form of the propagator comes from the re-summation of 1-PI loop corrections on
the bare propagator. As usual the real part of the pole of the propagator defines the
renormalised mass and the imaginary part defines the width. When we have multiple
fields coupling to the same particle, the propagator may be written as a matrix with
off-diagonal contributions, generating mixings in the masses and widths. In general,
diagonalising for the mass eigenstates will leave off diagonal terms in the width [100].
In the SM, for pp → tt¯ the Z-boson is the only unstable intermediate particle and so
the BW approximation is valid. The BWpropagator is still a good approximation in BSM
scenarios, if different unstable particles have independent BW profiles, however, when
4The full propagator for the Z is in fact −i
(
gµν− qµqν
M2
)
q2−M2 , but when neglecting fermion masses we may
neglect the qµqν
M2
part.
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resonances are close together we must take account of these effects [22]. This becomes
important when multiple Z ′ models are considered.
The Narrow Width Approximation (NWA) is widely used in the calculation of cross
sections involving the production of short-lived particles. Formally, when making the
NWA, we factorise the phase space and integrate out the BW resulting from the squared
denominator of the resonant particle’s propagator (see [101]). Effectively, this assump-
tion replaces the BW propagator with a Dirac delta function, ensuring the massive par-
ticle is produced at its pole as an asymptotic, real particle. Hence, its subsequent decay
may be treated as an independent process, enforcing the equality in Eq. 4.4.2,
M(qq¯ → tt¯→ bW+b¯W−)⇒M(qq¯ → tt¯)M(t→ bW+)M(t¯→ b¯W−). (4.6.2)
This introduces an estimated uncertainty ofO(Γ/M). Its use is valid when the following
five conditions are met [102].
1. The total decay width of a particle is much smaller than its mass: Γ≪M .
2. The decay products have a much smaller mass than the parent: m≪M .
3. The scattering energy is much larger than the parent mass:
√
sˆ≫M .
4. There is no significant interferencewithother resonant ornon-resonant processes.
5. The resonant propagator is, effectively, separable from the matrix element.
The NWA iswidely valid andwidely used for calculating SMprocesses, butmay cease to
be so formany BSMscenarios. This has been shown in the case of theMSSM inRef. [102].
In particular, this is true for theories with quasi-degenerate resonances, where even the
BWassumption loses validity [100]. Such is the case for extra-dimensional theories such
as the AADD [22].
In our event generation tool all intermediate particles are produced off-shell.5 However,
we may optionally enforce the NWA for the tops by making Γt << mt. This allows us to
test the validity of the NWA approximation for particular BSMmodels.
4.7 CT14 Parton Distribution Functions
The tool makes use of the latest leading order CT14 Parton Distribution Functions (PDFs)
from the CT collaboration [55]. Fig. 4.7.1 shows themtt distribution on a logarithmic scale
for the previously dominantly used CTEQ6L1 PDF set [57] and the equivalent updated set
from CT14. Overall the cross section increases over the full mass range with CT14 PDFs,
5This introduces an issue with gauge invariance, as we do not include the full set of diagrams giving the
same final state. This is normally a subleading effect.
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but with a marked decrease above approximately 10(12) TeV for quark-quark annihila-
tion (gluon-gluon fusion). On this scale one can see that the distributions are lower at
very high mtt for all species. Fig. 4.7.2 shows the mtt distributions for processes medi-
ated by γ, Z and Z ′ on linear scale where it is apparent that the differential cross section
increases on resonance for the uu¯ initial state, and decreases for the dd¯ initial state. The
impact of the updated PDFs on AtFB∗ is also shown in Fig. 4.7.3. Overall AtFB∗ decreases
over the full mass range with CT14 PDFs. This is most apparent in the low to mid mass
region. In the high mass region the asymmetry shows less variation for the updated the
PDF sets.
4.8 Validation of results
4.8.1 Validating polarised Top level asymmetries
Firstly, wemust validate our results against the previous findings in Ref. [103]. This group
evaluated the same range of benchmark model Z ′s with masses of 2 TeV. These predic-
tions were made assuming a collider energy (E) of 14 TeV with 100 fb−1 of integrated
luminosity (L) and an overall reconstruction efficiency (ϵreco) of 0.1. The comparison
for reconstructed forward-backward asymmetry (ARFB/AFB∗) is shown in figure 4.8.1.
These plots indicate that our results for the magnitude and uncertainty of AFB∗ is cor-
rect. However, there is a factor of four discrepancy in the Z ′ widths. This may come
from an error converting from V-A to L-R couplings in [103] due to the form of the neu-
tral current Lagrangian.
4.8.2 Validating Z ′ production in Drell-Yan processes
In section 4.8.1 we found that the predicted decay widths of the Z ′s are four times larger
in [103]. To validate our results we compare our results with those of [60]. This group
evaluated the same range of benchmarkmodelZ ′s withmasses of 3 TeV using the Drell-
Yan final state. These predictions were made assuming a collider energy (E) of 13 TeV
with 100 fb−1 of integrated luminosity (L). The comparisons for the differential cross
section, reconstructed forward-backward asymmetry (AFB∗) and the corresponding
significances (calculated using Eq. 3.4.6) are shown figure 4.8.2. Plots agree very well,
despite being calculated using completely different (Mathematica-based) framework.
4.9 Parton Shower
Every process that contains electrically and/or colour charged particles in the initial
and final state will radiate photons and/or gluons. These take of the form of sequen-
tial branching decays a→ bc forming a tree-like structure. These are at sufficiently high
energies that perturbative QCD is valid, and formally these showers represent higher-
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(b) qq¯ → G→ tt
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(c) uu¯→ AZ → tt
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(d) dd¯→ AZ → tt
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(e) uu¯→ γZZ ′GLR−R → tt
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(f) dd¯→ γZZ ′GLR−R → tt
Figure 4.7.1: Plot of the differential cross section distribution with respect to the stable
top pair invariant mass comparing Leading Order CTEQ6 (grey) and new CT14 (orange)
Parton Distribution Functions (PDFs) in log scale for 13 TeV collisions. Processes are
shown for gluon-gluon fusion, gluon and EW mediated quark-quark annihilation, and
quark-quark annihilation including an interfering 3 TeV GLR-R Z ′ boson. Error bands
show uncertainty in the integration.
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(a) uu¯→ γZZ ′GLR−R → tt
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Figure 4.7.2: Plot of the differential cross section distribution with respect to the stable
top pair invariant mass comparing Leading Order CTEQ6 (grey) and new CT14 (orange)
Parton Distribution Functions (PDFs) in linear scale for 13 TeV collisions. Processes are
shown for quark-quark annihilation including an interfering 3 TeV GLR-R Z ′ boson. Er-
ror bands show uncertainty in the integration.
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Figure 4.7.3: AtFB∗ plots comparing LO CT14 (orange) and CTEQ6 (grey) PDFs [55, 57] for
13 TeV collisions. Processes are shown for quark-quark annihilation including an in-
terfering 3 TeV GLR-R Z ′ boson for u, d quarks. Error bands show uncertainty in the
integration.
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Figure 4.8.1: AFB∗ for a 2 TeV Z ′ at E = 14 TeV with L = 100 fb−1 and ϵreco = 0.1. We
compare our results with those from Basso et al [103].
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(a) σ (Accomando et al)
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Figure 4.8.2: Cross section (σ) and reconstructed forward-backward asymmetry AFB∗
and the corresponding significances for a 3 TeV E6 − I Z ′ at E = 13 TeV comparing my
results with those of Ref. [60].
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Figure 4.9.1: The two leading order Feynman Diagrams for e+e− → qq¯g.
order corrections to the underlying process. However, the high number of non-abelian
vertices leads to a very difficult and time-consuming exact calculation. Approximations
may be made that drastically simplify the calculation by retaining only the dominant
contributions with the parton shower approach.
Consider producing a gluonalongside aquark-antiquarkpair in thefinal state of electron-
positron annihilation (Fig. 4.9.1). The scattering amplitude for e+e− → qq¯g contains two
singularities dictating the dominant contributions. These occur when gluon momen-
tum becomes soft, i.e. goes uniformly to zero, and as the quark momentum and gluon
momentum become collinear. In these limits the amplitude may be factorised into a fi-
nite part, excluding the radiated gluon, and a divergent part that depends on the energy
and angle of the radiation.
Each branching is characterised by an evolution variable: the virtual mass squared or
virtuality, Q2, and the fraction of a’s energy carried by b, z.6 The splitting function is
contingent on z and the azimuthal angle of b relative to a, Pa→bc(z, φ) dz dφ. The differ-
ential cross section for a process σn+1, in terms of the cross section before splitting σn,
is given, as a function of t = log(Q2/ΛQCD), by
dσn+1 ≈ dσn dt αabc
2pi
dz dφPa→bc(z, φ). (4.9.1)
The coupling αabc may be αs or αem for strong or electromagnetic interactions, respec-
tively, evaluated at the appropriate scale. After averaging over φ, the LO splitting func-
tions – dictating the probability of a branching to occur – are dictated by the QCD evo-
lution equations for parton densities. These evolution equations may also be referred
to as the DGLAP Equations [104, 105, 106]. The form of the splitting amplitudes for each
interaction, e.g. q → qg or g → gg, may be found in Ref. [61].
A parton shower for each charged/coloured parton is simulated using repeated sequen-
tial application of Eq. 4.9.1. The values of z, t, andφ for each splitting are generated using a
Monte Carlomethod. Magnitudes ofQ2 that produce dominant contributions follow an
6Other evolution variables may be chosen such as the transverse momentum scale of the branching.
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ordering schemewith partons strongly off-shell close to the hard process. The size ofQ2
gradually increases towards the hard scattering in initial-state showering, approaching
a maximum energy tmax matched to the hard scale. For final state showers the parton
begins with a time-like Q2 and gradually decreases in energy away from the hard in-
teraction with the evolution cut off at a minimum scale Q2min ≈ 1 GeV.7 At this point
showering is terminated and further evolution according to the hadronisation scheme,
described in section 4.10.
As well as the real collinear radiation corrections, the parton shower scheme accounts
for virtual loop corrections at the appropriate order of perturbation theory. These cor-
rections are covered in the probability of splitting to not occur during evolution from a
scale t1 to t2 given by the Sudakov form factor:
Sa(t1, t2) = exp
{
−
∫ t2
t1
dtαabc
2pi
∫ 1−tmin/t
tmin/t
dz
∫ 2pi
0
dφPa→bc(z, φ)
}
. (4.9.2)
The limits on z specify the range for which a splitting is resolvable (by some detector),
i.e. not too soft.
The procedure for parton shower viaMonte Carlo generation, therefore, begins by solv-
ing the equation Sa(t0, t1) = R1, where t0 is the initial scale, t1 the next scale, and R1 is a
uniformly generated random number between 0 and 1. Variables z and φ are generated
via Monte Carlo according to the distribution Pa→bc(zφ). If ti < tmin then the splitting
radiation was unresolvable and the showering procedure for that parton is halted. Else,
the procedure continues for partons b and c, e.g. using Sb(t1, t2) = R2. This then contin-
ues for all daughter partons until ti < tmin for all attempted splittings.
4.10 Hadronisation
The parton shower is an effective approach at high energies where perturbative QCD is
valid. At lower energies, as αs runs larger, perturbation theory breaks down. Presently,
there areno suitable techniques for calculatingnon-perturbativeQCDdynamics. There-
fore, we must resort to phenomenological models based on the observed behaviour of
QCD in the low energy limit, informed by non-perturbative techniques such as lattice
computation. The twomostwidely used approaches are the string fragmentationmodel
and the cluster model, used by Pythia [63] and Herwig [107], respectively. Each of these
have been shown towell match distributionsmadewith experimental data. In the anal-
ysis described in Chapter 8, the Pythia software package is used, which also handles the
parton shower described in section 4.9 so I will briefly outline the string model here.
7When simulating the hard process, the final state is generated assuming on-shell partons. However,
Eq. 4.9.1 cannot be applied for on-shell partons, necessitating a redistribution of momentum.
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The principle motivation for the string model is the lattice observation that, at large dis-
tances (d >> 1 fm), the potential energy of colour charged objects increases linearlywith
separation. This mimics the behaviour of a force of tension independent of the degree
of displacement, modelling the self-attracting gluon field as a string ≈ 1 fm thick.
Consider a qq¯ pair produced via the decay of a photon. The q and q¯ are connected by
a gluonic string and flying rapidly apart. As the string stretches its potential energy in-
creases while the kinetic energy of the quarks decreases. When the potential energy
gets to the order of hadronic mass, it becomes energetically favourable for the string to
split into two segments. This is achieved by creating a new qq¯ pair at the severed ends of
the string, i.e. a new q is born at the end of the q¯ segment, and a new q¯ at the end of the
q segment. The new segments then begin to stretch and the process repeats itself un-
til all the available energy has been transformed into pairs of quarks, forming mesons.
For more complex parton systems hadronisation is much more complicated and de-
pends on the particular colour structure, which is treated in the limit of a large number
of colours.
The final step in particle-level event generation is the sequential decay of the large frac-
tion of unstable hadrons produced during hadronisation. Experimental observation in-
dicates a large proportion of final-state particles originate in exited-state hadron decays.
Thus, an extensive list of particle states and their decay modes must be accounted for,
with complete colourmultiplets for each spin and parity. Inmany cases, particularly for
the heavy flavours, c and b, experimental information on all decay modes is unavailable,
so, to reach unity on the sum of all branching ratios, unlisted decaysmust bemodelled.
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CHAPTER5
The LHC and the ATLAS detector
5.1 The Large Hadron Collider
The Large Hadron Collider (LHC) at CERN is presently the highest energy particle accel-
erator ever constructed. Principally a proton-proton (pp) collider, the design centre-of-
mass energy for these collisions is√s = 14TeV,with a nominal instantaneous luminosity
of 1034 cm−2s−1 [109]. Proton beams for the LHC are accelerated in pulses, distributing
the particles into bunches comprising approximately 1011 protons. Each beam consists
of 2808 bunches, which are nominally separated by a 25 ns spacing.
During running in 2010 and 2011 the pp energy was√s = 7 TeV, increasing to√s = 8 TeV
by 2012. In the 2015, following the first long shut-down in 2013 and 2014, the LHC began
operating with stable collisions at√s = 13 TeV and this energy has continued to be em-
ployed throughout 2016 and 2017. Previously, up to 2012, the LHC was operated using
a 50 ns bunch spacing achieving a peak instantaneous luminosity of 7.7× 1033 cm−2s−1
and an integrated luminosity of 21 fb−1. The attainment of design-specification bunch
spacing allowed the LHC to exceed its nominal instantaneous luminosity in 2016, deliv-
ering 4.2 fb−1, 38 fb−1 and 50.2 fb−1 in 2015, 2016 and 2017, respectively.
The high energy and luminosity provided by the LHC enables the observation of rare
high-energy particle interactions, enabling the probing of previously inaccessible re-
gions of phase space, and allowing the verification (or not) of previously untested theo-
ries.
63
64 Chapter 5. The LHC and the ATLAS detector
Figure 5.1.1: Schematic of the LHC proton injector chain. [108]
The accelerator chain begins when protons are fed into the linear accelerator (Linac 2)
reaching energies of 50 MeV (Fig. 5.1.1). They are subsequently boosted by the Proton-
Synchrotron Booster (PSB) to 1.4 GeV and injected into the Proton Synchrotron (PS),
which accelerates them up to 26 GeV. Upon reaching this energy, the protons are in-
serted into the Super Proton Synchrotron (SPS) which increases their energy to 450GeV.
The particles are then injected into the LHC, which is installed within a tunnel of 27 km
circumference 50–175 m beneath the French-Swiss border. Around the ring, there are
eight straight sections, interspersed with sections designed to bend the beams using
magnetic fields. A single straight section contains the microwave cavities responsible
for accelerating the protons to their final collision energy. Two sections use magnetic
fields to focus the beams ensuring theymaintain a small cross-sectional area. When the
luminosity of the beams has dropped below useful limits they are directed into another
straight section, the beam-dump, designed to safely absorb the high energy radiation.
The remaining four straight sections are designed to cross the beams to create interac-
tion points. When running with stable beams, bunch crossings occur with a frequency
of 40MHz, each triggering multiple pp collisions. Installed on these sections are the de-
tectors that measure the generated energies and momenta in order to reconstruct the
resultant interactions. The largest detectors (and accompanying collaborations) are A
Large Ion Collider Experiment (ALICE), LHCb, Compact Muon Solenoid (CMS), and, the
subject of this thesis, A Toroidal LHC ApparatuS (ATLAS). The latter two detectors are
similar in design and perform as general-purpose experiments, enabling the study of as
many processes as possible. ATLAS and CMS often serve to verify each other’s results
and minimise the possibility of false discoveries.
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5.2 ATLAS coordinate system
The coordinate system and nomenclature used to describe the ATLAS detector is out-
lined briefly here, since it will be referred to repeatedly. The ATLAS detector is located
at Point One on the LHC ring, with the nominal interaction point defined as the origin of
the ATLAS coordinate system. In cartesian space, the z-axis is defined by the beam axis,
with the x-y plane perpendicular to beam direction. The positive x-direction points to-
wards the centre of the LHC ring, with the y-direction pointing directly upwards. Due
to the symmetry of ATLAS, it is also common to use cylindrical co-ordinates: {r, φ, z}.
The transverse radial distance from the beam pipe r is given by r =
√
x2 + y2, while the
azimuthal angle φ is measured relative to the positive x-axis. Finally, the polar angle θ is
measure from the positive z-axis [110].
For describing tracks of the high energy particles it useful to define the rapidity, y, in
terms of the longitudinal momentum (along the beamline), pL,
y =
1
2
log E + pL
E − pL (5.2.1)
This is because differences in the y coordinate between two events are invariant un-
der longitudinal Lorentz boosts (in the z-direction). This is desirable, as hard-scattering
processes at the LHC occur due to interactions between partons carrying an indeter-
minable fraction of the hadron’s total momentum and thus carry unknown longitudinal
momentum pz . Therefore, it is also convenient to define the transverse momentum of
an object,
pT =
(
p2x + p
2
y
) 1
2 (5.2.2)
In the ultra-relativistic (massless) limit the rapidity can be closely approximated by the
pseudorapidity,
η =
1
2
log |p|+ pz|p| − pz = − log
(
tan
(
θ
2
))
. (5.2.3)
This limit is often suitable due to the very high energy of LHC collisions. Note that the
pseudorapidity depends only on the angle between the beam line and not on the en-
ergy of the particle. This parameter is convenient for describing the coverage of the
detector. The forward sections of ATLAS refer to regions of the detector that are at high
pseudorapidity (Fig. 5.2.1).
Therefore, the kinematics of an object can largely be captured by its position in {pT, η, φ}
coordinates and it is useful tomeasure the separation between two objects in η-φ space
by defining
∆R =
(
(∆η)2 + (∆φ)2
) 1
2 , (5.2.4)
which is also invariant under longitudinal Lorentz boots.
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Figure 5.2.1: Pseudorapidity diagram. As the polar angle (θ) goes to zero, pseudorapidity
(η) asymptotically approaches infinity.
5.3 Detector Anatomy
ATLAS, along with CMS, is one of two general purpose detectors on the LHC designed to
track and identify the particles created in proton-proton collisions. The resulting high
particle energies and multiplicities, interaction rates and need for precision measure-
ments necessitate that ATLAS sets very high standards in particle detection [110].
One important standard is hermeticity, which addresses the capacity of a particle de-
tector to observe all possible decay products of an interaction. A hermetic detector
incorporates maximum coverage around the interaction and accounts for all particle
multiplicities with various types of sub-detectors. In order to accurately recreate high
energy physics events it is important to maximise the hermeticity of the detector as it
allows for measurements of missing momentum. This is necessary for identifying par-
ticles such as neutrinos that interact very weakly with matter, where a direct detection
is practically impossible.
The ATLAS detector comprises a symmetric cylinder 44 m long, 25 m in diameter and
weighing 7×106 kg, composingmultiple subsystems. These components canbe approx-
imately separated into four categories: the inner detector, calorimeter systems, muon
spectrometer and magnet systems. The first three compose the main detector systems
of ATLAS. Moving radially outward from the interaction point, the first system is the In-
ner Detector (ID) which measures the momentum of charged particles as they interact
with it while curving in the magnetic field. Next the calorimeter systems determine the
energy of most charged and neutral particles via their direct absorption. In the outer
region comes the muon system, which measures the momentum of the principle de-
tectable particles penetrating the calorimeters.
Each particle has a unique combination of signals in each detector subsystem, allow-
ing different particles to be identified. The distinct information from these interactions
together allow the accurate tracking multiple particles, and an accurate reconstruction
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Figure 5.3.1: A schematic of the full ATLAS apparatus, labelling principle detector com-
ponents. A sense of scale may be inferred from those people drawn on the shielding
and floor. [111]
of each event. Fig. 5.3.1 shows a cutaway diagram, labelling the principle components
of the detector. Each subsystem composes a central barrel region which is responsible
for particle tracking in the central (low η) region and two end-caps covering the forward
regions. The total pseudorapidity coverage of the ATLAS detector is |η| = 4.9 [110].
5.4 Magnet Systems
ATLAS requires two independent magnet systems. The first is a central solenoid sur-
rounding the inner detector, providing a field strength of 2.0 T. Situated in front of the
calorimeter systems, it is designed to be as thin as possible, so as tominimise the energy
loss of a particle prior to reaching the surrounding subsystems.
The second magnetic system is toroidal and encloses the muon-spectrometer. It con-
sists of eight large coils in the barrel region and eight smaller coils in each of the end-
caps, providing field strengths of 1.0 T and 0.5 T, respectively.
The super-conducting magnets are cooled to temperatures of 4 K using a system of liq-
uid helium cryogenics. Both magnet systems serve the same purpose: they bend the
paths of charged particles traversing the encompassed subsystems so as to resolve their
momenta.
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Figure 5.5.1: A cutaway schematic of the ATLAS Inner Detector, labelling principle sub-
systems. [111]
5.5 Inner Detector
The Inner Detector (ID) is the frontline detector system, situated closest to the origin
and is presented schematically in Fig. 5.5.1. It has an η coverage of ±2.5 for particles of
pT > 0.5 GeV. The principle purpose of the ID is the precise measurement of position
and momentum for charged particles. This information is critical in determining the
primary vertex positions and impact parameters of interactions.
For every bunch crossing a large number of particles with high multiplicity emerge
within |η| < 2.5, creating an extremely high track density in the detector [110]. To achieve
the requiredmomentum and vertex resolutions for isolating frontier physics processes,
a fine detector granularity is required. The ID system provides this function using three
subsystems; moving radially outward from the interaction point these are: the Pixel de-
tector, the Semiconductor Tracker (SCT) and the Transition Radiation Tracker (TRT).
The Pixel detector is a semiconductor detector [110, 112]. Sensors are embeddedwith 2D
arrays of small, rectangular p-type silicon, or ‘pixels’. There are 80million of these pixels
in total between 0.05 and 0.1m from the beam pipe. With a pitch of 50 µm× 400 µm they
provide a resolution of 14 µm in rφ and 87 µm in z. Their high granularity makes them
ideal for distinguishing tracks at high particle flux density. This data allows accurate 3D
vertex reconstruction for charged tracks and the determination of the transverse impact
parameter to<15 µm. During the long shut-down, an additional subsystemwas added to
the pixel tracker called the Insertable B-Layer (IBL). At 3.3 cm, this sits even closer to the
interaction point for enhanced vertex and impact parameter resolution, b-jet tagging,
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Figure 5.6.1: A cutaway schematic of the ATLAS Calorimeter, labelling principle subsys-
tems. [111]
and fake track reduction at high instantaneous luminosity [113].
The SCT operates similarly to the Pixel detector, yet features silicon strips. It sits ap-
proximately 0.3m from the beam pipe with 4088 silicon strip modules. With a pitch of
approximately 80 µm the system provides an rφ resolution per measurement of 16 µm.
The sensor on one side of a module is also rotated by a small stereo angle of 40mrad
from the sensor on the opposing side. This provides a positional resolution of 580 µm
along z or r in the barrel or end-caps, respectively.
Surrounding the SCT, the TRT provides a large number of additional lower-resolution
tracking measurements, as well as some particle identification. Rather than silicon de-
tectors it consists of 300, 000 straws: gas filled tubes 4 mm in diameter embedded in
dense radiatormaterial. During run-1, the gas usedwas xenon, whichwas replacedwith
argon for run-2. Ultra-relativistic particles emit transition radiation when crossing the
interface of two media with different dielectric constants [114] The frequency of this ra-
diation is dependent on the Lorentz factor γ = E
mc2
. This factor is different for particles
of the same momentum, but different mass, allowing the TRT to distinguish between
electrons and other particles, such as pions.
Altogether the ID provides a pT and η dependant momentum resolution for tracks be-
tween 1.4 and 11%.
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Figure 5.6.2: Schematic of an electromagnetic particle shower.
5.6 Calorimeter system
The calorimetry system aims to stop and directlymeasure the energy deposits of neutral
and charged particles, such as electrons, photons and jets. This consists of alternating
layers of dense absorbing and scintillating material, followed by photo-detectors. The
intensity of the light is used to determine the energy of the particles.
The calorimetry systemcomposes anelectromagnetic calorimeter surroundedby ahadronic
calorimeter (Fig. 5.6.1). Lowmass electromagnetically interacting particles such as elec-
trons and photons are absorbed by the first calorimeter, while hadronic matter pene-
trates further. Only neutrinos andhigh energymuonsmayescape through the calorime-
ter system. Particle showering is an important process for this procedure.
Particle showering effects are due to high energy particles interacting with the dense
material of the detector systems and producing cascades of secondary particles. Parti-
cle showers can be split into two categories: Electromagnetic and Hadronic. The sec-
ond category of showers are dominated by successive inelastic hadronic interactions.
At high energy, these are characterised by excited nuclei undergoing nuclear decay, re-
sulting in multi-particle production. Products are made up predominantly of nucleons
and pions.
Electromagnetic showers are caused by particles that interact primarily via electromag-
netism. Charged particles undergo deceleration when deflected by the electric field of
an another charged particle. Bremsstrahlung refers to the photon that is emitted by the
decelerating particle, in order to conserve energy, as well as to the process itself. For
high-energy electrons travelling through a dense medium and interacting with atomic
nuclei, this is the dominant form of energy loss. Emitted photons of sufficient energy
then undergo electron-positron pair production through interaction with a nucleus.1
These decay products then undergo further bremsstrahlung. The cascading nature of
these processes constitute the primary source of EM showers (Fig. 5.6.2).
1Participation of the nucleus is required in order to satisfy the energy and momentum conservation
laws [115].
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This cascade continues until the photon energy falls below the threshold for pair pro-
duction. Following this lower energy electromagnetic interactions dominate, such as
Compton scattering and the photoelectric effect [116].
While these processes occur through the apparatus, scattering processes are encour-
aged in the calorimeter system, where they are used to determine the energy of the
traversing particles. Unfortunately, the products of these showers are emitted in many
directions; therefore, particularly at large |z| and r, showers can propagate back into the
inner detector.
The electromagnetic calorimeter (ECAL) has an η coverage of |η| < 3.2 with a crack be-
tween at barrel and end-cap regions at |η| 1.5. Liquid Argon (LAr) is used as the active
material with lead for absorbing layers. The ECAL alone provides an energy resolution
of 1.3-2.3% for 50 GeV electrons, and 1.0− 1.5% for 100 GeV photons.
The hadronic calorimeter (HCAL) is a tile calorimeter targeted at hadronic particles such
as pions. The barrel section with coverage of |η| < 1.7 comprises alternating layers of
steel and scintillating tiles, while the end-cap regions use tungsten and LAr between
1.5 < |η| < 3.2. A Forward Calorimeter (FCAL) extends this further to |η| < 4.9 using
one EM layer with copper for absorption and two tungsten hadronic layers. The HCAL
allows a 1 TeV jet resolution of 2%.
5.7 Muon spectrometer
Muons µ are the sole detectable particles able to traverse both the inner detector and
calorimeters. TheMuonSpectrometer (MS), alongwith the accompanying toroidalmag-
nets, dominate the outward appearance of the ATLAS detector (Fig. 5.7.1). The system
consists of thousands of drift chambers, similar in design to the straws of the TRT, but
with larger diameters. Single wired Monitored Drift Tubes (MDT) provide precision
tracking within |η < 2, while multi-wired Cathode Strip Chambers (CSC) cover the for-
ward region 2.0 < |η| < 2.7. By altering the paths of muons using the magnet sys-
tem (section 5.4) and tracking the resultant motion their momentum is determinedwith
high precision. However, the drift time for these chambers is too long for rapid trigger-
ing with 40 MHz collisions, necessitating two complimentary faster systems. Covering
|η| < 1.05 and 1.05 < |η| < 2.7 these are Resistance Plate Chambers (RPCs) and Thin Gap
Chambers (TGCs), respectively. The first uses parallel electrode plates instead of central
wires, while later are super-fast CSCs. These ensure that muons can be be triggered on,
and associated to the correct bunch crossing.
The MS provides a momentum resolution of 4–10% depending on the η and pT of the
candidate muon.
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Figure 5.7.1: A cutaway schematic of the ATLAS Muon system, labelling principle sub-
systems. [111]
CHAPTER6
Single electron trigger efﬁciency studies
6.1 Introduction
The primary topic of this thesis is the phenomenology of top pair production, with spe-
cific focus on semileptonic and dileptonic decays (lepton-plus-jets and dilepton final
states), featuring both electrons and muons. The accurate reconstruction and iden-
tification of electrons and positrons, henceforth, collectively referred to as electrons,
is, therefore, critical to resolve these events. While the phenomenological studies use
solely simulated data, any future searches will require a firm understanding of electron
trigger efficiencies in order to decidewhich collisionswill be kept for later analyses, and
to resolve any new physics.
Electrons propagating within the ATLAS detector (chapter 5) leave energy deposits in
the electromagnetic (EM) calorimeter, preceded by tracks in the inner detector (ID). The
calorimeter signals are used in the first level trigger system (L1), and are combined with
tracks to reconstruct electron candidates used for the high level trigger (HLT) decision
algorithms, which discriminates against background objects, such as hadrons and non-
prompt electrons. This later step makes the final decision on which candidate objects
will be recorded as electrons for later analysis. As well as studying the overall efficiency
for each trigger chain, we may examine individual requirements within the chain and
the percentage of candidates that fail each step, i.e. the sources of inefficiency for each
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trigger.1
This chapter describes the studies I made of the single electron trigger efficiencies, par-
ticularly the individual sources of inefficiency, as part of the E/gamma Signature Trigger
Group, within the ATLAS collaboration. This study constituted the bulk of work neces-
sary for my qualification as an ATLAS author. Firstly, I will give a brief overview of the
ATLAS trigger system, followed by an outline of the reconstruction, identification, iso-
lation, and trigger algorithms used to select electrons. I will then describe the method-
ology used to measure the trigger (in)efficiencies. Subsequently, I will present the in-
efficiencies measured during Run-1, describe the changes made to the trigger system,
specifically as they relate to the single electron trigger, for Run-2, followed by an ac-
count of the specific inefficiency measurements made using 2016 and 2017 data, and
the results thereof.
6.2 The ATLAS trigger system
With Run-2 the nominal proton bunch-spacing is 25 ns, half of that used in Run-1. Thus,
the LHC is now colliding proton bunches at a rate of 40 MHz, resulting in record-high
luminosities. However, this frequency is far too high to allow the data for every collision
to be recorded to disk, as ATLAS is limited in recording speed to approximately 1 kHz.
Even if the data could be written sufficiently quickly, this would result in far too many
events and the available permanent storage would be rapidly saturated. Additionally,
many of these events are of little interest, corresponding only to glancing collisions and
soft interactions occurring at large distances between incoming hadrons.
Hence, wemust discard the data frommost collisions before recording it, in a systematic
way thatminimises the loss of interesting data. To select only themost interesting events
for storage, a ‘trigger‘ system is used [110]. Only when the trigger is ‘pulled’ is data ‘fired’
to permanent storage, which must only occur when objects satisfy basic minimum re-
quirements. The ATLAS trigger system for Run-2 is a two step process (Fig. 6.2.1) [117].
Thefirst part - Level-1 (L1) - is a hardware trigger basedonly on information fromcalorime-
ters and muon detectors [119]. This is because only these systems have read-out rapid
enough to be processed by the L1-trigger. Muon detectors are not relevant for electron
reconstruction, so will not be described here. The L1Calo hardware trigger is the speedy
front-line in data filtration. It makes use of signals from≈ 7000 trigger towers consisting
of∆η×∆φ = 0.1×0.1 blocks in the calorimeter system. It identifies regions-of-interest
(RoIs) by scanning for 2 × 2 trigger tower clusters in the EM calorimeter where one or
1The word trigger is used liberally within the collaboration, and can refer to the system as a whole,
various sub-systems, as well as specific trigger chains, and even individual selection criteria.
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Figure 6.2.1: Schematic diagram of the ATLAS Run-2 trigger system and data acquisi-
tion [118].
more of the four pairs of nearest neighbour towers have an ET > EthesholdT . Additional
veto requirements can be made on the surrounding trigger towers to ensure these RoI
are isolated. For EM isolation this takes into account the adjacent 12 trigger towers, while
hadronic isolation requirements can be made on the central 2× 2 core behind the RoI,
andon theneighbouring 12-towerhadronic ring. For jet reconstruction, RoIs aredefined
using 4× 4 or 8× 8 blocks of trigger towers around a central 2× 2 core. Thresholds are
set on the sum of ET from both the EM and hadronic calorimeter energy deposits. The
cores defined by the local maxima define the jet RoI coordinates. Additional features of
the L1 algorithm, as they specifically relate to electron reconstruction are described in
section 6.6.1.
The second stage is a software trigger. This processes events using finer-granularity
calorimeter information, and tracking information from the inner detector (and preci-
sion hits in the muon spectrometer). In Run-2 the Level-2 (L2) trigger and Event Filter
(EF) from Run-1 are merged into the High-Level Trigger (HLT) using a single data prepa-
ration system. However, the HLT still occurs in sequential stages, and the old jargon is
still used. The L2 is a fast HLT selection that uses a first-pass reconstruction to reject the
bulk of events. This is followed by the EF, which further filters the events before more
sophisticated ID algorithms using slower precision reconstruction are applied. The HLT
algorithms can be applied only within the RoIs identified at L1 or executed using the full
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Figure 6.3.1: ATLAS calorimeter granularity for different layers in an LAr calorimeter bar-
rel module. Current Trigger Tower definition: ∆η ×∆φ = 0.1× 0.1 [120].
detector. However, electron and photon triggers are always L1 ROI seeded. The com-
position of the HLT algorithms is obviously highly dependant on the target objects, and
is described more comprehensively for electrons in section 6.6.2.
6.3 Electron reconstruction
Electrons may be reconstructed within the central region of the ATLAS detector. This
process is sequential, starting with calorimeter energy deposit clustering and proceed-
ing to track reconstruction, followed by track-cluster matching (Fig. 6.4.1).
Firstly, the EM calorimeter is scanned over using a sliding window in η × φ space. The
size of this window is 3 × 5 (Fig. 6.3.1), in units corresponding to the EM calorimeter
middle layer resolution of 0.025×0.025. This searches for longitudinal towerswith a total
cluster transfer energy greater than 2.5GeV. The towers constitute kernels aroundwhich
a subsequent algorithm, using an extended window of position-dependent dimension,
assembles clusters and strips out duplicate candidates. Overall this cluster search ranges
from 95% efficient at ET = 7 GeV to more than 99% for ET ≥ 15 GeV.
The next step comprises track reconstruction, which proceeds in two steps: pattern
recognition and track fitting. Track seeds are constructed from three hits in different
layers of the silicon detectors and required to have ET > 1 GeV. Pattern recognition
first tries to extend this to a full track, of at least seven hits, under the hypothesis that the
track originated from a pion. Such hypothesis allows for energy loss at each intersection
with the detector to account for interactions with the material, and up to 30% due to
bremsstrahlung. If this is unsuccessful, or is not associated with one of the provided
RoIs in the EM calorimeter, the process is repeated under an electron hypothesis that
allows for increased energy loss during propagation through the detector material. The
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successful hypothesis is then passed to the ATLAS Global χ2 Track Fitter [121] to fit the
respective track to the candidate. If a candidate was recognised as a pion, but fails the
subsequent fit, it is then re-fit under the electron hypothesis.
To reduce candidates attributable to secondary particles, tracks associatedwith the elec-
tron hypothesis are further required to be compatible with the primary interaction ver-
tex of the hard collision, by passing the following requirements:
d0/σd0 < 5, ∆z0 sin θ < 0.5mm, (6.3.1)
where d0 labels the impact parameter: the distance of closest approach between the
track and themeasured beam-line, and σd0 its uncertainty. The z0measures the distance
between the beam-spot position, along the beam-line (which defines the local z-axis)
to where it intersects d0, while ∆z0 stretches between the track and the primary vertex
with the highest ET sum of associated tracks. The θ measures the polar angle of the
track.
Electron candidate tracks are then extrapolated to the middle layer of the EM calorime-
ter and loosely matched in η − φ space to the cluster barycentre. The number of pre-
cision hits in the silicon detector affects the strictness of the matching process, which
also allows for bremsstrahlung energy loss. Tracks that have four or more precision
hits and are loosely associated to cluster seeds are refit, further accounting for non-
linear bremsstrahlung losses by the optimised Gaussian Sum Filter [122], and subjected
to strictermatching conditions. Electron candidatesmust be associated to a track; unas-
sociated electron candidate clusters are considered to be photons. If multiple tracks are
associated to the same cluster seed, the primary track is chosen using an algorithm util-
ising the total number of pixel hits, with preference for the first layer, as well as the
cluster-track separation under different momentum hypotheses.
The cluster seed is then used to construct a full cluster using 3×7 longitudinal towers of
EMcalorimeter cells in the barrel, and 5×5 in the endcap. Multivariate techniques based
on simulated data use the original energy of the reconstructed electron to calibrate the
energyof these reformedclusters [123]. The electron four-momenta are calculatedusing
the energy of the calibrated energy clusters, while the η and φmeasurements are given
by the primary tracks associated to the cluster seed.
6.4 Electron identification
Electron identification (ID) algorithmsdistinguish signal-like reconstructed objects from
background-like ones. These background objects can be due to, for example, hadronic
jets or “non-prompt” background electrons arising from photon conversions and heavy
flavour hadron decays. Twenty independent variables are used to help determine be-
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Figure 6.4.1: Schematic diagram of electron reconstruction and identification [117].
tween these hypotheses, which are summarised in Tab. 6.4.2. These quantities relate to
both track and cluster measurements, including shower shape variables, track proper-
ties, TRT information, and those that evaluate the impact of bremsstrahlung.
The standard ID algorithm is a likelihood-based (LH)method. This is amultivariate anal-
ysis (MVA) technique which constructs a single discriminating variable from multiple
properties of the reconstructed objects. Requirements on the discriminant evaluate
all characteristics of each candidate simultaneously. Almost all electron discriminat-
ing variables shown in Tab 6.4.2 are used in the MVA, with the exception of E/p, wstot,
and∆φ2, aswell as the number of precision hits in a track, which are subject only to sim-
ple, sequential (cut-based) selection requirements. This enables improved background
rejection when compared to an entirely cut-based scheme.
Signal (s) and background (b) Probability Density Functions (PDFs) are constructed for
the included fourteen discriminating variables (di) using Monte Carlo simulated data
samples. These come from Z → ee and dijet events at high ET, with J/ψ → ee and
minimum bias2covering events at low ET. These PDFs are taken in combination to
inform overall signal and background probabilities for an object:
Ls(d⃗) =
∏
i
P si (di) and Lb(d⃗) =
∏
i
P bi (di). (6.4.1)
2 Minimum bias labels the soft partonic processes that dominate interactions at hadronic colliders.
These occur at large distances between incoming hadrons, in conglomerate, with minimal momentum
transfer. The final state is characterised by many lowmomentum (pT ≈ 0.5 GeV) particles, covering a large
volume of phase space, largely collinear with the beam line. The ATLAS trigger is designed to record these
events with as little detector bias as possible.
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Type Description Name
Hadronic
leakage
Ratio of ET in the first layer of the hadronic calorimeter to ET of
the EM cluster (used over the range |η| < 0.8 or |η| > 1.37)
Rhad1
Ratio of ET in the hadronic calorimeter to ET of the EM cluster
(used over the range 0.8 < |η| < 1.37)
Rhad
Back layer of EM
calorimeter
Ratio of the energy in the back layer to the total energy in the EM
accordion calorimeter. This variable is only used below 100 GeV
because it is known to be inefficient at high energies.
f3
Middle layer of
EM calorimeter
Lateral shower width,
√
(ΣEiη2i )/(ΣEi)−((ΣEiηi)/(ΣEi))2,
where Ei is the energy and ηi is the pseudorapidity of cell i and
the sum is calculated within a window of 3× 5 cells
wη2
Ratio of the energy in 3×3 cells over the energy in 3×7 cells centred
at the electron cluster position
Rφ
Ratio of the energy in 3×7 cells over the energy in 7×7 cells centred
at the electron cluster position
Rη
Strip layer of
EM calorimeter
Shower width,
√
(ΣEi(i−imax)2)/(ΣEi), where i runs over all
strips in a window of∆η×∆φ ≈ 0.0625× 0.2, corresponding typ-
ically to 20 strips in η, and imax is the index of the highest-energy
strip
wstot
Ratio of the energy difference between the largest and second
largest energy deposits in the cluster over the sum of these en-
ergies
Eratio
Ratio of the energy in the strip layer to the total energy in the EM
accordion calorimeter
f1
Track conditions
Number of hits in the innermost pixel layer; discriminates against
photon conversions
nBlayer
Number of hits in the pixel detector nPixel
Number of total hits in the pixel and SCT detectors nSi
Transverse impact parameter with respect to the beam-line d0
Significance of transverse impact parameter defined as the ratio
of d0 and its uncertainty
d0/σd0
Momentum lost by the trackbetween theperigee and the lastmea-
surement point divided by the original momentum
∆p/p
TRT Likelihood probability based on transition radiation in the TRT eProbabilityHT
Track-cluster
matching
∆η between the cluster position in the strip layer and the extrap-
olated track
∆η1
∆φ between the cluster position in the middle layer and the track
extrapolated from the perigee
∆φ2
Defined as ∆φ2, but the track momentum is rescaled to the clus-
ter energy before extrapolating the track from the perigee to the
middle layer of the calorimeter
∆φres
Ratio of the cluster energy to the track momentum E/p
Table 6.4.2: Definitions of Run-2 electron discriminating variables in 2016 [117].
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Fixed operating point Econe0.2T pvarcone0.2T
Loose 0.20 0.15
Tight (Track-only) - 0.06
Tight 0.06 0.06
Table 6.5.1: Fixed isolation operating points. The definitions of Econe0.2T and pvarcone0.2T ,
used to define the calorimeter and tracking isolation, respectively, may be found in the
text.
From this an overall discriminant (dL) variable may be calculated:
dL =
Ls
Ls + Lb . (6.4.2)
The strictness of the electron ID varies between three operating points: Loose, Medium
and Tight. While all operating points use the same collection of discriminating variables
(d⃗), each requires a tighter selection on the discriminant, in the order listed. Thusly, Tight
requires the greatest level of background rejection and is defined such that samples
selected under its paradigm form a subset of those selected by medium, which shares
the equivalent relationship with the Loose ID. Hence, any electron candidate accepted
under the Tight ID will be selected also by Medium and Loose.
The Tight operating point is not used for electron candidates with ET > 125 GeV. This is
because electronswith sufficiently highmomentumwill propagate through the first lay-
ers of the EM calorimeter without depositing large fractions of their energy. Thus, the
discriminate will diagnose a larger deposit of energy in the outer layers, and even the
hadronic calorimeter, which will be penalised at the Tight operating point. TheMedium
ID is more forgiving of later energy deposition and hadronic leakage, so is substituted
at high ET. To supplement the background rejection of the Tight ID, it is instead sup-
plemented with sequential rectangular requirements on wstot and E/p. Additionally,
the operating points are optimised across multiple bins in ET and |η|. This is impor-
tant, as the properties of tracks and shower shapes vary significantly with ET, and the
differing volumes of detector material intercepted by electrons at different |η| affects
the resulting shower shapes. Furthermore, the pileup, i.e. the number of interactions
per bunch crossing (µ), can influence the distributions of the shower shapes. Thus, the
selection applied to the discriminant is loosened with an increasing number of recon-
structed primary vertices, which is indicative of µ. As a result, while the efficiency at
high µ is preserved, the background rejection is lowered.
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6.5 Electron isolation
Electrons can be required to be isolated from other activity in the calorimeter or in-
ner detector to further distinguish prompt electrons, due to heavy-resonance decays,
from objects such as converted photons or mis-identified light hadrons. To do this, the
sum of energy (ormomentum) surrounding each candidate is quantified using isolation
variables.
To ensure isolation in the EM calorimeter, topological T clusters [124] are constructed
with a cone of ∆R = 0.2 around the candidate cluster. An isolation parameter EconeT is
computed as the sum of ET for all these clusters, minus the ET of a cluster built within
∆η × ∆φ = 0.125 × 0.175 of the candidate barycentre. To account for leakage of the
cluster outside this rectangle, a correction is applied as a function of the candidate ET
and η.
To evaluate track isolation, all tracks within a variable-sized cone around the principal
candidate track are summed. The size of this cone is determined by ∆R = min(0.2, 10
GeV/ET). Included tracks have ET > 1 GeV, and pass track quality requirements:
nSi ≥ 7, nholeSi ≤ 2, nholePixel ≤ 1, nshmod ≤ 1, (6.5.1)
where “hole” in superscript labels the number of missing hits in the respective tracking
layer, while nshmod represents the number of hits in the silicon detector assigned to mul-
tiple tracks. Additionally, each track must be associated with the reconstructed primary
vertex of the hard collision |∆z0 sin θ| < 3 mm. Tracks associated with the electron are
excluded; as well as the primary electron track, this includes additional tracks identi-
fied as converted photons from bremsstrahlung. These requirements define the track
isolation variable pvarcone0.2T . Previously, a fixed cone isolation was used for electrons of
∆R = 0.2, defining a variable pcone0.2T .
The requirements placed on these variables, which may be used singularly, or together,
depend on the nature of the analysis. As well as a number of fixed isolation points of
varying strictness (see table 6.5.1), they may be varied, optionally as a function of ET, to
achieve a desired target isolation efficiency.
6.6 Electron trigger
The ATLAS online data processing system provides information for reconstruction and
identification of candidate electrons using both the L1 trigger and HLT.
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Figure 6.6.1: ATLAS calorimeter elements used for e/γ and τ/hadron reconstruc-
tion [125].
6.6.1 Level-1
Electron triggers use signals recorded in 4 × 4 blocks of trigger towers in the EM and
hadronic calorimeters, equivalent to∆η ×∆φ = 0.4× 0.4 (Fig. 6.6.1). The triggers calcu-
late the energywithin a core region of 2×2 towers, aswell as the encircling outer towers.
The ratio of the energy in the outer region to energy in the core may be used to inform
an isolation requirement at L1. In addition, a limit on the maximum energy recorded
in the hadronic calorimeter relative to the EM cluster energy in the core region (Rhad)
enables a hardware cut on the hadronic leakage. Electron candidates with energy ex-
ceeding 50 GeV need not satisfy the leakage requirement. The triggerET thresholds can
be adjusted as a function of η for different trigger towers (corresponding to granularity
of 0.1 in η) to account for the varying detector response in a given region. The energy
is calibrated to the EM energy scale, thus the energy deposited by particles in an elec-
tromagnetic shower are correctly reconstructed, but the energy deposited by hadrons
is underestimated. Regions that pass these requirements are designated Regions-of-
Interest (RoIs) which can seed all later steps. Electron and photon (e/γ) triggers are al-
ways seeded by L1 RoIs; there are no full-scan e/γ triggers.
6.6.2 High-level trigger
At the HLT, candidate electrons undergo reconstruction and identification in successive
steps, with the aim of rejecting unsuitable candidates as soon as possible. Previously the
HLT consisted of two distinct steps: Level-2 (L2) and the Event Filter (EF). And, while the
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data preparation for the previous L2 and EF stages has been merged in Run-2, rate re-
duction in the HLT still happens in several stages, meaning the L2 and EF jargon remains
(Fig. 6.6.2). Once the rate has been reduced sufficiently, more sophisticated algorithms
that use both tracking and calorimeter information may be applied. While these mimic
the highly precise offline algorithms as closely as possible, they are limited by the per-
mitted latency range. L2 now labels the earliest steps in the HLT trigger, which consist
of fast cut-based calorimeter requirements, followed by simple track-cluster matching
cuts.
Fast algorithms build clusters using the calorimeter cells from the ∆η ×∆φ = 0.4× 0.4
RoIs selected at the hardware level. The cell with the largest deposited transverse en-
ergy in the second layer of the EM calorimeter, within the ROI is also found. Successful
Level-2Calorimeter (L2Calo) electron candidatesmust pass requirements on the shower
shape variables Rη , Eratio and the transverse energy of the cluster, as well as on the en-
ergy deposit in the hadronic calorimeter Rhad. Assuming L2Calo is satisfied, tracks are
reconstructed using a faster, simplified tracking algorithm. To pass L2 these fast tracks
require a minimum pT of 1 GeV, and must be associated to a cluster within∆η < 0.2.
The second step of theHLT relies on precise offline-like algorithms, based on candidates
selected at L2. Firstly, more sophisticated EM calorimeter clusters are built up using the
method described in section 6.3. The HLT clusters are calibrated using a Multivariate
Analysis (MVA) based technique, and these calibrated objects persist through to form re-
constructed objects. The first selection algorithm is a calorimeter-only likelihood selec-
tion (EFCalo), whichmakes a decision based onmore sophisticated clusters constructed
after L2. These additional requirements on the shower shapes are applied to further re-
duce the rate before precision tracking is necessary. After passing this step, precision
tracks are reconstructed and extrapolated to the second layer of the EM calorimeter.
Electrons are then constructed by matching clusters to these tracks within |∆η| < 0.05
and |∆φ| < 0.05.
At the HLT, the standard electron ID algorithms are also based on likelihood profiles,
and are otherwise tuned, as closely as possible, to mimic the offline selection process
described in section 6.4. However, naturally, the discriminant is optimised using the on-
line reconstructed shower shapes and track variables. The online ID is performed using
the same discriminating variables as the offline algorithm, summarised in table 6.4.2,
with the exception of∆p/p. This variable is an indictor of the momentum lost in a track
associated with bremsstrahlung, which is not considered online.
As is done offline, three levels of identification operating points are defined, in order of
increasing strictness: Loose, Medium, and Tight. The discriminant requirements are not
optimised according to ET and |η|, as is done offline. However, in order to account for
pileup effects they are relaxed with increasing µ.
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Figure 6.6.2: Electron trigger flow diagram showing sequences of reconstruction (in
rectangles) and hypothesis algorithms (in triangles) an electron candidate must pass
through for reconstruction from L1Calo to the final identification. The calibrated ET
selection are added in Run-2, and apply an MVA-based calibration to HLT calorimeter
clusters. Courtesy of the ATLAS Trigger group.
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2015 2016 2017
e24_lhmedium_L1EM20VH e26_lhtight_nod0_ivarloose e26_lhtight_nod0_ivarloose
e60_lhmedium e60_lhmedium_nod0 e60_lhmedium_nod0
e60_medium
e120_lhloose e140_lhloose_nod0 e140_lhloose_nod0
e300_etcut e300_etcut
Table 6.6.3: Recommended HLT single electron triggers in 2015, 2016, and 2017.
6.6.3 Trigger chains and naming conventions
The trigger proceeds in a series of sequential steps; a chain of trigger decisions. Individ-
ual trigger chains are named to illustrate some of these decisions. Take as an example
e24_lhlight_nod0_iloose_L1EM20VHI. Here the initial e indicates that the target HLT
object is an electron; (gwould denote a photon γ). It can be preceded by a number that
indicates object multiplicity for non-single triggers. The HLT ET threshold in denoted
by the subsequent digits (24).
Thenext string of characters labels theobject identification that hasbeen applied: lhtight,
the tight operating point of the likelihood identification. Cut-based identification, which
has not been widely used since 2016, is noted by an absence of the lh prefix. This label
can be followed by additional modifications on the ID, for example nod0 indicates that
the d0 parameter was not used to construct the likelihood discriminant.3
The level of isolation required is indicated by, for example, iloose. This indicates that
the pcone0.2T isolation variable was used, with the Loose operating point (section 6.5). The
use of the pvarcone0.2T variable would be denoted by ivarloose.
Thefinal label specifies that a non-default L1 trigger seeded this trigger chain: L1EM20VHI.
This label itself carries information on the L1_EM20VHI trigger. Firstly, that its nominal
ET threshold in the EM calorimeter is 20GeV. The next three characters indicate: that an
ET dependent trigger threshold has been applied (within+2 and−3 of the nominal), that
hadronic core isolation has been applied, and that EM ring isolation has been applied,
respectively.
6.7 Electron trigger efficiencies, inefficiencies, and scale factors
If an electron is produced in a collision, we are required to know the probability that
ATLAS will detect it. We can estimate this by determining the total electron efficiency
3This is an example of a “misalignment robust” tune. In 2015 the nod0 tune was found to increase the
electron efficiency of the trigger, without overly affecting background rejection, and is used for most rec-
ommended trigger chains from 2016 onwards. I also studied the effect of misalignment robust tunes on
efficiency as part of my qualification task.
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for the ATLAS detector ϵtotal. This can, nominally, be divided into four components:
ϵtotal = ϵreco × ϵID × ϵtrig × ϵadd. (6.7.1)
These efficiencies are applied sequentially: the reconstruction efficiency ϵreco is mea-
sured with respect to clusters reconstructed in the electromagnetic calorimeter; the
identification efficiency ϵID is taken with respect to reconstructed electrons; trigger ef-
ficiencies are calculated for reconstructed electrons passing a specific identification cri-
teria; the efficiency of any additional selection criteria ϵadd, such as isolation cuts, i.e.
ϵID =
N(reco× ID)
N(reco)
, (6.7.2)
ϵtrig =
N(reco× ID × trig)
N(reco× ID) . (6.7.3)
Where N(reco × ID) are the number of electrons passing reconstruction and identifi-
cation, for example.
The efficiency ϵtrig for a specific trigger chain is defined with respect to the equivalent
offline ID and isolation operating point. It is defined as the fraction of events selected
by the trigger in a sample of events with electrons reconstructed and identified by the
offline algorithms.
So, a particular trigger efficiency may be interpreted as the probability for an offline-
identified particle, from a sample S, to pass the trigger selection A, denoted ϵA(S), i.e.
ϵA(S) = P (A|S) ≈ k
n
, (6.7.4)
where n is the number of offline particles in S, and k is the number of offline particles
in S that pass the trigger selection A. This can be determined as a function of ET and η
of the candidate electron, or the number of primary vertices.
The accuracy of the detector simulation in modelling the electron measurement effi-
ciency is critical for searches for new physics. In order to reliably compare results from
Monte Carlo (MC) simulation and data, for physics results, the MC samples must be cor-
rected to reproduce the efficienciesmeasured in data. This is done using the scale factor
S , a multiplicative factor, defined as the ratio of the efficiency in data to that fromMC
S = ϵdata
ϵMC
. (6.7.5)
The data measurements are compared to the simulation as a function of the candidate
ET and η to calculate accurate corrections.
In data, we have to be careful defining S, as all events in the data must, necessarily, have
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already triggered one or more triggers, therefore, biasing the efficiency measurement.
The approach used to gather such a sample is described in the following section.
In addition to the overall efficiency of the trigger, we can measure the inefficiency of
each step in the trigger chain by matching the online and offline candidates and exam-
ining at which step the online candidate was rejected. The measurement methodology
for such an analysis likewise begins with the sample selection described below.
6.8 Z → ee Tag and Probe
To select a clean and unbiased sample S of electrons, the tag and probemethod is used.
In general, this technique makes use of the characteristic resonance peak signatures in
the invariantmass spectrumof certain decay processes; i.e. the large contribution to the
cross section in the kinematic region around the unstable particle’s polemass. For elec-
tron efficiency measurements, the most commonly used decay processes to electrons
are Z → ee and J/ψ → ee. Due, to their respective invariant masses, the later process
covers a low ET range, between 7 and 20 GeV. Z → ee events are useful for probes with
transverse energy larger than 15 GeV and are used in all these measurements.
By selecting events in which a di-electron invariant mass around the Z mass can be
calculated (Fig. 6.8.1(a)), and for which one candidate electron (the “tag”) has passed strict
selection criteria, the second electron (“the probe”) may be subjected to much looser
requirements, while retaining a relatively pure sample. This probe may then be used to
measure multiple efficiencies in electron reconstruction and identification. Every valid
combination of pairs in the event is considered, so single events can provide multiple
probes.
6.8.1 Event selection
Each event is required to have at least two offline reconstructed electron candidates of
opposite charges. The event-wise selection uses a single electron trigger with LH tight
identification requirements, a HLT ET threshold of 26 GeV and loose isolation require-
ments (e26_lhtight_nod0_ivarloose). Events are required to be taken under the stable
beam condition with all relevant sub-detectors fully operational.
One of these electrons must satisfy the strict tag requirements (Fig. 6.8.1(b)). Namely, it
must satisfy the LH tight offline identification, with ET > 27 GeV, and lie outside the
transition region of the barrel and end-cap calorimeters, 1.37 < |η| < 1.52. Additionally,
the tag electron must satisfy a matching condition with a HLT candidate, requiring a
separation of∆R < 0.07.4
4During Run-1, the tag matching requirement was∆R < 0.15.
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(a) The invariant mass,me+e− , of the oppositely charged offline reconstructed tag and
probe electrons. No background subtraction is applied.
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(b) Counts of the offline tag electron candidates for each step of the tag selection.
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(c) Counts of the offline probe electron candidates for each step of the probe selection.
Figure 6.8.1: The invariant mass,me+e− , of the oppositely charged offline reconstructed
tag and probe electrons after passing their respective selections is shown in (c). The
counts following each selection criterion are shown in (b) and (c) for the tag and probe
candidates, respectively. These are made using data collected by ATLAS in 2016 at√s =
13 TeV. More details on the data sets can be found in section 6.11.1.
.
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A second electron is then required lying within |η| < 2.47, excluding the transition re-
gion, that satisfies the Loose offline identification and hasET > 4GeV. This second elec-
tron may be considered a probe electron if it carries opposite sign to the tag electron,
and the invariantmass of the combined pair lies within the range 80 < me+e− < 100GeV.
The probe is discarded if there is a jet with pT > 20 GeV within∆R < 0.4 (Fig. 6.8.1(c)).
6.8.2 Tools
Primarily, there are two software frameworks used tomeasure electron efficiencieswith
the ATLAS detector using the tag-and-probe method.
TagAndProbeFrame is a common central framework used for calculating electron scale
factors. It is capable of background subtraction, and dominantly used to determine of-
fline reconstruction and identification efficiencies. I worked on adding interfaces to
trigger chains to allow themeasurement of trigger efficiencies within this framework as
a minor task within the e/γ signature trigger group.
TrigEgammaAnalysisTools is a package belonging to the Athena framework, which also
features methods to measure the trigger efficiencies and inefficiencies. This environ-
ment is used to monitor the performance of the triggers during data taking, and was
used for all measurements presented in this chapter. Modifications made by myself,
specifically relating to the measurement of inefficiencies, were incorporated into the
central framework.
6.9 Run-1 results for the sources of L2 and EF trigger inefficiency
The sources of inefficiency for the HLT, with respect to the offline reconstruction, were
previously measured during Run-1 using approximately 4 × 105 Z → ee events, in data
collected during 2012 [126, 127]. The inefficiencies weremeasuredwith a tag-and-probe
method using Z → ee decays, by analysing probe electrons that pass the offline identi-
fication, but fail the online identification.
Public results were released for the e24vhi_medium1 trigger. This is seeded by a level-1
trigger L1_EM18VH that allows at most 1 GeV energy deposited in the hadronic calorime-
ter behind the electron candidate’s electromagnetic cluster. It requires an electron can-
didate with ET > 24 GeV satisfying a cut-based medium identification, as well as an
isolation requirement of pisoT /ET < 0.1, where pisoT is calculated by summing over the pT
of all trackswithin a cone ofR = 0.2 around the candidate track (excluding the candidate
track itself).
The offline reconstructed electron was required to have a transverse energy of ET >
25 GeV, in order to avoid the turn-on curve, as well as passing the medium offline iden-
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tification.
The results at the level-2 (L2) trigger are shown in Fig. 6.9.1 and at Event Filter (EF) in
Fig. 6.9.2. Since a single candidate can fail more than one identification requirement,
it may contribute to multiple bins: i.e. these plots do not feature exclusive categories.
The inefficiencies due to candidates for which no corresponding track was found are
distinguished by colour in the EF histogram, due to differences in the respective trigger
identification algorithms.
The dominant sources of HLT electron trigger inefficiency can be seen to relate to track
identification. By somemargin, the leading contribution at L2 to the overall inefficiency
aremissing tracks associated to the EM cluster. Additionally, a number of candidates fail
when the extrapolated track lies too far away in η from the cluster for a match. At the
EF, clusters unassociated with a track cause approximately a third of failed candidates,
though candidates with tracks still fail multiple track requirements.
6.10 Methodology of HLT inefficiency measurements in Run-2
While the methodology of these measurements remains largely the same in Run-2, a
number of upgrades to the trigger system and changes in requirements for reconstruc-
tion have resulted in several improvements.
During Run-1 the online identification algorithmswere entirely cut-based; i.e. each can-
didatewas required to pass sequentially applied rectangular cuts on eachof the discrim-
inating variables. However, applying a multivariate likelihood-based ID algorithm of-
fline and a cut-based selection online can lead to greater inefficiency. Hence, the dom-
inant online ID algorithms used during Run-2 employs an adapted version of the offline
ID. While cut-based algorithms are not used for Run-2 analyses, they do constitute an
important sanity check of the LH-based trigger chains, and they largely use the same set
of discriminating variables outlined in Tab. 6.4.2.
As in the LH approach, a number of different operating points are chosen that require
different levels of background rejection. However, unlike the LH method, for which all
operating points utilise the same set of discriminating variables, looser IDs use a subset
of the variables used for the stricter operating points. The Loose cut-based identification
depends onmeasurements of energy deposits in the front layers of the EM calorimeter,
as well as hadronic leakage to reject background candidates. The Medium cut-based
algorithm tightens these requirements, and supplements them with signals from the
back layer in the EM calorimeter, as well as information pertaining to the TRT and the
transverse impact parameter. Aswell as further tightening these requirements, the Tight
cut-based ID includes criteria relating to track-cluster matching to further distinguish
signal objects from background.
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Figure 6.9.1: Inefficiencies for the e24vhi_medium1 trigger at the level-2 trigger stagewith
respect to the offline reconstruction.
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Figure 6.9.2: Inefficiencies for the e24vhi_medium1 trigger for the Event Filter stage with
respect to the offline reconstruction.
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Throughout 2015, the cut-based algorithms continued to be optimised based on new
data, and their sources of inefficiency were also studied. Due to differences in the avail-
able information for cut-based and LH-based trigger chains, the analysis tools have been
written to recognise the trigger class and analyse inefficiencies such that cut-based and
LH trigger performance may be compared directly.
As well as the shift to LH-based online algorithms, several changes to the discriminating
variables have been introduced for the Run-2 electron ID. Firstly, the addition of the IBL
provides an additional handle ondiscriminating prompt electrons (fromZ → ee etc) and
non-prompt electrons arising from photon conversions; previously, the second layer of
the pixel layer served a similar purpose.
At Run-1, two variables relating to the TRT were used: the total number of hits (nTRT),
and the ratio of the number of high-threshold hits to the total number of hits FHT to dis-
tinguish the signature transition radiation of electrons from hadrons. In Run-2, a single
LH-based discriminant eProbabilityHT is usedwhich encompassesmultiple character-
istics of the TRT signals. This development wasmotivated, in part, by several changes to
the TRT between Run-1 and Run-2. Primarily, the TRT gas has been changed fromxenon
to argon, the latter of which has a lower transition radiation absorption probability. The
eProbabilityHT uses the probability of each hit in the TRT to exceed the high-threshold
limit, which changes as a function of the hit-position, the straw layer and gas, track-to-
wire distance, and the Lorentz factor of the candidate track.
By analysing the trigger decision history for each probe I may establish the inefficiency
due to individual cuts in the trigger chain, compared to loose, medium and tight offline
configurations. Requirements are grouped into track, cluster, track-cluster matching
and isolation based categories.
To determine the inefficiencies in the single electron trigger chains, I first collected an
unbiased sample of electrons. This is achieved using the tag and probe method, as de-
scribed in section 6.8. For each event, I consider all offline identified electrons and apply
the event-wise selection. Each event that passes can contribute one or more tag-probe
pairs, where the same offline object can satisfy both the tag and probe conditions.
Next I iterate over the trigger menu, selecting the trigger chains of interest and taking
particular note of the threshold transverse energyEthresholdT . For each trigger chain I loop
over all offline probe electrons andmatch each probe to any trigger elementwith∆Rmax
recursively down to L1. For HLT elements ∆Rmax = 0.07, while for L1 ∆Rmax = 0.15.5
If no matching elements are found, the probe electron is still retained for subsequent
analysis.
5During run-1, the matching requirement was∆R < 0.15 at L1 and the HLT.
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Pos. Name Requirement
00 Kinematic η < 2.47
01 NSilicon nSi ≥ nminSi
02 NPixel nPixel ≥ nminPixel
03 NBlayer nBlayer ≥ nminBlayer
04 Conversion Not a converted photon
05 LH LH discriminant passes
06 TrackA0 dtrack0 ≤ dmax0
07 TrackMatchEta ∆η1 ≤ ∆ηmin1
08 TrackMatchPhiRes ∆φres ≤ ∆φminres
09 WstotAtHighET wstot ≤ wminstot
10 EoverPAtHighET E/p ≤ (E/p)min
Table 6.10.1: Bit allocation in the mask for recording selection decisions for likelihood-
based trigger candidates.
Nowwe loop over the matched offline and online objects, first checking that the offline
probe electron avoids the turn-on curve by comfortably exceeding the trigger threshold
in transverse energy, EprobeT > EthresholdT + 1 GeV. We then step back through the trigger
chain to identify the step that failed, meaning offline probes are matched to every step
in the trigger chain, recursively. Assuming amatching element was foundwhich passed
the L1 Calorimeter step, but failed any subsequent step, we retrieve all matching trigger
objects, including electrons, photons, clusters and tracks.
If a candidate fails after L1, but before the final ID algorithm (EFElectron), we record the
inefficiency at the respective stage, i.e. Level-2 Calorimeter (L2Calo), Level-2 (L2), Event-
Filter Calorimeter (EFCalo). If a candidate passes each of these stages, but fails at the
highest level, we can further analyse the results using the trigger bit mask. These masks
store the results for each selection criterion, and have a different structure if the trigger
chain uses a cut-based or LH-based ID algorithm. The 32-bit IsEM mask for cut-based
triggers stores the history of the 31 decisions made in the final step of selecting online
electrons. The LH-based triggers also store final selection decisions in a bit mask, and
there are a maximum of 11 requirements for this step, including that on the LH discrim-
inant itself, which are allocated as shown in Tab. 6.10.1. In the Run-1 analysis, each of the
online requirements was re-applied against the offline candidate in order to diagnose
the failing conditions. However, for the Run-2 analysis the decision is retrieved from
the respective decision bit mask. Additionally, in Run-2 electrons are always required
to be associated with a track, which was not enforced in Run-1.
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6.11 Run-2 results for the sources of HLT inefficiency
6.11.1 2016 data
The data sets used for the 2016 single electron trigger inefficiency analysis were col-
lected in 2016, with a centre-of-mass energy of 13 TeV, and a bunch spacing of 25 ns.
Specifically, data collected during 12 individual LHC runs were used.6
Thesedata sets have alreadybeenpassed through aminimal skimming selectionprocess
in readiness for Z → ee tag and probe analyses (using the EGAM1 derivation). Firstly,
at least one of the following four requirements must be met: two oppositely-signed
(OS) electrons, one satisfying tight offline LH ID requirements and pT > 24.5 GeV, and
one passing the medium ID with pT > 19.5 GeV; two OS electrons each satisfying the
medium ID with pT > 19.5 GeV; two central electrons, one passing medium ID with
pT > 24.5GeV, and another with pT > 6.5GeV; onemedium ID’d electron pT > 24.5GeV,
and one photon with ET > 14.5 GeV. Secondly, the invariant mass of at least one pair of
electrons must exceed 50 GeV.
Events are selected using a Good Run List (GRL) which details periods of stable LHC
collisions and full operation of all relevant ATLAS sub-detector systems. Furthermore,
the status of the toroidal system is ignored for the purposes of this analysis.7
The offline likelihood identification algorithms used to measure the 2016 inefficiencies
are constructed without accounting for the transverse impact parameter (d0), for all op-
erating points. Following the GRL and Z → ee selections, approximately 150, 000 tag-
and-probe pairs remain.
The inefficiency results for two recommended single electron triggers in 2016 are shown
in Fig. 6.11.1. Triggers e26_lhtight_nod0_ivarloose (a) and e60_lhmedium_nod0 (b) are
both seeded by a level-1 trigger that requires an isolated electromagnetic cluster with
ET > 22GeV (L1_EM22VHI). The e26_lhtight_nod0_ivarloose(e60_lhmedium_nod0) trig-
ger requires an electron candidate withET > 26(60)GeV satisfying the likelihood-based
tight identification, excluding the transverse impact parameter PDF. The offline recon-
structed electron is required to have a transverse energy ofEofflineT > 27(61)GeVandpass
the likelihood-based tight(medium) identification without applying transverse impact
parameter requirements interpolated smoothly overET. The e26_lhtight_nod0_ivarloose
also requires a variable-size cone isolation, pvarcone0.2T /ET < 0.1.
Results are presented in terms of the percentage of candidates that pass the offline se-
6Run numbers used in 2016 analysis: 298595, 298609, 298633, 298687, 298690, 298771, 298773, 299055,
299144, 299147, 299243, and 299340.
72016 GRL: data16_13TeV.periodAllYear_DetStatus-v88-pro20-21_DQDefects-00-02-04
_PHYS_StandardGRL_All_Good_25ns_ignore_TOROID_STATUS.xml.
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(a) The e26_lhtight_nod0_ivarloose trigger. This plot was made using approxi-
mately 80, 000 offline probe electrons.
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(b) The e60_lhmedium_nod0 trigger. This plot was made using approximately 5000
offline probe electrons.
Figure 6.11.1: Sources of inefficiency for tag and probe compatible, recommended for
2016, Likelihood-based, single electron triggers at the HLTmeasured with respect to the
offline reconstruction using data collected in 2016.
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lection, but fail the indicated step in the online trigger sequence. These trigger chains are
presented as their HLT ET thresholds are compatible with the available energy range of
Z → ee tag and probe. These both use a Likelihood-based (LH) online identification al-
gorithm, without utilising the Probability Density Functions (PDFs) of the transverse im-
pact parameter (d0), and are seeded in η, φ, and energy by L1 EM RoIs with anET depen-
dant nominal threshold of ET > 22 GeV, and that are fully isolated in the EM calorime-
ter ring, and hadronic core region (L1_EM22VHI). The first (Fig. 6.11.1(a)) features a HLT
threshold of ET > 26 GeV, satisfying the tight operating point, and requires a variable-
size cone isolation, pvarcone0.2T /ET < 0.1. The second (Fig. 6.11.1(b)) requires a candidate
with ET > 60 GeV, satisfying the medium operating point, with no isolation require-
ments. In each case the offline probemust have an energy at least 1GeV higher than the
HLT threshold, and have satisfied the respective offline LH operating point, Tight and
Medium, respectively. Only inefficiency categories that are ever non-zero for any pre-
sented trigger are included in the figures. For example wstot and E/p cuts are only used
for online electron candidates exceeding ET = 125 GeV, not suitable for tag-and-probe
analyses, and present requirements on nSi do not cause any inefficiency.
The plots show that for both recommended trigger chains the calorimeter-only likeli-
hood step (EFCalo) and high-level identification algorithm (ID) are the dominant source
of inefficiency. Of the requirements for ID, the cut on the likelihood discriminant itself
is the dominant source, particularly for e26_lhtight_nod0_ivarloose. This contribu-
tion is rivalled by the requirement on the number of precision hits in the pixel layers for
e60_lhmedium_nod0.
Fig. 6.11.1(a) shows that the isolation inefficiency for this trigger is approximately 0.5%.
The inefficiency using a variable cone isolation is marginally lower than when using a
fixed cone isolation, as shown in Fig. 6.11.2(b), though this is not significant when mea-
sured over the full energy range. Improvements in efficiency should be expected at
higher energies. Fig. 6.11.2(a) presents the same trigger chain, without isolation require-
ments. As expected the total inefficiency is reduced only due these missing require-
ments (though, of course, the background rejection for a less-pure sample would be
significantly reduced).
Additionally, both plots in Fig. 6.11.1 feature an unknown source of inefficiency causing
approximately 0.5% and 0.1% of candidates to fail the online reconstruction. This source
of inefficiency is absent when analysing triggers in which the LH ID algorithm utilises d0
PDFs. This is demonstrated in Figs. 6.11.3(a) and 6.11.3(b).
The total inefficiencies for the e26_lhtight_nod0_ivarloose and e60_lhmedium_nod0
triggers in 2016 data are approximately 13% and 6%, respectively, over the full energy
range of EthresholdT + 1 GeV ≤ EofflineT < 125 GeV. Comparing the inefficiencies of the
primary 2016 trigger (e26_lhtight_nod0_ivarloose) with those for the primary Run-1
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(a) No track-based isolation.
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(b) Fixed-cone track-based isolation.
Figure 6.11.2: Sources of inefficiency for isolation variants of the primary rec-
ommended single electron trigger in 2016. The e26_lhtight_nod0 (a), and
e26_lhtight_nod0_iloose (b) triggers require no track-based isolation, and fixed-
size cone isolation, pcone0.2T /ET < 0.1, respectively.
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(a) Fixed-cone track-based isolation
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(b) Variable-cone track-based isolation
Figure 6.11.3: Sources of inefficiency for the primary recommended single electron trig-
ger in 2016 using a Likelihood-based ID algorithm that includes the PDF of the transverse
impact parameter (d0). In both cases, the inefficiency in the Unknown category is un-
filled for these LH trigger tunes that are inclusive of the d0 PDFs.
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(a) EofflineT < 30 GeV
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(b) 30 ≤ EofflineT < 60 GeV
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(c) EofflineT ≥ 60 GeV
Figure 6.11.4: Sources of inefficiency for the e26_lhtight_nod0_ivarloose High-Level
Trigger with respect to the offline reconstruction in data collected in 2016 in three dif-
ferent bins of the offline probe electron transverse energy, EofflineT .
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trigger e24vhi_medium1 presented in Figs. 6.9.1 and 6.9.2, the Run-2 inefficiencies in 2016
are significantly higher. TheHLT efficiency dependence onEofflineT and ηoffline is shown in
Fig. 6.11.9 in overlay with the 2017 data. The inefficiency dependence with respect to the
offline probe energy can be seen in Fig. 6.11.4, in which themeasurements are binned in
three different EofflineT ranges.
6.11.2 2017 data
The data sets collected in 2017 and used for the single electron trigger inefficiency also
feature a centre-of-mass energy of 13 TeV, and a bunch spacing of 25 ns. A single run,
number 338220, was analysed. The provided events were passed through the same
skimming selection described in section 6.11.1. Events are again selected using a GRL
which details periods of stable LHC collisions and full operation of all relevant ATLAS
sub-detector systems. Following the GRL selection, and the Z → ee selection described
in section 6.8, approximately 540, 000 tag-and-probe pairs remain.8
The inefficiency results for the two recommended single electron triggers in 2017 are
shown in Figs. 6.11.5 and 6.11.6.9 The methodology of the analysis and presentation of
the results is largely the same as for the 2016 data. The offline likelihood identification
algorithms used to measure the 2017 inefficiencies are re-tuned and constructed using
the full range of discriminating variables, including the transverse impact parameter (d0),
for all operating points.
Between 2016 and 2017, several changes were made to the HLT electron selection se-
quence. Namely, the calorimeter-only likelihood requirement step, before precision
tracks are extracted, has been dropped. Additionally, the PDFs of background and signal
for each of the discriminating variables have been re-optimised using new online data,
and the online algorithms tuned closer in performance to their offline counterparts.
The effect of these optimisations are clearly present for the primary single electron trig-
ger shown in Fig. 6.11.5. The total inefficiency is reduced from ≈ 13% to ≈ 8.5%.
One may examine the impact of looser operating points within the trigger chains in
Fig. 6.11.7. In particular, note in Fig. 6.11.7(b) that when using the Loose operating point,
the inefficiencies at L2, EFCalo, and the final ID are approximately equal, and the great-
est contribution to inefficiency at the highest level is due to the cut on the number of
precision pixel hits.
The inefficiency due to isolation requirements is shown in Fig. 6.11.5 to be approximately
1.5%. Fig. 6.11.8(a) confirms the impact of this requirement on the total inefficiency.
82017 GRL: data17_13TeV.periodAllYear_DetStatus-v90-pro21-03_Unknown
_PHYS_StandardGRL_All_Good_25ns_ignore_TOROID_STATUS.xml
9These plots were made public. The long captions are retained for consistency with the public plots.
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Figure 6.11.5: Sources of inefficiency for the e26_lhtight_nod0_ivarloose trigger at each selec-
tion step in the High Level Trigger (HLT) with respect to the offline reconstruction and the corre-
sponding Level-1 (L1) requirements in a data run taken in October 2017. Electron reconstruction
at the HLT is performed in the Region of Interest provided by the L1 and proceeds via a series of
sequential steps. First, a Fast Reconstruction and Selection is performed; this constitutes a fast
calorimeter reconstruction and neural-network-based selection using shower shape informa-
tion, followed by a fast track reconstruction and electron pre-selection in which, in addition to
track quality requirements, the calorimeter-tracking position matching quantities are used. In
the Precision Calo step, HLT clusters are reconstructed and then calibrated using a multivariate
technique,mirroring the offline identification. Subsequently, Precision Tracks are reconstructed
and extrapolated to the second layer of the EM calorimeter. Electron candidates are then con-
structed by matching clusters to these tracks. The Precision Electron identification primarily
utilises a LikelihoodDiscriminant basedoncalorimeter cluster shower shape, tracking and track-
cluster matching variables, in addition to a required minimum number of hits in the (first layer
of the) Pixel detector, nPixel (nIBL). The inset plot provides supplementary information on these
contributions to the Precision Electron requirement, which are mutually non-exclusive. Addi-
tionally, isolation requirements on the Precision Electron candidate may be applied; if the can-
didate fails the Precision Electron selection but passes isolation, Precision Electron only is filled;
if the candidate passes Precision Electron buts fails isolation, Isolation only is filled; if both fail,
Combined Precision Electron & Isolation is filled. The L1 requirement for this trigger, EM22VHI,
requires an isolated electromagnetic cluster with ET > 22 GeV. The offline reconstructed elec-
tron is required to have a transverse energy of ET > 27 GeV and pass the likelihood-based tight
identification (ID). The e26_lhtight_nod0_ivarloose trigger requires an electron candidatewith
ET > 26GeV satisfying the likelihood-based tight ID, without applying transverse impact param-
eter requirements, but applying variable-size cone isolation, pvarcone0.2T /ET < 0.1. The inefficien-
cies are determined by the percentage of candidates that pass the offline ID, but fail the online
ID at the indicated step, measuredwith a tag-and-probemethod using Z → ee decays providing
∼2.5 × 105 suitable probe electrons. The sizes of the contributions of the individual selection
steps to the overall inefficiency depend on the pT of the electron, and therefore, in this plot,
depend on the pT spectrum of the probe-electron of the Z → ee test sample.
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Figure 6.11.6: Sources of inefficiency for the e60_lhmedium_nod0 trigger at each selection step
in the High Level Trigger (HLT) with respect to the offline reconstruction and the corresponding
Level-1 (L1) requirements in a data run taken in October 2017. Electron reconstruction at the HLT
is performed in the Region of Interest provided by the L1 and proceeds via a series of sequential
steps. First, a Fast Reconstruction and Selection is performed; this constitutes a fast calorimeter
reconstruction and neural-network-based selection using shower shape information, followed
by a fast track reconstruction and electron pre-selection in which, in addition to track quality
requirements, the calorimeter-tracking position matching quantities are used. In the Precision
Calo step, HLT clusters are reconstructed and then calibrated using a multivariate technique,
mirroring the offline identification. Subsequently, Precision Tracks are reconstructed and ex-
trapolated to the second layer of the EM calorimeter. Electron candidates are then constructed
by matching clusters to these tracks. The Precision Electron identification primarily utilises a
Likelihood Discriminant based on calorimeter cluster shower shape, tracking and track-cluster
matching variables, in addition to a required minimum number of hits in the (first layer of the)
Pixel detector, nPixel (nIBL). The inset plot provides supplementary information on these contri-
butions to the Precision Electron requirement, which are mutually non-exclusive. Additionally,
isolation requirements on the Precision Electron candidatemay be applied; if the candidate fails
the Precision Electron selection but passes isolation, Precision Electron only is filled; if the can-
didate passes Precision Electron buts fails isolation, Isolation only is filled; if both fail, Combined
Precision Electron & Isolation is filled. The L1 requirement for this trigger, EM22VHI, requires an
isolated electromagnetic cluster with ET > 22 GeV. The offline reconstructed electron is re-
quired to have a transverse energy of ET > 61 GeV and pass the likelihood-based tight identi-
fication (ID). The e60_lhmedium_nod0 trigger requires an electron candidate with ET > 60 GeV
satisfying the likelihood-based tight ID, without applying transverse impact parameter require-
ments or isolation (the associated categories are retained here for consistency with other plots).
The inefficiencies are determined by the percentage of candidates that pass the offline ID, but
fail the online ID at the indicated step, measured with a tag-and-probe method using Z → ee
decays providing ∼1.5× 104 suitable probe electrons. The sizes of the contributions of the indi-
vidual selection steps to the overall inefficiency depend on the pT of the electron, and therefore,
in this plot, depend on the pT spectrum of the probe-electron of the Z → ee test sample.
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(a) The e26_lhmedium_nod0 trigger.
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(b) The e60_lhloose_nod0 trigger.
Figure 6.11.7: Sources of inefficiency for tag and probe compatible Likelihood-based,
HLT single electron triggers, with looser operating points than their recommended
counterparts, measured with respect to the offline reconstruction using data collected
in 2017.
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(a) The e26_lhtight_nod0 trigger.
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(b) The e28_lhtight_nod0_ivarloose trigger.
Figure 6.11.8: Sources of inefficiency for HLT single electron triggers measured with re-
spect to the offline reconstruction using data collected in 2017. The first (a) is a non-
isolating variant of the primary recommended trigger. The second (b) differs by having
a HLT threshold higher by 2 GeV.
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With a HLT threshold of 28 GeV, the results are largely unchanged, as demonstrated
in Fig. 6.11.8(b).
The HLT efficiency dependence on EofflineT and ηoffline is shown in Fig. 6.11.9 in overlay
with the 2016 data. Overall the efficiency is higher in 2017, though at lowEofflineT and high
|ηoffline| the efficiency is reducedwith respect to 2016 data. The inefficiency dependence
as a rough function of the offline probe EofflineT can be seen in data collected in 2017 in
Fig. 6.11.10. Once again, the measurements are binned in three different EofflineT ranges:
EofflineT < 30 GeV, 30 ≥ EofflineT < 60 GeV and EofflineT ≥ 60 GeV. Comparing this plot
with Fig. 6.11.4 one can see that the inefficiencies have been reduced in all ranges, with
significant improvements above 30 GeV.
6.12 Conclusions
The inefficiencies for the single electron triggers havebeenmeasuredusing LHC pp colli-
sion data collected byATLAS at 13TeV centre-of-mass energy in both 2016 and 2017. The
efficiencies weremeasured with respect to offline reconstructed electrons selected us-
ing a Z → ee tag and probe method. Given the available energy range with this method,
determined by the Z boson resonance, single electron triggers with a HLT threshold up
to 60 GeV were analysed.
The primary sources of inefficiency in 2016 were found to come from the calorimeter-
only likelihood requirement and the cut on the online-derived likelihood discriminant
in the high-level identification algorithm. Informed by these results, the calorimeter-
only likelihood selection at the EFCalo was dropped for data taking during 2017. Ad-
ditionally, the ATLAS collaboration made use of new data-driven electron likelihood
tunes that give higher efficiencies with respect to the offline algorithms. The impact
of these changes may be observed in the results of data collected in 2017, with a signif-
icant decrease in the overall inefficiency for the primary single electron trigger coming
particularly from increased efficiency of the online likelihood-based algorithm.
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Figure 6.11.9: Efficiency for the e26_lhtight_nod0_ivarloose High-Level Trigger with
respect to the offline reconstruction as a function of EofflineT and ηoffline overlaying data
collected in 2016 and 2017. No background subtraction is applied. The error bars show
the statistical uncertainties.
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Figure 6.11.10: Sources of inefficiency for the e26_lhtight_nod0_ivarloose High-Level
Trigger with respect to the offline reconstruction in data collected in 2017 in three dif-
ferent bins of the offline probe electron transverse energy, EofflineT .
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CHAPTER 7
Distinguishing Z ′ bosons with the lepton-plus-jets ﬁnal state
7.1 Introduction
In this chapter the sensitivity to the presence of a single Z ′ boson at the Large Hadron
Collider (LHC) is studied for a number of generationally universal benchmark models,
outlined in section 2.2. This same range of models is explored in Ref. [48]. That analysis
is here extended to include the off-shell semileptonic decay of the top quarks and the
consequently required reconstruction is emulated, with the corresponding decay-level
observables described in section 7.3.
Numerous phenomenological papers have been produced that study the same or sim-
ilar observables at the Large Hadron Collider (LHC) for a range of different BSM scenar-
ios [128, 129, 130, 131], including those accounting for full showering/hadronisation and
fast simulation of detector effects [132, 133, 134]. Other studies focus on different observ-
ables, particularly those suited to fully hadronic or dileptonic top decays [135, 136]. In ad-
dition to the specific selection of GUT derived models explored in our study, I uniquely
study these observables in combination with the differential cross section, in a two di-
mensional analysis, and calculate the subsequent improvement in the statistical signifi-
cance. I showhow a combination of these observables enable us to distinguish between
different classes of models.
This study concerns the lepton-plus-jets final state and imitates some experimental
conditions arising for this channel. These include kinematic requirements and topquark
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Model L Q SSM R BL LR Y χ ψ η S I N
mZ′ [TeV] 3.14 3.72 2.90 3.04 2.95 2.77 3.26 2.70 2.56 2.62 2.64 2.60 2.57
Table 7.2.1: Lower bounds on the mass of a new resonance (mZ′ ) embedded by bench-
mark GUT models, based on √s = 8 TeV CMS results with an integrated luminosity of
L = 20.3 fb−1 [14, 60].
pair reconstruction in the presence ofmissing transverse energy and combinatorial am-
biguity in jet-top assignment, while remaining limited to the parton level (section 7.4).
For eachof themodel classes described in section 2.2, g′ is fixed and the angular parame-
ter dictating the relative strengths of the component generators is varieduntil interesting
limits for each class are recovered. The aim is to assess the prospect for an LHC analysis
to profile a Z ′ bosonmediating tt¯ production, using both a standard bump-hunt via the
cross section, as well as the charge asymmetry of the top quark system and the single
top polarisation, with results and conclusions in section 8.8 and 7.7, respectively.
7.2 Models and present limits
The range of model classes considered in this analysis are described in section 2.2, with
parameters summarised in Tab. 2.2.3. Thesemodels are all universal, with the same cou-
pling strength to each generation of fermion. Therefore, aswith an SSMZ ′, the strongest
experimental limits come from the DY channel. Analysing 20.3 fb−1 of proton-proton
data at √s = 8 TeV from the LHC, both the ATLAS experiment and CMS experiment
exclude a Sequential SM (SSM) Z ′, at the 95% confidence level, for masses lower than
2.90 TeV, in the combined electron and muon channels [13, 14]. Based on these results,
the limits for the GUT inspired models have been extracted in Ref. [60] (Tab. 7.2.1).
Using 3.2 fb−1 of √s = 13 TeV data, the ATLAS collaboration has published combined
results in DY that place a lower limit on the mass of an SSM Z ′ at 3.36 TeV [15]. Presently
unpublished results, fromboth collaborations, with approximately 13 fb−1 push this up-
per limit to 4 TeV [16, 17]. As indicated in Tab. 7.2.1, mass limits for the benchmarkmodels
are generally close to those of an SSM Z ′; therefore, 4 TeV is selected as the benchmark
mass for the new resonance.
7.3 Observables
Of the observables considered in chapter 3 only measurements of the top spin corre-
lation are not suited to the lepton-plus-jets channel. Therefore, in addition to the dif-
ferential cross section measured via the number of events distributed in the invariant
mass of the top quark pair system (mtt), two asymmetry observables are considered.
The charge asymmetry is defined using the cosine of the angle of the top quark mea-
7.4. Top reconstruction in the lepton-plus-jets final state 111
sured with respect to the collider z-axis in the centre of mass frame of the top quark
pair multiplied by the sign of the rapidity of the top quark pair in the collider frame (ytt):
cos θ∗t =
ytt
|ytt| cos θt, (7.3.1)
It is used to define the reconstructed forward-backward asymmetry:
AtFB∗ =
N(cos θ∗t > 0)−N(cos θ∗t < 0)
N(cos θ∗t > 0) +N(cos θ∗t < 0)
. (7.3.2)
The relationship outlined in Eq. 3.6.3 enables the top polarisation,
AL =
N(+,+) +N(+,−)−N(−,−)−N(−,+)
N(+,+) +N(+,−) +N(−,−) +N(−,+) , (7.3.3)
to be probed using the angular distribution of the decay lepton in the top rest frame.
Here N(λt, λt¯) denotes the number of events observed with eigenvalues of the helicity
operator λt = ± and λt¯ = ± for the top quark and antitop quark, respectively.
To compute AL verses mtt¯, events are binned in two dimensional histograms of mtt¯ ×
cos θtℓ. As AL is best measured using the decay lepton, thus when the (anti)top decays,
i.e. an (ℓ−)ℓ+ is detected in an event, events are binned in cos θℓ+(ℓ−). For the combined
histogram of the positive and negative lepton channel (mtt¯ × cos θℓ), each mass slice is
normalised by the integral of that slice - multiplied by two, due to the factor in Eq. 3.6.3
- and divided by the cos θℓ bin width. For each mass slice a straight line is fitted to the
cos θtℓ distribution and the fitted gradient is identified with the AL per bin.
7.4 Top reconstruction in the lepton-plus-jets final state
Asdescribed in section3.1, there are three classificationsof tt¯ event. This chapter presents
an analysis focused solely on the lepton-plus-jets channel. In the EW sector, the Feyn-
man diagram for this process at tree-level is shown in Fig. 7.4.1.
The generation tool employed for this analysis is a customMonte Carlo (MC) simulation
program described in chapter 4.1. In order tominimise dataset file size, the parton-level
generation code is written to produce 2 → 6 top events in a generalised way, which
can then be assigned a particular decay channel (dileptonic, lepton-plus-jets and fully
hadronic) at the analysis stage. This can be done because, at parton-level, assuming only
the bottom quark has a mass, the particle species of the decay products affect the cross
section only up to an overall constant. This constant can then be applied at any point
during the analysis stage.
This study is carried out at parton level, however, it incorporates multiple restraints en-
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γ, Z, Z ′ t¯
t
q
q¯
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b¯
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q′
q¯
W−
W+
Figure 7.4.1: Feynman diagram for the signal process of LO lepton-plus-jets top pair pro-
duction mediated by an interfering photon, Z boson and Z ′ boson.
countered in a genuine analysis performed on reconstructed data. The collider signa-
ture for our process is a single lepton produced with at least four jets, in addition to
missing transverse energy,EmissT . The leptonmay be either an electron or amuon, while
taus are disregarded.1
Once the event has been classified as lepton-plus-jets, we select whether the top or an-
titop decays leptonically. To minimise data storage, this is done at the analysis rather
than generation stage, as the kinematics at parton-level are unaffected. Such approach
effectively doubles the number of events in the sample, i.e., each kinematic configura-
tion is used twice.
The following considerations are meant to mimic realistic experimental conditions, in
order to assess, in a preliminary way, whether these observables and techniques may
be of value in an experimental analysis.
On the hadronically decaying leg of the decay, we must choose how many successful
b-tags we will assume: zero, one or two. Experimentally, it is not possible to deter-
mine the charge of b-tagged jets. Therefore, there is ambiguity on which b-jet is asso-
ciated with the parent top or anti-top, even with two b-tags. With two b-tags, there are
2P2×2 C1 = 2 possible arrangements, with one there are 2P1×3 P1×2 C2 = 6while with
zero one has 4P2 ×2 C2 = 12.2 Hence, we see that as b-tags are lost, the combinatorics
increases rapidly. Of course, our analysis is further simplified as we do not account for
background processes or initial/final state radiation, which contribute additional jets.
All results presented in this chapter require a minimum of 2 b-tags.
1Tau leptons will decay leptonically approximately one third of the time, resulting in the same semilep-
ton final state, but with an additional source of missing transverse energy with less energetic leptons. Un-
fortunately, this would disturb our proposed reconstruction, and this will distort the asymmetry distribu-
tions. This effect should be addressed in future work.
2We’ve used the notation nPr (nCr) to denote the permutation (combination) choosing r solutions from
n possibilities.
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On the leptonically decaying leg of the decay, we must reconstruct the (anti)top quark,
accounting for the invisible neutrino. As there is only a single source ofEmissT in our final
state, the transverse neutrino momentum may be identified with the EmissT of the final
state in the collider frame, i.e., the negative sum of all pT for all the visible particles in
final state (pi):
pνT = −
∑
i
piT. (7.4.1)
This then leaves a final unknown: the longitudinal component of the neutrino momen-
tum pνz . Assuming an on-shellW± and both e and µ to be massless,
m2W = 2pνpe, (7.4.2)
where
pν =
(√
pνT2 + pνz2,pνT, pνz
)
, (7.4.3)
pe =
(|pe|,peT, pez) . (7.4.4)
Solving this equation leads to a quadratic equation,
peT
2pνZ
2 − 2kpezpνz + pνT2|pe|2 − k2 = 0, (7.4.5)
where
k =
m2W
2
+ peTpνT. (7.4.6)
Therefore, the approximate neutrino momentum may be calculated with a two-fold
ambiguity. The solutions to the quadratic equation can be either wholly real or com-
plex and there are a number of options for how to treat these. When the solutions are
complex, the event can be discarded, or only the real part taken – which is identical for
each solution. For this study, the former option is selected.
In order to reconstruct the event, we account for bottom-top assignment and, in the
case of two real solutions, pνz solution selection simultaneously, using a chi-square-like
test, by minimising the variable χ2:
χ2 =
(
mblν −mt
Γt
)2
+
(
mbqq −mt
Γt
)2
, (7.4.7)
wheremblν andmbqq are the invariant mass of the leptonic and hadronic (anti)top quark,
respectively, whilemt and Γt are the top quark mass and decay width, respectively.
The analysis code is written within the ROOT framework [137, 138], and processes the
partonic ROOT n-tuples generated directly by the code described in section 4.1.
Simplified fiducial cuts are also applied for all final state particles comprising a 25 GeV
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cut on pT , and requiring |η| < 2.5. The results of this toy reconstruction, with and with-
out fiducial cuts, for the three observables of interest (σ,AtFB∗ , andAL) are presented in
Fig. 7.4.2. They show that, even accounting for the experimental constraints described
above, each of the observables retains its characteristic shape. However, it should be
reiterated that this scenario is an optimistic one, disregarding detector efficiencies, and
neglecting additional jets from initial/final state radiation, which will significantly in-
crease the complexity of the reconstruction. All subsequent plots show only variables
that have undergone this toy reconstruction. Fig. 7.4.3 shows that the toy reconstruction
skews somewhat the 2D distributions: biasing events towards zero in cos θ∗ and away
from zero for cos θℓ.
As the Z ′ signal arises only from quark-antiquark fusion, where the phase space favours
q having a higher parton momentum fraction than q¯, it has been common to include a
requirement on the rapidity of the top pair: |ytt| > 0.5 [48, 134]. This enhances the new
physics signal over the SMproductionby excluding eventswith adominant contribution
from gluon-gluon interactions (Figs. 7.4.4, 7.4.5 and 7.4.6). However, it also reduces the
number of signal events, resulting in a drop in significance that somewhat counters the
effect. For example, the significance for the U(1)R model drops from 7.1σ to 3.6σ for a
1D analysis in mtt¯, and from 7.6σ to 4.0σ for a 2D analysis with cos θ∗, when including a
0.5 cut on |ytt|. Consequently, for the resonant masses and luminosities considered in
this study, we impose no requirement on ytt.
7.5 Expected significance
In order to characterise the sensitivity of an LHC experiment to each of theseZ ′models,
we calculate the significance that a benchmark data analysis would achieve, assuming
these models describe Nature. Models that hypothesise a greater observational devia-
tion from the SM generally predict a higher significance and, consequently, better moti-
vate an LHC search. For our purposes, the null hypothesis (H0) includes only the known
tt¯ processes of the SM. The alternative hypotheses (H) includes the SM processes with
the addition of a single Z ′ for each BSM scenario. Therefore, we define the signal cross
section (σs):
σs = σ(Z′+tt¯) − σtt¯ = σZ′ + σint(Z′,tt¯), (7.5.1)
where we define σtt¯ as the cross section for tt¯ production in the SM only, and σZ′ as
the tt¯ cross section when mediated solely by a Z ′, with σint(Z′,tt¯) as the cross section
corresponding exclusively to the interference term. The signal, therefore, comprises
the isolated Z ′ contribution and the interference with the SM.
For each simulated event we may choose a number of kinematic variables (x). Con-
structing a histogram, n = {ni}, in one or more of these variables, we may linearly sep-
arate the expectation value for each bin (i) in to signal (si) and background (bi) contribu-
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Figure 7.4.2: Plots comparing the results of the toy reconstruction (section 7.4) with the
truth for the cross-section, AtFB∗ , and AL, expected with an integrated luminosity of
300 fb−1, at √s = 13 TeV, with and without fiducial cuts. The example model is GLR-
R, with the pole mass of the Z ′ fixed at 4 TeV. The shaded bands indicate the projected
statistical uncertainty, assuming Gaussian errors on the number of events (section 8.8).
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Figure 7.4.3: Plots comparing the results of the toy reconstruction (section 7.4) with the
truth for the cross-section, AtFB∗ , and AL, expected with an integrated luminosity of
300 fb−1, at √s = 13 TeV. The example model is GLR-R, with the pole mass of the Z ′
fixed at 4 TeV.
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Figure 7.4.4: The cross section, AtFB∗ , and AL expected with an integrated luminosity of
300 fb−1, at √s = 13 TeV, shown with and without a ytt > 0.5 cut. The shaded bands
indicate the projected statistical uncertainty, assuming Gaussian errors on the number
of events (section 8.8). The cut enhances the forward-backward asymmetry, particularly
on peak. However, it also reduces the number of events significantly significance.
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Figure 7.4.5: Plots comparing the results for the 2D distributions with andwithout the ytt
cut, expected with an integrated luminosity of 300 fb−1, at√s = 13 TeV.
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tions,
νi = µsi + bi, (7.5.2)
where the µ parameter determines the strength of the signal process, with mean fre-
quency
si(stot) = stotαi = stot
∫ xmaxi
xmini
fs(x) dx. (7.5.3)
Hereαi represents the probability of finding an eventwith x in bin i, while stot is the total
mean number of signal events. The probability density function (pdf) for x is denoted
by fs. An analogous relation exists also for bi.
We wish to construct a suitable statistic for a test of µ = 0, under the assumption of
µ = 1, i.e. where the simulated data for the BSM is playing the part of the experimental
data, while the simulated SM data provides the hypothesis under investigation. Reject-
ing µ = 0 signifies the discovery of a BSM signal, and the suitability of this model to
motivate an LHC search. The standard experimental approach to tests of new physics
uses frequentist inference: quantifying the level of agreement of the observed data with
a given hypothesis by computing the p-value, using the likelihood ratio as a test statistic.
The likelihood function is constructed as the product of a Poisson distribution for all
bins:
L(x|µ) =
∏
i
eνi
νnii
ni!
, (7.5.4)
from which we find the profile likelihood ratio
λ(µ) =
L(µ)
L(µˆ)
. (7.5.5)
Here µˆ is the unconditional estimator of µ: the value of µ that maximises the likelihood.
In order to test µ = 0 it is convenient to define
q0 =
−2 lnλ(0) µ ≥ 0,0 µˆ < 0. (7.5.6)
In defining the statistic above, we have implicitly assumed that µ ≥ 0, i.e. the signal can
only increase the mean frequency above what would be expected from H0. Therefore,
q0 is only a valid test statistic as long as the interference is small. In this analysis, the large
masses and narrowwidths of theZ ′ ensure this condition is satisfied. Notice that higher
values of q0 imply increasing disagreement between the observed data (represented by
the alternate hypothesis,H) andH0. From q0 wemay directly quantify a measure of the
agreement betweenH0 andH , by recovering the p-value as
p0 =
∫ ∞
q0,obs
f(q0|0) dq0. (7.5.7)
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Therefore, in order to determine p0, we require the sampling distribution f(q0|0). An
approximation for the profile Likelihood ratio may be found in the large sample limit,
as described in [139]. These Asymptotic formulae allow us to determine the significance
for H , and the full sampling distribution, without involving computationally expensive
Monte Carlo calculations.
As is common practice, we convert the p-value into the equivalent “σ value”; assuming
the distribution of the test statistic underH0 follows a normal distribution, we quote the
number (Z) of standard deviations (σ) it would be found above the mean such that its
upper-tail probability is equal to p0,
Z = Φ−1(1− p0), (7.5.8)
whereΦ is the cumulative normal distribution. In the collider physics community, a sig-
nificance of 5σ is generally considered necessary for rejectingH0 and hailing a discovery
of new physics.
The foremost kinematic variable used in a search for new physics is the invariant mass
of the final state system
√
sˆ, which for a tt¯ process defines the mass of the top pair (mtt¯).
One-dimensional (1D) event distributions, binned in mtt¯, are the dominant discovery
tool in any search for new resonances. Due to the cross section dependence on
√
sˆ
(Eq. 3.3.2), this “cut and count” methodology is known as “bump-hunting.” We will pro-
duce this 1D distribution for all benchmark models, and extract the corresponding sig-
nificance.
In addition to the usual bump-hunt, we have extended our study to include a number of
asymmetry observables, as described in sections 3.5 and 3.6.1. The dominant purpose
of these observables is to profile a newly discovered Z ′ by evaluating which models
best describe their shape. However, we wish also to investigate the potential for these
asymmetries to act as complementary discovery observables to the invariant mass dis-
tribution.
We approach this by binning events in two-dimensional (2D) histograms, where the sec-
ond variable is related to the defining observable of the asymmetry, i.e. for AtFB∗ , both
mtt¯ and cos θ∗ are used, while for AL, we bin in mtt¯ and cos θℓ. Note that Eqs. 7.5.2 and
7.5.3 are completely general, hence, the mean frequency in a given two 2D bin (i, j) is
simply
νi,j(µ, σtt¯, σZ′) = Lint[ϵi,jσtt¯ + µαi,j(σZ′ + σint{Z′,tt¯})], (7.5.9)
with a corresponding likelihood function. Here Lint represents the integrated luminos-
ity, ϵ and α represent the efficiencies for SM background and the signal, respectively, to
fall in the bin i, j. This is dependent on both the asymmetry introduced by the model in
question, and the efficiencies of the detector.
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The bin width for mtt¯, in each case, is taken to be 50 GeV, compatible with the typical
experimental resolution [93]. Reflecting the charge asymmetry, just two bins are created
in cos θ∗: −1 ≤ cos θ∗ < 0 and 0 < cos θ∗ ≤ 1. Twenty bins are used across the domain of
cos θℓ.
Methods to perform the expected significance evaluation, as described above are avail-
able in RooStats [140], with the formalism andnumerical implementation of thesemeth-
ods described in [139]. Tools to generate the statistical models for RooStats from the
generated histograms were provided by HistFactory [141].
7.6 Results
We present here a selection of results profiling the benchmark Z ′ models, using the
observables described in the previous section. These are the cross section (σ), in the
formof the expected number of events, the reconstructed forward-backward asymme-
try (AtFB∗ ), and the top polarisation asymmetry (AL). Each of these variables are binned
as a function of the top pair (tt¯) invariant mass (mtt¯). Considering the current limits on
themass of theZ ′ (section 7.2) theZ ′mass is fixed at 4 TeV. No experimental efficiencies,
such as b-tagging efficiency, are accounted for. The centre of mass energy of the LHC
is simulated at 13 TeV. All results assume the collection of a total integrated luminosity
(Lint) of 300 fb−1. The statistical error is quantified for this luminosity by binning the ex-
pectednumber of events (Lσ) inmtt¯ for a binwidth of 50GeV, compatiblewith the typical
experimental resolution [93], and assuming Gaussian errors, i.e. δN = √N = √σLint.
The AFB observable, as the division of two subtracted/summed quantities, under the
assumption that the two are independent, has a statistical uncertainty
∆A =
2
N
√
N1N2
N
=
√
1−A2
σLint
. (7.6.1)
While it is expected that statistics is the dominant source of uncertainty, it is likely that
there will be also be significant systematic uncertainties. Thesemay be addressedwhen
this study is extended to include the full parton-shower, hadronisation and detector re-
construction, in addition to the required efficiencies, and the assessment of the signifi-
cance is already equipped to deal with these.
In the following, we will first present the distributions for the differential cross section,
AtFB∗ andAL, for the benchmarkZ ′models, and comment on their power to distinguish
different classes of model from the SM and each other. Following this we will present
the 1D significances for everymodel and the 2D significances where appropriate as well
as remark on the scope of asymmetry observables to act as complementary discovery
observables.
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7.6.1 Distinguishing Z ′ bosons using asymmetries
Figs. 7.6.1 and 7.6.2 show plots for the differential cross section, AtFB∗ and AL, for two
models for the GSM class, and three from the GLR class, respectively. These models
feature no vanishing axial and vector couplings to tops (Tab. 2.2.3), and, therefore, re-
sult in notable AL and AtFB∗ (Eq. 3.5.4, 3.6.6). The remaining models, including all of the
E6 class, only produce an asymmetry via the interference term, which generally gives
an undetectable enhancement with respect to the SM yield. Consequently, these dis-
tributions are not of value and, thus, not presented. However, the expected number of
events, binned inmtt¯, for the remaining models is shown in Fig. 7.6.3.
The cross section, profiled inmtt¯, shows a very visible peak for all models in Figs. 7.6.1a
and 7.6.2a. The GSM models feature a greater peak, and width, consistent with their
stronger couplings, but the impact on the cross section is otherwise similar for both
classes. Mirroring the cross section, theAtFB∗ distribution clearly distinguishes between
the models and SM, most strongly for the GSM class, with the difference in width even
more readily apparent (Figs. 7.6.1b and 7.6.2b). The best distinguishing power for the
GLR models investigated comes from the AL distribution, which features an oppositely
signed peak comparing the GLR with the GSM classes (Figs. 7.6.1c and 7.6.2c).
Theheavyphoton scenario createdby theGSM-Qmodel in Fig 7.6.3c shows a very strong
response. In fact, a highly significant mass peak coupled with no response in AtFB∗ or
AL would be a strong signature for a model of this type. The model featuring a pure
UB−L symmetry, results in a negligible peak, so is of little phenomenological interest.
The E6 class of models universally features a zero vector coupling to up type quarks
and, therefore, have negligible asymmetry response. Additionally, the US , UI and UN
realisations feature only a very small increase in the number of events on peak, while the
Uχ, Uη and Uφ scenarios result in a narrow resonance. The absence of a corresponding
peak in either asymmetry offers an additional handle on diagnosing a discovered Z ′.
7.6.2 Asymmetries as complementary discovery observables
Using the statistical techniques outlined in section 7.5, we may assess the significance
for each of these models if they are assumed to exist in Nature, against a test of the SM
only. We apply these methods using the 1D histograms, binned as a function of mtt¯, as
presented in Figs. 7.6.1a, 7.6.2a and 7.6.3. This gives an assessment of the distinguishing
power of the standard bump-hunt versus the asymmetry observables for each of these
models and their relative potential for observation in experiment.
In the previous subsection, we commented on the capacity for asymmetries to diagnose
a previously discovered Z ′ candidate. Now we will assess their potential to contribute
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(c) AL - GSMmodels
Figure 7.6.1: Expected distributions for each of our observables of interest, with an inte-
grated luminosity of 300 fb−1, at√s = 13 TeV. The polemass of theZ ′ is fixed at 4 TeV for
every model. The shaded bands indicate the projected statistical uncertainty, assuming
Gaussian errors on the number of events (section 7.6). Shown from top to bottom are:
the events expected (cross section) [a]; AtFB∗ [b]; and AL [c].
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(b) AtFB∗ - GLR models
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(c) AL - GLR models
Figure 7.6.2: Expected distributions for each of our observables of interest, with an inte-
grated luminosity of 300 fb−1, at√s = 13 TeV. The polemass of theZ ′ is fixed at 4 TeV for
every model. The shaded bands indicate the projected statistical uncertainty, assuming
Gaussian errors on the number of events (section 7.6). Shown from top to bottom are:
the events expected (cross section) [a]; AtFB∗ [b]; and AL [c].
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(b) Events expected - E6 models (II)
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Figure 7.6.3: Expected mtt¯ distributions for models with negligible AtFB∗ and AL, with
an integrated luminosity of 300 fb−1, at √s = 13 TeV. The pole mass of the Z ′ is fixed at
4 TeV for every model. The shaded bands indicate the projected statistical uncertainty,
assuming Gaussian errors on the number of events (section 8.8).
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to first detection of a Z ′ particle in the tt¯ channel (hence of discovery in certain mod-
els). To do this we bin the generated events in bothmtt¯ and the defining variable of the
asymmetry. In the case of AtFB∗ , the asymmetry is calculated directly, therefore, we di-
vide the domain of cos θ∗ into just two equal regions. Instead, AL is extracted from the
gradient of the fit to cos θℓ for each mass slice, with a bin width of 0.1, and we calculate
the significance directly form this histogram.
The 2D histograms ofmtt × cos θ∗ are presented in Figs. 7.6.4 and 7.6.5, for the GSM and
GLR classes, respectively. It is observed that the SM plot shows a gradual slop towards
zero with increasingmass, with no clear asymmetry in cos θ∗ for anymass slice. All BSM
models feature a peak at 4 TeV where the number of events with cos θ∗ > 0 is notice-
ably higher for all models, most prominently for the GSM-L model. Figs. 7.6.6, and 7.6.7
present histograms of mtt × cos θℓ. It is observed that the SM distribution is relatively
consistent in cos θℓ across all mass slices. The number of events with cos θℓ < 0 is signifi-
cantly higher for GSMclasses in the peak region, while events increase as cos θℓ becomes
more positive for the GLR class of models.
The final results of the likelihood-based test, using asymptotic formulae, as applied to
eachmodel and tested against the SMare presented in Tab. 7.6.8. The standardmtt¯ based
bump-hunt shows that the GLR and GSMmodels generally report a higher significance
that those of the E6 class, as expected. Of this class, the U(1)η model shows the best
potential for observation. Further support for an E6 derived Z ′ would be manifest in an
accompanying negligible response in AL and AtFB∗ .
The models with non-trivial asymmetries consistently show an increased significance
for the 2D histograms compared with usingmtt¯ alone, illustrating their potential appli-
cation in gathering evidence to herald the discovery of new physics. Additionally, we
see that, in general, using cos θℓ increases the significance more than when using cos θ∗.
Combined with the potential for AL to strongly distinguish between different classes of
models, this observable represents the most interesting additional information when
combined with the differential cross section.
7.7 Conclusions
In this chapter, the scopeof the LHC in accessing semileptonic final states producedby tt¯
pairs emerging from the decay of a heavyZ ′ state above and beyond the SMbackground
induced by both QCD and EW processes was investigated. A variety of BSM scenarios
embedding such a statewere tested. The primary aim of this investigationwas to extend
earlier results produced limitedly to on-shell tt¯ production which claimed that charge
and spin asymmetry observables can be used to not only aid the diagnostic capabilities
provided by the cross section in identifying the nature of a possible Z ′ signal but also to
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Figure 7.6.4: Expected number of events binned in both mtt¯ and cos θ∗ after toy recon-
struction. These plots are used to derive the 2D significances in these variables, and
access the combined significance of using themtt¯ distribution and AtFB∗ .
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Figure 7.6.5: Expected number of events binned in both mtt¯ and cos θ∗ after toy recon-
struction. These plots are used to derive the 2D significances in these variables, and
access the combined significance of using themtt¯ distribution and AtFB∗ .
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Figure 7.6.6: Expected number of events binned in both mtt¯ and cos θℓ after toy recon-
struction. These plots are used to derive the 2D significances in these variables, and
access the combined significance of using the mtt¯ distribution and AL. Note the effect
of the Z ′ around 4 TeV. The gradient of this slope is taken to extractAL (after normalisa-
tion).
7.7. Conclusions 131
 [TeV]ttm
3.2 3.4 3.6 3.8 4 4.2 4.4 4.6 4.8
*θcos1−
0.5−
0
0.5
1
Ex
pe
ct
ed
 e
ve
nt
s
2
4
6
8
10
12
14
l
Ex
pe
ct
ed
 e
ve
nt
s
2
4
6
8
0
R
Model: U(1)
 = 4 TeVZ'm
  =  13 TeVs
-1
  =  300 fbL dt ∫
(a) GLR-R
 [TeV]ttm
3.2 3.4 3.6 3.8 4 4.2 4.4 4.6 4.8
*θcos1−
0.5−
0
0.5
1
Ex
pe
ct
ed
 e
ve
nt
s
2
4
6
8
10
12
14
l
Ex
pe
ct
ed
 e
ve
nt
s
2
4
6
8
0
Ex
pe
ct
ed
 e
ve
nt
s
Ex
pe
ct
ed
 e
ve
nt
s
Ex
pe
ct
ed
 e
ve
nt
s
Ex
pe
ct
ed
 e
ve
nt
s
LR
Model: U(1)
 = 4 TeVZ'm
  =  13 TeVs
-1
  =  300 fbL dt ∫
(b) GLR-LR
 [TeV]ttm
3.2 3.4 3.6 3.8 4 4.2 4.4 4.6 4.8
*θcos1−
0.5−
0
0.5
1
Ex
pe
ct
ed
 e
ve
nt
s
2
4
6
8
10
12
14
l
Ex
pe
ct
ed
 e
ve
nt
s
2
4
6
8
0
Ex
pe
ct
ed
 e
ve
nt
s
Ex
pe
ct
ed
 e
ve
nt
s
Y
Model: U(1)
 = 4 TeVZ'm
  =  13 TeVs
-1
  =  300 fbL dt ∫
(c) GLR-Y
Figure 7.6.7: Expected number of events binned in both mtt¯ and cos θℓ after toy recon-
struction. These plots are used to derive the 2D significances in these variables, and
access the combined significance of using the mtt¯ distribution and AL. Note the effect
of the Z ′ around 4 TeV. The gradient of this slope is taken to extractAL (after normalisa-
tion).
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Class U(1)′ Significance (Z)
mtt¯ mtt¯ & cos θ∗ mtt¯ & cos θℓ
GLR
U(1)R 7.1 7.6 7.9
U(1)B−L 1.3 1.3 1.3
U(1)LR 4.7 5.0 5.2
U(1)Y 6.0 6.2 6.4
GSM
U(1)T 3L 15.3 15.9 15.6
U(1)SSM 9.0 9.4 9.2
U(1)Q 26.9 27.4 26.9
E6
U(1)χ 1.0 1.1 1.0
U(1)ψ 3.5 3.6 3.5
U(1)η 6.0 6.2 6.1
U(1)S 0.1 0.1 0.1
U(1)I 0.0 0.0 0.0
U(1)N 1.5 1.6 1.5
Table 7.6.8: Expected significance, expressed as the Gaussian equivalent of the p-value.
The E6, U(1)B−L and U(1)Q models have negligible AtFB∗ and AL, and thus no increase
in significance when compared with the mass distribution alone.
increase the significance of the latter. This has beendone by resorting to a 2→ 6 calcula-
tion accounting for all possible topologies for both signal and (irreducible) backgrounds
including interference effects where appropriate. While the analysis was performed at
the parton level, a reconstruction procedure of the (anti)top quark mass and momenta
that closely mimics experimental conditions has been implemented. Finally, a statisti-
cal procedure enabling the combination of both differential and integrated significances
from cross section and asymmetry signals has been devised.
Therefore, the stage is set for a fully-fledged analysis eventually also to include parton-
shower, fragmentation/hadronisation, heavy flavour decay and (true) detector effects,
which constitutes the subject of a forthcoming study; an extended analysis such as this
is performed in chapter 8 for the dilepton final state. A core requirement, in pursuit
of such an analysis, is the need to perform an appropriate boosted reconstruction for
events in which top quark decay products are highly collimated. This approach must
preserve high signal efficiency in the face of increasing top momentum and maintain
control over associated systematic uncertainties which, given the special phase space
region, can suffer from specific limitations (e.g. control regions for validation and de-
terminationof scale uncertainties canbedepletedof events andmodelling uncertainties
in generator and hadronisation can also play a role). In the semileptonic final state, ad-
ditional complications emerge due to overlapping jet constituents from hadronic top
decay daughters, necessitating detailed analysis of the resulting “fat jets”.
In short, for this chapter, we showed significant phenomenological advancement in
proving that charge and spin asymmetry observables can have a strong impacts in ac-
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cessing and profilingZ ′ → tt¯ signals during Run 2 of the LHC. This is all themore impor-
tant in view of the fact that several BSM scenarios, chiefly those assigning a composite
nature to the recently discovered Higgs boson, embed one or more Z ′ state which are
strongly coupled to top (anti)quarks.
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CHAPTER8
Observing Z ′ bosons with the dilepton ﬁnal state
8.1 Introduction
In the previous chapter the potential impact ofZ ′ bosons on tt¯productionwas explored,
with focus on the lepton-plus-jets final state. This was primarily limited in impact by
being constrained to a parton-level analysis. This chapter focuses on applications of
the dilepton channel for distinguishing different BSM theories. Therefore, I explore the
potential for observation in the dilepton channel with multiple observables, including
simulation of showering, hadronisation and detector reconstruction.
The details behind these simulations are given in section 8.2. A description of the sub-
sequent object reconstruction is given in section 8.3, while the requirements for overlap
removal and event selection are given in sections 8.4 and 8.5, respectively. In section 8.6
I examine the limitations regarding top reconstruction for this channel due to the mul-
tiple sources of missing transverse momentum, while the wealth of observables avail-
able in this channel are described in section 8.7. Results of the reconstruction for these
observables are presented in section 8.8.1, and the final expected significance for obser-
vation of a 2 TeV Z ′ boson are provided in section 8.8.2. The conclusions of the analysis
are presented in section 8.9.
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q Efficiency [%]
u, d, s 0.746
c 16.6
b 77.0
Table 8.2.1: Modified Delphes configuration for b-tagging efficiencies for each quark
species (q). A b-tagging efficiency of 100% would result in every jet originating from a
quark of that species being b-tagged. Based on Ref. [92].
8.2 Event Generation
Parton-level hard-scattering events are generated as described in chapter 4. The output
of the hard-scattering process is written in the Les Houches Event Format [59]. These
events are then processed using Delphes [64, 65, 66] which is directly interfaced with
PYTHIA 8.2 [61, 62, 63]. Events are processed using PYTHIA to simulate showering and
hadronisation via the string-fragmentationmodel for evolution of the partonic six-body
final state to a complex multi-particle final state. Parton Distribution Functions (PDFs)
are interfacedwith using LHAPDF [142]. The CT14LL PDF set [55] is selected tomatch that
used during parton-level event generation.
Delphes is a framework (written inC++) intended toperform fast response simulation for
a general, customisable particle detector. The simulation structure includes calorime-
ters, and tracking and muon sub-systems embedded within magnetic fields. The sim-
ulated response accounts for the granularity, resolutions and efficiencies of all detector
subsystems. For this analysis I use a custom modified version of the default ATLAS de-
tector card (an overview of the ATLAS detector is provided in Chapter 5). Changes to the
ATLAS detector card include altering the b-tagging efficiencies (Tab. 8.2.1), in addition to
using R = 0.4 for jet construction (Eq. 8.3.1). The default electron, muon and photon
isolation is disabled, as well as the scalarHT calculation and the unique object selection
as these are performed in the analysis, as described in section 8.4. The default lepton
efficiencies of the Delphes ATLAS card, as functions of pT and η, are retained. These are
presented in Tab. 8.2.2.
8.3 Object reconstruction and selection
Lepton and jet requirements, including isolation are taken with reference to those in
Refs. [143] and [144]. These are analyses performed by the ATLAS collaboration in top
pair productionwith the dilepton final state andmeasure the charge asymmetry at 7 TeV,
and differential cross section at 13 TeV, respectively.
Reconstructed electrons are required to have transverse momentum pT > 27.0 GeV
and must have pseudorapidity |η| < 2.47 excluding the transition region between the
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pT [GeV] η Efficiency [%]
Electrons
< 25.0 0
> 25.0 ≤ 1.5 95
> 25.0 ≤ 2.7 85
> 2.7 0
Muons
< 25.0 0
> 25.0 ≤ 1.5 95
> 25.0 ≤ 2.5 85
> 2.5 0
Table 8.2.2: Electron and muon efficiencies with the default ATLAS Delphes card as a
function of lepton transverse momentum (pT) and pseudorapidity (η).
calorimeter barrel and endcaps 1.37 < |η| < 1.52. In order to selected isolated electrons,
candidates are discarded if the ratio of the sum of track pT within a cone of ∆R < 0.3
around the electron, divided by peT, is greater than 0.12.
Muoncandidates are reconstructedusing a combinationof information from the tracker
andmuon spectrometer simulations. They are required to have transverse momentum
pT > 27.0 and |η| < 2.5. Muon isolation is dependent on pT-dependent track-based cri-
teria. They are discarded if the ratio of the sumof track pTwithin a cone of∆R < 10.0/pµT
around the muon, divided by pµT, is greater than 0.05.
Jets are defined locally in the (η, φ) plane using electromagnetic and hadronic calorime-
try. The transverse energies due to energy deposits are associated with cells in a grid.
Due to high particle density in a jet, each cell may contain deposits due to multiple par-
ticles. There are then a set of calorimeter objects parameterised in {η, φ, pT}. Distances
between calorimeter objects are defined by
∆dij = min
(
p2αT,i − p2αT,j
) · ∆R2ij
R2
(8.3.1)
where
∆Rij =
[
(ηi − ηj)2 + (φi − φj)2
] 1
2 (8.3.2)
and R is a chosen constant. The distance from the object to the beam is given by diB =
p2αT,i. Jets are constructed via an algorithm that combines these objects over the full grid,
beginning with the pair that minimises d. The positions of the objects naturally shift as
they are combined. Composite objects are no longer developed when the minimum
distance is between itself and the beam. These final objects define the set of jets. There
are a variety of cone jet algorithms corresponding to different values of R and α.
An important requirement of these algorithms is that they be “soft and collinear safe”;
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perturbative QCD features formally infinite probabilities for the radiation of soft gluons,
and collinear splitting. Thus, the jet definition must be insensitive to these processes. It
has been show in Ref. [145] that Eq. 8.3.1 satisfies these criteria for all values of α, and a
value of α = −1 is suggested. This anti-kt algorithm [145] causes objects with high pT
to gather surrounding low pT objects, resulting in smooth round jets in the (η, φ) plane.
This analysis uses the Fast-Jet algorithm embedded within the Delphes program for jet
clustering, using the anti-kt configuration.
The value of R is selected to balance two factors: the loss of jet pT due to radiation out-
side the cone, and the absorption of soft hadrons from the hard scattering. A value of
R = 0.4 is used in this analysis, in keeping with the present ATLAS standard. In the fi-
nal step of selection jets are required to have transverse momentum pT > 25.0 GeV and
pseudorapidity |η| < 2.5.
As observed in real experiments, the averagemomentumof reconstructed objects often
differs from the corresponding objects at the generator level. This is most apparent for
jets, as generator-level components, including neutrinos, muons and looping particles,
are lost during the clustering procedure. For events without pile-up simulation, the jet
energy scale resolution is estimated using a smooth function,
σ(pT )
pT
=
√√√√(3− |η|5 )2 GeV
pT + 1GeV
. (8.3.3)
This formula is used by default in the ATLAS Delphes card and is extracted from the
analysis in Ref. [146].
As the operating luminosity of the LHC becomes increasingly high the collision multi-
plicity per bunch-crossing also increases. This pile-up has a direct impact on isolation
and the reconstruction of jets and ET. The level of pile-up is identified and quantified
using vertex reconstruction. At sufficient distances from the hard scattering process
these interactions may be re-constructed using a precise vertexing algorithm. Charged
particle contamination can be identified using a combination of tracking vertexing in-
formation, while neutral particle pile-up must be estimated on average. Both neutral
and charged pile-up correction are performed on jets and isolation variable. No attempt
ofmissingET pile-up subtraction is attempted in Delphes, though advanced techniques
are applied by experimental collaborations.
Delphes simulates pile-up using a sample of pre-generated minimum bias (low-Q2)
events. These interactions are then randomly placed along the beam axis in such a
way that mimics the elongated shape of the beam-spot around the nominal interaction
point. The number of pile-up interactions per bunch-crossing is randomly extracted
from a poisson distribution around an average number of reconstructed primary ver-
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(a) True∆R(ℓ, b) (Normalised).
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Figure 8.4.1: Plots of the normalised true ∆R(ℓ, b) distribution and 2D distribution of
∆R(ℓ, b) vs. the true invariantmass of the top pair for signal (γ+Z+Z ′) events including
a 2.5 TeV mass Z ′ boson. Observe that ∆R(ℓ, b) has peak events lower than 0.4, such
that the lepton falls inside the jet radius. This results in the loss of signal objects during
overlap removal. To see this, reconstructed objects are truth-tagged and impact on this
population is observed following selection requirements.
tices < µ >= 50.
8.4 Overlap removal
Objects can satisfy both the jet and lepton selection criteria and, as such, a procedure
called “overlap removal” is applied, in order to associate objects to a unique hypothesis.
This procedure has an enormous impact on signal retention in this analysis, because,
as shown in Fig. 8.4.1, true top-granddaughter leptons (top-leptons) often fall inside the
jet radius of the true top-daughter b-quark (top-b’s) for signal events. In Ref. [92] the
following requirements are made, in the order listed.
To prevent double-counting of electron energy deposits as jets, the closest jet lying
∆R < 0.2 from a reconstructed electron is discarded. If a jet has fewer than three tracks
and is∆R < 0.4/pµT from amuon, the jet is not considered. To reduce the impact of non-
prompt leptons, if an electron is∆R < 0.4 from a jet, then that electron is removed. The
muon is not considered if it is∆R < 0.4 from a jet which has at least three tracks.
To assess the impact of isolation and overlap removal requirements on the signal ob-
jects we truth tag the reconstructed objects: if a jet is within ∆R = 0.4 of the true top-
daughter b-quark; if an electron or muon is within ∆R = 0.01 of the true top-lepton.
The latter condition is motivated by Fig. 8.4.2 made by considering the closest true lep-
ton from the top quark to each reconstructed lepton and calculating the∆R.
The results of the default object overlap removal are shown in Figs. 8.4.3, 8.4.4, and 8.4.5.
It’s clear that the default isolation (w.r.t. Ref. [92]) removesmany true top-electronswhile
retaining most true top-muons. The default dilepton overlap removal also discards
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Figure 8.4.2: Plot displaying the distance in η × φ space between reconstructed leptons
and the nearest truth lepton: ∆R(ℓreco, ℓtruth). This is shown in order to justify the max-
imum distance for truth matching.
many true top-electronswhile keepingmost truth-taggedmuons. Also,most truth tagged
jets are removed in the electron-muon, and muon-muon channel.
To mitigate the dominant loss of the electron efficiency due to the isolation require-
ment it might be appropriate to introduce a pT dependent formula, similar to that used
for the isolation of muons. However, in my study I found that implementing this causes
the overlap removal to become the dominant cause of efficiency loss. Based on these
observations, the muon-based requirements in the overlap removal are not applied,
as muons are largely separable from jets. The electron-based steps in the overlap re-
moval, however, cannot be totally neglected, as electrons overlap strongly with jets. The
ATLAS collaboration is developing advanced methods to separate electron-associated
energy deposits from jets, prior to jet clustering that will likely improve the resolution
of closely separated electrons and jets. However, the utilisation of these methods is
beyond the scope of this phenomenological analysis. It might be possible to simulate
these advanced techniques by identifying electrons overlapping with jets and directly
subtracting their 4-momenta from the jet. Yet, as this is done after jet construction and
scaling, this may introduce problems by changing the jet energy.
8.5 Event selection
The dilepton channel of top quark pair production labels those events in which both
W+ andW− decay leptonically. The branching ratio for hadronicW boson decay is six
times greater than that for leptonic decay, such that the dilepton channel accounts for
only 11.1% of the tt¯ cross section.
Tau leptons undergo further decay within the detector, beginning a showering process
that leads to a jet. This makes identification difficult. Furthermore, the tau may decay
8.5. Event selection 141
0 1 2 3 4
ne (truth tagged)
0
2
4
6
8
10
310×
G
en
er
at
ed
 e
ve
nt
s
pass cuts
pass iso
pass overlap
(a) Truth tagged Electrons
0 1 2 3 4
ne (truth tagged)
0
2
4
6
8
10
310×
G
en
er
at
ed
 e
ve
nt
s
μ
G
en
er
at
ed
 e
ve
nt
s
pass cuts
pass iso
pass overlap
(b) Truth tagged Muons
0 1 2 3 4
ne (truth tagged)
0
2
4
6
8
10
310×
G
en
er
at
ed
 e
ve
nt
s
μ
G
en
er
at
ed
 e
ve
nt
s
njet t t t
G
en
er
at
ed
 e
ve
nt
s
pass cuts
pass iso
pass overlap
(c) Truth tagged Jets
Events
Two leptons
Opposite Charge
Sufficient m
ℓℓ
Outside m
Z window
Sufficient E missT
Sufficient jets
Sufficient b−tags
Sufficient H
T
Top reco
0
2
4
6
8
10
310×
G
en
er
at
ed
 E
ve
nt
s
(d) Cutflow
Figure 8.4.3: Truth tagged objects - ee channel
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Figure 8.4.4: Truth tagged objects - µµ channel
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Figure 8.4.5: Truth tagged objects - eµ channel
via ντ + µ + νµ or ντ + e + νe, resulting in a final state identical to one arising from aW
boson decaying directly to amuon or electron, but with the addition of a third neutrino.
We presently limit our analysis to “true” dilepton decays featuring only electrons and/or
muon final states. Consequently, the term dilepton henceforth solely refers to these
processes.
In addition to the Z ′ background arising in SM tt¯, there are several other sources of irre-
ducible background. In order to enrich the data by biasing towards events that are char-
acteristic of tt¯ dilepton processes, we enforce several requirements on events, based on
recent ATLAS analyses [92, 147]. Three different channels are considered in this analysis:
events with two electrons in the final state (ee), events with two muons (µµ), and those
with one electron and one muon (eµ). The first requirement is that an event contains
exactly two leptons ℓ+, ℓ− = e+e−, µ+µ−, e±µ∓. The channel is then assigned depend-
ing on the lepton species, and these are required to carry opposite charge. In order to
suppress the hadronic background (e.g. J/Ψ) one requires that the invariant mass of
the two leptons is greater than 15 GeV. Additionally, for leptons of the same flavour, in
order to suppress events attributable to jet-accompanied Drell-Yan production, events
with lepton-pair invariant mass with 10 GeV of the Z-boson mass are rejected. Due to
the two b-quarks in every final state, at least two jets are required in the event, and one
may demand aminimumof none, one, or two b-tags. Differingminimum b-tag require-
ments are explored below. A requirement of at least 60 GeV of EmissT accounts for the
neutrinos, and further reduces the DY background. This requirement is notmade of the
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Requirements e+e−/µ+µ− e±µ∓
Leptons 2 2
Jets ≥ 2 ≥ 2
mℓℓ > 15 GeV > 15 GeV
|mℓℓ −mZ | > 10 GeV -
EmissT > 60 GeV -
b-tagged jets ≥ 1, 2∗ ≥ 1, 2∗
HT - > 130 GeV
Table 8.5.1: Summary of event selection requirements applied in each dilepton channel.
∗ Minimum b-tagging requirements of both 1 and 2 are tested.
e±µ∓ channel, however, at least 130 GeV of HT is made necessary in order to suppress
Z/γ∗ → τ+τ−+ jets. These event selection requirements are summarised in Tab. 8.5.1.
As demonstrated in section 8.4 the electron channels suffer such a large loss of efficiency
that the remaining sections of this chapter consider only the dimuon channel. Further
work on this analysis will include all available channels.
8.6 Top reconstruction
Thedileptonic tt¯ channel features twoneutrinos in the final state. These particles cannot
be directly detected at colliders, preventing the calculation of the invariant mass m for
all particles i in the system:
m =
√√√√(∑
i
Ei
)2
−
(∑
i
p⃗i
)2
. (8.6.1)
The presence of neutrinos in the final state may only be inferred frommomentum con-
servation. At a hadron collider, the total longitudinalmomentumof the colliding partons
is also an unknown. Therefore, the total missing transverse momentum,
E⃗missT = −
∑
i
p⃗ iT, (8.6.2)
is the only handle on undetected neutrinos. EmissT may also be attributed to additional
sources, including mis-measurement at the detector level due to the finite resolution
available.
There are several approaches to finding a suitable replacement for m in the search for
new resonances. One may consider alternative observables constructed solely from
transverse and/or directlymeasurable observables (section 8.6.1). Alternatively, onemay
attempt to resolve the neutrinomomenta and reconstruct the invariantmass. Assuming
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that the masses of all final state particles may be taken a priori, and that they obey their
mass-shell relations, there are a total of eighteen independent kinematic variables in the
system. Twelve of these, themomenta of the charged leptons and two jets from bquarks,
may be constrained through direct measurement, leading to an under-constrained sys-
tem with kinematics described by the relations:
pW+ = pℓ+ + pν , (8.6.3)
pW− = pℓ− + pν¯ , (8.6.4)
pt = pb + pℓ+ + pν , (8.6.5)
pt¯ = pb¯ + pℓ− + pν¯ . (8.6.6)
One can try to constrain the system further by enforcing further assumptions. The first
pair of constraints come from assuming that themissing transversemomentummay be
attributed solely to the two neutrinos:
Emissx = p
ν
x + p
ν¯
x, (8.6.7)
Emissy = p
ν
y + p
ν¯
y . (8.6.8)
Two further constraints follow under the assumption that the invariant mass of each
lepton-neutrino pair is equal to the on-shellW± boson masses:
m2W+ =(Eℓ+ + Eν)
2 −
(
pℓ
+
x + p
ν
x
)2
(8.6.9)
−
(
pℓ
+
y + p
ν
y
)2 − (pℓ+z + pνz)2 , (8.6.10)
m2W− =(Eℓ− + Eν¯)
2 −
(
pℓ
−
x + p
ν¯
x
)2
(8.6.11)
−
(
pℓ
−
y + p
ν¯
y
)2 − (pℓ−z + pν¯z)2 . (8.6.12)
Finally, the system may be fully constrained under assumption that the invariant mass
of each jet-lepton-neutrino combination is equal to the on-shell (anti)top quark mass:
m2t =(Eb + Eℓ+ + Eν)
2 −
(
pbx + p
ℓ+
x + p
ν
x
)2
(8.6.13)
−
(
pby + p
ℓ+
y + p
ν
y
)2 − (pbz + pℓ+z + pνz)2 , (8.6.14)
m2t¯ =(Eb¯ + Eℓ− + Eν¯)
2 −
(
pb¯x + p
ℓ−
x + p
ν¯
x
)2
(8.6.15)
−
(
pb¯y + p
ℓ−
y + p
ν¯
y
)2 − (pb¯z + pℓ−z + pν¯z)2 . (8.6.16)
There are a number of methods in the literature that seek solutions based upon these
constraints. In this paper two approaches are explored and compared: the first by find-
ing an analytic solution through the construction of a quartic equation (section 8.6.2); the
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other by assuming a pseudorapidity for the neutrinos and weighting each combination
through comparison with EmissT (section 8.6.3).
8.6.1 Transverse variables
The aim is to construct a viable alternative variable to the invariant mass which retains
sensitivity to the mass of a Z ′ boson from transverse and directly detectable kinematic
variables. The first variable to consider is HT, the scalar sum of ET for the two leptons
and the jets selected as b-quark candidates.1
HT = EbT + E
b¯
T + E
ℓ+
T + E
ℓ−
T (8.6.17)
Increased sensitivity can be gained by combining this with the missing transverse mo-
mentum of the event:2
HT + EmissT . (8.6.18)
In an attempt to find a more sensitive variable, one can begin by taking the invariant
mass of all visible decay products.
m2vis = (Eb + Eb¯ + Eℓ+ + Eℓ−)
2 − (p⃗b + p⃗b¯ + p⃗ℓ+ + p⃗ℓ−)2 (8.6.19)
Then find the corresponding transverse energy of all visible decay products.
EvisT
2
= m2vis +
(
p⃗ bT + p⃗
b¯
T + p⃗
ℓ+
T + p⃗
ℓ−
T
)2
(8.6.20)
Which can then be taken in combinationwith the scalarmissing transversemomentum
to form a new variable:
KT = EvisT + E
miss
T . (8.6.21)
8.6.2 Analytic solution
This makes use of the analytic solution derived by L. Sonnenschein, the full calculation
of which may be found in Ref. [148]. In summary, this proceeds via the following steps.
Firstly, the unknownsEν andEν¯ are eliminated by rearranging the invariant mass equa-
tion for theW bosons and top quarks (Eqs. 8.6.12, 8.6.16) and subtracting the two terms,
for each parton branch individually. Using the linearly independent equations for the
top and antitop quark parton branches separately, one may remove the dependence
on pνz . pν¯x and pν¯y may be eliminated using the two linear missing transverse momentum
equations. Onemay then solve these two polynomials without loss of generality to pνx by
1 In some literature the definition of HT includes all visible objects and/or EmissT . However, to avoid
confusion withHT, as defined for event-level selection requirements, I maintain a distinction.
2In some literature the definition ofHT includes EmissT as well
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computing the resultant with respect to the neutrinomomentum pνy to give a univariate
polynomial quartic equation:
h0p
4
νx + h1p
3
νx + h2p
2
νx + h3pνx + h4 = 0. (8.6.22)
This quartic can be solved analytically, resulting in at most a four fold ambiguity. In
our implementation these solutions are found using the Descartes-Euler method. For
each solution one can compute pν¯x from the EmissT equation. pν(ν¯)y and pν(ν¯)z may be
calculated by rearranging equations derived in the initial elimination.
Thus, one can find four sets of solutions when the b quarks and leptons are perfectly
matched. Experimentally, it is not feasible to tag the chargeof these jets, thus thenumber
of possible solutions must be multiplied by each combination of b quark jet candidates.
In our analysiswe allow two candidates through to the reconstruction stage (section 8.5),
such that we always have an eightfold ambiguity in the solution.
The critical decision is how to best select the best solution, given this ambiguity. Choices
include the minimum mass approach, the target mass approach and by characterising
the decay products.
The first option method simply selects that solution which results in the smallest in-
variant mass for the full system. This decision works due to the decrease in differential
cross section for top pair production with increasing top pair mass in the SM. Clearly,
however, this also biases the solutions towards the SM tt¯ processes, background in this
search, with a negative effect on the signal processes. Due to the simplicity of this option,
my own implementation for solving via the analytic method, uses this lowest invariant
mass approach.
The target mass approach is similar to the former option, though it uses the solution
closest to the a priori mass of the resonance that is selected. Obviously, this has the
opposite problem: biasing against the background processes by preferentially selecting
solutions nearest to the target mass, regardless of the true invariant mass. Additionally,
this method suffers due to its dependance on a fixed target mass, as the analysis would
need to be repeated, with each iteration corresponding to a different target mass.
The final approach is to characterise the decay of the top quark and use this information
to obtain the best neutrino solution. Within the ATLAS collaboration it is known as the
kinematic (KIN) method. This requires one to analyse the relative kinematics of the final
state in order to profile particles resulting from top decay. As these processes are com-
mon to both signal and background, the algorithm remains unbiased. The system of
assumptions and constraints enforced to find the analytic solution only contain a sub-
set of kinematic information, thus adding the relative kinematic information of the final
state particles provides an additional set of constraints to use as selection criteria for the
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available solutions. Typically these criteria depend on the∆R between the top its decay
products, as well as between the decay products themselves, as well as their relative pTs
and energies. One first must produce distributions for each kinematic quantity, using
a SM tt¯ Monte Carlo sample, for each top quark momentum range, and then assign a
probability value based on the normalised content of each bin. One then constructs a
likelihood for each event based on the product of these probabilities:
L =
∏
i
P (∆R(ν, i)) · P (pνT/piT) · P (Eν/Ei), (8.6.23)
where i = b, b¯, ℓ+, ℓ−. The neutrino solution set that maximises this likelihood is then
used to reconstruct the invariant mass of the top pair. This method appears best suited
to resonance searches.
8.6.3 NeutrinoWeighting method
Neutrino weighting (NW) reconstruction relies on ignoring EmissT constraints and scan-
ning over neutrino pseudorapidities (η). Along with a fixed mW and mt, assuming ην
and ην¯ constrains each top(anti-top) system individually. Thus we have exchanged two
constraints, Emissx and Emissy , for ην and ην¯ . These may then be expressed via a quadratic
equation for each decay leg and solved independently. The NWmethodwas developed
within the D0 Collaboration [149]. It has since been used for analyses by D0 [150, 151],
CDF [152], and ATLAS [144]. I inherited the code from James Howarth who worked on
the development of the code with ATLAS. This calculation is outlined below.
Firstly, by momentum conservation:
pt = pb + pℓ + pν , (8.6.24)
pW = pℓ + pν . (8.6.25)
Squaring each side yields
m2t = m
2
b +m
2
ℓ +m
2
ν + 2pbpℓ + 2pbpν + 2pℓpν , (8.6.26)
m2W = m
2
ℓ +m
2
ν + 2pℓpν , (8.6.27)
respectively. Each of thesemasses is assumed to be on-shell at the respective polemass.
The neutrinomass is assumed to be zero and dropped. While the leptonmass will like-
wise be assigned to zero later, as we are interested only in the electron, and muon fi-
nal states, it will be retained in the calculations for generality. Combining Eqs. 8.6.26
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and 8.6.27 allows us to eliminate pbpℓ to give
pbpν =
m2t −m2b +m2W
2
, (8.6.28)
pℓpν =
m2W −m2ℓ
2
. (8.6.29)
The expanded Lorentz products may be written explicitly component-wise. With the
energy and longitudinal momentum component of the neutrino expressed in terms of
its transverse momentum and pseudorapidity, the first may be written:
pbpν = Ebp
ν
T sinh ην − pbxpνx − pbypνy − pbzpνT cosh ην , (8.6.30)
pbpν + p
b
xp
ν
x + p
b
yp
ν
y = p
ν
T
(
Eb sinh ην − pbz cosh ην
)
= pνTkb. (8.6.31)
pνT =
pbx
kb
pνx +
pby
kb
pνy +
pbpν
kb
, (8.6.32)
= Abp
ν
x +Bbp
ν
y + Cb. (8.6.33)
An identical expression may be derived for the product involving pℓ:
pνT = Aℓp
ν
x +Bℓp
ν
y + Cℓ. (8.6.34)
Equating the two expressions in Eqs. 8.6.33 and 8.6.34 yields:
pνx = ap
ν
y + c, (8.6.35)
where,
a =
Bℓ −Bb
Ab −Aℓ , c =
Cℓ −Bb
Ab −Aℓ . (8.6.36)
Taking the square of Eq. 8.6.33 with substitution by Eq. 8.6.35 leads to the final quadratic
equation:
[
a2
(
A2b − 1
)
+B2b − 1
]
pνy
2 +
[
2ac
(
A2b − 1
)
+ 2aAbCb + 2BbCb
]
pνy
+c2
[(
A2b − 1
)
+ 2cAbCb + C
2
b
]
= 0. (8.6.37)
Thus, there are at most two real solutions for each neutrino, each of which may be
assigned a weighting. If no solution is found, this η is skipped, as well as the second
(anti)neutrino. Once pνy is determined, px follows immediately from Eq.8.6.35.
With this information one may determine their four-vectors, with two possible solu-
tions for each. Furthermore, as the observableEmissT was not used as a constraint, it may
be used to assign aweight to each solution based on howclosely the sumof the neutrino
8.7. Observables 149
pTs reproduce it:
ω = exp
(
−E
miss
x − pνx − pν¯x
2σ2x
)
exp
(
−E
miss
y − pνy − pν¯y
2σ2y
)
, (8.6.38)
where σx(y) is the resolution of the x(y) component ofEmissT . This can be repeated forN
iterations, scanning over the space of possible neutrino η combinations.
The weighted average of all possible solutions is then taken in order to reconstruct the
system. An additional two-fold ambiguity is introduced by iterating over all possible
lepton-jet combinations. For each event multiple attempts are made at performing a
successful reconstruction. The scan over the (anti)neutrino pseudorapidities is per-
formed using a Gaussian distribution centred on (7ηℓ+(−) − 1)/10, with σ = 1.4.
8.7 Observables
The dilepton final state allows the definition of many observables as both tops decay to
leptons which carry maximal spin analysing power (Tab. 3.6.1). Therefore, in contrast to
the semilepton final state, it is possible to probe the spin correlation of the tops, in addi-
tion to the single top polarisation and charge asymmetry. In addition to the lower overall
cross section (Eq. 3.1.5), this channel has a disadvantage with respect to the semilepton
state due to the difficulty in reconstructing the top quarks in the presence of two sources
of missing transversemomentum. Various techniquesmay be applied to overcome this
limitation, though ultimately none of these can provide the top momentum resolution
available in the semilepton channel (section 8.6). In the transverse strategy, no direct
attempt at top reconstruction is made, and the analysis instead relies on observables
constructed solely from directly detectable measurements, principally those transverse
to the beam direction. When using reconstruction procedures the properties of the in-
dividual tops are reconstructed by restricting the system using several tactical assump-
tions. Therefore, in the latter strategy onemay directly calculate all of the variables out-
lined in Chapter 3, notably the invariant mass, charge asymmetry, top polarisation and
spin correlation asymmetry via the relevant angles and momenta of the reconstructed
tops and decay products.
In the transverse strategy, it is necessary to compute alternative variables that provide a
handle on top properties. In the case of the invariant mass, onemay consider a number
of variables constructed using the transverse momentum of visible particles, and the
missing transverse momentum.
For the charge asymmetry one can evaluate an analogue of the rapidity difference de-
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pendent forward-backward asymmetry in section 3.5.2 using the decay leptons,
AℓℓC =
N(∆|ηℓℓ| > 0)−N(∆|ηℓℓ| < 0)
N(∆|ηℓℓ| > 0) +N(∆|ηℓℓ| < 0) . (8.7.1)
where the difference between the absolute pseudorapidity of the positive and negative
decay leptons is used,∆|ηℓℓ| = |ηℓ+ | − |ηℓ− |.
Similarly one can employ an analogue of the reconstructed forward-backward asym-
metry in section 3.5.3 also using the decay leptons by defining
cos θ∗ℓ =
ηℓℓ
|ηℓℓ| cos θℓ, (8.7.2)
and constructing the asymmetry,
AℓFB∗ =
N(cos θ∗ℓ > 0)−N(cos θ∗ℓ < 0)
N(cos θ∗ℓ > 0) +N(cos θ∗ℓ < 0)
. (8.7.3)
Measurement of the spin correlation also requires top reconstruction, as cos θt(t¯)
ℓ+(ℓ−) is
determined in the (anti)top rest frame. However, there are alternative variables that al-
low probing of the spin correlation without this reconstruction. For example, one may
demonstrate the dependence of the cross section on the difference in lepton azimuthal
angle,
1
σ
dσ
d cos∆φℓℓ
=
1
2
(1−D cos∆φℓℓ). (8.7.4)
And one may construct an asymmetry from this variable [153],
A∆φ =
N(|∆φℓℓ| > pi/2)−N(|∆φℓℓ| < pi/2)
N(|∆φℓℓ| > pi/2) +N(|∆φℓℓ| < pi/2) . (8.7.5)
8.8 Results
8.8.1 Performance of the top reconstruction
The impact of the event-level selection requirements as outlined in Tab. 8.5.1 is pre-
sented in a cutflow diagram in Fig. 8.8.1, along with the efficiency of the cutflow as a
function of the true invariant top quark pair mass. Figs. 8.8.2 and 8.8.3 show the ef-
ficiency break down for the lepton-based and jet/transverse variable-based require-
ments respectively.
It’s apparent that for the dimuon final state, the overall efficiency of the requirements
increases with increasing mtt¯. The requirements on two leptons, two b-tagged quarks,
and highmissingEmissT in the final state are the dominant causes for event rejection. The
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efficiency of all these requirements increases with increasing mtt¯. The other require-
ments have a minimal impact.
Clearly theminimumof two b-tagged jets requirement removes themost events, but the
efficiency increases with increasing invariant mass. The requirement of at least two jets
has moderate impact which improves gradually with invariant mass. The requirement
onHT is not applied in this channel.
Two methods of reconstructing the top quarks in dilepton events are considered: an-
alytically by minimising mtt¯ (min(mtt¯)) and via neutrino weighting (NW). These are de-
scribed in sections 8.6.3 and 8.6.2, respectively. The overall performance of themethods
are assessed using three estimators.
The reconstruction efficiency is defined as the percentage fraction of events entering
the reconstruction algorithm forwhich a solution is found. An efficiency of 100%means
that all the accepted events have at least one solution. The reconstruction efficiency re-
sults are presented in Tab. 8.8.6. These show that theNWefficiency for SMprocesses are
approximately 75%, which drops to 68% for processes mediated by a photon, Z boson
and 2 TeV GLR-R Z ′ boson. The reconstruction selecting analytic solutions according to
minimisation ofmtt¯ are much lower, at around 40%. This is an unfair assessment of the
algorithm as no kinematic smearing is performed when using it. It is largely used as a
sanity check against themore sophisticated NWmethod. The reconstruction efficiency
of the NW method may be improved by further optimisation of the smearing process.
The difference in reconstruction efficiency between the difference processes is likely
attributable to the efficiency of the reconstruction with respect to themtruthtt¯ . As shown
in Fig. 8.8.4 the efficiency of NW reconstruction decreases with increasingmtruthtt¯ . Nat-
urally, events due to processes mediated by Z ′ bosons peak at highermtruthtt¯ , and events
initiated by qq¯ generally carry higher energy than gg.
The reconstruction quality is estimated by measuring the ∆R between the truth and
reconstructed (anti)top. The distributions in ∆R for each separate process when using
the NW reconstruction are shown in Fig. 8.8.5. If∆R < 0.4 it is considered a good qual-
ity reconstruction. The percentages of successfully reconstructed events that fulfil this
condition for each reconstruction algorithm and each process and show in Tab. 8.8.6.
The quality of the reconstruction is approximately 60% for both algorithms, with the
analytic method peaking considerably higher at above 80% for themin(mtt¯)method for
eventsmediatedwith aZ ′ boson. The reason for the higher reconstruction quality forZ ′
bosons is again due to the higher energy of the typical Z ′ mediated event, where higher√
s events have higher reconstruction quality.
The relative reconstruction resolution is defined by taking the difference between the
truth and reconstructed values of a given kinematic variable and dividing by the truth
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(b) All event-level selection requirements
Figure 8.8.1: Overall cutflow and efficiency of all event-level requirements distributed
in bins of the true invariant mass of the top-antitop quark pair system for the dimuon
channel.
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Figure 8.8.2: Efficiency of the lepton-based requirements of the event selection dis-
tributed in bins of the true invariant mass of the top-antitop quark pair system for the
dimuon channel.
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(b) At least two b-tagged jets requirement
Events
Two leptons
Opposite Charge
Sufficient m
ℓℓ
Outside m
Z window
Sufficient E missT
Sufficient jets
Sufficient b−tags
Sufficient H
T
Top reco
2
4
6
8
10
610×
G
en
er
at
ed
 E
ve
nt
s
0 0.5 1 1.5 2 2.5 3 3.5 4
m
tt̅
[TeV]
0.32
0.34
0.36
0.38
0.4
0.42
0.44
0.46
0.48
0.5
0.52
ϵ
(T
w
o
le
p
to
n
s
)
̅
0.9
0.95
1
1 05
1.1
ϵ
(O
p
p
o
s
it
e
C
h
a
rg
e
)
̅
0.9
.
ϵ
(S
u
ff
ic
ie
n
t
m
ℓ
ℓ
)
̅
0.75
0.8
0.85
0.9
95
1
1.05
ϵ
(O
u
ts
id
e
m
Z
w
in
d
o
w
)
̅
0.5
0.6
.7
0.8
0.9
1
ϵ
(S
u
ff
ic
ie
n
t
E
m
is
s
T
)
̅
0.9
95
1
ϵ
(S
u
ff
ic
ie
n
t
H
T
)
̅
0.85
0.9
0.95
1
1.05
ϵ
(S
u
ff
ic
ie
n
tj
e
ts
)
̅
0.8
.
0.
1.05
ϵ
(S
u
ff
ic
ie
n
t
b
−
ta
g
s
)
(c) At least one b-tagged jets requirement
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Figure 8.8.3: Efficiency of the jet and transverse energy requirements of the event selec-
tion distributed in bins of the true invariant mass of the top-antitop quark pair system
for the dimuon channel.
8.8. Results 155
Events
Two leptons
Opposite Charge
Sufficient m
ℓℓ
Outside m
Z window
Sufficient E missT
Sufficient jets
Sufficient b−tags
Sufficient H
T
Top reco
2
4
6
8
10
610×
G
en
er
at
ed
 E
ve
nt
s
0 0.5 1 1.5 2 2.5 3 3.5 4
m
tt̅
[TeV]
0.32
0.34
0.36
0.38
0.4
0.42
0.44
0.46
0.48
0.5
0.52
ϵ
(T
w
o
le
p
to
n
s
)
̅
0.9
0.95
1
1 05
1.1
ϵ
(O
p
p
o
s
it
e
C
h
a
rg
e
)
̅
0.9
.
ϵ
(S
u
ff
ic
ie
n
t
m
ℓ
ℓ
)
̅
0.75
0.8
0.85
0.9
95
1
1.05
ϵ
(O
u
ts
id
e
m
Z
w
in
d
o
w
)
̅
0.5
0.6
.7
0.8
0.9
1
ϵ
(S
u
ff
ic
ie
n
t
E
m
is
s
T
)
̅
0.9
95
1
ϵ
(S
u
ff
ic
ie
n
t
H
T
)
̅
0.85
0.9
0.95
1
1.05
ϵ
(S
u
ff
ic
ie
n
tj
e
ts
)
̅
0.35
0.4
4
.5
5
0.
0.65
0.7
ϵ
(S
u
ff
ic
ie
n
t
b
−
ta
g
s
)
̅
0
0.1
0.1
2
.2
0.3
ϵ
(A
llc
u
ts
)
̅
.3
.4
0.6
0.7
.8
To
p 
re
co
ns
tru
ct
io
n 
ef
fic
ie
nc
y
(a) NeutrinoWeighting reconstruction
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(b) Analyticmin(mtt¯) reconstruction
Figure 8.8.4: Efficiency of the two different reconstruction methods distributed in bins
of the true invariant mass of the top-antitop quark pair system for the dimuon channel.
Events
Two leptons
Opposite Charge
Sufficient m
ℓℓ
Outside m
Z window
Sufficient E missT
Sufficient jets
Sufficient b−tags
Sufficient H
T
Top reco
0
2
4
6
8
10
610×
G
en
er
at
ed
 E
ve
nt
s
0 1 2 3 4 5 6 7 8 9 10
∆R(ttruth, treco)
1
10
210
310
410
510
G
en
er
at
ed
 e
ve
nt
s
(a) gg initial state gluon mediated
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(b) qq initial state, gluon mediated
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(c) qq initial state, γZ mediated
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(d) qq initial state, γZZ ′ mediated
Figure 8.8.5: Separation between the true and reconstructed top quarks∆R(ttruth, treco)
for each dimuon tt¯ production process using the NW reconstruction.
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gg qq γZ γZZ ′
Reconstruction efficiency [%]
NeutrinoWeighting 74 76 77 68
min(mtt¯) 42 43 47 41
Reconstruction quality [%]
NeutrinoWeighting 56 60 57 68
min(mtt¯) 63 63 63 84
Table 8.8.6: Top reconstruction efficiencies and reconstruction quality for two different
reconstructionmethods and four different process. The definitions of the efficiency and
quality may be found in the text, along with a description and explanation of the results.
value. This is employed for the pt(t¯)T , ηt(t¯) and φt(t¯) of the reconstructed top and anti-
top, and the ptt¯T , ηtt¯ and mtt¯ of the top quark pair system. The resulting plots for these
measurements are presented in Figs. 8.8.7 and 8.8.8. They show that NW reconstruction
has bias towards high pT for both individual top quarks and the top pair system though
peaks at the true value. The same is true of the invariant mass of the top pair system.
Note the double peak structure with a peak at 0 and 2 in the φt resolution. By checking
the distribution of∆φt versus the angular distance of the two top quarks. Events around
the peak at 2 are often those in which the two top quarks are collinear: where the two
top quarks are recoiling against a high energy gluon. The reconstruction works in the
assumption that the quarks are back to back. These misconstructed events are also re-
sponsible for the bias in the pT resolutions, as the reconstructed tops, individually, and
as a pair, are estimated with larger momentum in this scenario. For these events the top
quarks are often reconstructed far away from their truth positions.
8.8.2 Significance of observables
Presently, just one BSM scenario is considered. This is a single 2 TeV Z ′ embedded by
a Generalised Left-Right (GLR) symmetric model with couplings entirely generated by
the breaking of a U(1)R residual symmetry, with parameters given in Tab. 2.2.3. This is a
narrow, universally coupling model, with leptophilic couplings. As such it is already ex-
cluded by limits set by LHC Drell-Yan analyses (section 2.1). However, it serves as a suffi-
cient probe for exploring the potential of these observables considering reconstruction
in the tt¯ dilepton final state, for later use with more suitable top-philic models.
The Monte Carlo (MC) sample produced with a BSMmodel assumes the role of real ex-
perimental data with 300 fb−1 of 13 TeV data delivered by the LHC and analysed by the
ATLAS detector using the Delphes set-up described in section 8.3. This is then tested for
consistency with the SM hypothesis, where the SMMC sample serves the same purpose
as in genuine analysis of ATLAS data, namely to compare with experimental data. The
statistical framework for sensitivity analysis takes the form of a Likelihood Ratio Test,
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Figure 8.8.7: Performance plots showing the resolution of the reconstructed top quark
using the ratio of truth minus reconstruction over truth.
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Figure 8.8.8: Performance plots showing the resolution of the reconstructed top-antitop
quark pair using the ratio of truth minus reconstruction over truth.
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using asymptotic formulae as described in section 7.5. The bin widths of each of the ob-
servables is adjusted on a case-by-case basis in order to ensure a successful fit. For all
results presented a minimum of two b-tagged jets are required. This strict require en-
sures that in an actual analysis, a relatively pure sample of tt¯ events would be collected,
minimising background contamination due to the reducible background.
Figs. 8.8.9 and 8.8.10 present the 1D distributions formtt¯,HT +EmissT andKT at the truth
and detector level, respectively. At the detector level, the mtt¯ observable was recon-
structed using the NWmethod described in section 8.6.3, while the transverse variables
are independent of the reconstruction scheme. The resulting significances for all ob-
servables, corresponding to these plots, are presented in Tab. 8.8.11.
At the truth-level, we see thatmtt¯ has the highest significance, as expected, exceeding a
5σ deviation from the SM. This is followed by KT with a significance of 4.6, closely fol-
lowedby 4.5 forHT+EmissT . At the detector level, the situation is reversed, withHT+EmissT
just beating outKTwith significances of 3.6 and 3.5, respectively, whilemtt¯ achieves only
a 2.0σ significance. Thus, we see that the transverse observables out-perform the NW
reconstruction scheme in a 1D analysis.
Also presented in Tab. 8.8.11 are the results of 2D significance analyses made by com-
bining either mtt¯, HT + EmissT or KT with a kinematic observable sensitive to the chiral
couplings of the embeddedZ ′. For the transverse observables only the charge asymme-
try and spin correlationmay be probed, using cos θ∗ℓ (or∆|ηℓℓ|) and∆φℓ+ℓ− , respectively.
In both cases the resulting significance does not increase from the 1D case. When a finer
binning is used the significance does not improve due to reduced event numbers per
bin and the consequent increase in statistical uncertainty. It is possible that these ob-
servables still allow differentiation between two BSM signals with very different chiral
coupling.
However, using theNWreconstructionprocedure and available angular variables, a bin-
ning scheme can always be selected that increases the expected significance in a 2D
analysis. Binning too finelywill again reduce the significancewith respect to the 1D anal-
ysis. Inmost cases only two bins in the angular variable were used, with limits matching
those of the corresponding asymmetry observable. However, in the case of the polari-
sation asymmetry, measured using cos θtℓ± , a bin width of 0.2 was found to be optimal.
This observable was also shown to have the strongest distinguishing power increasing
the significance from 2.0 to 2.6σ, though, based on the results of Chapter 7 this is due
to the particular model. The charge asymmetry as measured using cos θ∗t increases the
significance to 2.3σ, as does cos θtℓ+ cos θtℓ− as a measure of the spin correlation. Only
a minor improvement is seen when combining mtt¯ with cosϕℓℓ, another probe of spin
correlation asymmetry.
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It is to be noted, however, that the significances never approach those available using
the transverse variables for any 2D analysis in the reconstruction scheme. Therefore,
first observation is most likely using substitute variables for the invariant mass with-
out performing reconstruction. However, the reconstruction scheme may prove very
powerful for distinguishing Z ′ embedded by different BSM scenarios.
8.9 Conclusions
This chapter explored the potential for the ATLAS detector to observe the decay of a
heavy Z ′ boson via the dilepton final state resulting from top pair production with full
simulation of parton-shower, fragmentation/hadronisation, heavy flavour decay and
detector effects. Presently, as proof of concept, only a single BSM model embedding
one such a state has been tested, with an upcoming publication to address additional
models.
The objective of this investigation is to extend the results of chapter 7 which was lim-
ited to a parton-level analysis of tt¯ production via a Z ′ boson, targeting the lepton-plus-
jets final state. As in the former chapter, a 2 → 6 calculation is used accounting for all
possible leading order topologies for both signal and (irreducible) backgrounds includ-
ing interference effects where appropriate. PYTHIA8 and Delphes are used for realistic
simulation of particle-level effects and detector limitations. State-of-the-art techniques
are used to reconstruct the top quarks and calculate observables sensitive to charge and
spin asymmetries. As an alternative to reconstruction, several proxy observables are
used in place of both the invariant top quark pair mass and the asymmetry-sensitive
kinematic variables. A statistical procedure enabling the combination of both differ-
ential and integrated significances from cross section and asymmetry signals was em-
ployed to test the potential discovery significance of these observables.
It is found that transverse variables provide greater discovery potential than the recon-
structed top quark pair system mass, but when coupled with angular information in
an attempt to further differentiate the signal, the decreased statistical power of seg-
regated events reduces the overall discovery significance. In contrast, while lower in
one-dimensional significance, using a two-dimensional analysis with charge and po-
larisation sensitive angles in combination with invariant mass provided increased sig-
nificance, in addition to their potential for differentiating different BSM theories.
Further work is required to analyse the full spectrum of BSM theories across all dilep-
ton final states. However, the computational framework is now in place for such a study,
which will form the basis of an upcoming publication based on this work. Results could
further be refined by accounting for systematic theoretical and experimental uncertain-
ties. There is also potential for a complementary analysis of the lepton-plus-jets final
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Figure 8.8.9: Truth-level distributions ofmtt¯,HT+EmissT andKT for the dimuon channel
for events expected with 300 fb−1.
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(a)mtt¯ (Detector reconstructed objects, NW top reconstruction)
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(b)HT + EmissT (Detector Reconstructed objects)
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Figure 8.8.10: Detector-level distributions of mtt¯, HT + EmissT and KT for the dimuon
channel for events expected with 300 fb−1. Neutrino Weighting (NW) is used for top
reconstruction in the case ofmtt¯.
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Observable Expected Significance (σ)
Truth-level mtt¯ 5.8
HT + EmissT 4.5
KT 4.6
Detector level HT + EmissT 3.6
KT 3.5
∆φℓℓ 0.5
∆|ηℓℓ| 0.5
cos θ∗ℓ 0.5
(HT + EmissT )×∆φℓℓ 3.6
KT ×∆φℓℓ 3.5
(HT + EmissT )× cos θ∗ℓ 3.6
KT × cos θ∗ℓ 3.6
(HT + EmissT )×∆|ηℓℓ| 3.6
KT ×∆|ηℓℓ| 3.6
Detector level and mtt¯ 2.0
NW reconstruction ∆|ytt| 0.3
cos θ∗t 0.3
cos θtℓ+ 0.3
cos θtℓ− 0.3
cos θtℓ+ cos θtℓ− 0.3
mtt¯ × cos θ∗t 2.3
mtt¯ × cos θtℓ+ 2.6
mtt¯ × cos θt¯ℓ− 2.6
mtt¯ × cos θtℓ+ cos θt¯ℓ− 2.3
mtt¯ × cosϕℓℓ 2.1
Table 8.8.11: Expected significance assuming the existence of 2 TeV GLR-R Z ′ in tt¯ pro-
duction with the dimuon final state tested against the SM hypothesis, expressed as the
Gaussian equivalent of the p-value for 1D and 2D distributions. Definitions of each ob-
servables can be found in the text.
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state, comparing the power of this channel with respect to dilepton when accounting
for jet-embedded leptons and overlapping jet constituents from hadronic top decays.
In summary, for this chapter, I advanced previous studies to show that charge and spin
asymmetry observables can continue to have an impact in accessing and profiling Z ′ →
tt¯ dilepton signals at the LHC, even accounting for showering, hadronisation and detec-
tor resolution on the final state.
CHAPTER9
Conclusions and outlook
A number of phenomenological studies have been presented examining the poten-
tial of top quark pair production at the LHC to provide a handle on the discovery and
identification of new neutral resonances. Particular emphasis was placed on observ-
ables that probe the charge and spin asymmetries of a Z ′ boson. The top quark decays
prior to hadronisation, preserving spin information in the angular distributions of decay
products. This allows the definition of asymmetry observables able to probe the chiral
coupling of the new particle. The top quark couplings, in particular, are useful due to
the important role of the top quark in BSMmodifications of the Electroweak Symmetry
Breaking mechanism. This importance stems from the large contribution to the unsta-
ble radiative corrections of the scalarHiggsmass as a consequence of the large top quark
mass.
The primary objective of these analyseswas to extend previous studies conducted using
stable tops at the parton-level. These demonstrated that charge and spin asymmetries
in top pair production could provide a strong handle on the identification of different
beyond the Standard Model theories, including models featuring multiple interfering
new resonances. These studies were limited in impact by assuming perfect reconstruc-
tion of the top quarks for all decay channels, and, thus, not accounting for the effects
of the decay, the parton shower, fragmentation/hadronisation of the decay products, or
the detector resolution of the resultant complex multi-particle final states. In particu-
lar, the impacts of missing transverse momentum (pmissT ) reconstruction, obligatory for
resolving the single neutrino in lepton-plus-jets and the two neutrinos in the dilepton
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final state, have a strong impact on accurate top reconstruction. It is particularly chal-
lenging to resolve pmissT at hadron colliders, such as the LHC. Additionally, the statistical
procedure used to assess the potential for discovery significancewas limited to the pro-
cedure described in section 3.4.1. While a useful preliminary formula, a more sophis-
ticated statistical analysis is required for convincing results. The conclusions of these
studies were, therefore, limited, as, despite attempts to employ realistic efficiencies, the
impact of these considerations on the asymmetry observables was unknown.
The first step towards a more realistic analysis was achieved by resorting to a 2 → 6
calculation accounting for all possible topologies for both signal and (irreducible) back-
grounds, including interference effects, where appropriate. This meant that observ-
ables used to measure asymmetries were reconstructed using the distributions of the
decays products, described in chapter 3. The tools employed for these simulations are
described in chapter 4. These calculations allow for off-shell tops and W± bosons. It
was found that while the assumption of the Narrow Width Approximation (NWA) had
minimal impact on truth-level information, when employing theNWAat the generator-
level subsequent top reconstruction is artificially improved.
The first study to utilise this 2 → 6 calculation is presented in chapter 7. This analysis
focused on the lepton-plus-jets channel, as it is difficult to fully reconstruct the sys-
tem in dilepton tt¯ events which feature two sources of missing transverse energy, while
fully hadronic tt¯ events come with very large backgrounds. While the analysis was per-
formed at the parton level, a reconstruction procedure of the (anti)top quark mass and
momenta that closely mimics experimental conditions was implemented. A statistical
procedure enabling the combination of significances from cross section and asymme-
try signals was also employed. This analysis showed that the conclusions of the on-shell
analysis hold true for a 2→ 6 analysis using decay-level observables. Namely, that these
observables can serve to distinguish different BSM theories embeddingZ ′ bosonswith a
broadly similar signature in differential cross section. Furthermore, it showed that these
observables, in fact, offer potential for increased discovery significance than when us-
ing the differential cross section in isolation. At the same time, the fact that this channel
cannot be competitivewith the dilepton (Drell-Yan) channelmotivates the former point:
for its use as a complementary final state for differentiating different Z ′ bosons, rather
than a straight discovery mode. However, this is typically only true for those bench-
mark models that feature no enhancements to third generation interactions or bear no
suppression of leptonic couplings.
While this study was a promising next step towards a realistic analysis, it was still lim-
ited to the parton-level, and relied on individually resolving both leptonic and hadronic
decay products. In reality, at such high centre-of-mass energies, the events would fall
clearly in to the boosted regime. In this scenario, the jet constituents of hadronic decay
products would heavily overlap, resulting in ‘fat jets‘ that require specialisedmethods to
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resolve. Additionally, leptonic decay products can be embedded within the jet radius.
This motivated the next analysis presented in chapter 8. For this study the parton-level
generation tool described in chapter 4 was interfaced with the PYTHIA 8.2 and Delphes
frameworks, in order to simulate parton-shower, hadronisation and detector resolu-
tion effects. The potential of the ATLAS detector, in particular, was explored, and an
overview of the detector apparatus is given in chapter 5. Given the difficulty in resolving
electrons for these analyses, the accurate reconstruction and identification of electrons
and positrons is critical. Future searches using the ATLAS detector will require a firm
understanding of electron trigger efficiencies in order to make improvements. On that
account, a study of the sources of inefficiency for ATLAS single electron triggers is pre-
sented in chapter 6. These showed that there was significant improvement in efficiency
between data taking in 2016 and 2017, due to modification of those parts of the trigger
chain observed to be most detrimental in 2016.
The focus of the detector-level analysis was the dilepton final state and the analysis
framework was modified to allow extraction of Delphes generated output. This final
state features two neutrinos, necessitating more intricate reconstruction algorithms.
Two approaches to top reconstruction were employed, with particular focus on Neu-
trinoWeighting. While the fat-jet problem is not encountered in this final state, a critical
concern is the resolution of top-granddaughter leptons embedded within the jet radius
of top-daughter b quarks. To address this issue it was found to be necessary to relax
requirements on the overlap removal procedures typically used in experimental anal-
yses. While able to neglect requirements on the muons, electrons require specialised
techniques to extract energy deposits before jet-clustering algorithms are employed.
This lends the dimuon channel an advantage for the observation of Z ′ bosons. The re-
sults of the analysis indicate that transverse variables offer greater potential for observa-
tional significance than the reconstructed invariantmass. Additionally, combining these
transverse variables with charge and spin sensitive angular information leads to no the
overall improvement in significance due to the statistical impact of finer binning. How-
ever, the reconstructed top quark pair system mass, when coupled with angular infor-
mation increases the overall discovery significance for observables sensitive to charge
and top polarisation asymmetries. This suggests that the distinguishing power of this
channel remains after detector simulation and top reconstruction, such that different
BSM theories may be resolved. Given the difficulties for top reconstruction with the
lepton-plus-jets final state in the strongly boosted region, this may allow the dilepton
channel to be competitive for identifying high-mass resonances, particularly for broad
resonances. Thus, it could constitute an invaluable window for studying, or even first
discovery of, Z ′ bosons for models featuring strong third-generation couplings, or sup-
pressed coupling to leptons.
All of the tools used in this analysis were heavily developed by myself. The parton-level
168 Chapter 9. Conclusions and outlook
2→ 6 generator was developed from a simple VEGASMonte Carlo integration program,
written in Fortran77, for calculating the cross section for QCD processes (written by my
supervisor, StefanoMoretti) to a BSMunweighted event generator usingVAMP [53], writ-
ten in Fortran95 (compatible with Fortran08), using the most recent parton distribu-
tion functions, with output written either to an LHEF file or directly to a ROOT file. The
C++/ROOT analysis code was written by myself from scratch, including the reconstruc-
tion in lepton-plus-jets, the quartic reconstruction in dilepton and the interface to the
Neutrino Weighting method, which was modified to work in my analysis framework.
The python code for the likelihood-based significance test using RooStats and HistFac-
tory was adapted from example scripts by my collaborator, Francesco Spanò, and my-
self. The showering, hadronisation and detector simulation program using Pythia8 and
Delphes was adapted by myself from example scripts.
Therefore, the tools are available, and the stage set, for a fully-fledged analysis in the
dilepton channel for all available electron andmuon-basedfinal states, exploring abroad
range of BSM scenarios, which constitutes the subject of a forthcoming publication. To
test the potential of the dilepton channel to compete with lepton-plus-jets, it will also
be necessary to conduct a study utilising the same tools and employing an appropri-
ate boosted reconstruction that preserves high signal efficiency in the face of increasing
momentum.
In general, the discovery of the long-awaited Higgs boson at the LHC in 2012 has opened
a new chapter in particle physics. While an exciting discovery, and astounding success
for the Standard Model of particle physics, additional measurements have not provided
any conclusive hints at whatmight lie beyond. Withmany different directions to turn in
next, it is more important than ever for theoretical and experimental particle physicists
to collaborate on the search for new physics.
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