We study the mixing behavior of random Lindblad generators with no symmetries, using the dynamical map or propagator of the dissipative evolution. In particular, we determine the longtime behavior of a dissipative form factor, which is the trace of the propagator, and use this as a diagnostic for the existence or absence of a spectral gap in the distribution of eigenvalues of the Lindblad generator. We find that simple generators with a single jump operator are slowly mixing, and relax algebraically in time, due to the closing of the spectral gap in the thermodynamic limit. Introducing additional jump operators or a Hamiltonian opens up a spectral gap which remains finite in the thermodynamic limit, leading to exponential relaxation and thus rapid mixing. We use the method of moments and introduce a novel diagrammatic expansion to determine exactly the form factor to leading order in Hilbert space dimension N . We also present numerical support for our main results.
The question of whether many-body systems reach equilibrium is perhaps the oldest in statistical mechanics, reaching back to Boltzmann's H-theorem [1] . Demonstrating the existence of thermalization, or lack thereof, is a foundational problem in statistical mechanics. Closely related to this issue is the question of how non-equilibrium systems approach equilibrium, in particular the dynamics of relaxation.
Since Boltzmann, the conditions under which thermalization is achieved have been clarified considerably, and there now seems to be a clear picture of the roles of chaos, ergodicity, and integrability in determining whether thermalization occurs in classical and quantum systems. However, there seems to be much left to say about the story of non-equilibrium relaxation, and characterizing for instance the typical time scales involved in the approach to equilibrium [2] .
Thermalization in classical systems is intimately tied to non-integrability and chaoticity of the microscopic dynamics. The quantum manifestation of chaos is the appearance of a universal random matrix theory (RMT) description of late-time dynamics and spectral statistics [3, 4] . The eigenstate thermalization hypothesis (ETH) provides the bridge between the universal RMT behavior and thermalization in quantum statistical mechanics [5] [6] [7] [8] [9] .
While it is valuable to clarify this story for isolated systems, they are still rather the exception in nature. It is natural to wonder if driven and dissipative systems also exhibit universal dynamical or steady state properties. Scattering theory has proven to be a fruitful approach to addressing the question of universality in open quantum systems. A conjecture for open chaotic scattering involving the distribution of phase shifts was proposed by [10] , as the open analog of the Bohigas-Giannoni-Schmit conjecture for level statistics in chaotic billiards [4] . In the scattering problem, the object of interest is the scattering S matrix whose poles are the scattering resonances. For a chaotic scattering region, the S matrix is described by Dyson's circular ensembles of random unitary matrices [11, 12] . Furthermore, the resonance width distribution in the limit of weak coupling to the continuum is described by the Porter-Thomas distribution, which is also reproduced by random matrix theory [13] (for reviews, see e.g. [12, 14] ). Many of these results have also received experimental support [15] [16] [17] [18] .
The dynamical signatures of quantum chaos in the presence of dissipation and decoherence have been taken up in, e.g. [19] [20] [21] [22] ). In the context of open chaotic scattering, the time evolution of decay functions or survival probabilities have been studied using random matrix theory [23] [24] [25] .
Motivated by the success of RMT in describing the dynamical signatures of thermalization in closed quantum systems, we seek to expand this to open quantum systems by studying a random matrix theory of quantum master equations. In particular, we are interested in the approach to steady state, and the typical relaxing behavior of open quantum systems. Our results appear to be consonant with the literature on classical open chaotic scattering, suggesting that these domains can be bridged, and that a RMT description of open quantum master equations can capture universal relaxation dynamics. This discussion mainly serves to provide a larger context for our work, and we leave the precise connection to quantum chaos as a direction for future research.
The spirit of the present paper is more in line with the original approach in nuclear physics to develop a statistical description of complex quantum phenomena. A statistical description of deterministic processes can only ever have a chance of being relevant when there are many degrees of freedom involved, allowing us to retain only the essential structure (e.g. hermitian vs non-hermitian) and symmetries (e.g. time-reversal, parity, etc. [26, 27] ), while eschewing complex microscopic details [11, 26, 28] . These are then maximum entropy ensembles subject to certain constraints imposed by the physical problem of interest [29] . This rule of thumb is borne out by the success of RMT in describing chaotic systems, whose motion in phase space is ergodic and highly mixing, as well as heavy nuclei which are highly complex interacting systems with many degrees of freedom. The universality of the statistical description is observed in properties which depend only on the general structure and symmetries. In developing a statistical description of non-equilibrium dissipative quantum dynamics, the ensembles we consider in this paper are the maximum entropy ensembles of generators of the quantum dynamical semigroup, which govern the quantum Markov master equation, more familiarly known as the Lindblad equation. The general representation of Lindblad generators splits the evolution into a unitary part, governed by a Hamiltonian, and a dissipative part involving jump operators. Selecting the Hamiltonian and jump operators from a random matrix ensemble then naturally leads to a random Lindblad generator. Furthermore, one may consider discrete symmetries as in [30, 31] , and their effect on the statistical properties of the master equation; we save this for future work, and consider here only ensembles without any additional symmetries. This work is a companion to Ref. [32] , which considers a slightly more structured ensemble of random Lindblad generators.
We now proceed to review the relevant results from the theory of open quantum systems which we will use to define our random matrix ensembles and introduce our main object of study.
Open quantum systems: Kraus Maps to Lindblad generators Quantum master equations provide a framework to study driven and dissipative quantum systems through the continuous time evolution of the density matriẋ
where the Liouvillian L is in general an integral operator, non-local in time, and possibly non-linear in ρ. Formally integrating the master equation one can define the dynamical map K t : S(H) → S(H) as a map acting on the space of density matrices S(H) over the Hilbert space H. We consider finite-dimensional Hilbert spaces, such that the Liouvillian and the dynamical map will have matrix representations as superoperators.
There exists a useful operator sum representation of linear maps on the space of density matrices due to Kraus [33] (and independently Choi [34] ). Such maps have come to be known as quantum operations or channels. The space of density matrices consists of complex-valued positive-definite hermitian matrices with unit trace. Any physically sensible dynamical evolution of the density matrix must preserve these properties. Kraus' theorem states that any completely positive and trace preserving (CPTP) quantum channel which takes ρ → ρ can be represented by
for some Kraus operators A k subject to the stated constraint. The crucial assumption which allows the explicit representation of the Krauss map is complete positivity, which ensures that every trivial extension of the map to an enlarged Hilbert space, which acts as the identity on this additional space, will preserve the positivity of the density matrix.
A subset of quantum channels are those which are parametrized by a continuous time variable and form a semigroup. A dynamical map forms a quantum dynamical semigroup (QDS) if it satisfies the following axioms
Axiom (1) is equivalent to the Markov property, and implies that a QDS necessarily describes Markovian dynamics. The Markovian assumption allows us utilize a fundamental theorem independently discovered by Lindblad [35] and Gorini, Kossakowski, & Sudarshan (GKS) [36] , concerning the classification of the generators of a QDS. The generator L of the QDS can be written (in the "diagonal" Lindblad basis)
We refer to the Liouvillian in this form as the Lindblad generator or superoperator, or simply the Lindbladian [37] .
We have split it up into two pieces: the first describes unitary Liouville-von Neumann evolution under a Hamiltonian H
which we refer to as the Liouville-von Neumann (LvN) generator for H. The dissipative part is described by a sum of dissipators D L for the operator L defined by the superoperator
The theorem imposes no constraints on the "jump operators" L a . The dissipative couplings γ a (also called dephasing rates), are required to be positive to ensure the convergence of the flow to a stationary state. The most general CPTP map of the Kraus form has N 4 − N 2 independent parameters, which translates to a general dissipator consisting of m = N 2 − 1 jump operators. However, the number of the jump operators, and the shape they take, is often informed by the physical problem at hand. We only consider Lindbladians with a number of jump operators which remains finite in the thermodynamic limit.
Sometimes, the entire dissipative contribution to the Lindblad generator is collectively referred to as the dissipator. To avoid confusion, we refer to (6) as the simple dissipator (also called the simple generator [38] ). Following the literature, we refer to the first term in (6) as the "recycling term".
Given the GKS-Lindblad representation of the generator for the quantum Markov master equation, we can define an ensemble of generators by taking the Hamiltonian and jump operators to be random matrices. In this paper, we consider matrices without any additional discrete symmetries, and for simplicity assume Gaussian distributed matrix elements. Thus, we take the Hamiltonian from the Gaussian unitary ensemble (GUE) of complex Hermitian matrices. We take the jump operators from the complex Ginibre ensemble of complex matrices with no symmetries. We also present results for the simple dissipator with jump operators drawn from the GUE and normal random matrix ensembles. The companion paper [32] finds some qualitatively distinct behavior considering the ensemble of random Lindbladians with Hamiltonian and jump operator drawn from the Gaussian orthogonal ensemble (GOE).
In this work, we study relaxation times under random Lindblad evolution by focusing on the dynamical map or propagator K t . Our approach is sensitive to the important question of whether relaxation occurs exponentially fast, and is thus rapidly mixing, or algebraically in time, and provides details of the large N behavior of the spectral gap and the dynamical scaling of the propagator. In [32] , we employ numerical techniques combined with perturbation theory to study directly the spectrum of the Lindblad generator with GOE operators. Here, we lay out a diagrammatic approach to studying random Lindblad generators using the method of moments. Our main results are summarized in the next section.
Main Results
The primary object of study in this paper is the dynamical map or propagator
which forms a single parameter representation of a quantum dynamical semigroup. We take the Liouvillian to be of Lindblad form. Since we consider a finite N -dimensional Hilbert space, we work with the N 2 × N 2 matrix representation of the Lindblad superoperator, in which the propagator is just the exponential of the Lindbladian. We access asymptotic relaxation by studying the dissipative form factor for the Lindbladian
which reduces to the spectral form factor (normalized by N 2 ) for unitary Liouville-von Neumann evolution without a dissipator. Here, the angular brackets indicate averaging over the relevant ensemble of Hamiltonian and/or jump operator(s). The form factor is nothing but the moment generating function for the Lindblad superoperator, where the trace moments are defined
Here, L n is the n th matrix power of the Lindblad superoperator, which is equivalent to the matrix representation of the n-fold composition of the map L : B(H) → B(H) acting on the vector space of linear operators B(H) over H.
The form factor (8) is closely related to Uhlmann's "transition probability" [39] , or mixed state fidelity [40] f (t) = tr (ρ(t)ρ(0)) ,
which provides a measure of decoherence due to interaction with an environment [41] . In the thermodynamic limit, where the system's Hilbert space dimension N → ∞, the ensemble-averaged fidelity for an initial pure state is given by
The asymptotic behavior of Uhlmann's fidelity was considered in [42] and shown to exhibit non-trivial scaling behavior tied to the non-orthogonality of eigenvectors of the Lindblad generator. As a result of the ensemble averaging, the dissipative form factor, and thus the fidelity, does not carry any direct information about eigenvectors. Our results for F (t) can be imported into (11) to recover the long-time behavior of the fidelity. In Refs. [20, 43] , (11) was referred to as the survival probability function [44] . The adjoint Lindblad generator L † governs the time evolution of observables A(t) = e tL † A(0), and can be used to compute ensemble-averaged autocorrelation functions C(t) = A(t)A(0) (assuming A(0) is traceless for simplicity)
once again illustrating the central role of the form factor in the ensemble-averaged dynamics. Most significantly, such autocorrelation functions can be measured in NMR experiments on echo dynamics [45] . It is also useful to introduce here the spectral gap of the Lindblad superoperator, which is defined for finite N by
where σ(L)/{0} denotes the eigenvalue spectrum of the Lindbladian excluding the zero modes. Since Re(z i ) ≤ 0 for all eigenvalues of L, the spectral gap is a positive real number. We use the same notation to denote the statistical average of the spectral gap over all ensembles at a fixed N . The form factor F (t) decays exponentially (algebraically) if and only if ∆ stays finite (vanishes) in the thermodynamic limit. We state our main results as propositions below. To get there, we must first introduce the concept of a non-crossing truncation of the Lindblad superoperator.
Definition 1 (non-crossing truncation). The non-crossing truncation of the simple dissipator is defined bỹ
which consists of removing the recycling term 2L ⊗ L † . The non-crossing truncation of the LindbladianL consists of replacing all simple dissipators with their non-crossing truncation.
The terminology "non-crossing" comes from the diagrammatic analysis we develop in Sec.(2.1), where its meaning is made clear. Briefly, the density matrix can be viewed as an element of H L ⊗ H R , where H L and H R are left (bra) and right (ket) identical copies of the Hilbert space. Some operators appearing in the Lindbladian act as the identity on one of these spaces, such as the term L † L ⊗ 1 which acts trivially on the right Hilbert space. On the other hand, the recycling term L ⊗ L † acts nontrivially on both the left and right Hilbert space. The non-crossing truncation involves just removing the terms in the Lindbladian which act nontrivially on both left and right Hilbert spaces; these are precisely the recycling terms.
Our next result is crucial for establishing most of the following propositions (unless otherwise noted):
Lemma 1. Let the jump operators be complex Ginibre random matrices [46] . To leading order in N , the trace moments of the Lindblad superoperator are determined by the non-crossing truncation
Our proof of this lemma relies on the graphical calculus developed in Sec.(2.1). The proof is completed in two stages: first for a single jump operator in Sec.(2.1), and next for multiple jump operators in Sec. (3) . In the case of the former, its proof is a stepping stone to the first proposition:
Proposition 1 (Simple Dissipator: complex Ginibre ensemble). Consider a simple generator (6) with the jump operator L a complex Ginibre random matrix, i.e. L ij ∈ C are i.i.d. complex Gaussian variables with variance
The dissipative form factor for this generator is
where I n (x) is the modified Bessel function of the n th kind.
In particular, at long times, the dissipative form factor for the simple dissipator decays as a power-law F (t) ∼ t −1 . Therefore, the spectral gap closes for a simple dissipator with complex Ginibre jump operators. We present numerical evidence that this closing occurs as ∆ ∼ N −2 in Sec.(2.1), implying a diffusive dynamical exponent for the relaxation time τ ∼ N z with z = 2 [47] . It is also worth mentioning that F (∞) = N −2 , as a consequence of the existence of a unique stationary state D L [ρ ss ] = 0 [38] .
A close relative of the complex Ginibre ensemble is the ensemble of random normal matrices [48] . Both ensembles have the same eigenvalue joint probability distribution function, but their effect on the phenomenology of the dissipator is quite distinct. While the dissipator with Ginibre jump operators has a unique steady state, there are exactly N stationary states for normal matrices. The dissipative form factor also exhibits different power-law relaxation in the two cases, which we state presently.
Proposition 2 (Simple Dissipator: Random normal matrix). Consider a simple generator (6) with the jump operator
The exact dissipative form factor for finite N is
At N = ∞, the second term takes over and
The derivation of (2) appears in Appendix (B), and does not require Lemma (1), using instead exact results for the eigenvalue density correlation functions in the random normal matrix ensemble [48] .
The only difference between the Ginibre and normal matrix ensembles is the eigenvector statistics, which is trivial for the latter. It is natural that non-orthogonality of eigenvectors in the Ginibre case leads to a slower rate relaxation. Furthermore, the relaxation time with normal jump operators scales as τ ∼ √ N , which means the steady state is achieved much sooner than in the Ginibre case.
For the sake of comparison, we also discuss the simple dissipator with GUE jump operators in Sec. (2.3). The spectral gap here also closes, and the form factor scales as F (t) ∼ t −1/2 at long times. Nevertheless, the relaxation time τ ∼ N 2 , as in the Ginibre case. The simple dissipator turns out to be rather exceptional in its algebraic relaxation to equilibrium. As we see next, considering even a single additional jump operator in (6) immediately leads to exponential relaxation, indicative of the opening of a thermodynamic spectral gap.
Proposition 3 (Multiple Jump Operators). Let H = 0 and m be finite such that m/N → 0 as N → ∞. For a = 1, ..., m, let the jump operators L a be independent complex Ginibre matrices with identical variance as in Prop. (1) . The dissipative form factor in the long-time limit is given by
for a constant C = O(1) given in Eq. (86) . Here, the asymptotic decay rate is determined by the spectral gap ∆ and given by
The proof requires Lemma (1) and appears in Sec. (3) . The opening of a spectral gap is responsible for the exponential relaxation of the form factor, and consequently the ensemble-averaged fidelity and autocorrelation function.
The existence of a unique steady state for the dissipator with multiple jump operators implies again the asymptotic limit F (∞) = N −2 [49] . For finite systems, the exponential relaxation indicates that this expression is valid on relaxation time scales which are roughly τ ∼ 
where the first and second terms are defined in Eq. (5) and Eq. (6), respectively, with γ ∈ R + a positive real-valued constant independent of N .
The large N form factor at long times is bounded above by
with the spectral gap ∆ = 2δ, where δ is the spectral gap of the corresponding non-
As before, the asymptotic decay rate is determined by the emergence of a spectral gap in the thermodynamic limit. That the random non-Hermitian Hamiltonian should have a spectral gap is a remarkable fact first discovered in [50] . This proposition shows that the leading order behavior of the form factor is determined by the non-unitary dynamics induced by the effective non-Hermitian Hamiltonian.
Lemma (1) is necessary to show that the spectral gap is determined by the non-Hermitian Hamiltonian, and the derivation of the inequality for the resulting form factor is given in Sec. (4) . The functional form of this spectral gap was found in [50, 51] , and is re-derived in Appendix (D) using straightforward algebraic techniques. In particular, the spectral gap has the asymptotic scaling ∆ ∼ γ for small γ, and ∆ ∼ γ −1/3 at large dissipative coupling. The observation of exponential decay at large dissipative coupling is reminiscent of the quantum Zeno effect (see e.g. [52, 53] ), though the non-analytic scaling of ∆(γ) is perhaps unusual in this context.
The form factor for the simple Lindbladian is in fact a damped oscillating function of time. In the γ = 0 limit, the unitary evolution produces a dynamical scaling t −3 , well known from the spectral form factor averaged over the GUE (see (C16)). In the opposite limit, Prop. (1) shows that the power-law becomes t −1 . Our methods do not grant access to the detailed structure of the eigenvalue distribution of the Lindblad superoperator. The reason is that the moment generating function (form factor) is the Laplace transform of the holomorphic Green's function, whose domain of validity is outside the support of the eigenvalue density. Nevertheless, the holomorphic Green's function is sufficient to extract one of the most basic properties of Lindblad evolution, which is its mixing behavior, and can thus identify the existence of a spectral gap.
Discussion and Background
Our main results support the claim that generic Lindblad equations relax exponentially. A mathematical consequence of this type of relaxation is the existence of a spectral gap in the spectrum of the Lindblad superoperator. Exponential relaxation of the form factor in the limit of large N implies that the bulk spectrum (sometimes called the essential spectrum) is separated from the imaginary axis by a finite gap. However, it does not exclude the possibility of a subextensive o(N 2 ) number of isolated eigenvalues residing within this bulk spectral gap (see [54] for examples of such isolated eigenvalues of the Frobenius-Perron operator in classical dynamics). In fact, it was found in Ref. [32] that for the simple Lindbladian with H and L drawn from the GOE, for large values of dissipative coupling a single isolated eigenvalue appears to split off from the bulk spectrum, which remains gapped. While preliminary investigations do not reveal such an isolated mode for the ensembles considered in this paper, its occurrence is not strictly ruled out.
On the other hand, algebraic relaxation of the dissipative form factor is a clear signature of the spectral gap closing in the thermodynamic limit. We have seen that this occurs for simple dissipators (Props. (1) and (2)), whether the jump operators are non-hermitian, normal, or hermitian, and have checked this for these three cases with full random matrices. The power-law is different for all three, scaling as t −1 (Ginibre), t −2 (normal) and t −1/2 (GUE). These disparate relaxing behaviors lead to relaxation times of the form factor which scale as τ ∼ N z , with a diffusive dynamical exponent z = 2 for the Ginibre and GUE, and z = 1/2 for the normal jump operators.
For the Hermitian jump operators, the relaxation time is in fact the Heisenberg time, since the mean spacing of eigenvalues of the dissipator is N −2 . This interpretation is not directly applicable to the dissipator with non-hermitian jump operators, since in this case the eigenvalues are complex valued. However, as we show later, the complex Ginibre relaxation is controlled by its "non-crossing truncation", which consists of Wishart matrices. In this setting, the level spacing once again scales as N −2 . Such relaxation times are observed in closed quantum systems as well [7, 9] . As for the random normal matrix, the unusual scaling of the relaxation time suggests that the asymptotic relaxation rate is controlled by the boundary of the distribution of eigenvalues, along which the eigenvalue density (which is a proxy for level spacing) is expected to scale like 1/ √ N . Finally, we remark that the time scales we have access to in our asymptotic analysis are likely semi-classical in nature. We only have a heuristic justification for this. In Ref. [21] , it was argued that for open chaotic systems, the survival probability, which is known classically to exhibit exponential decay, experiences significant quantum fluctuations on an intermediate time scale that can be parametrically smaller than the Heisenberg time, but still diverging with N . The classical dynamics then holds for times up to this quantum time scale, which is set by the mean spacing between scattering resonances on the complex plane (as opposed to the energy level spacing which sets the Heisenberg time). In our asymptotic analysis, we work with the limit in which the mean spacing of the Lindblad eigenvalues tends to zero. Furthermore, our results are qualitatively similar to those appearing in classical chaotic scattering [55] . For these reasons, we speculate that large N random Lindbladians display dynamics which is morally classical, despite not necessarily having a clear classical limit.
Rapid Mixing and Spectral Gap in Open Quantum and Classical Systems In the broadest context, our results concern the property of mixing in dynamical systems, which appears commonly in ergodic theory [56] . The mixing time is the characteristic time scale required to reach the stationary state or equilibrium. For classical and quantum Markov processes, exponential relaxation toward steady state is referred to as rapid mixing [57, 58] .
For a quantum Markov process, the rapid mixing property is controlled by the spectral gap (13) of the Lindblad generator, sometimes referred to as the dissipative gap [59] . For finite-dimensional systems, the spectral gap determines the slowest decay rate. In the thermodynamic limit, the spectral gap might close, leading to the possibility of observing algebraic relaxation of certain observables or correlations functions [60, 61] , and also potentially signaling a dissipative quantum phase transition [62] [63] [64] [65] . The role of the spectral gap in relaxation times of Lindblad dynamics was studied extensively for a particular class of boundary-driven Lindblad evolution in [59] .
The gap also has implications for the stability of the resulting steady state to perturbations of the generator of time evolution [58, 66] , as well as for the clustering of correlations between local observables [67, 68] . In Ref. [69] , the existence of a spectral gap is proven for a certain class of Davies generators, which are generators of Lindblad form constructed explicitly to relax to thermal equilibrium.
Random quantum channels are also known to exhibit a spectral gap. In this setting, the steady state is an invariant state under the map, and has eigenvalue equal to unity. The rest of the eigenvalues are contained in the unit disk. If the spectral radius (i.e. largest eigenvalue in absolute value) is strictly less than unity, these operators are said to have a spectral gap. Using the Kraus representation, Ref. [70, 71] proposed a random ensemble of quantum channels based on their action on the orthonormal basis of SU (N ) generators. The result for a quantum channel with m Kraus operators was a spectrum resembling the real Ginibre matrix ensemble [46] , supported on a circle with radius 1/ √ m < 1. Random quantum channels induced by Haar-distributed random isometries were introduced in [72] and studied extensively in the quantum information context [73, 74] . Recently in Ref. [75] , such maps were shown to have a spectral gap in the limit of large Hilbert space dimension and for a fixed number of Kraus operators. This follows on previous work [76] which proves a spectral gap for a quantum channel in which a fixed number of Kraus operators are taken as Haar distributed unitaries.
A similar approach considers maps describing open quantum systems obtained by projecting an N dimensional random unitary onto a smaller M dimensional subspace, resulting in a "truncated" unitary matrix. The spectrum of truncated random unitaries was studied in [77] , and shown to exhibit a spectral gap in the N → ∞ limit when M/N is kept fixed.
The spectral gap also appears to be a manifestation of quantum chaos, whereas its closing indicates the emergence of integrability. In Ref. [78] , the projection technique was used to quantize a classical open chaotic map. They observed a spectral gap in the quantum map, indicating a minimal resonance lifetime. Ref. [79] determines a condition for the existence of a spectral gap in quantized open chaotic maps (i.e. quantum maps which have a clear chaotic classical limit) related to the topological pressure of the dynamics that is recovered in the classical limit [81] .
There do exist some noteworthy connections between dissipative chaotic systems and random matrix theory. In dissipative quantum systems with a chaotic classical limit, the eigenvalues of the dynamical map were argued to exhibit a universal cubic level repulsion [82] , reviewed in the book [83] (see also [84] ). A semiclassical expression involving periodic orbits was found for the trace of a discrete time dynamical map for the dissipative kicked rotor (analogous to our dissipative form factor) in [85] , (for a nice review, see the monograph [84] ). In the classical setting, the dynamical map acting on the probability density function is the Frobenius-Perron (FP) operator, and the eigenvalues are known as the Pollicott-Ruelle (PR) resonances. The spectral gap in the dissipative kicked rotor model was shown to be determined by the leading Pollicot-Ruelle resonance of the FP operator [84] .
Along these lines, Refs. [86] and [87] consider quantum maps with well-defined classical limits, and found that the PR resonances governed the asymptotic decay rates of the quantum system. In [86] , it was argued that a spectral gap in the quantum map is symptomatic of ergodicity and mixing of its classical limit, whereas a closing spectral gap appeared to coincide with integrability. Classical chaotic scattering also exhibits a gap in the distribution of resonances, related to a quantity known as the topological pressure, also observed experimentally [88] .
Indeed, the dynamical consequences of proximity to integrability have been studied in the classical setting. Ref.
[89] observe a crossover from exponential to power-law decay of auto-correlation functions in the stadium billiard, connected to the presence of arbitrarily long regular motion in the evolution of stochastic (ergodic) orbits.
Classical chaotic scattering is also known to show a transition from exponential to power law decay of survival probability of a particle in a scattering region, depending on the existence of KAM tori in phase space (see e.g. [90] or the monograph [91] ). Our results are curiously consonant with the conclusions of Ref. [55] on classical chaotic scattering, which argues that algebraic decay is unstable to the presence of dissipation, and exponential decay takes over for any amount of dissipation. In the context of open quantum systems, we find that Hamiltonian evolution with the addition of dissipation leads to exponential decay of fidelity (11), which becomes the survival probability for pure Hamiltonian evolution. These results suggest that random Lindblad dynamics in the large N limit are somehow semi-classical in nature, and capture qualitative features of fully chaotic classical systems.
SIMPLE DISSIPATOR WITH A RANDOM JUMP OPERATOR

Complex Ginibre Ensemble
In this section we provide part of the proof of Lemma (1), and as a first application prove Prop. (1) . The techniques which are developed in this section will be called upon later to provide the proofs of (3) and (4). Our approach to studying the dissipative form factor is to develop a diagrammatic calculus for calculating moments of the dissipator (for now dropping the subscript appearing in (6) for notational convenience)
when the jump operator is a complex Ginibre random matrix with i.i.d. complex Gaussian entries with zero mean and variance
We begin with some descriptive numerical results to help us anticipate the structure of our final result. The eigenvalues are entirely contained in the left-hand complex plane, and form a droplet which has maximal density close to the origin (see Fig.(1) ). The hermiticity preserving property of the QDS generator (
] also implies that the eigenvalues are either real or come in complex conjugate pairs. For this reason, the density is symmetric under reflection across the real axis. The distribution of eigenvalues is highly reminiscent of that for real Markov generators [92, 93] , which are real Ginibre matrices whose columns sum to zero [80] .
The spectral gap exhibits a clear N −2 scaling with Hilbert space dimension in Fig.(2) , indicating that in the thermodynamic limit the spectral gap will close. We prove this assertion below.
It is not possible to describe the spectrum of (21) in a simple way in terms of eigenvalues or singular values of L, and we have not found an expression for the joint probability distribution function of its eigenvalues. Such shortcomings rule out the possibility of pursuing many classic approaches in RMT such as the method of orthogonal polynomials or the Coulomb plasma mapping. Instead, we appeal to another popular approach which involves developing a systematic large N diagrammatic expansion of the moments. First, we discuss some basic symmetry properties of the moments. Expressed as a rank-four tensor, the dissipator has the property
This is a consequence of the dissipator being trace-preserving, and it can be seen directly from the representation
Furthermore, this property holds for all matrix moments of the dissipator superoperator
where the meaning of D n is the n-fold composition of the map with itself. In the tensor notation, for instance,
where summation over repeated indices here is implied. As a consequence of this symmetry, the propagator
which is another statement of the conservation of probability, since it implies tr(ρ(t)) = tr(ρ(0)). This constraint will be preserved upon ensemble-averaging over the jump operators. The most general form for the average matrix moment of the dissipator is
First of all, we will show that C n = 0. The matrix moment is the sum of many terms, all of the form
where X is a string of L and L † L, and Y is a string of L † and L † L. Ensemble averaging over the complex Gaussian matrix fields L requires Wick contraction between pairs L and L † . Therefore, in order for a contraction to produce
However, the structure of the moments implies that these combinations are impossible. From (29), all we can hope to find are combinations
is impossible in general to find a contraction producing δ il (an identical argument applies to δ kj ) and we must have C n = 0. Note that these arguments fail for GOE jump operators, for which C n does not vanish.
Next, the constraint (25) implies that
which is only possible if A n + N B n = 0. Using this, we see that the averaged trace moments of the dissipator are given by A n ,
The factor N 2 − 1 which appears in the denominator is the maximal number of non-vanishing eigenvalues of the dissipator, since there is a single unique zero mode [38] . A simple counting implies that for the variance which scales with N −1 as in Eq. (22), the moment A n should be order O(1) with N −1 corrections. Thus, we find the general formula for the matrix moment in terms of the trace-moments
As a consequence, the average propagator has the power series expansion
where
is the moment generating function. Accordingly, the disorder-averaged density matrix obeys
This expression is somewhat misleading, since it seems to imply that the steady state is the uniform state proportional to the identity. However, it is known that the steady state is given by [38] 
which is clearly not the uniform state. The discrepancy clearly comes from the order in which we do things. If we take an ensemble average before sending t → ∞, then indeed the evolution tends to take the state to the infinite temperature, maximal entropy state. However, if we quench "disorder" and run t → ∞, the nature of the steady state is far from uniform, and in fact appears to have relatively low entropy.
With the propagator in hand, we can calculate the dissipative form factor by taking the trace i,j K t,ijij to find
Developing the generating function as an asymptotic series in
.., we have in the large N limit
Our primary concern will be to understand the time evolution of G 0 (t). If this exhibits power-law decay, then we can say confidently that the eigenvalue spectrum of the dissipator is gapless. Having isolated the main object of study, we develop now the graphical calculus which is used to calculate the moments, and thus the generating function, to leading order.
We begin with a simple example -the mean-field dissipator. It can be evaluated exactly to yield
The mean-field dissipator is the generator of a depolarizing channel [57] ,
which has a spectral gap, and is thus rapidly mixing. We now show that taking fluctuations (higher moments) correctly into account will collapse the spectral gap. In order to do this, we introduce our diagrammatic thinking. First of all, since we are dealing with rank-4 tensors, we need four external legs. The tensor product structure of the dissipator in (21) allows us to organize these four external legs into two edges. The identity matrix in this notation is δ ik δ jl and is represented by two parallel lines connecting i to k and j to l. From this starting point, we indicate the insertion of a jump operator by a pair of colored dots, as in Fig. (3a) , representing the indices of the matrix L. Then we have L † L ⊗ 1 represented in Fig. (3b) ; L ⊗ L † in Fig. (3c) ; and 1 ⊗ L † L represented in Fig. (3d) . In taking the expectation value, we must perform a Wick contraction to evaluate the correlators of complex Gaussian fields. This is accomplished by connecting red to black, and filled to open. Figure ( Equipped with these diagrammatics, we can compare the exact second moment of the dissipator with its diagrammatic representation. A direct, if tedious, calculation reveals that the second matrix moment is
The O(1) second-order diagrams which are shown in Fig.(5) (all second-order diagrams are presented in Fig.(15) ). Since these must all be multiplied by the variance squared (v/N ) 2 , the infinite N limit will preserve only diagrams of order N 2 . This is only possible if under Wick contraction, the diagram includes two closed loops. It is clear that order Having found the structure of the leading order diagrams, we are left with the challenge of correctly counting them. This is basically done if we simply remove the recycling term when calculating the moment. Note that for the second moment, we can recover the leading order moment by looking at the simpler problem
More generally, these considerations lead us to conclude that the leading order diagrams are completely accounted for by the "non-crossing trunctation" of the dissipator
This concludes the proof of a special case of Lemma (1) for simple dissipators. We finish the proof in Sec.(3) for multiple jump operators. Now, we proceed to evaluate the leading order form factor.
The non-crossing truncation in (44) significantly simplifies the problem, since now we can use the eigenvalues u i of L † L (i.e. the squared singular values of L) to compute M n = lim
The distribution of these eigenvalues follows the Marchenko-Pastur law for complex Wishart matrices
where we have ρ w (x) = 1. We also note here that this distribution follows from the resolvent
which we will make use of later on. The leading order generating function then follows immediately, and is given by
Along with (39) , this proves our first proposition (1). The asymptotic behavior of the modified Bessel function implies that for long time, the exponential factor will disappear and the dynamics follows a power-law F (t) ∼ t −1 . Since there is a unique steady state, the asymptotic limit of the form factor is F (∞) = N −2 . Therefore, we expect the large N behavior to be relevant on time scales t −1 >> N −2 , i.e. t << N 2 . However, finite size numerics indicates that a second regime takes over at times t ∼ O(N ) interpolating between large N behavior (48) and the asymptotic limit N −2 . This is an indication that the sub-leading O(N −1 ) correction to F (t). 
Complex Random Normal Matrices
Here we consider a simple generator with the jump operator taken to be a random normal matrix satisfying [L, L † ] = 0. The eigenvectors of a general normal matrix form an orthonormal basis τ i |τ j = δ ij where L|τ i = τ i |τ i . The eigenmodes of the dissipator are then |τ i τ j | for all i, j = 1, ..., N , with eigenvalues
Since z ii = 0 identically, there exist exactly N zero eigenvalues. The mean density of eigenvalues is defined by the ensemble average of the density function
Apart from the N exact zero modes, the eigenvalues lie inside a shifted circle defined parametrically by
where (x, y) ∈ R 2 are coordinates on the real plane (see Fig.(7) ). This demonstrates that the spectral gap is zero in the thermodynamic limit, which leads to the algebraic relaxation of Prop. (2) . This result follows by direct computation, which is given in full detail in Appendix (B), and accomplished by utilizing the exact result for the n-point eigenvalue distribution functions
where the kernel function is given by
In particular, the dissipative form factor is
and the two-point density correlation function is
In the large N limit, and setting v = 1, the form factor behaves as
The asymptotic expansion up to order O(1) is presented in Appendix (B). The power-law relaxation as t −2 is consistent with the closing of the spectral gap. In Fig.(8) , we compare the exact form factor with the leading order asymptotic formula, to illustrate the regime in which the leading order behavior is relevant. The form factor appears to saturate around τ ∼ √ N , before which it is well described by the large N behavior. Since the asymptotic limit is known to be F (∞) = 1/N , we expect that the asymptotic value takes over when t −2 << N −1 , i.e. t > √ N . Note that, unlike the simple dissipator with Ginibre jump operators, the asymptotic value enters at the same order as the sub-leading correction to F (t). Consequently, the cross-over regime observed in Fig.(6) is not observed in Fig.(8) .
Gaussian Unitary Ensemble
For Hermitian jump operators, the simple dissipator can be written as the square of the Liouville-von Neumann operator
which acts on the density matrix as a nested commutator
. We work exclusively with the Gaussian unitary ensemble, in which L ij ∈ C with mean zero and variance L ij L kl = v N δ ik δ jl . As in (49), the eigenvalues of the dissipator z ij can be written in terms of the eigenvalues of the jump operators, and are given by
now being real-valued since τ i ∈ R are the eigenvalues of an hermitian L. As with (49) , there exist N exact zero eigenvalues of the dissipator, along with a distribution on the real line which can be extracted from the resolvent
which in the large N limit evaluates to with N −1 corrections (see Appendix (C)). Obviously, this limit completely misses the N zero eigenvalues, which will appear as a simple pole at z = 0 with residue N −1 . The density of eigenvalues is obtained from the resolvent
+ ), and plotted in Fig. (9) . These results follow directly from the method of moments [28] . Writing the resolvent as a Laurent series for large z away from the real axis gives
where we define the k-th trace moment of the GUE dissipator
In the large N limit, the two-point density correlation function can be approximated by the product of one-point densities. This approximation neglects the eigenvalue correlations. Defining M k = (−v) −k lim N →∞ µ k , we have the explicit expression
where the asymptotic mean density is the well-known semi-circle distribution
The moments (64) clearly obey the recursion relation
Inserting this into the Laurent series (62) and taking derivatives in order to massage the sum back to its original form, we arrive at the hypergeometric equation for the rescaled resolvent F (ζ) = −vG(1/ζ),
which is solved by (61) . The method of moments is also the most effective way to compute the dissipative form factor, which in this case can be compactly represented as as a hypergeometric function
which relaxes algebraically at long times
The power-law in this case is expected since the spectral gap closes in the thermodynamic limit. However, the rate of relaxation is slower than both the complex Ginibre and random normal dissipators above. The technical reason for this is the 1/ √ x (integrable) divergence of the spectral density close to the origin. To see this, we may use the Pfaff transformation (C13) to find the resolvent (61) near the origin
which closely resembles the resolvent for the Marcenko-Pastur distribution. The 1/ √ x divergence of the density thus becomes manifest, see Fig.(9) .
If we repeat the arguments in the previous section to estimate the relaxation time in terms of the Hilbert space dimension, we expect the large N form factor to be valid for times t −1/2 ≥ N −1 , which gives τ ∼ N 2 as approximately the relaxation time after which the dissipative form factor can be expected to saturate, identical to the case with complex Ginibre jump operators. The same algebraic decay was found in Ref. [43] for the decay of purity under Lindblad evolution in which the jump operator and the Hamiltonian are identical and drawn from the Gaussian orthogonal ensemble.
DISSIPATORS WITH MULTIPLE JUMP OPERATORS
In this section, we are concerned with the proof of Proposition (3) for the long-time behavior of the propagator for the dissipator with multiple jump operators
where L a are independent complex Ginibre matrices whose elements have zero mean and variance |L a,ij | 2 = v a /N . We assume m is finite in the large N limit. In Sec.(2.1), we proved Lemma (1) for a simple dissipator. Here, we extend the argument to multiple jump operators, completing the proof. Let us introduce the Hermitian matrix
In terms of which the dissipator can be written
The leading order term in the k th moment of D k will be order N k . This obviously requires the diagrams to be planar, since a contraction with intersecting lines will reduce the number of closed loops. However, according to our graphical calculus, this requirement is not enough. A planar diagram which has contractions that connect the two edges must necessarily be subleading. We can see this inductively. For a single crossing, the edges which accomplish the crossing cannot participate in a closed loop, making it impossible to produce k loops. Thus, such diagrams are at most order N k−1 . If there are two crossing contractions, then a closed loop can form which connects the edges; however, this closed loops then must involve two contractions, making it also order N k−1 at most. With three crossing contractions, we have N k−2 , since out of the three crossing contractions we can construct at most one closed loop. Proceeding, we see clearly that for p crossing contractions on the k-th moment, the diagrams are at most order N k−p+ p/2 , where p/2 is the largest integer q ∈ Z such that q ≤ p/2 (in other words, if p is even, q = p/2, otherwise q = (p − 1)/2). We conclude that the leading order diagrams are both planar and non-crossing. The insertion of any number of recycling terms will require a crossing contraction, and therefore be subleading to N k . These arguments concern the topology of the diagrams which are possible for Ginibre jump operators, and are insensitive to the number of jump operators, and therefore apply to (71) for all m. The diagrammatics thus tells us that we will successfully capture the leading order trace moment by neglecting the recycling term and taking the N → ∞ limit of the non-crossing truncation of the dissipator
This completes the proof of Lemma (1) for the case of multiple jump operators. The limit which appears on the right-hand side is necessary, since the moments of the dissipator are not strictly equivalent to the moments of the non-crossing truncation of the dissipator at subleading order. As we emphasized before, this is essentially a trick which allows us to count the planar diagrams for which the two edges are disconnected.
As the sum of m independent random Wishart matrices, we may find the eigenvalue density of M using the methods of free probability theory. This requires first computing the self-energy Σ (known as the R-transform in free probability theory, see Theorem 18 of Ref [95] ) of the single Wishart matrix L † L (which we do not normalize by N ). By inverting the resolvent Eq. (47), we find for the single Wishart matrix
from which we find the self-energy by definition
The self-energy for a sum of m Wishart matrices with different v a is given by the sum of self-energies (which is the famous result that the R-transform is additive for free random variables)
The resolvent for M then follows implicitly by the equation
We consider two scenarios for simplicity below.
Two Distinct Jump operators Here we consider the case with two jump operators with variances v 1 = 1 and v 2 = γ. The self-energy is
The resulting resolvent has a spectral gap which scales linearly in γ for small γ and tends to a constant as γ → ∞. This follows from an obvious duality in the eigenvalue density for
The small γ gap follows easily from first order perturbation theory, and scales linearly in γ, which implies that ρ γ (x) = 0 for x < δ ∼ γ. Therefore, at large γ, the dual density ρ 1/γ (x/γ) = 0 for x/γ < δ ∼ 1/γ. Therefore, ρ γ (x) vanishes for x < ∆ ∼ 1 for large γ. A plot of the leading order eigenvalue density for various γ is presented in Fig.(10) .
The existence of a spectral gap in M implies exponential decay of the dissipative form factor. We explore this in more detail in the next section. (80), the γ = 0.1 curve will collapse to the γ = 10 curve. γ = 1 represents a self-dual point, and is described by Eq. (83) for m = 2.
Identical Jump Operators Now we consider m jump operators with the same variance v a = v. The self-energy is
which allows us to find a simple expression for the holomorphic resolvent
The density of eigenvalues in terms of the dimensionless variable ξ = x/v is
The leading order contribution to the moment generating function for the dissipator is
At large times, the integral is dominated by values of ut ∼ O(1). Defining the new variable u = ut, we get the asymptotic expression for large t
which completes the proof of Prop. (3), and gives the explicit formula for the constant coefficient C.
SIMPLE LINDBLADIAN
In this section, we provide the proof of Proposition (4) and elaborate on the structure of the spectral gap. We consider here the simple Lindblad superoperator where H is a complex hermitian random matrix drawn from the Gaussian unitary ensemble with zero mean and variance H ij H kl = N −1 δ ik δ jl , the jump operator L is a complex Ginibre random matrix with variance L ij L kl = N −1 δ ik δ jl , and the dissipative coupling γ > 0. In terms of the non-Hermitian Hamiltonian
We will refer toL as the non-unitary LvN generator (which is the non-crossing truncation per Def. (1)), while the second term is the recycling term. Lemma (1) implies that the moments of the Lindbladian are to leading order given by the diagrams with disconnected legs, which follows in a way basically identical to (74) 1
One can construct a biorthogonal basis for K using right-eigenvectors satisfying K|R i = z i |R i , and left eigenvectors
The conjugate transpose of the right eigenvectors satisfy (
Using these facts, it is easy to see that the eigenmodes of the non-unitary LvN superoperator are given by |R i R j | with the spectrum
From this, we find that the moment generating function for the simple Lindbladian is given to leading order by
where the mean density for the non-hermitian Hamiltonian is defined as usual by
The form factor (92) was also considered in Ref. [96] , where it was interpreted as a survival probability for nonunitary LvN evolution. In [97] , it was calculated for a related effective Hamiltonian with a lower-rank non-hermitian deformation in the weakly open limit, and related to the spectral autocorrelation function describing the induced photodissociation of molecules. Using the results in Appendix (D), the moment generating function for the density can be written where the boundary of the support of the density is described by the curve
and the density contained in this curve is independent of y and given by
Note that we have switched to the convention used in Appendix (D), where we computed the density for the "rotated" matrix iK. Since the spectrum of iK is symmetric about the x axis, the spectral gap δ is given by the smallest realvalued x min which solves (95) when y = 0. The resulting cubic equation for x has explicit solutions, though their complicated form is not illuminating. In Fig.(12) , x min (γ) is plotted revealing a non-monotonic function of the dissipative coupling. The spectral gap is known to close in both the γ = 0 and γ → ∞ limits, and obtains a maximal value when γ = O(1). The asymptotic behavior of the gap can be easily determined in the small γ limit from the solution to
whereas for large γ, we can insert the scaling ansatz x = γ −α , and find
To obtain the large t asymptotics, we first perform the y integration for the moment generating function
where the lower limit is set by the spectral gap, while the upper limit is the largest real-valued solution to (95) with y = 0. This has the obvious upper bound
which leads directly to an upper bound for the form factor The integral can be evaluated directly using the exact form of the resonance width distribution (96)
where the indefinite integral is given by
At large time, we may use the definition of the exponential integral and its asymptotic behavior
to find the leading behavior of I b (t) at long times
This shows that I xmin (t), which has a slower decay rate, will be dominant at late times. Then plugging this into the expression (101) leads to the result stated in Prop. (4),
where δ = x min is the spectral gap of K. This result is strictly valid only for γ = {0, ∞}, since the limits t → ∞ and γ → 0 (∞) do not commute in the expression for I b (t). We compare our asymptotics and upper bound with the exact numerical form factor in Fig.(13) . An observation we have made is that the exact form factor never seems to dip below its asymptotic value at any intermediate times, even though the large N asymptotic formula (99) does hit zero. Increasing N in Fig.(14) shows a clear trend of the first minimum in the form factor getting deeper with increasing N . This gives support to the conclusion that in the asymptotic limit, the form factor does vanish at finite time of order ∆ −1 and determined solely by the dissipative coupling. The figure also indicates the regimes where the large N asymptotics fails in finite-sized systems. This is approximately when the first subleading O(N −1 ) correction takes over, and occurs before the leading asymptotic formula dips fully below F (∞). The asymptotic formula is an excellent fit to the exact numerical F (t) for F (t) > 1/N , and compares favorably for intermediate times when Numerically exact form factor F (t) for various N approach the leading order asymptote (dashed red) with increasing N , shown on a log plot.
CONCLUSION
In this paper we have introduced the dissipative form factor and determined its asymptotic long-time behavior for various ensembles of random Lindblad generators. The picture that emerges is that exponential relaxation to steady state is generic and to be expected when the dynamics is governed by multiple non-commuting operators. We see this in particular for a dissipator with multiple jump operators and a simple Lindbladian with a Hamiltonian and a single jump operator. We also find that random simple dissipators are gapless, and lead to algebraic relaxation of observables and correlation functions in the thermodynamic limit.
Our work is in the spirit of Wigner's original proposal for a statistical description of complex atomic nuclei. Our setting extends this work to the time domain and asks how complex open systems equilibrate. An interesting followup to our work would be to characterize the structure of the steady state to which the random Lindblad equation flows, and how this depends on the spectral gap. A thermodynamic closing of the spectral gap has been implicated in second-order dissipative phase transitions [98] . In this context, it would be interesting to study the simple Ginibre dissipator which has a non-trivial steady state and is also gapless in the thermodynamic limit.
The closing of the spectral gap for the simple dissipator requires deeper understanding. Even though the evolution is dissipative for such a generator, the closing of the spectral gap indicates the existence, in the thermodynamic limit, of very long lived modes. This suggests that some sort of integrability emerges. The relaxation times involved in such systems (except for the random normal jump operators) implicate simple diffusion, though the lack of spatial structure perhaps produces more questions than answers along this line of reasoning.
As it stands, we believe the random Lindbladian can serve a benchmark for studies of integrability and thermalization in open quantum systems. In a closed chaotic quantum system, the spectral correlations are reproduced by random matrix theory, indicating universality in quantum chaotic systems. To understand how these features might come to bear on questions of universality of Lindblad evolution, we should understand how to interpret the jump operators. One possibility which we find promising is to invoke the eigenstate thermalization hypothesis (ETH) for thermalizing systems. In particular, it was originally argued that observables in closed thermalizing systems can be treated as random matrices [5] . Since the jump operators can be constructed from the observables on the Hilbert space, the ETH would posit the jump operators as being described by random matrices in the energy eigenstate basis. This motivates our speculation that random Lindblad equations provide a universal dynamical description of open chaotic quantum systems. However, the signatures of universality will most likely appear in the subleading contributions to the form factor, as they do for the spectral form factor in RMT. This presents a promising direction for future work.
Note Added -While this paper was in preparation, the preprint [99] appeared which considered the spectrum of pure dissipators with the maximal N 2 − 1 number of jump operators. They similarly found a spectral gap, as well as an explicit expression for the limiting large N distribution of eigenvalues.
Hashmona, Israel. I have also benefited from discussions with A. Abanov, J. Feinberg, T. Seligman, W. Tarnowski, and V. K. Varma. The second-order diagrams can be used to compute the second moment (42) exactly. These results can also be used to compute the third moment
The leading order coefficient multiplying (δ ik δ jl −N −1 δ ij δ kl ) can be expressed using moments of the Wishart matrix
The Wishart moments can be computed using the Marchenko-Pastur distribution (46) 
where B(x, y) is the Euler beta function.
Appendix B: Random Normal Matrices: Correlation Functions and Exact Form Factor
The joint probability distribution function of eigenvalues for a random normal matrix with Gaussian distributed entries follows the same law as the complex Ginibre ensemble, and is consequently of determinantal form. It is given by [48] 
where Z N is a normalization constant. All correlation functions follow from the kernel
2 ) .
For instance, the density is given by
This can be expressed more economically in terms of the incomplete Gamma function
which in the N → ∞ limit describes a droplet with constant density inside the disk of radius R = √ v, and zero density outside. The two-point function is
The simple dissipator with random normal jump operators has eigenvalues
In terms of the vectors on the 2D plane r 1 and r 2 , this can be written
A simple geometric argument using the fact that |r i | ≤ √ v implies that the support of the eigenvalues of the dissipator is described by a shifted circle law (see Fig.(7) )
which clearly shows that the spectral gap vanishes. The dissipative form factor is
The exact result for finite N (setting v = 1) is
For t << N , we may develop this expression as an asymptotic series for large N ,
Curiously, this indicates that for times much smaller than t ∼ N , there exists quadratic growth at order O(1), reminiscent of the sub-leading growth of the spectral form factor in closed chaotic systems [3] , and similarly due to eigenvalue correlations. The evidence for the closing of the spectral gap appears early on, however, at order N 2 , which displays long-time power-law decay.
We split now the evaluation of the second integral in (B12) into two parts using (B6). The first is
To get to the second expression in the first line, we use the fact that the density depends only on the absolute value of its argument. Upon expanding exp(2z 1z2 t) in a power series, and performing the angular integration, only the first term in the expansion survives. The following steps follow by direct calculation using the explicit form of the density (B3). The second part of the integral in (B12) is
This is also evaluated by using a power series expansion of exp(2τ xȳ) and noting that the angular integration will kill any terms with p > q, hence the restricted summation in the second line. The third line shows the terms in the integrand that do not vanish upon taking the angular integrals. The rest are straightforward calculations. Combining (B15) and (B16) leads to the exact form factor (B13).
Appendix C: Random Liouville-von Neumann Generator
For easy reference, we discuss here the spectral properties of the Liouville-von Neumann operator when the Hamiltonian is a random matrix. These results are used in Sec.(2.3) to discuss the simple dissipator with GUE jump operators. The primary objects of interest are the resolvent and spectral form factor. We do not dwell on the details and refer to the literature for proofs and derivations (e.g. [100, 101] ).
Let S = H ⊗ 1 − 1 ⊗ H, with H a random matrix drawn from the Gaussian unitary ensemble. Studying the statistical properties of this operator gives us access to both the Liouville-von Neumann operator C H = −iS (5), and the simple dissipator with a hermitian jump operator D H = −S 2 (58). We fix the variance of the matrix elements to be independent of the symmetry class of the ensemble,
The eigenvalue density function is
where λ i are the eigenvalues of H. The expectation value of the density in the large N limit is a smooth function given by the semi-circle law ρ(x) → ρ sc (x) = 1 2πv 4v − x 2 ,
The variance v determines the bandwidth to be 4 √ v. The n th trace moment of the Liouville-von Neumann operator is defined as the expectation value of tr S n . Since all odd powers will vanish due to the Gaussian statistics, we only have the even moments
This can be conveniently expressed in terms of the two-point eigenvalue density correlation function
The trace moments enjoy a large N expansion whose leading order O(1) term is given by using the disconnected two-point correlation function in (C5). The asymptotic value of the moment M 2k = lim N →∞ µ 2k is then
We can confirm this by computing the first three exact moments at finite N µ 2 = 2v 1 − 1 N 2 (C7)
with the dissipator resolvent quoted in Eq. (61) . We present a proof of this in Sec. (2.3) . The large N limit here has the unfortunate feature that it completely misses the N exact zero eigenvalues of both C H and D H , since these would appear as a subleading correction 1 N z . The Gauss hypergeometric function has singularities when its argument takes the values 0, 1 and ∞. Since the power series is convergent only when the argument 16v/z 2 is outside the unit circle, analytical continuation inside the unit disk is required. To this end, we can employ the Pfaff transformation of the hypergeometric functions [102, 103] 2 F 1 a, b; c; −
which we use to evaluate the resolvent when z is close to zero. To this end, let a = −1/2, c = 2 and b = 3/2. Let x = 16v/z 2 , then we may use the Pfaff transformation to get that as x → ∞,
which implies for the resolvent (C12)
From this we see that the eigenvalue density has finite support in the domain [−4 √ v, 4 √ v]. The total length of the branch cut gives the bandwidth of the eigenvalue distribution, which in this case is 8 √ v. As expected, this is twice the bandwidth of the spectrum of the Hamiltonian.
The leading order contribution to the spectral form factor of the Liouville-von Neumann operator can also be obtained by the method of moments, although a direct integration using the semi-circle law is much simpler. Comparing these, we find two representations of the spectral form factor
The first expression, in terms of the Bessel function of the first kind, is very well known, while perhaps the latter, in terms of the generalized hypergeometric function, is less known. Using well-known asymptotics for the Bessel function one can verify the t −3 power-law decay for the leading order contribution to the spectral form factor at long-times. Here we use the Hermitization trick [104, 105] (nicely reviewed in [106, 107] ) combined with a linearization procedure [108] to obtain the resolvent for the non-Hermitian hamiltonian. Our results here reproduce those of [50, 51] , which were later significantly elaborated upon in [13] .
Let H be a GUE matrix with variance |H ij | 2 = N −1 , and L be a complex Ginibre matrix with variance |L ij | 2 = γ/N , where N is the dimension of the matrices. Let z be a complex coordinate (the argument of our Green's function), and η an auxiliary complex variable introduced to analytically continue the Green's function "off" the complex plane [104] . Consider the Green's function obtained by inverting the following 4N × 4N matrix
Let A = z + iH − L † L, and define
Then the elements of the full Green's function here becomes
LG 11 L † −LG 21 −LG 22 LG
We are ultimately interested in obtaining an expression for G 21 , which in the η → 0 limit becomes the resolvent G 21 = A −1 of the non-Hermitian Hamiltonian. By symmetry arguments, we can see that the off-diagonal blocks of G will be zero after ensemble averaging. Since the matrix is linear in Gaussian fields, the self-consistent Born approximation, which consists of keeping only the second cumulant in the self-energy, must be exact in the large N limit. In order to do this, we write 
The self-energy functional is then
This will involve expectation values of the following form
Defining 
Note that each block is actually a matrix proportional to the N × N identity matrix; for ease of notation, we write only the proportionality constants, which are functions of (z,z). By inspection, we see that upon disorder averaging, we must have 
