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6 CONVEXITY OF SUB-POLYGONS OF CONVEX POLYGONS
IOSIF PINELIS
Abstract. A convex polygon is defined as a sequence (V0, . . . , Vn−1) of points
on a plane such that the union of the edges [V0, V1], . . . , [Vn−2, Vn−1], [Vn−1, V0]
coincides with the boundary of the convex hull of the set of vertices {V0, . . . , Vn−1}.
It is proved that all sub-polygons of any convex polygon with distinct vertices
are convex. It is also proved that, if all sub-(n − 1)-gons of an n-gon with
n > 5 are convex, then the n-gon is convex. Other related results are given.
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0. Introduction
Everyone knows a convex polygon when one sees it. However, to deal with
the notion of polygon convexity mathematically or computationally, it must be
adequately described. A convex polygon can be defined, as e.g. in [11, page 5], as
a succession of connected line segments which constitute the boundary of a convex
set. However, in computational geometry it seems more convenient to consider a
polygon as a sequence of its vertices, say (V0, . . . , Vn−1), with the edges being the
segments [V0, V1], . . . , [Vn−2, Vn−1], [Vn−1, V0]. Then one can say that a polygon is
convex if the union of its edges coincides with the boundary of the convex hull of
the set of vertices {V0, . . . , Vn−1}.
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Now let us look at the following picture. It suggests that, if any one of the
vertices of a convex polygon is removed, then the so reduced polygon inherits the
convexity property. Clearly, such a reduction in the number of
vertices, n, should be helpful, as it could be used to prove various
characterizations of convex polygons by induction in n.
In particular, the hereditariness of polygon convexity under vertex elimination could
be used to establish incremental tests for polygon convexity; cf. [8]. One finds the
following statement in [5, page 233]:
Theorem 4.3 Let the sequence of vertices, p1, p2, . . . , pn, pn+1 =
p1, define an arbitrary polygon P and let Pi be the polygon defined
by the sequence of vertices p1, p2, . . . , pi, p1. Then P is convex if
and only if, for each i, i = 3, 4, . . . , n, polygon Pi is itself convex.
It is also said in [5] that an incremental test for polygon convexity can be based
on the quoted theorem. No proof or reference to a proof of this theorem was given
there. Moreover, the “if” part of the theorem is trivial: if all polygons P3, . . . , Pn
are convex, then polygon P = Pn is trivially convex. Thus, it would be impossible
to base an incremental test on such a theorem by itself.
One might suppose that there was a typo in the quoted statement of Theo-
rem 4.3, and there was meant to be i = 3, 4, . . . , n− 1 in place of i = 3, 4, . . . , n (or,
equivalently, p1, p2, . . . , pn, pn+1, p1 in place of p1, p2, . . . , pn, pn+1 = p1). But then
the theorem could not be true. Indeed, note that all n-gons with n 6 3 are convex.
Hence, if the “if” part of quoted Theorem 4.3 were true with i = 3, 4, . . . , n− 1 in
place of i = 3, 4, . . . , n, then it would immediately follow by induction in n that all
polygons whatsoever are convex!
As for “only if” part of Theorem 4.3, whether it is true or not for an arbitrary
polygon (given by an arbitrary sequence of vertices p1, p2, . . . , pn, pn+1 = p1) de-
pends on what definition of polygon convexity is assumed. For example, let n = 8,
p1 = (0, 0), p2 = (1, 0), p3 = (1, 1), p4 = (0, 1), p5 = (0, 0), p6 = (1, 0), p7 = (1, 1),
p8 = (0, 1), p8+1 = p1 = (0, 0). This polygon “traces out” the edges of the unit
square twice, counter-clockwise. Then this polygon is convex, according to the
definition given in the first paragraph of our paper. Yet, the reduced polygon P7,
given by p1, p2, . . . , p7, p1 (with vertex p8 removed), is not convex.
(Other “obvious” but incorrect or incomplete statements or proofs were discussed
in [6, 7].)
However, the main result of our paper (Theorem 1.15) states that if P =
(V0, . . . , Vn−1) is a convex polygon whose vertices are all distinct, then the re-
duced polygon P(i) := (V0, . . . , Vi−1, Vi+1, . . . , Vn−1) (with vertex Vi and hence
edges [Vi−1, Vi] and [Vi, Vi+1] removed) is also convex, for each i.
In addition to such downward hereditariness of polygon convexity, we show (The-
orem 1.21) that the polygon convexity property is hereditary upwards as well.
Namely, if a polygon P = (V0, . . . , Vn−1) with n > 5 vertices (which do not have to
be distinct here) is such that all the reduced polygons P(i) are convex, then P is
also convex.
It should be clear that the downward hereditariness of polygon convexity given
by Theorem 1.15 can be used to prove by induction in n that a given condition (say
C) is necessary for the polygon convexity, provided that condition C is hereditary
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upwards. Indeed, suppose that an n-gon P = (V0, . . . , Vn−1) is convex, while a
condition C is hereditary upwards and satisfied by all convex k-gons with k 6
n− 1. Then, by the downward hereditariness of polygon convexity, all the reduced
polygons P(i) are convex. Hence, by induction, all the P(i)’s satisfy condition C.
Then the upward hereditariness of condition C will imply that polygon P also
satisfies condition C.
Similarly, the upward hereditariness of polygon convexity given by Theorem 1.21
can be used to prove by induction that a given condition C is sufficient for the
polygon convexity, provided that C is hereditary downwards.
Thus, taken together, Theorems 1.15 and 1.21 can be used to obtain conditions
necessary and sufficient for polygon convexity. In particular, the test for poly-
gon convexity given by Corollary 1.25 is immediate from Theorems 1.15 and 1.21.
Namely, a polygon P = (V0, . . . , Vn−1) with n > 5 distinct vertices is convex if and
only if all the reduced polygons P(i) are convex.
Such a test should be helpful in theoretical considerations. However, the test
based on a straightforward application of Corollary 1.25 would be extremely waste-
ful computationally.
Indeed, suppose that for every n > 5 one tests the convexity of polygon of
polygon P = (V0, . . . , Vn−1) by testing the convexity of all the n reduced polygons
P(i). Then one has An = nAn−1, where An stands for the number of operations
needed to test the convexity of an n-gon. Hence, An = c n!, for some natural
constant c.
A test of a much smaller computational complexity, O(n4), can be obviously
based on Corollary 1.27.
An O(n2) polygon convexity test—only for simple polygons—could be based on
unimodality properties stated as [10, Theorems 1 and 2]. (However, the proofs
in [10] are rather heuristic.)
Elsewhere [8] we develop and present an O(n) polygon convexity test, which is
moreover minimal in a certain sense.
What has been said calls for a rigorous approach—to definitions, statements, and
proofs. This is what we aim to provide in this paper. Even though the fact stated in
the “downward” theorem (Theorem 1.15) seems quite intuitive, the rigorous proof
of the theorem (which is the simplest and only proof known to this author) is rather
complicated. It is based on a series of 15 lemmas, with numerous logical connections
between them. On reflection, perhaps it should not be surprising that the proof of
Theorem 1.15 is complicated. One should realize that the very definition of a convex
polygon is rather complex, and it is certainly significantly more complex than the
usual definition of a convex set (as a set containing the entire segment whenever
the set contains the endpoints). Just for one thing, a polygon is not even a set
of points on a plane but a sequence of such points; see Proposition 1.5 below and
its proof. Even the convexity of cyclic polygons is not a trivial matter; see [6, 7].
Another cause of difficulties is that our definition of polygon convexity is broad
enough not to require that any three vertices of a convex polygon be non-collinear,
so that one also has to consider possible “walks”, possibly back and forth, along
the 1-dimensional faces of the convex hull of the polygon.
In contrast, the proof of the “upward” theorem (Theorem 1.21) is significantly
simpler and shorter than that of Theorem 1.15. At first glance, this may now
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seem surprising, especially because Theorem 1.21 may appear less intuitive that
Theorem 1.15.
The paper is organized as follows. In Section 1, the definitions are given and the
main results are stated: Theorems 1.15 and 1.21; Propositions 1.2, 1.5, 1.6, 1.9,
1.10, 1.13, and 1.20; and Corollaries 1.17, 1.18, 1.25, and 1.27.
In Section 2, the necessary proofs are given. More specifically, Subsection 2.1
contains statements of lemmas and based on them proofs of the main results stated
in Section 1; the proofs of all lemmas are deferred further to Subsection 2.2.
1. Definitions and results
A polygon is any finite sequence P := (V0, . . . , Vn−1) of points (or, interchange-
ably, vectors) on the Euclidean plane R2. A polygon P = (V0, . . . , Vn−1), which is
a sequence of n points is also called an n-gon. The smallest value that one may
allow for the integer n is 0, corresponding to a polygon with no vertices, that is, to
the sequence () of length 0. The points V0, . . . , Vn−1 are called the vertices of P .
The segments, or closed intervals,
[Vi, Vi+1] := conv{Vi, Vi+1} for i ∈ 0, n− 1
are called the edges of polygon P , where
Vn := V0.
The symbol conv denotes, as usual, the convex hull [9, page 12]. In general, our
terminology corresponds to that in [9]. Here and in the sequel, we also use the
notation
k,m := {i ∈ Z : k 6 i 6 m},
where Z is the set of all integers; in particular, k,m is empty if m < k. Note that,
if Vi = Vi+1, then the edge [Vi, Vi+1] is a singleton set.
Let us define the convex hull and dimension of polygon P as, respectively, the
convex hull and dimension of the set of its vertices: convP := conv{V0, . . . , Vn−1}
and dimP := dim{V0, . . . , Vn−1} = dim convP .
Now, a convex polygon can be defined as a polygon P such that the union of the
edges of P coincides with the boundary ∂ convP of the convex hull convP of P ;
cf. e.g. [11, page 5]. Thus, one has
Definition 1.1. A polygon P = (V0, . . . , Vn−1) is convex if
edgP :=
⋃
i∈0,n−1
[Vi, Vi+1] = ∂ convP .
One may note the following.
Proposition 1.2. Any polygon P with dimP 6 1 is convex.
Remark 1.3. Let us emphasize that a polygon in this paper is a sequence and
therefore ordered. In particular, even if the set {V0, . . . , Vn−1} of all vertices of a
polygon P = (V0, . . . , Vn−1) coincides with the set ext convP of all extreme points
of the convex hull of P , it does not necessarily follow that P is convex. For example,
if V0 = (0, 0), V1 = (1, 0), V2 = (1, 1), and V3 = (0, 1), then polygon (V0, V1, V2, V3)
is convex, while polygon (V0, V2, V1, V3) is not.
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Definition 1.4. A polygon P := (V0, . . . , Vn−1) will be referred to as strict if the
vertices Vi, Vj , and Vk are non-collinear whenever 0 6 i < j < k 6 n−1. A polygon
will be referred to as strictly convex if it is both strict and convex.
We shall now consider some other definitions of polygon convexity.
Let us recall [2, page 31] that a 2-polytope Π is a compact closed set of dimension 2
in R2 such that the set extΠ of all extreme points of Π is finite.
Proposition 1.5. For any set F ⊆ R2, the following statements are equivalent to
each other:
(i): F = extΠ for some 2-polytope Π;
(ii): F = {V0, . . . , Vn−1} for some strictly convex polygon P = (V0, . . . , Vn−1)
with n > 3.
As stated in Proposition 1.6 below, we shall show that a vertex enumeration
0, n− 1 ∋ i←→ Vi ∈ F
provided by Proposition 1.5 is unique up to a cyclic permutation and/or an “ori-
entation switch”.
Let Ξn denote the group of all permutations (i.e., bijections) of the set 0, n− 1
endowed with the composition operation. Let us denote the action and composition
of the permutations in accordance with the formulas
iσ := σ(i) and i(στ) := iστ := (iσ)τ
for all σ and τ in Ξn and all i ∈ 0, n− 1.
Let Gn denote the subgroup of Ξn generated by the “primitive” cyclic permuta-
tion θ and reflection ρ defined by
(0θ, . . . , (n− 1)θ) := (1, . . . , n− 1, 0) and
(0ρ, . . . , (n− 1)ρ) := (0, n− 1, n− 2, . . . , 1).
Since θρ = ρθ−1 and θn = ρ2 = the identity permutation, one has
Gn = {θ
jρi : j ∈ 0, n− 1, i ∈ {0, 1}} = {ρiθj : j ∈ 0, n− 1, i ∈ {0, 1}}.
For an n-gon P = (V0, . . . , Vn−1) and σ ∈ Ξn, define the corresponding permu-
tation of P by the formula
Pσ := (V0σ, . . . , V(n−1)σ).
Proposition 1.6. Suppose that an n-gon P is strictly convex and σ ∈ Ξn. Then
the n-gon Pσ is strictly convex if and only if σ ∈ Gn.
Definition 1.7. A polygon P will be referred to as quasi-convex if
edgP ⊆ ∂ convP .
Obviously, any convex polygon is quasi-convex.
Definition 1.8. Let P0, . . . , Pm be any points on the plane, any two of which
may in general coincide with each other. Let us write P2, . . . , Pm [P0, P1] and say
that points P2, . . . , Pm are to one side of segment [P0, P1] if there is a (straight)
line ℓ containing [P0, P1] and supporting to the set {P0, . . . , Pm}; the latter, “sup-
porting” condition means here (in accordance with [9, page 100]) that ℓ is the
boundary of a closed half-plane containing the set {P0, . . . , Pm}. Let us write
P2, . . . , Pm /[P0, P1] if it is not true that P2, . . . , Pm [P0, P1]. Let us say that
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a polygon P = (V0, . . . , Vn−1) is to one side of a segment [P0, P1] if the points
V0, . . . , Vn−1 are so. Let us say that a polygon is to-one-side if it is to one side of
every one of its edges.
Proposition 1.9. A polygon is quasi-convex if and only if it is to-one-side.
The following proposition complements Proposition 1.9.
Proposition 1.10. Suppose that an n-gon P = (V0, . . . , Vn−1) is strictly convex
and α, i, and β are integers such that 1 6 α < i < β 6 n−1. Then Vα, Vβ / [V0, Vi].
Definition 1.11. A polygon P = (V0, . . . , Vn−1) is ordinary if its vertices are all
distinct from one another: (i 6= j & i ∈ 0, n− 1 & j ∈ 0, n− 1 ) =⇒ Vi 6= Vj .
Note that in Proposition 1.9 the polygon is not assumed to be ordinary.
Remark 1.12. The set of edges of any polygon can be represented as the union
of the sets of edges of ordinary polygons. As follows from [1], it takes Ω(n logn)
operations to test whether a polygon is ordinary.
Proposition 1.13. An ordinary polygon is convex if and only if it is quasi-convex.
Remark 1.14. In Proposition 1.13, one cannot drop the condition that the polygon is
ordinary. For example, consider the polygon (V0, V1, V2, V1) (with the edges [V0, V1],
[V1, V2], [V2, V1], [V1, V0]), where V0, V1, and V2 are any three non-collinear points.
Then P is quasi-convex but not convex, because 12 (V0 + V2) ⊆ (∂ convP) \ edgP .
The following theorem is one of the main results of this paper.
Theorem 1.15. An ordinary convex polygon remains so after the removal of any
one of its vertices. That is, if P = (V0, . . . , Vn−1) is an ordinary convex polygon,
then the sub-polygon P(α) := (V0, . . . , Vα−1, Vα+1, . . . , Vn−1) is so, for each α ∈
0, n− 1.
Remark 1.16. The condition in Theorem 1.15 that the polygon be ordinary can-
not be dropped. For example, consider polygon P = (V0, V1, V2, V3, V0, V1, V2, V3),
where V0 = (0, 0), V1 = (1, 0), V2 = (1, 1), and V3 = (0, 1), and let α = 1. Then
polygon P is convex, while the sub-polygon P(α) = (V0, V2, V3, V0, V1, V2, V3) is not
convex.
If P = (V0, . . . , Vn−1) is a polygon, let us refer to any subsequence (Vi0 , . . . , Vim−1 )
of P , with 0 6 i0 < · · · < im−1 6 n− 1, as a sub-polygon or, more specifically, as a
sub-m-gon of P .
Note that, according to this definition, a polygon of the formQ := (Vi0 , . . . , Vim−1)
with 0 6 ik < · · · < im−1 < i0 < · · · < ik−1 6 n− 1 is generally not a sub-polygon
of P = (V0, . . . , Vn−1); however, Q is a sub-polygon of the cyclic permutation
(Vi0 , . . . , Vn−1, V0, . . . , Vi0−1) of polygon P .
Corollary 1.17. An ordinary convex polygon remains so after the removal of any
number of its vertices. That is, if P = (V0, . . . , Vn−1) is an ordinary convex polygon,
then any sub-polygon of P is so.
Corollary 1.17 follows immediately from Theorem 1.15.
Corollary 1.18. Let P = (V0, . . . , Vn−1) be a convex polygon with Π := convP,
and let ℓ be any line on the plane such that ℓ ∩ intΠ 6= ∅, where int denotes the
interior. Then
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(i): ℓ ∩ edgP = {P,Q}, where P and Q are two distinct points such that
P ∈ [Vi, Vi+1) and Q ∈ [Vj , Vj+1) for some i and j in 0, n− 1 with i < j
(here we use the notation [A,B) := {(1 − t)A + tB : 0 6 t < 1} if A 6= B,
and [A,B) := ∅ if A = B);
(ii): if, moreover, the polygon P is strict then the i and j in part (i) are
uniquely determined, and the polygons P+ := (V0, . . . , Vi, P,Q, Vj+1, . . . , Vn−1)
and P− := (P, Vi+1, . . . , Vj , Q) are convex and lie to the opposite sides of
the segment [P,Q], in the sense that P is not to one side [P,Q].
Informally, Corollary 1.18 states that any straight line passing through the inte-
rior of the convex hull of a strictly convex polygon cuts it into two convex polygons;
cf. Proposition 1.10.
Remark 1.19. For the conclusion in part (ii) of Corollary 1.18 about the convexity
of P+ and P− to hold in general, the condition that the polygon P be strict cannot
be dropped; nor can it be relaxed to the condition that P be ordinary. Indeed,
let P := (V0, V1, V2, V3, V4), where the points V0, V1, and V2 are non-collinear,
V3 ∈ (V0, V2), and V4 ∈ (V2, V3). Let also ℓ := PQ, where P := V1 and Q ∈ (V3, V4).
Then it is not difficult to see that polygon P is ordinary.
V0
P = V1
V2V3 V4Q
On the other hand, in part (i) of Corollary 1.18
one must have i = 1 and j = 3, and polygon
P+ = (V0, V1, V1, Q, V4) is not convex (nor is it quasi-
convex), since [V1, Q] 6⊆ ∂ convP+. In this picture,
the set edgP+ consists of the solid line segments.
Theorem 1.15 is complemented by
Proposition 1.20. Let P = (V0, . . . , Vn−1) be an ordinary convex polygon. If
Vα /∈ ext convP for some α ∈ 0, n− 1, then the convex hull and union of the edges
of the reduced polygon P(α) are the same as those of polygon P.
While Theorem 1.15 describes a downward hereditariness property of polygon
convexity, the following theorem states that polygon convexity is also upward-
hereditary.
Theorem 1.21. Let P = (V0, . . . , Vn−1) be a polygon, with n > 5. If the reduced
polygon P(α) is convex for each α ∈ 0, n− 1, then P is convex.
Remark 1.22. The condition n > 5 in Theorem 1.21 cannot be dropped. Indeed,
Theorem 1.21 cannot be true for n = 4, because all theWhile Theorem 1.15 de-
scribes a downward hereditariness property of polygon convexity, the following the-
orem states that polygon convexity is also upward-hereditary. 3-gons are convex
while not all 4-gons are. On the other hand, Theorem 1.21 is trivially true for
n ∈ {1, 2, 3}, because all n-gons with n ∈ {1, 2, 3} are convex.
Corollary 1.23. Let P be an n-gon with n > 4. Fix any m ∈ 4, n. If all sub-m-
gons of P are convex, then P is convex.
This follows easily from Theorem 1.21 by induction.
In particular, one has
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Corollary 1.24. If all sub-4-gons of a polygon P are convex, then P is convex.
Corollary 1.25. An ordinary n-gon P with n > 5 is convex if and only if the
reduced polygons P(α) are convex for all α ∈ 0, n− 1.
This follows immediately from Theorems 1.15 and 1.21.
Corollary 1.26. Let P be an ordinary n-gon with n > 4. Fix any m ∈ 4, n. Then
P is convex if and only if all sub-m-gons of P are convex.
This follows immediately from Corollaries 1.17 and 1.23.
In particular, one has
Corollary 1.27. An ordinary polygon P is convex if and only if all sub-4-gons of
P are convex.
Note that in Theorem 1.21 and Corollaries 1.23 and 1.24 (in contrast with The-
orem 1.15 and Corollaries 1.17, 1.25, 1.26, and 1.27) it is not required that polygon
P be ordinary.
A statement somewhat similar to Corollary 1.24 was made in [3] and reproduced
in [4] as follows:
Lemma 6.2.2. If all the quadrilaterals formed from n points, no
three on a line, are convex, then the n points are the vertices of a
convex n-gon.
However, no explicit definition of the notion of a convex polygon (or that of a
polygon in general) is found in [3] or [4]; no proof of the quoted statement is given
in [3], and the proof given in [4] is rather heuristic. From the context, it is apparent
that the conclusion “the n points are the vertices of a convex n-gon” in the above
quote should be interpreted as “the set of the n points is the set of all extreme
points of a 2-polytope”; then it follows from Remark 1.3 that this conclusion does
not necessarily imply that the polygon (construed as a sequence) is convex according
to Definition 1.1; recall also Proposition 1.5. Note also that in Corollary 1.27 (in
contrast with Proposition 1.5) it is not assumed that the polygon is strict.
For any two points P and Q, let (P,Q) denote the relative interior, ri [P,Q], of
the segment [P,Q], so that (P,Q) = ri [P,Q] = {(1− t)P + tQ : 0 < t < 1} if P 6= Q
and (P,Q) = ri [P,Q] = ∅ otherwise. It is hoped that, within any given context,
this notation will not be confused with that for the pair of points.
For any two distinct P and Q, let PQ denote the unique line containing the two
points.
2. Proofs
2.1. Statements of lemmas, and proofs of the theorems and propositions.
Lemma 2.1. Suppose that k is a natural number and points V0, . . . , Vk are such
that ∀q ∈ 1, k − 1 Vq ∈ [V0, Vk]. Then⋃
q∈0,k−1
[Vq , Vq+1] = [V0, Vk].
Lemma 2.2. Proposition 1.2 is true: any polygon P with dimP 6 1 is convex,
and hence quasi-convex.
Lemma 2.3. Proposition 1.9 is true: a polygon is quasi-convex if and only if it is
to-one-side.
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One reason for us to repeat here the statements of Propositions 1.2 and 1.9 is
that, on the one hand, the facts stated in these propositions will be used in the
proofs of some other lemmas and, on the other hand, we want all the statements
of the lemmas to precede the proofs of all propositions.
Lemma 2.4. Three points P0, P1, and P2 on the plane are non-collinear if and
only if for any vector −→n on the plane one has the implication
−→n ·
−−−→
P0P1 =
−→n ·
−−−→
P0P2 = 0 =⇒
−→n =
−→
0 .
Here and elsewhere, as usual, the dot product is defined as the sum of the
products of the respective coordinates.
Lemma 2.5. Let P0, P1, and P2 be non-collinear points and let
−→a , −→n1, and
−→n2 be
vectors (on the plane) such that −→n1 6=
−→
0 , −→n2 6=
−→
0 , and
−→n1 ·
−−−→
P0P1 =
−→n2 ·
−−−→
P0P2 = 0 =
−→n1 ·
−→a = −→n2 ·
−→a .
Then −→a =
−→
0 .
Lemma 2.6. Suppose that a polygon P = (V0, . . . , Vn−1) is quasi-convex and ℓ is
a supporting line to convP. Then
ℓ ∩ convP = [Vi, Vk]
for some i and k in 0, n− 1, and, moreover, Vi and Vk are extreme points of convP.
Lemma 2.7. Suppose that one has the following conditions: (i) a polygon P =
(V0, . . . , Vn−1) is quasi-convex; (ii) ℓ is a supporting line to convP; (iii) j ∈ 1, n;
(iv) Vj−1 ∈ ℓ; and (v) Vj /∈ ℓ. Then Vj−1 ∈ ext convP.
Lemma 2.8. If P = (V0, . . . , Vn−1) is an ordinary quasi-convex polygon of di-
mension dimP = 2 and V1 ∈ ext convP, then the points V0, V1, and V2 are non-
collinear.
Lemma 2.9. Suppose that P = (V0, . . . , Vn−1) is an ordinary quasi-convex polygon
and Vα ∈ ext convP, for some α ∈ 0, n− 1. Then P(α) = (V0, . . . , Vα−1, Vα+1, . . . ,
Vn−1) is also an ordinary quasi-convex polygon.
Lemma 2.10. Suppose that a polygon P = (V0, . . . , Vn−1) is ordinary and quasi-
convex, a line ℓ is supporting to convP, and ℓ ∩ convP = [V0, Vk] for some k ∈
0, n− 1. Then one has the implication(
∃q ∈ 1, k − 1 Vq /∈ ℓ
)
=⇒
(
∀q ∈ 1, k − 1 Vq /∈ ℓ
)
;
equivalently, one has the implication(
∃q ∈ 1, k − 1 Vq ∈ ℓ
)
=⇒
(
∀q ∈ 1, k − 1 Vq ∈ ℓ
)
.
Lemma 2.11. Let P = (V0, . . . , Vn−1) be an ordinary quasi-convex polygon. If
Vα /∈ ext convP for some α ∈ 0, n− 1, then the convex hull and union of the edges
of the reduced polygon P(α) = (V0, . . . , Vα−1, Vα+1, . . . , Vn−1) are the same as those
of polygon P:
convP(α) = convP and edgP(α) = edgP ,
so that P is an ordinary quasi-convex polygon.
Lemma 2.12. Suppose that P = (V0, . . . , Vn−1) is an ordinary quasi-convex poly-
gon and α ∈ 0, n− 1. Then P(α) = (V0, . . . , Vα−1, Vα+1, . . . , Vn−1) is also an ordi-
nary quasi-convex polygon.
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Lemma 2.13. Suppose that n > 5 and P = (V0, . . . , Vn−1) is a quasi-convex
polygon such that P(α) = (V0, . . . , Vα−1, Vα+1, . . . , Vn−1) is convex for every α ∈
0, n− 1. Then polygon P is convex.
Lemma 2.14. The following conditions can never take place all together: P =
(V0, V1, V2, V3) is an ordinary quasi-convex polygon; a line ℓ is supporting to convP;
{V0, V2} ⊆ ℓ; and {V1, V3} ∩ ℓ = ∅.
Lemma 2.15. The following conditions can never take place all together: P =
(V0, . . . , Vn−1) is an ordinary quasi-convex polygon; a line ℓ is supporting to convP;
ℓ ∩ convP = [V0, Vk] for some k ∈ 2, n− 2; {V1, . . . , Vk−1} ∩ ℓ = ∅; and
{Vk+1, . . . , Vn−1} ∩ ℓ = ∅.
Lemma 2.16. Proposition 1.13 is true: an ordinary polygon is convex if and only
if it is quasi-convex.
Lemma 2.17. Theorem 1.15 is true: if P = (V0, . . . , Vn−1) is an ordinary convex
polygon, then the sub-polygon P(α) = (V0, . . . , Vα−1, Vα+1, . . . , Vn−1) is so, for each
α ∈ 0, n− 1.
Lemma 2.18. Corollary 1.17 is true: if P = (V0, . . . , Vn−1) is an ordinary convex
polygon, then any sub-polygon of P is so.
Lemma 2.19. Let Π be a 2-polytope, and let V be any point in the set R2 \ Π.
Then there exists a line ℓ such that dim(ℓ ∩ Π) = 1 and ℓ = ∂H for some closed
half-plane H such that V /∈ H ⊇ Π.
Lemma 2.20. Let Q := (U0, U1, U2, U3) be such a 4-gon that there exists a point
O ∈ [U0, U2] ∩ (U1, U3). Let ℓ be a line containing point U1 and supporting to the
“triangle” polytope conv{U0, U1, U2}. Then ℓ is supporting to polytope convQ as
well.
Lemma 2.21. Proposition 1.10 is true: if an n-gon P = (V0, . . . , Vn−1) is strictly
convex and α, i, and β are integers such that 1 6 α < i < β 6 n − 1, then
Vα, Vβ / [V0, Vi].
Lemma 2.22. If an n-gon P is strictly convex and σ ∈ Gn, then the n-gon Pσ is
strictly convex as well.
Lemma 2.23. If a 4-gon Q := (U0, U1, U2, U3) is strictly convex, then the 4-gon
Q˜ := (U0, U2, U1, U3) is not.
Lemma 2.24. Suppose that σ ∈ Ξn, 0σ = 0, 1σ < (n − 1)σ, and n-gons P =
(V0, . . . , Vn−1) and Pσ are both strictly convex. Then 1σ = 1.
Lemma 2.25. Suppose that σ ∈ Ξn, 0σ = 0, 1σ < (n − 1)σ, and n-gons P and
Pσ are both strictly convex. Then iσ = i for all i ∈ 0, n− 1; i.e., σ is the identity
permutation.
Lemma 2.26. If P = (V0, . . . , Vn−1) is a strictly convex polygon and integers α
and β in 0, n− 1 are distinct from each other, then [Vα, Vα+1) ∩ [Vβ , Vβ+1) = ∅.
Proof of Proposition 1.2. This follows immediately from Lemma 2.2. 
Proof of Proposition 1.5. (ii) =⇒ (i) Suppose that F = {V0, . . . , Vn−1} for some
strictly convex polygon P = (V0, . . . , Vn−1) with n > 3. Let Π := convF = convP .
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Then, by [9, Corollary 18.3.1], one has extΠ ⊆ F . Let ℓ := V0V1. By Lemma 2.3,
the line ℓ is supporting to convP . Since polygon P = (V0, . . . , Vn−1) is strict
and ℓ = V0V1, one has V2 /∈ ℓ. Hence, by Lemma 2.7, V1 ∈ ext convP = extΠ.
Similarly, Vj ∈ extΠ for all j ∈ 0, n− 1, so that F ⊆ extΠ and hence F = extΠ.
That dimΠ = 2 follows because Π = convP and P is a strict n-gon with n > 3.
(i) =⇒ (ii) Suppose that F = extΠ for some 2-polytope Π, so that n := cardF
is finite. If the implication (i) =⇒ (ii) fails for some natural n, then let n be the
smallest such number. Note that one must have n > 3, since Π is a 2-polytope and
hence dimΠ = 2.
Consider first the case n = 3, so that F = {V0, V1, V2} for some non-collinear
points V0, V1, V2 in R
2. Then polygon P := (V0, V1, V2) is trivially to-one-side.
Hence, in view of Lemmas 2.3 and 2.16, polygon P is strictly convex.
Let now n > 4. Since F = extΠ for some 2-polytope Π, one has Π = convF ,
by [9, Theorem 18.5]. Hence, there exist three non-collinear points U0, U1, U2 in
F . Moreover, since n > 4, there exists a point V ∈ F \ {U0, U1, U2}. Let now
F˜ := F \ {V } and Π˜ := conv F˜ . Note that dim Π˜ = dim F˜ = 2, because the set F˜
contains the three non-collinear points U0, U1, U2.
Note also that ext Π˜ = F˜ .
(
Indeed, ext Π˜ = ext conv F˜ ⊆ F˜ , again by [9,
Corollary 18.3.1]. On the other hand, F˜ ⊆ Π˜ ∩ F = Π˜ ∩ extΠ ⊆ ext Π˜.
)
Hence and because of the minimality of n, there exists a strictly convex polygon
P˜ = (V0, . . . , Vn−2) such that F˜ = {V0, . . . , Vn−2}, whence Π˜ = conv P˜ . Observe
that V /∈ Π˜.
(
Otherwise, V ∈ Π˜ = conv{V0, . . . , Vn−2}. Hence, by [9, Corollary
2.3.1], there exist nonnegative real numbers λ0, . . . , λn−2 such that λ0+· · ·+λn−2 =
1 and λ0V0 + · · · + λn−2Vn−2 = V . Since V /∈ F˜ = {V0, . . . , Vn−2}, at least one
of the λi’s (say λ0) belongs to the interval (0, 1). Then, for U := (λ1V1 + · · · +
λn−2Vn−2)/(1 − λ0), one has V = λ0V0 + (1 − λ0)U , V0 ∈ Π, and U ∈ Π, which
contradicts the conditions V ∈ F = extΠ.
)
Therefore, in view of Lemma 2.19, there exists a line ℓ such that dim(ℓ∩ Π˜) = 1
and ℓ = ∂H for some closed half-plane H such that V /∈ H ⊇ Π˜. By Lemma 2.6,
ℓ ∩ Π˜ = [Vi, Vk] for some i and k in 0, n− 2, and Vi and Vk are in ext Π˜. Hence,
[Vi, Vk] = ℓ ∩ Π˜ = Π˜ ∩ ∂H ⊆ ∂Π˜ = [Vn−2, V0] ∪
n−3⋃
q=0
[Vq, Vq+1]
(since Π˜ = conv P˜ and P˜ = (V0, . . . , Vn−2) is convex). The conditions dim(ℓ ∩
Π˜) = 1 and ℓ ∩ Π˜ = [Vi, Vk] imply that Vi 6= Vk, so that the set [Vi, Vk] is
infinite and hence contains at least two distinct points in one of the intervals
[Vn−2, V0], [V0, V1], . . . , [Vn−3, Vn−2], covering the set [Vi, Vk].
W.l.o.g., these two distinct points lie in the interval [Vn−2, V0], so that [Vn−2, V0] ⊆
ℓ ∩ Π˜ = [Vi, Vk]. Since {Vn−2, V0} ⊆ F˜ = ext Π˜, it follows that {Vn−2, V0} ⊆
ext(ℓ ∩ Π˜). Because polygon P is strict and n > 4, one has Vn−2 6= V0 and hence
ℓ ∩ Π˜ = [Vn−2, V0].
Because Π ⊇ Π˜, it follows that ℓ ∩ Π ⊇ [Vn−2, V0]. On the other hand, if there
existed a point U ∈ ℓ ∩ Π \ [Vn−2, V0], then one would have either V0 ∈ (U, Vn−2)
or Vn−2 ∈ (U, V0), which would contradict the conditions {V0, Vn−2} ⊆ F = extΠ.
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One concludes that
ℓ ∩ Π = [Vn−2, V0].
Let now
Vn−1 := V
and
P := (V0, . . . , Vn−1).
Since
{V0, . . . , Vn−1} = F = extΠ
and no three distinct extremal points of a convex set can be collinear, it follows
that the polygon P is strict and hence ordinary.
In view of Lemma 2.16, it remains to show that P is quasi-convex. To this end,
recall first that ℓ = ∂H , whereH is a close half-plane such that Vn−1 = V /∈ H ⊇ Π˜.
Let H+ be the interior of H and H− := R
2 \H , so that H+ and H− are the two
open half-planes whose common boundary is the line ℓ. Then Vn−1 ∈ R2 \H = H−.
Also, Vi ∈ H \ ℓ = H+ for all i ∈ 1, n− 3 (because {V1, . . . , Vn−3} ⊆ Π˜ ⊆ H while
{V1, . . . , Vn−3} ∩ ℓ = {V1, . . . , Vn−3} ∩Π ∩ ℓ = {V1, . . . , Vn−3} ∩ [Vn−2, V0] = ∅,
since polygon P = (V0, . . . , Vn−1) is strict).
The strictness of polygon P = (V0, . . . , Vn−1) also implies that, for each
i ∈ 1, n− 3,
the line
ℓ˜ := ViVn−1
differs from the line ℓ = V0Vn−2. Moreover, if line ℓ˜ were parallel to ℓ, then one
would have ℓ˜ = ViVn−1 ⊆ H− = R2 \ H (since ∂H− = ℓ and Vn−1 ∈ H−), which
would in turn imply that Vi ∈ ℓ˜ ⊆ R2 \ H , which would contradict the condition
Vi ∈ H . Hence,
ℓ ∩ ℓ˜ = {O},
for some point O.
Since O ∈ ℓ ⊆ R2 \H+ and Vn−1 ∈ H− ⊆ R2 \H+, one has [O, Vn−1] ⊆ R2 \H+.
This and the condition Vi ∈ H+ imply that Vi /∈ [O, Vn−1]. Similarly, because
O ∈ ℓ ⊆ R2 \H− and Vi ∈ H+ ⊆ R2 \H−, one has [O, Vi] ⊆ R2 \H−. This and the
condition Vn−1 ∈ H− imply that Vn−1 /∈ [O, Vi]. Since O ∈ ℓ˜ = ViVn−1, it follows
that
O ∈ (Vi, Vn−1).
Note also that O ∈ ℓ ∩ (Vi, Vn−1) ⊆ ℓ ∩ Π = [V0, Vn−2].
In view of Lemma 2.3, the convexity of polygon P˜ = (V0, . . . , Vn−2), and the
strictness of polygon P = (V0, . . . , Vn−1), it suffices to show that
(i): Vn−1, V0, Vn−2 [Vj , Vj+1] for all j ∈ 0, n− 3 and
(ii): Vi, V0 [Vn−2, Vn−1] and Vi, Vn−2 [Vn−1, V0] for all i ∈ 1, n− 3.
Let now ℓj := VjVj+1, where j ∈ 0, n− 1.
If j ∈ 0, n− 3, then there exists some i ∈ 1, n− 3 such that Vi ∈ ℓj . Moreover,
then the line ℓj is supporting to Π˜ = conv{V0, . . . , Vn−2} (by Lemma 2.3, since
polygon P˜ = (V0, . . . , Vn−2) is convex); hence, ℓj is supporting also to the “triangle”
polytope conv{V0, Vi, Vn−2}.
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Otherwise, if j ∈ {n−2, n−1}, then Vn−1 ∈ ℓj. Moreover, then the line ℓj (which
is either Vn−2Vn−1 or Vn−1V0) is obviously supporting to the “triangle” polytope
conv{V0, Vn−2, Vn−1}.
Therefore, it remains to apply Lemma 2.20 with ℓj in place of ℓ (with Q =
(U0, U1, U2, U3) := (V0, Vi, Vn−2, Vn−1) to prove item (i) above and with Q =
(U0, U1, U2, U3) := (V0, Vn−1, Vn−2, Vi) to prove item (ii) ). Proposition 1.5 is
proved. 
Proof of Proposition 1.6. The “if” part follows immediately from Lemma 2.22.
To prove the “only if” part, suppose that indeed n-gons P and Pσ are strictly
convex for some σ ∈ Ξn. We have to show that then σ ∈ Gn. W.l.o.g., n > 3,
because Ξn = Gn for n 6 2.
Letting j := 0σ, one has 0λ = 0 for λ := σθ−j , where θ is the “primitive” cyclic
permutation defined before the statement of Proposition 1.6. Since n > 3, one also
has 1 6= n− 1 and hence 1λ 6= (n− 1)λ. Let µ := λ if 1λ < (n− 1)λ and µ := λρ if,
otherwise, 1λ > (n− 1)λ, where ρ is the reflection permutation defined before the
statement of Proposition 1.6. Then 0µ = 0 and 1µ < (n− 1)µ. On the other hand,
in view of Lemma 2.22 and strict convexity of Pσ, polygon Pµ is strictly convex,
because permutations θ−j and ρ belong to the group Gn. Now Lemma 2.25 implies
that µ is the identity permutation. Thus, the permutation σ equals either θj or
ρ−1θj , so that σ ∈ Gn. 
Proof of Proposition 1.9. This follows immediately from Lemma 2.3. 
Proof of Proposition 1.10. This follows immediately from Lemma 2.21 
Proof of Proposition 1.13. This follows immediately from Lemma 2.16. 
Proof of Theorem 1.15. This follows immediately from Lemma 2.17. 
Proof of Corollary 1.18. (i) The set ℓ ∩ Π is compact and convex, and it has a
nonempty relative interior (since ℓ ∩ intΠ 6= ∅), so that ℓ ∩ Π = [P,Q] for some
distinct points P and Q, which necessarily lie on the boundary ∂Π. On the other
hand, by [9, Theorem 6.1], (P,Q) ⊆ intΠ. Therefore and because polygon P is
convex, ℓ ∩ edgP = ℓ ∩ ∂ convP = ℓ ∩ ∂Π = {P,Q}, so that {P,Q} ⊆ edgP =⋃n−1
i=0 [Vi, Vi+1). Thus, P ∈ [Vi, Vi+1) and Q ∈ [Vj , Vj+1) for some i and j in
0, n− 1, and w.l.o.g. i 6 j. If at that i = j, then the two distinct points, P and
Q, lie in [Vi, Vi+1), so that [Vi, Vi+1) is an infinite subset of the line PQ = ℓ, which
contradicts the above conclusion that ℓ ∩ edgP = {P,Q}. It follows that i < j,
which completes the proof of part (i) of Corollary 1.18.
(ii) Here it is assumed that P is strict, and hence ordinary. Then, in view of
Lemma 2.26, the i and j in part (i) are uniquely determined.
To prove the rest of part (ii) of Corollary 1.18, let us first consider the case when
P 6= Vi and Q 6= Vj . Then define the “extended” polygon by the formula
Pˆ := (V0, . . . , Vi, P, Vi+1, . . . , Vj , Q, Vj+1, . . . , Vn−1).
Note that polygon Pˆ is ordinary. Indeed, the vertices V0, . . . , Vn−1 of P are
distinct from one another. Also, it was seen that P 6= Q, and the assumptions
P 6= Vi and Q 6= Vj imply that P ∈ (Vi, Vi+1) and Q ∈ (Vj , Vj+1), so that {P,Q} ∩
{V0, . . . , Vn−1} = ∅ (since polygon P is strict).
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Besides, conv Pˆ = convP and edg Pˆ = edgP , so that polygon Pˆ inherits the
convexity property of P . The polygons P± are sub-polygons of Pˆ and hence convex,
by Lemma 2.18.
Now notice that P is not to one side of [P,Q]. Indeed, otherwise the line ℓ = PQ
would be supporting to Π, which would contradict the condition ℓ ∩ intΠ 6= ∅.
This completes the proof of part (ii) in the case when P 6= Vi and Q 6= Vj . The
other three cases, depending on which of the equalities P = Vi and Q = Vj hold(s),
are considered quite similarly, with the definition of the extended polynomial ap-
propriately modified.
For instance, in the case when P = Vi and Q 6= Vj , define the “extended”
polygon by the formula
Pˆ := (V0, . . . , Vi, Vi+1, . . . , Vj , Q, Vj+1, . . . , Vn−1),
so that it be ordinary. Then (in contrast with P−) the polygon P+ is generally not a
sub-polygon of Pˆ. However, the polygon P˜+ := (V0, . . . , Vi, Q, Vj+1, . . . , Vn−1) is so
and hence is convex. On the other hand, convP+ = conv P˜+ and edgP+ = edg P˜+,
so that P+ is also convex.
This completes the proof of entire Corollary 1.18. 
Proof of Proposition 1.20. This follows immediately from Lemma 2.16 and Lemma
2.11. 
Proof of Theorem 1.21. Suppose that P = (V0, . . . , Vn−1), n > 5, and P(α) is con-
vex for each α ∈ 0, n− 1. By Lemma 2.13, it suffices to show that P is quasi-convex.
Assume the contrary. Then, by Lemma 2.3, there exist β, j, and k in 0, n− 1 such
that Vj , Vk / [Vβ , Vβ+1]. Without loss of generality (w.l.o.g.), β = 0 (otherwise,
consider the cyclic permutation (W0, . . . ,Wn−1) := (Vβ , . . . , Vn−1, V0, . . . , Vβ−1) of
the vertices). Since n > 5, there exists some α ∈ 0, n− 1 \ {0, 1, j, k}, so that
{0, 1, j, k} ⊆ 0, n− 1 \ {α} and α ∈ 2, n− 1. For q ∈ 0, n− 2, let
Uq := Vqˆ ,
where
qˆ :=
{
q if q ∈ 0, α− 1,
q + 1 if q ∈ α, n− 2.
Then P(α) = (U0, . . . , Un−2) and
Q := {qˆ : q ∈ 0, n− 2} = 0, n− 1 \ {α} ⊇ {0, 1, j, k}.
Hence, there exists q and r in 0, n− 2 such that qˆ = j and rˆ = k, whence Vj = Uq
and Vk = Ur. Also, the condition α ∈ 2, n− 1 implies that qˆ = q for q ∈ {0, 1},
so that U0 = V0 and U1 = V1. Recall that the polygon P(α) = (U0, . . . , Un−2)
is convex. Hence, by Lemma 2.3, one has Uq, Ur [U0, U1]; that is, Vj , Vk [V0, V1],
which contradicts the assumption Vj , Vk /[Vβ , Vβ+1] (with β = 0). 
2.2. Proofs of the lemmas.
Proof of Lemma 2.1. Let ℓ be a line. Observe that, if δ1 ⊆ ℓ and δ2 ⊆ ℓ are intervals
such that δ1 ∩ δ2 6= ∅, then δ1 ∪ δ2 is also an interval. Observe also that for all
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j ∈ 1, k − 1 the set 
 ⋃
q∈0,j−1
[Vq, Vq+1]

 ∩ [Vj , Vj+1]
is non-empty, since it contains point Vj . Now it follows by induction in k that⋃k−1
q=0 [Vq, Vq+1] is an interval. Since this interval contains the points V0 and Vk, one
has
⋃k−1
q=0 [Vq, Vq+1] ⊇ [V0, Vk]. On the other hand, ∀q ∈ 1, k − 1 Vq ∈ [V0, Vk] and
hence
⋃k−1
q=0 [Vq, Vq+1] ⊆ [V0, Vk]. 
Proof of Lemma 2.2. This follows easily from Lemma 2.1. Indeed, let P = (V0, . . . ,
Vn−1) be a polygon with dimP 6 1. Then there is a line ℓ containing all the vertices
V0, . . . , Vn−1. Consider the order on ℓ induced by any one-to-one affine mapping
of R onto ℓ. Let i and k in 0, n− 1 be such that Vi and Vk are, respectively, the
minimum and the maximum of the set of n vertices of polygon P , according to the
chosen order. W.l.o.g., i = 0, so that Vq ∈ [V0, Vk] ∀q ∈ 0, n− 1, whence ∂ convP =
convP = [V0, Vk]. Also, it follows by Lemma 2.1 that edgP ⊇
⋃
q∈0,k−1
[Vq, Vq+1] =
[V0, Vk] ⊇ edgP , whence edgP = [V0, Vk] = ∂ convP . 
Proof of Lemma 2.3. “Only if”: Suppose that a polygon P = (V0, . . . , Vn−1) is
quasi-convex. The case dimP 6 1 is easy, because then there is a line ℓ containing
the entire convex hull convP , so that ℓ contains all the edges of polygon P and
is supporting to convP . Let now dimP = 2. Take any i ∈ 0, n− 1. Then, by
Definition 1.7, [Vi, Vi+1] ⊆ ∂ convP . Hence, by [9, Theorem 11.6], there is a line ℓ
containing [Vi, Vi+1] and supporting to convP .
“If”: Suppose a polygon P = (V0, . . . , Vn−1) is to-one-side. Take any i ∈
0, n− 1. Then there is a line ℓ containing [Vi, Vi+1] and supporting to convP .
Let H be the corresponding half-plane containing convP . By the definition of the
convex hull, [Vi, Vi+1] ⊆ convP . Hence,
[Vi, Vi+1] ⊆ ℓ ∩ convP = ∂H ∩ convP ⊆ ∂ convP
(the latter inclusion follows because convP ⊆ H). 
Proof of Lemma 2.4. “Only if” Assume that −→n ·
−−−→
P0P1 =
−→n ·
−−−→
P0P2 = 0 while
−→n 6=
−→
0 . Then the points P0, P1, and P2 lie on the line ℓ := {P :
−→n ·
−−→
P0P = 0},
which is a contradiction.
“If” Assume that points P0, P1, and P2 are collinear, so that they lie on one
line, which must be a set of the form {P : −→n · P = c} for some vector −→n 6=
−→
0 and
some real number c. Then −→n ·
−−−→
P0P1 =
−→n ·
−−−→
P0P2 = 0 while
−→n 6=
−→
0 , which is a
contradiction. 
Proof of Lemma 2.5. Assume the contrary: that P0, P1, and P2 are non-collinear
points, −→n1 6=
−→
0 , −→n2 6=
−→
0 , −→n1 ·
−−−→
P0P1 =
−→n2 ·
−−−→
P0P2 = 0 =
−→n1 ·
−→a = −→n2 ·
−→a , while
−→a 6=
−→
0 . Then points
−→
0 , −→n1, and
−→n2 are collinear, since they all lie on the line
{−→n ∈ R2 : −→a · −→n = 0}. Since −→n1 6=
−→
0 and −→n2 6=
−→
0 , one has −→n2 = λ
−→n1 for some real
λ. Hence, in addition to −→n2 ·
−−−→
P0P2 = 0, one also has
−→n2 ·
−−−→
P0P1 = λ
−→n1 ·
−−−→
P0P1 = 0.
Now Lemma 2.4 implies −→n2 =
−→
0 , which is a contradiction. 
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Proof of Lemma 2.6. Observe that f := ℓ∩convP is a face of convP ; see page 162
in [9], especially the bottom paragraph there. Hence, by [9, Corollary 18.1.1], f is
a closed set. Note next that f ⊆ ℓ. Also, f is bounded (since P is so) and convex.
It follows that f = [P,Q] for some P and Q in convP . Then points P and Q
are extreme points of face f , and hence of convP . Finally, by [9, Corollary 18.3.1],
{P,Q} ⊆ {V0, . . . , Vn−1}, so that {P,Q} = {Vi, Vk} for some i and k in 0, n− 1. 
Proof of Lemma 2.7. Assume that, to the contrary, Vj−1 /∈ ext convP , while con-
ditions (i)–(v) hold. By Lemma 2.6,
f := ℓ ∩ convP = [Vi, Vk]
for some i and k in 0, n− 1 such that Vi and Vk are extreme points of convP .
Moreover, Vj−1 /∈ ext f (since Vj−1 was assumed to be not an extreme point of
convP). On the other hand, Vj−1 ∈ ℓ ∩ convP = [Vi, Vk]. Therefore,
Vj−1 ∈ (Vi, Vk) ⊆ ℓ.
Because Vj /∈ ℓ, one must have Vj−1 6= Vj . Let then ℓ1 := Vj−1Vj , the unique line
containing the points Vj−1 and Vj . Then, by Lemma 2.3, ℓ1 is a supporting line to
P and hence to convP . It follows that f1 := ℓ1 ∩ convP is a face of convP , which
contains the point Vj−1 lying in the relative interior (Vi, Vk) of the segment [Vi, Vk].
By the definition of a face, now one has {Vi, Vk} ⊂ f1 ⊆ ℓ1. Also, the condition
Vj−1 ∈ (Vi, Vk) implies that Vi 6= Vk. Hence and because {Vi, Vk} ⊆ ℓ, one has
ℓ ⊆ ℓ1, and so, ℓ = ℓ1. It follows that Vj ∈ ℓ1 = ℓ, which contradicts the condition
Vj /∈ ℓ. 
Proof of Lemma 2.8. Suppose that, to the contrary, points V0, V1, and V2 are
collinear, while V1 ∈ ext convP . The relation V1 ∈ [V0, V2] is impossible, because
V1 ∈ ext convP and P is ordinary. Hence, w.l.o.g., one has
V0 ∈ (V1, V2)
(the case V2 ∈ (V1, V0) is quite similar). By Lemma 2.3, ℓ := V1V2 is a line
supporting to P and hence also to convP . Consider the face
f := ℓ ∩ convP
of convP . By Lemma 2.6, f = [Vi, Vm] for some i,m ∈ 0, n− 1 such that Vi and
Vm are extreme points of convP and hence of face f . Therefore, V1 ∈ {Vi, Vm},
whence 1 ∈ {i,m} (since P is ordinary). Thus, w.l.o.g., i = 1. Because
V0 ∈ (V1, V2) ⊆ f = [V1, Vm],
it follows that m /∈ {0, 1}, and so,
m ∈ 2, n− 1.
Consider the set
I := {i ∈ 3, n− 1: Vi /∈ [V1, Vm]}.
Note that I is non-empty; indeed, otherwise one would have Vi ∈ [V1, Vm] for all
i ∈ 0, n− 1 (because V0 ∈ (V1, V2) ⊆ [V1, Vm]); this would contradict the condition
that P is of dimension 2. Hence,
j := min I
is correctly defined, and then one has j ∈ 3, n− 1. Also, Vj−1 ∈ [V1, Vm] ⊆ ℓ
(if j = 3 then Vj−1 = V2 ∈ [V1, Vm]; if j ∈ 4, n− 1 but Vj−1 /∈ [V1, Vm], then
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j − 1 ∈ 3, n− 1, whence j − 1 ∈ I, which contradicts the condition j = min I).
Moreover, Vj /∈ [V1, Vm] = f = ℓ ∩ convP , so that Vj /∈ ℓ (because Vj ∈ convP).
Now, by Lemma 2.7, Vj−1 ∈ ext convP . Also, the condition j ∈ 3, n− 1 yields
j − 1 6= 1 and hence Vj−1 6= V1 (because P is ordinary). The conditions (i)
Vj−1 ∈ [V1, Vm], (ii) Vj−1 6= V1, and (iii) Vj−1 is an extreme point of convP (and
hence of face f = [V1, Vm]) imply that Vj−1 = Vm, and so,
j − 1 = m.
Consider now the set
J := {i ∈ m+ 2, n : Vi ∈ ℓ}.
Note that J 6= ∅, because Vn = V0 ∈ (V1, V2) ⊆ ℓ and m + 2 = j + 1 6 n (since
j ∈ 3, n− 1 ). Hence, the number
k := min J
is correctly defined. Moreover, k ∈ m+ 2, n, Vk ∈ ℓ, and Vk−1 /∈ ℓ (indeed, if
k = m + 2 then Vk−1 = Vm+1 = Vj /∈ ℓ; if k ∈ m+ 3, n but Vk−1 ∈ ℓ, then
k − 1 ∈ m+ 2, n, and so, k − 1 ∈ J , which contradicts the condition k = min J).
Hence, by Lemma 2.7 (applied to the “reversed” polygon (Vn−1, . . . , V0) in place
of P = (V0, . . . , Vn−1)), one concludes that Vk is an extreme point—of convP and
hence of face f = [V1, Vm]. Thus, Vk ∈ {V1, Vm}, and so,
k ∈ {1,m}
(since P is ordinary). But k ∈ m+ 2, n and m = j − 1 ∈ 2, n− 1, so that k 6= m
and k > 4. This contradicts the conclusion k ∈ {1,m}. 
Proof of Lemma 2.9. Let P = (V0, . . . , Vn−1) be an ordinary quasi-convex polygon.
By Lemma 2.2, w.l.o.g. dimP = 2, so that n > 3.
Also, w.l.o.g. α = 1, because the property of being an ordinary and quasi-
convex polygon is invariant with respect to any cyclic permutation of the indices
(0, . . . , n− 1). Then V1 ∈ ext convP .
It is enough to show that the sub-polygon (V0, V2, . . . , Vn−1) of P is quasi-convex,
because any sub-polygon of an ordinary polygon is obviously ordinary.
By Lemma 2.3, it is enough to prove that V3, . . . , Vn−1 [V0, V2].
By Lemma 2.8, the vertices V0, V1, and V2 are non-collinear.
Therefore, w.l.o.g.,
V1 = (0, 0), V0 = (1, 0), V2 = (0, 1).
Indeed, on the one hand, the notion of quasi-convexity is invariant under one-to-one
affine transformations of R2 onto itself, and, on the other hand, by [9, Theorem
1.6], there exists a one-to-one affine transformation of R2 which carries any three
given non-collinear points to points (0, 0), (1, 0), and (0, 1).
Introduce the vector
−→n := (1, 1).
Then−→n 6=
−→
0 and−→n ·
−−→
V0V2 = 0. Therefore, to verify the relation V3, . . . , Vn−1 [V0, V2],
it suffices to show that
−→n ·
−−−→
V0Vβ > 0, for every β ∈ 3, n− 1;
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moreover, in view of [9, Corollary 18.5.1], one may assume w.l.o.g. that Vβ ∈
ext conv{V0, V2, . . . , Vn−1}. Then, by Lemma 2.8, the points
Vβ−1, Vβ , Vβ+1 are non-collinear.
Now let (x, y) denote the coordinates of such a point Vβ ∈ ext conv{V0, V2, . . . , Vn−1}:
Vβ = (x, y).
Since P is quasi-convex, by Lemma 2.3 one has V2, Vβ [V1, V0]. Because the line
V1V0 is the set {(u, v) ∈ R2 : v = 0}, the corresponding closed half-plane containing
point V2 = (0, 1) must be {(u, v) ∈ R2 : v > 0}, which implies that
y > 0,
because the half-plane must contain the point Vβ = (x, y) as well. Similarly,
x > 0.
Since
−−−→
VβV0 = (1−x,−y),
−−−→
VβV1 = (−x,−y),
−−−→
VβV2 = (−x, 1− y), and
−→n ·
−−−→
V0Vβ =
x+ y − 1, it is straightforward to verify the identity
(2.1) x
−−−→
VβV0 + y
−−−→
VβV2 = (
−→n ·
−−−→
V0Vβ)
−−−→
VβV1.
Because P is quasi-convex, Lemma 2.3 implies that there exist nonzero vectors
−→nβ and
−→mβ such that
−→nβ ·
−−−−−→
VβVβ−1 = 0,
−→mβ ·
−−−−−→
VβVβ+1 = 0, while
−→nβ ·
−−−→
VβVj > 0,
−→mβ ·
−−−→
VβVj > 0 for all j ∈ 0, n− 1.(2.2)
Assume that −→n ·
−−−→
V0Vβ < 0, which is the contrary to what we must prove. Dot-
multiply both sides of identity (2.1) by −→nβ and
−→mβ. Then the inequalities x > 0,
y > 0, (2.2), and −→n ·
−−−→
V0Vβ < 0 imply that
−→nβ ·
−−−→
VβV1 = 0 and
−→mβ ·
−−−→
VβV1 = 0.
Now Lemma 2.5 (with Vβ , Vβ−1, Vβ+1,
−→nβ ,
−→mβ,
−−−→
VβV1 in place of, respectively, P0,
P1, P2,
−→n1,
−→n2,
−→a ) yields
−−−→
VβV1 =
−→
0 , that is, Vβ = V1, which contradicts the
conditions that β ∈ 3, n− 1 and P is ordinary. 
Proof of Lemma 2.10. Assume the contrary: that
Q := {q ∈ 1, k − 1: Vq /∈ ℓ} 6= ∅ and R := {q ∈ 1, k − 1: Vq ∈ ℓ} 6= ∅.
Then
τ := minQ and σ := minR
are correctly defined. At that τ ∈ 1, k − 1 and Vτ /∈ ℓ. Also, Vτ−1 ∈ ℓ. (Indeed, if
τ = 1 then Vτ−1 = V0 ∈ [V0, Vk] = ℓ∩convP ⊆ ℓ; and if τ > 2 then τ−1 ∈ 1, k − 1,
so that Vτ−1 /∈ ℓ would imply τ − 1 ∈ Q, which would contradict the condition
τ = minQ.)
Now, by Lemma 2.7, Vτ−1 is an extreme point of convP and hence of face
ℓ∩convP = [V0, Vk]. Therefore, τ−1 ∈ {0, k} (since P is ordinary). But τ−1 6= k,
because τ ∈ 1, k − 1. It follows that τ − 1 = 0, so that τ = 1, whence V1 = Vτ /∈ ℓ.
This means that 1 /∈ R, so that σ ∈ 2, k − 1. Also, Vσ ∈ ℓ. Moreover, Vσ−1 /∈ ℓ.
(Indeed, the condition σ ∈ 2, k − 1 yields σ − 1 ∈ 1, k − 1, so that Vσ−1 ∈ ℓ would
imply σ − 1 ∈ R, which would contradict the condition σ = minR.)
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By Lemma 2.7 (applied to the “reversed” polygon (Vn−1, . . . , V0)), Vσ is an
extreme point of convP and hence of ℓ ∩ convP = [V0, Vk]. Therefore σ ∈ {0, k},
which contradicts the condition σ ∈ 2, k − 1. 
Proof of Lemma 2.11. Suppose that Vα is not an extreme point of the convex hull
of an ordinary polygon P = (V0, . . . , Vn−1), for some α ∈ 0, n− 1. Then the claim
convP(α) = convP follows immediately from the definitions of the convex hull and
an extreme point.
It remains to prove that edgP(α) = edgP . By Lemma 2.3, the line ℓ := VαVα+1
is supporting to convP . In view of Lemma 2.6, w.l.o.g. ℓ ∩ convP = [V0, Vk] for
some k ∈ 1, n− 1, and V0 and Vk are extreme points of convP .
Since Vα /∈ ext convP , one has Vα /∈ {V0, Vk}, whence α /∈ {0, k} (since P is
ordinary). That is,
α ∈ 1, k − 1 ∪ k + 1, n− 1.
Thus, one has only these two cases: α ∈ 1, k − 1 and α ∈ k + 1, n− 1. These two
cases are quite similar. In fact, say, the latter case can be reduced to the former one
by considering the cyclic permutation (Vk, . . . , Vn−1, V0, . . . , Vk−1) of the vertices of
polygon P = (V0, . . . , Vn−1), which preserves the union of the edges. Thus, w.l.o.g.,
α ∈ 1, k − 1.
Now it follows that ∀q ∈ 1, k − 1 Vq ∈ ℓ. Therefore, ∀q ∈ 1, k − 1 Vq ∈ ℓ ∩
convP = [V0, Vk]. Hence, by Lemma 2.1,⋃
q∈0,k−1
[Vq , Vq+1] = [V0, Vk];
also, using again Lemma 2.1 and taking into account the condition α ∈ 1, k − 1,
one has ⋃
q∈0,α−2
[Vq, Vq+1] ∪ [Vα−1, Vα+1] ∪
⋃
q∈α+1,k−1
[Vq, Vq+1] = [V0, Vk],
whence
edgP(α)
=
⋃
q∈0,α−2
[Vq, Vq+1] ∪ [Vα−1, Vα+1] ∪
⋃
q∈α+1,k−1
[Vq, Vq+1] ∪
⋃
q∈k,n−1
[Vq, Vq+1]
=[V0, Vk] ∪
⋃
q∈k,n−1
[Vq, Vq+1]
=
⋃
q∈0,k−1
[Vq , Vq+1] ∪
⋃
q∈k,n−1
[Vq, Vq+1] = edgP .

Proof of Lemma 2.12. This follows immediately from Lemmas 2.9 and 2.11. 
Proof of Lemma 2.13. Suppose, to the contrary, that n > 5 and P = (V0, . . . , Vn−1)
is a quasi-convex polygon such that P(α) is convex for every α ∈ 0, n− 1, while
polygon P is not convex. Then there is a point
P ∈ (∂ convP) \ edgP .
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By [9, Theorem 11.6], there is a line ℓ containing P and supporting to convP . By
Lemma 2.6, w.l.o.g.
ℓ ∩ convP = [V0, Vk] ∋ P
for some k ∈ 0, n− 1, and V0 and Vk are extreme points of convP . In particular,
this implies that Vk 6= V1 and hence k 6= 1 (because otherwise one would have
P ∈ [V0, V1] while P /∈ edgP).
Also, Vi+1 6= Vi for any i ∈ 0, n− 1. Indeed, otherwise convP(i+1) = convP
and edgP(i+1) = edgP , which contradicts the assumptions that P(α) is convex for
every α ∈ 0, n− 1 and P is not convex.
In particular, V1 6= V0, so that V1 /∈ {V0, Vk}.
Hence, in the case when V1 ∈ ℓ one has V1 ∈ ℓ ∩ convP = [V0, Vk], and so, V1 ∈
(V0, Vk) and hence V1 /∈ ext convP . In view of Lemma 2.7 (with j = 2), it follows
that V2 ∈ ℓ and hence V2 ∈ ℓ ∩ convP = [V0, Vk]. Therefore, convP(1) = convP ,
whence ∂ convP(1) = ∂ convP , while [V0, V2] ⊆ [V0, V1] ∪ [V1, V2], so that
edgP(1) ⊆ edgP ( ∂ convP = ∂ convP(1),
which contradicts the condition that P(α) is convex for every α ∈ 0, n− 1.
It remains to consider the case when V1 /∈ ℓ. One has P ∈ [V0, Vk] ⊆ convP
(1)
(since k 6= 1), P ∈ ∂ convP , and int convP(1) ⊆ int convP . Hence, P ∈ ∂ convP(1),
so that P ∈ edgP(1) (since P(1) is convex), while P /∈ edgP . So,
P ∈ (V0, V2).
In particular, this implies that P is not an extreme point of convP . Since P ∈
[V0, Vk] and V0 and Vk are extreme points of convP , one has P ∈ (V0, Vk) ⊆ ℓ. It
follows that
ℓ = V0V2 = V0Vk,
and so, P is to one side of [V0, V2].
Since P is quasi-convex, it is also to one side of [V0, V1] and to one side of [V1, V2]
(by Lemma 2.3). The condition V1 /∈ ℓ and the conclusion that ℓ = V0V2 imply
that dim conv{V0, V1, V2} = 2. By [2, Theorem 1, page 31], conv{V0, V1, V2} is
the intersection of three closed half-planes whose boundaries are the lines V0V1,
V1V2, and V0V2. Since P = (V0, . . . , Vn−1) is to one side of each of the segments
[V0, V1], [V1, V2], and [V0, V2], it follows that convP ⊆ conv{V0, V1, V2} and hence
convP = conv{V0, V1, V2}.
Moreover, {V0, . . . , Vn−1} ⊆ edgP ⊆ ∂ convP , since P is quasi-convex. Thus,
{V0, . . . , Vn−1} ⊆ ∂ conv{V0, V1, V2} = [V0, V1] ∪ [V1, V2] ∪ [V0, V2].
Furthermore, {V0, . . . , Vn−1} ⊆ {V0, V1, V2}. Indeed, otherwise there is some α ∈
0, n− 1 such that Vα ∈ (V0, V1) ∪ (V1, V2) ∪ (V0, V2); then in fact necessarily α ∈
3, n− 1, and w.l.o.g. Vα ∈ (V0, V1)
(
the cases Vα ∈ (V1, V2) and Vα ∈ (V0, V2)
are quite similar
)
. By Lemma 2.7 (with j = α + 1), one has Vα+1 ∈ V0V1 (since
the line V0V1 is supporting to convP); similarly, applying the same Lemma 2.7 to
the “reversed” polygon (V0, Vn−1, . . . , V1), one sees that Vα−1 ∈ V0V1. Therefore,
[Vα−1, Vα+1] ⊆ [Vα−1, Vα] ∪ [Vα, Vα+1]. Hence and because α > 3,
edgP(α) ⊆ edgP ( ∂ convP = ∂ conv{V0, V1, V2} ⊆ ∂ convP
(α),
which contradicts the condition that P(α) is convex for every α ∈ 0, n− 1.
Next, {Vi, Vi+1} 6= {V0, V2} for any i ∈ 0, n− 1. Indeed, otherwise P ∈ [V0, V2] =
[Vi, Vi+1] ⊆ edgP , which contradicts assumption P ∈ (∂ convP) \ edgP .
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Recall also that Vi+1 6= Vi for any i ∈ 0, n− 1, as was shown above in this proof.
Thus, polygon P = (V0, V1, V2, . . . , Vn−1) is a sequence of vertices of length n > 5
such that (i) every vertex of P equals V0, V1, or V2; (ii) (every vertex which equals)
V0 is followed by V1; (iii) V1 is followed by V0 or V2; (iv) V2 is followed by V1; and
(v) Vn−1 = V1 (since Vn = V0).
It follows that (V0, V1, V2, V3, V4, V5) equals either (V0, V1, V2, V1, V0, V1) or
(V0, V1, V2, V1, V2, V1) (and necessarily n > 6). Then P(4) = (V0, V1, V2, V1, V1, . . . ,
Vn−1), so that convP(4) = convP and edgP(4) = edgP , which contradicts the
assumption that P(α) is convex for every α ∈ 0, n− 1 while P is not convex. 
Proof of Lemma 2.14. Suppose the contrary, that the conditions listed in Lemma 2.14
can all be satisfied at once. Since P is ordinary, all the Vi’s must be distinct. Since
{V0, V2} ⊆ ℓ and {V1, V3} ∩ ℓ = ∅, the points V0, V1, and V2 must be non-collinear.
Hence, w.l.o.g. V0 = (0, 0), V1 = (0, 1), and V2 = (1, 0). Let V3 = (x, y), for some
real x and y.
Introduce vectors −→n1 := (1, 0) and
−→n2 := (0, 1). Then V1, V3 [V0, V2], since line ℓ
is supporting to convP and contains points V0 and V2. Also,
−→n2 ·
−−→
V0V2 = 0 < 1 =
−→n2 ·
−−→
V0V1. Hence, y =
−→n2 ·
−−→
V0V3 > 0. Moreover,
y > 0,
because V3 /∈ ℓ.
Next, −→n1 ·
−−→
V0V1 = 0 < 1 =
−→n1 ·
−−→
V0V2. Also, by Lemma 2.3, V2, V3 [V0, V1]. Hence,
x = −→n1 ·
−−→
V0V3 > 0.
Similarly, using the vector −→n := (−1,−1) and condition V0, V3 [V1, V2], one has
−→n ·
−−→
V1V2 = 0 < 1 =
−→n ·
−−→
V1V0, whence
1− x− y = −→n ·
−−→
V1V3 > 0.
Further, using the vector −→m := (−y, x− 1) and condition V0, V1 [V2, V3], one has
−→m ·
−−→
V2V3 = 0 < y =
−→m ·
−−→
V2V0, whence x+ y− 1 =
−→m ·
−−→
V2V1 > 0. Thus, x+ y− 1 > 0
while 1− x− y > 0; that is,
x+ y = 1.
Finally, using the vector −→e := (y,−x), one has −→e ·
−−→
V3V0 = 0,
−→e ·
−−→
V3V1 = −x 6 0,
and −→e ·
−−→
V3V2 = y > 0. Since V1, V2 [V0, V3], one must have −x > 0, so that x = 0.
Now x + y = 1 yields y = 1, so that V3 = (x, y) = (0, 1) = V1, which contradicts
the condition that P is ordinary. 
Proof of Lemma 2.15. Suppose the contrary, that the conditions listed in Lemma
2.15 can all be satisfied at once. Then condition k ∈ 2, n− 2 implies n > 4. If
n = 4, then k ∈ 2, n− 2 also implies k = 2, and so, in this case Lemma 2.15 follows
from Lemma 2.14.
The remaining case, n > 5, can be proved by induction in n. Indeed, if n > 5,
then at least one of the two sets, {V1, . . . , Vk−1} or {Vk+1, . . . , Vn−1}, contains at
least two distinct vertices. W.l.o.g., the first one of these two quite similar subcases
takes place; that is, k − 1 > 2, so that
k ∈ 3, n− 2.
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Consider now the polygon P(1) = (V0, V2, V3, . . . , Vn−1). Then
P(1) = (U0, . . . , Un−2),
where
Uq :=
{
V0 if q = 0,
Vq+1 if q ∈ 1, n− 2.
By Lemma 2.12, P(1) is an ordinary quasi-convex polygon. The line ℓ is supporting
to convP(1), because ℓ is supporting to convP and V0 ∈ ℓ ∩ P(1). Next,
ℓ ∩ convP(1) ⊇ ℓ ∩ P(1) ⊇ {V0, Vk},
because ℓ ⊇ {V0, Vk} and k > 3. Hence,
ℓ ∩ convP ⊇ ℓ ∩ convP(1) ⊇ [V0, Vk] = ℓ ∩ convP ,
which yields
ℓ ∩ convP(1) = [V0, Vk] = [U0, Uk˜],
where
k˜ := k − 1 ∈ 2, (n− 1)− 2
(because k ∈ 3, n− 2). Finally,
{U1, . . . , Uk˜−1} ∩ ℓ = {V2, . . . , Vk−1} ∩ ℓ ⊆ {V1, . . . , Vk−1} ∩ ℓ = ∅
and {Uk˜+1, . . . , U(n−1)−1}∩ℓ = {Vk+1, . . . , Vn−1}∩ℓ = ∅. Hence, P
(1), k˜, and n−1
satisfy (in place of P , k, and n, respectively) all the conditions listed in Lemma
2.15. Thus, the induction step is verified. 
Proof of Lemma 2.16. If a polygon is convex, then it is trivially quasi-convex.
Assume now that, vice versa, a polygon P := (V0, . . . , Vn−1) is ordinary and
quasi-convex. Take any point V ∈ ∂ convP . What we have then to show is that
V ∈ [Vq, Vq+1] for some q ∈ 0, n− 1.
Since V ∈ ∂ convP , by [9, Corollary 11.6.1] there exists a line ℓ containing point
V and supporting to convP , so that V ∈ ℓ∩ convP . Then, by Lemma 2.6, one has
w.l.o.g. that
ℓ ∩ convP = [V0, Vk]
for some k ∈ 1, n− 1. If k = 1, then V ∈ ℓ ∩ convP = [V0, Vk] = [Vq, Vq+1] for
q = 0. Similarly, if k = n− 1 then V ∈ ℓ ∩ convP = [V0, Vk] = [Vk, V0] = [Vq, Vq+1]
for q = n− 1. It remains to consider the case k ∈ 2, n− 2. Then, by Lemma 2.15,
either {V1, . . . , Vk−1} ∩ ℓ 6= ∅ or {Vk+1, . . . , Vn−1} ∩ ℓ 6= ∅. These two cases are
quite similar to each other. Hence, w.l.o.g., one has {V1, . . . , Vk−1}∩ ℓ 6= ∅, that is,
∃q ∈ 1, k − 1 Vq ∈ ℓ. Now (the second one of the two equivalent implications in)
Lemma 2.10 yields ∀q ∈ 1, k − 1 Vq ∈ ℓ. Therefore, in view of Lemma 2.1,
V ∈ [V0, Vk] =
⋃
q∈0,k−1
[Vq, Vq+1],
so that indeed V ∈ [Vq, Vq+1] for some q ∈ 0, n− 1. 
Proof of Lemma 2.17. This follows immediately from Lemma 2.16 and Lemma
2.12. 
Proof of Lemma 2.18. This follows immediately from Lemma 2.17. 
Proof of Lemma 2.19. This follows immediately from [2, Theorem 1, page 31]. 
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Proof of Lemma 2.20. Let H be a closed half-plane such that ∂H = ℓ and H ⊇
conv{U0, U1, U2}. Then H ⊇ conv{U0, U2} = [U0, U2] ∋ O. On the other hand,
(i) O ∈ (U1, U3) implies that
−−−→
U1U3 = λ
−−→
U1O for some λ > 0 (in fact, λ > 1) and
(ii) U1 ∈ ℓ = ∂H implies that the half-plane H is a cone with vertex U1. Hence,
U3 ∈ H , so that convQ = conv{U0, U1, U2, U3} ⊆ H . 
Proof of Lemma 2.21. Suppose that the conditions of Proposition 1.10 hold. Then
Q := (U0, U1, U2, U3) := (V0, Vα, Vi, Vβ) is a sub-4-gon of P and hence strictly con-
vex, in view of Lemma 2.18. Let ℓ := U0U2. If Vα, Vβ [V0, Vi] (i.e., U1, U3 [U0, U2]),
then the line ℓ is supporting to convQ. It follows from Lemma 2.6 and the strictness
of Q that ℓ ∩ convQ = [U0, U2]. Now Proposition 1.10 follows from Lemma 2.15
(with n = 4 and k = 2) and the strictness of Q. 
Proof of Lemma 2.22. This follows immediately from the definitions. 
Proof of Lemma 2.23. By Lemma 2.21, the strict convexity of Q implies
U1U3 / [U0U2]. It remains to refer to Lemma 2.3. 
Proof of Lemma 2.24. Suppose that, on the contrary, 1σ 6= 1, while all the condi-
tions of Lemma 2.24 hold. Then 1σ ∈ 2, n− 1, because 1σ 6= 0σ = 0. Let i := 1σ−1,
so that iσ = 1. Then i 6= 0, since 0σ = 0. Also, i 6= 1, because of the assumption
1σ 6= 1. Finally, i 6= n− 1, because iσ = 1 < 1σ < (n− 1)σ. Hence, i ∈ 2, n− 2. It
also follows that 0σ < iσ < 1σ < (n− 1)σ. Therefore, Q := (V0σ , Viσ, V1σ, V(n−1)σ)
is a sub-4-gon of the strictly convex polygon P , and so, Q is strictly convex, in view
of Lemma 2.18.
On the other hand, Q˜ := (V0σ , V1σ, Viσ, V(n−1)σ) is a sub-4-gon of the strictly
convex polygon Pσ (because 0 < 1 < i < n− 1), so that Q˜ is also strictly convex.
This contradicts Lemma 2.23. 
Proof of Lemma 2.25. Suppose that all the conditions of Lemma 2.25 hold. Let
J := {j ∈ 0, n− 1: iσ = i ∀i ∈ 0, j}.
By Lemma 2.24, {0, 1} ⊆ J . Let
k := maxJ,
so that k ∈ 1, n− 1. It suffices to show that k = n − 1. Assume the contrary:
k ∈ 1, n− 2. Let
π := θkσθ−k and Q := Pθ−k,
where θ is the “primitive” cyclic permutation defined before the statement of Propo-
sition 1.6. By Lemma 2.22, polygons Q = Pθ−k and Qπ = (Pσ)θ−k are strictly
convex, because polygons P and Pσ are strictly convex and θ−k ∈ Gn. Also,
recalling the definition k = max J , one has
0π = 0θkσθ−k = kσθ−k = kθ−k = 0,
(n− 1)π = (n− 1)θkσθ−k = (k − 1)σθ−k = (k − 1)θ−k = n− 1.
Next, k ∈ 1, n− 2 implies n > 3, so that 1 6= n − 1 and hence 1π 6= (n − 1)π.
Therefore, 1π ∈ 0, n− 1 \ {(n − 1)π} = 0, n− 1 \ {n − 1} = 0, n− 2, so that
1π < n−1 = (n−1)π. Applying now Lemma 2.24 (with Q and π in place of P and
σ), one has 1 = 1π = 1θkσθ−k, whence 1θk = 1θkσ. Since 1θk = k+1, one now has
(k+ 1)σ = k+1. Thus, k+1 ∈ J , which contradicts the condition k = max J . 
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Proof of Lemma 2.26. W.l.o.g., 0 = α < β 6 n − 1. Note that n > 3 and P is
ordinary, since P is strict. Let ℓ0 := VαVα+1 = V0V1. Then, by Lemma 2.3, the
line ℓ0 is supporting to convP , whence {Vβ, Vβ+1} ⊆ H for a closed half-plane H
with ∂H = ℓ0.
If {Vβ , Vβ+1} ⊆ ℓ0 = V0V1, then β ∈ {0, 1} and β+1 ∈ {1, n} (since P is strict).
But β ∈ 1, n− 1 and hence β 6= 0. Now if β = 1, then β + 1 /∈ {1, n}, since n > 3.
This contradiction shows that {Vβ , Vβ+1} 6⊆ ℓ0.
Therefore, one has one of the following three cases.
Case 1 : {Vβ, Vβ+1} ∩ ℓ0 = ∅. Then {Vβ , Vβ+1} ⊆ H \ ℓ0 = intH , whence
[Vβ , Vβ+1) ⊆ [Vβ , Vβ+1] ⊆ intH , while [V0, V1) ⊆ ℓ0 = ∂H , which implies the
conclusion of Lemma 2.26 (with α = 0).
Case 2 : Vβ ∈ ℓ0 and Vβ+1 /∈ ℓ0. Then Vβ = V1 (since P is strict, ℓ0 = V0V1,
and β ∈ 1, n− 1). Let now ℓβ := VβVβ+1. Then ℓβ 6= ℓ0 (since Vβ+1 ∈ ℓβ \ ℓ0), so
that ℓ0 ∩ ℓβ = {Vβ}. It follows that [V0, V1) ∩ [Vβ , Vβ+1) ⊆ ℓ0 ∩ ℓβ = {Vβ}. But
Vβ = V1 /∈ [V0, V1), which implies the conclusion of Lemma 2.26 (with α = 0) in
Case 2 as well.
Case 3 : Vβ /∈ ℓ0 and Vβ+1 ∈ ℓ0. This case is quite similar to Case 2. Indeed,
here Vβ+1 = V0 (since P is strict, ℓ0 = V0V1, and β + 1 ∈ 2, n); at that, β + 1 = n
and hence β = n − 1. Consider again ℓβ = VβVβ+1. Then ℓβ 6= ℓ0 (since Vβ ∈
ℓβ \ ℓ0), so that ℓ0 ∩ ℓβ = {Vβ+1}. It follows that [V0, V1) ∩ [Vβ , Vβ+1) ⊆ ℓ0 ∩ ℓβ =
{Vβ+1} = {V0}. But V0 /∈ [Vn−1, V0) = [Vβ , Vβ+1), which implies the conclusion of
Lemma 2.26 (with α = 0) in Case 3, too. 
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