Abstract. Training neural networks is a complex task of great importance in the supervised learning field of research. In this work we tackle this problem with five algorithms, and try to offer a set of results that could hopefully foster future comparisons by following a kind of standard evaluation of the results (the Prechelt approach). To achieve our goal of studying in the same paper population based, local search, and hybrid algorithms, we have selected two gradient descent algorithms: Backpropagation and Levenberg-Marquardt, one population based heuristic such as a Genetic Algorithm, and two hybrid algorithms combining this last with the former local search ones. Our benchmark is composed of problems arising in Medicine, and our conclusions clearly establish the advantages of the proposed hybrids over the pure algorithms.
Introduction
The interest of the research in Artificial Neural Networks (ANNs) resides in the appealing properties they exhibit: adaptability, learning capability, and ability to generalize. Nowadays, ANNs are receiving a lot of attention from the international research community with a large number of studies concerning training, structure design, and real world applications, ranging from classification to robot control or vision [1] .
The neural network training task is a capital process in supervised learning, in which a pattern set made up of pairs of inputs plus expected outputs is known beforehand, and used to compute the set of weights that makes the ANN to learn it. One of the most popular training algorithms in the domain of neural networks is the Backpropagation (or generalized delta rule) technique [2] , a gradient-descent method. Other techniques such as evolutionary algorithms (EAs) have been also applied to the training problem in the past [3, 4] , trying to avoid the local minima that so often appear in complex problems. Although training is a main issue in ANN's design, many other works are devoted to evolve the layered structure of the ANN or even the elementary behavior of the neurons composing the ANN. For example, in [5] a definition of neurons, layers, and the associated training problem is analyzed by using parallel genetic algorithms; also, in [6] the architecture of the network and the weights are evolved by using the EPNet evolutionary system. It is really difficult to perform a revision of this topic; however, the work of Yao [7] represents an excellent starting point to get acquired of the research in training ANNs.
The motivation of the present work is manyfold. First, we want to perform a standard presentation of results that promotes and facilitates future comparisons. This sounds common sense, but it is not frequent that authors follow standard rules for comparisons such as the structured Prechelt's set of recommendations [8] , a "de facto" standard for many ANN researchers. A second contribution is to include in our study, not only the well known Genetic Algorithm (GA) and Backpropagation algorithm, but also the Levenberg-Marquardt (LM) approach [9] , and two additional hybrids. The potential advantages coming from an LM utilization merit a detailed study. We have selected a benchmark from the field of Medicine, composed of three classification problems: diagnosis of breast cancer, diagnosis of diabetes in Pima Indians, and diagnosis of heart disease.
The remainder of the article is organized as follows. Section 2 introduces the Artificial Neural Network computation model. Next, we give a brief description of the algorithms under analysis (Section 3). The details of the experiments and their results are shown in Section 4. Finally, we summarize our conclusions and future work in Section 5.
Artificial Neural Networks
Artificial Neural Networks are computational models naturally performing a parallel processing of information [10] . Essentially, an ANN can be defined as a pool of simple processing units (neurons) which communicate among themselves by means of sending analog signals. These signals travel through weighted connections between neurons. Each of these neurons accumulates the inputs it receives, producing an output according to an internal activation function. This output can serve as an input for other neurons, or can be a part of the network output. In Fig. 1 left we can see a neuron in detail. There is a set of important issues involved in the ANN design process. As a first step, the architecture of the network has to be decided. Initially, two major options are usually considered: feedforward networks and recurrent networks (additional considerations regarding the order of the ANN exist, but are out of our scope). The feedforward model comprises networks in which the connections are strictly feedforward, i.e., no neuron receives input from a neuron to which the former sends its output, even indirectly. The recurrent model defines networks in which feedback connections are allowed, thus making the dynamical properties of a capital importance. In this work we will concentrate on the first and simpler model: the feedforward networks. To be precise, we will consider the so-called multilayer perceptron (MLP) [11] , in which units are structured into ordered layers, and connections are allowed only between adjacent layers in an input-to-output sense (see Fig. 1 right) .
For any MLP, several parameters such as the number of layers and the number of units per layer must be defined. After having done this, the last step in the design is to adjust the weights of the network, so that it produces the desired output when the corresponding input is presented. This process is known as training the ANN or learning the network weights. Network weights comprise both the previously mentioned connection weights, as well as a bias term for each unit. The latter can be viewed as the weight of a constant saturated input that the corresponding unit always receives. As initially stated, we will focus on the learning situation known as supervised training, in which a set of input/desired-output patterns is available. Thus, the ANN has to be trained to produce the desired output according to these examples. The input and output of the network are both real vectors in our case.
In order to perform a supervised training we need a way of evaluating the ANN output error between the actual and the expected output. A popular measure is the Squared Error Percentage (SEP). We can compute this error term just for one single pattern or for a set of patterns. In this last case, the SEP is the average value of the patterns individual SEP. The expression for this global SEP is:
where t p i and o p i are, respectively, the i-th components of the expected vector and the actual current output vector for the pattern p; o min and o max are the minimum and maximum values of the output neurons, S is the number of output neurons, and P is the number of patterns.
In classification problems, we could use still an additional measure: the Classification Error Percentage (CEP). CEP is the percentage of incorrectly classified patterns, and it is a usual complement to any of the other two (SEP or the wellknown MSE) raw error values, since CEP reports in a high-level manner the quality of the trained ANN.
We use for our study several algorithms to train ANNs: the Backpropagation algorithm, the Levenberg-Marquardt algorithm, a Genetic Algorithm, a hybrid between Genetic Algorithm and Backpropagation, and a hybrid between Genetic Algorithm and Levenberg-Marquardt. We briefly describe them in the following paragraphs.
Backpropagation
The Backpropagation algorithm (BP) [2] is a classical domain-dependent technique for supervised training. It works by measuring the output error, calculating the gradient of this error, and adjusting the ANN weights (and biases) in the descending gradient direction. Hence, BP is a gradient-descent local search procedure (expected to stagnate in local optima in complex landscapes).
First, we define the squared error of the ANN for a set of patterns:
The actual value of the previous expression depends on the weights of the network. The basic BP algorithm (without momentum in our case) calculates the gradient of E (for all the patterns in our case) and updates the weights by moving them along the gradient-descendent direction. This can be summarized with the expression ∆w = −η∇E, where the parameter η > 0 is the learning rate that controls the learning speed. The pseudo-code of the BP algorithm is shown in Fig. 2 . 
Levenberg-Marquardt
The Levenberg-Marquardt algorithm (LM) [9] is an approximation to the Newton method used also for training ANNs. The Newton method approximates the error of the network with a second order expression, which contrasts to the Backpropagation algorithm that does it with a first order expression. LM is popular in the ANN domain (even it is considered the first approach for an unseen MLP training task), although it is not that popular in the metaheuristics field. LM updates the ANN weights as follows:
where J p (w) is the Jacobian matrix of the error vector e p (w) evaluated in w, and I is the identity matrix. The vector error e p (w) is the error of the network for pattern p, that is, e p (w) = t p −o p (w). The parameter µ is increased or decreased at each step. If the error is reduced, then µ is divided by a factor β, and it is multiplied by β in other case. Levenberg-Marquardt performs the steps detailed in Fig. 3 . It calculates the network output, the error vectors, and the Jacobian matrix for each pattern. Then, it computes ∆w using (3) and recalculates the error with w + ∆w as network weights. If the error has decreased, µ is divided by β, the new weights are maintained, and the process starts again; otherwise, µ is multiplied by β, ∆w is calculated with a new value, and it iterates again.
InitializeWeights; while not StopCriterion do
Calculates e p (w) for each pattern;
Calculates J p (w) for each pattern; repeat Calculates ∆w; e2 := P p=1
if (e1 <= e2) then µ := µ * β; endif; until (e2 < e1); µ := µ/β; w := w + ∆w; endwhile; Fig. 3 . Pseudo-code of the LM algorithm
Genetic Algorithm
A GA [12] is a stochastic general search method. It proceeds in an iterative manner by generating new populations of individuals from the old ones. Every individual is the encoded (binary, real, etc.) version of a tentative solution. The canonical algorithm applies stochastic operators such as selection, crossover, and mutation on an initially random population in order to compute a new population. In generational GAs all the population is replaced with new individuals. In steady-state GAs (used in this work) only one new individual is created and it replaces the worst one in the population if it is better. The pseudo-code of the GA we are using here can be seen in Fig. 4 . The search features of the GA contrast with those of the BP and LM in that it is not trajectory-driven, but population-driven. The GA is expected to avoid local optima frequently by promoting exploration of the search space, in opposition to the exploitative trend usually allocated to local search algorithms like BP or LM.
t := 0; Initialize: P (0) := {a1(0), . . . , aµ(0)} ∈ I µ ; Evaluate: P (0) : {Φ (a1(0)) , . . . , Φ (aµ(0))}; while ι (P (t)) = true do //Reproductive loop Select: P (t) := sΘ s (P (t)); Recombine: P (t) := ⊗Θ c (P (t)); Mutate: P (t) := mΘ m (P (t)); Evaluate: P (t) : {Φ (a 1 (t)) , . . . , Φ (a λ (t))}; Replace:
P (t + 1) := rΘ r (P (t) ∪ Q); t := t + 1; endwhile; 
Hybrid Algorithms
Here, the hybridization refers to the inclusion of problem-dependent knowledge in a general search template [13, 14] . We can distinguish two kinds of hybridization: strong and weak hybridization. In the first one, the knowledge is included using specific operators or representations. In the latter, several algorithms are combined somehow. In this last case, an algorithm can be used to improve the results of another one separately or it can be used as an operator of the other.
The hybrid algorithms that we use in this work are combinations of two algorithms (weak hybridization), where one of them acts as an operator in the other. We combine a GA with the BP algorithm (GABP), and a GA with LM (GALM). In both cases the problem-specific algorithm (BP and LM) is used as a mutation-like operation of the general search template (GA). Therefore, GAxx is a GA (Fig. 4) in which the mutation has been replaced by the "xx" algorithm that is applied with probability p t .
Empirical Study
After discussing the algorithms, we present in this section the experiments performed and their results. The benchmark for training and the parameters of the algorithms are presented in the next subsection. The analysis of the results is shown in Subsection 4.2.
Computational Experiments
We tackle three classification problems. These problems consist in determining the class that a certain input vector belongs to. Each pattern from the training pattern set contains an input vector and its desired output vector. These vectors are formed by real numbers. However, in classification problems, the output of the network must be interpreted as a class. Such interpretation can be performed in different ways [8] . One of them consists in assigning an output neuron to each class. When an input vector is presented to the network, the network response is the class associated with the output neuron with the larger value. This method is known as winner-takes-all and it is employed in this work.
The instances solved here belong to the Proben1 1 benchmark [8] : Cancer, Diabetes, and Heart. We now briefly detail them: [20, 21] .
The structure of the MLP used for any problem accounts for three layers (input-hidden-output) having six neurons in the hidden layer. The number of neurons in the input and output layers depends on the concrete instance. The activating function of the neurons is the sigmoid function. Table 1 summarizes the network architecture for each instance.
To evaluate an ANN, we split the pattern set into two subsets: the training one and the test one. The ANN is trained with all the algorithms by using the training pattern set, and then it is evaluated on the unseen test pattern set. The training set for each instance is approximately made of the first 75% of the examples, while the last 25% constitutes the test set. The exact number of patterns for each instance is presented in Table 1 to ease future comparisons.
After presenting the problems, we now turn to describe the parameters for the algorithms (Table 2) . To get the parameters of the pure algorithms we performed some preliminary experiments and defined those with the best results. The hybrid algorithms GABP and GALM use the same parameters as their elementary components. However, the mutation operator of the GA is not applied; instead, it is replaced by BP or LM, respectively. The BP and LM are applied with an associated probability p t only to one individual generated after recombination at each iteration. When applied, BP/LM only performs one single epoch. As to the representation of the individuals, the weights are encoded as binary vectors. These vectors allocate 16 bit substrings to represent a real value in the interval [−1, +1]. The weights associated to any link arriving to a neuron (and the neuron bias) are placed together in the chromosome.
Finally, we need to define a fitness function to guide the search of the GA (either pure or hybrid). The fitness function (to be maximized) is the inverse of the SEP for the training set.
Analysis of the Results
In this section we present the results obtained after the application on the three instances of the five algorithms. We report the mean and the standard deviation of the CEP for the test pattern set after performing 50 independent runs. Table 3 and Fig. 5 show the results. A first conclusion is that the GA obtains always a higher CEP than BP, LM and the hybrids (except for Heart and GABP). This is not a surprising fact, since the GA performs a rather explorative search in this kind of problems. BP is slightly more accurate than LM for all the instances, what we did not expect after the accurate behavior of LM in other studies.
With respect to the hybrid algorithms, the results do confirm our hypothesis of work: GALM is more accurate than GABP. In fact, this is noticeable since BP performed better than LM. Of course, we are not saying that this holds for any ANN training problem. However, we do state a clear claim after these results, i.e., GABP has received "too much" attention from the community, while maybe GALM could have worked out lower error percentages. To help the reader we also display these results in a graph in Fig. 5 . We have traced the evolution of each algorithm for the Cancer instance to better explain how the different algorithms work (Fig. 6) . We measure the SEP of the network in each epoch of the algorithm. For population-based algorithms (GA, GABP and GALM) we trace the SEP of the best fitness network. Each trace line represents the average SEP over 50 independent runs. We can observe that LM is the faster algorithm, followed by BP, what confirms intuition on the velocity of local search compared to GAs and hybrids. BP an LM clearly stagnate before 200 epochs in a solution. The GA is the slowest algorithm, and its hybridization with BP, and especially with LM, shows an acceleration of the evolution. An interesting observation is that the algorithms with the lowest SEP (BP and LM) do not always get the lowest CEP (best classification) for the test patterns. For example, GALM, which exhibits the lowest CEP, has only a modest value of SEP in the training process. This is due to the overtraining of the network in the BP and the LM algorithms, and confirms the necessity of reporting both, ANN errors and classification percentages in this field of research. There are many interesting works related to neural network training that also solve the instances tackled here. But unfortunately, some of the results are not comparable with ours, because they use a different definition of the training and test sets; this is why we consider a capital issue to adhere to any standard way of evaluation like the one proposed by Prechelt [8] . However, we did find some works for meaningful comparisons.
For the Cancer instance we find that the best mean CEP [22] is 1.1%, which represents a lower accuracy compared to our 0.02% obtained with the GALM hybrid. In [23] , a CEP close to 2% for this instance is achieved, while our GALM is one hundred times more accurate. The mentioned work uses 524 patterns for the training set and the rest for the test set, that is, almost exactly our configuration with only one pattern changed (a minor detail), and therefore the results can be compared. The same occurs for the work of Yao and Liu [6] , where their EPNet algorithm works out neural networks of a lower quality (1.4% of CEP).
For the Diabetes instance, a CEP of 30.11% is reached in [24] (outperformed by our BP, LM, and GALM) with the same network architecture as in our work. In [6] we found for this instance a 22.4% of CEP (outperformed by our BP with a 21.76%).
Finally, in [24] we found a 45.71% of CEP for the Heart instance using the same architecture. In this case, all our algorithms outperform their CEP measure (except GABP).
In summary, while we have found some of the more accurate results for the three instances, it is still needed to get ahead on other instances, always keeping in mind the importance of reporting results in a standardized manner.
Conclusions
In this work we have tackled the neural network training problem with five algorithms: two well-known problem-specific algorithms such as Backpropagation and Levenberg-Marquardt, a general metaheuristic such as a Genetic Algorithm, and two hybrid algorithms combining the Genetic Algorithm with the problemspecific techniques. To compare the algorithms we solve three classification problems from the domain of Medicine: the diagnosis of breast cancer, the diagnosis of diabetes in the Pima Indians, and the diagnosis of heart disease.
Our results show that the problem-specific algorithms (BP and LM) get lower classification error than the genetic algorithm, and thus confirm numerically what intuition can only suggest. The hybrid algorithm GALM outperforms in two of the three instances the classification error of the problem-specific algorithms. This makes GALM look as a promising algorithm for neural network training. On the other hand, many of the classification errors obtained in this work are below those found in the literature, what represents a cutting-edge result. As a future work we plan to add new algorithms to the analysis, and to apply them to more instances, especially in the domain of Bioinformatics.
