Introduction
Magne c Resonance Imaging (MRI) is considered today the golden-standard modality for so ssues. The long acquisi on mes, however, make it more prone to mo on ar facts as well as contribute to its rela ve high costs.
Over the years, mul ple studies concentrated on designing reduced measurement schemes (random, uniform, random variable density and equi-spaced Cartesian) and image reconstruc on schemes based on compressive sensing and deep learning for MRI, however these problems have been so far addressed separately. C o n t r ib u t io n . We propose to learn accelerated MR acquisi on schemes (in the form of Cartesian trajectories) jointly with the image reconstruc on operator.
Proposed method
In our pipeline, we perform the sub-sampling in the k-space domain and the reconstrucon in the image domain, following an inverse Fourier transform. S u b -s a m p lin gla y e rAs depicted in Fig. 1 , the sub-sampling layer receives a fully sampled k-space, denoted as x and outputs the sub-sampled version y = Φx, where Φ is a binary sub-sampling mask. Being restricted to Cartesian trajectories, the sub-sampling mask Φ is a column vector, the length of the number of rows of the k-space matrix. B in a r ym a s k . We follow the methodology of [Courbariaux et al., 2015] proposing to keep two versions of the mask: binary, denoted as Φ, and con nuous, denoted as Φ c . The two versions are used as follows:
1. During forward and back propaga on for calcula ng the gradients, the binary version Φ is used; 2. The gradient step with the calculated weight update δΦ is applied to the con nuous Φ c ; 3. The con nuous mask Φ c is binarized as follows to produce an updated version of Φ:
where τ is determined as the upper q-le of the values of Φ c with q deno ng the decima on rate. M a s k in it ia liz a t io n . We randomly ini alize Φ and then the con nuous mask Φ c is ini alized by assigning a random value from the uniform distribu on U ( 0.5, 1 ) to each row selected in Φ, and from U ( 0, 0.5 ) otherwise. R e c o n s t r u c t io n n e t w o r k . As the inverse operator, we used a mul -resolu on encoderdecoder network with symmetric skip connec ons, also known as the U-net architecture [Ronneberger et al., 2015] .
Experiments & results
We trained our model on the NYU fastMRI database with different decima on rates in two scenarios:
1. S t a t icm a s k . Only the inverse operator (reconstruc on network) is learned with a fixed mask. 2. L e a r n e d m a s k . End-to-end simultaneous training of forward operator (the sub-sampling layer) and inverse operator (the reconstruc on network). M a s k e v o lu t io n . A key observa on is that the model "selects" different frequency lines than the ones of the ini al mask, but s ll preserves similarity to it. This implies that while the final mask is depended on the ini aliza on, the learning process consistently improves the performance of the mask.
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Conclusion & future directions
We demonstrated, as a proof-of-concept, that learning simultaneously the sub-sampling pa ern and the reconstruc on network improves the end image quality of an MR imaging system.
The main limita on of our work is the restric on of the op mal sub-sampling pa erns to Cartesian trajectories. In the future, we plan to extend the proposed approach to the more general case of finding the best k-space trajectory with the constraint on the acquisi on me rather than on the number of measurements.
