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SHARP CONSTANTS OF APPROXIMATION THEORY. II. INVARIANCE
THEOREMS AND MULTIVARIATE INEQUALITIES OF DIFFERENT
METRICS
MICHAEL I. GANZBURG
Abstract. We prove invariance theorems for general inequalities of different metrics and apply
them to limit relations between the sharp constants in the multivariate Markov-Bernstein-Nikolskii
type inequalities with the polyharmonic operator for algebraic polynomials on the unit sphere and
the unit ball in Rm and the corresponding constants for entire functions of spherical type on Rm.
Certain relations in the univariate weighted spaces are discussed as well.
1. Introduction
We continue the study of the sharp constants in multivariate inequalities of approximation theory
that began in [14]. In this paper we prove invariance theorems for multivariate inequalities of
different metrics and apply them to limit relations between the sharp constants in the multivari-
ate Markov-Bernstein-Nikolskii type inequalities for algebraic polynomials and entire functions of
exponential type. In addition, we discuss the asymptotic behavior of certain sharp constants in
univariate weighted spaces.
Notation. Let Rm, m ≥ 1, be the Euclidean m-dimensional space with elements x = (x1, . . . , xm),
y = (y1, . . . , ym), the inner product (x, y) :=
∑m
j=1 xjyj, and the norm |x| :=
√
x · x. Next,
C
m := Rm + iRm is the m-dimensional complex space with elements z = x + iy = (z1, . . . , zm)
and the norm |z| :=
√
|x|2 + |y|2; Zm denotes the set of all integral lattice points in Rm; and
Z
m
+ is a subset of Z
m of all points with nonnegative coordinates. In addition, we use a multi-index
α = (α1, . . . , αm) ∈ Zm+ with |α| :=
∑m
j=1 αj and x
α := xα11 · · ·xαmm . We also use the Frobenius norm
‖A‖F :=
(∑m
k,j=1 a
2
k,j
)1/2
of an m ×m matrix A = [ak,j]mk,j=1 with real elements. Given M > 0,
let V m(M) := {x ∈ Rm : |x| ≤ M}, V m := V m(1), and Sm−1 := {x ∈ Rm : |x| = 1} be the m-
dimensional ball of radiusM , the unitm-dimensional ball, and the unit (m−1)-dimensional sphere
in Rm, respectively. Next, let |E|k denote the k-dimensional Lebesgue measure of a k-dimensional
measurable set E ⊆ Rm. In particular, |Sm−1|m−1 = 2pim/2/Γ(m/2), m ≥ 2, and |S0|0 := 2. In
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addition, we use generic notation ⌊a⌋, Γ(z) and B(α, β) for the floor function, the gamma function
and the beta function, respectively.
Throughout the paper C, C0, C1, . . . denote positive constants independent of essential param-
eters. Occasionally we indicate dependence on certain parameters. The same symbol C does not
necessarily denote the same constant in different occurrences.
Markov-Bernstein-Nikolskii Type Inequalities. Limit relations between sharp constants in
the univariate Markov-Bernstein-Nikolskii type inequalities for trigonometric and algebraic poly-
nomials and entire functions of exponential type were studied by Taikov [26, 27], Gorbachev [17],
Levin and Lubinsky [19, 20], the author and Tikhonov [16], and the author [13]. Detailed sur-
veys of the univariate Markov-Bernstein-Nikolskii type inequalities for trigonometric and algebraic
polynomials and entire functions of exponential type were presented in [16, 13]. The corresponding
multivariate problems were recently studied by Dai, Gorbachev, and Tikhonov [6] and the author
[14].
The purpose of this paper is threefold. First, we extend invariance theorems of approximation
theory, proved by the author and Pichugov [15] and by the author [12], to the generalized Markov-
Bernstein-Nikolskii type inequalities. These results are presented and proved in Section 2 (see
Theorems 2.1 and 2.2). In particular, invariance theorems reduce certain multivariate inequalities to
univariate ones in weighted metrics. Certain special cases are discussed in Section 3 (see Examples
3.8, 3.10, 3.12 and Corollaries 3.9, 3.11, 3.13).
Second, in Section 4 we obtain limit relations between the sharp constants in the multivariate
Markov-Bernstein-Nikolskii type inequalities with the polyharmonic operator for polynomials on
the unit sphere and the unit ball in Rm and the corresponding constants for entire functions of
spherical type on Rm (see Corollaries 4.4 and 4.5). In particular, we extend certain asymptotic
results for the sharp constants in the Nikolskii-type inequalities on the unit sphere, proved in [6],
to the Markov-Bernstein-Nikolskii type inequalities.
The proofs of multivariate results are based on the invariance theorems and certain univariate
results. By using the invariance theorems, the limit multivariate relations can be reduced to the
relations between sharp constants in the univariate Markov-Bernstein-Nikolskii type inequalities
for algebraic polynomials with the Bessel and Gegenbauer differential operators in weighted Lp-
spaces on [−1, 1], 1 ≤ p ≤ ∞, and the corresponding constants for univariate entire functions of
exponential type.
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Third, limit relations between the univariate sharp constants in more general weighted spaces
are presented in Theorems 4.1 and 4.3. Their proofs are given in Section 6. Note that the proofs
are based on an approach to limit relations between sharp constants developed in [16, 13, 14].
Surprisingly, a special case of limit relations between the univariate sharp constants in weighted
spaces is the asymptotic relation for the sharp constant in the classical inequality for univariate
polynomials of different metrics (see Corollary 4.6; cf. [13, Theorem 1.4 and p. 94]).
Special cases of the results in Section 4 are obtained earlier in [19, 13, 6]. Section 5 contains
certain properties of entire functions of exponential type and polynomials that are needed for the
proofs.
2. General Invariance Theorems
General and special invariance theorems for the error of best approximation were proved in [15, 12].
In this section we discuss general invariance theorems for the sharp constants in the Markov-
Bernstein-Nikolskii type inequalities.
Let Ωm ⊆ Rm and let F (Ωm) be a Banach space of functions f : Ωm → C1 with the norm
‖ · ‖F (Ωm). Next, let B 6= {0} be a closed subspace of F (Ωm) and let D : B → F (Ωm) be a bounded
linear operator. Given a ∈ Ωm, we define the sharp constant in the generalized Markov-Bernstein-
Nikolskii type inequality by
Ca = Ca (B, F (Ωm),D) := sup
f∈B\{0}
|D(f)(a)|
‖f‖F (Ωm)
. (2.1)
If D is the imbedding operator I : B → F (Ωm), then Ca is the sharp constant in the generalized
Nikolskii-type inequality.
Further, let Gm = Gm(a) be a compact topological group of continuous transformations s :
Ωm → Ωm with a fixed point a ∈ Ωm (i. e., sa = a, s ∈ Gm) and let F (Ωm)Gm denote a subspace
of F (Ωm) of all functions f which are invariant under the group Gm, i.e., f(s·) = f(·), s ∈ Gm.
Let B be a closed subspace of F (Ωm). In this section we discuss sufficient conditions for the
sharp constant to be invariant under Gm, i.e.,
Ca (B,F (Ωm),D) = Ca
(
B ∩ F (Ωm)Gm , F (Ωm),D
)
. (2.2)
We assume that B, Gm, D, and F (Ωm) satisfy the following conditions.
(C1) The norm ‖ · ‖F (Ωm) is invariant under Gm, i.e., for every f ∈ F (Ωm) and each s ∈
Gm, ‖f(s·)‖F (Ωm) = ‖f‖F (Ωm).
(C2) The operator D is invariant under Gm, i.e., for every f ∈ B and each s ∈ Gm, D(fs)(·) =
D(f)(s·), where fs(·) := f(s·).
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(C3) The subspace B is invariant under Gm, i.e., for every f ∈ B and each s ∈ Gm, f(s·) ∈ B.
(C4) For every f ∈ B, f(s·) : Gm → B is a continuous function in s ∈ Gm.
(C5) B ∩ F (Ωm)Gm 6= {0}.
The following general invariance theorem holds true.
Theorem 2.1. If conditions (C1) through (C5) are satisfied, then (2.2) is valid.
Proof. It suffices to prove the inequality
|D(f)(a)|
‖f‖F (Ωm)
≤ sup
f∗∈(B∩F (Ωm)Gm )\{0}
|D(f∗)(a)|
‖f∗‖F (Ωm)
(2.3)
for every f ∈ B \ {0}. Note that due to condition (C5) the right-hand sides of (2.2) and (2.3) are
well-defined.
Since Gm is a compact topological group, there exists the Haar measure µ(s) on Gm with
µ(Gm) = 1 (see, e.g., [24, Theorem 5.5.14]). Next, for every f ∈ B the function f(s·) : Gm → B
is continuous on Gm by conditions (C3) and (C4); therefore, its image H := {f(s·) : s ∈ Gm} is
compact in F (Ωm). Since F (Ωm) is a Banach space, the closure of the convex hull of H (denote it
by H¯co) is compact as well (see, e.g. [24, Theorem 3.3.25(a)]). Then the Haar integral
f∗(·) :=
∫
Gm
f(s·)dµ(s) (2.4)
exists and f∗ ∈ H¯co (see, e.g. [24, Theorem 3.27]). Moreover, since B is a closed subset of F (Ωm),
we conclude that H¯co ⊆ B, so f∗ ∈ B. Next, for every t ∈ Gm,
f∗(t·) =
∫
Gm
f(st·)dµ(s) =
∫
Gm
f(s·)dµ(s) = f∗(·), (2.5)
where the second equality in (2.5) follows from the invariance of the Haar measure. Therefore,
f∗ ∈ B ∩F (Ωm)Gm . Using now the generalized Minkowski inequality (see, e.g., [7, Lemma 3.2.15])
and condition (C1), we obtain
‖f∗‖F (Ωm) ≤
∫
Gm
‖f(s·)‖F (Ωm)dµ(s) = ‖f‖F (Ωm). (2.6)
Further, by [7, Theorem 3.2.19(c)] and conditions (C3) and (C2), we have
D(f∗)(x) =
∫
Gm
D(fs)(x)dµ(s) =
∫
Gm
D(f)(sx)dµ(s), x ∈ Ωm, (2.7)
and since sa = a, s ∈ Gm, we obtain from (2.7)
D(f∗)(a) = D(f)(a). (2.8)
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If f 6= 0 and D(f)(a) = 0, then (2.3) holds trivially true by (C5). If D(f)(a) = D(f∗)(a) 6= 0, then
f 6= 0, f∗ 6= 0, and it follows from (2.6) and (2.8) that
|D(f)(a)|
‖f‖F (Ωm)
≤ |D(f
∗)(a)|
‖f∗‖F (Ωm)
.
Hence (2.3) holds true in this case as well. Thus (2.2) is established. 
The proof of Theorem 2.1 is based on the existence of the Haar integral f∗ which belongs to B.
These both facts follow from strong condition (C4). However, the existence of f∗(x) for each
x ∈ Ωm follows from the following weaker condition.
(C4′) For every f ∈ B and each fixed x ∈ Ωm, the linear functional f(sx) : Gm → C1 is continuous
in s ∈ Gm.
It is obvious that (C4) implies (C4′), but the converse statement is not valid in general (see [12,
Example 2.1]). If we introduce a new condition
(C6) For every f ∈ B, the Haar integral f∗ defined in (2.4) belongs to B,
then we arrive at the following version of Theorem 2.1.
Theorem 2.2. If conditions (C1), (C2), (C3), (C4′), (C5), and (C6) are satisfied, then (2.2) is
valid.
Proof. The existence of f∗ follows from (C4′) (see, e.g., [24, Theorem 5.5.14]) and, in addition,
f∗ ∈ B by (C6). The rest of the proof of (2.2) is similar to that of Theorem 2.1. 
3. Special Invariance Theorems
Here, we discuss special cases of invariance theorems presented in Section 2.
Special Cases and Preliminaries. In all our examples of applications of Theorems 2.1 and 2.2
we use special sets Ωm, spaces F (Ωm), subspaces B, groups Gm, and linear operators D described
below. In addition, we discuss here their certain properties.
Let Ωm be one of the following sets: V
m, m ≥ 1; Sm−1, m ≥ 2; and Rm, m ≥ 1; and let
F (Ωm) = Lp(Ωm), 1 ≤ p ≤ ∞, be the space of all measurable functions f : Ωm → C1 with the
finite norm
‖f‖Lp(Ωm) :=


(∫
Ωm
|f(x)|pdx
)1/p
, 1 ≤ p <∞,
ess supx∈Ωm |f(x)|, p =∞.
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In addition, we also need the weighted space Lp,µ(t)(Ω1), 0 < p ≤ ∞, of all univariate measurable
functions f : Ω1 → C1 with the finite quasinorm
‖f‖Lp,µ(t)(Ω1) :=


(∫
Ω1
|f(t)|pµ(t)dt
)1/p
, 0 < p <∞,
ess supt∈Ω1 |f(t)|, p =∞.
Here, Ω1 is a measurable subset of R
1 and µ : Ω1 → [0,∞) is a locally integrable weight. This
quasinorm allows the following ”triangle” inequality
‖f + g‖p˜Lp,µ(t)(Ω1) ≤ ‖f‖
p˜
Lp,µ(t)(Ω1)
+ ‖g‖p˜Lp,µ(t)(Ω1) , (3.1)
where p˜ := min{1, p} for p ∈ (0,∞]. In this section, µ(t) is either |t|m−1, m ≥ 1, or (1 −
t2)(m−3)/2, m ≥ 2. In Sections 4, 5, and 6, we use more general weights.
In the capacity of B we discuss either the set Pn,m |Ωm of the restrictions P |Ωm to Ωm of
polynomials P (x) =
∑
|α|≤n cαx
α : Rm → C1 in m variables of degree at most n (if Ωm is identified,
we often write Pn,m instead of Pn,m |Ωm ) or the set Eσ,m ∩ Lp(Rm) of the restrictions to Rm of
entire functions in m variables of spherical type σ > 0 that belong to Lp(R
m).
We recall that an entire function f : Cm → C1 has spherical type σ > o if for any ε > 0 there
exists a constant C0(ε, f) such that
|f(z)| ≤ C0(ε, f) exp(σ(1 + ε)|z|), z ∈ Cm, (3.2)
(see [22, Sect. 3.2.6] and [8, Definition 5.1]). We often identify f with its restriction to Rm.
We need the following compactness theorem for functions from Eσ,m ∩ Lp(Rm).
Proposition 3.1. For any sequence {fn}∞n=1, fn ∈ Eσ,m ∩ Lp(Rm), n ∈ N, p ∈ [1,∞], with
supn∈N ‖fn‖L∞(Rm) = C, there exist a subsequence {fns}∞s=1 and a function f0 ∈ Eσ,m ∩ Lp(Rm)
such that
lim
s→∞
fns = f0 (3.3)
uniformly on any compact set in Cm.
Proof. It follows from (3.2) that if f ∈ Eσ,m, then
|f(z)| ≤ C0(ε, f) exp

σ(1 + ε) m∑
j=1
|zi|

 , z ∈ Cm. (3.4)
Therefore, fn, n ∈ N, has exponential type σ by the definition in [22, Sect. 3.1]. Since fn ∈
Eσ,m∩Lp(Rm), by Nikolskii’s compactness theorem [22, Theorem 3.3.6], there exists a subsequence
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{fns}∞s=1 and an entire function f0 ∈ L∞(Rm) such that (3.3) holds true uniformly on any compact
set in Cm. In addition, f0 ∈ Eσ,m. Indeed, since
|fn(x+ iy)| ≤ C exp(σ|y|), n ∈ N, x ∈ Rm, y ∈ Rm, (3.5)
(see [21, Eq. (4.13)]), we obtain by (3.5)
|f0(x+ iy)| = lim
s→∞
|fns(x+ iy)| ≤ C exp(σ|y|) ≤ C exp(σ|z|).
Thus f0 ∈ Eσ,m ∩ Lp(Rm). 
In addition to Pn,m = Pn,m |Ωm and Eσ,m, we also need univariate sets Pn,1,e = Pn,1,e
∣∣
[−1,1]
and Eσ,1,e of all even polynomials and even entire functions from Pn,1 = Pn,1
∣∣
[−1,1] and Eσ,1,
respectively.
Throughout the paper we use the following groups Gm = Gm(a). Let Gm(0) = O(m) be the
group of all proper and improper rotations (about the origin) of Rm. We identify O(m) with the
group of all m×m orthogonal matrices which is isomorphic to O(m) since s ∈ O(m) if and only if
sx = A(s)xT , where A(s) is an m×m orthogonal matrix with |detA(s)| = 1 and xT is a column
vector. Let Gm(a) = O(m,a) be a subgroup of O(m) of all proper and improper rotations (or
m×m orthogonal matrices) s, satisfying the condition sa = a, where a 6= 0 is a fixed vector from
R
m. For example, if a = (cos γ, sin γ), then O(2, a) = {I,Aγ}, where I is the 2× 2 identity matrix
and
Aγ =

cos 2γ sin 2γ
sin 2γ − cos 2γ

 .
Throughout the paper we use the polyharmonic operator D = ∆N , where N ∈ Z1+ and
∆ = ∆x :=
m∑
j=1
∂2
∂x2j
is the Laplace operator on Ωm. In case of N = 0, ∆
N is the imbedding operator I : Pn,m |Ωm →
Lp(Ωm) or I : Eσ,m ∩ Lp(Rm)→ Lp(Rm). We need certain properties of ∆.
Proposition 3.2. Let Rm, m ≥ 2, be equipped with the spherical coordinates x = (r, θ1, . . . , θm−1), r ∈
[0,∞), θj ∈ [0, pi], 1 ≤ j ≤ m− 2, θm−1 ∈ [0, 2pi). Then the following properties of ∆ hold true.
(a) In spherical coordinates,
∆x =
∂2
∂r2
+
m− 1
r
∂
∂r
+
1
r2
δ,
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where δ is the spherical Laplacian given by
δ :=
m−1∑
j=1
1
qj sin
m−j−1 θj
∂
∂θj
(
sinm−j−1 θj
∂
∂θj
)
and q1 := 1; qj :=
∏j−1
s=1 sin
2 θs, 2 ≤ j ≤ m− 1.
(b) For a fixed a ∈ Sm−1, l ∈ R1, and k ∈ R1,
∆x
(
rl(x, a)k
)
=
(
k(k − 1)
(x, a)k
+
l(l +m+ 2k − 2)
r2
)
rl(x, a)k, r = |x|.
(c) If f(x) is a radial function ϕ(|x|), where ϕ : R1 → C1 is an even twice continuously differentiable
function on R1 with ϕ′(0) = 0, then ∆x(f)(x) = Bem/2−1 (ϕ) (|x|), m ≥ 1. Here,
Beν(ϕ)(r) := ϕ
′′(r) +
2ν + 1
r
ϕ′(r), ν ≥ −1/2, r ∈ R1, (3.6)
is the Bessel operator and Beν(ϕ)(0) := limr→0Beν(ϕ)(r).
(d) If f(x) = ϕ((x, a)), where ϕ ∈ Pn,1, x ∈ Sm−1, and a ∈ Sm−1 is a fixed point, then ∆x(f)(x) =
Gem/2−1 (ϕ) ((x, a)), m ≥ 2. Here,
Geλ (ϕ) (t) := (1− t2)ϕ′′(t)− (2λ+ 1) t ϕ′(t), λ ≥ −1/2, t ∈ [−1, 1], (3.7)
is the Gegenbauer operator.
(e) The operator ∆ is invariant under orthogonal transformations, i.e., for s ∈ O(m) and y =
sx, ∆x = ∆y.
Proof. Statements (a), (b), and (e) are well-known and can be found in [9, Sect. 11.1.1], while (c)
follows immediately from (a). It suffices to prove (d) for ϕ(t) = tk, k = 0, 1, . . . , n. Using statement
(b) for l = −k and r = 1, we obtain
∆x((x, a)
k) = ∆x(r
−k(x, a)k) = k(k − 1)(x, a)k−2 − k(k +m− 2)(x, a)k = Gem/2−1(ϕ)(t)
∣∣
t=(x,a) .
This completes the proof of the proposition. 
Remark 3.3. We call (3.6) the Bessel operator because the functions t−νJν(
√
ct) are eigenfunctions
of Beν for c ≥ 0, see [29, Sect. 4.31]. We call (3.7) the Gegenbauer operator because the Gegenbauer
polynomials Cλk are eigenfunctions of Geλ, see [9, Sect. 10.9].
Conditions in Special Cases. We first discuss conditions (C1), (C2), and (C3) in special cases.
Proposition 3.4. Let Gm = Gm(a) be a subgroup of O(m,a). Then the following statements hold
true.
(a) If Ωm is one of the sets V
m, m ≥ 1; Sm−1,m ≥ 2; Rm, m ≥ 1, and F (Ωm) = Lp(Ωm), 1 ≤ p ≤
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∞, then (C1) is satisfied.
(b) If D is the polyharmonic operator ∆N , N = 0, 1, . . . , then (C2) is satisfied.
(c) If B = Pn,m |Ωm , where either Ωm = V m, m ≥ 1, or Ωm = Sm−1, m ≥ 2, then (C3) is satisfied.
(d) If B = E1,m ∩ Lp(Rm), then (C3) is satisfied.
Proof. Statement (a) is obviously satisfied, while (b) follows from Proposition 3.2 (e). Let P ∈
Pn,m |Ωm and x ∈ Ωm. Since sx ∈ Ωm, we have
P |Ωm (sx) = P (sx) = P (s·) |Ωm (x). (3.8)
Next, s is a linear transformation, so P (s·) ∈ Pn,m |Rm and P |Ωm (s·) ∈ Pn,m |Ωm by (3.8).
Further, let f ∈ E1,m ∩ Lp(Rm). Extending f and f(s·) to Cm, we see that f(s·) is an entire
function since s ∈ O(m) is a linear transformation. Moreover, for z ∈ Cm, |sz| = |z|. Therefore,
f(s·) ∈ E1,m by (3.2). In addition, f(s·) ∈ Lp(Rm) by statement (a). Thus statements (c) and (d)
are established. 
In the following two propositions we discuss the validity of conditions (C4) and (C4′) in special
cases.
Proposition 3.5. Let Ωm be a closed subset of R
m and F (Ωm) = Lp(Ωm), 1 ≤ p ≤ ∞. Next, let
B be a subspace of  Lp(Ωm) of continuous functions on Ωm, and let G
∗
m be a compact group of linear
transformations of the form sx = A(s)xT : Ωm → Ωm, where A(s) is an m×m matrix. Then the
following two statements hold true.
(a) Condition (C4′) is satisfied for 1 ≤ p ≤ ∞.
(b) Condition (C4) is satisfied for 1 ≤ p ≤ ∞ and a compact set Ωm.
Proof. Statement (a) follows from the uniform continuity of f(sx) in s ∈ G∗m for each x ∈ Ωm if we
take into account the elementary inequality
|sx− s1x| ≤ ‖A(s)−A(s1)‖F |x|, s ∈ G∗m, s1 ∈ G∗m, x ∈ Ωm.
Similarly, statement (b) follows from the uniform continuity of f(s·) in s ∈ G∗m, the estimate
max
x∈Ωm
|sx− s1x| ≤ ‖A(s) −A(s1)‖F max
x∈Ωm
|x|, s ∈ G∗m, s1 ∈ G∗m,
and the continuous imbedding of L∞(Ωm) into Lp(Ωm) for a compact set Ωm. 
Proposition 3.6. Let B be a subspace of  Lp(R
m), 1 ≤ p < ∞, of continuous functions on Rm,
and let G∗m be a subgroup of O(m). Then condition (C4) is satisfied.
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Proof. Let f ∈ B and let s and s1 be two proper or improper rotations and let A(s) and A(s1) be
the corresponding orthogonal matrices. Given ε > 0 there exists M =M(ε, f) > 0 such that
(∫
|x|>M
|f(sx)|pdx
)1/p
=
(∫
|x|>M
|f(s1x)|pdx
)1/p
=
(∫
|x|>M
|f(x)|pdx
)1/p
< ε/3. (3.9)
Next, by statement (b) of Proposition 3.5, there exists δ(ε) > 0 such that for ‖s− s1‖ := ‖A(s)−
A(s1)‖F < δ(ε),
‖f(s·)− f(s1·)‖Lp(Vm(M)) < ε/3. (3.10)
Combining (3.9) with (3.10), we obtain
‖f(s·)− f(s1·)‖Lp(Rm) < 2ε/3 + ε/3 = ε.
Then condition (C4) is satisfied. 
Remark 3.7. Note that condition (C4) is not always satisfied if B is a subspace of  L∞(R
m) of
continuous functions on Rm, see [12, Example 2.1].
Examples. Here, we discuss typical examples of applications of Theorems 2.1 and 2.2. In addition
to D = ∆N , we also use Bessel and Gegenbauer operators D = (Beν)
N and D = (Geλ)
N defined by
(3.6) and (3.7). In case of N = 0, (Beν)
N and (Geλ)
N are the corresponding imbedding operators.
Example 3.8. Ωm = V
m, F (Ωm) = Lp(V
m), m ≥ 1, 1 ≤ p ≤ ∞; Gm = Gm(0) = O(m);
Lp(V
m)O(m) is the set of all radial functions from Lp(V
m); B = Pn,m; D = ∆N = ∆N |Vm , N ∈
Z
1
+.
Conditions (C1), (C2), and (C3) are satisfied by Proposition 3.4 and (C4) is satisfied by Propo-
sition 3.5 (b). In addition, for 1 ≤ p ≤ ∞,
Pn,m ∩ Lp(V m)O(m) =
{
P (x) = Q(|x|) : Q ∈ P2⌊n/2⌋,1,e
}
(3.11)
(see [25, Lemma 4.2.11] and [12, Proposition 4.1]). In particular, condition (C5) is satisfied by
(3.11).
Using (3.11) and Proposition 3.2 (c), we obtain from Theorem 2.1
sup
P∈Pn,m\{0}
∣∣∆N (P )(0)∣∣
‖P‖Lp(Vm)
=
(
2
|Sm−1|m−1
)1/p
sup
Q∈P2⌊n/2⌋,1,e\{0}
∣∣∣(Bem/2−1)N (Q)(0)∣∣∣
‖Q‖Lp,|t|m−1 ([−1,1])
.
Thus we arrive at the following corollary.
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Corollary 3.9. For m ∈ N, n ∈ N, N ∈ Z1+, and p ∈ [1,∞],
C0
(Pn,m, Lp(V m), ∆N)
=
(
2
|Sm−1|m−1
)1/p
C0
(
P2⌊n/2⌋,1,e, Lp,|t|m−1([−1, 1]),
(
Bem/2−1
)N)
. (3.12)
Example 3.10. Ωm = R
m, F (Ωm) = Lp(R
m), m ≥ 1, 1 ≤ p ≤ ∞; Gm = Gm(0) = O(m);
Lp(R
m)O(m) is the set of all radial functions from Lp(R
m); B = E1,m ∩Lp(Rm); D = ∆N , N ∈ Z1+.
Conditions (C1), (C2), and (C3) are satisfied by Proposition 3.4 and condition (C4) for p ∈ [1,∞)
is satisfied by Proposition 3.6.
In case of p = ∞, condition (C4′) is satisfied by Proposition 3.5 (a). To show that condition
(C6) is satisfied, we observe that for f ∈ E1,m ∩ L∞(Rm), the Haar integral f∗ can be represented
in the following form (cf. [18, Sect. 15.17(e)]):
f∗(x) =
∫
s∈O(m)
f(sx)dµ(s) =
1
|Sm−1|m−1
∫
Sm−1
f(|x|y)dS(y), x ∈ Rm,
where S(·) is the spherical measure on Sm−1. Let us set
fn(x) := f(x)

 sin
(
|x|
n(m+1)
)
|x|/[n(m+ 1)]


m+1
, n ∈ N.
Then fn ∈ E1+1/n,m ∩ L1(Rm), n ∈ N, and by the elementary inequality 1− sin t/t ≤ t2/6, t ∈ R1,
we have
|f(x)− fn(x)| ≤ |x|
2
6n2(m+ 1)2
‖f‖L∞(Rm), n ∈ N, x ∈ Rm. (3.13)
Next, by Proposition 3.5 (b), condition (C4) is satisfied for fn, n ∈ N, so
f∗n(x) =
1
|Sm−1|m−1
∫
Sm−1
fn(|x|y)dS(y) ∈ E1+1/n,m ∩ L1(Rm) (3.14)
(similarly to the fact that f∗ ∈ B in the proof of Theorem 2.1). In addition, it follows from (3.13)
that
|f∗(x)− f∗n(x)| ≤
1
|Sm−1|m−1
∫
Sm−1
|f(|x|y)− fn(|x|y)|dS(y) ≤ |x|
2
6n2(m+ 1)2
‖f‖L∞(Rm). (3.15)
Next, (3.15) shows that
lim
n→∞
f∗n = f
∗ (3.16)
uniformly on any compact set of Rm. Further,
sup
n∈N
‖f∗n‖L∞(Rm) ≤ ‖f‖L∞(Rm).
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Then by Proposition 3.1 and (3.14), there exist a subsequence {f∗ns}∞s=1 and a function f∗0 ∈ E1,m
such that
lim
s→∞
f∗ns(x) = f
∗
0 (x) (3.17)
uniformly on any compact set of Rm. Comparing (3.16) and (3.17), we conclude that f∗ = f∗0 , so
f∗ ∈ E1,m ∩ L∞(Rm). Thus condition (C6) is satisfied in the case p =∞.
In addition, for 1 ≤ p ≤ ∞,
E1,m ∩ Lp(Rm)O(m) =
{
f(x) = g(|x|) : g ∈ E1,1,e ∩ Lp,|t|m−1(R1)
}
(3.18)
(see [12, Proposition 6.1]). For example, the function
f1(x) :=

 sin
(
|x|
m+1
)
|x|/(m+ 1)


m+1
belongs to E1,m ∩ Lp(Rm). Then condition (C5) is satisfied for 1 ≤ p ≤ ∞.
Thus we can use Theorem 2.1 for 1 ≤ p < ∞ and use Theorem 2.2 for p = ∞. Finally, taking
account of Proposition 3.2 (c) and (3.18), we obtain for 1 ≤ p ≤ ∞
sup
f∈(E1,m∩Lp(Rm))\{0}
∣∣∆N (f)(0)∣∣
‖f‖Lp(Rm)
=
(
2
|Sm−1|m−1
)1/p
sup
g∈
(
E1,m,e∩Lp,|t|m−1 (R
1)
)
\{0}
∣∣∣(Bem/2−1)N (g)(0)∣∣∣
‖g‖Lp,|t|m−1 (R1)
.
Thus we arrive at the following corollary.
Corollary 3.11. For m ∈ N, N ∈ Z1+, and p ∈ [1,∞],
C0
(
E1,m ∩ Lp(Rm), Lp(Rm), ∆N
)
=
(
2
|Sm−1|m−1
)1/p
C0
(
E1,1,e ∩ Lp,|t|m−1(R1), Lp,|t|m−1(R1),
(
Bem/2−1
)N)
. (3.19)
Example 3.12. Ωm = S
m−1, F (Ωm) = Lp(S
m−1), m ≥ 2, 1 ≤ p ≤ ∞; Gm = Gm(a) = O(m,a),
where a ∈ Sm−1 is a fixed point; B = Pn,m |Sm−1 ; D = ∆N |Sm−1 = δN (see Proposition 3.2 (a)),
N ∈ Z1+.
Conditions (C1), (C2), and (C3) are satisfied by Proposition 3.4 and (C4) is satisfied by Propo-
sition 3.5 (b).
In addition, for 1 ≤ p ≤ ∞,
Pn,m ∩ Lp(Sm−1)O(m,a) = {P (x) = Q((x, a)) : Q ∈ Pn,1} (3.20)
(see [12, Proposition 5.2]). In particular, condition (C5) is satisfied by (3.20).
CONSTANTS IN MULTIVARIATE INEQUALITIES 13
Finally, taking account of the formula (ϕ ∈ Lp(Sm−1))
(∫
Sm−1
|ϕ((x, a))|pdx
)1/p
=
(∣∣Sm−2∣∣
m−2
∫ 1
−1
|ϕ(t)|p(1− t2)(m−3)/2dt
)1/p
, m ≥ 2,
(see, e.g., [9, Sect. 11.4]) and using (3.20) and Proposition 3.2 (d), we obtain from Theorem 2.1
sup
P∈Pn,m\{0}
∣∣δN (P )(a)∣∣
‖P‖Lp(Sm−1)
=
(
1
|Sm−2|m−2
)1/p
sup
Q∈Pn,1\{0}
∣∣∣(Gem/2−1)N (Q)(1)∣∣∣
‖Q‖L
p,(1−t2)(m−3)/2
([−1,1])
.
Thus we arrive at the following corollary.
Corollary 3.13. For a ∈ Sm−1, m ∈ {2, 3, . . .}, N ∈ Z1+, and p ∈ [1,∞],
Ca
(Pn,m, Lp(Sm−1), δN)
=
(
1
|Sm−2|m−2
)1/p
C1
(
Pn,1, Lp,(1−t2)(m−3)/2([−1, 1]),
(
Gem/2−1
)N)
. (3.21)
Note that a similar result form ≥ 3 and N = 0 was proved by Arestov and Deikalova [2, Theorem
2].
4. Univariate and Multivariate Constants
Here, we discuss main results on limit relations between sharp constants in the univariate and
multivariate Markov-Bernstein-Nikolskii type inequalities. The necessary notation is introduced in
Sections 1, 2, and 3. In particular, the sharp constant Ca was defined by (2.1) and Beν and Geλ
are Bessel and Gegenbauer operators defined by (3.6) and (3.7), respectively.
We first discuss sharp constants in the univariate inequalities of different weighted metrics.
Theorem 4.1. If ν ≥ −1/2, N ∈ Z1+, and p ∈ (0,∞], then the limit relation
lim
n→∞
n−2N−(2ν+2)/pC0
(
P2⌊n/2⌋,1,e, Lp,|t|2ν+1([−1, 1]), (Beν)N
)
= C0
(
E1,1,e ∩ Lp,|t|2ν+1(R1), Lp,|t|2ν+1(R1), (Beν)N
)
. (4.1)
is valid. In addition, there exists a function f0 ∈
(
E1,1,e ∩ Lp,|t|2ν+1(R1)
) \ {0} such that
lim
n→∞
n−2N−(2ν+2)/pC0
(
P2⌊n/2⌋,1,e, Lp,|t|2ν+1([−1, 1]), (Beν)N
)
= ‖ (Beν)N (f0)‖L∞(R1)/‖f0‖Lp,|t|2ν+1 (R1). (4.2)
Note that for ν = −1/2 Theorem 4.1 in more general settings was proved in [13, Theorem 1.1].
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Remark 4.2. The domain Dν(N) of the operator (Beν)
N is a subset of the set CN (R1) of all
N times differentiable functions on R1 that consists of all h ∈ CN (R1), satisfying the relations
h(l)(0)
∏l
j=1(2j − 2ν + 1) = 0, 0 ≤ l ≤ N − 1. In particular, Dν(0) = C0(R1), Dν(1) = {h ∈
C1(R1) : h′(0) = 0}. In addition, P2⌊n/2⌋,1,e ⊆ Dν(N) and E1,1,e ⊆ Dν(N).
If P ∈ (Pn,1 ∩Dν(N)) \ {0}, then P ∗(t) := (P (t) + P (−t))/2 belongs to P2⌊n/2⌋,1,e \ {0} and for
p ∈ [1,∞),
| (Beν)N (P )(0)|
‖P‖Lp,|t|2ν+1 ([−1,1])
≤ | (Beν)
N (P ∗)(0)|
‖P ∗‖Lp,|t|2ν+1 ([−1,1])
.
Similarly, if f ∈ (E1,1 ∩ Lp,|t|2ν+1(R1) ∩Dν(N)) \ {0}, then f∗(t) := (f(t) + f(−t))/2 belongs to(
E1,1,e ∩ Lp,|t|2ν+1(R1)
) \ {0} and for p ∈ [1,∞).
| (Beν)N (f)(0)|
‖f‖Lp,|t|2ν+1 (R1)
≤ | (Beν)
N (f∗)(0)|
‖f∗‖Lp,|t|2ν+1 (R1)
.
Therefore, it is possible to replace P2⌊n/2⌋,1,e by Pn,1 ∩Dν(N) and replace E1,1,e by E1,1 ∩Dν(N)
in (4.1) for p ∈ [1,∞).
Theorem 4.3. If ν ≥ −1/2, N ∈ Z1+, and p ∈ (0,∞], then the limit relation
lim
n→∞
n−2N−(2ν+2)/pC1
(
Pn,1, Lp,(1−t2)ν ([−1, 1]),
(
Geν+1/2
)N)
= 21/pC0
(
E1,1,e ∩ Lp,|t|2ν+1(R1), Lp,|t|2ν+1(R1), (Beν)N
)
. (4.3)
is valid. In addition, there exists a function f0 ∈
(
E1,1,e ∩ Lp,|t|2ν+1(R1)
) \ {0} such that
lim
n→∞
n−2N−(2ν+2)/pC1
(
Pn,1, Lp,(1−t2)ν ([−1, 1]),
(
Geν+1/2
)N)
= 21/p
| (Beν)N (f0)(0)|
‖f0‖Lp,|t|2ν+1 (R1)
. (4.4)
Note that for N = 0 and ν = −1/2 relation (4.3) was proved in [19, p. 246] by a different method,
while for ν = −1/2 Theorem 4.3 in more general settings was proved in [16, Theorem 1.5]. The
proofs of Theorems 4.1 and 4.3 are presented in Section 6.
We also define the following sharp constant which is similar to Ca:
C = C (B, F (Ωm),D) := sup
f∈B\{0}
‖D(f)‖L∞(Ωm)
‖f‖F (Ωm)
.
Certainly Ca ≤ C but in some cases Ca = C.
Next, we discuss limit relations between sharp constants in multivariate inequalities of different
metrics.
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Corollary 4.4. If m ∈ N, N ∈ Z1+, and p ∈ [1,∞], then
lim
n→∞
n−2N−m/pC0
(Pn,m, Lp(V m), ∆N)
= C0
(
E1,m ∩ Lp(Rm), Lp(Rm), ∆N
)
= C (E1,m ∩ Lp(Rm), Lp(Rm), ∆N) . (4.5)
Proof. The first relation in (4.5) follows from Corollaries 3.9 and 3.11 and Theorem 4.1 for ν =
m/2− 1. Next, let f ∈ E1,m ∩Lp(Rm), p ∈ [1,∞]. Then inequality (3.4) holds for σ = 1; therefore,
f has exponential type 1 by the definition in [22, Sect. 3.1]. In addition,
(
∆N
)
(f) has exponential
type 1 as well (see [22, Sect. 3.1] or [14, Lemma 2.1 (d)]), and also
(
∆N
)
(f) ∈ Lp(Rm) by
Bernstein’s inequality (see, e. g., [22, Eq. 3.2.2(8)]).
If p ∈ [1,∞), then lim|x|→∞
(
∆N
)
(f)(x) = 0 by [22, Theorem 3.2.5]. Therefore, there exists
x0 ∈ Rm such that
∥∥(∆N) (f)∥∥
L∞(Rm)
=
∣∣(∆N) (f)(x0)∣∣. Setting now f∗(x) := f(x0 − x), we see
that
∥∥(∆N) (f)∥∥
L∞(Rm)
=
∣∣(∆N) (f∗)(0)∣∣ and ‖f‖Lp(Rm) = ‖f∗‖Lp(Rm). Thus C ≤ C0 for p ∈ [1,∞).
If p = ∞, then for any ε > 0 there exists x0 = x0(ε) ∈ Rm such that
∥∥(∆N) (f)∥∥
L∞(Rm)
<∣∣(∆N) (f)(x0)∣∣+ ε ‖f‖L∞(Rm). Setting again f∗(x) := f(a− x), we see that ∥∥(∆N) (f)∥∥L∞(Rm) <∣∣(∆N) (f∗)(0)∣∣ + ε ‖f‖L∞(Rm) and ‖f‖L∞(Rm) = ‖f∗‖L∞(Rm). Thus C ≤ C0 + ε for p =∞, and the
second equality in (4.5) is established. 
Corollary 4.5. If m ∈ {2, 3, . . .}, N ∈ Z1+, p ∈ [1,∞], and a ∈ Sm−1, then
lim
n→∞
n−2N−(m−1)/pC (Pn,m, Lp(Sm−1), δN)
= lim
n→∞
n−2N−(m−1)/pCa
(Pn,m, Lp(Sm−1), δN)
= C0
(
E1,m ∩ Lp(Rm), Lp(Rm), ∆N
)
= C (E1,m ∩ Lp(Rm), Lp(Rm), ∆N) . (4.6)
Proof. The third relation in (4.6) is proved in the proof of Corollary 4.4 and the first one can be
proved similarly. Finally, the second equality follows from Corollaries 3.11 and 3.13 and Theorem
4.3 for ν = (m− 3)/2. 
Note that the following special case of (4.6) for N = 0,
lim
n→∞
n−(m−1)/pC (Pn,m, Lp(Sm−1), I) = C (E1,m ∩ Lp(Rm), Lp(Rm), I) ,
was proved in [6, Theorem 1.1 (i)] by a different method. The authors of [6] state that their proof
of Theorem 1.1 is fairly nontrivial compared with [17, 19, 20, 16]. In this paper we show that an
approach to limit relations between sharp constants developed in [16] can be applied to even more
general relations than those in [6].
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Finally, we discuss an asymptotic relation between sharp constants in the classical univariate
Nikolskii-type inequality.
Corollary 4.6. If p ∈ [1,∞), then
lim
n→∞
n−2/pC (Pn,1, Lp([−1, 1]), I) = 21/pC0
(
E1,1 ∩ Lp,|t|(R1), Lp,|t|(R1), I
)
. (4.7)
Proof. We first note that
C0
(
E1,1 ∩ Lp,|t|(R1), Lp,|t|(R1), I
)
= C0
(
E1,1,e ∩ Lp,|t|(R1), Lp,|t|(R1), I
)
. (4.8)
This equality follows from Theorem 2.1 since conditions (C1) through (C5) are obviously satisfied
for m = 1, B = E1,1 ∩ Lp,|t|(R1), G1 = {−e, e}, D = I, and F (Ω1) = Lp,|t|(R1), where e is the
identity transformation on R1.
Next, Aresov and Deikalova [3, Theorem 1] proved that
C (Pn,1, Lp([−1, 1]), I) = C1 (Pn,1, Lp([−1, 1]), I) . (4.9)
Then (4.7) follows from equalities (4.8) and (4.9) and relation (4.3) for N = 0 and ν = 0. 
Note that a different asymptotic relation for C (Pn,1, Lp([−1, 1]), I) , p ∈ (0,∞], was proved in
[13, Theorem 1.4] (see also [13, p. 94]).
5. Properties of Entire Functions and Polynomials
Throughout the section we use the notation D1(f)(t) := f
′(t)/t. In this section we discuss certain
properties of univariate entire functions of exponential type and polynomials that are needed for the
proofs of Theorems 4.1 and 4.3. We start with estimates of the error of polynomial approximation
for functions from E1,1,e and Bernstein- and Nikolskii-type inequalities.
Lemma 5.1. For any function f ∈ E1,1,e ∩ L∞(R1), τ ∈ (0, 1), and k ∈ N, there is a polynomial
Pk ∈ P2⌊k/2⌋,1,e such that
‖f − Pk‖L∞([−kτ,kτ ]) ≤ 2(1 − τ)−1/2 exp(−C1k)‖f‖L∞(R1), (5.1)
where C1 := (2/3)(1 − τ)3/2.
This result was proved by Bernstein [5] (see also [28, Sect. 5.4.4] and [1, Appendix, Sect. 85]).
More precise and more general inequalities were obtained by the author in [10] and [11].
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Lemma 5.2. For any f ∈ E1,1,e ∩ L∞(R1), τ ∈ (0, 1), and n ∈ N, there is a polynomial Pn ∈
P2⌊n/2⌋,1,e such that for l ∈ Z+, r ∈ (0,∞], α > −1, and β > −1,
lim
n→∞
∥∥∥f (l) − P (l)n ∥∥∥
L
r,|t|α(1−(t/(τn))2)β
([−τn,τn])
= 0, (5.2)
lim
n→∞
∥∥∥(Beν)l (f)− (Beν)l (Pn)∥∥∥
L
r,|t|α(1−(t/(τn))2)β
([−τn,τn])
= 0. (5.3)
Proof. First of all, for Pk ∈ P2⌊k/2⌋,1,e and l ∈ Z1+ we need the following crude Markov-type
inequalities:
∥∥∥P (l)k ∥∥∥
L∞([−a,a])
≤
(
k2
2a
)l
‖Pk‖L∞([−a,a]), (5.4)
∥∥∥(D1)l(Pk)∥∥∥
L∞([−a,a])
≤
(
k2
2a
)2l
‖Pk‖L∞([−a,a]). (5.5)
∥∥∥(Beν)l (Pk)∥∥∥
L∞([−a,a])
≤
(
(ν + 1)k4
2a2
)l
‖Pk‖L∞([−a,a]). (5.6)
Inequality (5.4) follows from A. A. Markov’s inequality [28, Sect. 4.8.7], while (5.5) is a consequence
of the Mean Value Theorem and (5.4). Combining (5.4) with (5.5), we obtain (5.6) since Bν(f)(t) =
f ′′(t) + (2ν + 1)D1(f)(t).
Next, let {Pk}∞k=1 be the sequence of polynomials from Lemma 5.1. Then using (5.6) and estimate
(5.1), we obtain
∥∥∥(Beν)l (f)− (Beν)l (Pn)∥∥∥
L∞([−τn,τn])
≤
∞∑
k=n
∥∥∥(Beν)l (Pk − Pk+1)∥∥∥
L∞([−τn,τn])
≤ ((ν + 1)/2)l(τn)−2l
∞∑
k=n
(k + 1)4l ‖Pk − Pk+1‖L∞([−τn,τn])
≤ ((ν + 1)/2)l(τn)−2l
∞∑
k=n
(k + 1)4l
(
‖f − Pk‖L∞([−τk,τk]) + ‖f − Pk+1‖L∞([−τ(k+1),τ(k+1)])
)
≤ 4((ν + 1)/2)l(τn)−2l(1− τ)−1/2
∞∑
k=n
(k + 1)4l exp(−C1k) ‖f‖L∞(R1).
Hence for n ∈ N, l ∈ Z+, r ∈ (0,∞], α > −1, and β > −1, we have∥∥∥(Beν)l (f)− (Beν)l (Pn)∥∥∥
L
r,|t|α(1−(t/(τn))2)β
([−τn,τn])
≤ (B((α + 1)/2, β + 1)(τn)α+1)1/r ∥∥∥(Beν)l (f)− (Beν)l (Pn)∥∥∥
L∞([−τn,τn])
≤ C2(τ, r, α, β)n(α+1)/r−2l
∫ ∞
n
y4l exp(−C1y)dy ‖f‖L∞(R1)
≤ C3(τ, r, α, β, l)n(α+1)/r+2l exp(−C1n) ‖f‖L∞(R1).
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Thus (5.3) is established. Relation (5.2) can be proved similarly if we use Lemma 5.1 and inequality
(5.4). 
Lemma 5.3. (a) If l ∈ Z1+, and f ∈ Eσ,1,e∩L∞(R1), then the following Bernstein-type inequalities
hold: ∥∥∥f (l)∥∥∥
L∞(R1)
≤ σl ‖f‖L∞(R1) ,
∥∥∥(D1)l(f)∥∥∥
L∞(R1)
≤ σ2l ‖f‖L∞(R1) . (5.7)
(b) Let α ≥ 0 and p ∈ (0,∞). If f ∈ E1,1,e ∩Lp,|t|α(R1), then the following Nikolskii-type inequality
holds:
‖f‖L∞(R1) ≤ C(p, α) ‖f‖Lp,|t|α(R1) . (5.8)
Proof. (a) The first inequality in (5.7) is a classical Bernstein inequality [28, Sect. 4.8.2] and the
second one immediately follows from the Mean Value Theorem and the first one.
(b) Inequality (5.8) for p ∈ [1,∞) and α ≥ 0 was proved by Platonov [23, Theorem 3.5], while for
p ∈ (0,∞) and α = 0, (5.8) follows from Nikolskii’s inequality [22, Theorem 2.3.5]. If p ∈ (0, 1)
and f ∈ E1,1,e ∩ Lp,|t|α(R1), then f ∈ Lp(R1); hence f ∈ L∞(R1) by Nikolskii’s inequality. Then
f ∈ L1,|t|α(R1) since
‖f‖L1,|t|α(R1) ≤ ‖f‖
1−p
L∞(R1)
‖f‖p
Lp,|t|α(R1)
. (5.9)
Using estimate (5.9) and Platonov’s inequality (5.8) for p = 1, we obtain
‖f‖L∞(R1) ≤ C(1, α) ‖f‖L1,|t|α(R1) ≤ C(1, α) ‖f‖
1−p
L∞(R1)
‖f‖p
Lp,|t|α(R1)
. (5.10)
Therefore, (5.8) for p ∈ (0, 1) follows from (5.10) with C(p, α) ≤ (C(1, α))1/p. 
In addition to a compactness theorem for entire functions of exponential type from Proposition
3.1, we need a different type of a compactness theorem.
Lemma 5.4. Let E1 be the set of all univariate entire functions f(z) =
∑∞
k=0 ckz
2k, satisfying the
following condition: for any δ > 0 there exists a constant C(δ), independent of f and k, such that
|ck| ≤ C(δ)(1 + δ)
2k
(2k)!
, k ∈ Z+. (5.11)
Then for any sequence {fn}∞n=1 ⊆ E1 there exist a subsequence {fns}∞s=1 and a function f0 ∈ E1,1,e
such that for every l ∈ Z1+,
lim
s→∞
f (l)ns = f
(l)
0 , lims→∞
(Beν)
l(fns) = (Beν)
l(f0), (5.12)
uniformly on each compact subset of C.
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Proof. The existence of a subsequence {fns(z) =
∑∞
k=0 ck,nsz
2k}∞s=1 and a function
f0(z) =
∑∞
k=0 ck,0z
2k such that for every l ∈ Z1+, lims→∞ f (l)ns = f (l)0 uniformly on the disk
dR := {z ∈ C : |z| ≤ R}, R > 0, was proved in [13, Lemma 2.6 (a)]. In particular,
lim
s→∞
ck,ns = ck,0, k ∈ Z1+. (5.13)
Next, it is easy to prove by induction in l that if f(z) =
∑∞
p=0 cp z
2p, then
(Beν)
l(f)(z) = 22l
∞∑
p=0
l∏
d=1
(p+ d)(p + d+ ν) cp+l z
2p. (5.14)
Then we obtain from (5.14) for M ∈ N
max
z∈dR
∣∣∣(Beν)l(f0)(z) − (Beν)l(fns)(z)∣∣∣
≤ 22lmax
z∈dR
M−1∑
p=0
l∏
d=1
(p+ d)(p + d+ ν) |cp+l,0 − cp+l,ns| |z|2p
+22lmax
z∈dR
∞∑
p=M
l∏
d=1
(p+ d)(p + d+ ν) (|cp+l,0|+ |cp+l,ns|) |z|2p = S1 + S2,
where by (5.11) for δ = 1,
S2 ≤ 24l+1C(1)
∞∑
p=M
∏l
d=1(p+ d)(p + d+ ν) (2R)
2p
(2p + 2l)!
.
Further, given ε > 0 and R > 0, we can choose M = M(ε,R) such that S2 < ε/2. Finally, by
(5.13), we can choose s0 = s0(ε,R) ∈ N such that S1 < ε/2 for all s ≥ s0. Thus the second relation
in (5.12) holds uniformly on dR as well. 
Certain inequalities of different weighted metrics for univariate polynomials are discussed in the
following lemma.
Lemma 5.5. For P ∈ Pn,1, k ∈ Z1+, ε ∈ (0, 1/2), p ∈ (0,∞), α ≥ 0, and β > −1, the following
inequalities hold:
‖P‖L∞([−1+ε,1−ε]) ≤ C4(α, β, p, ε)n(α+1)/p‖P‖Lp,|t|α(1−t2)β ([−1,1]), (5.15)∣∣∣P (k)(0)∣∣∣ ≤ C4(α, β, p, ε)(1 − ε)−knk+(α+1)/p‖P‖L
p,|t|α(1−t2)β
([−1,1]). (5.16)
Proof. Inequality (5.15) for α = β = 0 and p ∈ (0,∞) was proved in [13, Eq. (2.10)] by using an
extension of Bari’s inequality [4, Theorem 6] to p ∈ (0,∞) (see [13, Lemma 2.4]). Then (5.15) for
α = β = 0 implies the estimate
‖P‖L∞([−1+ε,1−ε]) ≤ C5 n1/p‖P‖Lp([−1+ε/2,1−ε/2]), p ∈ (0,∞). (5.17)
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Therefore, (5.15) follows from (5.17) and the inequalities
‖P‖Lp([−1+ε/2,1−ε/2]) ≤ C6 nα/p‖P‖Lp,|t|α([−1+ε/2,1−ε/2]) ≤ C7 nα/p‖P‖Lp,|t|α(1−t2)β ([−1,1]). (5.18)
Note that C5, C6, and C7 in (5.17) and (5.18) are independent on P and n. To prove the first
inequality in (5.18), we observe that
‖P‖Lp,|t|α ([−1+ε/2,1−ε/2]) ≥ ‖P‖Lp,|t|α ({t:1−ε/2≥|t|≥C/n}) ≥ (C/n)α/p‖P‖Lp({t:1−ε/2≥|t|≥C/n}), (5.19)
where C ∈ (0, 1/3) is a fixed number. Next, we note that 0 < C/n < 1/3, so by (5.17),
‖P‖Lp([−C/n,C/n]) ≤ (2C/n)1/p ‖P‖L∞([−C/n,C/n]) ≤ (2C)1/p C5‖P‖Lp([−1+ε/2,1−ε/2]). (5.20)
Choosing now C := min{1/3, C−p5 2−p−1}, we obtain from (5.20)
‖P‖pLp({t:1−ε/2≥|t|≥C/n}) = ‖P‖
p
Lp([−1+ε/2,1−ε/2])
− ‖P‖pLp([−C/n,C/n])
≥ (1− (2C)Cp5 ) ‖P‖pLp([−1+ε/2,1−ε/2]) ≥ (1/2)
p‖P‖pLp([−1+ε/2,1−ε/2]). (5.21)
Finally, combining (5.19) and (5.21), we arrive at the first inequality in (5.18). Thus (5.15) is
established. To prove (5.16), we use the estimate
∣∣∣P (k)(0)∣∣∣ ≤ ( n
1− ε
)k
‖P‖L∞([−1+ε,1−ε])
(see [28, Eq. 4.8(49)]) and inequality (5.15). 
In the next lemma, in particular, we discuss a relation between the Bessel and Gegenbauer
operators.
Lemma 5.6. (a) If b 6= 0, then
P2n,1,e = S := {P2n(t) = Rn
(
1− 2b−2t2) : Rn ∈ Pn,1}. (5.22)
(b) If Rn ∈ Pn,1, b 6= 0, ν ≥ −1/2, and N ∈ Z1+, then
(
Geν+1/2
)N
(Rn)
(
1− 2b−2t2) = (Dν,b)N (P2n) (t), (5.23)
where
Dν,b(g)(t) :=
b2
4
((
1− t
2
b2
)
g′′(t) +
(
(2ν + 1)− 4ν + 3
b2
t2
)
g′(t)
t
)
, (5.24)
and
P2n(t) = P2n,b(t) := Rn
(
1− 2b−2t2) . (5.25)
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(c) Let P2n = P2n,b(n) be defined by (5.25), where Rn ∈ Pn,1 and b = b(n) satisfies the condition
limn→∞ b(n) =∞. Next, let there exist a sequence of natural numbers {ns}∞s=1 and an even entire
function f such that for every l ∈ Z1+,
lim
s→∞
P
(l)
2ns,b(ns)
= f (l), lim
s→∞
(Beν)
l (P2ns,b(ns)) = (Beν)l (f), (5.26)
uniformly on each compact subset of R1. Then the following relation holds for each t ∈ R1:
lim
s→∞
(b(ns)/2)
−2N
(
Geν+1/2
)N
(Rns)
(
1− 2(b(ns))−2t2
)
= (Beν)
N (f)(t). (5.27)
Proof. (a) It suffices to prove that P2n,1,e ⊆ S. Let P2n ∈ P2n,1,e and let P2n(t) = Vn(t2), where
Vn ∈ Pn,1. Then by Taylor’s formula, P2n(t) = Rn
(
1− 2b−2t2), where
Rn(y) :=
n∑
k=0
(−1)kV (k)n (b2/2)b2k
k! 2k
yk.
Therefore, P2n ∈ S and (5.22) is established.
(b) Setting D∗(f)(y) := A∗(y)f ′′(y) +B∗(y)f ′(y), we see that for y = ϕ(t),
D∗(f)(ϕ(t)) =
A∗(ϕ(t))
ϕ′2(t)
H ′′(t) +
(
B∗(ϕ(t))
ϕ′(t)
− A
∗(ϕ(t))ϕ′′(t)
ϕ′3(t)
)
H ′(t), (5.28)
where H(t) := f(ϕ(t)). Then choosing
A∗(y) = 1− y2, B∗(y) = −(2ν + 2)y, f(y) = Rn(y), ϕ(t) = 1− 2b−2t2, H(t) = P2n,b(t),
we obtain (5.23) for N = 1 from (5.28) by a straightforward calculation. Next, it follows from
(5.23) for N = 1 that for k ∈ N
(
Geν+1/2
)k
(Rn)
(
1− 2b−2t2) = Dν,b ((Geν+1/2)k−1 (Rn) (1− 2b−2t2)) .
Hence identity (5.23) can proved by induction in k.
(c) By (5.23) and (5.24),
(b(ns)/2)
−2N
(
Dν,b(ns)
)N (
P2ns,b(ns)
)
(t) =
(
Beν
(
P2ns,b(ns)
)− (b(ns))−2S (P2ns,b(ns)))N (t), (5.29)
where for any A > 0, S(g)(t) := t2g′′(t) + tg′(t) is a continuous differential operator in the
L∞([−A,A])-metric on the set of all even entire functions. Then using (5.26) and (5.29), we
see that
lim
s→∞
(b(ns)/2)
−2N
(
Dν,b(ns)
)N (
P2ns,b(ns)
)
(t) = (Beν)
N (f)(t) (5.30)
uniformly on each interval [−A,A], A > 0. Thus (5.27) follows from (5.23) and (5.30). 
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6. Proofs of Theorems 4.1 and 4.3
Throughout the section we use the notation p˜ = min{1, p} for p > 0 introduced in Section 3 and
also use the operator D1(f)(t) = f
′(t)/t introduced in Section 5.
Proof of Theorem 4.1. We first prove the inequality
C0
(
E1,1,e ∩ Lp,|t|2ν+1(R1), Lp,|t|2ν+1(R1), (Beν)N
)
≤ lim inf
n→∞
n−2N−(2ν+2)/pC0
(
P2⌊n/2⌋,1,e, Lp,|t|2ν+1([−1, 1]), (Beν)N
)
. (6.1)
Let f be any function from E1,1,e∩Lp,|t|2ν+1(R1), p ∈ (0,∞], ν ≥ −1/2, and let τ ∈ (0, 1) be a fixed
number. Then using even polynomials Pn ∈ P2⌊n/2⌋,1,e from Lemma 5.2 for r = ∞, we obtain by
(5.3) and by definition (2.1) of C0,
∣∣∣(Beν)N (f)(0)∣∣∣ = lim
n→∞
∣∣∣(Beν)N (Pn)(0)∣∣∣
≤ lim inf
n→∞
(
C0
(
P2⌊n/2⌋,1,e, Lp,|t|2ν+1([−nτ, nτ ]), (Beν)N
)
‖Pn‖Lp,|t|2ν+1 ([−nτ,nτ ])
)
. (6.2)
Next, note that f ∈ L∞(R1), by Nikolskii-type inequality (5.8). Further, applying ”triangle”
inequality (3.1) and using again relation (5.3) of Lemma 5.2 for α = 2ν + 1, β = 0, l = 0, and
r = p, p ∈ (0,∞], we have
lim sup
n→∞
‖Pn‖p˜Lp,|t|2ν+1 ([−nτ,nτ ])
≤ lim
n→∞
(
‖f − Pn‖p˜Lp,|t|2ν+1 ([−nτ,nτ ]) + ‖f‖
p˜
Lp,|t|2ν+1 ([−nτ,nτ ])
)
= ‖f‖p˜
Lp,|t|2ν+1 (R
1)
. (6.3)
Combining (6.2) with (6.3), we obtain
∣∣∣(Beν)N (f)(0)∣∣∣ /‖f‖Lp,|t|2ν+1 (R1)
≤ lim inf
n→∞
C0
(
P2⌊n/2⌋,1,e, Lp,|t|2ν+1([−nτ, nτ ]), (Beν)N
)
= τ−2N−(2ν+2)/p lim inf
n→∞
n−2N−(2ν+2)/p
×C0
(
P2⌊n/2⌋,1,e, Lp,|t|2ν+1([−1, 1]), (Beν)N
)
. (6.4)
Letting τ → 1− in (6.4), we arrive at (6.1) for ν ≥ −1/2, N ∈ Z1+, and p ∈ (0,∞].
Further, we prove the inequality
lim sup
n→∞
n−2N−(2ν+2)/pC0
(
P2⌊n/2⌋,1,e, Lp,|t|2ν+1([−1, 1]), (Beν)N
)
≤ C0
(
E1,1,e ∩ Lp,|t|2ν+1(R1), Lp,|t|2ν+1(R1), (Beν)N
)
, (6.5)
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by constructing a nontrivial function f0 ∈ E1,1,e ∩ Lp,|t|2ν+1(R1) such that
lim sup
n→∞
n−2N−(2ν+2)/pC0
(
P2⌊n/2⌋,1,e, Lp,|t|2ν+1([−1, 1]), (Beν)N
)
≤
∣∣∣(Beν)N (f0)(0)∣∣∣ /‖f0‖Lp,|t|2ν+1 (R1)
≤ C0
(
E1,1,e ∩ Lp,|t|2ν+1(R1), Lp,|t|2ν+1(R1), (Beν)N
)
. (6.6)
Then inequalities (6.1) and (6.5) imply (4.1). In addition, f0 is an extremal function in (4.1), that
is, relation (4.2) is valid.
It remains to construct a nontrivial function f0, satisfying (6.6). We first note that
inf
n≥2N+2
n−2N−(2ν+2)/pC0
(
P2⌊n/2⌋,1,e, Lp,|t|2ν+1([−1, 1]), (Beν)N
)
≥ C8(p,N, ν). (6.7)
This inequality follows immediately from (6.1). Let Pn ∈ P2⌊n/2⌋,1,e be an even polynomial, satis-
fying the equality
C0
(
P2⌊n/2⌋,1,e, Lp,|t|2ν+1([−1, 1]), (Beν)N
)
=
∣∣∣(Beν)N (Pn)(0)∣∣∣
‖Pn‖Lp,|t|2ν+1 ([−1,1])
, n ∈ N. (6.8)
The existence of an extremal polynomial Pn in (6.8) can be proved by the standard compactness
argument (cf. [16]). Next, setting Qn(x) := Pn(x/n), we have from (6.8) that
n−2N−(2ν+2)/pC0
(
P2⌊n/2⌋,1,e, Lp,|t|2ν+1([−1, 1]), (Beν)N
)
=
∣∣∣(Beν)N (Qn)(0)∣∣∣ /‖Qn‖Lp,|t|2ν+1 ([−n,n]), n ∈ N. (6.9)
We can assume that
(Beν)
N (Qn)(0) = 1, n ∈ N. (6.10)
Then it follows from (6.9), (6.10), and (6.7) that for n ≥ 2N + 2,
‖Qn‖Lp,|t|2ν+1 ([−n,n]) =
(
n−2N−(2ν+2)/pC0
(
P2⌊n/2⌋,1,e, Lp,|t|2ν+1([−1, 1]), (Beν)N
))−1
≤ 1/C8(p,N, ν), n ∈ N. (6.11)
Further, Qn ∈ Pn,1 and it follows from inequality (5.16) of Lemma 5.5 for α = 2ν + 1 and β = 0
and from (6.11) that for any ε ∈ (0, 1/2) and any k ∈ Z1+,
∣∣∣Q(k)n (0)∣∣∣ ≤ C4(2ν + 1, 0, p, ε)(1 − ε)−k‖Qn‖Lp,|t|2ν+1 ([−n,n])
≤ (C4(2ν + 1, 0, p, ε)/C8(p,N, ν)) (1− ε)−k. (6.12)
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Let {nr}∞r=1 be a subsequence of natural numbers such that
lim sup
n→∞
n−2N−(2ν+2)/pC0
(
P2⌊n/2⌋,1,e, Lp,|t|2ν+1([−1, 1]), (Beν)N
)
= lim
r→∞
(nr)
−2N−(2ν+2)/pC0
(
P2⌊nr/2⌋,1,e, Lp,|t|2ν+1([−1, 1]), (Beν)N
)
. (6.13)
Inequality (6.12) shows that the polynomial sequence {Qnr}∞r=1 ⊆ E1 satisfies the conditions of
Lemma 5.4. Therefore, there exist a function f0 ∈ E1,1,e and a subsequence {Qnrs}∞s=1 such that
lim
s→∞
(Bν)
l
(
Qnrs
)
(t) = (Bν)
l(f0)(t), 0 ≤ l ≤ 2N, (6.14)
uniformly on any interval [−A,A], A > 0. Moreover, by (6.14) for l = 2N and (6.10),
(Beν)
N (f0)(0) = 1. (6.15)
In addition, applying ”triangle” inequality (3.1) and using (6.14) for l = 0, (6.9), and (6.10), we
obtain for any interval [−A,A], A > 0,
‖f0‖p˜Lp,|t|2ν+1 ([−A,A])
≤ lim
s→∞
(
‖f0 −Qnrs‖p˜Lp,|t|2ν+1 ([−A,A]) + ‖Qnrs‖
p˜
Lp,|t|2ν+1 ([−A,A])
)
≤ lim
s→∞
‖Qnrs‖p˜Lp,|t|2ν+1 ([−nrs ,nrs ])
=
(
lim
s→∞
(nrs)
−2N−(2ν+1)/pC0
(
P2⌊nrs/2⌋,1,e, Lp,|t|2ν+1([−1, 1]), (Beν)N
))−p˜
. (6.16)
Next using (6.16) and (6.7), we see that
‖f0‖Lp,|t|2ν+1 (R1) ≤ 1/C8(p,N, ν). (6.17)
Therefore, f0 is a nontrivial function from E1,1.e∩Lp,|t|2ν+1(R1), by (6.15) and (6.17). Thus for any
interval [−A,A], A > 0, we obtain from (6.13), (6.14), and (6.15)
lim sup
n→∞
n−2N−(2ν+2)/pC0
(
P2⌊n/2⌋,1,e, Lp,|t|2ν+1([−1, 1]), (Beν)N
)
= lim
s→∞
(
‖Qnrs‖Lp,|t|2ν+1 ([−nrs ,nrs ])
)−1
≤ lim
s→∞
(
‖Qnrs‖Lp,|t|2ν+1 ([−A,A])
)−1
=
∣∣∣(Beν)N (f0)(0)∣∣∣ /‖f0‖Lp,|t|2ν+1 ([−A,A]). (6.18)
Finally, letting A→∞ in (6.18), we arrive at (6.6) for ν ≥ −1/2, N ∈ Z1+, and p ∈ (0,∞]. 
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Proof of Theorem 4.3. The proof is similar to the proof of Theorem 4.1 but it needs more technical
details. We first prove the inequality
21/pC0
(
E1,1,e ∩ Lp,|t|2ν+1(R1), Lp,|t|2ν+1(R1), (Beν)N
)
≤ lim inf
n→∞
n−2N−(2ν+2)/pC1
(
Pn,1, Lp,(1−u2)ν ([−1, 1]),
(
Geν+1/2
)N)
. (6.19)
Let f be any function from E1,1,e ∩ Lp,|t|2ν+1(R1), p ∈ (0,∞], and let τ ∈ (0, 1) be a fixed number.
It follows from Nikolskii-type inequality (5.8) that f ∈ L∞(R1). Given ε ∈ (0, 1/2), we define
F (t) = Fν,ε(t) :=


f(t), ν ≥ 0,
fε(t)gε(t) := f((1− ε)t)
(
sin(εt/d)
εt/d
)d
, −1/2 ≤ ν < 0,
(6.20)
where d := ⌊(2ν + 2)/p⌋+ 1. It is easy to see that F ∈ E1,1,e ∩ L∞(R1) and
‖F‖Lp,|t|2ν+1 (R1) ≤ (1− ε)
−(2ν+2)/p‖f‖Lp,|t|2ν+1 (R1). (6.21)
In addition, we prove the equality
(Beν)
N (F )(0) = (Λν(ε))
2N (Beν)
N (f)(0) + ην,N (ε), (6.22)
where ην,N (ε) = 0 for N = 0 or ν ≥ 0 and |ην,N (ε)| ≤ C9ε‖f‖L∞(R1) for N ≥ 1 and ν ∈ [−1/2, 0).
Here, C9 is independent of ε and f , and
Λν(ε) :=

 1, ν ≥ 0,1− ε, −1/2 ≤ ν < 0.
Equality (6.22) holds trivially for N = 0 or ν ≥ 0. To prove (6.22) for N ≥ 1 and ν ∈ [−1/2, 0),
we first need the Leibniz-type rule for the Bessel operator. Note that the Leibniz rule holds for the
operator D1, that is,
(D1)
k (ϕ · ψ)(t) =
k∑
l=0
(
k
l
)
(D1)
l (ϕ)(t) (D1)
k−l (ψ)(t).
Taking also into account the Leibniz rule for the derivative D, we arrive at the following formula:
(Beν)
N (ϕ · ψ)(t) = ((D)2 + (2ν + 1)D1)N (ϕ · ψ)(t)
=
∑
j1+...+jN=N
(2ν + 1)j2+j4+...
2j1∑
m1=0
j2∑
m2=0
2j3∑
m3=0
· · ·
(
2j1
m1
)(
j2
m2
)(
2j3
m3
)
· · ·
(D)m1 (D1)
m2 (D)m3 · · · (ψ)(t) · (D)2j1−m1 (D1)j2−m2 (D)2j3−m3 · · · (ϕ)(t)
+
∑
k1+...+kN=N
(2ν + 1)k1+k3+...
k1∑
s1=0
2k2∑
s2=0
k3∑
s3=0
· · ·
(
k1
s1
)(
2k2
s2
)(
k3
s3
)
· · ·
(D1)
s1 (D)s2 (D1)
s3 · · · (ψ)(t) · (D1)k1−s1 (D)2k2−s2 (D1)k3−s3 · · · (ϕ)(t). (6.23)
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Next, for ν ∈ [−1/2, 0), F (t) = fε(t)gε(t) by (6.20), where fε ∈ E1−ε,1,e ∩ L∞(R1) and gε ∈
Eε,1,e ∩ L∞(R1). In addition,
(Beν)
N (F )(t) = (Beν)
N (fε)(t) + (Beν)
N (fε · (gε − 1))(t). (6.24)
To estimate
∥∥∥(Beν)N (fε · (gε − 1))∥∥∥
L∞([−1,1])
,
we use identity (6.23) for ϕ = fε and ψ = gε − 1. Then the uniform norm on [−1, 1] of all terms
in (6.23) with m1 = . . . = mN = 0 and s1 = . . . = sN = 0 can be estimated by Bernstein-type
inequalities (5.7) and by the relations
‖gε − 1‖L∞([−1,1]) = ‖gε − gε(0)‖L∞([−1,1]) ≤ Cε.
All those estimates do not exceed Cε ‖f‖L∞(R1). The norms of other terms in (6.23) do not exceed
Cε ‖f‖L∞(R1) by Lemma 5.3 (a) as well. Combining these estimates, we obtain
ην,N ≤
∥∥∥(Beν)N (fε · (gε − 1))∥∥∥
L∞([−1,1])
≤ C9ε ‖f‖L∞(R1) . (6.25)
Therefore, setting t = 0 in (6.24), we obtain (6.22) for N ≥ 1 and ν ∈ [−1/2, 0) from (6.24) and
(6.25).
Next, we use even polynomials P2n ∈ P2n,1,e from Lemma 5.2 such that for every l ∈ Z1+,
lim
n→∞
P
(l)
2n = F
(l), lim
n→∞
(Beν)
l (P2n) = (Beν)
l (F ), (6.26)
uniformly on each compact subset of R1. In addition, relation (5.2) of Lemma 5.2 for N = 0, r =
p, α = 2ν + 1, and β = ν shows that
lim
n→∞
‖F − P2n‖L
p,|t|2ν+1(1−(t/(2τn))2)ν ([−2τn,2τn])
= 0. (6.27)
By Lemma 5.6 (a), there exists Rn ∈ Pn,1 such that for b(n) = 2τn,
P2n(t) = P2n,b(n)(t) = Rn
(
1− 2(2τn)−2t2) .
Then relations (6.26) show that we can use Lemma 5.6 (c) for ns = s, s ∈ N. Therefore, we obtain
by (5.27)
∣∣∣(Beν)N (F )(0)∣∣∣ = lim
n→∞
n−2N
∣∣∣(Geν+1/2)N (Rn)(1)∣∣∣
≤ lim inf
n→∞
n−2N
(
C1
(
Pn,1, Lp,(1−u2)ν ([−1, 1]),
(
Geν+1/2
)N) ‖Rn‖Lp,(1−u2)ν ([−1,1])
)
. (6.28)
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Further, using the substitution u = 1− 2(2τn)−2t2, ”triangle” inequality (3.1), and relation (6.27),
we obtain for p ∈ (0,∞] and ν ∈ [−1/2,∞)
lim sup
n→∞
(
n(2ν+2)/p‖Rn‖Lp,(1−u2)ν ([−1,1])
)
= 2−1/pτ−(2ν+2)/p lim sup
n→∞
(∫ 2τn
−2τn
|P2n(t)|p |t|2ν+1
(
1− t
2
(2τn)2
)ν
dt
)1/p
≤ 2−1/pτ−(2ν+2)/p
(
lim
n→∞
(∫ 2τn
−2τn
|P2n(t)− F (t)|p |t|2ν+1
(
1− t
2
(2τn)2
)ν
dt
)p˜/p
+ lim sup
n→∞
(∫ 2τn
−2τn
|F (t)|p |t|2ν+1
(
1− t
2
(2τn)2
)ν
dt
)p˜/p)1/p˜
= 2−1/pτ−(2ν+2)/p lim sup
n→∞
(∫ 2τn
−2τn
|F (t)|p |t|2ν+1
(
1− t
2
(2τn)2
)ν
dt
)1/p
. (6.29)
Next, we prove the estimate
lim sup
n→∞
(∫ 2τn
−2τn
|F (t)|p |t|2ν+1
(
1− t
2
(2τn)2
)ν
dt
)1/p
≤ (1− ε)−(2ν+2)/p‖f‖Lp,|t|2ν+1 (R1). (6.30)
It suffices to prove this inequality for p ∈ (0,∞). For ν ≥ 0 inequality (6.30) follows immediately
from (6.21). If ν ∈ [−1/2, 0), then for any δ ∈ (0, 1) and p ∈ (0,∞),
∫ 2τn
−2τn
|F (t)|p |t|2ν+1
(
1− t
2
(2τn)2
)ν
dt = 2
(∫ 2δτn
0
+
∫ 2τn
2δτn
)
= 2(I1(n) + I2(n)), (6.31)
where by (6.21),
lim sup
n→∞
I1(n) ≤ (1− δ2)ν(1− ε)−(2ν+2)
∫ ∞
0
|f(t)|pt2ν+1 dt, (6.32)
and by (6.20),
lim sup
n→∞
I2(n) = lim sup
n→∞
(2τn)2ν+2
∫ 1
δ
|F (2τnu)|p u2ν+1(1− u2)νdu
≤ (1/2)B(ν + 1, ν + 1)‖f‖p
L∞(R1)
lim sup
n→∞
(2τn)2ν+2(2ετδn/d)−d p = 0, (6.33)
since d p > 2ν + 2.
Collecting relations (6.31), (6.32), and (6.33), we obtain
lim sup
n→∞
(∫ 2τn
−2τn
|F (t)|p |t|2ν+1
(
1− t
2
(2τn)2
)ν
dt
)1/p
≤ (1− δ2)ν/p(1− ε)−(2ν+2)/p‖f‖Lp,|t|2ν+1 (R1). (6.34)
Letting δ → 0+ in (6.34) we arrive at (6.30).
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Combining (6.22) and (6.28) with (6.29) and (6.30), we obtain for p ∈ (0,∞] and ν ∈ [−1/2,∞)∣∣∣(Λν(ε))2N (Beν)N (f)(0) + ην,N (ε)∣∣∣
≤ 2−1/pτ−(2ν+2)/p(1− ε)−(2ν+2)/p lim inf
n→∞
n−2N−(2ν+2)/p
×C1
(
Pn,1, Lp,(1−u2)ν ([−1, 1]),
(
Geν+1/2
)N) ‖f‖Lp,|t|2ν+1 (R1) + C9ε‖f‖L∞(R1). (6.35)
Letting τ → 1− and ε→ 0+ in (6.35), we obtain∣∣∣(Beν)N (f)(0)∣∣∣ /‖f‖Lp,|t|2ν+1 (R1)
≤ 2−1/p lim inf
n→∞
n−2N−(2ν+2)/pC1
(
Pn,1, Lp,(1−u2)ν ([−1, 1]),
(
Geν+1/2
)N)
.
Hence we arrive at (6.19) for p ∈ (0,∞] and ν ∈ [−1/2,∞).
Further, we prove the inequality
lim sup
n→∞
n−2N−(2ν+2)/pC1
(
Pn,1, Lp,(1−u2)ν ([−1, 1]),
(
Geν+1/2
)N)
≤ 21/pC0
(
E1,1,e ∩ Lp,|t|2ν+1(R1), Lp,|t|2ν+1(R1), (Beν)N
)
(6.36)
by constructing a nontrivial function f0 ∈ E1,1,e ∩ Lp,|t|2ν+1(R1) such that
lim sup
n→∞
n−2N−(2ν+2)/pC1
(
Pn,1, Lp,(1−u2)ν ([−1, 1]),
(
Geν+1/2
)N)
≤ 21/p
∣∣∣(Beν)N (f0)(0)∣∣∣ /‖f0‖Lp,|t|2ν+1 (R1)
≤ 21/pC0
(
E1,1,e ∩ Lp,|t|2ν+1(R1), Lp,|t|2ν+1(R1), (Beν)N
)
. (6.37)
Then inequalities (6.19) and (6.36) imply (4.3). In addition, f0 is an extremal function in (4.3),
that is, relation (4.4) is valid.
It remains to construct a nontrivial function f0, satisfying (6.37). We first note that
inf
n≥2N+2
n−2N−(2ν+2)/pC1
(
Pn,1, Lp,(1−u2)ν ([−1, 1]),
(
Geν+1/2
)N) ≥ C10(p,N, ν). (6.38)
This inequality follows immediately from (6.19). Let Rn ∈ Pn,1 be a polynomial, satisfying the
equality
C1
(
Pn,1, Lp,(1−u2)ν ([−1, 1]),
(
Geν+1/2
)N)
=
∣∣∣(Geν+1/2)N (Rn)(1)∣∣∣
‖Rn‖Lp,(1−u2)ν ([−1,1])
, n ∈ N. (6.39)
The existence of an extremal polynomial Rn in (6.39) can be proved by the standard compactness
argument. We can assume that
n−2N
(
Geν+1/2
)N
(Rn)(1) = 1, n ∈ N. (6.40)
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Next, setting Q2n(t) := Rn(1 − 2(2n)−2t2), we have from (6.39), (6.40), and (6.38) that for n ≥
2N + 2,
‖Q2n‖Lp,|t|2ν+1(1−(t/(2n))2)ν ([−2n,2n]) = 2
1/pn(2ν+2)/p‖Rn‖Lp,(1−u2)ν ([−1,1])
= 21/p
(
n−2N−(2ν+2)/pC1
(
Pn,1, Lp,(1−u2)ν ([−1, 1]),
(
Geν+1/2
)N))−1
≤ 21/p/C10(p,N, ν). (6.41)
Further, Q2n ∈ P2n,1, and combining inequality (5.16) of Lemma 5.5 for α = 2ν+1 and β = ν with
(6.40) we obtain for any ε ∈ (0, 1/2) and any k ∈ Z1+,∣∣∣Q(k)2n (0)∣∣∣ ≤ C4(2ν + 1, ν, p, ε)(1 − ε)−k‖Q2n‖Lp,|t|2ν+1(1−(t/(2n))2)ν ([−2n,2n])
≤
(
21/pC4(2ν + 1, ν, p, ε)/C10(p,N, ν)
)
(1− ε)−k. (6.42)
Let {nr}∞r=1 be a subsequence of natural numbers such that
lim sup
n→∞
n−2N−(2ν+2)/pC1
(
Pn,1, Lp,(1−u2)ν ([−1, 1]),
(
Geν+1/2
)N)
= lim
r→∞
(nr)
−2N−(2ν+2)/pC1
(
Pnr ,1, Lp,(1−u2)ν ([−1, 1]),
(
Geν+1/2
)N)
. (6.43)
Inequality (6.42) shows that the polynomial sequence {Q2nr}∞r=1 ⊆ E1 satisfies the conditions of
Lemma 5.4. Therefore, there exist a function f0 ∈ E1,1,e and a subsequence {Q2nrs}∞s=1 such that
for all l ∈ Z1+,
lim
s→∞
Q
(l)
2nrs
(t) = f
(l)
0 (t), lims→∞
(Beν)
l
(
Q2nrs
)
(t) = (Beν)
l(f0)(t), (6.44)
uniformly on any interval [−A,A], A > 0. In addition, it follows from (6.44) for l = 0 that for
p ∈ (0,∞], and ν ∈ [−1/2,∞),
lim
s→∞
‖f0 −Q2nrs‖Lp,|t|2ν+1(1−(t/(2nrs ))2)ν ([−A,A])
≤ lim
s→∞
‖f0 −Q2nrs‖L∞([−A,A]) lim sup
s→∞
(∫ A
−A
|t|2ν+1
(
1− t
2
(2nrs)
2
)ν
dt
)1/p
= 0. (6.45)
Then relations (6.44) show that we can use Lemma 5.6 (c) for ns = nrs, s ∈ N. Therefore, we
obtain by (5.27)
lim
s→∞
n−2Nrs
(
Geν+1/2
)N
(Rnrs )(1) = (Beν)
N (f0)(0). (6.46)
It follows from (6.40) and (6.46) that
(Beν)
N (f0)(0) = 1. (6.47)
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In addition, applying ”triangle” inequality (3.1) and using (6.45) and (6.41), we obtain for any
interval [−A,A], A > 0,
‖f0‖p˜Lp,|t|2ν+1 ([−A,A]) = lims→∞ ‖f0‖
p˜
Lp,|t|2ν+1(1−(t/(2nrs ))2)
ν ([−A,A])
≤ lim sup
s→∞
(
‖f0 −Q2nrs‖p˜L
p,|t|2ν+1(1−(t/(2nrs ))2)
ν ([−A,A]) + ‖Q2nrs‖p˜L
p,|t|2ν+1(1−(t/(2nrs ))2)
ν ([−A,A])
)
≤ lim sup
s→∞
‖Q2nrs‖p˜L
p,|t|2ν+1(1−(t/(2nrs ))2)
ν ([−2nrs ,2nrs ])
≤
(
21/p/C10(p,N, ν)
)p˜
. (6.48)
Therefore, f0 is a nontrivial function from E1,1.e∩Lp,|t|2ν+1(R1), by (6.48) and (6.47). Thus for any
interval [−A,A], A > 0, we obtain from (6.41), (6.43), (6.45), and (6.47)
2−1/p lim sup
n→∞
n−2N−(2ν+2)/pC1
(
Pn,1, Lp,(1−u2)ν ([−1, 1]),
(
Geν+1/2
)N)
= lim
s→∞
(
‖Q2nrs‖Lp,|t|2ν+1(1−(t/(2nrs ))2)ν ([−2nrs ,2nrs ])
)−1
≤ lim
s→∞
(
‖Qnrs‖Lp,|t|2ν+1(1−(t/(2nrs ))2)ν ([−A,A])
)−1
=
∣∣∣(Beν)N (f0)(0)∣∣∣ /‖f0‖Lp,|t|2ν+1 ([−A,A]). (6.49)
Finally, letting A→∞ in (6.49), we arrive at (6.37) for ν ≥ −1/2, N ∈ Z1+, and p ∈ (0,∞]. 
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