We consider a singular stochastic control problem, which is called the Monotone Follower Stochastic Control Problem and give sufficient conditions for the existence and uniqueness of a local-time type optimal control. To establish this result we use a methodology that has not been employed to solve singular control problems. We first confine ourselves to local time strategies. Then we apply a transformation to the value (i.e. the total reward accrued by reflecting the diffusion at a given boundary) corresponding to a particular local time strategy and show that it is linear in its continuation region. Now, the problem of finding the optimal boundary becomes a nonlinear optimization problem: The slope of the linear function and an obstacle function need to be simultaneously maximized. The necessary conditions of optimality come from first order derivative conditions. We show that under some weak assumptions these conditions become sufficient. We also show that the local time strategies are optimal in the class of all monotone increasing controls.
Introduction
We solve a class of singular control problems which are known as Monotone Follower Stochastic Control Problems (see Karatzas and Shreve [12] for the terminology) for a general class of diffusion processes. In particular, we give necessary and sufficient conditions under which the continuation region is constituted by a single open interval in the state space of the controlled process. To establish our main result, we first restrict ourselves to local-time strategies, each of which corresponds controlling the underlying diffusion by reflecting it at a particular point. Applying a particular transformation to the value corresponding to a given boundary (i.e. the total reward accrued by reflecting the diffusion at a given boundary), we show that the value is linear in its continuation region. The slope is a function of the boundary point. In the rest of the state space, in the region of action, the transformed value function is equal to an obstacle, which also depends on the value of the boundary point. This transforms finding the optimal boundary to a non-linear optimization problem: The slope and the obstacle have to be maximized simultaneously. We give the necessary conditions of optimality using the first order derivative conditions and show that under some weak assumptions these conditions become sufficient. That is, our methodology of identifying the unique solution of the singular control problem relies on a combination of the classical diffusion theory, which helps us give a geometric characterization of the value function, and non-linear programming. Next, we show that the local time strategies are optimal in the class of monotone increasing strategies under some certain assumptions. We also show how our analysis can be extended to the bounded variation follower problem (two-sided singular control problem) and give the characterization of the optimal boundaries.
Among the benefits of our analysis are the sufficient conditions we provide for the value function to be C 2 in the entire state space. This sheds light on the heuristic principle of smooth fit, which suggests that the value function is C 2 across the boundary that demarcates the regions of action and inaction. Our approach should be contrasted with the ad hoc ordinary Hamilton-Jacobi-Bellman (HJB) approach, which assumes the principle of smooth fit to construct a solution. There is no guarantee that a solution could be found and using that method it is hard to establish sufficient conditions under which a solution exists. And even if a solution is constructed to the quasi-variational inequalities, one still has to verify whether the solution satisfies the assumptions of a verification lemma, i.e., verify the optimality. For further details of this approach see e.g. Øksendal and Sulem [14] .
Monotone/bounded-variation follower problems have a wide range of applications in financial engineering and economic decision-making problems. Here, we provide some more examples. Our examples show that our sufficient conditions of optimality are satisfied in the problems that are considered in the mainstream literature even if the modeling assumptions are changed. To illustrate our solution for the monotone follower problem we solve the dividend payment problem for two different scenarios. First, we take the cash-flow of a company to be a Brownian motion with drift. (This case was analyzed by Jeanblanc and Shiryaev [11] using the ordinary HJB approach.) Second, we take the cash flow of the company to be a square root process. To illustrate our solution for the bounded variation control problem we solve the inventory control problem for two different scenarios. We first let the contents of the inventory to fluctuate as a Brownian motion with drift. Harrison and Taksar [9] solved this problem using the ordinary HJB approach.) Next, we let the content process to be an Ornstein-Uhlenbeck process.
We also extend our results to solve constrained optimization problems. A dividend payout problem with solvency constraints was recently solved by Paulsen [15] . In this problem, the firm is allowed to pay dividends only if the cash flow process is greater than certain (pre-determined) value. Here, we provide a simpler proof to Paulsen's result, by a very simple modification of the proof of Proposition 2.3, which characterization provided for the optimal reflection barrier.
A similar methodology to ours was used by Dayanik and Karatzas [8] , to give a general characterization of the value function of the optimal stopping problem of one dimensional diffusions. The value function of the optimal stopping problem (up to a transformation) is characterized as a concave majorant of a fixed obstacle. In the singular control problem we analyze, the obstacle is not fixed. When we apply the same transformation to the value corresponding to a fixed boundary, it becomes linear in the region of inaction whose slope depends on this boundary point. On the region of action the transformed value function is an obstacle that is also a function of the boundary point. Therefore, we maximize the slope of the linear function and the obstacle simultaneously over all possible boundary points to obtain the optimal boundary. As a result, we characterize the optimal boundary first and compute the value function given this characterization, whereas [8] characterize the value function first and then compute the optimal boundary using this characterization.
Dayanik and Egami [7] , Bayraktar and Egami [4] (in this work effects of implementation delay are taken into account) also use similar methodologies. However, the results we obtained here can not be obtained from the results of these papers. In these papers, we could not characterize the optimal control policy completely. The boundary of the region of action and inaction can be completely characterized only when the threshold that the state process is taken to, after the application of the control, is given. Therefore, the characterization of the optimal boundary that we obtain here for the singular control problem can not be obtained using a limiting argument (as the fixed cost goes to zero). Also, the two problems are very different in nature. For example, the singular control problem is smoother than the impulse control problem. In the impulse control problem, given a particular policy, both the slope of the transformed value function in the region of inaction and the obstacle (the transformed value function in the region of action) can be determined using the fact that it is continuous at the boundary. However, determining the slope of a singular control problem is trickier. To write down the slope of the value function in the region of inaction as a function of the boundary, we first show that the transformed value function is C 1 . The continuity of the first derivative is also used to determine the obstacle (the value function in the region of action) as a function of the boundary. On the other hand, the proof of optimality of local time strategies among a more general class of controls in the case of singular control problem differs significantly from the optimality proof of the threshold strategies in the case of impulse control problem. The latter uses the fact that the value function of the impulse control problem can be approximated by a sequence of optimal stopping problems.
The rest of the paper is organized as follows: In section 2, we solve the monotone follower problem for a general diffusion. We first find the optimal local time strategy. In Section 2.1, we state the problem, in Section 2.2, we characterize the value function corresponding to a given boundary and after applying a particular transformation value function becomes linear in the region of inaction. In Section 2.3, we characterize the optimal local time control. We also extend our analysis to solve a constrained optimization problem. In Section 2.4, we show that the local time strategies are optimal. Here, we also point out that under the assumptions of Proposition 2.3 the value function is C 2 . In Section 2.5, we solve the dividend payment problem when the capital of a company is assumed to be either Brownian motion with drift or a square root process. In section 3, we discuss how to extend our results to bounded variation control problems and give a characterization of the optimal control. Here, we also solve the inventory control problem for a Brownian motion with drift and for an Ornstein-Uhlenbeck process.
Solution of Monotone Follower Problems

Reflected Diffusions
Let (Ω, F , (F t ) t≥0 , P) be a complete probability space with a standard Brownian motion W = {W t ; t ≥ 0} and consider the diffusion process X 0 with state pace I = (c, d) ⊆ R and dynamics
for some Borel functions µ : I → R and σ : I → (0, ∞). (We assume that the functions µ and σ are sufficiently regular so that (2.1) makes sense.) We use "0" as the superscript to indicate that X 0 is uncontrolled. We denote the infinitesimal generator of X 0 by A and consider the ODE (A − α)v(x) = 0. This equation has two fundamental solutions, ψ(·) and ϕ(·). We set ψ(·) to be the increasing and ϕ(·) to be the decreasing solution. 1 Note that 1 In fact, defining τ 0 r inf{t ≥ 0 : X 0 t = r}, for every r ∈ (c, d), we can write 
Next, we define concavity of a function with respect F as follows: A real valued function u is called F -concave
Consider the solution of (X, Z) of the stochastic differential equation with reflection
where Z = (Z t ) t≥0 is a continuous non-decreasing (except at t = 0) {F t }-adapted process such that
for some b ∈ (c, d). To emphasize the fact that the initial value of the process Z, Z 0 , depends on X 0− = x, below we denote it by Z 0 (x). We assume that
, is a measurable function and Z 0 (c) = 0.
Here, Z is called the local time of the process X at point b. When this control is applied to the state process X, for t > 0 it moves in (c, b] and it is reflected at b. First, we will consider the local time strategies. We will denote the set of such strategies by A. Next, in Section 2.4, Proposition 2.5, we will show that under some certain assumptions the local time strategies are optimal in a larger class of controls, namely non-decreasing, {F t }-adapted controls. We consider the following performance measure associated with Z ∈ A,
Here, P x−Z0(x) {·} is a short-hand notation for the conditional probability measure P{·|X 0 = x − Z 0 (x)} and
is the expectation with respect to that probability measure. In (2.6), we used the following notation
The objective is to find the optimal strategy Z * ∈ A (if it exists) and the value function:
One could choose A to be the family of non-decreasing, {F t }-adapted process. We will show in Proposition 2.5 that it is enough to consider only the local time strategies under certain assumptions.
Assumption 2.1. The function f : (c, d) → R is continuous and satisfies
for every x ∈ I and an arbitrary but fixed y ∈ I (see Itô and McKean [10] ).
Characterization of the Value Function Corresponding to a Given Reflection Level
We will first obtain a dynamic programming equation for the performance measure (2.6). Next, we will apply a transformation to linearize the difference between the value associated with a particular control and the value associated with not applying any control at all. Recall that the region in which the particular control prescribes no action is commonly referred to as the continuation region or inaction region of this particular control.
Lemma 2.1. Let assume that assumption (2.8) holds. If we denote
for any stopping time τ .
Proof. The proof immediately follows from the strong Markov property of the process X 0 .
Let us denote τ inf{t ≥ 0 :
Since on the interval (0, τ −) the process Z takes the value zero and the set of time points at which Z increases has Lebesgue measure zero, we have
Then (2.11) can be written as
On the other hand, if τ = 0, then x = X 0− = X 0 and
Due to the local time characterization of Z, we can write τ = τ b inf{t ≥ 0 : X t ≥ b} for some b ∈ (c, d) and write as (2.14)
Here, we used the notation u b instead of u to signify the dependence on b. This notation will be useful in the proof of our main result Proposition 2.3. Using (2.15), (2.13) and (2.14) can be written in a more compact form as
Therefore, we can write them as linear combinations of the homogeneous solutions of (A − α)u = 0, and we get (2.19).
The function,
when c is a natural boundary. Using Lemma 2.2 we can write
can be linearized by using
is linear, i.e., it can be written as
We extend the function
We have now established that W b (x) is a linear function in the transformed continuation region. Note that (2.16) and (2.23) do not completely determine u b : the slope and the intercept of the line
need to be determined. In the next remark we will see that the intercept of this line is readily available. As for the slope, it will be determined as a function of b, i.e., b → β(b), b ∈ (c, d). Then, we will give sufficient conditions in Proposition 2.3 under which the optimal b
, can be determined by the ordinary first order condition, i.e. as the unique solution of ∂β(b)/∂b = 0.
Remark 2.1. Depending on the nature of the boundary point, the end point c of equation (2.23) varies.
When c is a natural boundary of
2. We can also consider a case when c is absorbing and d is natural. If c is an absorbing boundary, the analogue of (2.13) is
. Therefore, the analogue of (2.16) becomes
The linear characterization (2.23) holds and, in this case, the linear function passes through (F (c), l c ) = (F (c),
ϕ(c) ).
Characterization of the Optimal Reflection Level
In this section, we characterize the optimal level at which the diffusion is to be reflected to maximize a given reward functional as the unique solution of a non-linear equation. We first transform function K(·) into
for some β ∈ R, which is to be determined as a function of b. Our task in this section is to identify an appropriate slope β
Then the solution of (2.7) is given by v(x) = u 
Proof. We will first determine the slope of the line in (2.28), as a function of
). This will be established by showing that W b defined in (2.24) is continuously differentiable at b. To this end we will first consider the threshold strategy that is characterized by the pair (b, a) ∈ (c, d) 2 : Z is said to be a threshold strategy corresponding to (b, a) if, whenever the process X in (2.4) hits level a or is above a, then it jumps to (the jump is forced by Z) level b ≤ a. Consider the reward in (2.6) corresponding to the particular Z and denote it by u b,a .
Note Let us defineW
(2.33) in which
The right-hand derivative of the functionW b satisfies
where we used (2.17) and (2.27) to derive the first equality, and (2.34) to derive the third inequality. The function
, since the left-hand derivative is also β(b). This implies that
As a result we see that W b satisfies smooth fit condition at b and the slope in (2.28) is given by (2.34). Before we continue with the proof the reader should note that
where the second equality follows from an application of L'Hospital's rule. In contrast with equation (2.21) in [4] , this implies that the first order smooth fit of the singular control at b can be derived by a limiting argument from the continuous fit of a family of impulse control problems at b. Here, the first order smooth fit holds at any b ∈ (c, d), not only at b * , which we will soon discover to be the optimal reflection barrier.
Equations ( On the other hand, 
The proof of our assertion follows since it is immediate from (2.39) that u
We can extend our results to solve constrained optimization problems. A dividend payout problem with solvency constraints was recently solved by Paulsen [15] . In this problem, the firm is allowed to pay dividends only if the cash flow process X is greater than certain (pre-determined) valueb. Here, we provide a simpler proof to this result, using the characterization we provided for the optimal reflection barrier in Proposition 2.3.
Corollary 2.4. Assume that the assumptions of Proposition 2.3 hold. LetÃ be the set of Z ∈ A such that
Z t − Z 0 = (0,t) 1 {Xs=b} dZ s , b ≤b ∈ (c, d),(2.
40)
for a fixedb and defineb 
Let us also defineẐ by replacing b withb in (2.40). Then
v(x) sup Z∈Ã J Z (x) = JẐ(x).
The Optimality of Local Time Strategies in the Class of Monotone Increasing Controls
Let us write the value function v(x), explicitly and make some observations on it.
where the second equation is obtained by
Remark 2.2. (a)
When the left boundary c is absorbing, as a result of Remark 2.1-2, one simply needs to modify equations (2.30) and (2.32) to find the value function and the optimal threshold. In fact, we perform such modifications to solve the example in the next subsection.
(b) The first and the second derivative of v(x) on (c, b
Evaluating these expressions at b * we get
We used (2.29) and (2.32) to obtain the first expression and (2.30) to obtain the second expression. Note that these smooth fit conditions are the two boundary conditions that are frequently imposed to solve the singular control problems in an ordinary Hamilton-Jacobi-Bellman (HJB) approach. In that approach, after the solution is constructed, the assumptions are verified using a verification lemma. However, the smooth fit conditions need not necessarily hold and the HJB approach is unable to tell the sufficient conditions for the smooth fit to hold. Using our alternative methodlogy, in Proposition 2.3, we are able to list some sufficient conditions for the value function to be C 2 on all of its domain. 
if we further assume that ψ ′′ (x) > 0 for all x ∈ (c, d).
On the other hand, for x ∈ [b * , d)
if we assume that x → µ(x), x ∈ (c, d) is non-increasing and that the function x → f (x), x ∈ (c, d) is continuous and non-increasing. Note that lim x↓b * (A − α)v(x) = lim x↑b * (A − α)v(x) is due to (2.44).
The following proposition gives sufficient conditions under which the local time strategies are optimal in the class of all the strategies with bounded variation. 
Proposition 2.5. Assume that the assumptions of Proposition 2.30 hold. Consider the process
) is nonincreasing, and that ψ ′′ (x) > 0 for all, x ∈ (c, d). We further assume that the function x → f (x), x ∈ (c, d), which appears in (2.6) , is continuous and non-increasing. Then
Proof. We first apply Itô's formula to e −αt v(X t ) and get 
(2.50)
We have that for all t > 0, which implies that v(x) ≥ J ξ (x) for all x ∈ (c, d) after taking a limit as t → ∞. The exchange of limit and integration is possible due to Assumption 2.1 (b) and the definition of C as a result of an application of bounded convergence theorem.
Remark 2.3. We give a useful hint which will be helpful in checking whether
The inequality is strict if R ′′ (y; b) = 0.
Two Examples When c is Absorbing and d is Natural Example 2.1. Dividend payout with a Brownian motion with drift (Jeanblanc and Shiryaev [11], Case C):
Let us assume that the capital of a company is modeled a Brownian motion with a drift and the managers of the company would like to maximize the amount of dividends payed out. The value function is defined as
so f (x) ≡ 0 and h ≡ 1 and K(x, y) = x − y. The uncontrolled process X 0 is a Brownian motion with drift
We assume that the company is ruined when the capital becomes 0 (i.e. this an absorbing boundary). The right boundary +∞ is natural.
As in [11] we take σ = √ 2. By solving the equation (A − α)v(x) = 0, in which A is the infinitesimal generator of the uncontrolled process X 0 , we find ψ(x) = e 
We can determine β * = β(b * ) as
The condition equivalent to (2.31) is given by
By differentiating explicitly, we can easily confirm that there is only one solution to (2.57) since ψ ′′ (x)(resp.ϕ
is increasing (decreasing) in x ∈ (0, ∞) and can check that (2.59) holds. Hence all the conditions toin Proposition 2.3) are satisfied. Now the value function, which is defined by (2.56), can be computed as
The solution to this problem is then
which coincides with the solution that is computed by Jeanblanc and Shiryaev [11] , which was calculated solving three equations for three unknowns that comes from the smooth fit principle. Figure 1 shows the value function after applying the transformation (2.24), the slope function b → β(b), b ∈ (c, d), the value function and its derivative when parameters (µ, α) = (0.15, 0.2). The solution optimal reflection point is b * = 0.736246 and
Example 2.2. Dividend payout with a square root process: We solve the problem defined in (2.56) for a square root process as the cash flow of the company. The cash flow is given by
and the solutions of (A − α)v(x) = 0 are are Whittaker functions (see e.g. Appendix 2.10 of Borodin and Salminen [6] ). These functions satisfy
in which Γ stands for the Gamma function Γ(x) = ∞ 0 u x−1 e −u du. We define F (x) = ψ(x)/ϕ(x) as usual, but
is not explicitly available. However, we can proceed with the aid of (2.54) and (2.55). Note that
. This linear function p(x) has one positive root at say, 
) and concave on (F (k), +∞). We can check that 1/ϕ(x) is increasing and concave. Hence condition (ii) in Proposition 2.3 is satisfied. As in the previous example, we can show that (2.57) has only one solution since ψ ′′ (x) (resp. ϕ ′′ (x)) is increasing (decreasing) in x ∈ (0, ∞). The compliance to (2.59) is directly checked. Hence all the conditions to Proposition 2.3 are satisfied.
We can determine β * from (2.58) and write down the value function. Figure 2 shows an example of this result.
in which ψ(x) and ϕ(x) are given by (2.61) with (2.62).
Extensions
The Bounded Variation Follower Problem: Two-sided Singular Stochastic Control
In this section, we show that the techniques we developed in the previous section can easily be extended to twosided problems. The controlled process in this case becomes 
We consider the following performance measure associated with A, the set of admissible control processes R and L, for notations, see the assumptions below.
Assumption 3.1. In this section we assume that (a) the value of admissible control L and R increases only when the state process hits certain points, so that L t − L 0 and R t − R 0 can be considered as the local times of X. Note that the set of time points at which L or R increases have Lebesgue measure zero.
are measurable functions with L 0 (0) = 0 and R 0 (0) = 0. Note that in this situation, the controlled process X is
It follows that 
Characterization of the Value Function Corresponding to Given Upper and Lower Reflection Barriers
The performance measure defined in (3.2) can be simplified following similar arguments as in the previous section. Let us define τ L = inf{t ≥ 0 : L t > 0} and τ R = inf{t ≥ 0 :
Defining u J a − g we obtain
since X τR− = X τR and X τL− = X τL . On the other hand when τ L = 0 or τ R = 0 we have
respectively. Due to the local time characterization of L and R, we can denote
3), we can write the last two equations
So far we have shown that Using Lemma (2.2), we can obtain
In the next section, first we will determine the slope β and the intercept γ for a given singular control strategy that corresponds to reflecting the state variable X at points p and d. The slope and the intercept will both be functions of p and b. We will refer to β and γ as (p,
, respectively, to signify that dependence. Next, we give a characterization of the optimal singular control from first order conditions.
Characterization of the Optimal Reflection Barriers
The difference from one-sided singular control is that we have to determine a pair of points (p
reflect the diffusion on an optimal way and the optimal slope and intercept (β * , γ * ) of the line in (3.7). Let define
Using similar arguments to that are used in the proof of Proposition 2.3 for any given (p, b)
from which we can conclude that
The necessary condition of optimality is ∇(β, γ) = 0, (3.12) in which the ∇ is the first derivative operator with respect to the variables p and b. Note from ( which is two equations for two unknowns. Under some certain conditions, we can find a unique pair (p * , b * )
such that the singular control corresponding to this pair is optimal. Equation (3.13) characterizes the optimal control boundaries (the solution of this non-linear equation can easily be found using Mathematica), and once these boundaries are found the value function can easily be calculated. This characterization should be contrasted with the ordinary Hamilton-Jacobi method in which one needs to simultaneously solve four equations, which are driven from smooth fit conditions, for four unknowns. The function x → Q L (x; q) is increasing and concave on (0, t) for some t < F (p) and decreasing on (t, ∞); 3) Both x → Q R (x; p) and x → Q L (x, b) are differentiable. 5) The equations in (3.13) have a unique solution.
Two-Sided Control of Brownian Motion
In this and the following subsections, we illustrate our characterization of the optimal reflection barriers by solving an inventory control problems motivated by Harrison and Taksar [9] . We will first solve the case when the contents of the inventory are modeled by a Brownian motion with drift. The sufficient conditions in (3.1)can be easily verified to hold in the examples below.
The value function is defined as
The inventory holding entails continuous cost described by f (·) and the controller wants to maintain the inventory level in an appropriate interval (p * , b * ) ∈ R + to minimize the cost. But to keep the level in this band, she uses the controls R t and L t , which are the cumulative amounts of right and left movements in the time interval [0, t], respectively. Exertion of the controls are costly which is reflected in (3.15).
We assign f (x) = (x − a) 2 , a > 0 and r, l are some constants. 15) is a minimization problem, we should negate g(x), r and l to turn this into a maximization problem. We then simply use (3.9) and apply necessary condition (3.13). 
Two-Sided Control of Ornstein-Uhlenbeck Process
Here, we solve the inventory control problem with an Ornstein-Uhlenbeck process:
In this case, the solution to (A − α)v(x) = 0 is given by ψ(x) = e where D ν (·) is the parabolic cylinder function which is defined as
in which H ν is the Hermite polynomial of order ν. has the integral representation (see e.g. [13] ) See, for example, Borodin and Salminen [6] (Appendices 1.24 and 2.9). Again, g(x) is calculable explicitly by using the first and second moment of Ornstein-Uhlenbeck process: 
