Inverse inference, or "brain reading", is a recent paradigm for analyzing functional magnetic resonance imaging (fMRI) data, based on pattern recognition tools. By predicting some cognitive variables related to brain activation maps, this approach aims at decoding brain activity. Inverse inference takes into account the multivariate information between voxels and is currently the only way to assess how precisely some cognitive information is encoded by the activity of neural populations within the whole brain. However, it relies on a prediction function that is plagued by the curse of dimensionality, as we have far more features than samples, i.e., more voxels than fMRI volumes. To address this problem, different methods have been proposed. Among them are univariate feature selection, feature agglomeration and regularization techniques. In this paper, we consider a hierarchical structured regularization. Specifically, the penalization we use is constructed from a tree that is obtained by spatially constrained agglomerative clustering. This approach encodes the spatial prior information in the regularization process, which makes the overall prediction procedure more robust to inter-subject variability. We test our algorithm on a real data acquired for studying the mental representation of objects, and we show that the proposed algorithm yields better prediction accuracy than reference methods.
I. INTRODUCTION
Functional magnetic resonance imaging (or fMRI) is a widely used functional neuroimaging modality. Modeling and statistical analysis of fMRI data are commonly done through the general linear model (GLM), that takes into account the different experimental conditions and the dynamics of the hemodynamic response in the design matrix. The resulting model parameters, a.k.a. activation maps, represent the influence of the different experimental conditions on local fMRI signals. The classical and widely used approach for analyzing these activation maps is called classical inference. It relies on a mass-univariate statistical tests (one for each voxel), yielding the so-called statistical parametric maps (SPMs) [1] . Such maps are useful for functional brain mapping, but classical inference has some limitations: it suffers from multiple comparisons issues and it ignores the multivariate structure of fMRI data.
To cope with these limitations, a recent approach called inverse inference (or "brain-reading") [2] , [3] has been proposed. Inverse inference relies on pattern recognition tools and statistical learning methods to explore fMRI data. Based on a set of activation maps, inverse inference estimates a function that can then be used for predicting a target (typically, a variable representing a perceptual, cognitive or behavioural parameter) for a new set of images. The performance of the learnt mapping is measured through the resulting prediction accuracy. Many standard statistical learning approaches have been used as prediction function, among them kernel machines (SVM, RVM) or discriminant analysis (LDA, QDA) [4] . For the application at hand, earlier performance results [3] , [5] show that we can consider mappings that are linear functions of the data. With 1 ∈ R n denoting the vector filled with ones, the predictive model reads:
where X ∈ R n×p is the design matrix assembled from n fMRI volumes, y ∈ R n represents the target and (w, b) are the parameters to be estimated on a training set. Each row of X is a p-dimensional sample, i.e., an activation map of p voxels related to a stimulus presentation. The scalar b ∈ R is called the intercept and the vector w ∈ R p , also called weights, can be seen as an image. Learning (w, b) remains however challenging as the number of features (voxels) exceeds by far the number of samples (images). The prediction function is therefore prone to overfitting the learning set, consequently providing inaccurate predictions on new samples (the test set). It is known as the curse of dimensionality. To address this issue, dimension reduction attempts to sum up the information contained in all the features in a smaller subset that concentrates the predictive power.
The standard approach for dimension reduction in fMRI is feature selection, that selects features based on a given score. This feature selection can be univariate, e.g. Anova, or multivariate. Multivariate approaches are more adapted to inverse inference as they extract predictive patterns from the data, as opposed to univariate methods that do not take into account joint information between features. However, due to the huge number of possible patterns, these approaches suffer from combinatorial explosion, and specific suboptimal heuristics (e.g. recursive feature elimination) can be used. That is why Anova is still preferred in fMRI. Alternatively, two more adapted solutions have been proposed: regularization and feature agglomeration.
Sparsity inducing regularization constrains many features to have zero weights, and hence prevents overfitting the training set. Regularization has been used with success for fMRI-based inverse inference [6] , and can be expressed by the following minimization problem:
where λΩ(w) is the regularization term and the fit to the data is measured through the square loss 1 2 y−Xw 2 2 . This choice of loss function is particularly adapted to regression settings, as investigated in Section III. The parameter λ balances the loss and the penalization term. Note that the intercept b is omitted here as it can be set to 0 assuming y and the columns of X are centered. In this notation, a common method in inverse inference is elastic net [7] , [8] , which is a combined 1 and 2 penalization:
When setting λ 1 to 0, the model is called ridge regression, while when λ 2 = 0 it is known as Lasso. However, the main drawback of this approach is that it does not take into account the spatial structure of the data. Due to the intrinsic smoothing of the complex metabolic pathway underlying the BOLD contrast [9] , statistical learning approaches applied to fMRI should be informed by the 3D grid structure of the data. In order to achieve dimension reduction, while taking into account the spatial structure of the data, one can use feature agglomeration. It constructs new features, called parcels, by averaging neighboring voxels. Although, this approach has been successfully used previously for brain mapping [10] , [11] , it often does not consider the supervised information (i.e. the target y) while constructing the parcels. A recent approach has been proposed to cope with this issue, using a supervised greedy exploration of a tree obtained by hierarchical clustering [12] . This greedy approach is clearly suboptimal, as it explores only a part of the whole hierarchical tree. However, it performs well for inter-subject analyzes, as parcels are a good way to cope with inter-subject variability. Indeed, due to anatomical differences in the population, there is no perfect voxel-to-voxel correspondance across subjects, which strongly affects the performance of voxel-based methods.
Based on these considerations, we propose to integrate the feature agglomeration within the regularization term Ω, while preserving convexity in the optimization. This notably guarantees global optimality and stability of the obtained solutions. To this end, we design a sparsity-inducing penalty that is directly built from the hierarchical structure of the spatial model obtained by Ward's algorithm [13] . Such a penalty has already been successfully applied in several contexts, e.g., in bioinformatics, to exploit the tree structure of gene networks for multi-task regression [14] , and also for topic models and image inpainting [15] .
In this paper, we first describe the proposed algorithm, and the notions of structured sparsity-inducing regularization. Then, we validate this contribution on a real dataset designed for the study of the mental representation of object's shape.
II. METHOD Solutions of (2) are expected to be sparse, in the sense that only a few voxels, i.e., a few non-zero coefficients of w, should be useful in the prediction task. In addition, this reduced set of voxels is also expected to exhibit specific spatial patterns, such as localized clusters on the brain [16] . These two points prompt the need for a well-tailored penalty Ω capable of encoding this prior information. We now present the way Ω is designed.
A. Hierarchical structured sparsity 1) From hierarchical clustering to sparsity-inducing penalty: The structured sparsity-inducing term Ω is built from the result of a hierarchical clustering of the voxels. Such an approach creates a hierarchy of clusters represented as a tree T (or dendrogram) [17] . The root of the tree is the unique cluster that gathers all the voxels, the leaves being the clusters with only one voxel. Among different hierarchical agglomerative clustering, we use the variance-minimizing approach of Ward's algorithm [13] , since it minimizes the loss of information at each step of clustering. In short, two clusters are merged if the resulting parcellation minimizes the sum of squared differences within all clusters (inertia criterion). In order to take into account the spatial information, we also add connectivity constraints in the hierarchical clustering algorithm, so that only neighboring clusters can be merged together. 1 The resulting clusters are thus called parcels. Each node of the tree T either corresponds to a voxel if it is a leaf, or defines a parcel, as the union of its children's clusters of voxels (see Fig. 1 ). We now consider the augmented space Fig. 1 .
Example of a tree T when p = 5, with three voxels and two parcels. The parcel 2 is defined as the averaged intensity of the voxels {1, 2}, while the parcel 1 is obtained by averaging the parcel 2 and voxel 3. In red dashed lines are represented the five groups of variables that compose G. For instance, if the group containing the parcel 2 is set to zero, the voxels {1, 2} are also (and necessarily) zeroed out. of variables comprised of not only the voxels, but also the parcels. This approximately doubles the size of the design matrix. In other words, p does not denote the number of voxels anymore, but instead, the total number of nodes of T . 2 In the following, the level of activation of each parcel is (recursively) defined by the averaged intensity of the voxels it is composed of (i.e. local averages) [10] , [11] . This produces a multi-scale representation of the fMRI data that becomes increasingly invariant to spatial shifts of the encoding regions within the brain volume.
In the perspective of inter-subject validation, the augmented space of variables can be exploited in the following way: since the information of single voxels may be unreliable, the deeper the node in T , the more variable the corresponding parcel's intensity is likely to be across subjects. This property suggests that, while looking for sparse solutions of (2), we should preferentially select the variables near the root of T , before trying to access smaller parcels located further down in T .
Traditional sparsity-inducing penalties, e.g., the 1 -norm Ω(w) = p j=1 |w j |, yield sparsity at the level of single variables w j , disregarding potential structures-for instance, spatial-existing between larger subsets of variables. We leverage here the concept of structured sparsity where Ω penalizes some predefined subsets, or groups, of variables that reflect prior information about the problem at hand. In particular, we follow [18] that first introduced hierarchical sparsity-inducing penalties. Given a node j of T , we denote by g j ⊆ {1, . . . , p} the set of indices that record all the descendants of j in T , including himself. In other words, g j contains the indices of the subtree rooted at j; see Fig. 1 . If we now denote by G the set of all g j , j ∈ {1, . . . , p}, we can define our hierarchical penalty as
As shown in [19] , Ω promotes sparsity at the level of groups g ∈ G, in the sense that it acts as a 1 -norm on the vector ( w g 2 ) g∈G . Regularizing by Ω therefore causes some w g 2 (and equivalently w g ) to be zeroed out for some g ∈ G.
Moreover, since the groups g ∈ G represent rooted subtrees of T , this implies that if one node/parcel j ∈ g is set to zero by Ω, the same will go for all its descendants [18] .
To put it differently, if one parcel is selected, then all its ancestor parcels in T will also be selected. This property exactly matches the way we want to deal with inter-subject validation, namely, consider large parcels before smaller and more variable ones.
2) Optimization: The convex minimization problem (2) is challenging, since the penalty Ω as defined in (4) is nonsmooth and the number of variables to deal with is large (about p ≈ 10 5 in the following experiments). To this end, we resort to proximal methods (e.g., see [20] , [21] ). In a nutshell, these methods can be seen as a natural extension of gradient-based techniques when the objective function to minimize has a nonsmooth part. The authors of [15] have recently shown that this scheme could be efficiently applied to the penalty Ω (we refer the interested readers to [15] for a detailed analysis). We will therefore use the optimization framework from [15] . 3 
III. EXPERIMENTS AND RESULTS ON REAL DATA A. Description on the data
We apply the different methods to analyze ten subjects from an fMRI dataset related to the study of the visual representation of objects in the brain (see [22] for details). During the experiment, ten healthy volunteers viewed objects of two categories (each one of the two categories is used in half of the subjects) with four different exemplars in each category. Each exemplar was presented at three different sizes (yielding 12 different experimental conditions per subject). Each stimulus was presented four times in each of the six sessions. We averaged data from the four repetitions, resulting in a total of n = 72 images by subject (one image of each stimulus by session). Functional images were acquired on a 3-T MR system with eight-channel head coil (Siemens Trio, Erlangen, Germany) as T2*-weighted echo-planar image (EPI) volumes. Twenty transverse slices were obtained with a repetition time of 2s (echo time, 30ms; flip angle, 70 • ; 2 × 2 × 2-mm voxels; 3 The code is available at http://www.di.ens.fr/willow/SPAMS/. 0.5-mm gap). Realignment, normalization to MNI space, and GLM fit were performed with the SPM5 software 4 . In the GLM, the time course of each of the 12 stimuli convolved with a standard hemodynamic response function was modeled separately, while accounting for serial auto-correlation with an AR(1) model and removing low-frequency drift terms with a high-pass filter with a cut-off of 128 s. In the present work we used the resulting session-wise parameter estimate images. All the analysis are performed on the whole brain volume.
The four different exemplars in each of the two categories were pooled, leading to images labeled according to the 3 possible sizes of the object. By doing so, we are interested in finding discriminative information to predict the size of the presented object. This reduces to a regression problem, in which our goal is to predict a simple scalar factor (size or scale of the presented object). We perform an inter-subject regression analysis on the sizes. This analysis relies on subjectspecific fixed-effects activations, i.e. for each condition, the six activation maps corresponding to the six sessions are averaged together. This yields a total of twelve images per subject, one for each experimental condition. The dimensions of the real data set are p ≈ 7 × 10 4 and n = 120 (divided into three different sizes). We evaluate the performance of the method by cross-validation (leave-one-subject-out). The parameter λ of all methods is optimized over a grid of 30 powers of 2, with a nested leave-one-subject-out cross-validation on the training set. The exact scaling of the grid varies for each model to account for different Ω.
B. Results
The proposed algorithm is compared to different standard regularization schemes; Lasso, ridge, adaptive Lasso [23] , and Lasso instantiated on tree weights. The results for the intersubject regression analysis are given in Tab. I. We give the mean squared error and the percentage of non-zero coefficients, i.e., the level of sparsity of the models.
The lowest error in prediction accuracy is obtained by the proposed hierarchical structured sparsity approach (Tree 2 ), that also yields the most stable results. This can be explained by the fact that the proposed algorithm is a good way to cope with inter-subject variability, by dealing with the spatial structure of fMRI data within the regularization. We can also notice than the sparsity-promoting approaches (Lasso and adaptive Lasso) yield the highest error in prediction accuracy, due to the fact than the obtained solutions are overly sparse, and suffer from inter-subject variability.
In term of sparsity, we can see, as expected, that ridge does not yield any sparsity and Lasso is very sparse (in the feature space, with approximately 7 × 10 4 voxels). Our method yields a total of 18% of non-zero coefficients (in the augmented space of features, with about 1.4 × 10 5 nodes in the tree). The maps of weights are given Fig. 2 . Lasso yields an overly sparse pattern of voxels, that is not easily readable, while our approach (b) extracts a pattern of voxels with a compact structure, that clearly outlines brain regions implied in the mental representation of the size of object (early visual cortex). Finally, and related to the discussion of the levels of sparsity, we have found λ for ridge to be less sensitive and easier to tune than for the sparsity-inducing models. (a) 1 regularization -We can notice that the predictive pattern obtained is excessively sparse, and is not easily readable. (b) tree regularization -In this case, the regularization algorithm extracts a pattern of voxels with a compact structure, that clearly outlines brain regions implied in the mental representation of the size of object.
IV. CONCLUSION In this article, we introduced a hierarchical structured penalty, that takes into account the spatial structure of fMRI data within the regularization framework. This approach copes with inter-subject variability in a similar way as feature agglomeration, by averaging neighboring voxels. Although alternative agglomeration strategies do exist, we currently exploit Ward's clustering that builds parcels with little variance, which is a natural criterion.
Results on a real data show that the proposed algorithm is a promising tool for mining fMRI data. It yields higher prediction accuracy than reference methods, but also the map of weights obtained have a cluster-like structure. It makes them easily readable compared to the overly sparse patterns found by sparsity-promoting approaches.
More generally, structured regularization is a promising approach for identifying brain regions with predictive power, which makes it well-suited for more challenging studies like connectivity-based prediction with fMRI.
