This paper describes an efficient way to test the VAP-free (Vertex Accumulation Point free) planarity of one-and two-dimensional dynamic graphs. Dynamic graphs are infinite graphs consisting of an infinite number of basic cells connected regularly according to labels in a finite graph called a sraric graph. Dynamic graphs arize in the design of highly regular VLSI circuits, such as systolic arrays and digital signal processing chips. We show that VAP-free planarity testing of dynamic graphs can be done efficiently by making use of their regularity. First, we will establish necessary conditions for VAP-free planarity of dynamic graphs. Then we show the existence of a small finite graph which is planar if and only if the original dynamic graph is VAP-free planar. From this it follows that VAP-free planarity testing of one-and twodimensional dynamic graphs is asymptomically no more difficult than planarity testing of finite graphs, and thus can be done in linear time.
INTRODUCTION
Given a finite digraph Go = (V", Eo), called a static graph, and a k-dimensional labeling of edges P, we can define the k-dimensional dynamic graph Gk = (Vk, Ek, P) as follows: Let VO = { v l , vzr . . . , vn}. For each x E 2, we call vi,x the xrh copy of vi E V", and V, = {v,,,, vZ,,, . . . , v,,J the xrh copy of VO. The vertex set V , can be regarded as a copy of V" at the integer lattice point x and V is the union of all points; that is, V = u v,.
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Two vertices v, and wy in Gk are connected by a copy of an edge (v, w ) in Go whose label is the same as the distance (y -x) between these two vertices in k-dimensional space; that is. the edge set Ek is defined as the basic cell C,.
A static graph e shows how to connect the nodes in GZ. The shaded area shows Hence the dynamic graph is a locally finite, infinite graph consisting of an infinite number of repetitions of the basic cell. Figure la illustrates the two-dimensional dynamic graph G2 which is induced by a static graph GO.
Orlin [16j pointed out that many problems in transportation planning, communications, and operations management can be modeled by one-dimensional dynamic graphs. He investigated various problems for one-dimensional dynamic graphs, such as finding weak or strong components, finding an Eulenan path, and determining whether they are 2-colorable or not.
Two-dimensional dynamic graphs arise naturally in the study of regular VLSI circuits, such as systolic arrays and VLSI signal processing arrays (Cappello and Steiglitz [2] , Iwano and Steiglitz [ 1 I]). In these applications, the graphs associated with the circuits can be regarded as subgraphs of two-dimensional dynamic graphs. Doubly- weighted digraphs, which can be regarded as static graphs of two-dimensional dynamic graphs, have also been well studied. For example, Dantzig, Blattner, and Rao [4] and Lawler [ 141 studied optimal cycles with minimum ratio of two labels; Reiter [ 181 studied these graphs for problems of scheduling parallel computation. The authors studied the acyclicity problem (Iwano and Steiglitz [ 10,121 and various other problems for two-dimensional dynamic graphs (Iwano [ 131) .
The regularity of dynamic graphs may lead us to efficient solutions of certain problems because we may be able to restrict problems to finite graphs which adequately represent them. We will show that VAP-free planarity testing of dynamic graphs can be solved efficiently using this idea. The planarity problem for infinite graphs in general has been extensively studied (Dirac and Lempel, Even, and Cederbaum [15] ).
An infinite planar graph is VAP-free planar if there is no vertex accumulation point in any finite bounded region. Assume an infinite graph G is mapped to the plane in a
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dimensional dynamic graph. The subscript c indicates a cell graph.
The superscript 0 indicates a static graph, while the superscript 2 indicates a two-planar fashion. A point P in the plane is called a vertex accumulation point (resp. edge uccumulation point) if for every positive real number E there are infinitely many vertices (resp. edges) in the disk C, whose radius is E and center is P. A vertex accumulation point (resp. edge accumulation point) is abbreviated VAP (resp. EAP).
In VLSl applications, since each cell occupies at least some constant area, the dynamic graph of a circuit should be VAP-free planar if it is to be physically planar. Hence we will consider only VAP-free planarity of dynamic graphs. First, we will find necessary conditions for VAP-free planarity of dynamic graphs. Then we will show the existence of a finite graph which is no larger than a constant multiple times the size of a basic cell and which is planar if and only if the original dynamic graph is VAP-free planar. From this it follows that VAP-free planarity testing can be done in O ( n ) time, where n is the number of vertices in the basic cell.
GRAPH TERMINOLOGY
We will need the following definitions related to the planarity of infinite graphs (Griinbaum and Shephard Let G2 = ( V 2 , E2, T 2 ) be the two-dimensional dynamic graph which is induced by a static graph Go = (V", Eo, T2). We call an edge e E Eo an x-edge when T 2 ( e ) = x E 2 x 2. We use 0 to represent the origin in 2 ' ; that is, 0 = (0.0, . . . , 0). We now define the basic cell of G2 as follows: From now on, we restrict discussion to one-and two-dimensional dynamic graphs.
Definition 2.7.
To subdivide an edge e = (x, y) in a graph H, is to replace it by a new vertex 2. new edges e , = ( x , z) and e2 = ( 2 , y ) . We say that the resulting graph G is obtained from H by subdividing e at z . A graph G is a subdivision of H if there is a sequence of graphs by a static graph GO with two connecting edges with labels 2 and 3. Note that Figure   3a is not a plane graph, while Figure 3b is a plane graph with a vertex accumulation point. In fact, by using Theorem 2.2, we can show that this dynamic graph does not have a plane representation without a vertex accumulation point. The wide solid lines in Figure 3c form one of Halin's subgraphs, as shown in Figure 3d .
Thomassen obtained the following results for straight-line representation and a convex representation.
Theorem 2.3. (Thomassen [20]).
Every planar graph has a straight-line representation, and every locally finite graph with a VAP-free representation has a VAP-free straight-line representation. Theorem 2.4. (Thomassen [22] ). free representation has a convex representation.
Every locally finite 3-connected graph with a VAPFrom now on, we assume every edge in a dynamic or static graph is a simple curve. A curve C is called a simple curve if there exists a homeomorphismfsuch that C = f ([O,l]) (Berge [I] ). We will use Jordan's theorem, which states that a simple closed curve in the plane divides the plane into precisely two regions. These are representations of the one dimensional dynamic graph with x , = 2 and
NECESSARY CONDITIONS FOR VAP-FREE PLANARITY OF G'
In this section, we will express necessary coriditions for VAP-free planarity of dynamic graphs in terms of the labels of edges. From now on, in this paper we assume the following:
2) The basic cell C, is connected and planar.
These can be assumed without loss of generality. Note that Gk is planar if and only have to check the VAP-free planarity of each connected component. Thus we can assume 1). Note that 1) implies that the static graph Go is connected, because a nonconnected static graph induces a nonconnected dynamic graph. If Co is not planar, neither is Gk, because C" is a subgraph of G' . Since the static graph is assumed to be connected, we can always choose a k-dimensional labeling which makes the basic cell Co connected and does not change the dynamic graph (Orlin [ 161) . Thus we can assume 2).
Theorem 3.1. The cell-dynamic graph G: is planar (resp. VAP-free, convex), if the original dynamic graph G' is planar (resp. VAP-free, convex).
Let G' be a planar (VAP-free, or convex) representation of itself. Then by Proof.
replacing each cell of G ' by a point, we can get a planar (VAP-free, or convex) representation of Gt. 8 Thomassen showed the following about VAP-free, locally finite plane graphs. Theorem 3.2. (Thomassen [22] ). Let G be an infinite, locally finite, connected VAPfree plane graph. Then there exists an infinite straight line triangulation A of the plane such that G is isomorphic to a subgraph of A.
Note that dynamic graphs are locally finite by definition. Thus we can apply Theorem 3.2 to any connected VAP-free plane dynamic graph and show that its vertex set can be chosen to be integer lattice points of the plane as follows:
Corollary 3.1. Let G2 be a connected, VAP-free, plane graph. Then G2 is isomorphic to a subgraph of a plane graph r = (Tv, rE), where Tv C 2.
Let A be an infinite straight line triangulation of the plane such that G is isomorphic to a subgraph of A. Let p g l p 2 be a triangle of A. If necessary, we can expand the triangle p g l p 2 (with the rest of the graph) so that it contains at least three integer points. Let q,,q1q2 be a triangle such that qo, q l , and q2 are integer points in the triangle pg1p2. We can then replace the triangle p4p1p2 by the triangle q,,qlq2. By repeating this operation, we can obtain a triangulation of the plane A' whose vertices
Proof.
are integer points. Thus G is isomorphic to a subgraph of A'. Vp,i = {n 1 n = i (rnodp)}, I Ep.i = {(n, n + P) 1 n E Vp,i}* That is, Pp.i is a 2-w path consisting of p-edges and the nodes which are equal to i mod p. Note that Vr is the disjoint union of {V,.; 1 0 C i C p -I}. condition for VAP-free planarity of the dynamic graph G'. Therefore, we have the following necessary conditions as VAP-free planarity of onedimensional dynamic graphs: Theorem 3.3. Let G' be a connected one-dimensional dynamic graph. Let Gy be the cell-static graph as defined in (3. I) and (3.2). Then Gr is VAP-free planar if and only if one of the following two conditions is satisfied (see Fig. 4) .
From Theorem 3. I , VAP-free planarity of the cell-dynamic graph
2 ) m = 2 , x l = I, and x2 = 2.
Before proving Theorem 3.3, we need the following lemmas:
Lemma 3.1. (Thomassen [22] ). of a 2-00 path. Then G partitions the Euclidean plane into precisely two faces.
Let G be a VAP-free and EAP-free representation Lemma 3.2. Let G be a locally finite VAP-free plane graph. Then G is EAP-free.
Proof. Suppose that G is not EAP-free. Then there exists a bounded closed area containing infinitely many edges. However, since G is locally finite (that is, every vertex has a finite valence), there are infinitely many vertices in this closed area, which is a contradiction.
Note that an EAP-free, locally finite graph is not necessarily VAP-free. Now we can prove Theorem 3.3.
Proof of Theorem 3.3. The "if' part is easy. As shown in Figure 4a , both cases have VAP-free planar representations.
We can now prove the "only if' part. Suppose that Gr = (V!, E!, Tr) is a VAPfree representation. From Corollary 3.1, we can assume that the vertex set Vf consists of integer lattice points in 2 X Z.
Suppose that x , 2 2. Since G: is connected, there exists some xj such that j 3 2 and xj is not a multiple of xl. Otherwise, node 0 and node 1 cannot be connected, which is a contradiction. Let x1 (resp. xi) be denoted by p (resp. q ) . Then there exist some k, r E Z+ such that q = kp + r, 0 < r < p . From Lemma 3.1, the set of 2- Since there is no vertex on W , and W, which is also a vertex in P:p, the 1-03 path P&, cannot cross W I or W 2 . If p + q is inside region W 1 , then P l P is entirely inside WI. This implies a VAP in W I , which is a contradiction. In the same way, P + q cannot be inside W,. Therefore, x1 = 1.
Suppose that x2 > 2. Since x1 = 1, from Lemma 3.1, the 2-03 path Plso partitions 2p E Pq,+ and 4p E Pq,o through ( q -1)p E P q.fq + lip. Let /"'
or w2, but this implies a VAP.
In the case 1 < p < q. there is no VAP-free planar representation. P,+,+ must be w , the plane into precisely two faces, say the upper face and the lower face. Suppose qr2.,, exists in the upper face, then PX2,, should exist in the lower face, as shown in Thus there is no way to connect node 2 and node (xz + 2) without crossing Px,,l or qr2,", which is a contradiction. Therefore, x2 = 2. Suppose that rn 3 have x I = 1, x2 = 2, and x3 > 2. An argument similar to that above also leads to a contradiction. Therefore, m S 2 and if m = 2, then xI = 1, x2 = 2. 
VAP-FREE PLANARITY TESTING OF G '
In this section we will show that VAP-free planarity testing of one-dimensional dynamic graphs can be done in O(n) time, where n is the number of vertices in the basic cell. We use a finite graph G, instead of the infinite graph G' to test VAP-free planarity of GI. The graph G, associated with G' is defined as followed:
be thwxth cell of G' for x E Z, where Ex., is the set of connecting edges between the xth and the yth cell as in Definition 2.5. Then we can define the finite graph G, = (V,, E,) as follows: Figure 4b shows an example of G , . Note that the vertex s (resp. t ) represents the cells of GI for i < 0 (resp. i > 3).
From Theorem 3.3, we can assume the following:
1) The cell graph of G' satisfied Ei.j = 9 for I i -j I 3 3 and EiVi+ # (4 for i E Z (that is, there is a 1-edge and no p-edge for p > 2).
2) The basic cell is connected and planar. Then we have the following theorem: Figure 4b . Otherwise we can transform the graph to the desired form, without losing VAP-free planarity, by expanding the edge (s, r ) and rotating the graph along with the cycle W. From Jordan's theorem, the cycle W partitions the plane into exactly two regions. We call the inside (resp. outside) Ri, (resp. Rout). Note that the cycle W corresponds to the 2-m path in G.
Note also that all edges in EovZ lie in either Ri, or R, , and the same is true for El.3. If EOa2 lies in Ri, (resp. R,,,), E1.3 must lie in R,,, (resp. Ri,,). Let B be a closed region which contains only C, and C2, as shown by the shaded area in Figure 4b . Then we can obtain a VAP-free representation of C' by infinitely repeating B, because we can maintain the same sequence of 2-edges on the boundary of B. Conversely, suppose that G' is VAP-free planar. We can assume that GI itself is a VAP-free plane graph. It is clear that the subgraph consisting of C-', Co, C,, C2, Cs, and C, is planar. Then Gf is obtained by contracting C-I (resp. C,) to the point s Corollary 4.1. VAP-free planarity testing can be done in O(n) time for a onedimensional dynamic graph GI, where n is the number of vertices in the basic cell of
GI.
We can use any planarity testing algorithm which runs in time linear in the order of the vertex set (Hopcroft and Tajan [9], Lempel, Even, and Cederbaum
1151).
(resp. t ) and adding the edge (s, 1 ) .
Proof.
NECESSARY CONDITIONS FOR VAP-FREE PLANARITY OF G2
We also have similar necessary conditions for VAP-free planarity of two-dimensional dynamic graphs. Let GI! = (V:, E:, Tf) be the cell static graph with
As in Section 3, we can assume that xi > 0 for 1 d i d rn and el # eJ for i # j . We can also assume that a dynamic graph G2 is connected and its basic cell Co is connected and planar. Let Theorem 5.1. The cell graph Gf is VAP-free planar if and only if one of the following two conditions is satisfied: I ) rn = 2 and 1 xly2 -x g y , I = 1; that is, every point p E Z X Z can be expressed in the form ael + be2 for some a, b E Z.
2) rn = 3, I xly2 -x2yl 1 = 1 and e, = el -e2, e2 -el, or el + el ; that is, e3
is a diagonal line of the parallelogram (0, el, e2, el + e2).
Before proving Theorem 5.1, we need the following lemma: This finite graph Gf is planar if and only if the infinite graph G2 has a VAP-free
VAP-FREE PLANARITY TESTING OF G2
In this section we will show that VAP-free planarity testing of two-dimensional dynamic graphs can be done in O(n) time where n is the number of vertices in the basic cell. We use the same technique as the one used for VAP-free planarity testing of G' in Section 4. That is, we can define the finite graph G, associated with the infinite graph G2 and show that G, is planar if and only if G2 is VAP-free planar.
From Theorem 5 . I , without loss of generality, we can assume the following: 1) m = 2, 3 and el = (0, I), e2 = (1, 0). and e3 = (1, 1) if rn = 3.
2) The basic cell is connected and planar. The graph G, associated with G2 is defined as follows: Definition 6.1. Let G2 = ( V2, E2) be a two-dimensional dynamic graph. Let C, = ( Vx, be the xth cell of G2 for x E 2 x Z. Then we can define G, = (Vf, above, is VAP-free planar if and only if the associated finite graph Gf is planar.
A two-dimensional dynamic graph G2, which satisfies the conditions
