Abstract. Two linear time algorithms are presented. One for determining, for every position in a given square matrix, the longest prefix of a given pattern (also a square matrix) that occurs at that position and one for computing all square covers of a given two-dimensional square matrix.
Introduction.
In recent studies of repetitive structures of strings, generalized notions of periods have been introduced. A typical regularity, the period u of a given string x, grasps the repetitiveness of x since x is a prefix of a string constructed by concatenations of u. A substring w of x is called a cover of x if x can be constructed by concatenations and superpositions of w. A substring w of x is called a seed of x if there exists a superstring of x which is constructed by concatenations and superpositions of w. For example, abc is a period of abcabcabca, abca is a cover of abcabcaabca, and abca is a seed of abcabcaabc. The notions "cover" and "seed" are generalizations of periods in the sense that superpositions as well as concatenations are considered to define them, whereas only concatenations are considered for periods.
Given a string x of length n and a pattern p of length m, the prefix string matching problem is that of determining, for every position in x, the longest prefix of p that occurs in that position. Main and Lorentz introduced the notion of prefix string matching in [1] and presented a linear time algorithm for it. In two dimensions, the prefix string matching problem is that of determining, for every position in a given n × n text matrix T , the longest prefix of a given m × m pattern matrix P that occurs in that position. The two-dimensional prefix string matching problem can be solved using the LSuffix tree construction of Giancarlo (see [2] and [3] ). The LSuffix tree for T , defined over an alphabet , takes O(n 2 (log| | + log n)) time to build. Giancarlo's construction is the two-dimensional analog of the suffix tree [4] . Two-dimensional dictionary matching and two-dimensional pattern retrieval (see [3] ) are among the applications of the Lsuffix tree; the Lsuffix tree can be used to derive O(n 2 (log| |+log n)) time for the two-dimensional prefix string matching problem. Here we present an optimal linear time algorithm for the two-dimensional prefix string matching problem that makes use of the notion of a twodimensional failure function (also used in [5] ) as well as the Aho-Corasick automaton [6] in order to reduce the number of substring comparisons to linear. Both constructions are dependent on the alphabet. In the case of fixed alphabets, the algorithm presented here is faster than the one presented in [3] by a factor of O(log n).
In computation of covers, two problems have been considered in the literature. The shortest-cover problem is that of computing the shortest cover of a given string of length n, and the all-covers problem is that of computing all the covers of a given string. Apostolico et al. [7] introduced the notion of covers and gave a linear time algorithm for the shortest-cover problem. Breslauer [8] presented a linear time on-line algorithm for the same problem. Moore and Smyth [9] presented a linear time algorithm for the all-covers problem. In parallel computation, Breslauer [10] gave an optimal O(α(n) log log n)-time algorithm for the shortest cover, where α(n) is the inverse Ackermann function. Iliopoulos and Park [11] gave an optimal O(log log n)-time (thus work-time optimal) algorithm for the shortest-cover problem.
Iliopoulos et al. [12] introduced the notion of seeds and gave an O(n log n)-time algorithm for computing all the seeds of a given string of length n. For the same problem Ben-Amram et al. [13] presented a parallel algorithm that requires O(log n) time and O(n log n) work. Apostolico and Ehrenfeucht [14] considered yet another problem related to covers.
In this paper we generalize the all-covers problem to two dimensions and we present an optimal linear time algorithm for the problem. Let P be a square submatrix of a square matrix T ; we say that P covers T (or equivalently P is a cover of T ) if every point of T is within an occurrence of P. The two-dimensional all-covers problem is as follows: given a two-dimensional square matrix T , compute all square submatrices P that cover T . While the algorithms for the shortest-cover problem [7] , [8] , [10] , [11] rely mostly on string properties, our algorithm for the two-dimensional all-covers problem is based on the Aho-Corasick automaton and "gap" monitoring techniques.
A variant of the covering problem (see [15] ) defined above, was shown to have applications to DNA sequencing by hybridization using oligonucleotide probes: given a string x, compute a minimal set of strings of fixed length k that cover x; the strings of the minimal set are said to be the k-covers of x. The k-covering problem is closely related to the string prefix matching problem, dictionary matching problem, and the Aho-Corasick automata; techniques employed here as well as the ones used by Giancarlo in [3] , could lead to efficient sequential and parallel solutions for the k-covering problem.
The paper is organized as follows: in the next section we present some definitions and results used in what follows. In Section 3 we present a linear time algorithm for computing all the borders of a square matrix. In Section 4 we present a linear time algorithm for computing the diagonal failure function of a square matrix (an algorithm similar to the one in [4] ). In Section 5 we present a linear time algorithm for the twodimensional prefix string matching problem. Finally, in Section 6, we present a linear time algorithm for computing all the covers of square matrices.
Preliminaries.
A string is a sequence (concatenation) of zero or more symbols from an alphabet . The set of all strings over the alphabet is denoted by * . The string x y is a concatenation of two strings x and y. The concatenations of k copies of x is denoted by x k . A nonempty string x of length n is represented by x 1 x 2 · · · x n , where x i ∈ for 1 ≤ i ≤ n. A string w is a substring of x if x = uwv for u, v ∈ * ; we say that w occurs at position j of x if and only if x j · · · x j+l−1 = w 1 · · · w l , where l is the length of w. A string w is a prefix of x if x = wu for u ∈ * ; furthermore, we define prefix k (x) = x 1 x 2 · · · x k . Similarly, w is a suffix of x if x = uw for u ∈ * ; furthermore, we define suffix k (x) = x n x n−1 · · · x n−k+1 . A prefix x 1 · · · x p , for some 1 ≤ p < n, of x is a period of x if x i = x i+ p for all 1 ≤ i ≤ n − p. The period of a string x is the shortest period of x.
A two-dimensional string is an n 1 × n 2 matrix drawn from . In this paper we deal exclusively with the special case n = n 1 = n 2 , where the matrix is square. The n × n square matrix T can be represented by
. In this case the submatrix P is said to occur at position [i, j] of T . A submatrix P is said to be a prefix of T if P occurs at position [1, 1] 
A string b is a border of x if b is a prefix and a suffix of x. The empty string and x itself are trivial borders of x. An m × m submatrix P is a border of T if P occurs at positions [1, 1] PROOF. A cover of a string (matrix) occurs as both a prefix and a suffix and therefore it is a border.
The Aho-Corasick automaton [6] was designed to solve the multikeyword patternmatching problem: given a set of keywords {r 1 , r 2 , . . . , r h } and an input string t of length n, determine for every keyword r i whether or not it occurs as a substring of t. The AhoCorasick pattern matching automaton is a six-tuple (Q, , g, f, q 0 , F), where Q is a finite set of states, is a finite alphabet input, g: Q × → Q ∪ fail is the forward transition, f : Q → Q is the failure function (link), q 0 is the initial state, and F is the set of final states (for details see [6] ).
Informally, the automaton can be represented as a rooted labelled tree augmented with the failure links. The label of the path from the root (initial state) to a state s is a prefix of one of the given keywords; we denote such label by l s . If s is a final state, then l s is a keyword. There are no two sibling edges which have the same label. The failure link of a node s points to a node f (s) such that the string l f (s) is the longest suffix of l s that is a prefix of another keyword (see Figure 1 for an example.) The following theorem can be found in [5] . In what follows we shall need to perform string comparisons using the Aho-Corasick automaton and the following results by Harel and Tarjan [16] , Scheiber and Vishkin [17] , and Berkman and Vishkin [18] are used in guiding us within the automaton: 
PROOF. Let
th node on the path from the root to the leaf r i . Using the failure links it is possible to construct a path v, u 1 , . . . , u t , r from the node v to the root r . It is not difficult to see that the label of the path from the root r to u j is s :
where l is the distance of u j from the root r (see Figure 2) .
) is a label of a path from the root to a node u, if and only if . . , u t , r is traced from v to the root node, r . Since node u j is a leaf node, it is associated with a keyword.
u is one of the u j 's. One can say that equality of the query holds if u j , for some j, is the leaf r m . Given the automaton the query can be answered in constant time as follows. Consider the following tree T : root is the initial state of the Aho-Corasick automaton, nodes are the nodes of the automaton, and edges are the failure links of the automaton. Let prefix k (r i,d ) be associated with a node v as above. It is not difficult to see that prefix k (r i,d ) = r m if and only if the lowest common ancestor (LCA) of r m and v in T is r m -a condition that can be checked in constant time by the algorithm in [18] .
By Fact 2, all borders of a string x or matrix T are candidates for covers. Our algorithm for the all-covers problem starts by computing all the borders of T and finds covers among the borders.
The algorithm is subdivided into the following three steps:
1. Compute all the borders B 1 , B 2 , . . . , B k of the matrix T and derive the candidates for covers. Here we use the fact that a cover of T is also a border. Let B k be the largest candidate border. 2. For every position [i, j] of T , compute the longest prefix of B k that occurs at that position. We next "round down" these occurrences to the nearest border size, thus finding the largest border that occurs in that position. 3. We begin a gap monitoring program starting with B k . We consider all occurrences of B k in T and we check whether there are any positions of T that are not covered by an occurrence of B k -we call these positions "gaps" (see Section 6 for a formal definition). If there is a gap, then B k is not a cover. We proceed by considering whether B i covers T for all i = k − 1, . . . , 1, again by monitoring their gaps. 
We compute all the borders of every row and column of T using the Knuth, Morris, and Pratt (KMP) [19] algorithm. Furthermore we also use matrix M, such that 
] is a border of T if and only if M
The converse follows similarly.
Based on this lemma, the following algorithm is proposed to compute the borders of T : 
Although here we make use of the borders as candidates for covers, a (perhaps) smaller set of candidates can be obtained by modifying the matrices C and R as follows:
otherwise.
All the covers of every row and column of T can be computed using the algorithm in [8] . The verification of the above set of candidates can be similarly done in linear time. These candidates may lead to a more efficient algorithm (as they may be fewer than the borders) but it does not change the asymptotic complexity. 
Computing the Diagonal Failure Function of a Square
Matrix. An m × m submatrix P is said to be a diagonal border of an n × n matrix T if P occurs at positions [1, 1] Figure 3(i) ). Below we present a linear time procedure for computing the diagonal failure function; a similar algorithm was presented in [4] and [20] .
The computation of the diagonal failure function shadows the computation of the failure function given in the KMP algorithm, with the exception that character comparisons are now substring comparisons. The algorithm makes use of the Aho-Corasick multiword automaton to perform these comparisons in constant time. First we construct the AhoCorasick multiword automaton for the set of words r 1 , r 2 , . . . , r n , c 1 , c 2 , . . . , c n , where Figure 3 (ii)). Secondly, at iteration i, we have computed f (i) = k and we proceed to compute f (i + 1) by comparing r k+1 and c k+1 with prefix k+1 (r i+1 ) and prefix k+1 (c i+1 ), respectively. (Recall that prefix k (x) = x 1 x 2 · · · x k and suffix k (x) = x k x k+1 · · · x n with |x| = n.) Clearly, if both match, then we have f (i + 1) = k + 1. Otherwise, as in KMP, we recursively (on k) compare r k+1 and c k+1 with prefix k+1 (r i+1 ) and prefix k+1 (c i+1 ), with k := f (k), until both strings match.
Formally, the algorithm is as follows:
Construct the Aho-Corasick automaton for R and C; Preprocess the automaton for LCA queries; 
Prefix String Matching in Two Dimensions.
Let P (the "Pattern") and T (the "Text") be m × m and n × n matrices, respectively. The two-dimensional problem of prefix string matching is that of determining, for every position in the text matrix T , the longest prefix of P that occurs in that position.
The algorithm below shadows the Main-Lorentz [1] algorithm on the diagonals of the text matrix T (see Figure 4) with the exception that character comparisons are now substring comparisons. We use the Aho-Corasick automata to perform string comparisons in constant time. In order to simplify the exposition, we only compute the maximum prefix of the pattern occurring at points below the main diagonal of the text. The main diagonal is said to be the 1-diagonal, and the diagonal starting at position [d, 1] is said to be the d-diagonal.
In Algorithm 5.1 below, we first construct the Aho-Corasick multiword automaton for the set of rows r 1 , r 2 , . . . , r n and r 1 , r 2 , . . . , r m of T and P. We also construct the AhoCorasick multiword automaton for the set of columns c 1 , c 2 , . . . , c n and c 1 , c 2 , . . . , c m of T and P. Starting from the top of each d-diagonal, and sliding downwards (on the d-diagonal), we iteratively compute the maximum prefix of P at each point of the ddiagonal as follows: at the end of the jth iteration, we have computed the largest prefix of P that is a suffix of T [d..d + j − 1, 1.
. j] for all 1, . . . , j. Next, we attempt to augment that occurrence by extending it by a row and a column (in a manner similar to the L-character used by Giancarlo in [2] and [3] ); this is only possible when the relevant row and column of the text match the corresponding ones of the pattern. If such an extension of the occurrence of the prefix of P is not possible, then we make use of the diagonal failure link, and next we attempt to extend the prefix pointed to by the link. Analytically, the pseudocode for solving the prefix string matching problem is presented below.
The strings r i , c i are the rows and columns of the text T reversed.
The strings r i , c i are similar to the ones in Figure 3 (ii). R ← {r 1 , r 2 , . . . , r n , r 1 , r 2 , . . . , r m }; C ← {c 1 , r 2 , . . . , c n , c 1 , c 2 , . . . , c m }; Construct the Aho-Corasick automata for R and C; Compute the diagonal failure function f of P;
The condition is tested as in Corollary 2.4.
) is the length of the largest prefix of the pattern occurring at position 
Computing the Gaps.
In this section we focus on the covering problem: given a square matrix T compute all submatrices S that cover T . Recall that a submatrix S covers T if every position of T is within an occurrence of S. The linear time algorithm below is based on gap monitoring techniques.
The algorithm makes use of the fact that a cover of T is also a border. We first compute all the borders of T : let B k be the largest one. Next we compute the largest prefix of B k that occurs at every position of T . We "round down" these occurrences to the nearest border size. Then we begin a gap monitoring program starting with B k . We consider all occurrences of B k in T and we check whether there are any positions that are not covered by an occurrence of B k -these "uncovered" positions are called gaps. If there is a gap, then B k is not a cover. We proceed by considering whether B k−1 covers T . Note that B k−1 occurs in all positions of B k , thus we have to "add" some positions to the occurrences of B k to obtain the set of occurrences of B k−1 in T . In fact every insertion of a new position may "reduce" previous gaps. Also due to the fact that we now consider a smaller border, B k−1 , some positions previously covered by B k may now be left "uncovered", and therefore the gap size between previous gaps may "increase". We monitor all these changes and if all gaps are closed, then the border is a cover. Analytically the steps of the Gap Monitoring Algorithm are as follows:
Step 1. Compute all the square b t × b t borders B t , 1 ≤ t ≤ k, of the input matrix T ; let B k be the largest border and without loss of generality
The "floor" F function will be used for rounding down the maximum border prefixes computed in the next step and the "ceiling" C function will be used for rounding up the gap length in step 5.
Step 2. Step 3. Let D t denote the lexicographicaly ordered list of positions [e, j] such that
The list D t contains all positions of T which belong to the first column of an occurrence of B t (see the shaded area of the j-column of T in Figure 5 . Note that a position may be associated with more than one range, e.g., in Figure 5 (ii), assuming that α < l − 1, we have [ p, q, l, r ] and [ p, q, γ, α]. The computation of these ranges is described in detail in the Section 6.2.
Step 4. Next we define the Left and Right functions that will allow constant time deletion and insertion in updating the list D t , which will be kept as a doubly linked list. We formally define 
We also define
The list GAP(t) contains the positions of B t occurrences, whose distance (gap) to the next B t occurrence is larger than b t .
In this step we consider the borders from largest to smallest. Let B t be the current border. Assume that we have computed the list D i and its associated GAP(i) for all i ≥ t. Then we proceed to construct D t−1 and its associated GAP(i), i = k, k − 1, . . . , t, t − 1, as follows:
We have to consider ranges that fall in one of the following three categories: into GAP (C(q − q ) ). Note that we round up the gap sizes to the nearest border size-since only borders are candidates for covers. 5.3. Now we consider the gap size at [ p, q] 
The position [ p, q ] is the nearest position to the right of [ p, q] 
After all ranges have been processed (as needed in cases (i) and (ii) above) the border B t−1 is a cover if and only if GAP(t − 1) is empty. Checking whether or not GAP is empty can be done in constant time, by keeping GAP(k), GAP(k − 1), . . . , GAP(t − 1) as a doubly linked list. Step 4 also has a one-to-one relationship with the number of ranges, also requiring O(R) time. One can easily deduce that steps 5.1-5.5 require O(1) operations each, for adding and deleting items in doubly linked lists; the total number of operations of step 5 is also bounded by O(R). 
The main steps of the computation of the ranges are as follows: Assume that we have computed all ranges for positions [i, q] for i = 1, 2, . . . , p, for the qth column of T , and we proceed to compute the ranges for position [ p + 1, q] of T . Let B t be the largest border that occurs at [ p + 1, q]. We consider two cases:
1. There is no border that terminates at [ p, q] . In this case the borders that cover [ p, q] also cover [ p + PROOF. Computation of the list TERMINATE takes at most O(n 2 ) units of time. Computation of the set LIST can also be done in O(n 2 ) units of time (in total) by preprocessing: for each occurrence of B j we precompute the nearest position in the same column that B j reoccurs; this is similar to step 4 of Algorithm 6.1 and preprocessing requires O(n 2 ) units of time.
All internal for loops go through all of the ranges in a column and the outer loop goes through all columns; since each of the if statements requires constant time, the loops require O(R) time.
Counting the Number of Ranges.
We have seen that there are cases where two or more occurrences of a border can cover a position of T but which lead to just one range. For example, in Figure 6(i), B 1 , B 2 , . . . , B v all cover [ p, q], but they define only one range [ p, q, 1, v]. In order to be able to count the ranges, we need to identify one of these occurrences, and we choose the one that is the closest to (and covers) the position whose range is in question; we say that these occurrences originate (establish) a range for that position. This will enable us to distinguish between originating and nonoriginating border occurrences and consequently count the number of ranges accordingly. Formally:
Let Figure 7 (ii)). From Lemma 6.3 and (6.1) it follows that |x j | > |x j+1 | and therefore x j+1 is a prefix of x j , for j = k, . . . , m − 1. Using the facts that x 2 is a prefix of x 1 , x 3 is a prefix of x 2 , and x 4 is a prefix of x 3 (see Figure 7 (ii)), strings c, f, g, h can be found such that Case of g < c. From Lemma 6.3 and (6.1) it follows that z 3 is a prefix of z 2 , hence we have that c = gs for some string s. From z 1 and z 2 above we can see that x 2 s is a prefix of hx 2 x 3 . If |h| ≤ |x 2 |/2, then we have that
for some prefix h of h and integer λ ≥ 2, which implies c = h µ h , for some integer µ < λ and some prefix h of h. PROOF. It follows from Theorems 6.5 and 6.1.
Conclusion and Open
Problems. The Aho-Corasick automaton depends on the alphabet; it is an open question whether the all-covers of a square matrix can be computed in linear time independent of the alphabet. A natural extension of the problems presented here is the design of algorithms for computing rectangular covers for rectangular matrices. Another extension of the above problem is that of computing approximate covers that allow the presence of errors. Also of interest is the PRAM complexity of both prefix string matching and allcovers problems (on square and rectangular matrices). An optimal PRAM algorithm for computing the smallest cover was given in [21] but the optimal computation of all covers is still an open problem (see [22] ). Of particular interest is the PRAM relationship between the prefix string matching problem and computation of the diagonal failure function; PRAM computation of the failure function (see [23] ) was done using the prefix string matching algorithm, the reverse of the methods used here.
