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Abstract
Dantzig and Eaves claimed that fundamental duality theorems of linear programming were a
trivial consequence of Fourier elimination. Another property of Fourier elimination is considered
here, regarding the existence of implicit equalities rather than solvability. This leads to a different
interpretation of duality theory which allows us to use Gaussian elimination to decide solvability
of systems of linear inequalities, for bounded systems.
Keywords: Linear programming, Solutions at Infinity, Elementary Dual, Implicit Equalities,
Fourier elimination, Gaussian elimination, Primal cone, Smale problem number 9.
1 Introduction: Another Facet of Fourier Elimination
Dantzig and Eaves [DE73] make an important statement regarding Fourier elimination:
“From it one can derive easily, by trivial algebraic manipulations, the fundamental theorem of linear
programming, Farkas lemma, the various theorems of the alternatives and the well known Motzkin
Transportation theorem.”
Because Fourier algorithm is about elimination and Tarski showed that any theorem in elementary
algebra and geometry can be obtained via elimination, this remark about the capacity of Fourier
elimination to provide proofs of major theorems is not accidental. What is more striking is the use
of the word “trivial”. The essence of Dantzig’s and Eaves remark is that theories of duality and
associated theorems of the alternative are based on the fact that Fourier’s algorithm generates a
contradiction 0 ≤ −1 when the primal is not solvable. In [LM92a] it was shown that when Fourier
algorithm generates a tautology 0 ≤ 0 it tells us that the primal has implicit equalities. This gives
us a parallel theory of duality with associated theorems of the alternative, also obtained by trivial
operations. In particular the primal is solvable or solvable at infinity if and only if the elementary
dual has implicit equalities. And the strong duality theorem has a new interpretation which leads
to an algorithm to decide if a bounded set is solvable. The algorithm uses Gaussian elimination
until the last step . Then it uses a trivial case of Fourier elimination. It has three interesting
aspects, one from a theorem proving point of view, the algorithm comes very naturally and its
correctness is straightforward, in the same line as Dantzig and Eave’s statement. The second point
is that it solves an important problem, known as Smale’s problem number nine about finding a
strongly polynomial algorithm. The third point is that one could have found a solution for Smale’s
problem number nine with a polynomial of arbitrary high degree, making it unsuitable for practical
applications. Here the complexity is based on Gaussian elimination, for which there are many
efficient implementations. Consequently, this new algorithm may have significant practical use. A
topic we are exploring. Now simplicity is in the eye of the beholder. Here we claim simplicity as
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all the operations are, as noted by Dantzig and Eaves “trivial” manipulations whose correctness is
an immediate consequence of Fourier algorithm. The exception is the use of Gaussian elimination,
which is not a trivial operation, but can be considered a simple one.
2 Elementary Duality
A trivial remark gives us a different view of duality. We need a definition first: A constraint L ≤ r
is an implicit equality if and only if the constraint −L ≤ −r holds, that is if and only if adding the
two constraints gives us the constraint [0] ≤ 0, where [0] denotes the constraint with all coefficients
set to 0. This obvious remark can be generalized easily, as was shown in [LM92a].
The constraints {Li ≤ ri} are implicit equalities if and only if there exists a set of positive coefficients
{λi}, called multipliers giving rise to linear combinations
∑
λiLi = [0] and
∑
λiri = 0.
It might not immediately appear so but, as we will see, this is in fact an obvious statement of a
theorem of the alternative.
The elementary dual of a set S of constraints AX ≤ b ∪ {xj ≥ 0} is A
TΛ ≥ 0 ∪ {−
∑
λiri ≥
0} ∪ {λi ≥ 0} where A
T represents the transpose of A. And the ri are the right hand side constants
that form the vector b. The constraint −
∑
λiri ≥ 0 is called the extension.
Once we remark that a constraint Li ≤ ri can be written equivalently as Li + si − ri = 0 where si
is a non negative variable called a slack variable, the following becomes obvious:
The coefficients xj and si of a solution of S together with the coefficient 1 for the extension form a
set of multipliers for a set of implicit equalities in the elementary dual.
In other words, S has a solution if and only if the extension in the elementary dual is an implicit
equality.
Equivalently S has no solution if and only if the extension is not an implicit equality, that is the
elementary dual has a solution such that the extension is > 0, this is Farkas lemma.
This is because the solution in the elementary dual corresponds to multipliers in the primal giving
us 0 ≤ −1
In fact we have a more complete version of the lemma, which tells us that if the elementary dual
has a solution, the primal is unsolvable or has an implicit equality.
This implies also that if Farkas lemma is a trivial consequence of Fourier algorithm, the previous
remark tells us that Farkas lemma implies the correctness of Fourier algorithm. That is because an
unsolvable set remains unsolvable when Fourier elimination is applied.
A non solvable set may have implicit equalities, with an appropriate set of multipliers. For instance
it may have a solvable subset. But also as it is not solvable, Fourier elimination will produce a
constraint [0] ≤ −1. If we add the tautology 0 ≤ 1, we have multipliers that produce [0] ≤ 0.
A set AX ≤ b is said to have a solution at infinity if and only if the set AX ≤ 0 has a solution
different from the origin. A set without solutions at infinity is called bounded. Solutions at infinity
correspond to implicit equalities in the elementary dual independent of the extension.
2
Example:
The set
−x +y ≤ 2
x −y ≤ −1
−x ≤ 0
−y ≤ 0
Can be rewritten as:
−x +y +s1 −2 = 0
x −y +s2 +1 = 0
−x ≤ 0
−y ≤ 0
0 1 1 0 1 solution
1 1 0 0 0 solution at infinity
It has the elementary dual
solution solution at infinity
multipliers multipliers
−λ1 +λ2 ≥ 0 0 x 1 x
λ1 −λ2 ≥ 0 1 y 1 y
−2λ1 +λ2 ≥ 0 1 1 0 0
λ1 ≥ 0 1 s1 0 s1
λ2 ≥ 0 0 s2 0 s2
If the right hand side coefficients 2 and -1 are respectively replaced by -2 and 1 the extension is not
an implicit equality as λ1 = λ2 = 1 make the extension > 0
We can reword the theorem of the alternative in the following way:
Theorem 1. Solutions and solutions at infinity in the primal are multipliers in the
elementary dual.
The fundamental theorem on strong duality states that
For a set of constraints AX ≤ b ∪ {xj ≥ 0} the maximum of
∑
cixi with c being the vector of the
ci, and b a vector of coefficients denoted rj is obtained when the following system is solvable:
AX ≤ b ∪ {xj ≥ 0}
ATΛ ≥ c
∑
λiri =
∑
cixi ∪ {λi ≥ 0}.
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This system can be written equivalently where the left hand side of the constraints are those of the
elementary dual. We have added to the primal a new set of constraints called the strong elementary
dual .
AX ≤ b ∪ {xj ≥ 0}
ATΛ ≥ c
−
∑
λiri ≥ −
∑
cjxj ∪ {λi ≥ 0}.
Let us also call this last constraint the extension
Because a solution to the system will give multipliers such that
∑
cjxj −
∑
cjxj = 0, we have that
the maximum is reached for the extension to be an implicit equality with multiplier equal to 1.
Example:
Max(x+ y)
x +y ≤ 4
x −y ≤ 0
−x +y ≤ 0
−x ≤ −1
−y ≤ −1
−x ≤ 0
−y ≤ 0
In the standard duality we add the constraints:
λ1 +λ2 −λ3 −λ4 ≥ 1
λ1 −λ2 +λ3 −λ5 ≥ 1
4λ1 − λ4 −λ5 = x+ y
Together with sign constraints
Let us write it this way:
Multipliers
λ1 +λ2 −λ3 −λ4 ≥ 1 x
λ1 −λ2 +λ3 −λ5 ≥ 1 y
4λ1 λ4 λ5 ≥ x+ y 0
−4λ1 +λ4 +λ5 ≥ −x− y 1
Together with sign constraints.
If this last constraint is an implicit equality, this formulation is equivalent to the standard one when
there is a solution. And when there is a solution it satisfies the last constraint as an equality as the
multipliers give us [0] ≥ 0
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From [LM92a] we know it means the last constraint is an implicit equality.
An advantage of this formulation is that it is more compact than the standard one. Because the
information for the solutions in the primal is contained as multipliers in the strong elementary dual.
3 Multipliers and Primal cone
The following properties of multipliers are as immediate as they are fundamental. It is however a
delicate situation because we have to be very careful when we use the words solution or solution
at infinity, multipliers or implicit equalities. The following statements are straightforward when we
use them in the right context, and we realize that they follow directly from the two properties of
Fourier algorithm regarding solvability and implicit equalities.
If the primal is solvable it has a set of multipliers with the multiplier for the extension equal to
1. However multipliers can be multiplied by an arbitrary positive scalar. So the requirement that
the extension’ s multiplier be equal to 1 can be replaced by the requirement that the multiplier be
positive.
Let AX ≤ b together with non negativity constraints for the variables be the primal. Let z be the
name of a new variable. The primal cone is defined by adding the column −bz to AX, setting the
right hand side constants to 0, with the same non negativity constraints for the variables as well as
for the variable z.
If the primal is bounded, then the primal cone is reduced to the origin if and only if the primal is
unsolvable.
Indeed if the primal cone has a solution X different from the origin, z is > 0 as the primal is bounded.
And the primal is solvable by dividing the X solution with z. And if the primal has a solution,
obviously the primal cone has one different from the origin. This is important as we know that to
determine solvability we can restrict ourselves to the bounded case [Ach84].
And also the immediate:
If the primal cone has multipliers the primal is either non solvable or non full dimensional.
This depends on whether the multiplier for −z ≤ 0 is zero or not. If it is positive, it tells us that
when all variables are eliminated we are left with a contradiction in the primal.
If the primal is bounded and unsolvable, its elementary dual has no implicit equalities. Equivalently
all multipliers in the elementary dual are equal to zero. If the primal is bounded and solvable, all
sets of multipliers have a positive multiplier for the extension. If the primal is solvable and full
dimensional, all the constraints in the elementary dual are implicit equalities and the elementary
dual is reduced to the origin. Conversely if the elementary dual is reduced to the origin, the primal
is solvable and full dimensional. So an algorithm to decide if a cone is reduced to the origin can
be used to decide if a set, bounded or not, is full dimensional solvable. Or more directly a set is
solvable full dimensional if and only if its primal cone is full dimensional.
Assuming the input to be bounded, it may be solvable full dimensional, solvable with implicit
equalities or not solvable. In the first case its primal cone is full dimensional and its dual cone is
reduced to the origin. In the second case its primal cone has implicit equalities but is not reduced to
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the origin. In the third case, its primal cone is reduced to the origin and its dual is a full dimensional
cone.
4 Parasite Multipliers
Consider the set:
x+ y ≤ 0, 2x− y ≤ 0,−x+ 2y ≤ 0
If we eliminate x using Fourier elimination, we obtain:
y ≤ 0 and 3y ≤ 0, the multipliers for this set are 0 and 0 as it has no implicit equality.
If we eliminate x by Gaussian elimination using the first constraint, setting x = −y we obtain:
−3y ≤ 0 and y ≤ 0. This set admits the multipliers 1 and 3. We call these parasite multipliers.
However, as we see now, if the initial set has multipliers, eliminating a variable by Gaussian elim-
ination setting a symbol = instead of ≥ or ≤ in a main constraint with a positive multiplier gives
a new set which also has multipliers that are derived from those of the initial set. We call these
legitimate multipliers. It may also generate parasite multipliers. When the new set has multipliers
we can decide if they are legitimate or parasite. From the legitimate ones we can retrieve multipliers
for the initial set. The parasite multipliers tell us that the constraint used to eliminate a variable in
the initial set is redundant, as a positive linear combination of some other constraints in the set. It
is straightforward, but there are a lot of details we have to consider. And of course if we eliminate
a variable by such Gaussian elimination using a constraint that is not an implicit equality, we may
generate an unsolvable set.
Formally: We consider a cone with ≤ symbols. This cone can be a primal cone. We choose a variable
x0, the other variables are labelled xv the index v positive and a main constraint a0x0 + L0 ≤ 0.
The requirements are that a0 be different from 0 and that L0 is not reduced to [0]. Otherwise we
are in a trivial case where all main constraints are [0] ≤ 0 and if a main constraint is such that
L0 is reduced to [0], then it can be eliminated as redundant or the variable set to 0. In such cases
multipliers will be adapted to the situation.
The notation is simplified if we first scale the coefficients of the variable x0 in such a way that they
become equal to 1, -1, or remain 0. If we have a constraint ax0 + L ≤ 0 with a multiplier µ, and
a is positive, it becomes x + 1/(a)L ≤ 0 or −x + 1/(−a)L ≤ 0 if a is negative. The multiplier µ
becomes aµ or −aµ. The multiplier for the −x0 ≤ 0 will not be modified as we see below.
The constraints are classified in the following way
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Multipliers
a0x0 +L0 ≤ 0 µ0
aix0 +Li ≤ 0 µi
−ajx0 +Lj ≤ 0 µj
Lk ≤ 0 µk
−x0 ≤ 0 s0
−xp ≤ 0 sp
The sets of indices i, j, k, are distinct sets and do not contain the index 0. And all indices p are
different from 0. All the a0, ai, aj are positive.
x0 +1/a0L0 ≤ 0 a0µ0
x0 +1/aiLi ≤ 0 aiµi
−x0 +1/ajLj ≤ 0 ajµj
Lk ≤ 0 µk
−x0 ≤ 0 s0
−xp ≤ 0 sp
We eliminate x0 = −1/a0L0
And obtain a new set of constraints with multipliers
Multipliers
−1/a0L0 +1/aiLi ≤ 0 aiµi
1/a0L0 +1/ajLj ≤ 0 ajµj
Lk ≤ 0 µk
1/a0L0 ≤ 0 s0
−xp ≤ 0 sp
It is straightforward to show that the multipliers of the initial set are transferred in the way de-
scribed. The important point is that s0 the slack multiplier of a sign constraint becomes the
multiplier of a main constraint. If this multiplier is positive, the main constraint is an implicit
equality.
The process is reversible as a0µ0 = −
∑
aiµi+
∑
ajµj+s0 Parasite multipliers will fail this reversal.
5 Algorithm to test if a bounded system is solvable
We know that a bounded system is solvable if and only if its primal cone is not reduced to the
origin. So in a first step we have as input a bounded system and we go to its primal cone.
A constraint
∑
xi ≤ 2 is added to the primal cone. Call this system the primal. We then use
the new version of the strong duality theorem of linear programming to compute max(
∑
xi). We
illustrate the algorithm with an example. The new system consists of two parts, the primal and its
associated strong elementary dual.
7
Max(x+ y)
x+ y ≤ 2
x− 2y ≤ 0
x− y ≤ 0
x− 3y ≤ 0
−x ≤ 0
−y ≤ 0
Multipliers
λ1 +λ2 +λ3 +λ4 ≥ 1 x
λ1 −2λ2 −λ3 −3λ4 ≥ 1 y
−2λ1 ≥ −x− y = −σ = 0 or− 2 1
λ1 ≥ 0 s1
λ2 ≥ 0 s2
λ3 ≥ 0 s3
λ4 ≥ 0 s4
There is always a solution either the origin with
∑
xi = 0 or a solution such that the maximum is
reached for
∑
xi = 2 Assume the maximum is 2, set σ = 2. The new system is such that
∑
xi ≤ 2
is an implicit equality, it is solvable. The multiplier for the extension is equal to 1, and the strong
elementary dual is solvable. The new system has a remarkable property. As λ1 is equal to 1, it is
solvable for all coefficients of the other λ’s, including the situation where they are all 0. And the
strong elementary dual is equal to the elementary dual of the original cone.
Now we eliminate a λi different from λ1 using a main constraint in the strong elementary dual,
different from the extension, where the inequality is replaced by an equality.
1− λ1 − λ2 − λ4 = λ3
Multipliers
2λ1 λ2 −2λ4 ≥ 2 u > 0
−2λ1 ≥ −x− y = −2 1
−λ1 −λ2 −λ4 ≥ −1 s3 > 0
λ1 ≥ 0 s1 = 0
λ2 ≥ 0 s2
λ4 ≥ 0 s4
We are in fact working on the elementary dual of the original cone, and this operation can set to 0
several if not all λ’s, as parasite multipliers can be created. But that does not affect the solvability
of the system as λ1 remains equal to 1. And the extension remains an implicit equality. What
happens is that a solvable system becomes even more solvable. If the original cone is reduced to
the origin, we have λ1 = 0, having set σ = 2 renders the new system unsolvable. Either the strong
elementary dual is not solvable, or the extension is not an implicit equality. Eliminating a variable
as was done preserves unsolvability. If the strong elementary dual is solvable and eliminating a
variable still gives a solvable set, all solutions are such that λ1 = 0. We cannot have the extension
be an implicit equality, which would imply λ1 = 1.
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We eliminate in the same way all the other variables but the variables λ1.
Multipliers
−2λ1 ≥ −2 1 > 0
−2λ1 ≥ −x− y = −2 1/2 > 0
3λ1 ≥ 3 1/3 > 0
λ1 ≥ 0 s1 = 0
This last system is solvable for x + y = 2, and the extension is still an implicit equality. And we
find that λ1 is equal to 1.
Example: Input cone is x + y ≤ 0, −x − y ≤ 0, x, y, non negative. It is reduced to the origin.
The process gives us the two constraints λ1 ≤ 1 and λ1 ≥ 0. While the only two possible solutions
are λ1 = 1 or λ1 = 0, and they are mutually exclusive. So we find λ1 = 1 if and only if the original
bounded system is not solvable.
The references [Ach84, Fou27, DE73] and [LM92a] are used to establish the results in this paper. The
other references [CL03, BLLM99, HJCL91, Sma98, HN94, YL82, LM92b, LHM92] are to provide
background information on various aspects of Fourier elimination.
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