Abstract. This report presents our solution to PAKDD'06 Data Mining Competition. Following a brief description on the task, we discuss the difficulties of the task and explain the motivation of our solution. Then, we propose the GetEnsemble (Gradually Expanded Tree Ensemble) method, which handles the difficulties via ensembling expanded trees. We evaluated the proposed method and several other methods using AUC, and found the proposed method beats others in this task. Besides, we show that how to obtain some cues on which kind of 2G customers are likely to become 3G users with the proposed method.
Introduction
The PAKDD'06 Data Mining Competition task is described as following:
"People are now at the time of upgrading mobile telecommunication network from the second generation (2G) to the third generation (3G). After a 3G network has been launched for a period of time, there are 2G customers switched to using 3G network. Then the company would like to make use of existing customer usage and demographic data to identify which second generation (2G) customers are likely to switch to using their 3G network. In hand, instances of 15,000 2G customers and 3000 3G customers are collected with labels. Another prediction set is provided, including instances of 6,000 customers without label. So the task is to predict the future 3G customers based on the current information, which will be evaluated in terms of how many 3G customers in the prediction set are correctly predicted." This report will disclose our solution to this task. The rest of the report is organized as follows. Section 2 discusses the difficulties of the task. Section 3 proposes the GetEnsemble (Gradually Expanded Tree Ensemble) method. Section 4 evaluates the proposed method using AUC. Section 5 shows some cues revealed by GetEnsemble. Finally, Section 6 concludes.
Analysis
We think the task has the following difficulties which have to be tackled:
-We believe 2G customers will switch to 3G when time goes on. This implies that the distribution of 3G customers tomorrow will be different from that today. Then, how can we deal with such time-variant target distributions?
-In the data set, the number of 2G customers are 5 times more than that of 3G customers, which makes a class-imbalance setting. Then, how can we deal with such class-imbalance?
-From the potential interest of the telephone company (e.g. its marketing plan), it may be anticipated that no potential 3G users are missed. This implies that missing a 3G user is with a bigger cost than mistakenly classifying a 2G user as a 3G user. Then, how can we deal with such different misclassification costs?
-Besides the training data set, the test data set is also given. Then, how can we exploit the test data?
At present there are many techniques which could address the above difficulties separately, such as techniques for learning with concept drift, class-imbalance learning, cost-sensitive learning, and transductive or semi-supervised learning. However, tackling these difficulties simultaneously is still an interesting challenge. The next section will present the GetEnsemble algorithm. It is anticipated that such an algorithm can also be useful in other scenarios.
The GetEnsemble algorithm
GetEnsemble is a meta-learning method. Its pseudo-code is shown in Table 1 , where the sub-algorithms DecTree, GeTree and AsymBoost are shown in Tables 2 to 4, respectively.
As analyzed in Section 2, the concerned task is with class-imbalance and costsensitivity. However, it is only known that the negative class is about 5 times bigger than the positive class while the relative misclassification costs are not known. Considering that re-weighting is an effective scheme for decision trees 1 to deal with cost-sensitivity [3] , and class-imbalance has close relationship with cost-sensitivity [8] , here a weight is assigned to every training example, as shown in the Steps 3 and 4 of Table 1 .
The Steps 5 to 8 of Table 1 build an ensemble of Gradually Expanded Trees using the labeled data set D along with the unlabeled data set D U . The DecTree algorithm in Step 8 of Table 1 reassembles the popular J48 decision tree [6] . For the self-containess of the report, the algorithm is shown in Table 2 . Readers familiar with J48 can skip over Table 2 . 
Output (soft label of x): Process:
Output (soft label of x): 1. if this is a leaf 2. then output p + 3. else if the value of x on attribute A is not missing 4.
else output weighted averaging of hi(x) (i ∈ {1, . . . , a})
As analyzed in Section 2, the concerned task is with time-variant target distributions, which can hardly be addressed by a pure decision tree algorithm such as DecTree. Therefore, we propose the GeTree (Gradually Expanded Tree) algorithm, as shown in Table 3 , which can help pure decision trees capture gradually increasing 3G users. Note that D contains labeled as well as unlabeled examples. In Step 4 the false positive rate is estimated on labeled examples of D while in Step 5 the false negative rate is estimated on labeled examples of D, and in Step 10 some 2G or unlabeled examples will be labeled to 3G. This reflects our belief that 2G customers will switch to 3G when time goes on, as 
for miss-classified 3G instance x do x.weight ← x.weight · βt 10. end of for Output (soft label of x):
mentioned in Section 2. It is also worth noting that in Step 6, class-imbalance and cost-sensitivity have been considered.
The GeTree algorithm can help expand decision regions where 3G examples are densely distributed. However, it can not help on identifying 3G examples scattered in dense 2G regions. In order to address this problem, we employ the AsymBoost algorithm [4] . Roughly, here the usefulness of AsymBoost is to raise the weight of the 3G examples (in particular, 3G examples scattered in 2G regions) which have been misclassified by GeTree, such that in the next iteration more attention will be paid to these 3G examples. For the self-containess of the report, the AsymBoost algorithm is shown in Table 4 . Readers familiar with it can skip over Table 4 .
Steps 6 to 8 of Table 1 employ Bagging [2] to build a ensemble of AsymBoosted gradually expanded trees. In other words, a Boosting style ensemble is used as the base learner of Bagging. A previous study [5] has shown that incorporating Bagging into Boosting is beneficial. Here we show that incorporating Boosting into Bagging is also beneficial. The number of iterations for Bagging and AsymBoost is set to 10, when we train the GetEnsemble.
Note that the output of GetEnsemble is not a crisp label. Instead, it is the probability that a test instance is 3G. In other words, it is a soft label. This enables the decision maker to decide the threshold of the probability beyond which an instance can be confidently put into the 3G class.
However, although soft label offers the above advantages, the Competition requires us provide crisp labels for the examples in the test set. To do so, we shall choose a probability threshold. After training a GetEnsemble model on all the 24,000 instances provided, including training instances with labels and test instances without labels. All the instances are sorted according to their probabilities of belonging to the 3G class in descending order. Then, we can get the False Positive Rate on the labeled instances if we have chosen a threshold beyond which the instances will be labeled as 3G. We define ratio of test set as the percentile of test instances with probability higher than a certain threshold (i.e. the percentile of test instances which will be classified to the 3G class according Fig. 1 . It can be observed from Fig. 1 that the curve grows sharply at the beginning with slope larger than 1, which means the distribution of these test instances are quite different from the 2G distribution in the training set. Later, the slope of the curve approaches 1, which means the distribution of those test instances is similar to the 2G distribution in the training set. The shed point is at 0.0384 of the False Positive Rate, i.e. the first 20% of the test instances should be labeled as 3G and the rest as 2G, and the corresponding probability threshold is 0.7364. Therefore, we use this threshold to derive crisp labels from the soft labels output by GetEnsemble.
Evaluation and Model Selection
Since we know that the target class is in expanding, typical evaluation techniques such as 10-fold cross validation could not be appropriate since they assume static distribution. In order to select a good model (we have designed other models beside GetEnsemble), we have designed a new evaluation scheme.
Denote the labeled data set by D and the unlabeled data set (i.e. the test set) by D U . In our evaluation scheme, a training data set is generated from D using the algorithm shown in Table 5 , which shrinks the 3G classes 3 . Taking k ∈ {1, 3, 5} and p ∈ {10%, 30%, 50%}, 9 labeled data sets {D Besides GetEnsemble, we have also evaluated several new designs and some existing methods. Here we only present the evaluation results of GetEnsemble, J48 decision tree and AsymBoost, as shown in Table 6 where the best performance on every configuration has been boldfaced. It can be observed that GetEnsemble is apparently better than J48 decision tree and AsymBoost for all k and p values. Actually, the GetEnsemble method has achieved the highest AUC values in our evaluation, comparing with our other new designs. Therefore, we select it to use in this competition. That is, we use D ∪ D U to train a GetEnsemble model and then hand in the labels it assigned to the test examples.
Cues
Besides strong predictive performance, we believe that a learned model can be more helpful if it could provide some comprehensible cues to the concerned task. Thus, we use the twice-learning scheme of the NeC4.5 algorithm [7] to probe the trained GetEnsemble model.
In detail, suppose the original labeled data set is denoted by D and the unlabeled test set by D U . We use D and D U to train a GetEnsemble model at first. Then, we randomly generate 26,000 instances and put them into a D . The instances in D and D U are also put into D . It is evident that D is far bigger than D. Then, we use the trained GetEnsemble model to label D , that is, the labels of all the instances in D are now assigned by the model, which results in the data set D . Note that in D the instances are with soft labels instead of crisp labels since GetEnsemble makes probabilistic predictions. Considering that we are interested in customers that are not using 3G yet, we remove from D instances which were labeled with probability 1 by the GetEnsemble model. Finally, a set contains 45,106 instances with soft labels is obtained,which is then explored by a regression tree, REPTree [6] .
Note that nominal attributes with many values will lead to a tree with many leaves, which will degrade the comprehensibility. So, before applying REPTree,
The tree shown in Fig. 2 might give decision-makers some cues. For example, one can find that the customers in the region REVPAY PREV CD<-100 VAS CND FLAG=0 BLACK LIST FLAG=0 have 0.53(±0.06) probability to be 3G customers, which are at the percent 13.88% ( ) of all customers. For another example, it is obviously that, the customers with HS AGE≥3.5 and HIGHEND PROGRAM FLAG=1 have relatively high probability, which could be explained as follows. A customer with high end program means he/she has a good income, so he/she is able to afford using the 3G network; this customer's handset is old, therefore he/she may want to have a new one. Thus, this customer may switch to the 3G network when he/she go to buy a new handset.
Conclusion
Based on our understanding of the PAKDD'06 Data Mining Competition task, we propose a new meta-learning algorithm GetEnsemble to address the difficulties of the task. We have also designed a evaluation scheme for selecting potential models, which is apt to gradually expanding target classes. Besides, we have tried to obtain some comprehensible cues from the trained GetEnsemble model, which could be helpful to the decision-maker to understand which kind of 2G customers are likely to become 3G users.
