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Abstract. Robotic arms are widely used in the industry, research and even in 
some consumer products. They are used to automate movements or to substitute 
humans for various reasons. These can be hazardous environment, for example 
radiation, extreme heat, lack of oxygen; or other factors, like long travel time as 
in case with the robotic arm of a Mars rover. In both cases, it is crucial to allow 
controlling the arm from the distance. The solution described in this research uses 
a cloud service to connect the client software and the device itself. The client 
application then can be deployed to computers, tablets, even mobile phones with 
internet access. 
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1. Expectations
The expectations of the research were to build the robotic arm itself, connect its 
servo motors to the controller, which is in this case was a Raspberry Pi, write the 
control software and the network connection module, build the web service and create 
the client applications. In addition to this, several scenarios had to be planned where the 
solution could be used. 
The solution had to be universal so it could be used in various different areas. At the 
time of design these were architecture and car building industry, namely cranes used to 
build buildings and the robotic arms used to build cars. Parallel control was also critical. 
This means that by using a single control unit and the motors connected to the same 
buses, all of them must be able to make the same movements at the same time [1]. 
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2. Robot overview
The structure of the solution is very simple as shown in Figure 1. The same principle 
was used as in software development, namely every task and function has been split 
into several smaller subtasks until they were easy to implement or build. Reusability 
was another key point during the development. This meant that universal functions had 
to be written to be able to work with any kind and number of joints, universal web 
service had to be designed to be able to handle communications from these potentially 
distinct form factors and data structures [2]. 
Fig. 1. Control flow of the solution 
When the user sets the direction of any of the joints the client software translates 
these data to a previously selected transmission format. In this case, JSON (JavaScript 
Object Notation) was selected as the format. It is more lightweight than XML 
(Extensible Markup Language) and several popular already implemented libraries are 
available for handling such data on the client side, on the server side and on the arm 
itself. As JSON can be passed to the web service only via POST methods, a simpler 
GET alternative has been developed which was suitable for our requirements. POST 
requests supply additional data from the client (browser) to the server in the message 
body. In contrast, GET requests include all required data in the URL (Uniform 
Resource Locator). Forms in HTML (HyperText Markup Language) can use either 
method by specifying method="POST" or method="GET" (default) in the <form> 
element. The method specified determines how form data is submitted to the server. 
When the web service receives the data, it prepares it to be served to the client. In 
both cases of data, they have to be disassembled to plain variables and then rebuilt into 
the JSON file. This file contains all the required joint states, a timestamp and a unique 
identifier of the packet. The last two were required because no push mechanism was 
used, so the control module polls the server at a predefined interval. This means that it 
is very likely that the same package is served multiple times to the robot, so it has to 
decide whether the action has to be completed [3][4][5]. 
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The software on the Raspberry Pi polls the server in predefined intervals. These were 
not hardcoded but instead were set as variables in the code. This means that they could 
be easily changed if that was required. The interval was set to ten seconds by default. 
Because of the nature of the solution, this means that after every ten seconds some data 
was downloaded. If it was a valid package, it was necessary to verify whether it was 
newer than the last processed data. If that was the case, the difference between the 
current position and the desired position of each motor was computed. The next step 
was to move the servos if the results required it. 
3. Realized device
The Robot represents the combination of four main parts: 
 The device
 The control unit
 The cloud service
 The client software
The device is basically the robotic arm itself. It consists of the cut out Plexiglas parts 
assembled and the servos attached to it. The base of the arm was a third party solution 
called MeArm, which can be downloaded and cut out or printed, or the parts could be 
ordered leaving only the assembly to the user as represented in Figure 2 and Figure 5. 
In this experiment, the download option was chosen. After downloading, the file could 
be used on a CNC or it could be printed using a 3D printer. For the current robot, the 
parts were cut out using a laser head on the CNC. The parts were then screwed together 
using simple screws. 
Fig. 2. The MeArm robotic arm 
To complete the build, servos were attached. Four motors control the robot, three 
were used to move the arm around and one for opening and closing the gripper. The 
three servos were placed in such a way that the robot’s workspace corresponds to an 
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RRT arm’s workspace even though only rotational joints were used, so the arm was 
actually a RRR structure [6][7]. 
Fig. 3. The robotic arms joint functions 
The Figure 3 depicts the robotic arm as the representation of the human arm. As 
presented robotic arm has 4 DOF (degrees of freedom) and simulates behavior of the 
shoulder and the elbow. Last segment is the gripper which represents the fingers 
gripping action without wrist joint. 
4. The control unit
Even though the MeArm came with its own downloadable software, it has been 
decided that a new one had to be developed. The main reason for this was that the kit’s 
software was written for Linux. For our project, Windows 10 IoT Core was chosen as 
the operating system because of the simplicity of the development. It could be easily 
programmed using C# or Visual Studio [8][9]. 
Fig. 4. Connecting the control unit to the arm 
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The wiring was kept as it was recommended by the MeArm team as shown in the 
Figure 4 where a separate power supply was connected to the breadboard to power the 
servos. Control of the motors was performed through general purpose pins which were 
used for PWM (Pulse-width modulation) signal generation. This caused some trouble 
until the 1511 version of the operating system was released, namely it was impossible to 
generate useful PWM signals that would meet the time requirements. 
Fig. 5. The assembled robotic arm with the wiring visible 
The software part of control unit is a very simple modular solution. It has only one 
task, to connect the robotic arm to the cloud. Windows 10 IoT Core requires the apps to 
be written as Universal Windows applications. This, in theory, means that the very 
same application could be deployed in Windows 10 based devices: PCs and Windows 
phones. This option was not used, but the control software has its own graphical 
interface and if the user connects the Raspberry Pi to a display using HDMI (High-
Definition Multimedia Interface) and together with a mouse, the motors could be 
controlled directly, without the cloud [10]…[20]. 
Microsoft provides very straightforward documentation for the Azure IoT Hub 
connection for Raspberry Pi’s running Windows. This option has been considered but a 
custom client-server solution was developed instead. The client basically sends requests 
the web service and polls it for the results. 
5. The cloud
When designing the cloud part, the most comfortable and easy solution was to use 
the already built and configured Azure IoT Hub. Code samples and step by step 
tutorials are available for that purpose. The pricing is user friendly as well. 
Despite this, the decision was to implement a very simple Web API based web 
service as shown in the Figure 6. Because of the fact that in this case only one single 
robot was used, the authentication and parallel control parts were left out of the service. 
The following example shows the JSON data stream: 
{ "guid": "A8118DAA-C9AA-438B-8F22-BCBD6D36BE5F", 
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  "timestamp": "21.03.2016. 12:13:31", 
  "xangle": "-90", 
  "yangle": "73", 
  "zangle": "0", 
  "endeffector": "90"  
} 
The operation starts with the client sending a HTTP GET request to the service with 
the angles of the servos. GET was used for the sake of simplicity. After the services 
process the data, a JSON file is created and written to a predefined location on the 
server, currently /results.json. The JSON file contains the timestamp of the operation 
and a GUID (globally unique identifier), so the control unit would know whether it 
processed the results already. The header is followed by the desired absolute angles of 
the servos. This had to be done, because the server never knows and never should know 
whether the device is powered on or has been reset to the starting position. The device 
therefore has to add or subtract the angles to get the correct number of degrees it has to 
move the servos. 
6. The client application
The last piece of the puzzle was the client running on a PC or a mobile phone. Like 
the Raspberry’s software, it has been written as a Universal Windows app [21][22][23]. 
This allowed the same codebase to be used on the phones and the computers, without 
any modification. 
The purpose of the client software was to provide an interface through which the user 
could interact with the robot. This was realized with use of sliders where one could 
choose the desired angle they wanted to move each servo. The other part of the 
software is the network stack. Because most of the hard work was done by the service, 
the client application only needed to send the absolute angles to the server. In this case, 
it meant that the application had to navigate to a specific website. 
In its current form the system supports Windows 10 only on a PC and on mobile 
phones. Technologies, like Xamarin allow easy portability of the C# codebase to the 
other mobile platforms, like Android or iOS. 
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Fig. 6. The client application 
7. Shortcomings and future research areas
While building the system some design flaws were discovered. Other elements that 
were chosen from the start had to be left out. For example, the authentication part of the 
web service is completely missing, because only one robot was used, the website’s 
address was not public and the risk factor was minimal. In the case that other robots 
were made for the construction sites or the factories, this part would be crucial. 
Another missing piece was the lack of feedback mechanism. The user does not know 
whether the robotic arm is turned on or is online. They cannot be sure that the robot’s 
move was completed. Even the server could be offline. This is crucial for industrial 
usage[24][25][26]. 
It is planned to implement and offer the service part through the Azure IoT Hub 
instead of the custom built web service. It would allow bigger flexibility and more 
options to the end users [27][28][29]. Different form factors are planned as well. Even 
though the current version was designed keeping civil engineering in mind too, a proper 
crane form factor is required [30]. Our work has already started in this area. 
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8. Conclusion
While the expectations were met, the shortcomings described in the above chapter 
mean that the solution has to be updated and perfected further before any industrial 
usage is possible. Also, while this was not regarded as a project scope, direct Bluetooth 
connection could be useful in some cases which became clear during the development 
process. For example, for security reasons, a factory can disable all internet activity for 
the robots, or constructions at remote places could be out of service areas of the mobile 
providers. Despite of all these problems, the future use of the project is clearly visible. 
As a primary concept Raspberry Pi is a fully functional computer that is 
characterized by small size (the size of a credit card), low price and a wide range of 
applications. Raspberry Pi computers were eventually managed to conquer space for a 
much wider application than the one that was initially planned. Although the hardware 
is much weaker than standard PCs, due to the well designed components and excellent 
integration Raspberry provide excellent performance. This article demonstrated that this 
platform can be easily used as embedded solutions in case of a small robotic system. 
This is the result of great support coming from the open source community and the 
emergence of the concept of Internet of things. With more and more devices that 
communicate with each other independently and produce large amounts of user data, it 
is possible to create new forms of social networks in which not only people 
communicate with each other, but devices can communicate between each other 
autonomously. 
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