The concepts of semistability and exponential semistability are well-developed for finite-dimensional systems with nonisolated equilibrium points, where asymptotic or exponential stability is not possible. Definitions of semistability and exponential semistability have recently been formulated for networks with time-delays. This paper further extends the semistability theory to continuous and discrete spatially distributed systems. This requires the definition of the notions of exact and approximate semicontrollability and semiobservability, and discrete approximate semicontrollability and semiobservability. Also introduced is the property of weak semistability. Necessary and sufficient conditions are given for exponential semistability and weak semistability, and sufficient conditions are given for semistability.
Introduction
The stability of a solution is a central notion in the analysis and control of dynamical systems. In analysis it is often desired to determine the strongest type of stability that a particular solution possesses, while in control it is often desired to design a controller that provides a specified solution with stability in the strongest possible sense. For isolated equilibria, this often means asymptotic or exponential stability. However nonisolated equilibria cannot be asymptotically stable, since a different, arbitrarily close, equilibrium point may always be chosen as an initial condition. This paper considers semistability, which is a stability property mainly associated with nonisolated equilibrium points. Roughly speaking, a particular equilibrium point is semistable if it is Lyapunov stable, and if every nearby point gives rise to a trajectory that converges to a, possibly different, Lyapunov stable equilibrium point. Trajectories arising from different initial conditions may converge to different Lyapunov stable equilibrium points. Since the original equilibrium point is Lyapunov stable, the new equilibrium point can be made arbitrarily close to the original point by restricting the neighborhood from which the initial condition is chosen. If every equilibrium point of a system is semistable, then the system itself is said to be semistable. For an isolated equilibrium point, semistability and asymptotic stability are equivalent. A small perturbation to a system operating at a semistable equilibrium point cannot cause a persistent disturbance. Rather, the perturbed system must converge to an equilibrium point that is close to the original operating point. This is not true of an equilibrium point that is merely Lyapunov stable.
For a system operating at a nonisolated equilibrium point, semistability may be the strongest attainable type of stability. Thus in the analysis of systems with nonisolated equilibria, it is important to know whether semistability is attained. For purposes of control, semistability may arise if an uncontrollable subspace contains nonisolated equilibria. Even if the system is completely controllable, optimal control with a singular cost functional may give rise to a closed-loop system with nonisolated equilibria. In this case it is important to ensure that the closed-loop system is semistable.
Semistability arises in many important applications. Recently, significant results have been obtained on semistability in consensus problems for networked agents [1] [2] [3] [4] . For example, it may be desired for a group of networked autonomous vehicles to converge to a common heading. The semistability of the network dynamics ensures that the group will respond to a small perturbation with at most a correspondingly small change to the common heading. Semistability arises naturally in thermodynamics. For example, the temperature distribution in an isolated, thermally conductive body, has a semistable equilibrium at any spatially uniform temperature. The field of system thermodynamics emulates thermodynamic principles in order to design semistabilizing controllers that guarantee a high degree of robustness [5] . Other recent results in the semistability theory can be found in [6] [7] [8] .
Semistability is well understood for finite-dimensional systems. However semistability is also of great interest in the infinitedimensional case. Recent results address the semistability of networks with arbitrary time-delay [1] . The class of spatially distributed infinite-dimensional systems presents significantly greater technical challenges. Spatially distributed systems may be defined over continuous or discrete domains. Continuous systems arise from dynamics described by partial differential equations (PDEs), while discrete systems arise when modeling the dynamics of an extremely large number of individual elements. Systems with a very high degree of freedom -for example, the consensus problem mentioned above when the number of networked agents is extremely large -may be more easily treated as infinite dimensional, especially if periodicity or spatial invariance can be invoked. Infinite-dimensional discrete systems also arise from the discretization of PDEs over spatial domains of infinite or semiinfinite extent. In this paper, we present fundamental results toward a semistability theory for discrete and continuous spatially distributed systems. The approach is built upon the treatment of infinite-dimensional linear systems by Curtain and Zwart, specifically the stability theorems discussed in Chapter 5 of [9] . The systems considered here are assumed to satisfy the conditions given in [9] , namely, that they are determined by semigroups. We introduce extensions to exact and approximate controllability and observability as defined in [9] , which we call exact and approximate semicontrollability and semiobservability for continuous systems, and discrete approximate semicontrollability and semiobservability for either continuous systems or lattices. We further define useful variations on the basic definition of semistability, which we call exponential semistability and weak semistability. We state conditions for the various types of semistability in terms of semicontrollability and semiobservability. Specifically, necessary and sufficient conditions are given for exponential semistability, necessary and sufficient conditions are given for weak semistability, and sufficient conditions are given for semistability.
The infinite-dimensional consensus problem has been treated in [10] . The present study differs from this previous work in three major ways. First, [10] considers conservation equations, while the present paper considers a more general spatially distributed model, leading to a completely different technical approach. Secondly, [10] considers boundary control, while the present paper considers control distributed over the domain. Finally, the spatial domain in [10] must be bounded while, in this paper, it can be unbounded.
The organization of the paper is as follows: Sections 2 and 3 contain the main results of the paper. In particular, Section 2 establishes the notation, defines the required concepts, and gives several general semistability results for dynamical systems determined by semigroups. Section 3 introduces the notions of exact and approximate semicontrollability and semiobservability, and of discrete approximate semicontrollability and semiobservability. These turn out to be useful for continuous systems as well as discrete lattices and may be easier to verify even in the continuous-time case. Theorems are presented to characterize semistability and exponential semistability for spatially distributed linear systems, and the results are applied to semistabilizing state feedback control. Section 4 demonstrates the results of the paper on two examples. Finally, Section 5 summarizes our results and discusses directions for future work.
The Appendix contains proofs and intermediate technical results that are invoked to obtain the main results of the paper.
Lyapunov analysis of semistability for dynamical systems determined by semigroups
In this paper R denotes the set of real numbers, R + denotes the set of nonnegative real numbers, Z denotes the set of integers, (·) * denotes the complex conjugate transpose, and I denotes the identity operator. We write ∥ · ∥ for the operator norm, ran(A) and ker(A) for the range and the kernel of an operator A, and tr(·) for the trace operator. A subset G of Z n or R n is referred to as the spatial domain if it consists of countably many n-tuples i = (i 1 , . . . , i n ). We write ℓ 2 for the collection of all sequences 
y(t) = (Cψ)(t) + (Du)(t), (2) where the operator A is spatially distributed over G.
Let B be a Banach space with norm ∥ · ∥ B . The following definitions are needed in this paper. 
Recall from [13] that a dynamical system S C 0 determined by a
Throughout this paper, we assume that the dynamical system G (G = 
{y : ∃ x 0 ∈ U such that y = s t (x 0 )}. Finally, we define a positive orbit through the point x ∈ D as the set
Note that a set is invariant if and only if it is positively and negatively invariant. Note that this definition of semistability for dynamical systems in Banach spaces is consistent with the definition of semistability for finite-dimensional continuous-time dynamical systems given in [2, 6, 14] . The next result gives a sufficient condition to guarantee the semistability of the equilibria of G. Proof. First, it follows from Lemma 3 and Theorem 1 of [15] that, for every x ∈ B c , the positive limit set ω(x) of x is nonempty and contained in the largest invariant subset M of R. Since every point in M is a Lyapunov stable equilibrium point, it follows that every point in ω(x) is a Lyapunov stable equilibrium point.
Next, let z ∈ ω(x) and let U ε be an open neighborhood of z. By the Lyapunov stability of z, it follows that there exists a relatively
, and hence, ω(x) = {z}. 
for a given continuous function V : B → R and every z ∈ B such that the limit exists. 
, and
is bounded and every point in the largest
Lyapunov stable equilibrium point of G, then every equilibrium point in M is semistable.
Proof. First note that the assumptions on V B imply that the trajectory s(t, x) of G remains in B c for all x ∈ B c and t ≥ 0. Furthermore, since B is compactly embedded in D, s(t, x) is contained in a compact set of D c for all x ∈ B c and t ≥ 0. Now, it follows from Lemma 3 and Theorem 1 of [15] that, for every x ∈ B c , the positive limit set ω(x) of x is nonempty and contained in the largest invariant subset M of R. The rest of the proof is similar to the Proof of 
and V (x) ≥ α(∥x∥), x ∈ B. If every point in the largest invariant subset M of {x ∈ B :V (x) = 0} is Lyapunov stable, then the system S N is semistable.
Next, we consider the system S N determined by a class of important nonlinear semigroups in the Banach space B.
holds for all x, y ∈ B and t ≥ 0. Proof. Let x e ∈ E ⊂ B be an equilibrium point of S N . By definition, T (t)(x e ) = x e for all t ≥ 0. Now, it follows from (4) that
for all x ∈ B and t ≥ 0. Define the open ball B ϵ (x e ) {x ∈ B : ∥x−x e ∥ B < ϵ} and the closed ball B ε (x e ) {x ∈ B : ∥x−x e ∥ B ≤ ε} in the Banach space B, where ϵ > ε > 0. Note that B ϵ (x e ) is an open set and B ε (x e ) is a closed set. Clearly it follows from (5) that if x ∈ B ε (x e ), then s(t, x) = T (t)(x) ∈ B ε (x e ) for all t ≥ 0. Hence,
has an open subcover B ϵ (x e ). Now, by definition, B ε (x e ) is a compact set and O + x is contained in B ε (x e ). With B c = B ε (x e ), it follows from Theorem 2.1 that every equilibrium point in M ∩ B c is semistable. In particular, x e ∈ M ∩ B c is semistable. Since x e ∈ E is arbitrary, it follows that every equilibrium point in E is semistable. Thus, by definition, the system S N is semistable.
Semistability for spatially distributed systems
Stability and controller design for spatially distributed systems have attracted a lot of attention in recent years [16] [17] [18] . However, all the results focus on exponential stability and asymptotic stability. No effort has been devoted to semistability. As we mentioned in the Introduction, semistability is inherent in some applications for spatially distributed systems and is quite different from the notions of exponential stability and asymptotic stability. Hence, it is worth developing a new semistability theory for spatially distributed systems.
In this section, we consider a Hilbert space B = ℓ 2 and a linear system G a with a given infinitesimal generator A of the form d dt ψ(t) = (Aψ)(t) (6) over ℓ 2 . Assume that A is an infinitesimal generator of a C 0 -semigroup T (t) on ℓ 2 . Let D(A) {ψ ∈ ℓ 2 : lim t→0 + (T (t)ψ − ψ)/(t) = Aψ} and ker(A) {x ∈ D(A) : Ax = 0}. Let B and C be bounded operators on ℓ 2 . Recall from [9] that the controllability map of the pair (A, B) on [0, τ ] for some finite τ > 0 is the bounded linear map C
The observability map of the pair (A,
Based on the notions of controllability maps, we introduce the notion of approximate semicontrollability, which serves as an extension of approximate controllability in [9] . ker(C
Next, we introduce the dual notion of approximate semicontrollability, that is, approximate semiobservability. The notions of approximate semicontrollability and approximate semiobservability introduced above are related to infinitedimensional linear continuous-time systems. Similar to Theorems 4.2.1 and 4.2.3 in [9] , verifiable criteria for the approximate controllability and observability of Riesz-spectral and delay systems with finite-rank inputs and outputs can be derived. However, it is quite difficult to obtain finite-rank criteria of approximate semicontrollability and approximate semiobservability for general infinite-dimensional linear continuous-time systems. To overcome this, we introduce new notions of discrete approximate semicontrollability and discrete approximate semiobservability for infinite-dimensional linear continuous-time systems. 
where S ⊥ denotes the orthogonal complement of S. The pair
Note that the definitions of discrete approximate semiobservability and discrete approximate semicontrollability are dual to each other and involve infinite-rank criteria. Whether or not there exist finite-rank criteria for discrete approximate semiobservability and discrete approximate semicontrollability remains an open problem.
The following result is an extension of the Datko theorem [19] from exponential stability to exponential semistability. For a more general form of the Datko theorem, see [20] . 
Proof. The necessity follows from the definition of exponential semistability. To show sufficiency, we assume that for every φ ∈ ℓ 2 , there exists x e ∈ ker(A) such that (15) holds. Note that x e = T (t)x e for all t ≥ 0. Then (15) is equivalent to
To show that there exist M, µ > 0 such that
∥φ∥, we start by showing that (16) implies that there exists K > 0 such that ∥T (t)∥ ≤ K for all t ≥ 0. First, it follows from Theorem II.1 of [13] that there existM ≥ 1 and ω ≥ 0 such that ∥T (t)∥ ≤Me ωt for all t ≥ 0. If ω = 0, then ∥T (t)∥ ≤M for all t ≥ 0. Hence, we assume that ω > 0. Next, we show that T (t)φ → 0 as t → ∞ for every φ ∈ ℓ 2 . Suppose that this is false. Then there exist ψ ∈ ℓ 2 ,δ > 0, and an unbounded positive sequence {t n } ∞ n=1 such that ∥T (t n )(ψ − x e )∥ ≥δ for every x e ∈ ker(A). Without loss of generality, we assume that t n+1 −t n > ω 
which contradicts (16) . Thus T (t)φ → 0 as t → ∞ for every φ ∈ ℓ 2 . Hence, it follows that there exists κ = κ(φ) > 0 such that ∥T (t)φ∥ ≤ κ for all t ≥ 0. For every z e ∈ ker(A), ∥T (φ − z e )∥ = ∥T (φ − x e + x e − z e )∥ = ∥T (φ − x e ) + x e − z e ∥ ≤ ∥T (φ − x e )∥ + ∥x e − z e ∥ ≤ κ + ∥x e − z e ∥ for all t ≥ 0 and φ ∈ ℓ 2 . Next, we show that for every z e ∈ ker(A), there exist C = C (z e ) > 0 and an open subset V ⊆ ℓ 2 such that ∥T (t)(x−z e )∥ ≤ C for all t ≥ 0 and x ∈ V. Suppose that this is not the case. Then for everyM > 0 and every open subset V ⊆ ℓ 2 , there exist x ∈ V and an unbounded sequence {t i } ∞ i=1 such that ∥T (t i )(x − z e )∥ >M for some z e ∈ ker(A). In particular, there exist t 1 ∈ (0, ∞) and x 1 ∈ ℓ 2 such that ∥T (t 1 )(x 1 − z e )∥ > 1 for some z e ∈ ker(A). Since ∥T (t 1 )∥ ≤Me ωt 1 , it follows that there exists ε 1 > 0 such that ∥T (t 1 )(z − z e )∥ ≥ 1 for all z ∈ B ε 1 (x 1 ) ⊆ ℓ 2 . Repeat this procedure by defining
Now we have a descending sequence of nonempty closed subsets
and the diameter of B ε k (x k ) converges to zero as k → ∞. Since ℓ 2 is complete, it follows from the nested set theorem that the
is a Cauchy sequence converging to the single element x of this intersection. Since x ∈ B ε k (x k ), it follows that ∥T (t k )(x − z e )∥ ≥ k for every k = 1, 2, . . ., which contradicts the assertion that ∥T (t)(x − z e )∥ ≤ κ + ∥x e − z e ∥ for all t ≥ 0. Thus, for every z e ∈ ker(A), there exist C = C (z e ) > 0 and an open subset V ⊆ ℓ 2 such that ∥T (t)(x − z e )∥ ≤ C for all t ≥ 0 and x ∈ V.
Choose z ∈ V and ε > 0 so that B ε (z) ⊂ V. If ∥x∥ ≤ 1, then z + εx ∈ V, and hence, for every z e ∈ ker(A),
Thus ∥T (t)∥ ≤ (2/ε)C for all t ≥ 0. This implies that for every t ≥ 0, ∥T (t)∥ is uniformly bounded. Next, consider the operator
and S n x = 0 for t > n, where x ∈ ℓ 2 and n = 1, 2, . . .. Since ∥T (t)∥ is uniformly bounded, it follows that for every n ≥ 1, the operator S n is a uniformly bounded linear operator. Define
Then 0 ≤ P n ≤ ∥S n ∥ ≤ γ for some γ > 0 and all n = 1, 2, . . ..
Since ∥T (t)(x − x e )∥ → 0 as t → ∞, it follows that t x (ρ) is finite and positive for every x ∈ ℓ 2 . Moreover, it follows from the uniform boundedness of P n that
and hence, t x (ρ) ≤ (γ /ρ)
where
We proceed by induction. Equality holds trivially for n = 1. Now suppose that the statement holds for
k+1 . Hence, by mathematical induction, (25) holds.
Next, it follows from the uniform boundedness of P n that
Hence,
which implies that L(t) ≤ β for all t ≥t 0 (K γ ) 2 /β 2 .
Finally, let t 1 > max{t 0 ,t 0 } be fixed and let t = nt 1 + s, 0 ≤ s < t 1 , n ≥ 1. Then it follows from (25) that
The Datko theorem [19] asserts that (15) holds for x e = 0 if and only if G a is exponentially stable, that is, T (t) exponentially converges to the trivial operator zero as t → ∞. However, this is not true for exponential semistability since x e is not necessarily fixed and T (t) does not exponentially converge to the trivial operator zero as t → ∞. Thus, Theorem 3.1 gives the first correct result for exponential semistability. The Proof of Theorem 3.1 is much more involved than that of the Datko theorem due to the equilibrium-dependent property of (15) compared with Lemma 5.1.2 (Datko theorem) of [9] . In particular, since ker(A) may contain nonisolated equilibria, one cannot simply translate x e to the origin and apply the Proof of Lemma 5.1.2 to that of Theorem 3.1. Hence, the Proof of Theorem 3.1 requires different and additional arguments.
For the next result, let B(ℓ 2 ) denote the set of bounded linear operators in ℓ 2 and ran (A) {Ax : x ∈ D(A)}. Recall that the operator P is nonnegative definite if ⟨P x, x⟩ ≥ 0 for all x ∈ ℓ 2 and positive definite if ⟨P x, x⟩ ≥ 0 for all x ∈ ℓ 2 and ⟨P x, x⟩ > 0 for x ̸ = 0. 
Proof. The lemmas used in the proof of this proposition are stated and proved in the Appendix. First, we consider the case where (A, C) is discretely approximate semiobservable. To show necessity, since, by Lemma A.1, ker(A) ∩ ran(A) = {0}, it follows that ker(A) ⊕ ran(A) is well defined. Since by assumption, ran(A) ⊕ ker(A) = ℓ 2 , it follows from Lemma A.4 that A has a group inverse A # . Thus let R I−AA # which is a projection in ℓ 2 . Then it follows from Lemma A.5 that R satisfies ker(R) = ran(A), ran(R) = ker(A), and Rx = x for all x ∈ ker(A).
Consider the Lyapunov functional
If V (t, x) = 0 for some x ∈ ℓ 2 , then P T (t)x = 0 and RT (t)x = 0. Lemma A.1(i) implies that T (t)x ∈ ker(A), while RT (t)x = 0 implies that T (t)x ∈ ran(A). Lemma A.1(ii) now implies that T (t)x = 0. Thus the functional V is positive definite.
By integrating, we obtain
and hence,
Since D(A) is dense in ℓ 2 , it follows that (35) holds for all x ∈ ℓ 2 . Note that the operator P +R * R is positive definite; it follows that
Hence, it follows from Lemma A.3 that there exist M, µ > 0 such that (31) holds.
To show sufficiency, for each x ∈ D(A), consider the operator P (t) ∈ ℓ 2 defined by
Then we have
Note that T (t)A = AT (t) and T (t)x = s(t, x), where s(t, x) is the solution of (6) with s(0, x) = x; then it follows that
Letting t → ∞ and noting that Cs(t, x) → 0, we have
where the operator
is well defined due to Lemma A.3. Hence, it follows from (40) that P satisfies the Lyapunov equation (30) . Finally, the proof of this proposition for the case where (A, C) is exactly semiobservable is similar to the proof of the case where (A, C) is discretely approximate semiobservable by using Lemma A.2, and hence, is omitted here.
Semistability is a weaker notion of stability than exponential stability [9] . This notion is an extension of strong stability [21, 22] since strong stability requires lim t→∞ T (t)φ = 0. Moreover, exponential semistability implies semistability, which is analogous to the fact that exponential stability implies strong stability. However, the converse is not true in general. Similar to the case where weak stability is a weaker notion of strong stability, next, based on Proposition 3.1, we introduce a new notion of weak semistability, which is a weaker notion of semistability. Definition 3.5. The system G a given by (6) is weakly semistable if G a is Lyapunov stable and for every φ ∈ ℓ 2 , there exist scalars M, µ > 0 such that ∥AT (t)φ∥ ≤ Me −µt ∥φ∥ for all t ≥ 0.
The next result gives a necessary and sufficient condition to guarantee the weak semistability of (6). 
Proof. Note that (6) is weakly semistable if and only if (6) is
Lyapunov stable and there exist scalars M, µ > 0 such that ∥AT (t)φ∥ ≤ Me −µt ∥φ∥ for all t ≥ 0. Now, the result is a direct consequence of Proposition 3.1 with C = E A.
Next, we present a Lyapunov-like condition for characterizing the semistability of spatially distributed systems using the operator Lyapunov equation (49) 
Proof. Consider the Lyapunov functional
By the strong positive definiteness of P , it follows that V (x) ≥ c∥x∥ 2 . Then the derivative of V along the trajectories ψ of (6) is given bẏ
Note thatV −1 (0) = ker(C). SinceV (ψ) ≤ 0 and P is strongly positive definite, it follows that the positive orbit of (6) is contained in a compact subset of ℓ 2 .
To find the largest invariant subset M of ker(C), consider a solution ψ of (6) such that Cψ(t) = 0 for all t ≥ 0. Taking successive derivatives yields CA k ψ(t) = 0 for all t ≥ 0 and k = 1, 2, . . .. Since (A, C) is discretely approximate semiobservable, it follows that ψ(t) ∈ ker(A) for all t ≥ 0. Thus M ⊆ ker(A).
However, ker(A) consists of only equilibrium points and is itself invariant. Hence, M = ker(A). Now, let x e ∈ ker(A) be an equilibrium point of (6) and consider the function V (x − x e ). Note that
Hence, it follows that x e is Lyapunov stable. Finally, it follows from Theorem 2.1 that the system (6) is semistable.
The following controller design technique is a direct consequence of Theorem 3.3. Corollary 3.1 gives a semistable controller design method for spatially distributed systems using the operator Lyapunov function. Based on this operator Lyapunov function, the semistable control problem can be cast as a constrained quadratic programming [23] .
Examples
To fix ideas and motivate the results above, we present the following examples. 
where ψ(x, t) denotes the temperature of the bar and u(x, t) denotes a distributed body heat term. Let the boundary conditions be 
, n ≥ 1, and φ 0 (x) = 1. Next, we show that (47) with u(x, t) ≡ 0 is semistable by using Theorem 2.2. Note that
Now consider the Lyapunov function V (ψ) = ∥ψ∥ 2 B , ψ ∈ B. Clearly V (·) is locally Lipschitz continuous. Then it follows thaṫ V (ψ) = −2∥∇ψ∥ 2 B ≤ 0, where ∇ denotes the nabla operator. Define R = {ψ ∈ B : ∇ψ = 0}. Note that R consists of only the equilibrium states of (47); it follows that the largest invariant set M contained in R is given by M = R = {ψ ∈ B : ψ = ψ e ∈ R}. Finally, let V (ψ − ψ e ) = ∥ψ − ψ e ∥ 
T , where
Hence, by Corollary 3.1, the closed-loop is semistable.
Conclusion and future work
This paper has presented a series of results on weak semistability, semistability, and exponential semistability for spatially distributed linear systems. Both spatially continuous and spatially discrete were considered. Appropriate notions of exact and approximate semicontrollability and semiobservability were developed, analogous to exact and approximate controllability and observability for spatially distributed systems with isolated equilibrium points. The related but distinct notions of discrete approximate semicontrollability and semiobservability were introduced for systems on infinite lattices. Perhaps surprisingly, these are also of interest to prove semistability properties for continuous spatial systems, where they may be easier to verify than the continuous versions. Also presented were preliminary results on nonlinear spatially distributed systems.
The problem of formulating necessary and sufficient conditions for semistability and exponential semistability on the spectrum of infinite-dimensional linear systems remains wide open. In a finitedimensional space a linear system is asymptotically stable if and only if the spectrum of the system matrix lies in the open left half plane. In contrast, the authors in [25, 26] independently proved that the strong asymptotic stability of linear systems in Banach spaces requires a much more involved necessary and sufficient condition on the spectrum of the operator. We expect the same situation for the semistability and exponential semistability of linear systems in infinite-dimensional spaces.
Topics of current interest include developing computational algorithms to test for the semistability of spatially distributed systems, and to design a semistabilizing compensator. Also, many spatially distributed systems of practical interest are spatially invariant, and it is desirable to specialize the semistability theory to take advantage of this additional structure. Since [x, x] = ⟨Qx, x⟩ ≥ 0, x ∈ ℓ 2 , it follows that ℓ 2 is a semidefinite subspace equipped with the indefinite inner product [·, ·]. For details of the indefinite inner product and semidefinite subspaces, see [27, 28] . Note that for a semidefinite subspace W , the following generalized Cauchy-Schwarz inequality holds:
(51) Now, since ⟨Qφ, φ⟩ = 0, φ ∈ ℓ 2 , it follows from the generalized Cauchy-Schwarz inequality (51) that 0 ≤ |⟨Qφ, Qφ⟩| 
and hence, Qφ = 0. Thus, ker(A) ⊆ ker(Q). It can be similarly shown that ker(P ) ⊆ ker(Q). Now, consider φ ∈ ker(P ) ⊆ ker(Q). Using similar arguments as above by defining an indefinite inner product [x, y] = ⟨x, Xy⟩ where X A * P + P A + Q, it follows that (49) implies that [x, x] = ⟨x, Xx⟩ = ⟨x, A * P x⟩ + ⟨x, P Ax⟩ + ⟨x, Qx⟩ = ⟨P Ax, x⟩ + ⟨P x, Ax⟩ + ⟨Qx, x⟩ = 0, x ∈ ℓ 2 . Since, by Corollary 2.5 of [20] , D(A) is dense in ℓ 2 and A is closed, it further follows that A * P x + P Ax = −Qx, x ∈ D(A).
(53)
If A k φ ∈ ker(P ) ⊆ ker(Q) for some k ≥ 0, then 0 = −QA k φ = A * P A k φ + P A k+1 φ = P A k+1 φ, so that A k+1 φ ∈ ker(P ) ⊆ ker(Q). Since A k φ ∈ ker(P ) ⊆ ker(Q) for k = 0, it follows by mathematical induction that φ ∈  ∞ k=0 ker(QA k ). Now, since (A, Q) is discretely approximate semiobservable, it follows from (14) that φ ∈ ker(A), and hence, ker(P ) ⊆ ker(A) ⊆ ker(Q).
(ii) Consider φ ∈ ker(A) ∩ ran(A). Then Aφ = 0 and there exists z ∈ ℓ 2 such that φ = Az. From (i), we have Qφ = QAz = 0. Hence, 0 = −⟨z, Qφ⟩ = ⟨z, A * P φ⟩ + ⟨z, P Aφ⟩ = ⟨Az, P φ⟩ = ⟨φ, P φ⟩. Using similar arguments as above by defining an indefinite inner product [x, y] = ⟨x, P y⟩, it can be shown that P φ = 0. Now, ⟨z, Qz⟩ = −⟨z, A * P z⟩ − ⟨z, P Az⟩ = −⟨P Az, z⟩ − ⟨z, P φ⟩ = −⟨P φ, z⟩ − ⟨z, P φ⟩ = 0, and hence, using similar arguments as above by defining an indefinite inner product [x, y] = ⟨x, Qy⟩, we have Qz = 0. This implies that z ∈  ∞ k=0 ker(QA k ). Finally, since (A, Q) is discretely approximate semiobservable, it follows from (14) that z ∈ ker(A), and hence, Az = φ = 0. Proof. The proof is similar to the Proof of Theorem 3.1, and hence, is omitted. Definition A.1. Let S be a semigroup. Then an element x ∈ S has a
