An original application of radial basis function (RBF) neural network for power system state estimation is proposed in this paper. The property of massive parallelism of neural networks is employed for this. The application of RBF neural network for state estimation is investigated by testing its applicability on a IEEE 14 bus system. The proposed estimator is compared with conventional Weighted Least Squares (WLS) State Estimator on basis of time, accuracy and robustness. It is observed that the time taken by the proposed estimator is quite low. The proposed estimator is more accurate and robust in case of gross errors and topological errors present in the measurement data.
Introduction
Electric Power System deregulation has transformed state estimation from an important application to a critical one. The system operator has to make equitable, security related, congestion management decisions to curtail or deny power transfer rights in real time. It has to be founded and justified on a precise model of the power system derived from the state estimation process. Moreover fast and accurate state estimation is foundation of locational marginal pricing methodologies for transmission management costing.
The state estimation provides the real time representation of the conditions in a power network. A state estimator is a data processing algorithm, which transforms meter readings and the switch status information into an estimate of the system's state (voltage magnitudes and phase angles at all the nodes). Real and reactive bus power injections, and real and reactive line flows and bus voltage magnitudes are the measurements, which are transmitted to computer control system via telemetry system. These measurements contain random noise due to instrument and phenomenon errors. The state estimation program obtains a best fit for the power system state variables by minimizing these errors. Ideally state estimation should run at the scanning rate of the telemetry system (say at every two seconds). Due to computational limitations, most practical state estimators run every few minutes or when major changes occur.
Most of the state estimation problems are formulated as over determined system of non-linear equations and solved as a weighted least squares problem. The Weighted Least Squares Estimation (WLSE) is by far the most popular approach in industry. The least squares technique is slow and computational requirements are prohibitively large since there is large number of redundant measurement data normally available in form of nodal injection and line flows. To overcome this difficulty, a number of alternatives algorithms including modification and refinements of the basic WLSE have been presented (Horisberger et al, 1976; Garcia et al, 1979) . The state of the art in state estimation algorithms is presented in (Wu 1990; Monticelli, 2000) . Most of the practical implementation of state estimation in electric power systems is based on the Gauss-Newton methods. The state estimates, i.e., the voltage magnitudes and the bus voltage angles are solved through an iterative procedure in least squares sense.
The slowness of the state estimators due to computational requirements has been a major drawback of the present methods of state estimation employed. The conventional state estimation is based on algorithmic method of solving a large number of nonlinear equations based on network line flows and /or bus injections and network constraints similar to power flow problem.
The present work proposes entirely different paradigm of state estimation problem. In this paper state estimation is addressed as a pattern recognition problem and solved using learning approach. The learning based methods have found wide applications in some EMS applications such as load forecasting, Topology Processing, Optimal unit commitment, Load Flows etc (Singh et al, 2001) . In this paper an original application of radial basis function neural network for state estimation is proposed. The property of massive parallelism of neural network is employed for faster state estimation. The proposed estimator is studied for various cases to show its utility for state estimation in terms of accuracy and time requirements.
WLS State Estimator
Most state estimation programs in practical use are formulated as over determined systems of nonlinear equations and solved as WLSE problem. Consider the nonlinear measurement model 
Equation (1) is an objective function, and ) (x g i and ) (x c i are the functions representing power flow quantities.
Radial Basis Function Neural Network
The RBF model consists of two layers namely, a hidden layer consisting of transfer function and a linear output layer. A radial basis neuron receives the vector distance between its weight vector (cluster center) 'W' and the input vector divided by the spread constant factor unlike sum of product of the inputs and respective synaptic weights as in case of feed forward network.
The RBF unit or transfer function is similar to Gaussian density function, which is defined by center position and spread. The output of the RBF unit is given by 
The RBF neural network generalizes on the basis of pattern matching. The different patterns are stored in a network in form of cluster centers of the neurons of the hidden units. The number of neuron determines the number of cluster centers that are stored in the network. If the number of neurons are as large as number of training patterns, permissible maximum number of neurons, all the input patterns will be recognized as separate cluster center, thus it acts like a memory. In case the number of neurons is less than the training patterns, the network will group the similar inputs patterns a single cluster. Thus it will act like a generalizer. The response of particular hidden layer node is maximum (i.e. 1) when the incoming pattern matches the cluster center of the neuron perfectly and the response decays monotonically as the input patterns mismatches the cluster center; the rate of decay can be small or large depending on the value of the spread. Neurons with large spread will generalize more, as it will be giving same responses (closer to 1) even for the wide variation in the input pattern and the cluster centers whereas a small spread will reduce the generalization property and work as a memory. Therefore, spread is an important parameter and depends on the nature of input pattern space.
The output linear layer simply acts as an optimal combiner of the hidden layer neuron responses. The weights 'w' for this layer are found by multiple linear regression technique. The output of the linear layer is given by The values of the different parameters of the RBF networks are determined during training. These parameters are spread, cluster centers, and weights and biases of the linear layer. The number of neurons for the network and spread is determined through experimentation with a large number of combinations of spread and number of neuron. The best combination is one which produces minimum Sum Squared Error (SSE) on the testing data.
The optimal set of parameters is determined through following procedure. Initially start training with two neurons. The number of cluster centers is the same as number of neurons. The number of neurons is increased gradually till the SSE is reduced to required goal on the training data for a predefined spread. This process is repeated for different number of neurons and spread constants, and finally the one giving the lowest error on the testing data is taken as final architecture.
Design of Neural Network State Estimator
The radial basis function neural network state estimator is designed and tested for IEEE 14 bus test system (Wallach, 1986) . The line flows and bus injection patterns were generated around the base case using Newton-Raphson power flow. The patterns were randomly generated taking random perturbations of % 25 ± around the base case. The patterns included data for intact system and various single line outage cases. The power flow patterns were first divided into testing and training patterns. The measurement set containing 28 real and reactive bus injections, 80 real and reactive line flows and 20 line switch status were taken. In all 2000 patterns were generated around the base case out of which 1700 patterns were taken as training patterns and 300 as testing patterns. The radial basis function network was designed using MATLAB Neural Network tool box (Demuth et al, 1992) . The network parameters were selected in the sum squared error range (for training data) of 3.00 to 0.5 in the steps of 0.5 and the spread range of 5.00 to 0.2 in steps of 0.2. The range was decided by making trail and error guesses. The exhaustive search for the best network in the above ranges was made. The network was selected on the basis of sum squared error on the testing data set in the said range of sum squared error and spread. The RBF network which had sum squared error of 0.5 on the training data and spread of 4.6 had the minimum error on the testing data (0.000233). The network had 19 hidden layer RBF units. This network was selected as state estimator for further investigations
Test Result and Discussions
The performance of the proposed estimator is compared with a conventional WLS state estimator. The performance comparison is made for following test cases.
Case 1: All the measurements are correct (no gross errors). Case 2: Gross errors in the measurement data. Case 3: Topological errors in the measurement data. Gaussian noise of 2% and 4% was introduced in the actual bus power measurements (real and reactive) and line measurements (real and reactive) respectively. Tables 1 and 2 shows the estimated voltage magnitudes (V) and bus angle for such a case where no gross errors were present. The Absolute Error, Mean Average Error (MAE) and the Maximum Error (Max.) is also compared for conventional WLS (indicated as Con.) and RBF neural network (indicated as ANN) estimator in these tables. It is observed that the accuracy of the conventional (WLS) method was slightly superior when compared to the proposed method for test case 1. However, estimated states by the proposed method were quite accurate for practical purposes. Tables 3 and 4 show the estimates for (V) and bus angle for test case 2. The gross errors were introduced randomly in four measurements, one each in real power injection, reactive power injection, real power line flows and reactive power line flow measurements. These gross errors are indicated in tables 5-8. The measurements given in the brackets are the actual measurements which were replaced by gross errors. The gross errors were introduced in real power on bus 3 (Table 5 ), reactive power on bus 2 (Table 6 ), real power flow in line 5-1 (Table 7) and reactive power flow in line 7-8 (Table 8) . It is observed from tables 3 and 4 that the proposed estimator (ANN) outperformed the conventional WLS estimator both on account of MAE (as 0.011464∠0.0146 for V, and 0.020929∠0.036957 for angles) and maximum errors (as 0.0501∠0.1128 for V and 0.0686 ∠0.129 for angles). The Radial Basis Function neural network state estimator was robust when compared with WLSE state estimator for the test case 2. This shows that the gross errors present in the measurement data can deteriorate the performance of the conventional state estimator and have to be removed or reweighed and are to be re-estimated by going through state re-estimation. However, the proposed state estimator is robust in such cases. The bad data can easily be detected in case of proposed method, as there is no data smearing possible unlike conventional state estimation. For proposed estimator it is clear from the tables 5-8 that the maximum errors occur exactly at the same data where the gross error is present, which is not the case with conventional WLS state estimator. This is highlighted (*) in Table 5 to Table 8 . For case 3 a topological error was simulated as inclusion error of line 2-4. The line was actually out but the status (measurement) showed it to be in the system. WLS program was run with the line flow measurement as zero (both real and reactive), as acceptable. Results for this case are depicted in Tables 9 and 10 . It is observed that the proposed estimator out performed the WLS estimator both an account of maximum error and MAE for voltage magnitude and bus angles.
Both the programs were coded in MATLAB for fair comparison. For same data set and file operations. Both programs were run on Pentium IV, Compaq Presario machine for 10 different data sets. The average time for the proposed neural network was 0.0550 seconds, whereas for WLS. State estimator it was found to be 0.8767 seconds. Time is one of the major advantages of the proposed estimator 
Conclusion
Radial Basis Function neural network is designed and tested for IEEE 14-bus system. The performance of the proposed neural network estimator is compared with conventional WLSE on basis of time and accuracy. The time taken by the RBF estimator was very less, compared to its conventional counterpart. It is shown that for gross error and topological error present in the measurement data, the proposed RBF state estimator was more accurate as compared to WLSE. The bad data analysis shows that the gross errors can easily be detected in case of RBF estimator as there is no data smearing as in case of conventional WLSE. However, WLSE method was superior in cases where the gross is not present in the measurements. However, state estimates obtained by the RBF estimator were accurate for practical purposes.
