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Einleitung
Am Anfang dieser Diplomarbeit stand die Frage nach der Struktur sogenann-
ter Austauschgraphen von Cluster-Algebren vom Typ A˜n. Letztere sind
(im einfachsten Fall) Unteralgebren von Q(x1, . . . , xm), deren Erzeuger, die
Cluster-Variablen, durch einen rein kombinatorisch definierten Prozeß be-
stimmt werden und in m-elementigen Mengen, den Clustern, auftreten. Dabei
werden, ausgehend von dem Anfangs-Cluster {x1, . . . , xm}, induktiv weitere
Cluster-Variablen erzeugt, indem in einem Cluster eine beliebige Variable
nach bestimmten Regeln durch eine weitere Variable ersetzt wird, die mit den
verbleibenden m− 1 Variablen einen neuen Cluster bildet. Die Kombinatorik
dieses Austauschverfahrens wird durch den Austauschgraphen beschrieben,
dessen Ecken (in unserem Fall) den Clustern entsprechen, wa¨hrend die Kanten
den Austausch zweier Variablen, die sogenannte Mutation, beschreiben.
Cluster-Algebren wurden in [FZ02] von Fomin und Zelevinsky im Zusam-
menhang mit totaler Positivita¨t und kanonischen Basen eingefu¨hrt. Seitdem
hat sich eine rege Forschungsta¨tigkeit entwickelt, in deren Rahmen vielfa¨ltige
Beziehungen von Cluster-Algebren zu verschiedenen anderen Gebieten ent-
deckt wurden. Zwei scho¨ne Beispiele dafu¨r werden von Hubery in [Hub] und
Fomin, Shapiro und Thurston in [FST06] beschrieben.
Hubery setzt die Cluster-Variablen gewisser Cluster-Algebren zu den
exzeptionellen Moduln (d.h. unzerlegbare Moduln ohne Selbsterweiterungen)
u¨ber einer Wege-Algebra gleichen Typs in Beziehung, so daß die Cluster (fast
immer) Kippmoduln u¨ber der Wege-Algebra entsprechen.
Fomin, Shapiro und Thurston beweisen fu¨r eine bestimmte Klasse von
Cluster-Algebren, daß es eine Bijektion zwischen den Cluster-Variablen und
gewissen Kurven auf Fla¨chen mit markierten Punkten gibt, bei der die Cluster
genau den Triangulierungen der Fla¨che entsprechen.
Abgesehen davon, daß diese beiden Konstruktionen einen direkteren Zu-
gang zum Austauschgraphen ermo¨glichen, legen sie die Frage nahe, ob es
nicht eine unmittelbare Verbindung zwischen den exzeptionellen Moduln u¨ber
einer Wege-Algebra und bestimmten Kurven auf einer entsprechenden Fla¨che
gibt. Dies ist – zumindest fu¨r den Typ A˜n – tatsa¨chlich der Fall, wie durch
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die Hauptergebnisse dieser Arbeit in Kapitel 4 gezeigt wird. Im Folgenden
sollen diese Ergebisse kurz beschrieben werden:
Nach [FST06] entspricht dem Typ A˜n als Fla¨che der Kreisring (oder Zylin-
der), auf dessen Rand n+1 Punkte markiert sind. Wir definieren nun gewisse
Kurven (sogenannte Fa¨den), die solche Punkte verbinden (Definition 4.1).
Weiterhin fu¨hren wir gewisse geometrische Operationen auf den Fa¨den ein,
na¨mlich die Verdrehung (Definition 4.7) und die Rotationen (Defintion 4.14).
Einer gewa¨hlten Triangulieren aus sogenannten vertikalen Fa¨den ordnen wir
nun einen Ko¨cher Q vom Typ A˜n zu und definieren fu¨r jeden nicht-vertikalen
FadenX einen Fadenmodul ϕ(X) u¨ber der Wege-Algebra kQ (Definition 4.15).
Die Klasse der Fadenmoduln entha¨lt insbesondere alle exzeptionellen Moduln.
Die wesentliche Beobachtung (Theorem 4.18) ist nun folgende:
Theorem 1.
• ϕ ist eine Bijektion zwischen den nicht-vertikalen Fa¨den und den Faden-
moduln u¨ber kQ.
• Unter dieser Bijektion entsprechen die Rotationen genau den irreduziblen
Abbildungen zwischen Fadenmoduln.
• Die Verdrehung entspricht der Auslander-Reiten-Verschiebung.
Desweiteren versehen wir alle nicht-vertikalen Fa¨den mit einer Orientierung
(Definiton 4.5) und definieren den Begriff des positiven Schnittpunkts zweier
orientierter Fa¨den (Definition 4.6). In Theorem 4.23 zeigen wir damit folgendes
Theorem 2.
Die Anzahl der positiven Schnittpunkte zweier orientierter Fa¨den X und Y
gleicht der Dimension der Erweiterungsgruppe Ext1(ϕ(X), ϕ(Y )).
Die Beweise benutzen jeweils, daß es fu¨r die Klasse der Fadenmoduln
rein kombinatorische Beschreibungen sowohl der Moduln selbst als auch der
algebraischen Begriffe der (irreduziblen) Abbildung und der Auslander-Reiten-
Verschiebung gibt, siehe [WW85,BR87]. Der Beweis von Theorem 1 la¨uft
damit auf die Feststellung hinaus, daß diese kombinatorische Beschreibung
(vermittels der Konstruktion von ϕ) exakt mit der Kombinatorik der Fa¨den,
der Rotationen und der Verdrehung u¨bereinstimmt. Der Beweis von Theo-
rem 2 verwendet die Auslander-Reiten-Formel Ext1(X, Y ) ∼= DHom(Y, τX);
fu¨r Hom(Y, τX) gibt es wieder eine kombinatorische Beschreibung einer Ba-
sis (siehe [CB89]), fu¨r die eine Bijektion zu den positiven Schnittpunkten
konstruiert wird. Eine direkte Entsprechung von positiven Schnittpunkten
und kurzen exakten Sequenzen wird in Bemerkung 4.25 erkla¨rt, aber nicht
bewiesen.
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Als unmittelbare Folgerung aus Theorem 2 ergibt sich eine Beziehung
zwischen Triangulierungen des Zylinders und Kippmoduln u¨ber kQ, die
zusammen mit Huberys Ergebnissen aus [Hub] dazu benutzt wird zu zeigen,
daß in allen drei Bereichen – Kippmoduln u¨ber kQ, Cluster-Algebren vom Typ
A˜n und Triangulierungen des Zylinders – dieselbe kombinatorische Struktur,
dargestellt durch den Austauschgraphen, auftritt. Schließlich werden die
erarbeiteten Resultate zur Beschreibung des Austauschgraphen angewandt.
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Introduction
The motivation for this thesis lay in the description of the combinatorial struc-
ture of cluster algebras of type A˜n, which is encoded in their exchange graphs.
Cluster algebras are (in the simplest form) subalgebras of Q(x1, . . . , xm) gener-
ated by distinguished elements called cluster variables. These cluster variables
are collected in sets called clusters and are determined by an iterative process
called mutation. Since their introduction by Fomin and Zelevinsky in [FZ02]
the combinatorics of mutations have been observed in many other fields,
which led to the discovery of many interesting connections. Two particularly
beautiful examples of these connections are described in the articles [Hub] by
Hubery and [FST06] by Fomin, Shapiro and Thurston and have inspired the
main idea of this thesis.
Hubery relates the cluster variables of certain cluster algebras to excep-
tional modules over a corresponding path algebra and shows that mutation
between clusters reflects an algebraic process known as tilting. As there are
rather explicit descriptions of the exceptional modules as well as methods to
determine the tilting modules corresponding to the clusters, this allows access
to the cluster variables and their combinatorial structure directly without
carrying out the mutation process.
Fomin, Shapiro and Thurston establish a bijection between the cluster
variables and so-called arcs or “diagonals” connecting marked points on certain
surfaces. Under this bijection the clusters correspond to triangulations, and
mutation means exchanging one diagonal. In type A˜n this very elementary
description makes even more obvious the combinatorial structure of the cluster
variables.
Apart from making accessible the combinatorics of the given cluster algebra
these two bijections lead to an obvious question. Is there a meaningful direct
connection between the exceptional modules over a path algebra and the
“diagonals” on the corresponding surface? This thesis gives an answer in the
affirmative for type A˜n1 and shows that this connection is not restricted to
1We are aware of similar results by Caldero, Chapoton and Schiffler for type An (cf.
[CCS06]), but in fact the ideas for this thesis were developed independently.
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the exceptional modules but extends to the larger class of string modules and
allows a nice geometric description of algebraic notions like irreducible maps,
the Auslander-Reiten translation or extensions between modules.
So, pictorially speaking, for type A˜n we construct the third side of the
triangle spanned by cluster algebras, tilting modules and surface triangulations
where the other two sides are given by the constructions of Hubery and of
Fomin, Shapiro and Thurston (which are in fact both much more general).
This gives two possibilities for drawing the link back to cluster algebras;
we have chosen Hubery’s construction for the following reasons. It involves
classical representation-theoretic objects we also use (and therefore introduce)
for an application of our results, whereas the triangulations we need are a
rather intuitive concept of combinatorial topology and quite understandable
without an exact introduction. (Accordingly we apologize for a possible lack
of exactness concerning the topology involved – it is just used as a convenient
language for describing combinatorics.) Furthermore, Hubery’s construction
(as presented in Chapter 6) generalizes without difficulties and independently
of our geometric interpretation since the crucial results (Theorems 6.3 and
6.10) hold in general. In contrast to this, Fomin, Shapiro and Thurston
introduce the rather non-trivial concept of tagged triangulations to gain
major generality we do not need. As a consequence of our choice, [FST06]
will only seldom be mentioned, so we want to take the opportunity to stress
its importance for our work: it presents half of the picture and in particular
tells us which surface to use for our construction.
The contents are organized as follows: In Chapter 1 we fix some notation,
recollect basic facts from general representation theory and introduce path
algebras and quiver representations. Chapter 2 presents a bit of Auslander-
Reiten theory, an indispensable tool in the representation theory of finite-
dimensional associative algebras. Chapter 3 gives a concrete description of
the previously presented concepts for type A˜n. The geometric-combinatorial
notions and the main construction are developed in Chapter 4. Up to
that point everything is completely independent of cluster algebras, but
then we carry out the plan sketched above and apply our results to cluster
combinatorics. First we give a short introduction to cluster algebras in
Chapter 5. In Chapter 6 we explain Hubery’s construction using our results
and thus obtain the relations mentioned above. Finally, in Chapter 7 we
come back to the initial question regarding the – as we will have seen almost
ubiquitous – exchange graph, try to give some partial answers and show
an application of our results to the special case of the exchange graph of
tilting modules. We conclude with two examples and a few final remarks in
Chapter 8.
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Chapter 1
Path algebras
Path algebras build an important class of algebras in the study of finite-
dimensional algebras. Apart from providing many easily accessible examples
for all kinds of phenomena they are of great intrinsic interest because there
are beautiful classification results as well as deep links to other areas of
mathematics such as Lie theory and theoretical physics.
We start by fixing notation and recalling some basic facts from gen-
eral representation theory. All this can be found in standard text books,
e.g. [ASS06]. Let A be a finite-dimensional associative algebra with 1 over a
field k. We consider the category modA of finite-dimensional left A-modules.
The space of A-module homomorphisms between two A-modules M and N
is denoted HomA(M,N) or rather just Hom(M,N) since it should always
be clear which algebra is meant. Similarly Ext1(M,N) refers to extensions
between A-modules M and N .
A non-zero A-module M is indecomposable if M ∼= M ′ ⊕M ′′ implies
M ′ = 0 or M ′′ = 0. The importance of indecomposable modules results from
the following fundamental fact.
Theorem 1.1 (Krull-Remak-Schmidt). Let 0 6=M ∈ modA. Then there is
an indecomposable decomposition of M , i.e. an isomorphism M ∼=⊕ji=1Mi
with Mi indecomposable. Furthermore, if M ∼=
⊕k
i=1M
′
i is another indecom-
posable decomposition of M , then j = k and after reordering the summands
if necessary we have Mi ∼= M ′i .
In this sense every non-zero A-module M has a unique decomposition into
indecomposable modules Mi called the indecomposable summands of M . (As
in this case we will usually consider modules only up to isomorphism, thus
often neglecting the distinction between a module and its isomorphism class.)
In view of Theorem 1.1 the general aim of representation theory to under-
stand all representations of an algebra reduces to understanding the indecom-
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posable ones. This should be especially easy if there are only finitely many
indecomposable A-modules; in this case A is called representation-finite.
If we have a direct sum decomposition M ∼= M ′ ⊕M ′′ of a module M , we
use a matrix notation reflecting the canonical isomorphisms Hom(L,M) ∼=
Hom(L,M ′)⊕Hom(L,M ′′) and Hom(M,N) ∼= Hom(M ′, N)⊕Hom(M ′′, N),
i.e. we represent a morphism f : L→M as a matrix
f =
(
f ′
f ′′
)
: L→M ′ ⊕M ′′,
where f ′ : L → M ′ and f ′′ : L → M ′′ are the concatenations of f with the
canonical projections. Dually, a morphism g :M → N is given by a matrix
g = (g′ g′′) with g′ :M ′ → N and g′′ :M ′′ → N . Sometimes we even do not
mention f or g at all but just give the maps to or from the summands of a
direct sum.
If e1, . . . , en is a complete set of primitive orthogonal idempotents of A,
then AA ∼=
⊕n
i=1Aei is the indecomposable decomposition of the regular left
A-module AA.
A module M is called basic if its indecomposable summands are pairwise
non-isomorphic. A itself is called basic if AA is basic as a module. In this
thesis we will only work with basic algebras and modules.
As the projective modules are precisely the direct summands of free
modules, every indecomposable projective module is isomorphic to one of the
Aei. Of course the analogue result holds for right A-modules, so applying
the standard duality D = Homk(−, k), which turns (projective) right A-
modules into (injective) left A-modules, yields that the modules D(eiA) for
i = 1, . . . , n form a complete list of indecomposable injective left A-modules.
1.1 Quivers and path algebras
We now turn to path algebras, a class of combinatorially defined algebras,
whose representation theory often allows simple combinatorial descriptions
of the algebraically interesting objects like indecomposable modules or the
morphisms spaces between them. We only give an informal introduction
collecting basic definitions and results used in this thesis. For a more thorough
introduction we refer to the literature, e.g. [ASS06,CB]. In particular missing
proofs can be found there.
The combinatorial datum on which a path algebra depends is encoded in
a directed graph traditionally called a quiver.
Definition 1.2. A quiver Q = (Q0, Q1, s, t) is given by a set of vertices
Q0 and a set of arrows Q1 together with the maps s, t : Q1 → Q0 associating
8
to every arrow a ∈ Q1 its source s(a) and its target t(a): s(a) a //t(a) . The
quiver Q is called finite if the sets Q0 and Q1 are both finite. A subquiver
Q′ = (Q′0, Q
′
1, s
′, t′) is given by subsets Q′0 ⊆ Q0, Q′1 ⊆ Q1 and the restrictions
s′ = s|Q′1 and t′ = t|Q′1 such that s(a), t(a) ∈ Q′0 for all a ∈ Q′1. The subquiver
is called full, if s(a), t(a) ∈ Q′0 implies a ∈ Q′1. Note that a full subquiver is
already determined by a subset Q′0 of the vertices of Q. Usually we only talk
of full subquivers.
A quiver morphism f : Q→ Q′ between two quivers Q = (Q0, Q1, s, t)
and Q = (Q′0, Q
′
1, s
′, t′) is given by maps f0 : Q0 → Q′0 and f1 : Q1 → Q′1
such that s′(f1(a)) = f0(s(a)) and t′(f1(a)) = f0(t(a)) for all arrows a ∈ Q1.
As usual f is an isomorphism (and then Q isomorphic to Q′) if there is a
morphism g : Q′ → Q such that both compositions give the respective identity.
Often we only talk of the map f0, which can (or cannot) be extended to a
quiver morphism in an obvious way.
By Q we denote the unoriented graph underlying the quiver Q. We call
Q connected if Q is connected. The opposite quiver Qop is obtained from
Q by reversing all arrows.
A path of length m ∈ N in Q is a sequence of arrows a1, a2, . . . am with
s(ai+1) = t(ai) for all i = 1, 2, . . .m − 1 and may be displayed like this:
◦ am←− ◦ . . . ◦ a2←− ◦ a1←− ◦
For reasons which will become clear in a moment we also denote this path
in this order of the arrows by am . . . a2a1. The maps s and t are canonically
extended to paths via s(am . . . a2a1) = s(a1) and t(am . . . a2a1) = t(am). A
path p of length m ∈ N with s(p) = t(p) is called an m-cycle. 1-cycles are
also called loops. If Q contains no oriented cycles it is called acyclic.
Additionally we want to have a path of length 0 or trivial path ei for
every vertex i ∈ Q0. We define s(ei) = i = t(ei). Paths of arbitrary length
m ∈ N0 can be concatenated in the obvious way.
Given a vertex i ∈ Q0, the set of vertices that are reachable from i
consists of all vertices of the form t(p) for some path p in Q with s(p) = i.
Now let k be a field and Q a quiver. Then the path algebra kQ is defined
as follows: We take the set of all paths of length m ∈ N0 as a basis for the
underlying vector space over k. The product is defined on basis vectors and
extended linearly. For paths p and q we set:
pq =
{
concatenation of q and p if s(p) = t(q);
0 else
In particular we have et(p)p = p = pes(p) for any path p. Obviously the
above notation for paths is consistent with this definition.
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Example 1.3. Let Q be the quiver given by the following diagram:
1 a //
c
442 b //3
Then kQ is a 6-dimensional algebra with basis {e1, e2, e3, a, b, c, ba}.
The following results follow easily from the above definitions:
• kQ is finite-dimensional iff Q is finite and acyclic.
• If Q0 is finite, the unit element of kQ is 1kQ =
∑
i∈Q0 ei. Moreover,{ei}i∈Q0 is a complete set of orthogonal primitive idempotents.
1.2 Quiver representations
A useful tool for studying the representation theory of path algebras is the
presentation and visualization of kQ-modules as representations of the quiver
Q. The category of representations of a quiver Q is in fact equivalent to the
category of modules over the path algebra kQ.
Definition 1.4. A representation V of a quiver Q is given by a collection of
k-vector spaces (Vi)i∈Q0 and a collection of linear maps (Va : Vs(a) → Vt(a))a∈Q1 .
We also write V = (Vi, Va)i∈Q0,a∈Q1 . A morphism f : V → W between two
representations V = (Vi, Va)i∈Q0,a∈Q1 and W = (Wi,Wa)i∈Q0,a∈Q1 consists of
a collection of linear maps (fi)i∈Q0 such that for every arrow a ∈ Q1 the
following diagram commutes:
Vs(a)
Va //
fs(a)

Vt(a)
ft(a)

Ws(a)
Wa
//Wt(a)
	
The support of a representation V is the full subquiver suppV generated
by all vertices i with Vi 6= 0. A representation V is finite-dimensional if
suppV is finite and all vector spaces Vi are finite-dimensional. Though we
consider infinite quivers, we only need the category of finite-dimensional
representations, denoted by repQ.
As already mentioned, we have the following result (see e.g. [ASS06]).
Theorem 1.5. Let Q be a finite acyclic quiver. Then the categories repQ
and mod kQ are equivalent.
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The construction of functors in both directions works as follows. Given a
finite-dimensional representation (Vi, Va)i∈Q0,a∈Q1 , we take the finite-dimen-
sional vector space V =
⊕
i∈Q0 Vi. To define a kQ-module structure on V,
we have to specify the actions of the arrows and of the trivial paths. This
is done by setting eiv = vi ∈ Vi ↪→ V and av = Va(vs(a)) ∈ Vt(a) ↪→ V for a
trivial path ei, an arrow a and a tuple v = (vi)i∈Q0 ∈ V. Conversely, for a
module M ∈ mod kQ we get a representation (Mi,Ma)i∈Q0,a∈Q1 by setting
Mi = eiM and Ma(m) = am = et(a)am ∈Mt(a) for m ∈Ms(a). In view of this
correspondence we will not distinguish between modules and representations,
use the same letter for both and just choose the description which is more
convenient.
We continue with a description of the indecomposable projective modules
over the path algebra kQ. By what was said above, every indecomposable
projective module is of the form (kQ)ei for some trivial path ei. Now the
set of all paths form a basis of kQ; multiplication with ei from the right
annihilates exactly those paths not starting at the vertex i, so a basis of
(kQ)ei is given by all paths starting at the vertex i. To get the corresponding
representation we put onto the vertex j the vector space ej(kQ)ei whose basis
is the set of all paths from i to j. Of course the arrows still act on these
sets through concatenation, so the linear map corresponding to an arrow a is
given by the action on the basis vectors via lengthening paths ending at s(a)
to those ending at t(a). We denote the indecomposable projective module
(kQ)ei corresponding to the vertex i by P (i).
Dually, the indecomposable injective module D(ei(kQ)) denoted by I(i)
has a basis consisting of all paths (or rather “dual paths”) ending at i acted
on by the arrows through “decatenation”.
Also, for every vertex i we get a simple representation S(i) by putting a
one-dimensional vector space on i and zero spaces and zero maps everywhere
else. As Q is acyclic, every simple kQ-module is of this form. So, if Q has
n vertices, we have exactly n indecomposable projective, n indecomposable
injective and n simple kQ-modules (some of which will of course coincide).
Example 1.6. Let Q be the quiver from Example 1.3. Then the indecom-
posable projective module P (1) is 4-dimensional and the arrows act on the
basis vectors as shown below.
e1
 a //

c
''PP
PPP
PPP
PPP
PPP
a
 b // ba
c
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As a representation of Q this looks as follows:
k
(1) //
(01)
44k
(10) //k2
For the indecomposable injective module I(2) the pictures look like this:
a  a // e2
and
k
(1) //
(0)
44k
(0) //0
A useful consequence of the description of the projective kQ-modules is
the fact that submodules of projective modules are again projective, i.e. the
path algebra kQ is hereditary. In particular the kernel of a projective cover
P →M → 0 is projective, so the minimal length of a projective resolution of
a module M (also called the projective dimension pdM) is less than or equal
to 1.
The dimension vector dimV of a representation V is defined as the
vector (dimk Vi)i∈Q0 and is an important characteristic of a representation.
Under certain conditions it already determines the isomorphism class of
an indecomposable module uniquely. Due to vector space isomorphisms
Hom(P (i), V ) ∼= Vi ∼= DHom(V, I(i)) we have
(dimV )i = dimHom(P (i), V ) = dimHom(V, I(i)) (1.7)
for every vertex i ∈ Q0. This number is also the multiplicity of the simple
module S(i) occurring as a composition factor in a Jordan-Ho¨lder series
of V . For any short exact sequence 0 → U → V → W → 0 we get the
formula dimV = dimU +dimW . As a consequence we see that dim is a group
morphism from the Grothendieck group of mod kQ to Z|Q0| which turns out
to be an isomorphism. (The Grothendieck group denotes the free abelian
group generated by the isomorphism classes of kQ-modules modulo short
exact sequences.)
A kQ-module V is called sincere if suppV = Q. Note that a representation
V can always be seen as a sincere representation of suppV . The corresponding
path algebra is obtained by deleting all vertices not contained in suppV which
means passing to the factor algebra kQ/(kQ)eV (kQ) with eV =
∑
i/∈suppV ei
that is sometimes called the support algebra of V .
Conversely, we get for any subquiver Q′ of Q an embedding of mod kQ′
into mod kQ by just viewing representations of Q′ (with supplementary zeroes)
as representations of Q.
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A remarkable result in the representation theory of path algebras is the
classification of representation-finite path algebras by Gabriel in the early
1970’s. It involves the famous Dynkin diagrams that were already known
from Lie theory.
Theorem 1.8 (Gabriel [Gab72]). Let Q be a connected quiver. Then kQ is
representation-finite iff the underlying quiver Q is one of the Dynkin diagrams
An≥1,Dn≥4 or En=6,7,8 shown below. In particular this property is independent
of the orientation of the quiver, so we speak of Q as the type of the quiver Q.
The Dynkin diagrams are given by the following graphs:
An≥1 ◦ ◦ . . . ◦
Dn≥4 ◦
LLL
L
◦ . . . ◦
◦
rrrr
E6 ◦ ◦ ◦ ◦ ◦
◦
E7 ◦ ◦ ◦ ◦ ◦ ◦
◦
E8 ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦
The index of each Dynkin diagram shows the number of its vertices. Also
important for the classification are the following extended Dynkin or Euclidean
diagrams. Each Euclidean diagram is obtained from the corresponding Dynkin
diagram by adding one vertex.
A˜n≥1 ◦ ◦ . . . ◦
D˜n≥4 ◦
LLL
L ◦
rrr
r
◦ . . . ◦
◦
rrrr ◦
LLLL
E˜6 ◦ ◦ ◦ ◦ ◦
◦
◦
E˜7 ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦
E˜8 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦
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Chapter 2
Some Auslander-Reiten theory
An important tool for understanding the module category of a finite-dimen-
sional associative algebra A is Auslander-Reiten theory. For many algebras
it provides a technique for visualizing large parts of the module category
through the so-called Auslander-Reiten quiver. In order to understand the
objects of modA it is sufficient to understand the indecomposable objects,
due to the Theorem of Krull-Remak-Schmidt 1.1. So it is natural to ask for
a similar concept concerning the morphisms. This leads to the definition
of irreducible maps, which play a central role in the theory. First recall
that a map f : X → Y between two A-modules X and Y is called split
monomorphism or section, if there is a map g : Y → X with g ◦ f = idX .
Dually, f is called a split epimorphism or a retraction if there is a map
g : Y → X with f ◦ g = idY . So sections and retractions can be considered
as right- or left-invertible, respectively. In this way the following definition
can be seen as an analogue to irreducibility in a ring.
Definition 2.1. A map f : X → Y between two A-modules X and Y is
irreducible if
• f is neither a section nor a retraction, and
• for any factorization f = h ◦ g as below g is a section or h a retraction.
X
f //
g
  @
@@
@@
@@
Y
Z
h
??~~~~~~~
The next – seemingly harmless – definition provides the key structure for
understanding the relations among indecomposable modules.
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Definition 2.2. A short exact sequence 0 → X f→ Y g→ Z → 0 in modA
is called almost split or Auslander-Reiten sequence if the maps f and
g are both irreducible. We call X and Z the left and the right term of the
sequence.
Besides existing Auslander-Reiten sequences have many useful properties.
We list some of them and refer to the literature ([ARS95,ASS06]) for proofs
and the complete theory:
Lemma 2.3. a. The left term and the right term of an Auslander-Reiten
sequence are both indecomposable.
b. Every Auslander-Reiten sequence is uniquely determined (up to isomor-
phism) by its left term as well as by its right term. In particular they
determine each other.
c. If 0 → X f→ Y g→ Z → 0 is an Auslander-Reiten sequence, every
irreducible map starting in X is contained in f in the following sense.
A map f ′ : X → Y ′ is irreducible iff Y ′ 6= 0 and there is a module
Y ′′ together with a map f ′′ : X → Y ′′ such that the following diagram
commutes.
X
f //
( f
′
f ′′) $$I
II
II
II
II Y
∼=

Y ′ ⊕ Y ′′
The analogue result holds for irreducible maps ending in Z.
Surprisingly the correspondence between the left and the right term of
an Auslander-Reiten sequence is of functorial nature. There is a general
definition of corresponding functors for an arbitrary finite-dimensional algebra
(see e.g. [ARS95,ASS06]), but as we only consider hereditary algebras we can
use the following simplified version (compare [CB]). So from now on assume
that A is hereditary.
Definition 2.4. The Auslander-Reiten translation τ of the algebra A is
the functor DExt1(−, A). We also need τ− = Ext1(D(AA),−).
It is not hard to see that this definition implies τX = 0⇔ X is projective
and dually τ−X = 0⇔ X is injective. An extremely useful formula leading to
the existence of Auslander-Reiten sequences is the so-called Auslander-Reiten
formula. For A hereditary it takes the following form ([CB]):
Lemma 2.5. Let X, Y ∈ modA. Then we have k-linear isomorphisms
DHom(Y, τX) ∼= Ext1(X, Y ) ∼= DHom(τ−Y,X).
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Setting Y = τX or X = τ−Y in this formula yields short exact sequences
0 → τX → E → X → 0 and 0 → Y → F → τ−Y → 0, respectively, which
turn out to be Auslander-Reiten sequences for suitable X and Y . The result
is stated in the following
Theorem 2.6 ([ARS95,ASS06]). Let X ∈ modA be indecomposable non-
projective. Then there is an Auslander-Reiten sequence
0→ τX → E → X → 0.
Dually, let Y ∈ modA be indecomposable non-injective. Then there is an
Auslander-Reiten sequence
0→ Y → F → τ−Y → 0.
In particular the following holds (as part of the theorem): If X is inde-
composable non-projective, then τX is non-injective (else the above sequence
would split and the maps could not be irreducible) and indecomposable.
Now the application of the second part together with the uniqueness of
Auslander-Reiten sequences gives τ−τX ∼= X. Dually we have ττ−Y ∼= Y for
Y indecomposable non-injective. Thus τ and τ− yield inverse bijections be-
tween the isomorphism classes of indecomposable non-projective respectively
non-injective A-modules:{
indecomposable
non-projective modules
}
τ //∼
{
indecomposable
non-injective modules
}
τ−
oo
We also get the following corollary by iterated application of the Auslander-
Reiten formula 2.5.
Corollary 2.7. For X indecomposable non-injective we have
Ext1(X, Y ) ∼= DHom(τ−Y,X) ∼= DHom(τ−Y, ττ−X) ∼= Ext1(τ−X, τ−Y ).
Dually, for Y indecomposable non-projective we have
Ext1(X, Y ) ∼= DHom(Y, τX) ∼= DHom(τ−τY, τX) ∼= Ext1(τX, τY ).
The “local” information about the module category modA contained in
the Auslander-Reiten sequences can be used to draw a kind of global picture,
namely the Auslander-Reiten quiver. In this quiver the points represent
isomorphism classes [X] of indecomposable modules [X] and we draw arrows
between [X] and [Y ] corresponding to the irreducible maps between X and
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Y .1 Furthermore, for each Auslander-Reiten sequence 0→ X f→ Y g→ Z → 0,
we draw a broken arrow from [Z] to [Y ].
Example 2.8. The path algebra of the quiver 1 2oo 3oo has (up to
isomorphism) six indecomposable modules, namely the simple projective
S(1) = P (1) with dimension vector 1 0 0, the projective module P (2) (1 1 0),
the projective-injective module P (3) = I(1) (1 1 1), the injective I(2) (0 1 1),
the simple injective S(3) = I(1) (0 0 1) and finally the simple module S(2)
(0 1 0). Its Auslander-Reiten quiver looks like this:
[P (3) = I(1)]
&&NN
NNN
NNN
NNN
[P (2)]
77ppppppppppp
''NN
NNN
NNN
NNN
[I(2)]oo_ _ _ _ _ _ _ _ _ _ _ _ _
&&NN
NNN
NNN
NN
[P (1) = S(1)]
77ppppppppppp
[S(2)]oo_ _ _ _ _ _ _ _ _ _ _
88ppppppppppp
[I(3) = S(3)]oo_ _ _ _ _ _ _ _ _ _ _
Following the convention to let maps go from left to right, the Auslander-
Reiten quiver is usually drawn – as in Example 2.8 – such that the arrows
point (diagonally) to the right and the broken arrows are horizontal and
point to the left. Thus the τ -orbits are visible as horizontal lines. Every
indecomposable projective module P appears as the leftmost point of a τ -
orbit (as τP = 0), every indecomposable injective as the rightmost point of a
τ -orbit. This may have motivated the following nomenclature:
Definition 2.9. Let X be an indecomposable A-module. X is called pre-
injective if there is an indecomposable injective A-module I and a (non-
negative) integer k such that X ∼= τ kI. Dually X is called postprojective
if there is an indecomposable projective A-module P and a (non-negative)
integer k such that X ∼= τ−kP . X is regular if it is neither preinjective nor
postprojective. We also call the corresponding points of the Auslander-Reiten
quiver postprojective, preinjective or regular. A connected component of the
Auslander-Reiten quiver is called postprojective, preinjective or regular if all
points in the component have the respective property.
Remark 2.10. Very often “preprojective” is used instead of “postprojective”.
Of course it depends on the point of view which term is more suitable, but
regarding the sense of direction induced by the translation τ we decided on
“postprojective”.
1The general and precise definition requires additional machinery we do not really
need in our case, where the correspondence between irreducible maps and arrows in the
Auslander-Reiten quiver is simply combinatorial.
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Chapter 3
String modules over A˜n and the
maps between them
Let Q be a quiver of type A˜n with an acyclic orientation. A central role in
this thesis is played by the so-called string modules, these are certain inde-
composable modules over kQ. The module category of kQ is well understood:
there are surprisingly simple and mainly combinatorial descriptions of all
indecomposable modules, the (irreducible) morphisms between them and the
Auslander-Reiten sequences. In fact this holds for a far more general class of
algebras called string algebras. A detailed treatise is contained in the article
[BR87] by Butler and Ringel actually giving this class of algebras its name.
Theorems 3.3 and 3.6 can also be found in the older article [WW85] by Wald
and Waschbu¨sch; yet this presentation is less precise: there is a small difficulty
(essentially distinguishing the beginning and the end of a path of length zero)
neglected in [WW85] that makes necessary some rather technical definitions
in [BR87]. In our special case this difficulty is solved quite easily, therefore
we will not repeat the definitions of [BR87] and instead just state the results
adapted to our case with notation more similar to that of [WW85] but freely
using the language of both articles.
For the definition of string modules over kQ it is useful to consider the
quiver Q together with its universal cover Q. (In fact we do not define the
universal cover of a general quiver nor give an introduction to covering theory
but just use elementary properties being quite obvious in our case.) Let Q be
given by
x0 x1 . . . xn
with some acyclic orientation. Then Q is the quiver with vertices xˆi for i ∈ Z
and exactly one arrow between xˆi and xˆi+1 for all i oriented the same way
as the arrow between xi mod n+1 and xi+1 mod n+1, i.e. such that the map
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xˆi 7→ xi mod n+1 extends to a quiver morphism referred to as the canonical
projection pi : Q→ Q.
Definition 3.1. A string is a non-empty, finite and connected subquiver
of Q. Two strings v and w are called equivalent if there exists a quiver
isomorphism α : v → w such that pi|v = pi|w ◦ α. In this case we write v (α)∼ w.
To be more explicit, every string is of the form xˆi . . . xˆj for some
i ≤ j and two strings xˆi . . . xˆj and xˆk . . . xˆl are equivalent
iff i ≡ k mod n+ 1 and i− k = j − l.
Every string v defines a finite-dimensional representation of Q denoted
by χv as follows. The vector space on each vertex of Q contained in v is
one-dimensional and the maps on all arrows contained in v are the identity.
All other vector spaces and maps are zero. These representations induce re-
presentations of Q via the push-down functor Fpi : rep kQ→ rep kQ associated
to the quiver morphism pi : Q→ Q (compare [WW85,CB89]). It is defined
as follows: Let V be a representation of Q, then the representation FpiV is
given by
(FpiV )x =
⊕
y∈pi−1(x)
Vy
for any arrow or vertex x of Q.
Definition 3.2. A string module is a module of the form Fpiχv =: M(v)
for some string v.
There is another kind of indecomposable representation called band module.
Actually we shall not use band modules but, for sake of completeness, we
give a short description (compare [BR87]): Consider a complete set Φ of
representatives of indecomposable automorphisms of k-vector spaces with
respect to similarity. For k algebraically closed this could for example be
the set of all Jordan blocks with a non-zero eigenvalue. For any ϕ ∈ Φ we
define a representation M(ϕ) of Q as follows. Let ϕ be an automorphism of
the vector space W . On any vertex of Q we put a copy of W , on the arrow
between xn and x0 we put the map ϕ and on all other arrows we put the
identity map idW :
W
idW W
idW . . .
idW W
ϕ
Coming back to the string modules we note that obviously v ∼ w implies
M(v) ∼= M(w). So let Ψ be a complete set of representatives of the equivalence
classes of strings. The crucial result is the following:
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Theorem 3.3. The string modules M(v), v ∈ Ψ, and the band modules
M(ϕ), ϕ ∈ Φ, form a complete list of non-isomorphic indecomposable kQ-
modules.
So the general problem of classifying all indecomposables has a nice
solution in this case. For our purposes we only need the fact that the map
M associating to a string v the string module M(v) induces a bijection
between the equivalence classes of strings and the isomorphism classes of
string modules. For notational convenience we set M(∅) = 0.
Which interesting modules are string modules? Obviously the simple
representations of Q come from the strings consisting of one point. But it
turns out that also the indecomposable projective and injective modules are
string modules. To find the corresponding strings recall from Section 1.2 that
the basis of the indecomposable projective module P (xi) consists of all paths
in Q starting in the vertex xi acted on by the arrows through concatenation.
But this is naturally linked with the universal cover: after fixing a preimage
xˆi of xi we find, in analogy to the universal cover in topology, all paths in
Q starting in xi represented by points of Q (projected by pi onto the end
points of the respective paths). Furthermore these points are joined by arrows
just as the images of the arrows act on the respective basis vectors of P (xi).
So the string corresponding to P (xi) is the subquiver of Q consisting of all
vertices reachable from xˆi. (Compare also Example 1.6.) Similarly the string
corresponding to the indecomposable injective module I(xi) consists of all
vertices of Q from which the vertex xˆi can be reached.
In order to understand mod kQ it is useful to know its Auslander-Reiten
quiver. So one is interested in the irreducible maps and the Auslander-Reiten
sequences, which also turn out to have nice descriptions. We restrict ourselves
to the string modules and refer to [BR87] for the band modules. At first we
need some additional notation for strings.
Definition 3.4. We say that an arrow xˆi xˆi+1oo points left whereas an
arrow xˆi //xˆi+1 points right. For a string v = xˆi . . . xˆj (i ≤ j)
we define l(v) = xˆi and r(v) = xˆj, and we call the arrow xˆi−1 xˆi the
arrow left of v and the arrow between xˆj and xˆj+1 the arrow right of
v. Furthermore we define a new string v∗ depending on the direction of the
arrow right of v. If this arrow points left then v∗ is the shortest string w
strictly containing v with the properties that l(v) = l(w) and the arrow right
of w points left. Otherwise v∗ is the longest string w strictly contained in v
with the properties that l(v) = l(w) and the arrow right of w points right –
if such a string does not exist (i.e. all arrows of v point left) we set v∗ = ∅.
The situation may be visualized by the following two pictures:
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Either
v∗ =
?
??
??
?
 


v
...
?
??
??
?

or
v =
 



...
v∗
?
??
??
 


Note that the dotted arrows represent the arrows right of v∗ or v respectively.
So passing from v to v∗ means either adding or removing a kind of hook at
the right end of v. We also need the corresponding operation for the left end
of a string. So, if the arrow left of v points right then ∗v is the shortest string
w strictly containing v with the properties that r(v) = r(w) and the arrow
left of w points right. Otherwise ∗v is the longest string w strictly contained
in v with the properties that r(v) = r(w) and the arrow left of w points left –
again under the condition of the existence of such a string; else we set ∗v = ∅.
The pictures are the following:
Either
∗v =
 


?
??
??
...
v
  


or
v =
?
??
??
?

...
?
??
??
? ∗v
 


The simple fact making possible the above definitions and thus helping
us to avoid the difficulty mentioned before is that the (unoriented) graph
underlying the quiver Q is a linear graph (which is also true for strings in
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general), so we can endow it with a direction and speak of left and right.
This corresponds to the fact that the graph Q underlying Q is a cyclic graph
with clockwise and anti-clockwise direction. For general quivers this cannot
be done. The key point is that we want to have – and indeed have with the
above definitions – ∗(v∗) = (∗v)∗ if both are defined. This is in general no
problem for strings of sufficient length, where we can alter both ends of a
string independently without knowing which is which. But as soon as strings
of length zero are involved one must distinguish “two ends” to keep track of
the operations. In our case we can speak of the arrows left and right of a
point to do this. As soon as one of the strings ∗(v∗) and (∗v)∗ is defined we
denote the result by ∗v∗.
Next we will describe some maps naturally arising with string modules.
Definition 3.5. Given a string w, a string v ⊆ w with the property that
every arrow in w starting at a vertex in v is already contained in v is called a
substring of w. Dually, a string v ⊆ w such that every arrow in w ending at
a vertex in v is already contained in v is called a factor string of w.
Note that, whenever we have a substring v ⊆ w, the module M(v) is a
submodule of M(w). Indeed, since v ⊆ w the natural basis of M(v) is a
subset of that of M(w) and the substring property ensures that the action of
the arrows (and thus of the whole algebra) coincides in both cases. Thus we
have a canonical inclusion M(v) ↪→M(w). (In fact this is the reason that we
usually draw the arrows of strings downwards.) Dually, given a factor string
v ⊆ w, we get the module M(v) by factoring out the submodules of M(w)
corresponding to the complementary substrings. So M(v) is a factor module
of M(w) and we have a canonical projection M(w)M(v).
Now we are able to describe the irreducible maps between string modules
as well as the Auslander-Reiten sequences in which string modules occur. To
this end we observe that either v is a substring of v∗ or v∗ a factor string of
v, so in both cases we have a canonical map M(v)→M(v∗). Of course we
analogously get a map M(v)→M(∗v).
Theorem 3.6. a. Every non-zero canonical map of the form M(v) →
M(v∗) or M(v)→M(∗v) is irreducible.
b. Every Auslander-Reiten sequence involving string modules is of the form
M(v∗)
))SSS
SSSL
0 //M(v)
55llllll
))RRR
RRR
M(∗v∗) // 0
M(∗v)
55kkkkkk
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for some string v, where the occurring maps are canonical up to an
appropriate choice of sign.
Remark 3.7. • It may happen that either v∗ or ∗v are empty and thus
either M(v∗) or M(∗v) are zero. If both are empty the string v corre-
sponds to an injective module and there is no Auslander-Reiten sequence
starting in M(v) (and vice versa).
• In view of Lemma 2.3.c the theorem implies that the canonical maps
are essentially all irreducible maps.
While the above results thus give us complete control over the irreducible
maps between string modules, the following theorem describes arbitrary maps
between string modules by giving a combinatorial basis of the homomorphism
space. It is an application of a result by Crawley-Boevey, see [CB89]; there
is also a generalisation by Krause extending the result to band modules, see
[Kra91].
Theorem 3.8. Let v, w be two strings. Then the space Hom(M(v),M(w))
has as basis the set {fb | b ∈ Bv,w} parametrized by the set Bv,w of triples
(v′, w′, α), where v′ is a factor string of v, w′ is a substring of w and v′ α∼ w′.
The map fb associated to the triple b = (v
′, w′, α) is the composition of
the canonical projection M(v)  M(v′), the isomorphism M(v′) → M(w′)
induced by α and the canonical inclusion M(w′) ↪→M(w).
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Chapter 4
Strings on the cylinder
In this chapter we develop a combinatorial presentation for the string modules
over A˜n through certain curves on a cylinder. As explained in the introduction
the idea is inspired by the construction of Fomin, Shapiro and Thurston in
[FST06], who show a connection between (the cluster algebra of) type A˜p,q
and (the triangulations of) the annulus – or, as we prefer to say, the cylinder
– with p marked points on one boundary component and q on the other.
Here A˜p,q denotes an orientation of a graph of type A˜n with p arrows in one
direction and q in the other. (In particular p, q and n will throughout satisfy
p+ q = n+ 1.) We will see later that it makes sense to mention p and q but
neglect the order of the arrows.
So consider the cylinder C = S1 × [0, 1] with q equidistant marked points
on S1×{0} and p equidistant marked points on S1×{1}. For technical reasons
we will work with its universal cover, i.e. the infinite stripe S = R × [0, 1]
where the set of marked points is pZ× {0} on the lower boundary R× {0}
and qZ×{1} on the upper boundary R×{1}. Also for notational convenience
we label these points with Z on both boundaries instead of pZ on the lower
and qZ on the upper boundary. Thus the picture looks like this:
...
×
−p
×
−(p− 1) . . .
×
−1
×
0
×
1 . . .
×
p− 1
×
p
...
×
−q
×
−(q − 1) . . .
×
−1
×
0
×
1 . . .
×
q − 1
×
q
Then C = S/∼ is the quotient under the canonical projection pi : S → S/∼
with respect to the equivalence relation x ∼ y ⇔ x − y ∈ pqZ × {0} for
all x, y ∈ S. E.g. in the above picture the dotted lines are identified. We
call two marked points on S neighbouring if they lie on the same boundary
component without a further marked point between them. Two subsets M
and N of S are said to be equivalent if there exists an integer k such that
24
M = {x+ k(pq, 0)|x ∈ N}. Now for any pair {P1, P2} of distinct marked
points on S which are not neighbouring, choose a curve c[P1, P2] connecting
them such that the following conditions are satisfied (compare Figure 4.1):
• Equivalent pairs of marked points are connected by equivalent curves.
• The relative interior of the curves is disjoint from the boundary of S.
• Any two of such curves intersect in the smallest possible number of
points (which is either zero or one).
Definition 4.1. A string on S is a curve as described above. A string on C
is the image under pi of a string on S.
It will be useful to name the strings. We will present strings on C by choosing
a preimage on S; if the string on S is denoted Xˆ its image on C will be
denoted X. The (other) possible preimages (which must be equivalent strings
on S) are referred to as copies of X. Notation will be as follows (see also
Figure 4.1):
Dˆij := c[(iq, 1), (jp, 0)] for i, j ∈ Z
Dˆi,j := c[((i− 1)q), 1), ((j + 1)q, 1)] for i ≤ j
Dˆi,j := c[((i− 1)p, 0), ((j + 1)p, 0)] for i ≤ j
For the strings on C this notation means
Dij = Di+kpj+kq,
Di,j = Di+kp,j+kp and (4.2)
Di,j = Di+kq,j+kq for all i, j, k ∈ Z.
We will call those strings connecting the two boundary components of C
(i.e. the Dij) steep strings, all other strings on C are called horizontal
strings.
...
×
−p . . .
×
i
Dˆij





. . .
×
0
×
Dˆk,l
×
k . . .
×
l
× ×
p
...
×
−q . . .
×
j . . .
×
0
×
Dˆs,t
×
s . . .
×
t
× ×
q
Figure 4.1: Naming of the strings
We now choose an arbitrary triangulation ∆ of C formed by steep strings
(or in other words: a maximal subset of pairwise non-intersecting steep strings).
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×X1
NNN
NNN
NNN
NNN
NNN
NNN ×
X2






×
X3
hhhh
hhhh
hhhh
hhhh
hhhh
hhhh
hhhh
hhhh
hh
X4
ppp
ppp
ppp
ppp
ppp
ppp
×
X0
× × ×
X0





Figure 4.2: Example for a triangulation of S with p = 2 and q = 3
These strings will be called vertical strings. Note that every triangle within
such a triangulation is bounded by two vertical strings and one segment on
the boundary of C limited by neighbouring marked points. Since there are p
marked points (and thus also p such segments) on the upper boundary and q
on the lower boundary, the triangulation consists of p+ q = n+ 1 triangles.
Furthermore every vertical string separates two triangles, so the number of
triangles in ∆ is the same as the number of vertical strings. We denote the
n + 1 vertical strings by X0, X1, . . . , Xn where we start counting with an
arbitrary vertical string X0 and continue with the other “vertical side” of
the triangle bounded by X0 “on the left”; see Figure 4.2 for an example. All
notions like “horizontal”, “steep” or “vertical” are canonically transferred to
the strings on S by extending them to the copies of a string. We want to
endow all strings on C except the vertical ones with an orientation depending
on the fixed chosen triangulation ∆. To do this we work on S. Note that the
vertical strings on S, which we denote in canonical order by Xˆi, i ∈ Z such
that pi(Xˆi) = Xi mod n+1, form a triangulation of S. Now for any steep string
on S there are two possibilities of the “geometric behaviour” with respect to
this triangulation, which can be distinguished using the following functions:
Definition 4.3. For a steep string Xˆ = Dˆij on S we set
u(Xˆ) = i
and d(Xˆ) = j.
Note that two steep strings Xˆ and Yˆ on S intersect iff
either u(Xˆ) > u(Yˆ ) and d(Xˆ) < d(Yˆ )
or u(Xˆ) < u(Yˆ ) and d(Xˆ) > d(Yˆ ).
(Common endpoints are not regarded as intersections.)
Proposition 4.4. Let Yˆ be a steep, but not vertical string on S. Then exactly
one of the following two conditions holds:
a) There is a vertical string Xˆ with u(Xˆ) > u(Yˆ ) and d(Xˆ) < d(Yˆ ).
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b) There is a vertical string Xˆ ′ with u(Xˆ ′) < u(Yˆ ) and d(Xˆ ′) > d(Yˆ ).
Proof. Since the vertical strings on S form a triangulation, every non-vertical
string intersects at least one vertical string; so at least one of the statements
must be true. Now suppose that both are true. Then there are vertical strings
Xˆ and Xˆ ′ with
u(Xˆ) > u(Yˆ ) > u(Xˆ ′)
and d(Xˆ) < d(Yˆ ) < d(Xˆ ′),
thus Xˆ and Xˆ ′ intersect, which is a contradiction.
Now we are ready to define the mentioned orientation:
Definition 4.5. Let Yˆ be a non-vertical string on S. If Yˆ is a steep string
satisfying condition a) of Proposition 4.4, it is directed downwards and
called descending; if condition b) holds, it is directed upwards and called
ascending. If Yˆ is a horizontal string, it is oriented from left to right.
Compare the following illustration.
a)
×
7
77
77
77
77
77
77 ×
Xˆi






b)
×
Xˆj
??
??
??
??
??
??
??
? × × 66× × ×
× × ×
CC × × ++× × ×
Clearly equivalent strings on S satisfy the same condition of Proposition 4.4
and are therefore endowed with the same orientation. So the orientation of
the non-vertical strings on S descends to an orientation of the non-vertical
strings on C. All strings with an orientation are called oriented strings.
Definition 4.6. Consider a point of intersection of two oriented strings X
and Y . It is called positive intersection of X and Y , if “Y intersects X
from the left”, i.e. the picture looks like this:
Y
?
??
??
??
X
??
We are interested in the number of (positive) intersections of two (oriented)
strings X and Y on C, so we define:
X (X, Y ) = number of intersections of X and Y ,
X+(X, Y ) = number of positive intersections of X and Y
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To determine these numbers we imagine walking along X on C and at the
same time we consider the lift of this walk along a fixed copy Xˆ of X on S.
Obviously every (positive) intersection with Y on C corresponds to a (positive)
intersection of Xˆ with a unique copy of Y on S (and vice versa). Also recall
that by our choice of curves every copy of Y intersects Xˆ at most once. So the
(positive) intersections of X and Y on C are in bijection with the copies of Y
intersecting (positively) a fixed copy of X on S. For oriented strings X 6= Y
we have X (X, Y ) = X+(X, Y ) + X+(Y,X) = X (Y,X), whereas for X = Y
we have X (X, Y ) = X+(X, Y ) (since every selfintersection is positive) and
the restriction to those copies of Y that intersect Xˆ positively on S avoids
double counting.
There is an obvious operation on C mapping strings to strings (up to ho-
motopy), that leaves the number of intersections unchanged, namely twisting
C (by an appropriate degree) or equivalently applying a shear to S shifting
the boundaries by the respective units (i.e. integer multiples of q or p). Of
particular importance is the following special case:
Definition 4.7. For a string Xˆ on S we denote by τ˜ Xˆ the image under the
shear shifting the upper boundary of S by one unit to the right and the lower
boundary by one unit to the left. Explicitly:
τ˜ Dˆij =Dˆi+1j−1,
τ˜ Dˆi,j =Dˆi+1,j+1
and τ˜ Dˆi,j =Dˆi−1,j−1
Of course this map induces a map on the strings on C (for which we use the
same letter) given by the same formulae without hats. We call the map τ˜ as
well as the induced map the twist. The existence of the inverse map τ˜− is
obvious.
×
X
77
77
77
77
77
77
7
//_____
×
τ˜ X
×
Y
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//_____
×
τ˜ Y
33×
//_____
×
× ×oo_ _ _ ×
τ˜ Z
++×
Z
++
oo_ _ _ × ×oo_ _ _
As already mentioned we clearly have
Proposition 4.8. The number of intersections of two strings X and Y is
invariant under the twist, i.e.
X (X, Y ) = X (τ˜ kX, τ˜ kY ) for k ∈ Z.
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Moreover, if for two oriented strings X and Y and some k ∈ Z the orientation
of the twisted strings “stays the same”, we even have
X+(X, Y ) = X+(τ˜ kX, τ˜ kY ).
We now prove that every steep string is obtained by twisting a vertical
string. This not immediately obvious fact will become meaningful later on.
Proposition 4.9. For each steep string Y there is a unique vertical string
X and a unique integer k such that
Y = τ˜ kX.
Proof. It is sufficient to prove the claim on S. So let Yˆ be a steep string on
S. First we show the existence of Xˆ and k. If Yˆ itself is vertical, take Xˆ = Yˆ
and k = 0. Otherwise we can apply Proposition 4.4 and assume without loss
of generality that Yˆ is descending. (If Yˆ is ascending we can apply a dual
argument.) Certainly τ˜ kYˆ is ascending for large k, so we can consider the
maximal value of k such that τ˜ kYˆ =: Z is still descending. We now claim that
τ˜ k+1Yˆ = τ˜ Z is vertical. Assume the contrary, then τ˜ Z must be ascending by
our choice of k. So condition a) of Proposition 4.4 for Z implies the existence
of a vertical string Xˆ with u(Xˆ) > u(Z) and d(Xˆ) < d(Z); condition b)
for τ˜ Z gives a vertical string Xˆ ′ with u(Xˆ ′) < u(τ˜ Z) and d(Xˆ ′) > d(τ˜ Z).
Together these inequalities imply
u(Xˆ) ≥ u(Z) + 1 = u(τ˜ Z) > u(Xˆ ′)
and d(Xˆ) ≤ d(Z)− 1 = d(τ˜ Z) < d(Xˆ ′),
so the vertical strings Xˆ and Xˆ ′ intersect – contradiction. Thus our claim is
true and we have found appropriate Xˆ := τ˜ Z and k.
For the uniqueness assume that there are vertical strings Xˆ, Xˆ ′ and
integers k, k′ with τ˜ kXˆ = Yˆ = τ˜ k
′
Xˆ ′. Then Xˆ = τ˜ k
′−kXˆ ′; but τ˜ k
′−kXˆ ′
intersects Xˆ ′ if k′ − k 6= 0, which is again the same contradiction. So k′ = k
and Xˆ = τ˜−kYˆ = Xˆ ′.
Definition 4.10. Let Y be an oriented steep string (in particular not vertical)
and k 6= 0 as in Proposition 4.9. We define the slope of Y by setting:
sl(Y ) =
1
k
For horizontal strings Y we set sl(Y ) = 0, so we have defined the slope for
all oriented strings. Note that – as it should be – the ascending strings have
positive and the descending strings negative slope.
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As an immediate consequence of Proposition 4.8 and the fact that there
are no intersections between vertical strings, we get for steep strings X and
Y :
sl(X) = sl(Y )⇒ X (X, Y ) = X (Y,X) = 0 (4.11)
Furthermore we observe the following useful fact:
Proposition 4.12. Let X, Y be oriented strings. Then
X+(X, Y ) > 0⇒ sl(X) ≥ sl(Y ).
Proof. This is rather obvious if not X and Y are both ascending or both
descending. Let us only consider the latter – the former is dual. Lifting a
positive intersection to S gives a positive intersection of some copies Xˆ and
Yˆ . Since both are descending this implies that
u(Xˆ) < u(Yˆ ) and d(Xˆ) > d(Yˆ ).
These inequalities are invariant under twisting both strings, so in particular
for k := − 1
sl(Yˆ )
> 0 we get
u(τ˜ kXˆ) < u(τ˜ kYˆ ) and d(τ˜ kXˆ) > d(τ˜ kYˆ ).
Now τ˜ kYˆ is vertical by our choice of k; therefore τ˜ kXˆ is descending by
Definition 4.5 and thus has negative slope, say −1
l
with l > 0, which means
that τ˜ lτ˜ kXˆ = τ˜ k+lXˆ is vertical. So finally sl(Xˆ) = − 1
k+l
> − 1
k
= sl(Yˆ ) and
since all copies of a string have the same slope the claim follows.
Actually we rather need the following corollary.
Corollary 4.13. Let X, Y be oriented strings with sl(X) < sl(Y ). Then
a. X+(X, Y ) = 0
b. X+(Y,X) = X (Y,X)
Proof. The first assertion is the reverse implication of Proposition 4.12 and
the second follows from the first and the equation X+(X, Y ) + X+(Y,X) =
X (Y,X).
Besides the twist we need another concept of transformation for strings
which we will again explain on S:
30
Definition 4.14. Consider a string Xˆ on S and fix one of its endpoints. We
can then move the other endpoint along the boundary to a neighbouring
marked point, such that the string is “rotated in anticlockwise direction
around the fixed endpoint”, and call this a rotation. If the new endpoints
are neighbouring marked points, the image under the rotation is not a string,
and in this case we set the image to be the empty set, but otherwise a rotation
transforms the original string into a new string, and it is clear that this
descends to a well-defined operation on the strings on C.
In fact it is useful to be more precise. If X is an oriented string, we denote
by X↑ the string obtained by rotating X around its tail and by ↓X the string
obtained by rotating X around its head. See Figure 4.3, where all strings
obtained by rotating the three dotted strings are shown. Note that for the
steep strings in the picture the orientation is not specified and thus the images
under the rotations cannot be named.
×
l − 2
↓X
44×
l − 1
X
22×
l
BB
BB
BB
BB
BB
BB
BB
BB
BB
B ×
l + 1
×
i
Y ↑
((
Y
))×
i+ 1
↓Y ++
. . .
×
j
×
j + 1
×
k
×
k + 1
ssf f f
f f
..]]]]]..]]]] //___
oo_ _ _ _ _
Figure 4.3: Some rotations
We can now come to the main construction. To the chosen triangulation
∆ of C formed by the steep strings X0, X1, . . . , Xn we associate a quiver
Q = Q(∆) as follows (cf. [BM06,CCS06]): For each vertical string Xi we
take a vertex xi and for each triangle bounded by Xi and Xj as adjacent sides
occurring in clockwise order we draw an arrow from xj to xi:
×
Xj
//
//
//
//
//
//
/
× ______
Xi
 ×
jj
xi xjoo
As the triangulation ∆ of C consists of p triangles sharing a side with the
upper boundary and q triangles sharing a side with the lower boundary, all
n+ 1 triangles forming a “circle” along C, the corresponding quiver Q is of
type A˜p,q; see Figure 4.4 for an example. Since we have complete freedom to
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×X1
NNN
NNN
NN
NNN
NNN
NN
×
X2






×
X3
hhhhh
hhhhh
hhhhh
h
hhhhh
hhhhh
hhhhh
h X4
ppp
ppp
pp
ppp
ppp
pp
×
X0
× × ×
X0



hh ** ** hh hh
x0 33x1 //oo x2 // x3 x4oo
Figure 4.4: The quiver associated to the triangulation of Figure 4.2
choose the order of the triangles in ∆, every possible orientation of A˜p,q can
be achieved. Note that the corresponding quiver on S is the universal cover
Q of Q. We now associate to each oriented string X on C a string module
ϕ(X) over kQ as follows:
Definition 4.15. Take a copy Xˆ of X on S and consider all points of inter-
section with all the vertical strings. Each of these points can be interpreted
as a vertex of Q and thus Xˆ (or rather the segment of Xˆ bounded by the
“first” and the “last” point of intersection) is naturally identified with a finite,
connected subquiver v(Xˆ) of Q – in other words: a string in the sense of
Definition 3.1. We then define
ϕ(X) :=M(v(Xˆ)).
Furthermore we set ϕ(X) = 0 for X vertical or X = ∅.
Example 4.16.
...
×
Xˆ1
NNN
NNN
NN
NNN
NNN
NN
Xˆ •
• •
×


Xˆ2


×
hhhhh
hhhhh
hhhhh
hhhhh
Xˆ3
hhhhh
h
hhhhh
h
...
×
Xˆ0
× ×
pppp
Xˆ4ppppp
pppppp
×
Xˆ5,,YYYYYY
YYY
llYYYYYYY
xˆ2
v(Xˆ) =
  @
@@
@@
@@
xˆ4
~~
~~
~~
~
xˆ3
The very construction of ϕ(X) together with the counting procedure
following Definition 4.6 implies that
(dimϕ(X))xi = X (Xi, X) for 0 ≤ i ≤ n. (4.17)
The following theorem states the crucial observations:
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Theorem 4.18. a. ϕ is a bijection between the set of oriented strings on
C and the set of string modules over kQ.
b. Under this bijection the rotations of 4.14 between oriented strings are
in one-to-one correspondence to the canonical irreducible maps between
the corresponding string modules. Explicitly, given an oriented string
X on C and v := v(Xˆ) for a copy Xˆ of X, we have:
M(v∗) ∼= ϕ(X↑),
M(∗v) ∼= ϕ(↓X).
Moreover, the twist corresponds to the Auslander-Reiten translation, i.e.
ϕ(τ˜ X) ∼= τϕ(X)
and ϕ(τ˜−X) ∼= τ−ϕ(X).
Proof. a. The map assigning to each oriented string Xˆ on S the string
v(Xˆ) is clearly a bijection between the set of oriented strings on S and
the set of strings. Two strings on S are equivalent iff the corresponding
strings are, so this bijection induces a bijection between the two sets
modulo equivalence. But then the former is nothing but the set of
oriented strings on C whereas the latter forms the parametrizing set of
the string modules over kQ.
b. It is enough to show that for any oriented string Xˆ on S we have
v(Xˆ↑) = v(Xˆ)∗ and v(↓Xˆ) = ∗v(Xˆ). Then applying the map M yields
the result.
×
Xi
;;
;;
;;
;;
;;
;;
;;
;;
;;
;;
;;
×
Xi+1
((
((
(
((
((
((
((
((
((
(
. . .
×
Xj











Xj+1
((
((
(
((
((
((
((
((
((
!! $$×
Xi−1


× ×
//__________
...
xˆi
  ?
??
. . . xˆi−1 //____ . . . xˆi−1 xˆi+1
?
??
?
...
?
??
? xˆj+1

xˆj
33
The above pair and the following pair of pictures show the first claim.
Rotating the “right lower or upper” end of an oriented string corresponds
to adding or removing a hook at the right end of the string like in
Definition 3.4.
×
Xi−1
((
((
((
((
((
((
(
((
((
(
× ×== ::
×
Xi

×
Xi+1


. . .
×
Xj::::::
::::::::::::::::
Xj+1


oo_ _ _ _ _ _ _ _ _
...
xˆj
 
 
...
xˆj+1
 

. . . xˆi−1 . . .oo_ _ _ _ xˆi−1
?
??
xˆi+1
 
xˆi
Of course the claim concerning the left end of the strings is completely
dual. The corresponding pictures are the following.
×
Xi−1
((
((
((
((
((
((
(
((
((
(
× ×
×
Xi

. . .
×
Xj−1(((((
((((((((((((
×
Xj;;;;;;
;;;;;;;;;;;;;;;;
Xj+1


oo_ _ _ _ _ _ _ _ _ _
...
xˆj
  ?
??
xˆj−1
 

xˆj+1 . . . oo_ _ _ _ xˆj+1 . . .
...
xˆi−1
  

xˆi
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×Xi
::
::
::
::
::
::
::
::
::
::
::
. . .
×
Xj−1









×
Xj











Xj+1
((
((
(
((
((
((
((
((
((
×
Xi−1


× ×
//__________
...
xˆi

?
??
?
xˆi−1
...
?
??
?
xˆj−1
?
??
xˆj+1
 
. . . //____ xˆj+1 . . .
xˆj
To prove that τ corresponds to τ˜ we note that according to Theorem 3.6
every Auslander-Reiten sequence involving string modules is of the form
M(v∗)
))RRR
RRRL
0 //M(v)
66mmmmmm
((QQQ
QQQ
M(∗v∗) // 0
M(∗v)
55llllll
for some string v. If we now consider the oriented string X on C with
ϕ(X) ∼= M(v) we can use our knowledge about the irreducible maps to
write down this Auslander-Reiten sequence in terms of strings on C:
ϕ(X↑)
((RRR
RRRL
0 // ϕ(X)
66mmmmmm
((QQ
QQQ
Q ϕ(
↓X↑) // 0
ϕ(↓X)
66llllll
Note that at least one of the modules M(v∗) and M(∗v) is nonzero,
so at least one of X↑ and ↓X is an oriented string, ensuring that ↓X↑
makes sense – just chose the right order for the rotations. But then
↓X↑ = τ˜−X by the definition of the rotations and the twist, hence
τ−ϕ(X) ∼= ϕ(τ˜−X)
for any left term ϕ(X) of an Auslander-Reiten sequence.
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Since we know that τ and τ− induce inverse bijections between the
sets of isomorphism classes of non-projective and non-injective string
modules, this implies that τ˜ and τ˜− induce inverse bijections between
the sets of non-projective and non-injective strings on C. (To avoid the
following awkward formulation we will write “projective string” instead
of “string representing via ϕ an indecomposable projective module” etc.)
So the situation is presented by the following commutative diagram:{
non-projective
strings
}
τ˜ //∼
ϕ

	
{
non-injective
strings
}
τ˜−
oo
ϕ
{
non-projective
string modules
}
τ //∼
{
non-injective
string modules
}
τ−
oo
We still have to check what happens with the projective and injective
strings. For this we recall that the twist τ˜ is a bijection from the
set of all strings on C onto itself, so the inverse bijections between
the above subsets imply that we have inverse bijections between the
complementary subsets{
projective
strings
}
·∪
{
vertical
strings
}
τ˜ //∼
{
injective
strings
}
·∪
{
vertical
strings
}
τ˜−
oo ,
where each of the four sets contains exactly n+1 elements. On the other
hand we already know by Proposition 4.9 that every τ˜ -orbit contains at
most one vertical string, so these bijections split into{
projective
strings
}
τ˜ //∼
{
vertical
strings
}
τ˜−
oo and
{
vertical
strings
}
τ˜ //∼
{
injective
strings
}
τ˜−
oo .
Now recall from Chapter 2, that τX = 0 ⇔ X is projective and
τ−X = 0⇔ X is injective. But by definition ϕ(X) = 0 for any vertical
string X, so we have{
projective
strings
}
τ˜ //∼
ϕ

	
{
vertical
strings
}
τ˜−
oo
ϕ
{
projective
string modules
}
τ // {0}
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and {
vertical
strings
}
τ˜ //∼
ϕ

	
{
injective
strings
}
τ˜−
oo
ϕ

{0}
{
injective
string modules
}
τ−
oo
and the claim follows.
Remark 4.19. In particular the above bijections show that a string X on C
is projective (injective) iff sl(X) = −1 (1). This furthermore implies that
the postprojective (preinjective) strings are descending (ascending) and the
horizontal strings are regular. Also the projective strings are those of minimal
slope and the injective strings those of maximal slope.
Concerning the projective and injective strings we can be even more exact:
Proposition 4.20. Let Xj be a vertical string. Then
ϕ(τ˜−Xj) ∼= P (xj),
ϕ(τ˜ Xj) ∼= I(xj),
where P (xj) and I(xj) are the indecomposable projective respectively injective
modules corresponding to the vertex xj of Q.
Proof. We will only proof the first isomorphism since the proof of the second
is dual. Consider the copy Xˆj of Xj on S. Locally the situation on S looks
like
×
Xˆi−1








τ˜−Xˆj
((
×
Xˆi
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
Xˆj−1
Xˆj
77
77
77
77
77
77
77
77
× ×
× × ×
Xˆj+1 Xˆktttttttttttt
tttttttttttt
×
Xˆk+1

... ...
with i ≤ j ≤ k. The corresponding part of Q is
xˆj
?
??
 
xˆj−1
 

xˆj+1
?
??
?
...
...
xˆi−1
?
??
 

?
??
? xˆk+1
 
xˆi xˆk
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and
xˆj
?
??
 
xˆj−1
 

xˆj+1
?
??
?
v(τ˜−Xˆj) =
...
...
 

?
??
?
xˆi xˆk
which is the string corresponding to the projective module P (xj).
____________________ D00
?
??
??
D−11
?
??
??
??
oo_ _ _ _ _ _________
. . .
??
...
D01
??
?
??
??
?? . . .
. . . ?
??
??
?
??
...
. . .
?
??
??
?? Dp−10
??
?
??
??
Dp0
??
?
??
??
Dp−11
??
?
??
??
?
oo_ _ _ _ _
...
?? Dp1
??
?
??
??
?? . . .
...
??
. . .
. . .
...
. . . ?
??
??
?
...
?
??
??
? Dp−1q = D−10
??
?
??
??
_____________________ Dpq = D00
??
D−11
??
oo_ _ _ ______
Figure 4.5: The quiver of steep strings on C
Now the “global structure” of the string modules (i.e. the parts of the
Auslander-Reiten quiver containing string modules) can be studied using the
structure of the strings on C. In analogy to the Auslander-Reiten quiver we
draw a quiver with vertices for the strings, arrows for the rotations and broken
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arrows for the twist. We get three connected components: one consisting of
the steep strings and two for the horizontal strings consisting of the strings
Di,j and Di,j, respectively. First consider the quiver of steep strings. By
comparison with the following picture we see that it looks like Figure 4.5.
...
×
0 . . .
×
p− 1
Dp−10
hhhhh
hhhhh
hhhhh
hhhhh
hhhhh
hhhhh
×
p
...
×
0
D00 Dp0eeeeeeeeeeeeeeeeeeeeeeeee
eeeeeeeeeeeeeeeeeeeeeeeee
×
1
Dp1iiiiiiiiiiiiii
iiiiiiiiiiiiii
. . .
×
q
Dqp=D00
The arrows pointing upwards correspond to rotating the upper end of a steep
string, those pointing downwards correspond to rotating the lower end. By
(4.2) the strings in the top row are the same as those in the bottom row, so
these must be identified to give a kind of infinite pipe.
Which of the steep strings are vertical and which correspond to string
modules of course depends on the chosen triangulation ∆. In any case the
vertical strings form a subquiver isomorphic to Qop (since the arrow indicating
a rotation between two vertical strings is reverse to the arrow in Q connecting
the corresponding vertices) intersecting each of the n + 1 τ˜ -orbits exactly
once and separating the ascending strings on the left side from the descending
strings on the right, i.e. the preinjective from the postprojective modules such
that we get two connected components of the Auslander-Reiten quiver.
Dp,p
?
??
??
Dp−1,p−1
?
??
??
oo_ _ _ _ Dp−2,p−2oo_ _
. . .
. . . D1,1
?
??
??...
D0,0oo_ _ _ _ _
Dp−1,p
??
?
??
??
_ _ Dp−2,p−1
??
. . .
oo_ _ _ D0,1
?
??
??
??
...
oo_ _
Dp−1,p+1
??
Dp−2,p
??
oo_ _ _
. . .
. . .
...
D−1,1
. . .
D1,p−1
?
??
?? ...
D1,p
?
??
??
??
...
D0,p−1oo_ _ _ _
. . .
... D0,p
??
...
. . .
...
Figure 4.6: The tube of rank p
The situation is even better regarding the regular string modules. Their
39
combinatorial structure is completely independent of ∆ as it is the same as
the structure of the horizontal strings which obviously only depends on p and
q. So the corresponding components of the Auslander-Reiten quiver can be
written down immediately. In Figure 4.6 the quiver of the horizontal strings
Di,j is shown. The arrows pointing upwards correspond to rotating the head
of a string and those pointing downwards to rotating the tail of a string. Here
the strings lying on the left vertical dotted line are the same as those on the
right line, so these lines must be identified. What we get is called a stable
tube. It is limited from above by the strings D1,1, . . . ,Dp,p forming the mouth
of the tube, but is infinitely deep. The number of points in the mouth of a
tube is called its rank. So in our case the horizontal strings Di,j (and thus
the corresponding string modules) form a tube of rank p. Of course nearly
the same happens for the Di,j, there we get a tube of rank q.
Remark 4.21. In the language of translation quivers (see e.g. [ASS06, VIII.1.])
the quiver of steep strings on C is isomorphic to ZQop, the vertical strings form
a section and the preinjective and postprojective components are isomorphic to
NQop and (−N)Qop, respectively. A tube of rank p is isomorphic to ZA∞/(τ p).
Remark 4.22. In a certain sense we have obtained the most interesting parts of
the Auslander-Reiten quiver of mod kQ, since the remaining indecomposable
modules (the band modules) are arranged in an infinite family of tubes of
rank 1. (Note that the quiver of strings, which thus essentially controls the
Auslander-Reiten quiver of mod kQ, only depends on p and q, so it is indeed
sensible to speak of the type A˜p,q.) Moreover all connected components of
the Auslander-Reiten quiver are standard components. This roughly means
that a suitably defined subcategory of mod kQ corresponding to a component
is equivalent to the so-called mesh category, a purely combinatorial category
depending only on the shape of the component itself (see e.g. [SS07]). This
implies that the combinatorics of, say, the horizontal strings Di,j encode the
structure of any standard stable tube of rank q occurring in the Auslander-
Reiten quiver of an arbitrary algebra.
To simplify notation we will use Theorem 4.18 to identify strings on C
and the corresponding string modules via ϕ, so (at least for the moment)
we will not distinguish between them anymore and use the same letter for
both. Accordingly we will also use the same notation for the Auslander-
Reiten translation τ and the twist τ˜ and drop the tilde. (Of course this is a
certain abuse of notation, since now τ 2 maps a projective string module to
an injective one via one of the “n+ 1 different zero modules” represented by
the vertical strings, but our interpretation of string modules as strings on C
may perhaps be seen as a further indication that it is sometimes useful to
enlarge mod kQ by adding n+1 objects usually called the “negative simples”,
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compare e.g. the concept of decorated representations described in [MRZ03].
The compatibility degree defined there has a natural interpretation as the
number of intersections of two strings.)
A particularly nice consequence of presenting the string modules over kQ
via strings on C is the following
Theorem 4.23. The dimension of the vector space of extensions between two
string modules equals the number of positive intersections of the strings, i.e.
dimExt1(X, Y ) = X+(X, Y ).
Proof. We use the abbreviation [X, Y ] = dimHom(X, Y ) and [X, Y ]1 =
dimExt1(X, Y ). The main idea of the proof is this. By the Auslander-
Reiten formula (Lemma 2.5) we have [X, Y ]1 = [Y, τX] = [τ−Y,X], and
for the homomorphism spaces we know a basis given by quiver morphisms
described in Theorem 3.8. So if we can construct a bijection between the
positive intersections of X and Y and the basis elements of one of the
homomorphism spaces we are done. But to avoid the necessary case-by-case
analysis concerning the quiver morphisms we will proceed like that only for
the regular modules and deal with the postprojective and preinjective modules
applying a shorter but less explicit argument using invariance properties. This
is done in the first four steps of the proof:
1. Let P be a projective string. For another projective string Y we know
that X+(P, Y ) = 0 by (4.11) and for Y non-projective we have sl(P ) < sl(Y )
by Remark 4.19 and thus X+(P, Y ) = 0 by Corollary 4.13. So altogether we
see that
X+(P,−) = 0 = [P,−]1.
2. Next we want to show [−, P ]1 = X+(−, P ). So let Y be non-projective
(by step 1.) and P = P (xi) = τ
−Xi for some vertical string Xi (0 ≤ i ≤ n).
We have
[Y, P (xi)]
1 = [P (xi), τY ] Auslander-Reiten formula 2.5
= (dimτY )xi by (1.7)
= X (τY,Xi) by (4.17)
= X (τY, τP (xi))
= X (Y, P (xi)) by Proposition 4.8
= X+(Y, P (xi)) by Corollary 4.13.b. as sl(P (xi)) < sl(Y ).
3. Now let X or Y be postprojective and k minimal such that τ k(X) or
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τ k(Y ) is projective. Then we have
[X, Y ]1 = [τ k(X), τ k(Y )]1 by Corollary 2.7
= X+(τ k(X), τ k(Y )) by steps 1. and 2.
= X+(X, Y ) by Proposition 4.8.
4. If X or Y are preinjective the proof for [X, Y ]1 = X+(X, Y ) is dual to
steps 1. to 3.
5. So it remains to treat the cases where X and Y are both regular. Let
us first consider the set Bv,w for regular strings v and w. It is useful to observe
that the strings of the form v(Dˆa,b) (i.e. all the strings in the tube of rank
q) are precisely the strings for which the arrows left and right of the string
point left:
×





22
22
22
22
22
×
{{
{{
{
{{
{{
{{
{{
×
Dˆa,b
++×
a
×
b
×
oo oo...
↙v(Dˆa,b)↙
Dually the arrows left and right of a string contained in the tube of rank p
both point right.
Now let b = (v′, w′, α) ∈ Bv,w. Without loss of generality we can assume
that α : v′ ∼−→ w′ is the identity. Let us first consider the case that the arrow
right of v′ = w′ points left and thus ends at a vertex in v′. Then this arrow
cannot be in v since v′ is a factor string of v, so r(v) = r(v′). As we assume
that v is regular, the above observation yields that the arrow left of v also
points left. If the arrow left of v′ pointed right, the same argument would
show that the arrows left and right of v would both point right and thus
lead to a contradiction. Therefore the arrow left of v′ = w′ points left, which
implies that it may not belong to w (as w′ is substring of w), so l(w) = l(w′)
and the arrows left and right of w both point left. Hence in this case all the
strings v, w and v′ = w′ are in the tube of rank q.
If the arrow right of v′ = w′ points right, an analogous argument shows
that v, w and v′ = w′ are all in the tube of rank p. In particular Bv,w = ∅
if v and w do not belong to the same tube, and thus [X, Y ] = 0 for the
corresponding string modules by Theorem 3.8. Now the τ -translate of a
regular module is contained in the same tube, so also [X, Y ]1 = [Y, τX] = 0
if X and Y belong to different tubes. But in this case we obviously also have
X+(X, Y ) = 0. Of course we could as well cite the general result that the
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tubes containing regular modules over a hereditary algebra are Hom- (and
thus also Ext-) orthogonal, see e.g. [SS07, XI.2.], but we will also use the
above analysis later on.
6. Next let X = Di,j and Y = Dk,l be in the tube of rank q. We will now
construct the mentioned bijection between the positive intersections of X
and Y and the basis of Hom(Y, τX) ∼= DExt1(X, Y ) given in Theorem 3.8.
As explained after Definition 4.6 the positive intersections of X and Y are
in bijection with the copies of Y on S intersected positively by a fixed copy
Xˆ of X. So, given a positive intersection of X and Y on C, consider the
corresponding copy Dˆi,j of X and Dˆk,l of Y (see Figure 4.7). The fact that
these intersect positively is equivalent to
k ≤ i− 1 ≤ l and i ≤ l + 1 ≤ j.
These two inequalities can be combined to
k ≤ i− 1 ≤ l ≤ j − 1, (4.24)
which means that the strings v(Dˆk,l) and v(τDˆi,j) = v(Dˆi−1,j−1) have in
common the subquiver v(Dˆi−1,l) and are of the form
v(Dˆk,l) = v(Dˆk,i−2)↙v(Dˆi−1,l) and v(Dˆi−1,j−1) = v(Dˆi−1,l)↙v(Dˆl+1,j−1)
Note that v(Dˆk,i−2) and v(Dˆl+1,j−1) may be empty (if k = i− 1 or l = j − 1),
but v(Dˆi−1,l) is non-empty since i − 1 ≤ l. Also note that the arrows
connecting the strings indeed point left by the observation above. So v(Dˆi−1,l)
is a factor string of v(Dˆk,l) and a substring of v(Dˆi−1,j−1) and the triple
b = (v(Dˆi−1,l) ⊆ v(Dˆk,l), v(Dˆi−1,l) ⊆ v(Dˆi−1,j−1), idv(Dˆi−1,l)) corresponds to a
basis element fb of Hom(Y, τX).
Conversely, suppose that fb with b = (v
′, w′, α) ∈ Bv,w is a basis element
of Hom(Y, τX), where v′ is a factor string of v ∼ v(Dˆk,l) and w′ a substring
of w ∼ v(Dˆi−1,j−1). Without loss of generality we can assume that v =
v(Dˆk,l), w = v(Dˆi−1,j−1) and α : v′ ∼−→ w′ is the identity. Obviously we
×
Dˆk,l
))×
k
×
i− 1
Dˆi,j
((×
i
×
l
×
l + 1
×
j
×
Figure 4.7: An intersection of two horizontal strings
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are in the first case of the analysis we did in step 5, so we already know
that v′ = w′ is of the form v(Dˆa,b), say v′ = w′ = v(Dˆs,t), and furthermore
r(v′) = r(v) ⇔ t = l and l(w′) = l(w) ⇔ s = i − 1, so v′ = w′ = v(Dˆi−1,l).
Altogether we see that
v(Dˆk,l) = v(Dˆk,i−2)↙v(Dˆi−1,l) and v(Dˆi−1,j−1) = v(Dˆi−1,l)↙v(Dˆl+1,j−1)
as above, so (4.24) holds and the copies Dˆi,j of X and Dˆk,l of Y intersect
positively. We associate the corresponding positive intersection of X and Y
on C to the basis element fb. Clearly these constructions are inverse to each
other and establish the claimed bijection.
7. The remaining case – both X and Y are in the tube of rank q – can be
treated by an argument completely analogous to that of step 6.
So the proof of Theorem 4.23 is finished.
Remark 4.25. For any oriented intersection of two oriented strings X and Y
there is a natural short exact sequence one can associate to the intersection
in geometric terms as follows. Consider the following picture of the chosen
intersection (or equivalently of the corresponding intersection of suitable copies
of X and Y on S). Note that we do not make any assumption concerning the
type of the involved strings or – equivalently – the distribution of the marked
points on the boundary components.
×
Y
  
E1
77





!
#
&
×
×
X
::uuuuuuuuuuuuuuuuuuuuuuuuuuuuuu
E2
##×
SS




!
#
&
If we resolve the chosen intersection locally by connecting a point of the “tail
part” of X near the intersection with a point of the “head part” of Y and
vice versa, at least one of the generated lines is an oriented string. So at least
one of E1 and E2 is a non-zero string module, and we get the following short
exact sequence.
E1
&&M
M
ML
0 // Y
88q
q
q
&&M
M
M X // 0
E2
88q
q
q
(Of course there are lots of things to check, e.g. that the broken arrows in
the picture indeed correspond to maps between the string modules. This
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is easily done by looking at the different possible cases, but since we just
want to point out the general construction, we omit the details.) We suppose
that a careful analysis of the isomorphism given in the Auslander-Reiten
formula (Lemma 2.5) should provide a correspondence between this short
exact sequence regarded as an element of Ext1(X, Y ) and the basis element of
Hom(Y, τX) associated (at least for some cases) to the positive intersection in
the proof of Theorem 4.23, thus implying that the X+(X, Y ) = dimExt1(X, Y )
short exact sequences we get through the above construction form a basis of
Ext1(X, Y ).
Example 4.26. Consider the case p = 1, q = 2. Choosing vertical strings
X0, X1 and X2 as shown below leads to the quiver Q = x0 x1oo x2oo
ss ;
every other choice gives an isomorphic quiver. Now consider the oriented
strings X and Y as in the following picture on S.
×
Xˆ0 Xˆ1 Xˆ2
×
Xˆ3 Xˆ4 Xˆ5
×
Xˆ6 Xˆ7 Xˆ8
×
Xˆ9
×
Y
**×
llllllllllllllll
Xlllllllll
66llllll
× ×
llllllll
Xlllll
66lll
× × ×
For a fixed copy of Y there are two copies of X intersecting Y . The string
modules represented by X and Y are the following:
xˆ2
+
++
++
++
++
xˆ5


xˆ5
+
++
++
++
++
xˆ8


X ∼= M( xˆ4


) ∼= M( xˆ7


)
xˆ3 xˆ6
and
xˆ2


+
++
++
++
++
xˆ5


+
++
++
++
++
Y ∼= M( xˆ1 xˆ4


)
xˆ3 xˆ6
Note that X = τ˜ X0 = I(x0) is injective, so Ext
1(Y,X) = 0, but also
X+(Y,X) = 0 since both intersections of X and Y are positive.
First consider the intersection of the solid copy of X and Y . Illustrating
Remark 4.25 we get the middle term of the short exact sequence corresponding
to this intersection as the direct sum of the oriented strings E1 and E2 – see
Figure 4.8, where also the corresponding short exact sequence is depicted in
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xˆ3
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xˆ3 xˆ6
Figure 4.8: First intersection of Example 4.26
terms of strings as subquivers of Q. The pictures for the intersection of the
dashed copy of X and Y are shown in Figure 4.9.
Remark 4.27. As already mentioned in Remark 4.22 a tube of horizontal
strings can be used to describe any standard stable tube occurring as a
component in the Auslander-Reiten quiver of an algebra A. For string modules
X and Y over A = kA˜p,q both lying in the same tube Theorem 4.23 gives
X+(X, Y ) = [X, Y ]1 = [Y, τX]. But X+(X, Y ) and [Y, τX] only depend on the
position of X and Y in the (standard) tube; so after identifying the elements
of another standard stable tube of the same size with, say, the oriented strings
on a punctured disc we see that X+(X, Y ) = [Y, τX] also holds for modules
X and Y over an arbitrary algebra both lying in this tube. If additionally
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xˆ6
Figure 4.9: Second intersection of Example 4.26
the Auslander-Reiten formula for X and Y holds in the form of Lemma 2.5
(which is not only the case for modules over hereditary algebras, but e.g. also
for modules lying in a so-called hereditary standard stable tube, see [SS07]),
we recover the result of Theorem 4.23 X+(X, Y ) = [Y, τX] = [X, Y ]1.
Remark 4.28. If Q′ is a quiver of type An, we can use an “extension” by
one vertex to a quiver Q of type A˜n and the embedding of mod kQ′ into
mod kQ to obtain the main results of this chapter also in type An. The
analogue of Theorem 4.18, for which we have to replace the cylinder C with
an (n+3)-gon, is already known from [CCS06], but to formulate the analogue
of Theorem 4.23 we need an orientation for those diagonals not contained
in the chosen triangulation. This can be done by gluing two suitable sides
of the (n + 3)-gon such that we get a cylinder in which the triangulating
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diagonals together with the glued side form a set of vertical strings. Using
this set of vertical strings we get the desired orientation for all other diagonals
as above. (Breaking the symmetry of “intersection” is not necessary for a
similar interpretation of intersections in the cluster category since there Ext1
is also symmetric, compare [CCS06, Remark 2.15].)
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Chapter 5
Cluster algebras
Cluster algebras were introduced by Fomin and Zelevinsky in [FZ02] in
connection with total positivity and canonical bases and have since then
led to the developement of a quickly growing theory with many interesting
connections to other fields. In this chapter we choose an elementary approach
just providing the notions we need to formulate Hubery’s results from [Hub]
in the next chapter. For a nice overview over the theory see [FZ03].
A cluster algebra is a subring of the field of rational functions in m (com-
muting) variables, which is generated by special elements. These generating
elements are successively constructed depending on a combinatorial datum
encoded in a quiver or a skew-symmetric integer matrix. There are more
general definitions involving an additional coefficient ring or allowing more
general matrices but since we focus on the combinatorial aspects we restrict
ourselves to the simpler setup.
For the construction of the generators of a cluster algebra we need the
concept of mutations explained in the following section.
5.1 Quiver and matrix mutations
Definition 5.1. Given a finite quiver Γ with vertex set I without loops or
2-cycles, for any vertex k ∈ I we define a new quiver µk(Γ), the mutation of
Γ in direction k in three steps:
a. For any two vertices i and j with a arrows from i to k and b arrows
from k to j add ab arrows from i to j.
b. Remove any 2-cycles created in the first step. To be more precise: if
there have been c arrows from j to i, delete min{ab, c} arrows in both
directions.
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c. Change the orientation of all arrows incident to k.
Note that µk(Γ) again contains neither loops nor 2-cycles.
Example 5.2.
1 //
6
66
66
6 3
2
DD
µ2−→ 1 ////ZZ666666
3
2



µ1−→ 1 oo oo
6
66
66
6 3
2
DD
It is often useful to encode the combinatorial data of quivers by matrices
and vice versa. The correspondence is the following:
Definition 5.3. To a quiver Γ with vertex set I we associate a matrix
B(Γ) = (bij)i,j∈I whose rows and columns are indexed by the vertices of Γ
with entries
bij := #{arrows from j to i} −#{arrows from i to j}.
Conversely, given a skew-symmetric m × m integer matrix B = (bij)i,j∈I ,
the corresponding quiver Γ(B) has vertex set I and bij arrows from j to i
whenever bij > 0. We always have B(Γ(B)) = B and for a quiver Γ without
loops or 2-cycles also Γ(B(Γ)) = Γ.
Remark 5.4. Note that for writing down the matrix B(Γ) we have to choose
a (usually canonical) ordering of the vertices of Γ. Accordingly B(Γ) can also
appear with its rows and columns simultaneously permuted.
On the level of matrices mutation works as follows:
Definition 5.5. Given a skew-symmetric m×m integer matrix B = (bij)i,j∈I ,
for any k ∈ I the mutation of B in direction k is the matrix µk(B) = (b′ij)
with entries
b′ij =
{
−bij if i = k or j = k;
bij +
1
2
(bik |bkj|+ |bik| bkj) else.
(5.6)
Of course we have the following
Proposition 5.7. Quiver mutations and matrix mutations are compatible
under the mutual correspondence, i.e. for a quiver Γ like above we have
B(µk(Γ)) = µk(B(Γ)).
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Proof. Reversing the arrows incident to the vertex k corresponds to the sign
change in the kth row and kth column of B(Γ). By (5.6) the entry bij for
i 6= k 6= j changes iff bik and bkj have the same - say positive - sign. This
means that in Γ there are bik arrows from i to k and bkj arrows from k to j. So
bikbkj arrows from i to j are added and after removing possible 2-cycles there
remain bij + bikbkj arrows corresponding to the entry b
′
ij of µk(B(Γ)).
This allows us to choose whether to work with matrices or quivers, which-
ever is more convenient. So it is easy to see that quiver mutations and
therefore also matrix mutations are involutive:
Proposition 5.8. Let Γ be a quiver as above, k a vertex of Γ. Then
µk(µk(Γ)) = Γ.
Proof. By mutating twice in direction k the arrows incident to k are reversed
twice and thus retain their original direction. For vertices i 6= k 6= j with
a arrows from i to k and b arrows from k to j we add ab arrows from i to
j during the first mutation and ab arrows in the other direction during the
second mutation. So altogether the number of arrows between i and j remains
invariant.
Definition 5.9. Two quivers as above are called mutation equivalent if
one can be transformed into a quiver isomorphic to the other by a sequence of
mutations. Since mutations are involutive this indeed defines an equivalence
relation on the set of all finite quivers without loops and 2-cycles. Of course
we have the corresponding notion for skew-symmetric integer matrices, but
besides mutations we have to allow a simultaneous permutation of the rows
and columns by Remark 5.4.
Although quiver mutations only involve quite elementary combinatorics
they provide the combinatorial key structure for patterns arising in different
areas and thus indicate unexpected relations. As we will see in Chapter 6
there are connections to representations of finite-dimensional algebras; and
topics closely related to these connections are still under investigation. For
some problems concerning quiver mutations there are representation theoretic
but no combinatorial solutions, for some obvious questions no answer has
been found yet. For example it is not known how to decide whether two given
quivers are mutation equivalent or not. Also the question which quivers have
finite mutation equivalence class is not yet fully answered.
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5.2 Seeds and clusters
Let F = Q(x1, x2, . . . , xm).
Definition 5.10. A seed Σ is a pair (x,Γ) (or (x, B)) where x is a set of m
algebraically independent elements of F (called a cluster) and Γ is a quiver
with vertex set x without loops or 2-cycles (or equivalently B = (bxy)x,y∈x
a skew-symmetric m × m integer matrix). For any z ∈ x we define the
mutation of Σ in direction z to be the new seed µz(Σ) = (x
′,Γ′) ((x′, B′)
resp.) where x′ = x\{z} ·∪{z∗} is a new cluster with z∗ given by the exchange
relation
z∗ · z =
∏
y∈x
y#{arrows from y to z} +
∏
y∈x
y#{arrows from z to y} (5.11)
( =
∏
byz>0
ybyz +
∏
byz<0
y−byz)
and Γ′ (or B′) is the mutation of Γ (or B) in direction z with the vertex
(row and column label) z replaced by z∗. (The elements of x′ are indeed
again algebraically independent as otherwise substituting z∗ via the exchange
relation (5.11) would lead to an algebraic relation for the elements of x.) Two
seeds are considered to be identical if their clusters are equal and the identity
map on the – therefore common – vertex set can be extended to a quiver
isomorphism.
The fact that (5.11) is symmetric with respect to z and z∗ and that quiver
mutations are involutive yields µz∗(µz(Σ)) = Σ; in this sense seed mutations
are also involutive. (One might achieve proper involutions by labelling the
mutation with the remaining m− 1 elements instead of the element that is
replaced, but to keep notation simple and compatible with the literature we
stick to the traditional notation.) As in the case of quivers and matrices two
seeds are called equivalent if they can be transformed into each other by a
sequence of mutations.
We can now construct the generators of a cluster algebra. As already
mentioned, a cluster algebra depends on the choice of a quiver Γ (or an m×m
matrix B). Starting with the seed Σ = ({x1, . . . , xm},Γ) called the initial
seed, we apply mutations in all possible directions to obtain new seeds and
then iterate this process. In other words we consider the mutation equivalence
class [Σ] of the initial seed.
Definition 5.12. The cluster algebra AΓ (or AB) is the subring of F
generated by the union of all clusters of the seeds in [Σ]. The rational
functions in this union are called the cluster variables. The type of a
cluster algebra AΓ is given by the type of Γ.
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Example 5.13. Consider the quiver Γ = x1 → x2 of type A2. For every seed
there are two possible mutations. Starting with the initial seed x1 → x2 we
can proceed in two directions; then we always have the choice between going
back and going on. A priori the generated functions might get arbitrarily
complicated in both directions, but after a few mutations the terms miracu-
lously become simpler again and the whole process turns out to be periodic
after 5 steps. The mutation pattern looks like this.
HHHHHHHHHHHHvv
vv
vv
vv
vv
vv
))
))
))
))
))
))
))
) 
1+x2
x1
← x2
x1 → x2
x1 ← 1+x1x2
1+x1+x2
x1x2
→ 1+x1
x2
1+x1
x2
→ 1+x1+x2
x1x2
Though some cluster algebras do appear as coordinate rings of some
classical varieties, the main interest in cluster algebras does not concentrate
on the algebraic structure but on their combinatorial aspects. Relations to
quiver representations were discovered and led to the idea of a categorification
of a cluster algebra. For many cluster algebras it is possible to find or construct
a (nice) category where the objects correspond to the cluster variables and
clusters and mutations have a natural interpretation inside the category. An
important example is the introduction of the cluster category in [BMR+06], a
quotient of the bounded derived category of modA for a finite-dimensional
hereditary algebra A. Closely related to this, but surprisingly elementary, is
the construction of Hubery explained in [Hub], which we will use in the next
chapter.
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Chapter 6
Tilting modules and cluster
combinatorics
Tilting theory is concerned with a special class of modules over a finite-
dimensional algebra A, the tilting modules. Tilting modules are of interest for
(at least) two reasons. First, it turns out that for B = EndA T the categories
modB and modA are closely related and one can use this relation to transfer
knowledge about one of them to the other. Secondly, the class of tilting
modules often carries a beautiful combinatorial structure with relations to
cluster algebras. We will see this for A = kQ where Q is (as throughout this
chapter) a quiver of type A˜p,q. In [Hub], Hubery proves such a relation for
any path algebra over a finite, acyclic quiver. In this chapter we show that
the language developed in Chapter 4 is well suited to describing his results.
The definition of a tilting module is the following.
Definition 6.1. Let A be a finite-dimensional algebra. A module T ∈ modA
is called a tilting module if the following three conditions are satisfied:
(T1) pdT ≤ 1
(T2) Ext1(T, T ) = 0
(T3) There is a short exact sequence 0 → AA → T0 → T1 → 0 with
T0, T1 ∈ addT.
Recall from Section 1.2 that (T1) means that T has a projective resolution
of length at most 1; this always holds if A is hereditary.
Modules satisfying (T2) are called rigid; modules satisfying (T1) and (T2)
are called partial tilting modules. So for us all rigid modules are partial
tilting modules. An indecomposable rigid module is called exceptional.
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This definition has a nice interpretation in terms of strings on C for
A = kQ. We know from Chapter 3 that every indecomposable A-module
M is either a band module or a string module. If M is a band module it
lies in a tube of rank 1, so τM ∼= M and in particular Ext1(M,M) 6= 0 (see
e.g. [SS07, XI.2.]). If M is a string module, by Theorem 4.18 it is represented
by a string on C and by Theorem 4.23 Ext1(M,M) = 0 ⇔ X+(M,M) = 0.
So we get the following
Corollary 6.2. The exceptional modules over kQ are precisely the oriented
strings on C without self-intersections, i.e. all postprojective and preinjective
strings as well as the regular strings Di,j with j − i ≤ p − 2 and Di,j with
j − i ≤ q − 2.
×
−q
D1,q−1
))×
−1
×
0
D1,q−1
))×
1
×
q − 1
×
q
D1,q−1
((×
2q
The condition (T3) roughly says that addT (which is the subcategory of
modA consisting of direct sums of direct summands of T ) is large enough.
This is made precise by the following surprising result.
Let n(M) be the number of pairwise non-isomorphic indecomposable
summands of a module M . For basic modules (in particular for most of the
modules we consider) this is the number of indecomposable summands. We
set n(A) = n(AA), so e.g. n(kQ) = n+ 1. Then the following holds.
Theorem 6.3 (Happel-Ringel [HR82]). Let A be as above and T a partial
tilting module. Then T is a tilting module iff n(T ) = n(A).
In view of Corollary 6.2 we can again interpret this in terms of strings
on C. Namely, we claim that, given a tilting module T = ⊕ni=0 Ti with
Ti exceptional, the Ti form a triangulation of C. Indeed, 0 = [T, T ]1 =∑
i,j[Ti, Tj]
1. In particular 0 = [Ti, Tj]
1 = X+(Ti, Tj) for all i and j, so also
0 = X+(Ti, Tj) + X+(Tj, Ti) = X (Ti, Tj). This means that there are no
intersections among the n + 1 oriented strings T0, . . . , Tn. But we already
know that the chosen triangulation ∆ consists of the n+ 1 vertical strings
and it is a well-known fact (or follows from easy combinatorial considerations,
e.g. an induction argument) that the number of strings needed to triangulate
C is independent of the triangulation. So the Ti must form a triangulation,
else we could add further strings not intersecting any of the Ti and get a
triangulation with more than n+ 1 strings.
This description also allows to justify the name “partial tilting module”.
Proposition 6.4. Any partial tilting module T ′ can be completed to a tilting
module, i.e. there is a partial tilting module T ′′ such that T ′ ⊕ T ′′ is a tilting
module. In this case T ′′ is called a complement to T ′.
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Proof. There is a general proof of this result using a construction by Bongartz.
In our special case it is obvious what we have to do. Namely, after decomposing
T ′ into its indecomposable summands it is represented by a collection of non-
intersecting oriented strings on C. Since by definition the triangulations are
the maximal collections of this kind, any such collection can be completed
to a triangulation of C and it is easy to see that we can avoid using vertical
strings (in each step we at least have the choice between two intersecting
“diagonals” of a quadrilateral, only one of which can be a vertical string). The
direct sum of the added oriented strings form a complement to T ′.
As a further application we show that tilting modules are precisely the
maximal rigid modules. A rigid module T is called maximal rigid if for any
module X the rigidity of T ⊕X implies X ∈ addT . The fact that a tilting
module T is maximal rigid follows easily from Theorem 6.3 (T ⊕X would
certainly be a tilting module, thus n(T ⊕X) = n(A) = n(T ) and X ∈ addT )
or equivalently using that T already corresponds to a triangulation (no further
string can be added without causing intersections). For the converse we note
that a maximal rigid module is in particular a partial tilting module. So by
Proposition 6.4 it has a complement; but this must already be contained in
addT by the maximality of T , so T is a tilting module.
The main observation up to now was that tilting modules over kQ cor-
respond to triangulations of C consisting of oriented strings. What about
arbitrary triangulations? Let a triangulation ∆ consist of strings ∆0, . . . ,∆n.
We can assume that ∆0, . . . ,∆l−1 are vertical and ∆l, . . . ,∆n are oriented
strings for some 0 ≤ l ≤ n+1. Let T =⊕ni=l∆i. We claim that T is a tilting
module considered as a representation of suppT .
In order to deal with the path algebra corresponding to the quiver suppT
we use the following notation. Denote by ∆V the set of vertical strings
∆0, . . . ,∆l−1 and by δV the set of the corresponding vertices δ0, . . . , δl−1 in Q.
From now on we fix A = kQ. Let eδV =
∑l−1
i=0 eδi be the sum of the primitive
idempotents corresponding to the vertices in δV and A∆V = AδV := A/AeδVA,
which is the support algebra of T since δi /∈ suppT ⇔ δi ∈ δ. So we want to
show that T is a tilting AδV -module.
AδV is still a path algebra, thus in particular hereditary, and (T1) holds.
For (T2) we use the following simple lemma.
Lemma 6.5. An A-module T is rigid iff it is rigid as a module over its
support algebra AδV .
Proof. Given a short exact sequence of A-modules 0 → T → E → T → 0,
the formula dimE = 2 dimT yields suppE = suppT . Thus any self-extension
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of T as an A-module is also a self-extension of T as an AδV -module, and the
converse is obviously true. Hence the claim follows.
So T , which is represented by a collection of non-intersecting oriented
strings and thus rigid, is also a partial tilting module over its support algebra,
i.e. (T2) holds.
Instead of checking (T3) we use Theorem 6.3. We have (suppT )0 = Q0\δV ,
so n(AδV ) = |(suppT )0| = n + 1 − l = n(T ), since the indecomposable
summands of T remain indecomposable when viewed as representations of
suppT . Therefore the rigid module T has the right number of summands
and is thus a tilting module.
So an arbitrary triangulation ∆ of C consists of a set ∆V of vertical strings
and a set of oriented strings forming a tilting module T over A∆V . In our
setting this precisely corresponds to what Hubery in [Hub] calls a tilting pair
for the path algebra of an arbitrary finite, acyclic quiver.
Definition 6.6. A tilting pair (δV , T ) is given by a subset δV ⊆ Q0 and a
tilting module T over AδV .
Of course we also want to show that every tilting pair over A corresponds
to a triangulation of C. So, given a tilting pair (δV , T ) with δV = {δ0, . . . , δl−1}
and T =
⊕n
i=l Ti the indecomposable decomposition of T (which has n(T ) =
n(AδV ) = n + 1 − l summands), consider the set ∆V = {∆0, . . . ,∆l−1} of
the corresponding vertical strings and the Ti as exceptional A-modules (by
Lemma 6.5), i.e. oriented strings on C without intersections. To simplify
notation, let us make X (−,−) additive in both variables by setting X (Φ,Ψ) =∑
φ∈Φ,ψ∈ΨX (φ, ψ) where Φ and Ψ are collections of strings on C (which may
be given as basic A-modules). Then we have X (∆,∆) = 0 = X (T, T ) as
∆ consists of vertical strings and T is a rigid module. But also X (∆, T ) =
0 = X (T,∆) as X (∆i, T ) = (dimT )δi = 0 for δi ∈ δV . Altogether we have
l + (n+ 1− l) = n+ 1 strings on C without intersections among them and
hence a triangulation. So we have proven the following
Proposition 6.7. The tilting pairs over A are in natural bijection with the
triangulations of C.
Hubery also introduces a concept of mutation for tilting pairs. Before
explaining this we note that there is an obvious mutation rule for triangula-
tions:
Definition 6.8. Let ∆ be a triangulation of C consisting of the strings
∆0, . . . .∆n. For any 0 ≤ k ≤ n removing ∆k creates a quadrilateral, in which
we can replace ∆k by “the other diagonal” ∆
∗
k to get a new triangulation ∆
′
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we call the mutation of ∆ in direction ∆k and denote by µ∆k(∆). These
mutations are involutive in the sense that µ∆∗k(µ∆k(∆)) = ∆.
Remark 6.9. This exchange of diagonals is often called a flip. In our setup every
diagonal of any triangulation can be flipped. This is no longer the case when
we allow marked points in the interior of a surface. A loop based at a marked
point and enclosing exactly one inner marked point together with a curve
connecting these two points forms a so-called self-folded triangle like ◦−◦ , in
which two sides are glued together along the curve. Removing this “diagonal”
creates no quadrilateral but a once-punctured monogon, consequently this
diagonal cannot be flipped. A central idea in [FST06] by Fomin, Shapiro and
Thurston is the generalization of the ordinary triangulations we consider to
the concept of tagged triangulations, in which then again every diagonal can
be flipped. The possibility to include inner points yields more general results
– what we show for type A˜n using the results of Hubery is proven in [FST06]
also for other types including D˜n.
To define the mutation of tilting pairs we need the following definition
and a result of Happel and Unger. A partial tilting module T ′ is called
almost complete if it has an indecomposable complement. By the above
considerations this is equivalent to n(T ′) = n(A)− 1.
Theorem 6.10 (Happel-Unger). Let T ′ be an almost complete tilting module.
If T ′ is sincere then there are exactly two non-isomorphic complements to T ′;
if T ′ is insincere there is exactly one complement.
Proof. This result holds for tilting modules over arbitrary finite-dimensional
hereditary algebras, see [HU89]. We give a proof for the cases in which we
will apply the theorem, namely where δV is a subset of Q0 and T
′ an almost
complete tilting module over AδV . As above we see that these data can be
represented by n non-intersecting strings on C. To get a triangulation we have
to add just one further string, which must be a diagonal in a quadrilateral.
The only choice we have is which diagonal of the quadrilateral to take. Let
us now consider the two cases. If T ′ is sincere this means X (Xi, T ) 6= 0 for
all vertical strings Xi /∈ ∆V , where as above ∆V is the set of vertical strings
corresponding to δV . So both diagonals must be oriented strings and represent
the two possible complements to T ′. If T ′ is insincere there must be a vertical
string Xi /∈ ∆V with X (Xi, T ) = 0. So Xi has to be one of the diagonals of
the quadrilateral; therefore the other diagonal must be an oriented string and
represents the unique complement to T ′. We also see that the vertical string
Xi /∈ ∆V with X (Xi, T ) = 0 is unique.
The mutation of tilting pairs is now defined by Hubery as follows.
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Definition 6.11. Let δ = (δV , δT ) be a tilting pair with δV = {δ0, . . . , δl−1}
and δT =
⊕n
i=l δi. For any 0 ≤ k ≤ n we define a new tilting pair δ′ = (δ′V , δ′T ),
the mutation of δ in direction δk denoted by µδk(δ). If 0 ≤ k ≤ l − 1, set
δ′V = δV \{δk}. Then δT is an insincere almost complete tilting module
over Aδ′V . So by Theorem 6.10 there is a unique complement δ
∗
k and we set
δ′T = δT⊕δ∗k. If l ≤ k ≤ n we consider T ′ = δT/δk which is an almost complete
tilting module over AδV . If it is sincere there is precisely one complement
δ∗k  δk such that T ′ ⊕ δ∗k is a tilting module over AδV ; in this case we set
δ′V = δV and δ
′
T = T
′ ⊕ δ∗k. Otherwise there is a unique vertex δ∗k /∈ δV not in
the support of T ′. Then we set δ′V = δV ∪ {δ∗k} and δ′T = T ′.
By the above explanations – in particular the proof of Theorem 6.10 – it
is clear that this works and coincides with the mutation of triangulations
explained in Definition 6.8. So we get
Theorem 6.12. The mutation of triangulations is compatible with that of
tilting pairs under the natural bijection; i.e. if δ is the tilting pair corresponding
to a triangulation ∆ and δk corresponding to the string ∆k, then the tilting
pair µδk(δ) corresponds to the triangulation µ∆k(∆).
In order to relate tilting pairs to cluster algebras, Hubery associates to
any tilting pair δ = (δV , T ) with δV = {δ0, . . . , δl−1} and T =
⊕n
i=l Ti a seed
Σδ = (xδ, Bδ). The cluster xδ consists of the l vertices / variables xi contained
in δV together with the n+1− l rational functions xTi for l ≤ i ≤ n. Here xM
denotes the image of a module M under the Caldero-Chapoton map. This
map associates to any kQ-module a rational function in |Q0| variables, see
[Hub] for a precise definition. As we focus on the combinatorial aspects of
this construction, we do not need the explicit formula of xM .
The matrix Bδ is defined using the Euler form of A, which is given by
〈M,N〉 = [M,N ] − [M,N ]1 for modules M and N . (In fact one can show
that this only depends on the dimension vectors of M and N and defines a
bilinear form on Z|Q0|.) To define Bδ, first set
Hδ =
(
HδV HδV T
HTδV HT
)
:=
(〈P (δi), P (δj)〉i6=j −〈S(δi), Tj〉
− 〈Ti, S(δj)〉 〈Ti, Tj〉i6=j
)
.
Then define
Mδ =
(
MδV MδV T
MTδV MT
)
,
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where
MδV = HδV (1 +HδV )
−1
MT = HT (1 +HT )
−1
MδV T = HδV T (1 +HT )
−1
MTδV = (1 +HT )
−1HTδV .
Finally set
Bδ =Mδ −M tδ ,
which is clearly skew-symmetric. Now we are able to state the main theorem
of [Hub].
Theorem 6.13 (Hubery). The mutation of tilting pairs δ coincides precisely
with the mutation of seeds Σδ. The corresponding cluster algebra is AQ.
In particular Theorems 6.12 and 6.13 together yield the following
Corollary 6.14. The cluster variables of AQ are in natural bijection with the
exceptional modules over kQ together with the vertices x0, . . . , xn of Q, which
are in turn in natural bijection with the strings on C without self-intersections.
Moreover the clusters are in bijection with the tilting pairs, which are in
bijection with the triangulations of C.
Hubery’s formula for Bδ (which in particular shows that the cluster already
determines the seed) seems a bit cumbersome for explicit calculations. Can
we use our results to obtain a simpler description? Yes, we can. Recall that
in Chapter 4 we associated the quiver Q = Q(∆) defining our path algebra
A = kQ to the chosen triangulation ∆ of C. In Definition 5.3 we explained
how to associate to a quiver Γ without loops or 2-cycles a skew-symmetric
matrix B(Γ). We now claim that for each tilting pair δ with corresponding
triangulation ∆ we have Bδ = B(Q(∆)). (Of course this also follows from
the results in [FST06].)
Let us first check this for the initial seed given by the tilting pair δ =
(Q0, T = 0). (Note that T = 0 is a tilting module over the zero algebra.) The
corresponding triangulation is of course ∆, by definition Q = Q(∆) and so
we have to show Bδ = B(Q).
To do this we first determine the matrix Hδ = HQ0 . Since the modules
P (δi) are projective, we have [P (δi), P (δj)]
1 = 0 and thus 〈P (δi), P (δj)〉 =
[P (δi), P (δj)] = [Aeδi , Aeδj ] = dimk eδiAeδj = #{paths : δj → δi}. So we get
Hδ =
(〈P (xi), P (xj)〉i6=j) = (#{paths : xj → xi})i6=j .
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As Q is acyclic, for each vertex xi there is only the trivial path from xi to
itself, so adding the identity matrix yields
1 +Hδ = (#{paths : xj → xi})i,j .
Now let M = (#{arrows : xj → xi})i,j, so by Definition 5.3 B(Q) =M −M t.
We claim that M l = (#{paths of length l : xj → xi})i,j. This is clear for
l = 0 and follows for l > 0 inductively by
#{paths of length l : xj → xi}
=
∑
xk∈Q0
#{paths of length l − 1 : xj → xk} ·#{arrows : xk → xi}
=
∑
xk∈Q0
(M l−1)kj(M)ik = (M l)ij.
As Q is finite and acyclic, M is nilpotent and (1 − M)−1 = ∑l≥0M l =
(#{paths of length l ≥ 0 : xj → xi})i,j = 1 + Hδ. Resolving for M yields
M = 1− (1 +Hδ)−1 = Hδ(1 +Hδ)−1 =Mδ and so finally Bδ =Mδ −M tδ =
M −M t = B(Q) as desired.
To prove Bδ = B(Q(∆)) for an arbitrary tilting pair δ with triangulation ∆
we show that this equation is invariant under mutation. As every seed (tilting
pair, triangulation) is obtained from the initial seed (δ,∆) by a sequence
of mutations (which is true by definition for seeds and thus also holds for
tilting pairs and triangulations), this yields the claim. But Theorem 6.13
in particular implies that the matrix of a mutated tilting pair equals the
mutation of the matrix. So we just have to prove the same property for
triangulations, i.e. B(Q(µ∆k(∆))) = µδk(B(Q(∆))). Since matrix mutations
and quiver mutations are compatible (Proposition 5.7) this is equivalent to
Q(µ∆k(∆)) = µδk(Q(∆)) which is now a “graphical statement”. So let us
draw a picture (Figure 6.1).
Locally around ∆k the triangulation ∆ looks like the top left entry of
Figure 6.1. ∆k appears as a diagonal in a quadrilateral bounded by, say,
∆1, . . . ,∆4. Of course not all of these need to be strings: some may be part
of the boundary of C, then there are no corresponding vertices in Q(∆). Also
they need not be distinct, e.g. ∆1 = ∆3 is possible. But in any case the
full subquiver of Q(∆) generated by δk and all vertices linked to δk through
arrows is a full subquiver of the quiver shown in the top right corner of
Figure 6.1. Since mutation in direction δk only concerns this subquiver, the
commutativity of Figure 6.1 indeed shows that the mutations of triangulations
and their quivers are compatible.
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Figure 6.1: Mutation of triangulations and quivers
So we have proven Bδ = B(Q(∆)) for every tilting pair δ, and instead of
calculating the matrix Bδ via the Euler form of A we can just read it off from
the triangulation ∆.
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Chapter 7
Exchange graphs
In the last two chapters we have seen the same combinatorial pattern appearing
in three different fields, namely in relation with cluster algebras, representa-
tions of path algebras and triangulations of certain surfaces. In each case we
have a family O of certain objects O (seeds, tilting pairs, triangulations) with
each of which a set S(O) (cluster, vertices and exceptional modules, strings)
containing exactly n+ 1 elements is associated. For each object O ∈ O we
have n+ 1 (involutive) mutations µo labelled by the elements o ∈ S(O) and
each mutation yields another object O′ ∈ O with S(O′) = S(O) \ {o} ·∪{o′}.
To grasp the combinatorial pattern of these mutations one considers the
so-called exchange graph.
Definition 7.1. In the described situation the exchange graph G = GO
is the (n + 1)-regular (unoriented) graph with vertices O ∈ O and edges
corresponding to mutations.
Example 7.2. In fact we have already seen the exchange graph of the cluster
algebra of type A2 in Example 5.13. In this case the exchange graph is a
pentagon. Other examples are shown in Figures 7.1, 7.2 and 8.1.
Remark 7.3. The distinction between O and S(O) seems rather artificial for
tilting pairs and triangulations, but is necessary for cluster algebras: it is
not at all obvious (and in our case a consequence of Theorem 6.13) that
the seed is already determined by the cluster. In this case the vertices of
G can be labelled with the sets S(O) for O ∈ O. G is then the dual graph
of the simplicial complex on the set of points
⋃
O∈O S(O) whose maximal
simplices are the sets S(O). Indeed, S(O) and S(O′) are joined by an edge
iff they are related via one mutation which is the case iff their intersection
is a common subset with n elements and is thus an (n − 1)-simplex in the
simplicial complex.
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As mentioned in the introduction, a motivation for this thesis was to
describe the exchange graph G of a cluster algebra of type A˜p,q. By the results
of the last chapter this is the same as the exchange graph of tilting pairs over
the corresponding path algebra and the exchange graph of triangulations of
a cylinder C with p marked points on one boundary component and q on
the other. Now the question arises what we expect from a “description”.
Obviously the graph G will always be infinite (since there are e.g. infinitely
many steep strings) and (n + 1)-regular. The latter suggests to regard G
embedded in the n-dimensional space as it appears if we construct it as
the dual graph of (a nice embedding of) the simplicial complex of, say, the
non-intersecting strings. For n ≤ 3 this allows to visualize a characteristic
part of G, but for n ≥ 4 we do not see how to convey an “explicit” picture
of the complete structure of G. Maybe the description of G as the exchange
graph of triangulations is the best one can hope for. At least it can be used
to obtain certain properties of G giving an impression of its behaviour but
also showing that it gets increasingly complicated. So we can consider the
subgraph of G spanned by the triangulations containing a fixed string X.
If X is a steep string we can identify any such triangulation with a
triangulation of the (n+3)-gon obtained by cutting C up along X. This shows
that there are only finitely many of such triangulations. (The exact number is
given by the Catalan number Cn+1 =
1
n+2
(
2n+2
n+1
)
.) The corresponding exchange
graph is of type An, which can be seen by the following argument. If we
choose a set ∆ of vertical strings containing X and apply the construction of
Chapter 4, we observe that the oriented strings not intersecting X correspond
to string modules supported on the subquiver Q′ of Q(∆) obtained by deleting
the vertex x corresponding to X. So we can identify these strings with the
string modules over kQ′ and this yields all indecomposable (and in particular
all exceptional) kQ′-modules – but Q′ is a quiver of type An, so Hubery’s
results yield the relation to the cluster algebra AQ′ of type An.
If X is a horizontal string, say Di,j with j − i ≤ q − 2, it divides C in a
(j − i+ 3)-gon and a cylinder with p marked points on the upper boundary
and q − (j − i)− 1 on the lower. So every triangulation of C containing X
consists of a pair of triangulations of these two surfaces, consequently the
subgraph of G formed by these triangulations is isomorphic to the product of
the exchange graphs of type Aj−i and A˜p,q−(j−i)−1. In particular for i = j we
get just the exchange graph of type A˜p,q−1.
Example 7.4. In Figure 7.1 and Figure 7.2, which show the exchange graphs
for the two possible acyclic types in type A˜3, a subgraph of triangulations
containing a fixed steep string is marked in red. By the above explanations
it is an exchange graph of type A3 in both cases. Furthermore in Figure 7.1
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Figure 7.1: The exchange graph of type A˜1,3
one can recognize the three exchange graphs of type A˜1,2 (christened “two-
layer brick wall” in [FZ02], see also Figure 8.1), which correspond to the
horizontal strings D0,0, D1,1 and D2,2. Each two of these two-layer brick walls
are joined by an exchange graph of type A˜1,1 × A1, which corresponds to
one of the horizontal strings D0,1, D1,2 or D2,3 and may be called “one-layer
brick wall”. Together these six walls build the outer wall of an infinite
hexagonal tower enclosing a central axis formed by the “steep triangulations”,
i.e. triangulations consisting of steep strings only. Another way to describe
the architecture of this tower is the following. In type A˜1,n every triangulation
contains a unique pair of steep strings of the form D0i and D0i+n, namely the
remaining two sides of the triangle containing the upper boundary component
of C. All triangulations containing a fixed pair of that kind form an exchange
graph of type An−1. In Figure 7.1 this is a pentagon, and the whole exchange
graph is spanned by the “spiral staircase” of pentagonal steps winding around
the central pillar of the tower.
Figure 7.2: The exchange graph of type A˜2,2
The exchange graph of type A˜2,2 shown in Figure 7.2 looks different. There
we have four two-layer brick walls surrounding a chain of quadrilaterals formed
by the steep triangulations. Using the pictures it is not hard to see that
the two exchange graphs are not isomorphic to each other, e.g. the exchange
graph of type A˜2,2 does not contain two quadrilaterals sharing a side. In
particular the exchange graph depends on the type A˜p,q and not only on A˜n.
The figures in the last example suggest that the exchange graph G of type
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A˜p,q has certain “periodicity” and symmetry properties. Indeed, there are
many automorphisms of G induced by automorphisms of C like reflections
or twists. As an example we consider the action of the automorphism τ˜ of
G induced by the twist τ˜ . Since any triangulation contains at least one (in
fact at least two) steep string X and τ˜ kX intersects X for all 0 6= k ∈ Z, the
subgroup of the automorphism group of G generated by τ˜ acts freely on G
and is isomorphic to Z. We claim that the number of τ˜ -orbits is finite. To see
this we first fix a set of vertical strings. As above we show that there are only
finitely many triangulations containing at least one of these vertical strings.
Now an arbitrary triangulation ∆ again contains at least one steep string X,
so we can apply Proposition 4.9 to obtain an integer k such that τ˜ k∆ contains
a vertical string. Hence if we choose a complete set M of representatives of
the finitely many τ˜ -orbits, the vertex set of G is τ˜ZM . In the above example
for type A˜1,3 such a set would be one of the pentagonal steps, and applying τ˜
means going one step up the spiral staircase.
Compared to the other two situations giving rise to the exchange graph,
the tilting pairs are somehow special, since they are less “homogeneous”;
they contain vertices and modules, whereas triangulations contain strings
which must artificially be divided into vertical and oriented strings. In fact
the exchange graph of tilting modules is an extension of the exchange graph
of tilting modules, which was already studied before cluster algebras were
introduced, see e.g. [AHHK07, Chapter 10].
Definition 7.5. Let A be a finite-dimensional hereditary algebra. The
exchange graph of tilting modules GA has vertices corresponding to the
tilting modules over A, and two tilting modules T1 6∼= T2 are joined by an
edge iff they are of the form T1 = T ⊕X and T2 = T ⊕ Y for some almost
complete tilting module T .
In our case – A = kQ with Q of type A˜n – it is obvious that GA is the
subgraph of the exchange graph of tilting pairs spanned by those tilting
pairs for which the set of vertices is empty, or equivalently the subgraph
of triangulations not containing a vertical string. This description allows
new methods for answering questions about the exchange graph of tilting
modules. One of these questions is whether GA is connected. We apply
our constructions to prove the following result which seems to have been
overlooked in the literature ([AHHK07, Chapter 10]).
Proposition 7.6. Let Q be a quiver of type A˜2,2 with alternating orientation
of the arrows. Then GkQ is not connected.
Proof. We consider the cylinder C with p = q = 2 and choose the triangulation
∆ formed by the strings D00, D01, D11 and D12 as vertical strings such that Q(∆)
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is indeed of the desired form.
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Recall from Definition 4.3 the functions on steep strings on S defined by
u(Dˆij) = i and d(Dˆij) = j. It is easy to see that a steep string Xˆ is ascending
iff u(Xˆ) ≥ d(Xˆ) + 1 and descending iff u(Xˆ) + 1 < d(Xˆ). We claim that this
implies that on C any ascending string intersects any descending string.
Indeed, suppose that we have an ascending string X and a descending
string Y without an intersection on C. On S this means that no copy
of X intersects a fixed copy Yˆ of Y . Now consider the copy Xˆ of X with
u(Xˆ) ≤ u(Yˆ ) < u(Xˆ)+2. Using that Xˆ is ascending and Yˆ descending we get
d(Xˆ)+1 ≤ u(Xˆ) ≤ u(Yˆ ) < d(Yˆ )−1, which implies d(Xˆ)+2 < d(Yˆ ). But this
means that the copy Xˆ ′ of X with u(Xˆ ′) = u(Xˆ) + 2 and d(Xˆ ′) = d(Xˆ) + 2
satisfies d(Xˆ ′) < d(Yˆ ) and u(Xˆ ′) > u(Yˆ ) and thus intersects Yˆ . This
contradiction proves the claim.
Expressed in terms of representation theory this means that every tilting
kQ-module T contains either a postprojective or a preinjective summand,
but not both, since there are always extensions between such modules. We
also see that T contains at most two of the four exceptional regular modules,
since D0,0 and D1,1 intersect as well as D0,0 and D1,1.
Now consider the tilting module P which is the direct sum of all inde-
composable projective modules. We claim that for every tilting module P ′ in
the connected component of GkQ containing P the number of postprojective
summands of P ′ is at least two. Indeed, P ′ has at most two regular summands
and the (at least two) non-regular summands are either all postprojective or
all preinjective. So the possible numbers of postprojective summands are 0, 2,
3 and 4. But since this number is 4 for P and changes by at most one if we
exchange one direct summand to pass to a neighbour in GkQ, it can never get
less than 2. In particular the tilting module I consisting of all indecomposable
injective modules does not lie in the same connected component as P .
In contrast to this it is not hard to see that for the other possible orientation
of A˜2,2 (corresponding to the choice of D00, D01, D02 and D12 as vertical strings)
the exchange graph of tilting modules is connected, compare Figures 7.3 and
7.4, where all vertices corresponding to triangulations containing a vertical
string are depicted as small dots and the edges adjacent to these vertices as
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dotted lines. In particular GkQ for Q of type A˜n depends not only on the
type A˜p,q but also on the actual order in which the arrows occur.
Figure 7.3: GkQ for Q of type A˜2,2 with alternating orientation
Figure 7.4: GkQ for Q of type A˜2,2 with non-alternating orientation
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Chapter 8
Small examples and final
remarks
We conclude this thesis by explaining the two smallest possible examples,
n = 1 and n = 2. For n = 1 the only acyclic orientation of A˜1 is A˜1,1, so
p = q = 1. The corresponding quiver Q is the so-called Kronecker quiver.
×
X0 X1
KK
KK
KK
KK
K
KK
KK
KK
KK
K
×
X0






Q(−)
// x0 x1
oooo
× ×
After choosing a triangulation of the cylinder C with steep strings we can
without loss of generality assume that the chosen vertical strings X0 and X1
are D00 and D01. As there is only one marked point on the upper boundary of
C, each steep string is of the form Dij = D0j−i =: Dj−i.
...
Xˆ−7
×
−3
Xˆ−6
Xˆ−5
×
−2
Xˆ−4
Xˆ−3
×
−1
Xˆ−2
Xˆ−1
×
0
Dˆ0 Dˆ1
::
::
::
::
::
::
×
1
Xˆ2
Xˆ3
×
2
Xˆ4
Xˆ5
×
3
Xˆ6
Xˆ7
...
×
−3
Dˆ−3llll
55llllllllllllllllllllll
×
−2
Dˆ−2rr
99rrrrrrrrrrrrrrr
×
−1
Dˆ−1
BB
×
0
×
1
×
2
Dˆ2
LLL
LLL
LLL
LLL
LLL
L
%%LL
L
×
3
Dˆ3
RRR
RRR
RRR
RRR
RRR
RRR
RRR
RR
))RRR
RR
For some of the steep strings we draw the corresponding subquivers of Q:
• D2 =ˆ xˆ2 represents the indecomposable projective P (x0).
• D3 =ˆ xˆ3
~~ ~
~
  A
AA
xˆ2 xˆ4
represents the indecomposable projective P (x1).
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• D−1 =ˆ xˆ−1 represents the indecomposable injective I(x1).
• D−2 =ˆ xˆ−3
""FF
FF
xˆ−1
||xxx
x
xˆ−2
represents the indecomposable injective I(x0).
• D−3 =ˆ xˆ−5
""FF
FF
xˆ−3
||xxx
x
""FF
FF
xˆ−1
||xxx
x
xˆ−4 xˆ−2
represents τI(x1).
As all horizontal strings have self-intersections, the steep strings represent all
exceptional modules. Furthermore two steep strings Di and Dj intersect iff
|j − i| > 1. So the triangulations of C are all of the form {Di,Di+1} and the
exchange graph is the infinite line.
. . . {D−2,D−1} {D−1,D0} {D0,D1} {D1,D2} . . .
For n = 2 we can without loss of generality assume that p = 1 and q = 2
and that the initial triangulation ∆ consists of D0, D1 and D2 (with the same
notation as above).
×
X0 X1
88
88
88
88
88
88 X2
KK
KK
KK
KK
K
KK
KK
KK
KK
K
×
X0






Q(−)
// x0 x1oo x2oo
uu
× × ×
Besides the steep strings there are now two horizontal strings without self-
intersections, namely D0,0 =ˆ xˆ−1
$$II
I
xˆ0
and D1,1 =ˆ xˆ1.
×
0
Xˆ0 Xˆ1 Xˆ2
×
1
Xˆ3 Xˆ4 Xˆ5
×
2
Xˆ6 Xˆ7 Xˆ8
×
3
Xˆ9
×
0
Dˆ1,1
((×
1
×
2
×
3
Dˆ4,4 ((×
4
×
5
×
6
Obiously D0,0 intersects D1,1 and all Di with i even, whereas D1,1 intersects all
Di with i odd. Furthermore Di and Dj intersect iff |j − i| > 2. The exchange
graph (the “two-layer brick wall”) is shown in Figure 8.1 together with the
strings without self-intersections. Each triangulation represented by a point
consists of the three strings labelling the three regions meeting in that point.
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D1,1
•
D−2
•
D0
•
D2
•
•··· • • • • • • • • ···
•
D−3
•
D−1
•
D1
•
D3
•
D0,0
Figure 8.1: The exchange graph of type A˜1,2, the two-layer brick wall
Summarizing the results of this thesis we can say that it turns out to be
quite useful to present string modules by strings on a certain surface in order
to understand their structure and behaviour. Of course the construction of
ϕ is not restricted to the particular case of type A˜n corresponding to the
cylinder and may be applied to other surfaces and algebras as well, but the
classification of those algebras which allow a meaningful description of (some
of) their modules through strings would have been far beyond the scope of
this thesis. Even for type A˜n the question in which way the band modules
can be put into the picture still has to be answered.
Concerning the exchange graphs the identification as the exchange graph
of triangulations allows a very elementary approach, but many interesting
questions remain open. So one might wonder whether all automorphisms of
the exchange graph of triangulations are induced by automorphisms of the
surface, or how many orbits under the group action there are. We believe that
a lot of fascinating results can be found in connection with these beautiful
structures.
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