Abstract. Functions with fixed initial coefficient have been widely studied.
Introduction
Let H denote the class of analytic functions in the unit disk D := {z ∈ C : |z| < 1}. For a fixed positive integer n, let H[a, n] be its subset consisting of functions p of the form p(z) = a + p n z n + p n+1 z n+1 + · · · .
The familiar subclass S of H[0, 1] consists of normalized univalent functions f (z) = z + a 2 z 2 + a 3 z 3 + · · · in D. It is a remarkable fact that the second coefficient plays an important role in univalent function theory; indeed it influences growth and distortion estimates [10] for functions in the class S. For this reason, there is a continued interest in the investigations of how the second coefficient shaped the geometric properties of important subclasses of functions. Works in this direction include those of [6, 7, 11, 12, 16, 17] . This paper studies further analytic functions with fixed initial coefficient. The methodology used here will be differential subordination, applied from making appropriate modifications and improvements to its existing theory. Many of the significant works on differential subordination have been pioneered by Miller and Mocanu [13, 14] , and their monograph [15] compiled their great efforts over more than two decades. In recent years, various authors have successfully applied the theory of differential subordination to address many important problems in the field. These works include those of [1-5, 8, 9, 18] .
To state the central theme of Miller and Mocanu's theory on differential subordination, let p be an analytic function in D and ψ(r, s, t) be a complex function defined in a domain of C 3 . Consider a class of functions Ψ, and two subsets Ω and ∆ in C. Given any two quantities, the aim of the theory of second-order differential subordination is to determine the third so that the following differential implication is satisfied:
ψ ∈ Ψ and {ψ(p(z), zp ′ (z), z 2 p ′′ (z)) : z ∈ D} ⊂ Ω ⇒ p(D) ⊂ ∆.
Let H β [a, n] consist of analytic functions p of the form
where the coefficient p n is a fixed constant β in C. Without loss of generality, β is assumed to be a nonnegative real number. Let ψ : C 3 → C be analytic in a domain D and let h be univalent in D. Suppose p ∈ H β [a, n], (p(z), zp ′ (z), z 2 p ′′ (z)) ∈ D when z ∈ D, and p satisfies the second-order differential subordination
Then p is called a β-solution of the differential subordination. The univalent function q is said to be a β-dominant of the differential subordination (1.1) if p ≺ q for all p satisfying (1.1). If q is a β-dominant of (1.1) and q ≺ q for all β-dominants q of (1.1), then q is called the β-best dominant of (1.1). The class of functions Ψ β such that (1.1) is satisfied for ψ ∈ Ψ β is called the class of β-admissible functions. Section 2 of this paper deals with the basic lemmas for functions with fixed initial coefficient. In Section 3 a suitable class Ψ n,β (Ω, q) of β-admissible functions is defined and theorems analogous to those of Miller and Mocanu [15] are obtained. These results are applied to two important particular cases corresponding to q(D) being a disk or a half-plane. Examples of differential inequalities and subordinations are presented in Section 4. The paper concludes with interesting applications of the newly formulated theory to the classes of normalized convex and starlike univalent functions with fixed second coefficient.
The following extended version of Schwarz Lemma (see [11] ) is required in our investigations. 
Equality holds at some point z = 0 if and only if
, t ≥ 0.
Fundamental lemmas for functions with fixed initial coefficient
Let D r := {z ∈ C : |z| < r}. In this section, we will prove several basic lemmas for functions with fixed initial coefficient.
Lemma 2.1. Let z 0 = r 0 e iθ0 , (r 0 < 1), and g(z) = g n z n + g n+1 z n+1 + · · · be continuous in D r0 , analytic in D r0 ∪ {z 0 } with g(z) ≡ 0, and n ≥ 1. If
Proof. The first two assertions follow from Lemma 2.2a in [15, p. 19] . It remains to prove (2.1). Let h : D → C be defined by
.
Then h is continuous in D and analytic in D ∪ {1}, and the maximum principle readily gives
Since h(0) = 0, the extended Schwarz Lemma (Lemma 1.1) yields |s n | ≤ 1, and
In particular, at the point z = r, 0 ≤ r < 1,
Taking real parts and using (2.2), it follows that
To state the second technical lemma, let Q be the class of functions q that are analytic and injective in D \ E(q), where
and are such that q ′ (ζ) = 0 for ζ ∈ ∂D \ E(q).
Lemma 2.2. Let q ∈ Q with q(0) = a, and
,
Proof. Except for (2.5), the assertions here follow from Lemma 2.2d in [15, p. 24] . Thus, we shall only prove (2.5). Let g be defined by
Then g is analytic in {z : |z| ≤ |z 0 |} and satisfies |g( 
Since |g(z 0 )| = 1, it follows that
Following Miller and Mocanu [15] , two important functions of q ∈ Q will be considered, namely, when q(D) is a disk or a half-plane.
with M > 0 and |a| < M , is univalent in D and satisfies q(D) = ∆, q(0) = a and q ∈ Q.
Case 2. The set q(D) is the half-plane ∆ = {w : Re w > α}. Then
where α ∈ R and Re a > α, is univalent in D \ {1} and satisfies q(D) = ∆, q(0) = a and q ∈ Q.
The following two lemmas are important in the above cases. 
so that (2.6) gives the desired result.
Remark 2.1. If a = 0, then Lemma 2.3 reduces to Lemma 2.1.
Proof. If we set α = Re p(z 0 ), then Lemma 2.2f in [15, p. 26] and Lemma 2.2 give the existence of m satisfying (2.5) such that
Therefore (2.5) becomes
so that (2.7) gives the desired result.
β-admissible functions and fundamental theorems
In this section we will prove fundamental results related to the implication
for a suitably defined class of functions.
Definition 3.1 (β-Admissibility Condition). Let Ω be a domain in C, q ∈ Q, and β ∈ C with β ≤ |q ′ (0)|. The class Ψ n,β (Ω, q) consists of β-admissible functionsψ : C 3 → C satisfying the following conditions:
and
where |ζ| = 1, q(ζ) is finite and
The class
Note that Ω is not required to be simply-connected or has a particularly nice boundary as we do for q(D). If β = |q ′ (0)|, then the concept of β-admissibility coincides with the usual admissibility as discussed in [14] , that is, Ψ n ≡ Ψ n,|q ′ (0)| . It is also evident from the definition that
In view of the above inclusions, it is assumed throughout this sequel that 0 < β ≤ |q
with associated domain D, and β ∈ C with 0 < β ≤ |q
Proof. Taking into account that q is univalent in D and
where |ζ 0 | = 1, q(ζ 0 ) is finite and
The proof of the following result is similar to Corollary 1.1 in [14, p. 160].
Corollary 3.1. Let q be univalent in D with q(0) = a, and q ρ (z) = q(ρz), 0 < ρ < 1.
Let Ω = C be a simply connected domain in C, q ∈ Q and β ∈ C. Let h be a conformal mapping of D onto Ω. Denote by Ψ n,β (h, q) the class of functions ψ ∈ Ψ n,β (Ω, q) = Ψ n,β (h(D), q) which are analytic in their associated domains D and satisfy ψ(q(0), 0, 0) = h(0). We write
The following theorem and corollary are immediate consequences of Theorem 3.1 and Corollary 3.1.
Theorem 3.2. Let q(0) = a and ψ ∈ Ψ n,β (h, q) with associated domain D, where β ∈ C with 0 < β ≤ |q 
where β ∈ C with 0 < β ≤ |q
3.1. Two special cases. Let us next formulate the theorems above to the two important examples of q(D) being a disk and q(D) being a half-plane considered earlier.
Here the function
where M > 0 and |a| < M , is univalent in D and satisfies q(D) = ∆, q(0) = a and q ∈ Q. To describe the class of β-admissible functions in this case, set Ψ n,β (Ω, M, a) := Ψ n,β (Ω, q) and when Ω = ∆, denote the class by Ψ n,β (M, a).
Comparing with Lemma 2.2e in [15, p. 25] , the condition of β-admissibility becomes ψ(r, s, t) ∈ Ω whenever (r, s, t) ∈ D,
where θ ∈ R and
Thus, the class Ψ n,β (Ω, M, a) consists of those functions ψ : C 3 → C that are continuous in a domain D ⊂ C 3 with (a, 0, 0) ∈ D and ψ(a, 0, 0) ∈ Ω, and satisfying the β-admissibility condition (3.2). If a = 0, then (3.2) simplifies to ψ(r, s, t) ∈ Ω whenever (r, s, t) ∈ D, r = M e iθ , s = mM e iθ , and
Equivalently, the condition is
where θ ∈ R and n ≥ 1. In this particular case, Theorem 3.1 can be expressed in the following form:
Case 2. The half-plane ∆ = {w : Re w > 0}. Here the function
where Re a > 0, is univalent in D \ {1} and satisfies q(D) = ∆, q(0) = a and q ∈ Q. Let Ψ n,β (Ω, a) := Ψ n,β (Ω, q) and when Ω = ∆, denote the class by Ψ n,β (a).
Comparing with Lemma 2.2f in [15, p. 26] , the condition of β-admissibility becomes ψ(r, s, t) ∈ Ω whenever (r, s, t) ∈ D,
Re a , and
where ρ ∈ R and
Equivalently,
where ρ, σ, µ, ν ∈ R and n ≥ 1. Thus, the class Ψ n,β (Ω, a) consists of those functions ψ : C 3 → C that are continuous in a domain D ⊂ C 3 with (a, 0, 0) ∈ D and ψ(a, 0, 0) ∈ Ω, satisfying the β-admissibility condition (3.4). If a = 1, then (3.4) simplifies to
, and
where ρ, σ, µ, ν ∈ R, and n ≥ 1, a condition much easier to check. In this particular case, Theorem 3.1 can be rephrased in the following form.
then Re p(z) > 0.
Examples
In this section, examples of differential inequalities and subordinations are presented to obtain several interesting results. These are applications of β-admissible functions ψ in Ψ n,β (Ω, q), by judicious choices of ψ. For the sake of comparison, we shall look at several examples that were considered by Miller and Mocanu in [15, pp. 36-42] .
The first example involves a disk of radius M and is an application of Theorem 3.3.
Example 4.1. Let ψ(r, s, t) = r + s + t, a = 0, and Ω = h(D), where
To apply Theorem 3.3, we need to show that ψ ∈ Ψ n,β (Ω, M, 0) for n ≥ 1 and β ≤ M . The function ψ evidently satisfies the first two admissibility conditions: ψ is continuous in the domain D = C 3 , (0, 0, 0) ∈ D and ψ(0, 0, 0) = 0 ∈ Ω. It remains to show the β-admissibility condition (3.3) is satisfied. Since
and n ≥ 1. Thus, ψ ∈ Ψ n,β (Ω, M, 0) for n ≥ 1. Theorem 3.3 now yields the following differential subordination result: The next example involves a function with positive real part and is an application of Theorem 3.4.
Example 4.2. Let ψ(r, s, t) = 1 − r 2 + 5s + t, a = 1 and Ω = w : |w| < 6 − β 2 + β . Now Theorem 3.4 is applicable provided ψ ∈ Ψ n,β (Ω, 1) for n ≥ 1 and β ≤ 2. The function ψ is continuous in the domain D = C 3 , (1, 0, 0) ∈ D and ψ(1, 0, 0) ∈ Ω. To show that the β-admissibility condition (3.5) is satisfied, consider ψ(iρ, σ, µ
whenever ρ ∈ R, σ ≤ − (n + (2 − β)/(2 + |β)) (1 + ρ 2 )/2, σ + µ ≤ 0 and n ≥ 1. Thus, ψ ∈ Ψ n,β (Ω, 1), and Theorem 3.4 yields the following differential inequality result: The next two examples illustrate the sensitivity of the class of β-admissible functions to the value n.
Example 4.3. Let ψ(r, s, t) = r + s + 1 − r 2 , Ω = ∆ = {w : Re w > 0} and a = 1. We first show that ψ ∈ Ψ n,β (1) for n ≥ (2 + 3β)/(2 + β) and β ≤ 2. The function ψ is continuous in the domain D = C 3 , (1, 0, 0) ∈ D, and Re ψ(1, 0, 0) = 1 > 0 so that ψ(1, 0, 0) ∈ Ω. To verify the β-admissibility condition (3.5) is satisfied, consider
, and n ≥ (2 + 3β)/(2 + β). Thus, ψ ∈ Ψ n,β (1) for n ≥ (2 + 3β)/(2 + β) and β ≤ 2. Therefore, by Theorem 3.4, the following differential inequality result is obtained: The next example has a similar restriction. 
Then
Re ψ(iρ, σ, µ + iν) = 2 + ρ 2 + 2σ + (σ + µ)
whenever ρ ∈ R, σ ≤ − (n + (2 − β)/(2 + β)) (1 + ρ 2 )/2, σ + µ ≤ 0 and n ≥ (2 + 3β)/(2 + β). Thus, ψ ∈ Ψ n,β (1) for n ≥ (2 + 3β)/(2 + β) and β ≤ 2. Therefore, Theorem 3.4 yields the following differential inequality result:
then Re p(z) > 0. Example 4.5. In this example, consider the class Ψ 2,β (Ω, q), where q(z) = 1 + z, β ≤ 1, and
The function ψ(r, s, t) = 1 − r 2 + 3s + t is continuous in the domain D = C 3 , (1, 0, 0) ∈ D and ψ(1, 0, 0) ∈ Ω. It remains to show that the β-admissibility condition is satisfied. If we set r 0 = q(ζ), s 0 = mζq ′ (ζ) and Since ψ(r 0 , s 0 , t 0 ) = (3m − 2)ζ − ζ 2 + t 0 , it follows that
Thus ψ(r 0 , s 0 , t 0 ) ∈ Ω, and the β-admissibility condition is satisfied, that is, ψ ∈ Ψ 2,β (Ω, q). Theorem 3.1 now yields the following : 
Applications in univalent function theory
This section looks at several interesting applications of the theory developed in the earlier sections to normalized convex and starlike univalent functions with fixed second coefficient. The results obtained here extend those given in Section 2.6 of [15, p. 56] . Let A n be the class consisting of analytic functions f defined in D of the form f (z) = z + a n+1 z n+1 + a n+2 z n+2 + · · · , and A := A 1 . The class S * (α) of starlike functions of order α, 0 ≤ α < 1, consists of functions f ∈ A satisfying the inequality
Similarly, the class C(α) of convex functions of order α, 0 ≤ α < 1, consists of functions f ∈ A satisfying the inequality
When α = 0, these classes are respectively denoted by S * and C. Let A n,b denote the class of functions f ∈ A n of the form
where α is the smallest positive root of the equation
Proof. The function g defined by 
where α is the smallest positive root of (5.1). Since f is a convex univalent function in A b , the function
, and α ≤ 2/3 < 1 readily yields Proof. The result follows from Theorem 5.2 and the fact that the classes of convex and starlike functions functions are related by the Alexander relation f ∈ C if and only if zf ′ ∈ S * .
