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We study fermion-parity-changing quantum phase transitions (QPTs) in platform Josephson junc-
tions. These QPTs, associated with zero-energy bound states, are rather widely observed experi-
mentally. They emerge from numerical calculations frequently without detailed microscopic insight.
Importantly, they may incorrectly lend support to claims for the observations of Majorana zero
modes. In this paper we present a fully consistent solution of the Bogoliubov-de Gennes equations
for a multi-component Josephson junction. This provides insights into the origin of the QPTs. It
also makes it possible to assess the standard self energy approximations which are widely used to
understand proximity coupling in topological systems. The junctions we consider are complex and
chosen to mirror experiments. Our full proximity calculations associate the mechanism behind the
QPT as deriving from a spatially extended, proximity-induced magnetic “defect”. This defect arises
because of the insulating region which effects a local reorganization of the bulk magnetization in the
proximitized superconductor. Our results suggest more generally that QPTs in Josephson junctions
generally do not require the existence of spin-orbit coupling and should not be confused with, nor
are they indicators of, Majorana physics.
I. INTRODUCTION
Josephson junction geometries, particularly in the
presence of magnetic fields, are becoming of greater inter-
est in the search for and confirmation of topological su-
perconductors. Often present in these spinful Josephson
junctions are fermion-parity switches. A fermion-parity
switch is a quantum phase transition (QPT) where the
superconducting condensate can lower its ground state
energy by incorporating an unpaired electron and chang-
ing the number of electrons in the ground state from even
to odd. This results in zero-energy bound states and en-
ergy level crossings which are protected (due to fermion
parity) and are, thus, not lifted by a superconducting
gap. The QPTs of interest here are claimed by some [1–
3] to be important indicators of topological phases. Oth-
ers [4, 5] argue that they may be more “accidental” and
they, rather, make it difficult to distinguish the interest-
ing Majorana quasi-particles from conventional fermionic
subgap states.
Because it is not clear the extent to which these QPTs
relate to topological superconductivity, and to clarify
their origin more generally, in the present paper we inves-
tigate their behavior in Josephson junctions. We study
a “proximitized” Josephson junction which includes two
host superconductors which induce pairing in a substrate
medium. The latter contains both Zeeman and spin-orbit
coupling (SOC), as necessary for topological phases. We
solve the the full set of BdG equations in this multi-
component system. This makes it possible to assess
the standard self energy approximations [6–10] which are
widely used to implement proximity coupling in topolog-
ical materials.
Our fully self consistent treatment allows us to com-
pute the induced magnetization m(r), in the junction.
These calculations indicate that the non-topological zero
energy bound states are confined to regions where m(r),
is most inhomogeneous. This suggests a scenario for the
bound state origin involving a proximity-induced “mag-
netic” defect. Although we build on some of the formal
similarities, it is important to contrast this with an in-
serted magnetic impurity in a superconducting host [11–
13]. Here we associate the “magnetic defect” with the
insulating region which effects a local reorganization of
the magnetization in the proximitized medium. Central
to obtaining quantum phase transitions in this picture is
the presence of Zeeman fields in the junctions.
We consider two types of geometries as shown in Fig. 1.
The first platform contains a holmium (Ho) substrate in
the xz plane on top of which are placed two supercon-
ductors separated by an insulator I. Although we believe
our results to be quite general, for definiteness we take
the proximitized superconductor to be a conical magnet
(Ho) which the spintronics community has established
[14] exhibits well-controlled and well-characterized prox-
imity coupling. Importantly, in Ho the Zeeman and SOC
are intrinsically present. The conical magnetism implies
that the SOC is effectively one dimensional (1D), as dis-
tinguished from Rashba SOC. And interestingly it is pos-
sible to control the 1D SOC with a very benign or non-
intrusive “knob” [15], through the unwinding of the con-
ical order.
For the second platform, we consider two Ho-
Superconductor (Ho-S) bilayers in contact with an in-
termediate insulating layer. Both platforms are assumed
to have finite thicknesses in the y and z directions as
shown in Fig. 1 and are taken to be infinite along x.
We stress that, in both platforms, two conventional su-
perconductors are used to induce superconducting order
in Ho which has no intrinsic pairing. This proximity-
induced superconductivity is characterized by solving the
Bogoliubov-de Gennes (BdG) equations with the incor-
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FIG. 1. Schematic illustration of proximitized Josephson junctions. Two types of platforms are considered in this work.
Platform 1 is a typical Josephson junction with an insulating barrier placed on top of a conical ferromagnet (Ho) substrate with
effective spin-orbit and Zeeman coupling. In platform 2, two conical-ferromagnet/superconductor bilayers are separated by an
insulating barrier. Both platforms are assumed to be finite along the y and z directions, but infinite along the x-direction.
poration of full self-consistency. Introducing two different
junction configurations allows us to further contrast the
behavior of trivial versus topological zero energy bound
states. In both platforms and in topological phases one
can access bound states which are associated with Majo-
rana particles. We find that platform 1 also hosts trivial
zero energy bound states which we associate with magne-
tization inhomogeneities. Platform 2, by contrast, does
not contain these trivial crossings; rather it only hosts
true (albeit, hybridized) Majorana states.
Our QPTs should also be relevant to the broader, and
topical issue of zero bias conductance peaks. Here, too,
there are reports of QPT, often not associated with topo-
logical phases [16–18]. While the literature on topological
Josephson junctions has focused on proximity-induced
superconductivity primarily in nanowires, in order to em-
phasize QPTs and level crossings, the junctions we con-
template extend indefinitely into the x dimension; this
conveniently introduces a variable kx thereby providing
continuous tuneability and, importantly, wider access to
zero-energy bound states, fermion-parity switches and
level crossings.
Notably, we find that all this interesting physics arises
via proximity-induced superconductivity. While the na-
ture and location of the zero-energy bound states were
not obvious a priori, one might have erroneously antic-
ipated that they relate to states within the insulator.
However, we find them here to be almost exclusively lo-
calized in the proximitized superconductors (in this case,
Ho).
A. Background Literature
Relevant to the work in this paper is our earlier study
[19] of a two component Ho-S proximity system. There
we have shown that the end result is a heterostructural
nodal topological superconductor. By studying the fully
self consistent BdG equations in finite size systems, we
have demonstrated how excitation gaps and general fea-
tures of topological energy dispersion along with Majo-
rana zero modes are found to be present.
Turning now to Josephson junctions, fermion parity
shifts in QPTs and associated energy level crossings have
appeared most commonly in the literature in two related
(non-topological) contexts associated with localized mag-
netic impurities (such as the Shiba state) as well as in
tunnel junctions involving quantum dots (QD) [3–5, 20–
22] with strong Coulomb correlation. In the latter con-
text the quantum dots are thought to contain trapped
spin 1/2 single electrons which play a similar role as
magnetic impurities. They, thus, can host two distinct
ground states [11–13], which in turn can lead to fermion
parity shifts.
In a somewhat different vein, based on the physics
of Shiba states, Sau and Demler [1] suggest that non-
magnetic impurities may be used as a probe of topo-
logical superconductivity [23–25]. They argue that in
the topological phase, a non-magnetic impurity will lead
to distinctive pairbreaking due to the associated p-wave
symmetry. Yazdani and co-workers [26, 27] have inverted
this situation in a sense by using magnetic impurities to
bind fermions into a 1D Kitaev-chain which can then play
the role of a nanowire with topological superconducting
order.
Parity switches and related zero-energy bound states,
of interest in the present paper, have also led to a lively
debate about recent experiments [28, 29] which claim evi-
dence for Majorana fermions. These have mainly focused
on zero bias conductance peaks. Liu and co-workers have
recently [30] studied how Andreev bound states associ-
ated with quantum dots may produce near-zero-energy
midgap states as the Zeeman splitting and/or chemical
potential are tuned. They find the behavior as a function
3of magnetic field and chemical potential is sufficiently
complex so that one cannot arrive at simple govern-
ing equations. These zero-energy Andreev bound states
(ABSs) mostly appear in the nontopological regime; here
the quantum dot was assumed to have no Coulomb block-
ade behavior.
In the trivial phase, others [16–18] have demonstrated
how near-zero-energy states may arise in a spin-orbit cou-
pled nanowire (in the presence of a magnetic field) and
associated these with disorder effects or details in the
wire’s end or even temperature. Because of these and
related papers, it is natural for there to be concern that
zero-energy bound states related to parity switches can
give rise [4] to features which could be confused with
topological phases; thus, they need to be well understood
before they can be safely disregarded.
B. Proximity Effects
We stress that most of the current thinking about topo-
logical superconductivity is based on the proximity effect.
A fully complete and detailed treatment of this proxim-
itization is complicated [31]. Moreover, for the case of
Josephson junctions we know of no prior, fully precise
calculations in the topological literature. Proximity ef-
fects are conventionally handled [6–10] through a simpli-
fication, by integrating out the (host) superconducting
degrees of freedom. This introduces an effective self en-
ergy term in the proximitized medium. In this way a
pairing gap is assumed to be present, but it is gener-
ally taken to be piece-wise constant (or zero) in different
regions of the heterostructure.
How good are these approximations and how accu-
rately do they represent the more exact physics? These
are questions we address in this paper in the context of
Josephson junctions. Here we use an alternate methodol-
ogy [32] developed for ferromagnet-superconductor junc-
tions in spintronics. This involves a complete solution
of the BdG equations for a given heterostructure. As is
physical, the pairing attraction is assumed present only
in the host superconductors. Proximitization introduces
a non-vanishing value for the so-called pair amplitude
F (r) = 〈ψ↓(r)ψ↑(r)〉. Importantly, these induced pairing
correlations which appear in a non-superconducting sys-
tem can be sufficiently strong so as to produce a Meissner
effect [31]. Unlike in an intrinsic superconductor, how-
ever, the phase coherence of these pairing correlations is
maintained only over a restricted length scale [33].
To understand the proximity findings in the present
paper more deeply, we present a comparison of the full
BdG solution with the widely used self-energy scheme
[7, 8, 10, 34]. This leads to a 3 component SIS structure
(with infinite extent in the x direction). What emerges
from this comparison of the full versus the approximate
treatment of proximity effects is that for both platforms
there are broad-based similarities. For the first the QPT
we find are associated with the trivial, while for the sec-
ond they appear in the topological phase. We note that
the energy dispersions in the two theoretical approaches
appear rather differently and it is often difficult to access
the same parameter regime, particularly in the second
platform. This is discussed in more detail in Section IV.
C. Zero-Energy crossing as a zero dimensional
topological phase transition
It is important to understand the zero-energy cross-
ings (ZECs) in these SIS junctions in more depth. It
is known that such crossings in the energy spectrum are
signatures of a (zero dimensional) topological phase tran-
sition involving a change in fermion parity.
As in a topological superconductor, a fermion-parity
changing QPT can be understood through a change in
the Pfaffian of the BdG Hamiltonian. In particular, near
a crossing point kc we may project the Hamiltonian onto
the subspace spanned by the corresponding two crossed
states denoted |±〉 so that the resulting two-band effec-
tive Hamiltonian is given by
Hmneff = 〈m|∇kxH|n〉δkx, (1.1)
where m,n = ±. By diagonalizing the effective Hamilto-
nian, we obtain
Heff = Aδkxσz, (1.2)
where σx,y,z are the Pauli matrices acting in the |±〉
subspace. By performing a basis rotation, we can write
Eq. (1.2) into its skew-symmetric form:
Heff = Aδkxσy. (1.3)
The Pfaffian of this skew-symmetric Hamiltonian is sim-
ply sgn(A). Since the sign of Heff changes at the cross-
ing point (unless A = 0), its Pfaffian changes. Moreover,
since Heff is a 2 × 2 block in the full Hamiltonian, the
Pfaffian of the full Hamiltonian changes as well. Hence,
this is a topological phase transition between two differ-
ent “phases” in class BDI.
D. Self Consistency in Bogoliubov-de Gennes
Theory
In this overview section we outline the general struc-
ture of self-consistent BdG schemes. More specific de-
tails of this approach are given in the following section.
Self-consistency involves solving for the pair amplitude
F (r) ≡ 〈ψ↑(r)ψ↓(r)〉 at a microscopic level in terms of
the attractive interaction. This is to be contrasted with
the more standard BdG approach in the recent literature
(on topological superconductivity) which is to solve the
same equations for the wavefunctions and energies, but
not include the feedback of these wavefunctions into the
determination of the gap.
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FIG. 2. Results from the first Josephson platform for (a) the energy dispersion versus kx, (b) the pair amplitude, (c) the
magnetization and, (d) the wavefunction at a crossing point. The phase difference between the two superconducting leads
is set to be zero. In panel (a) the flat bands on two wings of this plot are associated with Majorana edge modes whereas
the linear crossings in the central region are associated with the localized “impurity” Andreev bound states, caused by the
insulating defect. In panel (c) there is a local maximum in the magnetization in the Ho region just below the insulator. We
normalize the magnetization M by M0 ≡ µB(n↑−n↓)/(n↑+n↓), where nσ is the spin density. The bottom right panel shows a
typical localized wavefunction associated with a crossing state at kx = 0.36kF ; this is in the same region as the magnetization
inhomogeneity. The boundary between the Josephson junction and the substrate is represented by dashed lines. We choose
the thickness of the two superconductors along the y-axis to be dS = 75k
−1
F and the length of them to be lS = 60k
−1
F along the
z-axis. The superconducting coherence length is ξ = 2/(pi∆0) = 10k
−1
F . The chemical potential in the insulator is chosen to
be µI = −2EF and the exchange interaction in Ho is 0.2EF . The insulating region has a width `I = 0.1ξ (from z = 60k−1F to
z = 61k−1F ). The thickness of the Ho substrate is dHo = 0.5ξ (from y = 0 to y = 5k
−1
F ).
We stress that imposing a self-consistent gap equation
is fundamental to BCS theory and its extensions to non-
uniform situations such as in Gor’kov theory or the equiv-
alent BdG approach. Proximitized superconductors nec-
essarily involve spatially dependent gap functions; fixing
the gap value to be constant in a certain region of the
sample may make the calculations easier, but they may
miss essential physics which is particularly relevant at in-
terfaces and boundaries. Here we use these (sometimes
abrupt) spatial variations in the pair amplitude and in
derived quantities such as the magnetization to establish
correlations and thereby provide insight into quantum
phase transitions.
Our system can be described by the following mean-
field Hamiltonian
H =
∫
d3rψ†σ(r) (H0 +HZeeman)σσ′ ψσ′(r)
+
[
∆(r)ψ†↑(r)ψ
†
↓(r) + H.c.
]
, (1.4)
where ψ†σ(r) (ψσ(r)) with spin σ =↑, ↓ are fermionic cre-
ation (annihilation) operators and H0 is the single parti-
cle contribution. An attractive pairing interaction is only
present in the superconductors. Here HZeeman = h · σ
is the Zeeman term in the full Hamiltonian, Eq. (1.4),
where σ = (σx, σy, σz) are Pauli matrices and h is the
exchange interaction associated with a conical magnet
which is given by
h = h0
{
cosαzˆ + sinα
[
sin
(
βz
a
)
xˆ+ cos
(
βz
a
)
yˆ
]}
,
(1.5)
Here β is the periodicity of the helix and a is the lat-
tice constant along the c axis of Holmium. As in the
literature [35, 36], the opening angle α = pi/2. From
our previous analysis [19], this puts our model Hamilto-
nian in the BDI class. The spiral magnetic order intro-
duces a combination of one-dimensional spin-orbit cou-
pling (SOC) and Zeeman field [37, 38]. This can be shown
by applying a gauge transformation ψ↑ → e−iβz/2aψ↑
and ψ↓ → eiβz/2aψ↓ which transforms the single-particle
Hamiltonian into
H ′0 +H
′
Zeeman = H0 − vsoσzi∂z +mv2so/2 + h′ ·σ, (1.6)
where the effective Zeeman strength is h′ = h0(sinαxˆ +
cosαzˆ) and the spin-orbit-coupling strength is vso =
β
2ma .
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FIG. 3. Results for the second Josephson platform in which the zero energy crossing corresponds to two Majorana states in the
middle of the Junction. (a) Energy dispersion versus kx, (b) The pair amplitude, (c) magnetization and (d) the wavefunction
at a crossing point. The phase difference between two superconducting leads is set to be zero. In panel (a) the flat bands on
two wings of this plot are associated with Majorana edge modes at the ends of Holmium away from the junction. whereas the
linear crossings are associated with two Majorana modes at the Ho/I interfaces. The self-consistent pair amplitudes, shown in
panel (b) are suppressed in the insulating region. The magnetization (c) turns on abruptly just beyond the insulating region.
Panel (d) shows that the localized wavefunction amplitude (kx = 0.90kF ) becomes large just where the magnetic inhomogeneity
appears. The boundary between the S layers and the Ho layers is represented by dashed lines. We choose the thickness of
the two superconductors along the y-axis to be dS = 75k
−1
F = 7.5ξ. where ξ is the superconducting coherence length. The
thickness of the Holmium is dHo = 5k
−1
F = 0.5ξ. The length of the Holmium/superconductor bilayers along the z-axis is taken
to be `S = `Ho = 40k
−1
F = 4ξ. The chemical potential of the superconductor and Holmium are taken to be µS = µHo = EF .
The chemical potential in the insulator, which separates two bilayers, is chosen to be µI = −2EF and its width is `I = 5k−1F .
The exchange field in the conical ferromagnets is 0.2EF .
In this way, the magnetic spiral period λ = 2pia/β sets
the strength of the spin-orbit coupling vso = pi/(mλ).
The BdG equation in matrix form is given by, H0 hx − ihy 0 ∆hx + ihy H0 −∆ 00 −∆∗ −H0 −hx + ihy
∆∗ 0 −hx − ihy −H0

 un↑un↓vn↑
vn↓

= En
 un↑un↓vn↑
vn↓
 , (1.7)
where unσ (vnσ) are quasi-particle (hole) wavefunctions.
We have suppressed the position label, r, in Eq. (1.7).
The Hamiltonian in Eq. (1.7) can be written more com-
pactly in the Nambu basis as
HBdG = H0τz + h.στz + [i∆σyτ+ + H.c.], (1.8)
where σ and τ are the Pauli matrices acting in the spin
and particle-hole subspaces, respectively.
Now the essence of a self-consistent BdG approach is
to obtain the superconducting pair potential (or “gap”
parameter), ∆(r), microscopically from the attractive in-
teractions:
∆(r) ≡ g(r)F (r), (1.9)
where g(r) is the coupling constant which vanishes out-
side the superconductor [32] and
F (r) =
∑
n<ωD
[
un↑(r)v∗n↓(r)− un↓(r)v∗n↑(r)
]
tanh
( n
2T
)
(1.10)
is the pair amplitude. Note that the Debye frequency
ωD is the energy cutoff and T is the temperature (we set
ωD = 0.1EF and T = 0 in this paper). Important for
the present purposes is that in our proximitized super-
conductors, the pair amplitude is non-zero, even though
there is a vanishing order parameter.
Another important physical property which involves
6uσ and vσ is the position-dependent magnetization.
mx(r) =− µB
∑
n
(
vn↑(r)v∗n↓(r) + vn↓(r)v
∗
n↑(r)
)
,
(1.11a)
my(r) =iµB
∑
n
(
vn↑(r)v∗n↓(r)− vn↓(r)v∗n↑(r)
)
, (1.11b)
mz(r) =− µB
∑
n
(|vn↑(r)|2 − |vn↓(r)|2) , (1.11c)
where µB is the Bohr magneton. This is a central quan-
tity in the present paper. The spatial dependence of
the magnetization M(r) =
√
m2x +m
2
y +m
2
z is associ-
ated with a magnetic screening cloud in the superconduc-
tor. Of interest is how in a proximitized superconductor,
the magnetization can be reorganized (say, by insulating
barriers, defects and interfaces) in a way which is readily
quantified.
II. BDG APPROACH FOR PROXIMITY
CALCULATIONS
A. Numerical procedure
The single particle term in the full Hamiltonian which
appears in Eq. (1.4) is
H0 = −∇
2
2m
− µ(y, z). (2.1)
This describes free fermions of mass m. Throughout the
paper we adopt the natural units ~ = kB = 1. The insu-
lator is associated with the position-dependent quantity
U0(y, z) which reflects a localized shift in the chemical
potential. We use a single positive Fermi energy EF for
the chemical potentials of the superconducting layers µS
and the substrate µHo. The chemical potential µI for the
insulator should be negative. More precisely, the shift of
the insulating Fermi level takes the form U0(y, z) =
EF − (EF − µI) Θ (y − dHo) Θ (z − `S) Θ (`S + `I − z)
(2.2)
in the first platform and
EF − (EF − µI) Θ (z − `S) Θ (`S + `I − z) (2.3)
in the second platform. We define dHo, dS , `I , and `S
as respectively the thickness of the Ho substrate (along
the y-direction), thickness of the superconductor (along
the y-direction), the length of the insulator (along the z-
direction), and the length of the superconductor (along
the z-direction). (For simplicity, we take the two S layers
in these platforms to be the same along both y- and z-
direction). The origin of the y − z coordinate system is
at the bottom left corner for both junction configurations
as shown in Fig. 1.
Because the Hamiltonian is translationally invariant
along x, the proposed wavefunction in the x direction is
in the form of eikxx. Therefore,
H0 = − 1
2m
(
∂2y + ∂
2
z
)
+
k2x
2m
− µ(y, z). (2.4)
The attractive pairing interaction g is also a function of y
and z and taken to be a constant associated with a bulk
superconductor in the S regions.
We numerically solve the BdG eigenvalue problem fol-
lowing the scheme developed in Refs. [19, 32, 39]. For
definiteness, we set the smallest length scale to be in the
order of k−1F . We then expand both the matrix elements
and the eigenfunctions in terms of a Fourier basis.
For the quasi-particle and quasi-hole wavefunctions, we
have
u˜nσkx(y, z) =
2√
d`
∑
p,q
upqnσkx sin
(ppiy
d
)
sin
(qpiz
`
)
,
(2.5a)
v˜nσkx(y, z) =
2√
d`
∑
p,q
vpqnσkx sin
(ppiy
d
)
sin
(qpiz
`
)
.
(2.5b)
Note that u˜nσkx and v˜nσkx are related to unσ and vnσ
by the relations unσ = e
ikxxu˜nσkx and uvσ = e
ikxxv˜nσkx .
General matrix elements are similarly expanded in terms
of the same Fourier series. For example, we define the
matrix elements of an operator O to be
Opqp
′q′ ≡ 〈pq|O|p′q′〉
=
4
d`
∫ d
0
∫ `
0
dydz sin
(ppiy
d
)
sin
(qpiz
`
)
×O sin
(
p′piy
d
)
sin
(
q′piz
`
)
. (2.6)
All terms in the Hamiltonian can then be expanded
in this basis set. We then have successfully transformed
a set of differential equations into an algebraic matrix
eigenvalue problem. To consider a phase difference φ
between the two superconductors, our initial ansatz for
the pair potential is: ∆(y, z) =
∆0Θ (y − dHo)
[
Θ (`S − z) + Θ (z − `S − `I) eiφ
]
, (2.7)
for both platforms, where ∆0 is the bulk superconducting
pair amplitude. As in our previous work [19], we look for
the self-consistent solution of ∆(y, z) iteratively.
III. NUMERICAL RESULTS: FULL
PROXIMITY TREATMENT OF JOSEPHSON
JUNCTIONS
In this section we present the results of a full BdG
solution for the proximity junctions shown in Fig. 1(a).
The results of the first and second platforms are shown
7in Figs. 2 and 3, respectively, where we assume that the
two superconductors have the same phase. Figure 2(a)
presents the energy dispersion as a function of kx. The
darkest region (E > ∆0 ≈ 0.06EF ) of this panel corre-
sponds to bulk states of the junctions, while the lighter
region (E < ∆0) corresponds to states of the Ho sub-
strate. This clearly reflects that the Ho substrate, is
proximitized as the excitation gap is necessarily smaller
there than in the two superconducting leads. This figure
is in the topological phase, (although we find similar re-
sults in the trivial phase as well). This can be verified
from the presence of flat bands at the right and left edges.
Of great interest are the two crossings corresponding to
the QPTs, shown in the middle of Fig. 2(a).
Figure 2(b) presents a color contour plot of the self-
consistently determined pair amplitude profile corre-
sponding to this first platform junction configuration.
One sees that there is a non-vanishing amplitude inside
Ho nearest the superconductors [below the dashed line
in Fig. 2(b)] and that a small pair amplitude component
penetrates into the insulating region, as well. Below the
insulating region (in Ho), the amplitude is suppressed.
Presumably this follows because the presence of the in-
sulating barrier interrupts proximity coupling. We can
see that this gap depression is reflected in the magneti-
zation plotted in Fig. 2(c). If we plot the wavefunctions
associated with the QPT (crossing points) as in Fig. 2(d),
we find that they are rather well localized to the region
of inhomogeneous magnetization.
We turn now to the results of the second junction con-
figuration as shown in Fig. 3. This is also in the topo-
logical phase as can be seen from the presence of flat
bands in the dispersion plotted in Fig. 3(a). In contrast
to platform 1, the zero crossings here are associated with
Majorana modes. These crossings arise from Majorana
oscillations due to two hybridized Majoranas in the mid-
dle of the junction [40, 41]. While they represent dif-
ferent physics from the zero energy crossings discussed
previously, we provide a rather similar analysis as the
comparison between trivial (platform 1) and topological
(platform 2) zero-energy crossing behavior should be use-
ful.
The pair amplitude profile is shown as a color contour
plot in Fig. 3(b). Here the insulating component has
an essentially negligible pair amplitude. Similarly one
sees from Fig. 3(c) that the magnetization is fully ab-
sent over the insulator, but once inside the Ho it turns
on rather abruptly. The region of magnetization inho-
mogeneity corresponds to the vicinity of the Ho-I bound-
ary on either side. If we then plot the amplitude of the
crossing wavefunction as in Fig. 3(d), we see that it is
essentially localized to this inhomogeneous region, with
very small penetration into the superconducting leads.
Figure 4 presents line cuts in the Ho region of the con-
tours shown in the different panels (b,c,d) of the previous
two figures. Here the plots are for a fixed y position in
the junction. The upper and lower panels correspond to
the first and second platforms, respectively. All curves
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FIG. 4. Plots for the pair amplitude, the magnetization, and
the amplitude of E = 0 bound state wave function as a func-
tion of position z corresponding to the first and second plat-
forms and with the parameters chosen from Figs. 2 and 3,
respectively. Here we look at fixed kF y = 2 which is in the
Ho layer. The bound state in platform 1 is non-topological
while that in platform 2 can be shown to be associated with
Majorana zero modes.
are for dimensionless units; by overlaying them in this
fashion one can see more clearly how the location of the
zero-energy bound states is in detail correlated with the
inhomogeneities in m(r) and F (r). Additionally, one can
more directly compare the behavior in the first and sec-
ond junction configurations. This enables a comparison
between trivial and topological zero energy crossings.
In the upper panel, one sees that as the insulator is
approached, the pair amplitude decreases while concomi-
tantly the size of the magnetization increases in precisely
the same spatial region. We have observed (not shown
here) the expected inverse relationship between the size
of the oscillations in the x and y components of m(r)
and the size of the pair amplitude F (r). The zero-energy
bound state is, as emphasized above, confined to the re-
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FIG. 5. Results for the first platform when φ = pi. Other parameters are the same as in Fig. 2. The left panel shows the
dispersion relation. The two Majorana edge modes are present and now become degenerate with two additional “Andreev”
modes (as shown by the red lines near the zero energy). [These were visible in Fig. 2(a) where they were not quite degenerate.]
The self-consistent pair amplitudes, plotted in the central panel, show a clear sign change in the insulator. The horizontal axis
corresponds to the z-direction and each curve in this plot is a line cut along y-coordinates. In the right panel, we plot the
wavefunction associated with kx = 0.93kF where there are two Majorana edge modes and two Andreev modes leading to the
4pi Josephson effect. The boundary between the S layers and the Ho layers is represented by dashed lines.
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FIG. 6. Results for the second platform when φ = pi. Other parameters are the same as in Fig. 3. The figure shows, from left
to right: (a) the dispersion relation, (b) the pair amplitudes, and (c) the wavefunction. As in the first platform, note the sign
change in the pair amplitude as shown in panel (b). Panel (c) shows the wavefunction at kx = 0.96kF corresponding to one of
the four-fold degenerate Majorana edge modes [red lines in panel (a)].
gion of inhomogeneity.
The situation for the second platform (shown in the
lower panel) is more complex. Note that the insulator is
nearly “inert”,that is, it has a very small pair amplitude
and very weak oscillating magnetism. Hence, by contrast
with the upper panel, the entire central region of the
plots is nearly zeroed out. As a consequence the bound
state (hybridized Majorana) wavefunction is restricted to
a region of width comparable to that in the first platform,
but with the central region replaced by a “hole” across
the extent of the insulator.
A. Topological Josephson junctions
We turn now to junctions with a pi-phase difference
between two superconducting leads. We stress that the
Josephson current of a topological and trivial Josephson
junction has different periodicity with respect to the su-
perconducting phase difference, i.e., 4pi periodicity for
topological vs 2pi periodicity for trivial junctions. This
difference in the periodicity can be used as an experi-
mental signature for the topological superconductivity.
Importantly, one cannot differentiate between topologi-
cal and trivial Josephson junction from the amplitude of
the Josephson current.
Of particular interest here is to see the extent to which
a proximitized junction (which has a vanishing order pa-
rameter) can, nevertheless, exhibit Josephson signatures.
The behavior for the two different platforms is not dra-
matically different. Figures 5(a) and 6(a) present a plot
of the energy dispersion as a function of kx for the first
and second platforms, respectively. There are two no-
table effects as compared to junctions when both super-
conductors have the same phase: the excitation gap is
significantly reduced and the flat bands at the edge are
now four-fold degenerate. This four-fold degeneracy (as-
sociated with the low-energy states outlined in red) ap-
pears when the two bands just above and below the flat
bands [these are shown at the edges of the spectrum in
Figs. 2(a) and 3(a)] move down to align with the two Ma-
jorana flat bands. This occurs precisely when the phase
difference reaches pi. There are many more subgap states
in Fig. 5 than Fig. 6 because in platform 2 the insulat-
ing region is more extended thereby leading to denser
low-energy states.
9It is useful to label the energies of these two near-by
bands as ±E(φ) and follow their behavior as the phase
difference continuously varies. Note that these two have
different fermion parity. When φ is less than pi the band
associated with + is above that with −. For angles be-
tween pi and 3pi, the two bands exchange places, with the
− band having higher energy that the + band. At 3pi
the two bands will cross again at zero energy.
Using E(φ) we are able to predict the behavior of the
Josephson current [42–45]. It follows that (unless there
is a fermion-parity switch), the Josephson current will
not return to its φ = 0 value until φ = 4pi. This 4pi
periodicity is a well known feature of such junctions [46,
47] and a signature of topological order. What is new
here is these effects occur in a medium which has no
intrinsic pairing. They are occuring strictly via proximity
coupling.
Indeed, this proximity coupling is illustrated in
Figs. 5(b) and 6(b) which plot the position-dependent
pair amplitude for different values of y. This shows
the expected sign change as one crosses from one super-
conductor to another. To accomodate this overall sign
switch there appear to be distinct nodal points. Finally,
Figs. 5(c) and 6(c) present contour plots of the wavefunc-
tion amplitudes associated with the four-fold degenerate
flat bands at fixed kx = 0.93kF and kx = 0.96kF , respec-
tively. The two spots on the left and right are the ex-
pected Majorana bound states (MBSs) coming from the
far edges of Ho, while the two in the middle correspond
to the localized wavefunctions associated with the middle
two edges of the Ho substrate. These are sometimes de-
scribed as hybridized Majorana modes [48]. Indeed, one
can view the 4pi periodicity discussed above as arising
from these hybridized modes.
What is particularly interesting in the first platform
configuration is that even though here there is no natu-
ral junction in the middle of the Ho substrate, the wave-
function nevertheless exhibits a break into two separate
contributions, as in platform 2.
IV. ASSESSING STANDARD PROXIMITY
MODELS: ONE DIMENSIONAL JUNCTIONS
A deep understanding of the nature of proximity-
induced superconductivity in systems with combined
spin-orbit coupling and Zeeman fields is central to ar-
riving at topological superconductors. Rather than in-
troducing the source of proximitization directly as we
do here, one usually ignores the multiple layers of Fig-
ure 1, and considers an effective SIS system with an as-
sumed gap parameter in S. In a nice series of papers,
Stanescu and co-workers [6–9] developed this approach.
They showed how to derive an effective low energy model
in which the superconducting degrees of freedom can be
integrated out and replaced by an interface self energy.
Implementing their approach for the 2 different plat-
forms leads to 2 different quasi-one dimensional mod-
els which (unfortunately) also need to be addressed nu-
merically. Important here is to make these simpler
models compatible with our Holmium studies by choos-
ing a one-dimensional spin-orbit coupling. This can be
shown to host Majorana flat bands in the topological
regime. Moreover, as shown below, we find multiple par-
ity switches associated with ZECs in the SIS spectrum.
Notably, these always require a sufficiently strong mag-
netic field to be present inside the insulator. We, thus,
presume throughout this section that there is a non-zero
field in the insulating region. It can be noted that this
appears to be (at least) a superficial difference between
these effective low energy models and the platform con-
figurations discussed in the previous section, where no
magnetic field is present in the actual insulating compo-
nent of the junction; moreover, this region is relatively
free of any magnetization [as can be seen in Figs. 2(c)
and 3(c)]. Similarly the insulator does not host the zero-
energy bound states in contrast to what is found in the
effective low energy models. Rather the Holmium sub-
strate is the active component in the junction (just below
the insulator) hosting both the magnetization and the
bound state.
In the following, we focus on the effective low energy
model which involves 1D spin-orbit-coupled supercon-
ducting wires [42, 43] coupled infinitely along one direc-
tion (which we take to be the x-direction) [49]. Here
we consider the system to be infinitely thin along the
y-direction as shown in Fig. 7(a). Similar SIS and SNS
junctions have been studied in the literature [2] which ar-
gue that for sufficiently large Zeeman fields, parity cross-
ings are made possible by the nontrivial topology in the
underlying effective p-wave superconductor. Here we find
that these ZECs can also arise in the absence of SOC,
hence they are not associated with topological phases.
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FIG. 7. (a) Schematic arrangement of the effective low energy proximity model corresponding to Platform 1, (b) pair amplitude
profile F (z), (c) profile of total magnetization M(z) and (d) the zero-energy bound state wave function which roughly correlates
with the induced magnetization. The dashed lines in panels (b)-(d) mark the boundaries between the superconducting and
insulating regions. This figure can be compared with Fig. 4(a). The parameters used in the above plots are t⊥ = 1.5, `S = 157ξ,
`I = 2.5ξ, ∆ = 0.1, φ = 0, µS = 1, µI = −1, λS = 0.2, λI = 0.2, hS = 0.6, and hI = 0.6.
A. Effective low-energy models for including
proximity
We next study the effective low-energy approximation
to the full-proximitized SIS junction introduced in the
previous section, namely an array of 1D finite-length
(along z-direction) spin-orbit-coupled superconducting
wires [42, 43] which are coupled along the infinite x-
direction [49]. This effective low energy model is ob-
tained by removing the two superconductors above the
Holmium. Following the standard procedure for address-
ing proximity effects [6–9], we integrate out the upper
(SIS) layer which results in a contribution of a surface
self energy in the Hamiltonian of Holmium. The self-
energy is given by
Σ(ω) = −|t˜|2ν (EF (z))
[
ωτ0 + ∆0(z)σyτy√
∆0(z)2 − ω2
+
ζ
1− ζ2 τz
]
,
(4.1)
where t˜ is the tunneling coupling between the SIS
layer and Holmium, ∆0 is the parent superconductivity,
ν(EF ) = 2
√
1− ζ2/Λ is the density of states at the Fermi
energy EF with ζ = [Λ − EF (z)]/Λ and Λ being half of
the bandwidth. The second term in Eq. (4.1) gives rise
to the proximity-induced superconductivity and the last
term introduces a shift in the chemical potential of the
substrate. In this way we have an effective low-energy
model for the Holmium component where the region be-
low the host superconductor is a proximitized supercon-
ductor while that below the insulating barrier is treated
as an insulator in a magnetic field, as shown in Fig. 7(a).
This self-energy can be thought of as a consequence of the
penetration of the wave function from the upper layer SIS
part into the Holmium substrate. Since we are only in-
terested in the zero-energy bound states which are the
low-energy properties of the system, we can approximate
Σ(ω) ≈ Σ(0).
The Hamiltonian of the effective low-energy model of
the Holmium is then given by
H1D =
∫
dz
[(
− ∂
2
z
2m
− µ(z)
)
+H‖
+
(
∆(z)ψ†↑(z)ψ
†
↓(z) + H.c.
)]
, (4.2)
where ψσ(z)[ψ
†
σ(z)] is the annihilation (creation) opera-
tor of an electron at position z with spin σ =↑, ↓ and
∆(z) = |t˜|2ν(EF )θ(∆0(z)) is a proximity-induced s-wave
pairing potential.
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FIG. 8. (a) Schematic arrangement of a 1D “trivial phase” junction with magnetic field only in the insulating region. This case
is not related to either of the two platforms in Figure 1, but is presented to illustrate how the bound state wavefunctions are
localized to regions with non-zero magnetic field. (b) Pair amplitude profile F (z), (c) Profile of total magnetization M(z) and
(d) zero-energy bound state wave function which has an amplitude maximum where the magnetization is maximal. This case
is non-topological, as there are no magnetic fields in S. The dashed lines mark the boundaries between the superconducting
and insulating regions. The parameters used in the above plots are t⊥ = 1.5, `S = 60ξ, `I = 1.57ξ, ∆ = 0.1, φ = 0, µS = 1,
µI = −1, λS = 0.5, λI = 0.5, hS = 0, and hI = 0.6
Note that the chemical potential µ(z) and pairing po-
tential ∆(z) vary along the z direction [see Fig. 7(a)]
where µI < 0, µS > 0, ∆S > 0, and ∆I = 0. In the
above, we have used the subscripts I and S to denote the
quantities corresponding to the I and S regions, respec-
tively in Fig. 7(a).
The term
H‖ =− iλ
(
ψ†↑(z)ψ↑(z + zˆ)− ψ†↓(z)ψ↓(z + zˆ)
)
+ H.c.
+ h
(
ψ†↑(z)ψ↓(z) + ψ
†
↓(z)ψ↑(z)
)
, (4.3)
contains the spin-orbit (λ) and Zeeman (h) coupling.
Note that this nanowire Hamiltonian is equivalent to
the proximity-induced superconducting ferromagnet at
a conical opening angle α = pi/2 [19] as discussed in the
previous section.
We introduce a coupling in the array of the 1D wires
along the x-direction via the term
H⊥ = −t⊥
∫
dx
[
ψ†(x, z)ψ(x+ xˆ, z) + H.c.
]
. (4.4)
Here we have defined xˆ and zˆ to be the unit vectors along
the x and z directions, respectively. Since the Hamilto-
nian is translationally invariant along the x-direction, the
Hamiltonian of the above 2D system can be dimension-
ally reduced into a sum of 1D wires each with specific
values of kx, i.e.,
H2D =
∫
dkxH1D(kx). (4.5)
where H1D(kx) is the same as Eq. (4.2) written in mo-
mentum space with the chemical potential replaced by
µ → µ˜(kx) = µ + 2t⊥ cos(kx). When the magnetic field
is tuned above its critical value h > |∆|, the supercon-
ducting region of the array of 1D wires can support any
integer Z gapless Majorana zero modes thus it belongs to
the topological class BDI [50–52]. For h < |∆|, the sys-
tem is in the trivial phase and gapped. The gap closes
when h > |∆| where the system becomes topological
with Majorana flat bands in the E versus kx spectrum.
These Majorana flat bands can be found in the kx re-
gion where h2 > µ˜(kx)
2 + ∆2. We note that the gap
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closes at the kx values where µ˜(kx)
2 + ∆2 = h2. For the
case where |√h2 −∆2 − |µ|| ≤ 2t⊥ ≤ (|µ| +
√
h2 −∆2),
there are two gap closing points and for the case where
|µ|+√h2 −∆2 ≤ 2t⊥, there are four.
B. Numerical Results: Effective low-energy models
We focus on numerical solutions of the BdG equations
given in Eqs. (4.2)-(4.5). In particular, we compute the
zero-energy bound state wavefunction, proximitized gap
[Eq. (1.10)], and magnetization [Eq. (1.11)]. Importantly,
here, too, we find ZECs in the spectrum which signify
QPTs.
In Figs. 7(a)-(d) we present solutions of the effective
low energy model corresponding to Platform 1. Here,
the insulating region has a constant negative chemical
potential µI < 0 with a length `I ∼ ξ where ξ = 2/(pi∆)
is the superconducting coherence length with ∆ being
the superconducting gap. Multiple zero energy bound
states of the effective model are found to appear once the
Zeeman field in the insulating region of an SIS junction
is increased to the critical value (hI = |µI |), where µI is
the chemical potential in I.
Figure 7(a) shows the junction configuration where the
magnetic field is naturally present in the insulating re-
gion. The pairing potentials on the left and right super-
conducting regions are taken to be ∆ and ∆eiφ, respec-
tively. For simplicity, the results here are presented for
the case φ = 0.
To relate to our more complete proximity calcula-
tions, we plot the associated pairing amplitudes F (r),
[see Fig. 7(b)], the magnetization [see Fig. 7(c)] and (for
one particular bound state) the zero-energy wavefunction
amplitude as functions of position throughout the junc-
tion [see 7(d)]. This figure can then be compared with
Fig. 4(a). Just as in Fig. 4(a), the magnetization and the
wavefunction amplitude are correlated with each other:
they assume their maximum values at the same position.
One can compare with Fig. 4(a) where the counterparts
from the full proximity calculation exhibit a maximum
in the junction center, whereas in Fig. 7, they both have
minima. The pairing amplitudes shown in Fig. 4(a) and
in Fig. 7(b) are more obviously similar, as they both ex-
hibit a dip in the center of the junction. It should be
noted, as can be seen from the plot, the pairing pene-
trates into the insulator.
If the magnetic field is absent in the I region of the
effective low energy model, then the non-topological zero
energy bound states are no longer present. This case,
which would be associated with platform 2, does not yield
a discrete zero energy crossing in the dispersion as in the
full proximity case of Fig. 2(a). Rather it is associated
with a Majorana flat band. In this way, we infer that
these effective low energy models do not always acco-
modate the same detailed physics as in a more realistic
proximity junctions.
Finally, we present results in Fig. 8 for a simple case of
a trivial SIS junction where the superconductor contains
SOC but no magnetic field. For this configuration the
magnetic field is restricted to be inside the insulating re-
gion. This case is unrelated to the 2 holmium platforms
considered throughout the paper. Nevertheless, it serves
to illustrate the importance of a non-zero Zeeman field in
hosting non-topological quantum phase transitions. We
have seen in the second platform configuration (Figures
3 and 4(b)) that the bound state wave function is essen-
tially excluded from regions in the junction where the
field vanishes. Thus the wave function does not overlap
the insulating region. We see in Figure 8 a similar ef-
fect. Here, again following the behavior of the magnetic
field, the bound state wave function is essentially con-
fined to the insulating region and excluded from the host
superconductors where the field vanishes.
We note that this case is closer to that studied in
Refs. [2, 30]. What is particularly intriguing about this
situation is that it can be thought of as a “quantum dot”
system where Coulomb blockade effects are absent. Gen-
erally the presence of Coulomb blockade physics is used
[20] to argue that Kondo physics is driving the QPT in
quantum dots. This follows by using a Schrieffer-Wolff
transformation to convert the dot Hamiltonian to a mag-
netic impurity model. What is shown here and in Ref.
[30] is that Coulomb effects are not essential for arriving
at these quantum phase transitions in quantum dots.
The junction configuration of interest is shown in Fig-
ure 8(a) whereas Figure 8(b) presents a plot of the self-
consistent pair amplitude calculated using Eq. (1.10). As
can be seen from the plot, the gap penetrates into the in-
sulator. Figure 8(c) shows the magnetic screening cloud
or magnetization M(z) throughout the junction with its
components calculated using Eq. (1.11). The magnetiza-
tion is largest in the insulating region as a consequence
of the magnetic field there. Finally in Figure 8(d) we
present a plot of the amplitude of the wavefunction corre-
sponding to a prototypical zero-energy bound [ψABS(z)].
We see that the magnetization and the wavefunction are
spatially correlated and peaked in the insulating regime,
reflecting the presence of the magnetic field which only
appears in this region.
V. CONCLUSIONS
A. Comparison of the full proximity results with
the effective model
It is interesting to focus on the behavior in the vicin-
ity of the various interfaces in the complex Josephson
junctions we consider. Note that the S-Ho interface is
effectively absent in the low energy models used for ad-
dressing proximity coupling (see Section IV, where the
contribution from S has been integrated out.) On the
otherhand, it is accessible in the full proximity calcu-
lations and both Figs. 2 and 3 show that the induced
magnetization barely penetrates into the superconduct-
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ing region. This is due to the fact that the exchange
interaction is local and present only in the Ho layer [53].
Rather the magnetization is confined to Ho. In platform
2 it is locally depressed in the insulating region, where
Ho is completely absent; it, nevertheless, recovers to the
full bulk value associated with Ho at the sample ends far
from the insulator. By contrast in platform 1 the mag-
netization is increased in the vicinity of (but below) the
insulator, acting much as a local magnetic moment.
The pair amplitude undergoes a more non-monotonic
behavior associated with the S-Ho interface which is miss-
ing in the low energy approximate models. These oscilla-
tions are well known (see, for example [39]). In this way
there is a depression in the pairing amplitude very close
to the S-Ho interface, but it recovers to become rather
strong somewhat below. Importantly, the wavefunctions
for the QPT in Platform 1 are localized in Ho in the
regime where the pairing amplitude is maximal.
At some level there is consistency between the effec-
tive models and the full proximity calculations, as we
find in platform 1 (through both approaches) that there
are non-topological zero energy crossings. Similarly we
find in platform 2 (through both approaches) that the
crossings there are only topological. What is important
to stress, however, is that the full proximity models are
more complete because they self consistently establish
the degree and even the presence of proximitization. In
the effective models one usually introduces a phenomeno-
logical pairing gap parameter ∆ as in Eq. (4.2), whose
size can only be obtained from the full proximity calcu-
lations. We emphasize this size is critical in determining
the conditions for topological and trivial phases. These
differences are also made clear by contrasting Figs. 4(a)
and 7.
B. Physical Picture of the quantum phase
transition
By way of summary, it is useful to revisit the ques-
tion of what is the physical mechanism responsible for
these non-topological zero energy bound states found in
either the full proximity Josephson case or with the ef-
fective low energy model. We have shown throughout
that there is a clear correlation between the inhomo-
geneous magnetization and the amplitude of the bound
state wavefunction. We associate a proximity-induced
“magnetic defect” with the insulating region of the junc-
tion. In the presence of magnetic fields, the insulator
effects a local reorganization of the magnetization in the
proximitized medium. We emphasize that our insulating
barriers are non-magnetic. The proximity-induced “mag-
netic” defects which we refer to as magnetization inho-
mogeneities, have a different origin from the well-studied
magnetic impurities associated with the Shiba scenario
[12].
Nevertheless these Shiba or “external” impurities pro-
vide a useful template for understanding zero-energy
crossings. These crossings are found to occur by tuning
the strength of the effective impurity exchange interac-
tion [11–13]. Using this template in the present situation,
it is the magnetic field (in units of the insulating chem-
ical potential) which provides a mechanism for the en-
ergy level crossings and parity shifts in our proximitized
Josephson junctions. At a critical magnetic field the en-
ergies of the superconducting junction states with n and
n + 1 electrons cross. The parity switch of the crossing
reflects the fact that in a region of rapidly varying mag-
netization it may be energetically more favorable to in-
vert the relative order of different states (having different
parities). This is implemented by adding an additional
fermion spin or single particle excitation, associated with
one less pair and one extra spin.
It is useful to contrast our effective low energy proxim-
ity model results with the case of a delta-function non-
magnetic impurity studied in Ref. [1]. The present pic-
ture applies to a finite-length insulating barrier and we
find that this zero-energy crossing can appear as long
as the magnetic field in the insulating region is suffi-
ciently large (hI > |µI |).The crossings we find do not
require the superconducting region to be topological, as
in Ref. [1]. Similarly, there are studies of multiple mag-
netic impurities, or impurity chains in the literature [54].
While we also consider magnetization defects of extended
size, ours are not externally inserted but are proximity-
induced through full self consistency. They arise because
of the presence of magnetic fields in (proximitized) super-
conductors, which, around an insulating barrier, serve to
induce an inhomogeneous magnetization.
Finally we note that there is a literature which is closer
to the issues presented in the present paper. This deals
with Andreev bound states in the presence of magnetic
fields [2, 30]. The (necessarily) numerical findings from
this body of work show how these bound states appear as
functions of junction magnetic field and chemical poten-
tials but without establishing detailed microscopic gov-
erning equations. Indeed, it has been argued both theo-
retically [2] and experimentally [3] that there are similar-
ities between Andreev bound states and those associated
with magnetic impurities. A notable contribution from
the present paper was to present a “missing link” which
explains the similarity. We did this by identifying the role
of the proximity-induced magnetization m(r) arising in
an Andreev configuration, which is something which was
previously of interest only to the superconducting spin-
tronics community.
C. Summary
In this paper we addressed fairly realistic proximitized
Josephson junctions which contain the necessary features
(both Zeeman and spin-orbit coupling) to produce topo-
logical superconducting phases. While we have focused
on a particular example involving the conical magnet Ho,
we expect our findings to be more general. These junc-
14
tions contain multiple non-topological zero-energy bound
states associated with fermion-parity switches in quan-
tum phase transitions. They are particularly important
because they have the potential to lead to “false posi-
tives” in reports for Majorana bound states. Thus, un-
derstanding their origin more microscopically provides a
central motivation for our work here.
To understand these quantum phase transitions, we
have presented a full proximity treatment of multi-
component Josephson junctions. Despite the many pa-
pers concerned with topological junctions, a detailed and
precise proximity analysis appears to be otherwise lack-
ing. It, moreover, provides a valuable check on widely
used effective low energy models which we examine here.
We show how it is useful to consider self-consistently de-
rived quantities from the BdG analysis such as the screen-
ing cloud magnetization m(r), and induced pairing am-
plitudes F (r). These allow us to understand the appear-
ance of zero-energy bound states and to correlate their
areas of confinement to the spatial dependences of these
properties. In this way, we arrive at a generalization of
the magnetic impurity scenario for these quantum phase
transitions, but here with a self consistent and proximity-
induced magnetic defect.
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