The estimation of reference evapotranspiration (ET 0 ) is important in hydrology research, irrigation scheduling design and water resources management. This study explored the capability of eight machine learning models, i.e., Artificial Neuron Network (ANN), Random Forest (RF), Gradient Boosting Decision Tree (GBDT), Extreme Gradient Boosting (XGBoost), Multivariate Adaptive Regression Spline (MARS), Support Vector Machine (SVM), Extreme Learning Machine and a novel Kernel-based Nonlinear Extension of Arps Decline (KNEA) Model, for modeling monthly mean daily ET 0 using only temperature data from local or cross stations. These machine learning models were also compared with the temperature-based Hargreaves-Samani equation. The results indicated that the estimation accuracy of these machine learning models differed in various scenarios. The treebased models (RF, GBDT and XGBoost) exhibited higher estimation accuracy than the other models in the local application. When the station has only temperature data, the MARS and SVM models were slightly superior to the other models, while the ANN and HS models performed worse than the others. When there was no temperature data at the target station and the data from adjacent stations were used instead, MARS, SVM and KNEA were the suitable models. The results can provide a solution for ET 0 estimation in the absence of complete meteorological data. Key words | cross-station, Kernel-based nonlinear extension of arps decline model, machine learning, reference evapotranspiration (K c ). According to the Food and Agriculture Organization of the United Nations (FAO) publication by Allen et al. (),
is the basis of developing precision irrigation system and improving water use efficiency. Although ET can be measured using eddy covariance, Bowen ratio system or lysimeters, their common problem is that they are expensive, time-consuming and require high professional knowledge, particularly in developing countries such as China. People usually use indirect methods to derive ET, that is, to use reference crop evapotranspiration (ET 0 ) and crop coefficient resistance is 70 s m À1 . The most widely accepted methodology for ET 0 estimation is the FAO 56 Penman-Monteith (PMF 56) formula, and it has been a standard method to test the other methods (Fan et al. ) .
The main drawback of the PMF 56 formula is that it needs many high-quality meteorological data, e.g. solar radiation or sunshine duration, air temperature, wind speed and relative humidity, whereas these data are often unavailable in developing countries. For instance, the costs of observing solar radiation are very high. There are more than 2,000 meteorological stations in China, but only less than 130 stations record solar radiation (Fan et al. a, b) . In addition, wind speed is affected by the topographic feature and land use, and it is difficult to obtain representative wind speed on a large scale. For this reason, temperaturebased ET 0 models are of great interest to researchers. There have been many temperature-based empirical models available for ET 0 estimation, e.g. the Thornthwaite model Among these temperature-based models, the Hargreaves-Samani model has been widely used all over the world as a result of its simple structure and strong applicability. Hargreaves and Allen () suggested that suitable ET 0 estimates could be obtained by the HS model for at least a five-day period, since the daily value was easily influenced by wind speed and cloud cover. However, ideal results on a daily scale were also reported. Raziei and Pereira () () assessed more than 10 temperature-based models for estimating ET 0 at 4362 worldwide stations. In this study, the HS model provided the best accuracy in many climates, e.g. arid, semiarid, temperate, cold and polar. On the other hand, the Thornthwaite and McCloud models gave the worst average estimates in all climates. Quej et al. () 
MATERIALS AND METHODS

Case study and data description
Jiangxi Province, covering an area of 1.67 × 10 5 km 2 , is a major producing area for double-cropping paddy in China and yields paddy rice of 20.4 billion kg y À1 . The study area has a subtropical humid climate with the mean annual rainfall ranging 1,341-1,943 mm, which is largely influenced by the East Asian monsoon (Fan et al. a) . About 15 billion m 3 y À1 of water resources have been used for irrigation in this region. However, nearly 2 billion m 3 y À1 water shortage exists as a result of unreasonable use of water resources and uneven distribution of seasonal rainfall. In Table 1 that there was no significant variation in the meteorological variables between the training and testing periods at all stations. In addition, the temperature of Station 58506 was much lower than that of the other stations. However, the average annual ET 0 was slightly lower compared with the others due to higher elevation.
The values of meteorological variables of the other stations (except Station 58506) are very similar, indicating that the air temperature and ET 0 data in this area had fewer variations. This makes it possible to develop general models for monthly ET 0 estimation in the whole region.
Machine learning models for estimating reference evapotranspiration
Gradient Boosting Decision Tree
The DT is one of the most widely used classification algorithms, which can be represented as multiple if-else rules. Decision tree is actually a method to divide the space into hyper planes. Each time the space is divided, the current space is divided into two parts, such as the decision tree, which makes each leaf node an intersecting region of space. After getting the above decision tree learning, when entering a classification samples instance for decision-making, we can divide the sample into a leaf node according to the two characteristics of the sample (x, y) values and classification results. This is the decision tree model of the classification process. The learning algorithm of decision tree has many subclasses, among which the ID3 algorithm, C4.5 and M5 model tree are the basic algorithms. The GBDT model is a hybridized algorithm that consists of an ensemble of decision trees. One single decision tree usually causes over-fitting issue, while the GBDT model is able to overcome this problem via integrating many weak decision trees 
Kernel-based Nonlinear Extension of Arps Decline Model
KNEA is a newly nonlinear model initially proposed by Ma & Liu (a, b) based on the Arps decline model (Ma et al. a, b) and kernel method (Vapnik ) .
KNEA can be described as:
where f(x) is the output at this time and f(x À 1) is the output at the last step time. u(x) is the factors which have effect on output, g(u(x)) can be interpreted as the relationship between u(x) and f(x). μ is a bias. From this model, we can see that the output of this time is the result of joint action between the output from last time-step and the influencing factors are at this time. The nonlinear function g is hard to determine and can be translated to: (2) can be thus written as:
Although we still cannot solve Equation (3), we can find a very small value so that the difference between the left and right of the equation is as small as possible:
where γ is called a regularization term, it can controls the smoothness of the model. Like SVM, this optimization problem can be used by the Lagrangian multiplier method:
where λ x is the Lagrangian multiplier. The KKT conditions for optimality of the Lagrangian multiplier method are the following formulas:
where
in which I nÀ1 is n À 1 dimensional identity matrix with all the diagonal elements to be 1 and others to be 0. λ, μ and a can be obtained by Equation (9). The Ω ij can be employed a kernel function K (˙,˙) which satisfies the Mercer's theorem, and a RBF-type kernel function was selected in this study. More details about KNEA can be found in Ma & Liu (a) .
In addition, Artificial Neuron Network (ANN), Support 
FAO 56 Penman-Monteith
The PMF 56 equation suggested by Allen et al. () was used to calculate monthly mean daily ET 0 (mm d À1 ) and provide the reference data for testing of the empirical and machine learning models in this paper, which can be calculated as:
where R n is the net radiation at the crop surface, which is usually calculated by global solar radiation (R s ); G is the soil heat flux density; T a is the mean daily air temperature at 2 m height, calculated as the mean of maximum (T max ) and minimum (T min ) air temperature; U is the wind speed at 2 m height; e s and e a are the saturation and actual vapor pressure;
Δ is the slope of vapor pressure curve; γ is the air psychro- 
Hargreaves-Samani model
The temperature-based HS equation proposed by Hargreaves & Samani () was used to estimate monthly mean daily ET 0 when only air temperature data are available:
As mentioned above, this model will cause underestimation or overestimation of ET 0 without parameter calibration.
In this study, the model can be written as follows:
where a, b and c are empirical coefficients. In this study, the PMF 56 equation with air temperature data only (PMT) has been tested for the estimation of monthly mean daily ET 0 .
However, it has been found to be inferior to the HS equation.
Model scenarios
In the field of agricultural irrigation management, it is of great significance for decision-makers and planners to obtain the information of ET 0 . In this study, eight machine learning models as well as the HS empirical model were developed and applied by using the temperature-based general model for the estimation of monthly mean daily ET 0 in the Poyang Lake Region of Jiangxi Province. The obtained results of the machine learning models were also compared with those estimated by the standard PMF 56 equation. Firstly, a general model for estimating ET 0 was established using data during 2001-2010 from 11 meteorological stations in the Poyang Lake Region (Figure 2) .
Secondly, the established model was tested in three cases:
(1) comparing the eight machine learning models and the HS empirical model for the estimation of monthly mean daily ET 0 of the 11 stations using data from 2011 to 2015;
(2) investigating the same predictive model and comparing statistical indicators can be expressed as follows: 
where z n and z i represent the moralized and raw training and testing data; z max and z min are the minimum and maximum of the training and testing data. To evaluate the balance of different machine models and the empirical model, the radar chart of RMSE at the 11 stations is presented in Figure 5 . It can be clearly seen that the RMSE of the HS model was higher than the machine learning models at each site. The main reason for the low accuracy of the ANN model was that the stations in the south and west had larger errors than the other ranked in the middle position. The above showed that different datasets had different impacts due to the various principles of model construction. However, due to the natural classification ability of tree-based models, different datasets can be converted into different decision trees, so the estimation accuracy of these models was higher. 
RESULTS AND DISCUSSION
Case 2
The model established in the previous section can be applied in the areas where only temperature observations are available. The application potential of different models in this case was further assessed, in which four stations with independent datasets (ID: 57896, 58519, 58608 and 58715) were used to evaluate the performance of the nine models.
To clearly see the rank of the statistical results, the top three models were highlighted with red, green and blue colours. The mean values of the statistical results of the four stations are also listed in Table 3 . As seen from the ET 0 < 1.5 mm d À1 or >5 mm d À1 .
Case 3
When a site lacks the basic temperature observation data, it can be replaced with temperature data from the other stations, which is commonly referred to as 'cross-station application'. In this section, it was supposed that there were four stations having no maximum and minimum temperature data, but only calculated extraterrestrial radiation data. The temperature data from the nearest station were used to replace the missing temperature data for each of these stations. In short, temperature data from stations 57896, 58519, 58813 and 58715 were replaced with those from stations 57993, 58527, 58606 and 58608, respectively.
The statistical results are shown in noise, which results in the over-fitting of the model to some extent. In addition, the tree-based models use many temperature data were switched in this study and the applicability of using more meteorological data from nearby stations for estimating monthly mean daily ET 0 in a target station is to be studied. Further study is also needed to assess the capability of the proposed models on various time scales (hourly or daily) or in different climatic zones.
CONCLUSIONS
This study compared the capability of eight machine learning models, i.e. ELM, GBDT, KNEA, MARS, ANN, RF, SVM and XGBoost, in modeling monthly mean daily ET 0 using maximum and minimum air temperatures and extraterrestrial solar radiation data from 15 stations located in the Jiangxi Province of China. These machine learning models were also compared with the empirical Hargreaves-Samani model. The results showed that the tree-based models (RF, GBDT and XGBoost) had higher estimation accuracy than the other models in local applications. When only temperature data were available, the MARS and SVM models performed slightly better than the other models, while the ANN and HS models performed worse than the others. When there was no temperature data at the target station and the temperature data from the adjacent station was used instead, the MARS, SVM and KNEA model outperformed the other models.
This study can provide a solution for the estimation of ET 0 in the Jiangxi Province of China when lack of complete meteorological data and may provide a reference for other regions around the world with similar meteorological conditions.
