Selective genotyping (i.e., genotyping only those individuals with extreme phenotypes) can greatly improve the power to detect and map quantitative trait loci in genetic association studies. Because selection depends on the phenotype, the resulting data cannot be properly analyzed by standard statistical methods. We provide appropriate likelihoods for assessing the effects of genotypes and haplotypes on quantitative traits under selective-genotyping designs. We demonstrate that the likelihood-based methods are highly effective in identifying causal variants and are substantially more powerful than existing methods. Mapping genes associated with quantitative traits is an important step toward genetic dissection of complex human diseases. Because the disease genes are unlikely to have very large effects on quantitative traits, power is a major concern in association studies, especially with the need to adjust for multiple testing. Despite the continuing improvements in genotyping efficiency, it is still highly expensive to genotype a large number of individuals, particularly in genomewide association studies. A cost-effective strategy is to preferentially genotype individuals whose trait values deviate from the population mean. Known as "selective genotyping," this approach can result in a substantial increase in power (relative to random sampling with the same number of individuals), because much of the genetic information resides in individuals with extreme phenotypes. [1] [2] [3] [4] [5] [6] [7] Slatkin 2 suggested genotyping a selected sample of individuals with unusually high values of the quantitative trait, together with a random sample from the study population. Because selection depends on the phenotype, standard statistical methods that assume random sampling are not applicable. Slatkin 2 developed two tests: one comparing the allele frequencies between the selected sample and the random sample and one comparing the mean trait values among individuals with different genotypes in the selected sample. The two tests are approximately independent, so their P values can be combined to form an overall test. Slatkin 2 used simulation to show that his tests are more powerful than the simple t test (when the latter is applied to a random sample with the same number of individuals). Chen et al. 5 recommended replacement of the random sample with a selected sample of individuals with unusually low trait values and described two sampling schemes to obtain the selected samples. They demonstrated through a simulation study that, with Slatkin's three tests, their designs are more efficient than Slatkin's original design.
Mapping genes associated with quantitative traits is an important step toward genetic dissection of complex human diseases. Because the disease genes are unlikely to have very large effects on quantitative traits, power is a major concern in association studies, especially with the need to adjust for multiple testing. Despite the continuing improvements in genotyping efficiency, it is still highly expensive to genotype a large number of individuals, particularly in genomewide association studies. A cost-effective strategy is to preferentially genotype individuals whose trait values deviate from the population mean. Known as "selective genotyping," this approach can result in a substantial increase in power (relative to random sampling with the same number of individuals), because much of the genetic information resides in individuals with extreme phenotypes. [1] [2] [3] [4] [5] [6] [7] Slatkin 2 suggested genotyping a selected sample of individuals with unusually high values of the quantitative trait, together with a random sample from the study population. Because selection depends on the phenotype, standard statistical methods that assume random sampling are not applicable. Slatkin 2 developed two tests: one comparing the allele frequencies between the selected sample and the random sample and one comparing the mean trait values among individuals with different genotypes in the selected sample. The two tests are approximately independent, so their P values can be combined to form an overall test. Slatkin 2 used simulation to show that his tests are more powerful than the simple t test (when the latter is applied to a random sample with the same number of individuals). Chen et al. 5 recommended replacement of the random sample with a selected sample of individuals with unusually low trait values and described two sampling schemes to obtain the selected samples. They demonstrated through a simulation study that, with Slatkin's three tests, their designs are more efficient than Slatkin's original design.
In a recent Science report on obesity, 8 one of the replication studies genotyped individuals from the 90th-97th percentile of the BMI distribution and those from the 5th-12th percentile, and another replication study genotyped individuals from the top and bottom quartiles. In both studies, the individuals with high and low BMI values were treated as cases and controls, respectively, and case-control methods (i.e., testing for allele-frequency differences between the two selected groups) were used for analysis.
Case-control methods disregard the actual trait values and are thus inefficient. Slatkin's tests 2 do not make full use of the available data either-individuals who are homozygous for the minor allele are discarded, and the trait values in the random sample or the low-trait-value sample are not used at all. Recently, in this journal, Wallace et al. 7 proposed a Hotelling's test for normal traits, which 2 T they showed through simulation has increased power over Slatkin's tests. 2 Wallace et al.'s test, 7 which is essentially the standard t test in the case of a single marker, ignores the biased sampling nature of the selective-genotyping design and thus may not be optimal. Furthermore, none of the existing methods deals with haplotype-based testing or estimation of genetic effects.
In this report, we show how to properly and efficiently map QTLs with selective genotyping. We derive appropriate likelihoods that make full use of the available data and that properly reflect trait-dependent sampling. The corresponding inference procedures are valid and efficient. Our methods can be used to perform both genotype-based and haplotype-based association analyses. Their advantages over the existing methods are demonstrated through extensive simulation studies.
We consider two very general selective-genotyping designs. Under design 1, the quantitative trait is measured on a random sample of N individuals from the study population, and a subset of n individuals is selected for genotyping; the selection probabilities depend on the trait values. Under design 2, a random sample of n individuals whose trait values fall into certain regions is selected for genotyping, and the trait values are retained for only those individuals. Thus, the main difference between the two designs is that the trait values on those individuals who are not selected for genotyping are retained under design 1 but not under design 2. Under design 2, it is not necessary to specify N or to ascertain the individuals outside the selection regions. 
where is zero-mean normal with variance . In this case, (1) is replaced by the indicator G i of whether the ith individual has at least one minor allele (or, for the recessive model, two minor alleles). If there are multiple loci, then in equation (1) is replaced by bG i an appropriate linear combination of individual genotype scores and (possibly) their cross-products. We denote the probability function of the genotype by , where g P(G; g) represents the (multilocus) genotype frequencies.
Under design 1, the data consist of(Y ,G )(i p 1, … ,n) i data are arranged so that the first n records pertain to the n individuals who are selected for genotyping and the remaining records to the unselected individuals.) (N Ϫ n) The corresponding likelihood for v and g can be written as
where the summation over G is taken over all possible genotypes; a derivation is given in appendix A. Under design 2, the data consist only of
which are a random sample from all the individuals whose trait values belong to a particular set . We can use the C likelihood for v and g,
If only the individuals whose trait values are less than the lower threshold or larger than the upper threshold c c L U are selected for genotyping, then, under equation (1),
where F is the cumulative distribution function of the standard normal distribution. We refer to expression (2) as the full likelihood and to equations (3) and (4) as the conditional likelihoods. These likelihoods properly reflect the selective-genotyping designs and use all the available data. Note that expression (2) is the same as the likelihood for a prospective study of size N in which genotype data are missing on N Ϫ n individuals. Under design 1, one may disregard the trait values of those individuals who are not selected for genotyping and use the conditional likelihoods, provided that the genotyped individuals are a random sample from set . The maximum-likelihood estimators can be obtained C by the standard Newton-Raphson algorithm. As shown in appendix A, the maximizations of equations (3) and (4) yield the same estimator of v. By the likelihood theory, the maximum-likelihood estimators are approximately unbiased, normally distributed, and statistically efficient. Association testing can be performed by using the familiar likelihood-ratio, score, or Wald statistics.
The above description pertains to the analysis of genotype-phenotype association. It is also desirable to assess haplotype-phenotype association.
9-10 Let denote the dip-H i lotype of the ith individual. The effects of haplotypes on the trait are characterized by the conditional density function indexed by a set of parameters v. If we are
interested in assessing the effect of a particular haplotype , then may take the form 
We denote the diplotype probability function by ,
Inference on haplotype effects must properly account for phase ambiguity. Note that
where is the set of diplotypes compatible with ge- notype . 9 Thus, the full likelihood and conditional like-G i lihood analogous to expressions (2) and (3) are
ip1 P(Y CFH; v)P(H; g)
i H
where the second summation in expression (6) and the summation in the denominator of expression (7) are taken over all possible diplotypes. The maximizations of expressions (6) and (7) can be performed by the expectationmaximization (EM) algorithm or the Newton-Raphson algorithm; see appendix A. The maximum-likelihood estimators are approximately unbiased, normally distributed, and statistically efficient.
Note that b pertains to genetic effect in equation (1) and to haplotype effect in equation (5). If we are concerned with one SNP at a time, however, the models in equations (1) and (5) are the same. In that case, likelihoods of expressions (6) and (7) differ from expressions (2) and (3) in that the former impose HWE and allow missing genotype values, whereas the latter do not impose HWE and exclude subjects with missing genotype values. Thus, the former yield more efficient analyses, provided that HWE is a reasonable assumption.
We conducted extensive simulation studies to assess the performance of the proposed methods. We considered both designs 1 and 2. Specifically, we generated a random sample of individuals from the joint distribu-N p 5,000 tion of the trait value and genotype, and we identified the subset of all the individuals whose trait values are !c L or 1c U . We then selected a random sample of indin p 500 viduals from that subset. By setting the genotypes of the unselected individuals to "missing," we obtained the data under design 1; by deleting the unselected individuals altogether, we obtained the data under design 2. We evaluated both the full-likelihood and conditional-likelihood methods. These evaluations provided information about the relative efficiency of using full likelihood versus conditional likelihood under design 1 or, equivalently, the relative efficiency of design 1 versus design 2.
For comparison, we also evaluated the standard meth- ods, which are based on the prospective likelihoods. For genotype-based analysis, the prospective likelihood 7 is simply ; for haplotype-based analysis, the pro-
spective likelihood is the first term in expression (6) . 10 In addition, we evaluated the case-control tests, which regard the upper and lower trait values as cases and controls, respectively.
In our first study, we generated the trait values from equation (1) 2nd, 7th, 16th, 31st, 69th , and 84th percentiles of the trait distribution, respectively. We considered three modes of inheritance-additive, dominant, and recessive-and various values of the minorallele frequency (MAF). The genotypes were generated under HWE, and the analyses were performed both with and without this assumption. The results without the HWE assumption are summarized in table 1. The results with HWE are similar and thus omitted.
Both the full and conditional likelihoods provide (virtually) unbiased estimators of genetic effects and correct type I error. The SE estimators (SEEs) accurately reflect the true variations, and the CIs have proper coverages. The conditional likelihood has nearly the same power as the full likelihood. As expected, the power is substantially higher under the additive and dominant models than under the recessive model (given the same MAF and the same effect size). The power increases as selection becomes more extreme. Also, the power tends to be higher when and c L are of the same distance from the population mean (as c U opposed to unequal distances), which implies that the optimal sample-size ratio between the upper and lower ends should be ∼1:1 (as in the case of the case-control design). In practice, the population mean may be unknown, or it may be easier to recruit subjects with high trait values than those with low trait values, or vice versa. Thus, it may not be feasible to set and the same distance from the pop- . By contrast, the prospective likelihood has MAF p 0.2 !70% power in those two cases. Not surprisingly, the casecontrol tests, which disregard the actual trait values, are substantially less powerful than the proposed methods.
In the second study, we generated data in the same way as in the first study, but we performed the analysis at a marker locus that is in linkage disequilibrium (LD) with the potential causal SNP. The results are shown in table 2. The basic conclusions are the same as in the first study. As expected, the power is decreased when testing is performed at a marker locus rather than at the candidate locus.
The third study was concerned with haplotype effects. We considered two SNPs with varying degrees of LD. The 11 haplotype-that is, the haplotype consisting of the minor allele at each site-had a potential effect on the trait value. We generated the trait values from equation (5) with , , and , 0.1, 0.2, 0.3, 0.4, and 0.5. We 2 a p 0 j p 1 b p 0 considered three modes of inheritance: additive, dominant, and recessive. HWE was assumed in both the data generation and the analysis. We performed two types of analyses: the first analysis compared the 11 haplotype with the other three haplotypes, and the second analysis compared haplotypes 11, 10, and 01 with haplotype 00. Some of the testing results are displayed in figures 1 and 2.
The full and conditional likelihoods provide (virtually) unbiased estimators of haplotype effects. The SEEs are very accurate, and the CIs have correct coverages. The two methods have proper control of the type I error and very similar power. Not surprisingly, the power increases as LD becomes higher and as selection becomes more extreme. The prospective likelihood yields biased estimation of haplotype effects and inappropriate CIs. As shown in figure  1 , the prospective likelihood is less powerful than the full and conditional likelihoods, especially under a recessive mode of inheritance. Furthermore, the prospective likelihood yields inflated type I error for testing null haplotypes. The inflation of the type I error becomes more severe as the effect of the causal haplotype increases, as illustrated in figure 2 . Again, the case-control methods 9 are much less powerful than the proposed methods (data not shown).
The two designs considered in this report are quite general and flexible. Since the simulation studies indicated that conditional likelihoods are nearly as efficient as full likelihoods, one may simply adopt design 2 and retain the trait values for the genotyped individuals only. The choices of the selection thresholds do not require precise knowledge of the trait distribution, although the efficiency of the design will depend on which percentiles the thresholds correspond to. The likelihoods presented here can be easily modified to include a random sample, as in the original Slatkin design, 2 or to allow several selection regions with different sampling probabilities. Although we have focused on normally distributed traits, our methods can be applied to any trait distributions.
We focused on the analysis of a single marker or a small set of markers. Association studies typically involve many markers, so a large number of tests is performed. Adjustments for multiple testing can be made by permutation or Monte Carlo methods. 11 We can incorporate environmental covariates into the models and likelihoods of this report. In the presence of covariates, the likelihoods given in formulas (2), (3), (6) , and (7) will involve the covariate distribution. The corresponding numerical algorithms are more complicated and will be presented elsewhere. 
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