We investigate a recently proposed sequential Monte Carlo methodology for recursively tracking the minima of a cost function that evolves with time. These methods, subsequently referred to as sequential Monte Carlo minimization (SMCM) procedures, have an algorithmic structure similar to particle filters: they involve the generation of random paths in the space of the signal of interest (SoI), the stochastic selection of the fittest paths and the ranking of the survivors according to their cost. In this paper, we propose an extension of the original SMCM methodology (that makes it applicable to a broader class of cost functions) and introduce an asymptotic-convergence analysis. Our analytical results are based on simple induction arguments and show how the SoI-estimates computed by a SMCM algorithm converge, in probability, to a sequence of minimizers of the cost function. We illustrate these results by means of two computer simulation examples.
Introduction
We address the extension and analysis of a recently proposed family of algorithms termed ''cost reference particle filters'' (CRPFs) that can be used for nonlinear tracking in dynamical systems. The original method was proposed in [21, 22] , with some theoretical developments in [19] and applications to target tracking in [20, 3, 9] .
Although the new methodology was introduced as an algorithmic generalization of conventional particle filters (and, indeed, the standard particle filtering techniques can be interpreted as CRPFs from a purely procedural viewpoint [19] ), a CRPF can be plainly described as a sequential Monte Carlo algorithm that tracks the minima of a cost function that evolves with time. To be precise, assume that we wish to sequentially estimate a discrete-time random signal of interest (SoI), fx t g t2N , from a series of associated observations, fy t g t2N . The estimation criterion is the minimization of a given cost function that depends on both sequences, denoted C t ðx 1 ; . . . ; x t ; y 1 ; . . . ; y t Þ, i.e., our desired estimate of the SoI is the sequencex 1 ; . . . ;x t that minimizes C t for the observed data. A CRPF generates random paths in the space of fx t g t2N , then uses a stochastic mechanism to select the most promising ones (and discard the others) and, finally, ranks the surviving paths according to their cost. The resemblance to particle filters is apparent, but the ultimate goal of the algorithm is the minimization of the prescribed cost and, for this reason, in this paper we adopt the more accurate term ''sequential Monte Carlo minimization'' (SMCM) for procedures of this type.
The main contribution of this paper is the analysis of the convergence of SMCM methods, which was missing inencompasses a larger class of cost functions 1 that can be used in the algorithm, including many instances that depend on the local dynamics of the random SoI. This is a significant departure from the more restrictive assumptions in [21, 19] . We illustrate our results by way of two simulation examples. In the first one, we consider a typical nonlinear dynamical system that has been studied by several authors in the context of nonlinear filtering (see [16] and references therein). We address the tracking of the state of this system by applying the SMCM methodology with a cost function that depends explicitly on the time evolution of the state (this was not strictly feasible with the methods described in [21, 19] ) but differs significantly from the actual system dynamics. The design of this example is fully consistent with the assumptions of our analysis and, hence, we also use it to illustrate how convergence is achieved. In the second example we study a more complex model that describes the dynamics of a chaotic CO 2 laser [18] . The state of the laser includes five dynamic variables and there is only one observable (the laser intensity). We apply the SMCM methodology using four different cost functions and compare the resulting performance with a standard particle filter. In particular, we show that the standard particle filter is very sensitive to mismatches in the assumed form of the observations, while the SMCM algorithms provide a more stable performance.
The rest of the paper is organized as follows. We start with a brief outline of our notation in Section 2. The general description of the SMCM class of algorithms is given in Section 3. Section 4 is devoted to the asymptotic convergence analysis. The numerical examples are presented in Section 5 and, finally, Section 6 contains some concluding remarks.
Notation
We write boldface lower-case letters for column vectors, e.g., x. Sets are denoted with upper-case calligraphic letters, e.g., I , while lower-case greek letters are used to represent probability density functions (pdf's) or probability mass functions (pmf's), e.g., p. The joint pdf/pmf, p, of two random vectors x and y is written as pðx; yÞ, and the corresponding conditional pdf/pmf is denoted as pðxjyÞ. A random sample, x ðkÞ , drawn from the distribution characterized by the pdf/pmf p, is denoted as x ðkÞ $ pðxÞ.
Probability measures are denoted as P. We may write P p to make explicit that the associated pdf/pmf is p. For sequences of measures indexed by discrete time t 2 N, we write P t p , implying that the associated pdf/pmf is p t . The Borel sÀalgebra in the n-dimensional space R n is denoted as B n , while the Lebesgue measure of a measurable set A 2 B n is distinctly denoted as 'ðAÞ.
The SoI at time t 2 N is denoted as x t all through the paper (except in Section 5.2 where we also use z n to denote x t at t ¼ 10n). Notation x t 1 :t 2 is shorthand for the set fx t 1 ; . . . ; x t 2 g. The sequences x 0 ; x 1 ; . . . ; x t ; . . . and x 1 ; x 2 ; . . . ; x t ; . . . are compactly denoted as fx t g N Ã and fx t g N , respectively (N Ã ¼ N [ f0g is the set of non-negative integers).
Sequential Monte Carlo minimization

Cost functions
We are interested in tracking the state of a dynamical system that generates a sequence of vector-valued observations (often called ''measurements'') fy t 2 R ny g N , where n y Z1 is the dimension of the observation space and t denotes discrete time. The SoI is the system state, denoted by the sequence fx t 2 R nx g N Ã , where n x Z 1 is the dimension of the signal space. If one represents the dynamics of the state signal, fx t g N Ã , and the dependence of the measurements, fy t g N , on fx t g N Ã , by means of a Markov state-space model, then the estimation of x t given the observations y 1:t is the typical kind of problem addressed by particle filters and other stochastic filtering techniques [11, 24, 1] .
In this paper we adopt a different perspective. We assume an estimation criterion that consists in the minimization of a sequence of cost functions that involve both the observations and the states. Specifically, at each time t we have the ability to evaluate the cost C t ðx 0:t 0 ; y 1:t Þ, where y 1:t are the available measurements and
nx is any trial sequence in the pathspace of the SoI. Our ultimate goal is to find the sequence of states that minimizes the cost at each time step. To be specific, the cost at time t is a function of ðt þ1Þn x þ tn y real arguments, namely 
where S t ðy 1:t Þ denotes the set of sequences in the pathspace of the SoI that minimize the cost C t for the given observations y 1:t . Note that: (a) S 0 does not depend on any measurement (not available at that time) and (b) the cost functions can present many global minima, hence S t ðy 1:t Þ is not necessarily a singleton. We wish to search for elements of S t ðy 1:t Þ using a sequential and recursive algorithm and, accordingly, we restrict the cost functions to be considered here to be those that can be computed recursively. Specifically, if we let C ð0Þ be shorthand for C 0 ðx 0 Þ and, in general, C ðtÀ1Þ 9C tÀ1 ðx 0:tÀ1 ; y 1:tÀ1 Þ, then we assume that C ðtÞ can be recursively computed from C ðtÀ1Þ as C ðtÞ ¼ C t ðx 0:t ; y 1:t Þ9Hðc t ðx tÀ1:t ; y t Þ; C ðtÀ1Þ Þ; ð3Þ where c t : R nx Â R nx Â R ny -½0; 1Þ is a marginal cost function (that depends only on the t-th observation) and
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1 It is not the goal of this paper, however, to discuss the degree of suitability of one cost function or the other. This is, in general, dependent on the SoI and the observations and it is the task of the user to choose the type of cost according to her knowledge of the problem at hand.
function H : ½0; 1Þ Â ½0; 1Þ-½0; 1Þ incorporates the marginal cost into the overall cost. Typical costs can be additive, e.g., Hðc t ðx tÀ1:t ; y t Þ; C ðtÀ1 ÞÞ ¼ C ðtÀ1Þ þc t ðx tÀ1:t ; y t Þ, multiplicative, e.g., Hðc t ðx tÀ1:t ; y t Þ; C ðtÀ1Þ Þ ¼ C ðtÀ1Þ c t ðx tÀ1:t ; y t Þ, or present other forms. The marginal cost function, c t , may have multiple minima. We do not require continuity (unless explicitly stated) and only the ability to compute c t ðx tÀ1:t ; y t Þ and update C ðtÞ given C ðtÀ1Þ is taken for granted.
Algorithm
The minimization of C t ðx 0:t ; y 1:t Þ can be attempted using an algorithm similar to the standard particle filter of [14] . In order to describe the proposed methodology we need to introduce additional notation. Specifically:
Let M t denote the number of samples (also called particles) drawn at time t. The k-th particle at this time, denoted x ðkÞ t , is a point in the state space R nx drawn from a probability distribution (to be introduced below). Let X 0 2 B nx denote a finite measurable set, hence 'ðX 0 Þ o1, termed the prior set.
Let B t be a pmf defined over the set f1; . . . ; M tÀ1 g. We refer to it as the selection pmf.
Let s : ½0; 1Þ-½0; 1Þ be termed the selection function. Let fr t ðx t jx tÀ1 Þg N be a family of propagation pdf's, used to generate new particles in the state space.
The recursive SMCM algorithm investigated in this paper can be outlined as follows.
(1) Initialization: Draw M 0 random samples from the prior set X 0 . The initial costs take a non-negative constant value, C ðkÞ ð0Þ ¼ C ð0Þ Z0 for all k.
(2) 
can be as simple as choosing the sequence of particles with the lowest cost, although averaging techniques can also be used [21, 19] .
The selection pmf, B t , and the selection function, sðÁÞ, may be assigned different forms by the user of the algorithm. The selection step above is the counterpart of resampling [12, 10] in particle filters, hence its goal is to propagate the most promising particles while discarding high-cost ones. An adequate combination of sðÁÞ and B t þ 1 ðÁÞ can yield any of the resampling procedures commonly used in particle filtering, as well as other schemes. For instance, if we define normalized weights that decrease exponentially with the costs, w ðiÞ t pexpfÀC ðiÞ ðtÞ g, and choose a constant selection function, sðcÞ ¼ 1=M, then we reproduce exactly the resampling scheme of the standard particle filter with a likelihood of the exponential family [14] . Ref. [19] contains a study of selection methods. The notation is slightly different from the one in this paper, but it is straightforward (and actually convenient) to rewrite the algorithms in [19] using functions sðÁÞ and B t þ 1 ðÁÞ. For example, the selection scheme of [19, Section 4] is achieved with sðcÞ ¼ c and . For the purpose of our convergence analysis in Section 4, we will assume that every particle at time t has a non-zero probability to be selected for propagation at time t þ 1, i.e., that B t þ 1 ðiÞ 4 0 for all i 2 f1; . . . ; M t g. No particular form of sðÁÞ will be assumed.
An important feature of the proposed formulation of the method is the definition of the marginal cost component, c t . We allow for the marginal cost to vary with time and depend on the pair x tÀ1:t , while in [21, 19] this term can only depend on x t and has a fixed functional form. The family of functions C t that can now be represented is larger and, in particular, it includes costs that depend on the dynamics of fx t g N Ã . For (an extreme) example, if c t ðx tÀ1:t ; y t Þ ¼ Jx t À y t J þ10 5 Jx t À x tÀ1 J (where J Á J denotes the norm of a vector), then any particle x ðkÞ t that departs significantly from x ðkÞ tÀ1 will be heavily penalized when computing the cost. Obviously, the notation c t ðx tÀ1:t ; y t Þ also allows for simpler functions that depend only on x t and not on x tÀ1 .
Particle filtering and SMCM
A particle filter (PF) is a Monte Carlo algorithm for the recursive approximation of the sequence of posterior probability distributions of the state of a Markov dynamic model [12, 11, 6, 8] . In this section we briefly review the class of PFs derived from the sequential importance resampling methodology [12] and relate it to the SMCM framework of this paper.
Consider the state-space model described by 
Eqs. (10) and (11) yield the sequential importance sampling (SIS) algorithm [12] . Each weighted sample fx ðiÞ 0:t ; w ðiÞ t g, for i ¼ 1; . . . ; M t , is referred to as a particle and the weights are normalized,
A practical problem of this procedure is the so-called degeneracy of the weights [12] , that renders the algorithm useless after a few time steps. This difficulty is overcome by introducing resampling steps [4, 12, 10, 19] . In its conceptually simpler form, resampling consists in drawing M t times from the discrete distribution that assigns probability mass w ðiÞ t to the i-th particle, and then assign uniform weights to the resampled particles (this procedure is known as multinomial resampling [10] ). The SIS algorithm combined with resampling steps is referred to as sequential importance resampling (SIR).
The standard PF introduced in [14] , also termed bootstrap filter (BF), is obtained from the general SIR scheme by choosing cðx t jx tÀ1 ; y t Þ ¼ tðx t jx tÀ1 Þ and resampling at every time step. This yields a very simple algorithm that can be outlined as follows (assume M t ¼ M for all t). Note that we do not keep the complete streams of samples, x ðiÞ 0:t , in this simple algorithm. Most integrals with respect to (w.r.t.) the filtering pdf pðx t jy 1:t Þ can be easily approximated by summations using the particles generated by the BF. Specifically, if f is some integrable function of the state x t then we can write 
Asymptotic convergence
Cost minimizers
Given the statement of the SMCM algorithm in Section 3, the straightforward question to pose is whether the algorithm can produce a sequence of state estimates at a given time t with a cost which is arbitrarily close to the minimum one. In particular, let
be a sequence of states (possibly not unique) that minimizes the overall cost for the sequence of observations y 1:t and let
where S Mt t ðy 1:t Þ is the set of approximate minimizers generated by the SMCM algorithm, i.e., at time t and does not modify them at any later time, it is difficult to ensure the convergence of the sequencex 0:TjT except for cost functions with suitable structures (e.g., when the overall cost is additive and the marginal cost at time t depends only on x t and not on x tÀ1 ).
The original question on the convergence ofx 0:t can be simplified, but still retain a good deal of practical interest, if we restrict our attention to the latest realization of the system state, x t . Thus, we can ask whether a suitably designed SMCM algorithm can ensure thatx tjt -x o tjt in some statistical sense. Our answer is, to some extent, positive. Indeed, we can show that, by adequately
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choosing the family of propagation densities fr t g N , a SMCM method can produce particles arbitrarily close to the minimizer x o tjt at time t with high probability.
Assumptions and notations
Let us consider an arbitrary but fixed series fx o tjt g N Ã , where x o tjt is the ðt þ 1ÞÀth vector in some sequence x o 0:tjt 2 S t ðy 1:t Þ (note that there may exist several possible sequences of minimizers to choose from, since the sets fS t ðy 1:t Þg N are not necessarily singletons). All through this section, as well as in the proofs in Appendix A, we assume that the sequence of observations, fy t g N , is unknown but fixed. This is a rather common assumption in the analysis of particle filters (see, e.g., [5, 17, 1] ) and, in our case, it implies that the minimizers fx o tjt g N are deterministic, as they depend only on the observations and the form of the cost function. In the subsequent analysis, randomness is only due to the selection and propagation steps of the SMCM algorithm, not to the observations. We equip the set R nx with a proper distance dðÁ; ÁÞ and introduce a sequence of functions a t : R nx -R nx , t 2 N Ã , in the state space. The role of the latter functions is to provide a (possibly rough) approximation to the dynamics of the sequence of minimizers fx o tjt g N . Specifically, we assume that the a t 's comply with the following statements.
denote the image of A under the function a t . We assume that, if A 2 B nx , then a t ðAÞ 2 B nx for all t. Many densities comply with these assumptions, e.g., the uniform pdf in Bðc; rÞ, denoted UðBðc; rÞÞ, or a Gaussian density truncated outside the set Bðc; rÞ. Then, we assume that the selection pmf, B t ðkÞ, k 2 f1; . . . ; M tÀ1 g, is strictly positive (implying that all particles at time t À 1 have a non-zero probability to be propagated to time t) and formally combine the selection and propagation stages of the algorithm into a single step. The particles are then drawn from a mixture density,
Assumption 2. There exists a finite constant
for some prescribed r t 40. The sequence of radii fr t g N must be selected by the user and we will show that, if every r t is finite but sufficiently large, then the SMCM algorithm is guaranteed to converge in probability.
Asymptotic convergence in probability
We will show that a SMCM algorithm can be designed in such a way that, for sufficiently large natural numbers fM t g N , the state-space samples
converge to x o tjt , in probability, when t-1. The main convergence result in this paper is stated below. To be specific, convergence of the latter limit in probability means that for any arbitrarily small e; d40 
The proof of Proposition 1 is given in Appendix A and a detailed construction of PfA Ã g is provided in Appendix B. Formally, Proposition 1 states that it is possible to design SMCM algorithms that generate, with high probability, particles arbitrarily close to the minimizers x o tjt whenever t, r t and M t are sufficiently large. Indeed, we can prove that Pfdðx Intuitively, the proof of Proposition 1 shows that the algorithm generates a sequence of particle sets, ably, this kind of convergence can be achieved without a precise knowledge of the system dynamics (i.e., we do not use an explicit state-space model of the system). Instead, we need a sequence of functions fa t g N Ã that comply with Assumptions 1-3. Such functions provide information on the dynamics of the minimizers, indeed, but this is very rough, since it reduces to a bound on the departure of x o tjt from a tÀ1 ðx o tÀ1jtÀ1 Þ. Note that Fig. 1 is just a piece of artwork for the illustration of the intuitive ideas underlying the proof of Proposition 1. See Appendix A for the complete formal argument. Fig. 3 in Section 5.1 shows how the particle clouds (in a 1-dimensional space) actually converge to a sequence of exact minimizers for an actual SMCM algorithm.
If we constrain the marginal cost function to depend only on the current state, i.e., c t ðx tÀ1:t ; y t Þ ¼ c t ðx t ; y t Þ, and to be continuous, we can obtain a straightforward corollary of Proposition 1. Let us consider two sequences, If c t ðx t ; y t Þ is uniformly continuous at x t ¼ x o t for all t 2 N and the finite radii fr t g N are sufficiently large, then
Specifically, the Claim states that for any arbitrarily small e; d40 there exist t e 2 N and a sequence
t 4 t e and all sequences fM t g t2N Ã satisfying M t 4 M t;e;d . A proof can be constructed that follows exactly the same steps as the proof of Proposition 1. The continuity of c t ðx t ; y t Þ is simply used to show that a sample sufficiently close to x o t also has an ''almost minimal'' marginal cost.
Examples
A nonlinear one-dimensional system
As a first example, we apply a SMCM algorithm to the minimization of the cost function 
(t=2) (t=3) (t=4) definition of (3), C t has the form Hða; bÞ ¼ a, i.e., at each time step only the marginal cost is used to assess the quality of a particle. We have selected this specific structure because in this way we can obtain the minimizers x o tjt analytically and, therefore, it is easier to illustrate the convergence of the SMCM algorithm in the way predicted either by Proposition 1 (when e40) or Claim 1 (when e ¼ 0).
To be specific, if we take e ¼ 0 then we readily find that
This very simple system enables us to illustrate the convergence of both dðx
For the simulations, we generate the SoI and the observations from the nonlinear dynamic system x 0 $ N ðx 0 ; 0; 1Þ; ð29Þ
where x t 2 R is the system state at time t 2 N Ã , y t 2 R is the corresponding measurement and the noise processes [23, 14, 16] . In our case, it is just a mechanism to produce the signals in a way that departs explicitly from the selected sequence of functions a t (compare the latter with the dynamic Eq. (30)).
We have applied the simple SMCM algorithm below, with a fixed number of particles M ¼ M t , to the sequential optimization of the cost function (26). 
where R Let us note that the SMCM algorithm described above strictly complies with the assumptions of Proposition 1 and Claim 1. Indeed, the sequence of minimizers is deterministic (once the observations fy t g t for the simulation have been generated); the truncated Gaussian densities TN ðx; m; s 2 Þ with support in Bðm; 10sÞ ¼ ðm À 10s; m þ10sÞ comply with the definition of a density gðx; m; 10sÞ as specified in Section 4.2; the functions a t ðxÞ ¼ x þ 8cosð1:2tÞ satisfy Assumptions 1, 2 and 3; and the radius r t ¼ 10s (for all t) has been found to be large enough to attain convergence in all simulations.
In particular, Assumptions 1 and 3 are straightforward to check, using the continuity of a t , while, for Assumption 2, we note just that the upper bound A can be explicitly computed for each simulation (since the sequence of observations has a finite length).
For our first simulation, we have independently generated 500 sequences, y 0:T ðjÞ, with T ¼ 200 and j ¼ 1; 2; . . . ; 500, and computed the corresponding sequences of minimizers x o tjt ðjÞ, for t ¼ 0; . . . ; T and j ¼ 1; . . . ; 500. Then, we have applied the SMCM algorithm with M ¼ 10; 000 particles to compute the sequence of approximate minimizers x Ã tjt ðjÞ, j ¼ 1; . . . ; 500, for every sequence of observations. Fig. 2 (left) shows the distance between the true and approximate minimizers as a function of time and averaged over the 500 simulations, i.e., 1 500
ðjÞ Àx Ã tjt ðjÞj, as a solid line. It is clearly seen that the distance is very large during the initial time steps (notice the mismatch between the prior density of x 0 and the initialization of the SMCM algorithm, which has been introduced with the purpose of illustrating the convergence of the algorithm with time explicitly). However, the proposed procedure converges steadily and, for t 4 40 time steps, x Ã tjt is already a good approximation of x o tjt , with a mean distance of % 4 Â 10 À4 . In the same plot, we also depict the averaged distance between x o tjt and the minimum-cost particle. When e ¼ 0, the minimum-cost particle and x Ã tjt coincide (i.e., if e ¼ 0 then x is not the minimum-cost particle.
While convergence with time is clearly observed in Fig. 2 (left) , the accuracy of the steady-state distance between the approximate and true minimizers depends on the value of M. Fig. 2 (right) illustrates the convergence of the approximate minimizers with the number of particles, M. It shows, with a solid line connecting hollow circles, the distance between x o tjt and x Ã tjt averaged over the last 100 time steps of 200 independent simulations. It can be seen how the distance decreases steadily with M. The average distance between the minimum-cost particle, for e ¼ 0:1, and the true minimizers is depicted with a dashed line connecting black squares. This distance also decreases with M, but apparently converges to a positive ''floor'' value of 0.1. Again, this is due to the second term in the cost function (26) and the fact that the sample x Ã tÀ1jt is inherited from time t À 1 and not updated when y t is received.
We conclude this example with a plot that shows how the particle sets L t ¼ fx 
A chaotic CO 2 laser model
As a second example, we consider a more challenging system that describes the dynamics of a CO 2 laser with modulated losses in a chaotic regime [18] . A deterministic model of the laser dynamics is given by the set of differential equations the same vibrational band. See [18] for physical details, including the meaning of the fixed parameters Q 0 , a, B 0 , H, g 1 , g 2 , G, Z and P. The values selected for the simulation ensure chaotic behavior and are shown in Table 1 .
We address the problem of tracking the latent variables fx i ðsÞg 5 i ¼ 1 in (34). In order to simulate the evolution of the system, we transform the continuoustime deterministic model (34) into a discrete-time dynamic random system. Time discretization is most easily carried out by Euler's method and we assume a white Gaussian perturbation of the latent variables, i.e.,
Þx 2;tÀ1 þGx 3;tÀ1 þx 4;tÀ1 þP T À1 þv 2;t ; 
with g 1 ¼ g, to represent k successive iterations of the random dynamic model. To indicate k deterministic steps, we write g k ðx tÀ1 ; 0Þ. The only observable in an experimental setup is the laser intensity x 1;t [18] . Moreover, it is not possible in general to collect measurements with a frequency as small as 1=T. Therefore, for our simulations we assume that an observation is available every 10T time units, i.e., every 10 steps of the discrete-time model (35). The n-th observation is denoted y n ¼ z 1;n þ m n , where ðobservation eq:Þ y n ¼ z 1;n þm n :
In this example we study the performance of the SMCM algorithms built from four different cost functions C a;n ðz 0:n ; y 1:n Þ ¼ c a;n ðz n ; y n Þ ¼ jy n À z 1;n j; ð40Þ C b;n ðz 0:n ; y 1:n Þ ¼ 1 2 C b;nÀ1 ðz 0:nÀ1 ; y 1:nÀ1 Þþc a;n ðz n ; y n Þ; ð41Þ C c;n ðz 1:n ; y 1:n Þ ¼ c c;n ðz n ; y n Þ ¼ 1 À z 1;n y n 2 if y n ZU; 1 if y n oU;
where n ¼ 1; 2; . . . and U ¼ 1:6 Â 10 À4 is a threshold value. Note that functions C a;n and C c;n do not depend on the history of the SoI but only on the last value, i.e., they are of the form Hða; bÞ ¼ a, while functions C b;n and C d;n are constructed from the same marginal costs as C a;n and C c;n , respectively, but they depend on the past values of the SoI. The reason for the use of a threshold value, U, in the definition of C c;n and C d;n above is that the laser intensity can take very small values that are completely masked by the observational noise. In this case, the observation is not useful for the algorithm.
The generic SMCM algorithm with fixed M ¼ M t ¼ 500 is constructed as follows. 
where R ðkÞ n þ 1 ¼ jy n þ 1 À ½g 10 ðz ðkÞ n ; 0Þ 1 j and ½u i denotes the i-th element of vector u. Note that R ðkÞ n þ 1 can be interpreted as a prediction of the cost of the k-th particle. Indices are drawn as i Note that in this algorithm the composition of functions g 10 plays the role of a n in the general scheme. The propagation density does not match the assumptions of Proposition 1, though, as it does not have a finite support. In order to assess the tracking performance of the proposed method we have also applied the standard bootstrap filter (BF) described in Section 3.3 to the statespace model given by Eqs. (38) and (39). Fig. 4 illustrates the dynamics of the laser model and the performance of the SMCM algorithm with cost function C c;n and the BF. Fig. 4 (left) shows a typical realization of the output intensity variable, z 1;n , the absolute value of the associated observations, jy n j, and the estimates from the two Monte Carlo algorithms. It can be seen that the Gaussian noise completely hides the variable z 1;n for relatively long periods of time. Only some spikes can be actually observed with accuracy, but tracking can be achieved, nonetheless, both with the BF and the SMCM algorithm. Valid estimates can also be computed for the latent variables z 2;n ; . . . ; z 5;n . In particular, Fig. 4 (right) shows the signal z 2;n and its estimates.
ARTICLE IN PRESS
We have numerically approximated the normalized mean square error (NMSE) for each variable z i;n , i ¼ 1; . . . ; 5. Letẑ i;n ðkÞ denote the estimate of variable z i;n ðkÞ obtained in the k-th simulation trial. For the SMCM algorithms,ẑ i;n ðkÞ is the i-th component of the particle with the least cost, while for the BF the estimate results from the weighted mean of the particles. If we assume that N s independent simulations have been carried out, each one consisting of a sequence of N y observations, then the error is approximated as
ð45Þ Table 2 shows the values E Fig. 4 . Left: The laser output intensity (z 1;n ), the noisy observations (jynj) and its estimates using the BF and the SMCM algorithm with cost function Cc;n. Right: The dynamic variable z 2;n together with its estimates obtained using the BF and the SMCM algorithm with cost function C c;n . Table 2 Normalized mean square error for each dynamic variable using the BF and the SMCM algorithms. 
À5
Linear observations: y n ¼ z 1;n þ m n .
Table 3
Normalized mean square error for each dynamic variable using the BF and the SMCM algorithms. guarantee an adequate tracking of all variables and attain a similar performance (the error in the estimation of z 1;n is only significantly higher for the SMCM algorithm with cost function C d;n ). From the perspective of the SMCM methodology, it is interesting to look into the relative performance when there is some discrepancy between the assumed model and the BF. In particular, we have simulated nonlinear observations of the form y n ¼ maxf10 À4 ; z 1;n þ m n g, with m n $ Nð0; 10 À9 Þ as before. 2 We have applied the five algorithms without modification (in particular, the BF is still designed assuming linear observations) and evaluated the average error values, E NMSE i
, through another 200 independent simulation trials.
Our results, shown in Table 3 , illustrate the superior robustness of the SMCM algorithms, which attain error values very similar to than those shown in Table 2 , whereas the performance of the BF degrades considerably for z 1;n ; z 2;n and z 4;n .
Conclusions
We have revisited the sequential Monte Carlo minimization method originally introduced in [21, 22, 19] . As a result, we have:
proposed an extended description of the methodology that allows to tackle the optimization of a larger class of cost functions and analyzed the asymptotic convergence of SMCM algorithms both with time and the number of particles.
Our results show that properly designed SMCM algorithms can generate, with high probability, arbitrarily accurate estimates of a sequence of cost minimizers. The proof, shown in Appendix A, is lengthy but based on elementary results and a simple induction argument (an intuitive sketch of the argument has been provided in Section 4.3). One remarkable consequence of the analysis is that the convergence of SMCM algorithms depends very weakly on the dynamics of the signal of interest. Indeed, virtually any function that provides a rough approximation of the evolution of the cost minimizer at time t into the minimizer at time t þ 1 enables the design of a convergent algorithm. These results have been illustrated by way of a simple example involving a nonlinear one dimensional system. Finally, we have also considered the problem of tracking the latent physical variables in the dynamic model of a CO 2 laser. In this case, we have compared the tracking performance of four SMCM algorithms (built around different cost functions) and a standard particle filter. We have shown that, at least for this example, the SMCM algorithm is more robust to variations in the form of the observations than the particle filter.
Appendix A. Proof of Proposition 1
In this appendix we address the formal proof of Proposition 1. We start with two auxiliary results, that involve the introduction of some new notation, and then proceed with the main proof. The latter is based on a simple induction argument and a classical inequality for the sum of bounded random variables.
A.1. Auxiliary results
We first use the sequence of functions fa t g N Ã , to establish a connection between the dynamics of the minimizers, fx o tjt g N Ã , and the dynamics of an adequately defined sequence of sets. In particular, let fX t g N Ã be a sequence of sets in B nx and let us assume that they satisfy the following assumptions. 
with maximum lower bound denoted as K9inf t2N K t . It can be shown (see the proof of Lemma 1 below) that K t þ 1 is the worst-case reduction of the distance dðX t ; x o tjt Þ that we achieve at time t þ 1, i.e., 
(c) Given L, for all e40 there exists t e 2 N such that, for all 
Þþe, for all t 4t J . Hence, we can apply Lemma 1 to obtain dðX t ; x o tjt Þ ¼ 0 for all t 4 t J . & Therefore, if the sum P t n ¼ 2 K n is not bounded, as t-1, the sets fX t g N will eventually include the minimizers x o tjt . We note that lim t-1 P t n ¼ 2 K n ¼ 1 does not necessarily imply that lim t-1 'ðX t Þ ¼ 1. This can be avoided by a proper choice of ''contractive'' functions a t such that 'ða t ðX t ÞÞ o'ðX t Þ.
A.2. Main proof
The proof of Proposition 1 consists of two parts:
(1) We show how a SMCM algorithm can generate a sequence of sets fX t 2 B nx g N Ã that complies with the assumptions of Lemma 2 and such that we can draw samples arbitrarily close to any point in any set X t . (2) We apply Lemma 2 to show that, for sufficiently large t 2 N, dðX t ; x o tjt Þ can be made as small as we wish and, therefore, we can draw samples from X t arbitrarily close to x o tjt with high probability. , we can invoke the weak law of large numbers (see, e.g., [13, Chapter 7] 
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