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SCATTERING FOR THE QUADRATIC NONLINEAR
SCHRO¨DINGER SYSTEM IN R5 WITHOUT MASS-RESONANCE
CONDITION
MASARU HAMANO, TAKAHISA INUI, AND KURANOSUKE NISHIMURA
Abstract. We consider the quadratic nonlinear Schro¨dinger system (NLS
system) {
i∂tu+∆u = vu,
i∂tv + κ∆v = u2,
on I × R5,
where κ > 0. The scattering below the standing wave solutions for NLS
system was obtained by the first author when κ = 1/2. The condition of
κ = 1/2 is called mass-resonance. In this paper, we prove scattering below the
standing wave solutions when κ 6= 1/2 under the radially symmetric assump-
tion. Our proof is based on the concentration compactness and the rigidity by
Kenig–Merle [13]. Moreover, we discuss the concentration compactness and
the rigidity for non-radial solutions.
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1. Introduction
1.1. Background. We consider{
i∂tu+
1
2m∆u = λuv,
i∂tv +
1
2M∆v = µu
2,
on I × Rd,(1.1)
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where 1 ≤ d ≤ 6, (u, v) is a C2-valued unknown function, and m,M > 0, λ, µ ∈
C \ {0} are constants. From physical viewpoint, (1.1) is related to the Raman
amplification in a plasma. See [3] for details. The equation (1.1) is invariant
under the scaling α2(u, v)(α2t, αx) for α > 0. From this point of view, the critical
regularity of the Sobolev space is sc = d/2−2. Therefore, the equation (1.1) is called
L2-subcritical if d ≤ 3, L2-critical if d = 4, H˙1/2-critical if d = 5, and H˙1-critical
if d = 6. If λ = cµ¯ for some c > 0, then the mass and the energy are conserved.
In this paper, we focus on the H˙1/2-critical case with conservation laws, i.e., d = 5
and λ = cµ¯. By considering the equation for (
√
c|µ|u(t, x/√2m), cµ¯v(t, x/√2m)),
we may assume m = 1/2, λ = µ = 1. Thus, we consider the following quadratic
nonlinear Schro¨dinger system:
i∂tu+∆u = vu, on I × R5,
i∂tv + κ∆v = u
2, on I × R5,
(u(0), v(0)) = (u0, v0) ∈ H1(Rd)×H1(R5),
(NLS)
where κ > 0. The equation (NLS) has three conserved quantities, i.e., the mass,
the energy, and the momentum, which are defined by
M(u, v) := ‖u‖2L2 + ‖v‖2L2 ,(Mass)
E(u, v) := ‖∇u‖2L2 +
κ
2
‖∇v‖2L2 +Re
∫
R5
vu2dx,(Energy)
P (u, v) := Im
∫
R5
(
u¯∇u + 1
2
v¯∇v
)
dx.(Momentum)
The local well-posedness in H1(R5)×H1(R5), and the existence of the ground sate
standing wave solutions were shown by Hayashi, Ozawa, and Tanaka [8]. We recall
the ground state. The system (NLS) has a standing wave solution of the form
(u, v) = (eitφ(x), e2itψ(x))(1.2)
with R-valued functions φ, ψ. In fact, if (1.2) is a solution of (NLS), then (φ, ψ)
should satisfy the following system of elliptic equations
(1.3)
{
−φ+∆φ = φψ, in R5,
−2ψ + κ∆ψ = φ2, in R5.
The solution of this elliptic equation (1.3) can be characterized by the variational
argument. Namely, the minimal mass-energy solutions exist and they are called
ground states. Roughly speaking, they are characterized by the Pohozaev functional
K, which is defined by
K(u, v) := ‖∇u‖2L2 +
κ
2
‖∇v‖2L2 +
5
4
Re
∫
R5
vu2dx.
We note that K(φ, ψ) = 0 if (φ, ψ) is a solution of (1.3). Recently, under the mass-
resonance condition κ = 1/2, scattering below the ground state was obtained by
the first author [7], where scattering means that the solution of nonlinear system
(NLS) approaches to a free solution to the Schro¨dinger equations as time goes to
infinity. The first author also proved the blow-up or grow-up result below the ground
state in [7]. In the mass-resonance case, (NLS) has the Galilean invariance. That
is, (eix·ξe−it|ξ|
2
u(t, x− 2tξ), e2ix·ξe−2it|ξ|2v(t, x− 2tξ)) for any ξ ∈ R5 is solution to
(NLS) if (u, v) is a solution. This invariance plays an important role in the argument
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of the first author [7]. Roughly speaking, (NLS) with the mass-resonance condition
is similar to the single nonlinear Schro¨dinger equation, whose global dynamics were
investigated by many researchers (see e.g. [9, 6, 1, 4, 5] and references therein).
On the other hand, it is not clear whether (NLS) is similar to the single one
in general. Thus, there are few works related to the global dynamics of the NLS
system in the non mass-resonance case. Recently, the second author, Kishimoto,
and the third author [11] obtained the scattering below the ground state in the
L2-critical case, i.e., d = 4, under the assumption of radial symmetry. Moreover,
they also showed the finite time blow-up result below the ground state under the
assumption of radial symmetry in [12].
In the present paper, we are interested in the scattering below the ground state
for (NLS) in the non mass-resonance case.
1.2. Main results. In this section, we give main results in this paper. We obtain
the following scattering result for the radial solutions.
Theorem 1.1. Let κ 6= 1/2, and (φ, ψ) denote a ground state. Assume that
(u0, v0) ∈ H1(R5)×H1(R5) is radially symmetric and satisfies E(u0, v0)M(u0, v0) <
E(φ, ψ)M(φ, ψ) and K(u0, v0) ≥ 0. Then, the solution scatters. That is, the so-
lution exists globally in time and there exist (u±, v±) ∈ H1(R5) × H1(R5) such
that
‖(u(t), v(t))− (eit∆u±, eitκ∆v±)‖H1×H1 → 0 as t→ ±∞.
Remark 1.1. In the opposite case , i.e., K(u0, v0) < 0, the second author, Kishi-
moto, and the third author [12] show that the finite time blow-up occurs in both
time directions. And so, the behavior of the radially symmetric solution to (NLS)
below the ground state completely determined by the sign of the functional K at
initial time.
We apply the argument by Kenig–Merle [13] to show Theorem 1.1. Their argu-
ment is as follows. We suppose that the theorem fails. Then, we can construct a
non-scattering global solution with compact orbit, which is called critical element,
below the ground state by the concentration compactness argument. After that,
by using the virial identity, we can show such solution must be 0. Such statement
is called rigidity theorem. This shows a contradiction.
In fact, Theorem 1.1 is obtained as a corollary of the following propositions.
We note that it is enough to consider the positive time directions in the following
propositions by the time reversibility of (NLS).
Proposition 1.2 (Existence of a critical element). Let κ 6= 1/2. If the statement
“If E(u0, v0)M(u0, v0) < E(φ, ψ)M(φ, ψ) and K(u0, v0) ≥ 0, then the solution
scatters” is not true, then there exists non-scattering global solution (uc, vc) such
that E(uc0, v
c
0)M(u
c
0, v
c
0) < E(φ, ψ)M(φ, ψ), K(u
c
0, v
c
0) > 0, the orbit {(uc(t, · +
x(t)), vc(t, · + x(t))) : t ∈ [0,∞)} is precompact in H1(R5) × H1(R5) for some
continuous function x : [0,∞)→ R5.
Proposition 1.3 (Rigidity). If (u, v) is a non-scattering global solution such that
E(u0, v0)M(u0, v0) < E(φ, ψ)M(φ, ψ), K(u0, v0) ≥ 0, the orbit {(u(t, ·+x(t)), v(t, ·+
x(t))) : t ∈ [0,∞)} is precompact in H1(R5)×H1(R5) for some continuous function
x : [0,∞)→ R5, and P (u0, v0) = 0, then (u, v) ≡ (0, 0).
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Remark 1.2. Propositions 1.2 and 1.3 are equivalent to respectively equivalent to
Proposition 2.17 and Proposition 2.27 below by variational argument. See Section
2.2 for the detail.
We emphasize that we do not assume radial symmetry in Propositions 1.2 and
1.3. If the solution is radially symmetric, we can take x(t) ≡ 0 and P = 0 in these
propositions. Thus, Theorem 1.1 immediately follows from Propositions 1.2 and
1.3
Remark 1.3. The above rigidity theorem is incomplete in the sense that we exclude
the case of P 6= 0. That is why the scattering for non radially symmetric solutions
is an open problem.
1.3. Difficulty of Proof. As stated before, we apply the concentration compact-
ness and rigidity by Kenig–Merle [13]. We have a difficulty to show rigidity. The
difficulty is that (NLS) is not invariant by Galilean transformation when κ 6= 1/2.
By the concentration compactness argument, we get a critical element, whose orbit
{(u(t, ·+ x(t)), v(t, · + x(t))) : t ∈ [0,∞)} is precompact for some x : [0,∞)→ R5.
For the single equation or (NLS) with κ = 1/2, we can control x(t), which roughly
denotes the center of the critical element, since it is shown from Galilean invariance
that the momentum of the critical element is zero. Concretely, we can show that
x(t)/t = o(1) as t → ∞. This property is important when we derive a rigidity
theorem. In the case of κ 6= 1/2, we could not control x(t) as above. It holds that
x(t)−X(t)
t
→ 0 as t→∞, where X(t) = 2
∫ t
0 Im
∫
R5
u∇u+ κv∇vdxds
M(u, v)
.
Note that X(t) = 2Pt/M when κ = 1/2. In general, the behavior of X(t) is not
clear. In any case, the center of the critical element moves along X(t). That is why
we use a boosted virial identity instead of the usual virial identity. Namely, we use
d
dt
Im
∫
(x−X(t)) ·
(
u¯∇u+ 1
2
v¯∇v
)
dx = 2K(u(t), v(t))−X ′(t)P (u, v).
The sign of the right hand side is not clear since we do not know the behavior of
X(t). To avoid this difficulty, we erase the last term by assuming zero momentum.
2. Proof
2.1. Preparation of the proof. Before starting the proof, we prepare some no-
tations for a convenience and some basic results.
Notation. Let Uκ(t) := (e
it∆, eiκt∆) denote the free propagation. We denote the
kinetic energy and the nonlinear energy by
L(u, v) := ‖∇u‖22 +
κ
2
‖∇v‖22,
N(u, v) := Re
∫
u2v¯dx.
Thus E = L+N and K = L+ 54N hold. For ω > 0, we set
Iω(u, v) :=
1
2
E(u, v) +
ω
2
M(u, v)
Jω(u, v) :=
1
10
L(u, v) +
ω
2
M(u, v) = Iω(u, v)− 2
5
K(u, v)
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We define N (u, v) := (vu¯, u2). For any Banach space X , we set ‖(u, v)‖X :=
‖u‖X + ‖v‖X . We set S(u, v) := ‖(u, v)‖L6t ([0,∞):L3x).
In this section, we introduce some basic results.
Proposition 2.1 (standard Strichartz estimates). Let (q, r) and (q˜, r˜) satisfy 2 ≤
q, r, q˜, r˜ ≤ ∞ and 2/q + 5/r = 5/2 = 2/q˜ + 5/r˜. Then it follows that∥∥eit∆ϕ∥∥
Lq(R:Lr)
. ‖ϕ‖L2 ,∥∥∥∥∫ t
t0
ei(t−s)∆f(s) ds
∥∥∥∥
Lqt (I,L
r
x)
. ‖f‖
Lq˜
′
t (I,L
r˜′
x )
,
where I is an interval and t0 ∈ I.
Proposition 2.2 (Non admissible Strichartz). Let I be an interval and t0 ∈ I.
Then it follows that∥∥∥∥∫ t
t0
ei(t−s)∆f(s) ds
∥∥∥∥
L6t (I,L
3
x)
. ‖f‖
L3t(I,L
3
2
x )
.
See [2] for Propositions 2.1 and 2.2.
Proposition 2.3 (Stability). Given any A ≥ 0, there exist ε(A) > 0 and C(A) > 0
with the following property. If (u, v) : [0,∞) × R5 → C2 is a solution to (NLS), if
(u˜, v˜) ∈ C([0,∞), H1 ×H1) and (e1, e2) ∈ C([0,∞), H−1 ×H−1) satisfy{
i∂tu˜+∆u˜ = v˜ ¯˜u+ e1,
i∂tv˜ + κ∆v˜ = u˜
2 + e2,
for a.e. t > 0, and if
‖(u˜, v˜)‖L6t([0,∞),L3) ≤ A, ‖(e1, e2)‖L3t ([0,∞),L
3
2
x )
≤ ε ≤ ε(A),
‖Uκ(t)((u − u˜, v − v˜)(0))‖L6t ([0,∞),L3) ≤ ε ≤ ε(A),
then (u, v) ∈ L6t ([0,∞), L3) and ‖(u, v)− (u˜, v˜)‖L6t([0,∞),L3) ≤ Cε.
Proof. This follows by a same argument in [6]. We omit a detail. 
Lemma 2.4. Let (u, v) be a global solution to (NLS). If ‖(u, v)‖L6t (R,L3x) < ∞,
then (u, v) scatters to a free solution, i.e., there exist Ψ± ∈ H1 ×H1 such that
lim
t→±∞
‖(u, v)(t)− Uκ(t)Ψ±‖H1 = 0.
Proof. This follows from the Strichartz estimate. We omit the detail. See e.g.
[7]. 
Lemma 2.5 (Small data scattering). Let (u0, v0) satisfy ‖Uκ(t)(u0, v0)‖L6t([0,∞),L3x)≤ ε0, where ε0 > 0 is a sufficiently small constant. Then the maximal-lifespan solu-
tion (u, v) : [0, T+)→ C2 satisfies ‖(u, v)‖L6t([0,T+),L3x) . ‖Uκ(t)(u0, v0)‖L6t ([0,∞),L3x).
Proof. Set ε := ‖Uκ(t)(u0, v0)‖L6t ([0,∞),L3x) and f(t) := ‖(u, v)‖L6t ([0,t),L3x) for any
t ∈ [0, T+). Then, by Proposition 2.2 it follows that
f(t) ≤ Cε+ Cf(t)2.(2.1)
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Set A := {t ∈ [0, T+) | f(t) ≤ 2Cε}. Then, by the continuity of f , we have A is a
closed subset of [0, T+). Furthermore we take ε0 > 0 such that
δ ∈ (0, ε0)⇒ Cδ + C(2Cδ)2 < 2Cδ.
Combining this with (2.1), we can easily show that A is an open subset of [0, T+),
and so we have A = [0, T+). 
Remark 2.1. By the Strichartz estimates, we get
‖(u, v)‖
L
12
5
t ([0,T
+),W 1,3x )
. ‖(u0, v0)‖H1 + ‖
∫ t
0
Uκ(t− s)N (u, v) ds‖
L
12
5
t ([0,T
+),W 1,3x )
. ‖(u0, v0)‖H1 + ‖N (u, v)‖
L
12
7
t ([0,T
+),W
1, 3
2
x )
≤ ‖(u0, v0)‖H1 + ‖(u, v)‖L6t([0,T+),L3x)‖(u, v)‖L 125t ([0,T+),W 1,3x )
.
Combining this with Lemma 2.5, there exists δsd ∈ (0, 1) such that if (u0, v0) ∈
H1 ×H1 and ‖(u0, v0)‖H1 < δsd, then the corresponding solution (u, v) to (NLS)
is global for positive time and
‖(u, v)‖
L
14
5
t,x([0,∞))
+ ‖(u, v)‖L6t([0,∞),L3x) + ‖(u, v)‖L∞t ([0,∞),H1) . ‖(u0, v0)‖H1 .
(2.2)
The following lemma is used in the proof of Proposition 2.18.
Lemma 2.6. Let (u0, v0) ∈ H1 × H1 satisfy ‖(u0, v0)‖H1 < δsd and let (u, v) be
the corresponding solution of (NLS). If {t1n}, {t2n} ⊂ R and {x1n}, {x2n} ⊂ R5 satisfy
|t1n − t2n|+ |x1n − x2n| → ∞ as n→∞, then
sup
t∈R
|(u(t− t1n, · − x1n), u(t− t2n, · − x2n))H1 | → 0 as n→∞,(2.3)
sup
t∈R
|(v(t − t1n, · − x1n), v(t− t2n, · − x2n))H1 | → 0 as n→∞,(2.4)
where (·, ·)H1 is the scalar product in H1.
Proof. We only prove (2.3). (2.4) can be proved by a same mannaer. To prove this,
we take a sequence {tn} ⊂ R arbitrarily. Setting fn := |(u(tn − t1n, · − x1n), u(tn −
t2n, · − x2n))H1 |, then our aim is to show that
fn → 0 as n→∞.
For this aim, we take any subsequence of {fn} and represent it by the same symbol.
Without loss of generality, we may assume
fn = |(u(t1n, · − x1n), u(t2n, · − x2n))H1 |.
If |t1n| 9 ∞ and |t2n| 9 ∞, then passing to a subsequence if necessary, we may
assume t1n → t1 and t2n → t2 for some t1, t2 ∈ R. Then we obtain
fn ≤ ‖u(t1n)− u(t1)‖H1‖u(t2n)‖H1
+ ‖u(t1)‖H1‖u(t2n)− u(t2)‖H1 + |(u(t1, · − x1n), u(t2, · − x2n))H1 |.
By (2.2) and |x1n−x2n| → ∞, we get fn → 0. If |t1n| → ∞ and |t2n|9∞, then passing
to a subsequence if necessary, we may assume t1n → +∞ or t1n → −∞ and t2n → t2
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for some t2 ∈ R. We only consider the case t1n → −∞. Since ‖(u0, v0)‖H1 < δsd,
there exists (φ, ψ) ∈ H1 ×H1 such that
‖(u, v)(−t)− Uκ(−t)(φ, ψ)‖H1 → 0 as t→∞.
Then we obtain that
fn ≤ |(eit1n∆φ(· − x1n), u(t2, · − x2n))H1 |+ on(1).
The result follows from the density argument and the dispersive estimate. The case
|t1n|, |t2n| → ∞ can be treated by a same manner. We omit the detail. 
Lemma 2.7 (Final state problem). Let Ψ ∈ H1×H1. Then there exists a solution
(u, v) to (NLS) which is defined on a neighborhood of −∞ and scatters to Uκ(−t)Ψ
as t→ +∞.
Proof. This follows from a standard argument. We omit the detail. See e.g. [2]. 
2.2. Variational argument. We define
µω := inf{Iω(f, g) : (f, g) ∈ H1(R5)×H1(R5) \ {(0, 0)},K(f, g) = 0}
for ω > 0. Then, it holds that µω = Iω(φω , ψω), where (φω(x), ψω(x)) = ω(φ(
√
ωx), ψ(
√
ωx))
and (φ, ψ) is a ground state of (1.3). By the scaling, (φω , ψω) satisfies{
−ωφ+∆φ = φψ, in R5,
−2ωψ + κ∆ψ = φ2, in R5.
(eiωtφω , e
i2ωtψω) is a solution of (NLS) for ω > 0. It is known that E(u0, v0)M(u0, v0) <
E(φ, ψ)M(φ, ψ) holds if and only if Iω(u0, v0) < Iω(φω, ψω) for some ω > 0. See
e.g. [10]. Thus, Propositions 1.2 and 1.3 are respectively equivalent to Proposition
2.17 and Proposition 2.27 below.
Lemma 2.8. The following identity is true.
Iω(φω , ψω) = inf{Jω(φ, ψ) | (φ, ψ) ∈ H1 ×H1 \ {(0, 0)} and K(φ, ψ) ≤ 0}.(2.5)
Proof. Set a := (RHS) of (2.5). Then Iω(φω, ψω) ≥ a is clear. To prove Iω(φω , ψω) ≤
a, we take any (u, v) ∈ H1×H1 withK(u, v) < 0. Setting f(λ) := K(λ 52 (u(λ·), v(λ·))),
then we have f(1) < 0 and
f(λ) = λ2L(u, v) +
5
4
λ
5
2N(u, v).
Since f(δ) > 0 for sufficiently small δ > 0, there exists λ0 ∈ (0, 1) such that
f(λ0) = 0. Then we get
Iω(φω , ψω) ≤ Iω(λ
5
2
0 (u(λ0·), v(λ0·)))
= Jω(λ
5
2
0 (u(λ0·), v(λ0·)))
=
λ20
10
L(u, v) +
ω
2
M(u, v)
< Jω(u, v).
This implies the result. 
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Lemma 2.9 (Compatibility ofK and Iω). Let (u, v) ∈ H1×H1 stisfiesK(u, v) > 0.
Then it follows that
Iω(u, v) >
ω
2
M(u, v) +
1
10
L(u, v).
Proof. From assumptions, we can easily calculate as follows ( we omit (u, v) ):
Iω(u, v) =
1
2
E +
ω
2
M =
1
2
(L+N) +
ω
2
M >
1
2
(L− 4
5
L) +
ω
2
M.

Lemma 2.10. Let (u0, v0) ∈ H1 ×H1 and (u, v) be the maximal-lifespan solution
with (u, v)(0) = (u0, v0). Assume that
Iω(u0, v0) < Iω(φω , ψω) and K(u0, v0) > 0.
Then it follows that
K(u, v)(t) > 0 for any t which is in the lifespan.
Proof. IfK(u, v)(t0) ≤ 0 for some t0. Then there exists t1 such thatK(u, v)(t1) = 0,
and so we have
Iω(u, v)(t1) ≥ Iω(φω , ψω).
This is a contradiction by conservation of mass and energy. 
Remark 2.2. Combining Lemma 2.9 and Lemma 2.10, then we have global exis-
tence result under the same assumption in Lemma 2.10.
Lemma 2.11. Let (u0, v0) ∈ H1 ×H1 satisfy
Iω(u0, v0) < Iω(φω , ψω) and K(u0, v0) > 0.
Then it follows that
K(u, v)(t) > min
{
1
8
(Iω(φω, ψω)− Iω(u0, v0)), δL(u, v)(t)
}
for some constant δ > 0 for all time t ∈ R.
Proof. The standard calculation obeys this lemma. We omit the details. See [7,
Lemma 3.1] for details. 
Corollary 2.12. Let Ψ and (u, v) be as in Lemma 2.7. Suppose also that Ψ 6= (0, 0)
and
ω
2
M(Ψ) +
1
2
L(Ψ) < Iω(φω , ψω).
Then (u, v) exists globally and satisfies
Iω(u, v) < Iω(φω, ψω), K(u, v) > 0.
Proof. This is an immediate consequence of Lemma 2.7, conservation of Iω , and
the dispersive estimate. 
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2.3. Concentration compactness. At the beginning of this section, we recall the
concentration compactness for the single equation.
Lemma 2.13 (Concentration compactness for single case [6] ). Let a > 0 and let
{vn} ⊂ H1 satisfy
lim sup
n→∞
‖vn‖H1 ≤ a <∞.
If
‖eit∆vn‖L∞t ((0,∞),L3) → A as n→∞,
then, passing to a subsequence if necessary, there exist {(tn, xn)} ⊂ [0,∞) × R5.
ψ ∈ H1, and {wn} ⊂ H1 such that
vn = e
−itn∆ψ(· − xn) + wn,
with
eitn∆vn(·+ xn)⇀ ψ in H1 as n→∞,
eitn∆wn(·+ xn)⇀ 0 in H1 as n→∞,
‖vn‖2H˙λ − ‖ψ‖2H˙λ − ‖wn‖2H˙λ → 0 as n→∞,
for all λ ∈ [0, 1]. Moreover,
‖ψ‖H1 & Apa−q,
where p and q are positive constant.
Applying Lemma 2.13, we derive the following concentration compactness for
the linear system.
Lemma 2.14 (Concentration compactness for the system). Let a > 0 and let
{(un, vn)} ⊂ H1 ×H1 satisfy
lim sup
n→∞
‖(un, vn)‖H1 ≤ a <∞.
If
‖Uκ(t)(un, vn)‖L∞t ((0,∞),L3) → A as n→∞,
then, passing to a subsequence if necessary, there exist {(tn, xn)} ⊂ [0,∞) × R5,
Ψ := (φ, ψ) ∈ H1 ×H1, and {Wn := (ζn, wn)} ⊂ H1 ×H1 such that
(un, vn) = Uκ(−tn)Ψ(· − xn) +Wn,
with
Uκ(tn)(un, vn)(·+ xn)⇀ Ψ in H1 ×H1 as n→∞,
Uκ(tn)Wn(·+ xn)⇀ 0 in H1 ×H1 as n→∞,
‖un‖2H˙λ − ‖φ‖2H˙λ − ‖ζn‖2H˙λ → 0 as n→∞,
‖vn‖2H˙λ − ‖ψ‖2H˙λ − ‖wn‖2H˙λ → 0 as n→∞,
N(un, vn)−N(Uκ(−tn)Ψ)−N(Wn)→ 0 as n→∞(2.6)
for all λ ∈ [0, 1]. Moreover,
‖Ψ‖H1 & Apa−q,
where p and q are positive constant.
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Proof. Applying Lemma 2.13, we easily get the result except for (2.6). To prove
(2.6), we set
fn := |N(un, vn)−N(Uκ(−tn)Ψ)−N(Wn)|.
Then by the decomposition, we obtain that
fn .
∫
(|e−itn∆φ(· − xn)|+ |ζn|)|e−iκtn∆ψ(· − xn)||ζn|
+ (|e−itn∆φ(· − xn)|+ |ζn|)|e−itn∆φ(· − xn)||wn|dx
=: f1n + f
2
n.
Since f2n can be treated in the same manner, we only consider f
1
n. Setting hn :=
|e−itn∆φ(· − xn)|+ |ζn|, we obtain
‖hn‖L3 . ‖φ‖H1 + ‖ζn‖H1 . 1.
To finish the proof, we take any subsequence {f1nk} ⊂ {f1n}. Passing to a subse-
quence if necessary we may assume tnk → t0 ∈ [0,∞].
Case 1. t0 = +∞. In this case we have by the dispersive estimate
f1nk . ‖e−iκtnk∆ψ(· − xnk)‖L3‖ζnk‖L3‖hnk‖L3 . ‖e−iκtnk∆ψ‖L3 → 0 as k → 0.
Case 2. t0 ∈ [0,∞). In this case, we can easily get
Wnk(·+ xnk)⇀ 0 in H1 ×H1.(2.7)
Now {Uκ(−tnk)Ψ} is precompact in H1 × H1 and so for any δ > 0 there exists
R > 0 such that
sup
k
‖Uκ(−tnk)Ψ‖H1(|x|>R) ≤ δ.
Therefore we get
f1nk . ‖e−iκtnk∆ψ‖L3(|x|>R) + ‖ζnk(·+ xnk)‖L3(|x|<R)
≤ δ + ‖ζnk(·+ xnk)‖L3(|x|<R) → δ as k →∞,
where the convergence of second term is followed by (2.7) and Rellich–Kondrachov
theorem. This implies lim supk→∞ f
1
nk
. δ. Since δ > 0 is arbitrarily, we obtain
the result. 
Proposition 2.15 (Profile decomposition for the system). Let {(un, vn)} be a
bounded sequence in H1 ×H1. Then, passing to a subsequence if necessary, there
exist J∗ ∈ Z≥0 ∪ {∞}, profile {Ψj := (φj , ψj)}J∗j=1, {(tjn, xjn)} ⊂ [0,∞) × R5,
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remainder {W Jn := (ζJn , wJn)}J
∗
J=0 ⊂ H1 ×H1 such that for each J ∈ {0, . . . , J∗},
Ψj 6= 0 for each j ∈ {1, . . . , J∗}, (there are no profiles if J∗ = 0)
(un, vn) =
J∑
j=1
Uκ(−tjn)Ψj(· − xjn) +W Jn ,
lim
J→J∗
lim
n→∞
‖Uκ(t)W Jn ‖L6t([0,∞),L3x) = 0,(2.8)
Uκ(t
j
n)W
J
n (·+ xjn)⇀ 0 weakly in H1 ×H1 for each 1 ≤ j ≤ J,
lim
n→∞
[‖un‖2H˙λ −
J∑
j=1
‖φj‖2H˙λ − ‖ζJn‖2H˙λ ] = 0,(2.9)
lim
n→∞
[‖vn‖2H˙λ −
J∑
j=1
‖ψj‖2H˙λ − ‖wJn‖2H˙λ ] = 0,(2.10)
lim
n→∞
[N(un, vn)−
J∑
j=1
N(Uκ(−tjn)Ψj)−N(W Jn )] = 0,(2.11)
for all λ ∈ [0, 1]. Furthermore, for each j 6= k it follows that
|tjn − tkn|+ |xjn − xkn| → ∞ as n→∞.(2.12)
Proof. This follows from standard iteration argument. For details, see Theorem 5.1
in [6]. 
Remark 2.3. We note that we may take tjn such that t
j
n ≡ 0 or |tjn| → ∞ and
similarly xjn satisfying x
j
n ≡ 0 or |xjn| → ∞ after some modifications. In the radial
case, we can show xjn ≡ 0. We give a rough sketch of the proof. Let {(un, vn)} be a
bounded sequence of radially symmetric functions in H1×H1. Assume xjn 6≡ 0 and
thus |xjn| → ∞. We take a sequence {Al} ⊂ SO(5) such that Al 6= Am for l 6= m.
Then, we get |Alxjn−Amxjn| → ∞ as n→∞. By the profile decomposition, we get
AlUκ(t
j
n)(un, vn)(· + xjn) = Uκ(tjn)(un, vn)(· + Alxjn) ⇀ AlΨj weakly in H1 ×H1.
Therefore, we get
lim inf
n→∞
‖(un, vn)‖2L2 ≥
∞∑
l=1
‖AlΨj‖2L2 =
∞∑
l=1
‖Ψj‖2L2 =∞.
This contradicts a boundedness of {(un, vn)}.
We show the decomposition of the functional Iω and K.
Lemma 2.16. Let M ∈ N and {Ψj}Mj=1 ⊂ H1 ×H1 \ {(0, 0)} be such that
M∑
j=1
Iω(Ψj)− ε ≤ Iω(
M∑
j=1
Ψj) ≤ Iω(φω , ψω)− δ
0 < K(
M∑
j=1
Ψj) ≤
M∑
j=1
K(Ψj) + ε,
where δ and ε are positive constant with 2ε < δ. Then we have
0 < Iω(Ψj) < Iω(φω , ψω), K(Ψj) > 0
for any j ∈ {1, . . . ,M}.
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Proof. We argue by contradiction and so assume K(ψi) ≤ 0 for some i. Then it
follows from Lemma 2.8 that
Iω(φω , ψω) ≤ Jω(Ψi)
≤
M∑
j=1
Jω(Ψj) =
M∑
j=1
(
Iω(Ψj)− 2
5
K(Ψj)
)
≤ Iω(
M∑
j=1
Ψj) + ε+
2
5
ε < Iω(φω , ψω).
This is a contradiction. Thus we get K(Ψj) > 0 and so Iω(Ψj) > 0 for any
j ∈ {0, . . . ,M} by Lemma 2.9. Then we also get
Iω(Ψj) ≤
M∑
ℓ=1
Iω(Ψℓ) ≤ Iω(φω , ψω)− δ + ε < Iω(φω , ψω).

2.4. Construction of a critical element. We define critical energy-mass Icω as
follows.
Definition 2.1.
Icω := sup{δ ∈ (0, µω) :If (u, v) is a maximal-lifespan solution to (NLS) satisfying
K(u, v) > 0 and Iω(u, v) < δ, then (u, v) ∈ L6t ([0,∞), L3x).}
Hereafter, we suppose that Icω < µω(= Iω(φω , ψω)).
Our aim in this section is to prove the following existence result of a critical
element.
Proposition 2.17 (Existence of a critical element). There exists a maximal-lifespan
solution (uc, vc) to (NLS) which satisfies
Iω(u
c, vc) = Icω < µω, K(u
c
0, v
c
0) > 0, S(u
c, vc) = +∞
and there exists x ∈ C([0,∞),R5) such that {(uc, vc)(t, · + x(t)) | t ∈ [0,∞)} is
precompact in H1 ×H1.
To show this, we prepare the following Palais–Smale type result.
Proposition 2.18 (Palais–Smale type condition modulo symmetries). Let (un, vn)
be a sequence of maximal-lifespan solutions to (NLS) such that
K(un, vn) > 0, Iω(un, vn)→ Icω,
and
S(un, vn) = +∞ for any n ≥ 1.
where S(u, v) := ‖(u, v)‖L6t([0,∞),L3x). Then, passing to a subsequence if necessary,
there exist Ψ ∈ H1 ×H1, {Wn} ⊂ H1 ×H1, {(tn, xn)} ⊂ [0,∞)× R5 such that
(un, vn)(0) = Uκ(−tn)Ψ(· − xn) +Wn, n ≥ 1,
tn ≡ 0 or tn →∞ as n→∞,
‖Wn‖H1 → 0 as n→∞.
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Proof. Passing to a subsequence if necessary, we may assume that
Iω(un, vn) < Iω(φω , ψω)− δ ∀n ≥ 1,
for some δ > 0. Then by Lemma 2.9, (un, vn)(0) is bounded in H
1 ×H1 and so we
can apply Proposition 2.15. Let
(un, vn)(0) =
J∑
j=1
Uκ(−tn)Ψj(· − xjn) +W Jn
be the profile decomposition with stated properties. We may assume tjn ≡ 0 or
limn→∞ t
j
n =∞ for each j, after modifying remainder terms. 1 By (2.9), (2.10), and
(2.11), passing to a subsequence if necessary and using diagonalization argument,
we have
J∑
j=1
Iω(Uκ(−tjn)Ψj) + Iω(W Jn )− ε ≤ Iω(un(0), vn(0)) ≤ Iω(φω , ψω)− δ,
0 < K(un(0), vn(0)) ≤
J∑
j=1
K(Uκ(−tjn)Ψj) +K(W Jn ) + ε,
for some ε ∈ (0, δ/2) and any J, n. Applying Lemma 2.16, we obtain that
0 < Iω(Uκ(−tjn)Ψj), Iω(W Jn ) < Iω(φω, ψω),
K(Uκ(−tjn)Ψj), K(W Jn ) > 0,(2.13)
for any n, J, j.
J∑
j=1
Iω(Uκ(−tjn)Ψj) = −Iω(W Jn ) + Iω(un(0), vn(0)) + on(1)(2.14)
≤ Iω(un(0), vn(0)) + on(1).
Thus, by the dispersive estimate, we obtain
J∑
j=1
(
ω
2
M(Ψj) +
1
2
L(Ψj) +
1
2
Aj
)
≤ Icω,(2.15)
where Aj is defined by
Aj :=
{
N(Ψj) if t
j
n ≡ 0,
0 if tjn →∞.
The following lemma is the key step in this proof.
Lemma 2.19. ω2M(Ψ1) +
1
2L(Ψ1) +
1
2A1 = I
c
ω.
Proof of Lemma 2.19. If not, there exists δ1 > 0 such that
sup
1≤j≤J∗
(
M(Ψj) +
1
2
L(Ψj) +
1
2
Aj
)
< Icω − δ1.
We define nonlinear profiles (aj , bj) as follows:
• If tjn ≡ 0, we define (aj , bj) to be the maximal-lifespan solution to (NLS)
with (aj , bj)(0) = Ψj .
1If J∗ = 0 then we get a contradiction by Lemma 2.5. So we have at least one profile.
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• If tjn → ∞, we define (aj , bj) to be the maximal-lifespan solution which
scatters to Uκ(−t)Ψj as t→ +∞.
Using (aj , bj), we define (ajn, b
j
n) := (a
j , bj)(· − tjn, · − xjn). Note that we easily get
Iω(a
j
n, b
j
n)(0) =M(Ψj) +
1
2
L(Ψj) +
1
2
Aj < I
c
ω − δ1,
lim
n→∞
[(un, vn)(0)−
J∑
j=1
(ajn, b
j
n)(0)−W Jn ] = 0 in H1 ×H1.(2.16)
Furthermore, by (2.15) we get
J∗∑
j=1
Iω(a
j , bj) ≤ Icω <∞,
and so by small data scattering, there exists j0 ∈ N such that
‖(ajn, bjn)(0)‖H1 < δsd,
and
‖(ajn, bjn)‖2
L
14
5
t,x∩L
6
tL
3
x∩L
∞
t H
1
x(R
1+5)
= ‖(aj, bj)‖2
L
14
5
t,x∩L
6
tL
3
x∩L
∞
t H
1
x(R
1+5)
. ‖(aj, bj)(0)‖2H1 . Iω(aj , bj),
for any j ≥ j0 + 1. Now we define the approximate solution (uJn, vJn) as follows:
(uJn, v
J
n) :=
J∑
j=1
(ajn, b
j
n) + Uκ(t)W
J
n .
Then (uJn, v
J
n) is a solution to following equation{
i∂tu
J
n +∆u
J
n = v
J
n u¯
J
n + e
J
1,n,
i∂tv
J
n + κ∆v
J
n = (u
J
n)
2 + eJ2,n,
where eJ1,n :=
∑J
j=1 b
j
na¯
j
n − vJn u¯Jn and eJ2,n :=
∑J
j=1(a
J
n)
2 − (uJn)2. To derive a
contradiction, we prepare the following three lemmas.
Lemma 2.20. For any J ≥ 1, the following holds:
lim
n→∞
‖(uJn, vJn)(0)− (un, vn)(0)‖H1 = 0.
Proof of Lemma 2.20. This follows immediately from (2.16). 
Lemma 2.21. The following holds:
lim sup
J→J∗
lim sup
n→∞
S(uJn, v
J
n) ≤ L1,
for some constant L1.
Proof of Lemma 2.21. Since we know that ‖(aj, bj)‖L6t (R,L3x) < +∞ for each j and
limJ→J∗ limn→∞ ‖Uκ(t)W Jn ‖L6t([0,∞),L3x) = 0 hold, it is sufficient to prove that
lim sup
J→J∗
lim sup
n→∞
S(
J∑
j=j0+1
(ajn, b
j
n)) . 1.
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Note that by interpolation, we have
‖
J∑
j=j0+1
(ajn, b
j
n)‖L3x . ‖
J∑
j=j0+1
(ajn, b
j
n)‖
8
15
H1‖
J∑
j=j0+1
(ajn, b
j
n)‖
7
15
L
14
5
x
,
S(
J∑
j=j0+1
(ajn, b
j
n)) . ‖
J∑
j=j0+1
(ajn, b
j
n)‖
8
15
L∞t ([0,∞),H
1)‖
J∑
j=j0+1
(ajn, b
j
n)‖
7
15
L
14
5
t ([0,∞),L
14
5
x )
.
Therefore it suffices to show that
lim sup
J→J∗
lim sup
n→∞
‖
J∑
j=j0+1
(ajn, b
j
n)‖L∞t ([0,∞),H1) . 1,(2.17)
lim sup
J→J∗
lim sup
n→∞
‖
J∑
j=j0+1
(ajn, b
j
n)‖
L
14
5
t ([0,∞),L
14
5
x )
. 1.(2.18)
(2.17) can be obtained by Lemma 2.6. Furthermore (2.18) follows by a simple
calculation using the asymptotic orthogonality condition (2.12). 
Lemma 2.22. The following holds:
lim
J→J∗
lim sup
n→∞
‖(eJ1,n, eJ2,n)‖
L3t ([0,∞),L
3
2
x )
= 0.
Proof. Here, we only treat the first component. The second component can be
treated by a same way. From the Ho¨lder inequality, we get
‖eJ1,n‖
L3t([0,∞),L
3
2
x )
≤
∑
j 6=k
‖ajnbkn‖
L3tL
3
2
x
+ ‖eit∆wJn‖L6tL3x‖
J∑
j=1
ajn‖L6tL3x
+ ‖eiκt∆ζJn‖L6tL3x‖
J∑
j=1
bjn‖L6tL3x + ‖eit∆wJn‖L6tL3x‖eiκt∆ζJn‖L6tL3x
.
∑
j 6=k
‖ajnbkn‖
L3tL
3
2
x
+ ‖eit∆wJn‖L6tL3x + ‖eiκt∆ζJn‖L6tL3x .
The last inequality follows by the proof of Lemma 2.21. Then by the asymptotic
orthogonality condition (2.12) and (2.8), we obtain the result. 
Combining these lemmas and applying the stability result, we obtain a contra-
diction 2 and so Lemma 2.19 is showed. 
Return to the proof of Proposition 2.18. Now by Lemma 2.19 we get J∗ = 1 and
Iω(Uκ(−t1n)Ψ1(· − x1n))→
ω
2
M(Ψ1) +
1
2
L(Ψ1) +
1
2
A1 = I
c
ω.
combining this with (2.14), we obtain Iω(W
1
n)→ 0. By (2.13) and Lemma 2.9, this
implies ‖W 1n‖H1 → 0. Therefore we complete the proof. 
We prove the former statements in Proposition 2.17.
2Note that we assumed S(un, vn) = +∞.
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Proposition 2.23 (Existence of a critical element). There exists a maximal-lifespan
solution (uc, vc) to (NLS) which satisfies
Iω(u
c, vc) = Icω, K(u
c, vc)(0) > 0,
and
S(uc, vc) = +∞.
Proof. By the definition of Icω , there exists a sequence (un, vn) of maximal-lifespan
solutions to (NLS) which satisfies
Iω(φω , ψω) > Iω(un, vn)ց Icω, K(un, vn) > 0, and S≥0(un, vn) = +∞.
(2.19)
Applying Proposition 2.18, passing to a subsequence if necessary, there exists
{(tn, xn)}, Ψ, and {Wn} which have stated properties. Let (a, b) be the nonlin-
ear profile assoiated to Ψ and tn and suppose
‖(a, b)‖L6t(R,L3x) < +∞.
Then we easily get
‖(un, vn)(0)− (a, b)(−tn,−xn)‖H1 → 0.
By the stability result, this implies S(un, vn) < +∞ for sufficiently large n ∈ N. 3
This contradicts (2.19), and so we obtain that
‖(a, b)‖L6t(R,L3x) = +∞.
Then following two possibilities exsist:
I. ‖(a, b)‖L6t([0,∞),L3x) = +∞,
II. ‖(a¯, b¯)(−t, x)‖L6t ([0,∞),L3x) = +∞.
Then we easily get the result. 
Next, we show the last part of Proposition 2.17.
Proposition 2.24 (Almost periodicity modulo translation). Let (uc, vc) be the
critical element which is constructed in Proposition 2.23. Then there exists x ∈
C([0,∞),R5) such that {(uc, vc)(t, ·+x(t)) | t ∈ [0,∞)} is precompact in H1×H1.
Before prooving Proposition 2.24, we prepare the following lemma.
Lemma 2.25. Let (uc, vc) be the critical element which is constructed in Propo-
sition 2.23 and let {nk} ⊂ N satisfies nk → ∞ as k → ∞. Then, passing to a
subsequence if necessary, there exist {xk} ⊂ R5 and (u, v) ∈ H1 × H1 such that
(uc, vc)(nk, · − xk)→ (u, v) in H1 ×H1.
Proof. Set (uk, vk) := (u
c, vc)(·+nk) and applying Proposition 2.18, then passing to
a subsequence if necessary, there exist Ψ ∈ H1×H1, {Wn} ⊂ H1×H1, {(tn, xn)} ⊂
[0,∞)× R5 such that
(uk, vk)(0) = Uκ(−tk)Ψ(· − xk) +Wk, k ≥ 1,
tn ≡ 0 or tk →∞ as k →∞,
‖Wk‖H1 → 0 as k →∞.
3Note that S(a, b)(· − tn, · − xn) ≤ ‖(a, b)‖L6t (R,L3x)
< +∞.
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If we can prove tk 9 ∞, the result follows clearly. So we suppose tk → ∞ and
derive a contradiction. Here, by symmetry of free Schro¨dinger equation, we obtain
that
(u¯c, v¯c)(nk) = Uκ(tk)Ψ¯(· − xk) + W¯k,
and so
‖Uκ(t)(u¯c, v¯c)(nk)‖L6t ([0,∞),L3x) ≤ ‖Uκ(t+ tk)Ψ¯‖L6t ([0,∞),L3x) + ‖Uκ(t)W¯k‖L6t ([0,∞),L3x) → 0,
as k→∞. Combining this with the stability result and symmetry of (NLS), we get
lim
k→∞
‖(u¯c, v¯c)(−t+ nk)‖L6t([0,∞),L3x) = 0.
By the assumption nk → ∞, this implies ‖(uc, vc)‖L6t(R,L3x) = 0 and so we get a
contradiction. 
Proof of Proposition 2.24. First we prove the following claim.
Claim 1. There exist R > 0 and {yn} ⊂ R5 such that∫
|x|<R
|(uc, vc)(n, · − yn)|2 dx ≥ 3
4
M(uc, vc).
Proof. If not, there exist {Rk} ⊂ R>0 and {nk} ⊂ N such that
Rk →∞ and sup
y∈R5
∫
|x|<Rk
|(uc, vc)(nk, · − y)|2 dx ≤ 3
4
M(uc, vc).(2.20)
If {nk} is bounded, then {(uc, vc)(nk) | k ∈ N} is finite subset of H1 ×H1. Fur-
thermore the mass M(uc, vc) does not depend on nk. So we obtain that∫
|x|<A
|(uc, vc)(nk)|2 dx > 3
4
M(uc, vc)
for sufficiently large A > 0. This is a contradiction. Therefore we may assume
nk → ∞ as k → ∞. Applying Lemma 2.25, passing to a subsequence if necessary,
there exist {xk} ⊂ R and (u, v) ∈ H1 ×H1 such that
(uc, vc)(nk, · − xk)→ (u, v) in H1 ×H1 as k →∞.
Noting that M(uc, vc) =M(u, v), there exists ρ > 0 such that∫
|x|<ρ
|(u, v)|2 dx > 3
4
M(uc, vc).
Then we get ∫
|x|<ρ
|(uc, vc)(nk · −xk)|2 dx > 3
4
M(uc, vc)
for sufficiently large k. 
Next, we prove that
Claim 2. {(uc, vc)(n, · − yn) | n ∈ N} is precompact in H1 ×H1.
18 M.HAMANO, T.INUI, AND K.NISHIMURA
Proof. To prove this, we take a sequence {nk} ⊂ N such that nk → ∞ arbitrarily.
By Lemma 2.25, there exist {xk} ⊂ R5 and (u, v) ∈ H1 ×H1 such that
(uc, vc)(nk, · − xk)→ (u, v) in H1 ×H1 as k →∞.(2.21)
Noting that M(uc, vc) =M(u, v), there exists ρ > 0 such that∫
|x|<ρ
|(u, v)|2 dx > 3
4
M(uc, vc).
Then we get ∫
|x|<ρ
|(uc, vc)(nk · −xk)|2 dx > 3
4
M(uc, vc)
Then we easily obtain that |ynk − xk| ≤ R+ ρ. Combining this with (2.21), we get
the result. 
Finally we give the proof of Proposition 2.24. Since {(uc, vc)(n, · − yn) | n ∈ N}
is precompact, we easily get {(uc, vc)(n + 1, · − yn) | n ∈ N} is also precompact.
In other wards {(uc, vc)(n, · − yn−1) | n ≥ 2} is precompact. Then by the same
argument in the proof of Claim 2, we obtain
R := sup
n≥2
|yn − yn−1| <∞.
Note that
E := {(uc, vc)(n+ t, · − yn + y) | n ≥ 1, t ∈ [0, 1], |y| ≤ R}
is precompact. Connecting {yn} with a line and denoting it by −x ∈ C([0,∞),R5),
we easily get
{(uc, vc)(t, ·+ x(t)) | t ∈ [0,∞)} ⊂ E.
This implies the result. 
To apply the compactness, the following formation is useful.
Lemma 2.26 (e.g. [7]). Let (u, v) be the solution to (NLS) such that
K = {(u(t, ·+ x(t)), v(t, · + x(t))) : t ∈ [0,∞)}
is precompact in H1×H1. Then for each ε > 0, there exists R > 0 so that∫
|x−x(t)|>R
(|u(x, t)|2 + |v(x, t)|2 + |∇u(x, t)|2 + |∇v(x, t)|2 + |v(x, t)u(x, t)2|) dx ≤ ε
for all 0 ≤ t <∞.
2.5. Extinction of the critical element with zero momentum. In this sec-
tion, we show the following rigidity proposition.
Proposition 2.27 (Rigidity). Let (u0, v0) ∈ H1×H1 and (u, v) be the time-global
solution to (NLS) with initial data (u0, v0). Suppose
Iω(u0, v0) < µω, K(u0, v0) ≥ 0, P (u0, v0) = 0,
and there exists a continuous path x(t) such that
K = {(u(t, ·+ x(t)), v(t, · + x(t))) : t ∈ [0,∞)}
is precompact in H1 ×H1. Then, (u0, v0) = (0, 0).
We investigate the behavior of x(t).
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Lemma 2.28. Let (u, v) be a solution to (NLS) defined on [0,∞) so that K =
{(u(·+x(t), t), v(·+x(t), t))} is precompact in H1×H1 for some continuous function
x(·). Then
x(t) −X(t)
t
−→ 0 as t→∞,
where
X(t) = 2
∫ t
0 Im
∫
R5
u∇u+ κv∇vdxds
M(u, v)
.
Proof. We set P˜ (t) = P˜ (u, v)(t) = Im
∫
R5
u∇u + κv∇vdx, and M = M(u, v) for
short. We assume that we do not have Lemma 2.28. Then, there exist δ > 0 and a
sequence tn → ∞ such that |x(tn) −X(tn)| ≥ δtn. Without loss of generality, we
assume that x(0) = 0. We set
τn = inf {t ≥ 0 : |x(t)−X(t)| ≥ |x(tn)−X(tn)|} .
Since 0 < τn ≤ tn and |x(τn)−X(τn)| = |x(tn)−X(tn)|, it follows that
τn −→∞ as n→∞,
|x(t)−X(t)| < |x(tn)−X(tn)| , 0 ≤ t < τn,
|x(τn)−X(τn)| ≥ δτn.
Let χ1 ∈ C∞0 (R5) be radial with
χ1(r) =

1 (0 ≤ r ≤ 1),
smooth (1 ≤ r ≤ 2),
0 (2 ≤ r),
where r = |x|. Also, let χ1 satisfy |χ′1(r)| ≤ 2 (r ≥ 0). We define χR(r) = χ1(r/R)
for R > 0. We define
zR(t) =
∫
R5
(x−X(t))χR (|x−X(t)|)
(|u(t, x)|2 + |v(t, x)|2) dx
for R > 0. By a direct calculation, we have
z′R(t) =
2P˜ (t)
M
∫
R≤|x−X(t)|
{1− χR (|x−X(t)|)}
(|u(t, x)|2 + |v(t, x)|2) dx
−
∫
R≤|x−X(t)|≤2R
(x−X(t))χ′R (|x−X(t)|)
2P˜ (t)
M · (x−X(t))
|x−X(t)|
(|u(t, x)|2 + |v(t, x)|2) dx
+ 2Im
∫
R≤|x−X(t)|
{χR (|x−X(t)|)− 1} (∇uu+ κ∇vv) dx
+ 2Im
∫
R≤|x−X(t)|≤2R
(x−X(t))χ′R (|x−X(t)|)
|x−X(t)| (x−X(t)) · (∇uu+ κ∇vv) dx.
Since we have |P˜ (t)| . Iω(u, v), it holds that
|z′R(t)| ≤ C(M, Iω(u, v))
∫
R≤|x−X(t)|
(|∇u|2 + |u|2 + |∇v|2 + |v|2) dx.
On the other hand, by Lemma 2.26, there exists ρ > 0 such that for any 0 ≤ t <∞,∫
|x−x(t)|>ρ
(|∇u|2 + |u|2 + |∇v|2 + 2|v|2) dx ≤ δM(u, v)
10(1 + δ)
×min
{
5
C(M, Iω(u, v))
, 1
}
.
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Let Rn = |x(τn)−X(τn)|+ ρ. Since for given 0 ≤ t ≤ τn and |x−X(t)| > Rn,
|x−x(t)| = |(x−X(t)) + (X(t)− x(t))| ≥ Rn−|x(t)−X(t)| ≥ Rn−|x(τn)−X(τn)| = ρ,
we obtain
|z′Rn(t)| ≤ C(M, Iω(u, v))
∫
|x−x(t)|>ρ
(|∇u|2 + |u|2 + |∇v|2 + |v|2) dx ≤ δM(u, v)
2(1 + δ)
.
(2.22)
for any n ∈ N and 0 ≤ t ≤ τn. Also, since Rn ≥ ρ and x(0) = 0,
|zRn(0)| ≤
∫
|x|<ρ
|x|χRn(|x|)
(|u0|2 + |v0|2) dx+ ∫
|x|>ρ
|x|χRn(|x|)
(|u0|2 + |v0|2) dx
=
∫
|x|<ρ
|x| (|u0|2 + |v0|2) dx+ ∫
2Rn>|x−x(0)|>ρ
|x|χRn(|x|)
(|u0|2 + |v0|2) dx
≤ ρM(u, v) + δM(u, v)
5(1 + δ)
Rn.
(2.23)
Next, we estimate zRn(τn).
zRn(τn) =
∫
|x−x(τn)|>ρ
(x−X(τn))χRn (|x−X(τn)|)
(|u(τn, x)|2 + |v(τn, x)|2) dx
+
∫
|x−x(τn)|<ρ
(x−X(τn))χRn (|x−X(τn)|)
(|u(τn, x)|2 + |v(τn, x)|2) dx
=: I + II.
We have
|I| ≤ δM(u, v)
5(1 + δ)
Rn.
If |x − x(τn)| < ρ, then we have |x − X(τn)| ≤ |x − x(τn)| + |x(τn) − X(τn)| ≤
ρ+ |x(τn)−X(τn)| = Rn. Thus, χRn(|x−X(τn)|) = 1. Therefore,
−II = −
∫
|x−x(τn)|<ρ
(x−X(τn))
(|u(τn, x)|2 + |v(τn, x)|2) dx
= −
∫
|x−x(τn)|<ρ
(x− x(τn))
(|u(τn, x)|2 + |v(τn, x)|2) dx
+ (X(τn)− x(τn))
∫
|x−x(τn)|<ρ
(|u(τn, x)|2 + |v(τn, x)|2) dx
= (X(τn)− x(τn))M(u, v)−
∫
|x−x(τn)|<ρ
(x− x(τn))
(|u(τn, x)|2 + |v(τn, x)|2) dx
− (X(τn)− x(τn))
∫
|x−x(τn)|>ρ
(|u(τn, x)|2 + |v(τn, x)|2) dx.
Hence,
|II| ≥ |X(τn)− x(τn)|M(u, v)− ρM(u, v)− δM(u, v)
10(1 + δ)
Rn.
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Therefore,
|zRn(τn)| ≥ −|I|+ |II| ≥ |X(τn)− x(τn)|M(u, v)− ρM(u, v)−
3δM(u, v)
10(1 + δ)
Rn.
(2.24)
Combining (2.22), (2.23), and (2.24),
δM(u, v)
2(1 + δ)
τn =
∫ τn
0
δM(u, v)
2(1 + δ)
dt ≥
∫ τn
0
|z′Rn(t)|dt ≥
∣∣∣∣∫ τn
0
z′Rn(t)dt
∣∣∣∣
≥ |zRn(τn)| − |zRn(0)| ≥ |X(τn)− x(τn)|M(u, v)− 2ρM(u, v)−
δM(u, v)
2(1 + δ)
Rn.
Substituting Rn = |X(τn)− x(τn)|+ ρ,
δM(u, v)
2(1 + δ)
τn ≥ |X(τn)− x(τn)|M(u, v)−2ρM(u, v)−δM(u, v)
2(1 + δ)
(|X(τn)− x(τn)|+ ρ) ,
δ
2(1 + δ)
τn ≥ 2 + δ
2(1 + δ)
|X(τn)− x(τn)| − 4 + 5δ
2(1 + δ)
ρ,
δ
2 + δ
+
4 + 5δ
2 + δ
ρ
τn
≥ |X(τn)− x(τn)|
τn
.
Since 0 < τn ≤ tn and |X(τn)− x(τn)| = |X(tn)− x(tn)|,
δ
2 + δ
+
4 + 5δ
2 + δ
ρ
τn
≥ |X(tn)− x(tn)|
tn
.
We obtain 4+5δ2+δ
ρ
τn
≤ δ2 for sufficiently large n ∈ N by τn → ∞ as n → ∞. Also,
since δ2+δ <
δ
2 by δ > 0, it follows that
|X(tn)− x(tn)|
tn
<
δ
2
+
δ
2
= δ.
This is in contradiction to |X(tn)−x(tn)| ≥ δtn. Therefore, Lemma 2.28 holds. 
Lemma 2.29. Let (u, v) be a global solution in Proposition 2.27 (not necessary
P = 0). Then, there exists a constant A > 0 such that
AM(u, v) ≤ L(u, v),
for all time t ∈ [0,∞).
Proof. If (u, v) = (0, 0), the statement holds. Let (u, v) 6= (0, 0). For simplicity, we
set L(t) := L(u(t), v(t)) and M := M(u, v). If the statement fails, for any n ∈ N,
there exists tn > 0 such that
1
n
M > L(tn).
This implies that L(tn) → 0 as n → ∞. Taking a subsequence, (u(tn), v(tn))
converges to 0 in H1 ×H1 by the compactness of the orbit. This means (u, v) =
(0, 0). This is a contradiction. 
We show Proposition 2.27.
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Proof of Proposition 2.27. In the case K(u0, v0) = 0, we have (u0, v0) = (0, 0) by
the definition of µ20,8ω (= Iω(φω , ψω)). Let K(u0, v0) > 0. We lead to contradiction.
By Lemma 2.28, for any η > 0, there exists T0 = T0(η) > 0 such that
|x(t)−X(t)| ≤ ηt
for any t ≥ T0. For R > 0, let χR be a radial function as in the proof of Lemma
2.28. We define
I(t) = 2Im
∫
R5
χR (|x−X(t)|) (x−X(t)) ·
(
∇uu+ 1
2
∇vv
)
dx.
Then,
|I(t)| ≤ 2
∣∣∣∣∫
R5
χR (|x−X(t)|) (x−X(t)) ·
(
∇uu+ 1
2
∇vv
)
dx
∣∣∣∣
≤ 4R
∫
|x−X(t)|≤2R
(
|∇u||u|+ 1
2
|∇v||v|
)
dx
≤ c˜R
for any 0 ≤ t <∞. We calculate I ′(t).
I ′(t) = −2Im
∫
R5
χ′R (|x−X(t)|)
(x−X(t)) · 2P˜ (t)M
|x−X(t)| (x−X(t)) ·
(
∇uu+ 1
2
∇vv
)
dx
− 4P˜ (t)
M
· Im
∫
R5
χR (|x−X(t)|)
(
∇uu+ 1
2
∇vv
)
dx
+ 2
∫
R5
χR (|x−X(t)|) (x−X(t)) · ∂tIm
(
∇uu+ 1
2
∇vv
)
dx
=: S1 + S2 + J
=: S1 + S˜2 − 4P˜ (t) · P
M
+ J
By the assumption of P = 0, the third term in the last disappears. Now, we want
to show I ′(t) ≥ 4K(u, v)− error. From direct calculations, we obtain
|S1| ≤ C(M, Iω(u, v))
∫
R≤|x−X(t)|≤2R
(|∇u||u|+ |∇v||v|) dx
≤ C(M, Iω(u, v))
∫
R≤|x−X(t)|≤2R
(|∇u|2 + |u|2 + |∇v|2 + |v|2) dx,
and
|S˜2| =
∣∣∣∣∣4P˜ (t)M · Im
∫
R5
{χR (|x−X(t)|)− 1}
(
∇uu+ 1
2
∇vv
)
dx
∣∣∣∣∣
≤ C(M, Iω(u, v))
∫
R≤|x−X(t)|
(|∇u|2 + |u|2 + |∇v|2 + |v|2) dx.
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Moreover, we also have
J = 4K(u, v)
+ 4
∫
R5
χ′R(|x−X(t)|)
|x−X(t)|
{
|(x −X(t)) · ∇u|2 + κ
2
|(x−X(t)) · ∇v|2
}
dx
+ 4
∫
R5
{χR (|x−X(t)|)− 1}
(
|∇u|2 + κ
2
|∇v|2
)
dx
+
5∑
k=1
5∑
j=1
∫
R5
χR (|x−X(t)|) (x−X(t)) · ek∂jjk
(
|u|2 + κ
2
|v|2
)
dx
+
∫
R5
χ′R(|x −X(t)|) |x−X(t)|Re(vu2)dx
+ 5
∫
R5
{χR(|x −X(t)|)− 1}Re(vu2)dx,
where ek denotes the k-th standard basis vector. Estimating these terms except
for 4K and combining the estimates of S1 and S˜2
I ′(t) ≥ J − |S1| − |S˜2|
≥ 4K(u, v)− C(M, Iω(u, v))
∫
R≤|x−X(t)|
(|∇u|2 + |u|2 + |∇v|2 + |v|2 + |vu2|)dx
for R > 1. By Lemma 2.26, there exists R0 > 1 such that
C(M, Iω(u, v))
∫
R0≤|x−x(t)|
(|∇u|2 + |∇v|2 + |u|2 + |v|2 + |vu2|) dx
<
1
4
min{Iω(φω, ψω)− Iω(u, v), cM(u, v)}
for any 0 ≤ t <∞. If we take R = R0+ sup
t∈[T0,T1]
|X(t)−x(t)| > 1, then |x−x(t)| ≥
|x−X(t)|−|X(t)−x(t)| ≥ R− sup
t∈[T0,T1]
|X(t)−x(t)| = R0 for x with |x−X(t)| > R
and t ∈ [T0, T1], where T1 > T0 is chosen later. Thus,
C(M,Iω(u, v))
∫
R≤|x−X(t)|
(|∇u|2 + |∇v|2 + |u|2 + |v|2 + |vu2|) dx
≤ C(M, Iω(u, v))
∫
R0≤|x−x(t)|
(|∇u|2 + |∇v|2 + |u|2 + |v|2 + |vu2|) dx
≤ 1
4
min{Iω(φω , ψω)− Iω(u, v), cM(u, v)}.
Therefore, it holds from the above inequalities and the positivity of K, Lemmas
2.11 and 2.29 that
I ′(t) ≥ 1
4
min{Iω(φω , ψω)− Iω(u, v), cM(u, v)}.
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for R > 1 and t ∈ [T0, T1]. Integrating this inequality in [T0, T1],
1
4
min{Iω(φω, ψω)− Iω(u, v), cM(u, v)}(T1 − T0)
≤ I(T1)− I(T0)
≤ |I(T1)|+ |I(T0)|
≤ 2c˜R
= 2c˜
(
R0 + sup
t∈[T0,T1]
|X(t)− x(t)|
)
≤ 2c˜ (R0 + T1η) .
This inequality is contradiction if we take η > 0 sufficiently small and T1 > 0
sufficintly large. 
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