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В связи с возрастанием объемов и сложности программ в последние го-
ды в промышленной разработке появилась необходимость в дополни-
тельных автоматических инструментах и техниках. В частности, особо
важными оказываются техники автоматической трансформации кода,
изменяющие некоторые свойства получаемых из этого кода программ.
Одна из таких техник — специализация, также известная как частич-
ные или смешанные вычисления [1]. Специализация позволяет исполь-
зовать известную перед компиляцией часть входных данных програм-
мы для получения новой программы. Гарантируется, что новая про-
грамма будет вести себя аналогично исходной. Очень часто данная тех-
ника используется для генерации программ, имеющих ту же семантику,
но оптимизированных по времени исполнения.
Специализация применима для сокращения времени исполнения про-
грамм из большого количества областей, например, трассировки лучей
[2], биоинформатики [3], обработки изображений [4]. Кроме того, одной
из классических областей применения специализации являются стро-
ковые алгоритмы.
Как известно, большое количество алгоритмов на графах можно ре-
ализовать методами линейной алгебры через определённый набор мат-
ричных операций [5]. К примеру, алгоритм поиска в ширину, тради-
ционно реализуемый посредством поочередного добавления вершин в
очередь, может быть выражен через многократное умножение матри-
цы смежности графа на некоторый вектор. Подобная форма графовых
алгоритмов в последние годы получила широкое теоретическое и прак-
тическое применение в задачах анализа графовых данных разных ви-
дов. Одной из таких задач является выполнение контекстно-свободных
запросов (CFPQ) к графовым базам данных, внутренняя структура ко-
торых на высоком уровне представляет собой разреженный граф боль-
шого размера [6].
В связи с распространением вычислений над графами в матричной
форме были предприняты попытки стандартизировать базовые про-
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граммные блоки, из которых может быть сконструирован произволь-
ный алгоритм на графах. Одним из подобных стандартов является
GraphBLAS [7]. В этом стандарте основными базовыми операциями яв-
ляются умножение матриц и векторов, а также произведение Кронекера
(тензорное), выполняемые над различными полукольцами. Для выпол-
нения таких операций существует широкий класс алгоритмов с различ-
ной вычислительной сложностью. Более того, из года в год появляются
новые алгоритмы умножения матриц со всё меньшей и меньшей слож-
ностью, однако не гарантируется, что во всех реализациях GraphBLAS
или других стандартов реализованы именно алгоритмы с наименьшей
известной сложностью. Поэтому оптимизация данных базовых блоков
по времени исполнения может позволить существенно сократить время
исполнения кода произвольных графовых алгоритмов.
Также, существенное значение в разработке больших программ и
библиотек имеют алгоритмы на строках [8]. К примеру, алгоритмы по-
иска подстроки по регулярному выражению и сопоставления шаблонов
(поиска подстроки) могут применяться как в универсальных библио-
теках обработки строк, так и в особых задачах, например, CFPQ [6].
Более того, многие строковые алгоритмы используются как тесты про-
изводительности для разных инструментов и методик, в частности, ин-
струментов специализации. Поэтому оптимизация подобных базовых
алгоритмов на строках может иметь как прикладное, так и теоретиче-
ское значение.
Как правило, наиболее оптимальные версии таких алгоритмов, как
умножение матриц или сопоставление с регулярными выражениями,
весьма сложны для реализации и понимания рядовыми программиста-
ми. Техника специализации теоретически позволяет приблизить время
исполнения кода базовых версий алгоритмов ко времени исполнения их
наиболее оптимальных “ручных” реализаций. Поэтому применение спе-
циализации в промышленной разработке может существенно упростить
программистам создание качественного алгоритмически насыщенного
кода. Тем не менее, перед внедрением этой техники важно выяснить,





Целью данной работы является исследование эффективности специа-
лизации для базовых матричных и строковых алгоритмов в матричной
форме, широко используемые в некоторых областях.
Для достижения поставленной цели были сформулированы следу-
ющие задачи.
1. Выполнить обзор предметной области, рассмотрев специализацию
и существующие инструменты для её проведения, а также алго-
ритмы и наборы данных из различных областей, к которым спе-
циализация применима.
2. Спроектировать экспериментальное исследование специализации
матричных алгоритмов:
• выбрать алгоритмы, пригодные для данного эксперимента, а
также инструмент для специализации;
• определить набор вопросов для исследования, на которые
эксперимент должен дать ответ;
• задать набор метрик, которые позволят оценить результат
специализации.
3. Выделить графовые алгоритмы, предположительно хорошо под-
дающиеся специализации.
4. Реализовать алгоритмы, выбранные для экспериментов.
5. Выполнить эксперименты и проанализировать результаты.
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2. Обзор предметной области
В данной главе приведён обзор идей стандарта GraphBLAS для кон-
струирования графовых алгоритмов на языке линейной алгебры, а так-
же понятий и инструментов, используемых для специализации.
2.1. Алгоритмы, реализованные методами линейной
алгебры
Из теории графов известно, что граф может быть представлен в мат-
ричном виде: матрица смежности, матрица инцидентности и так далее
[9]. Более того, многие графовые операции и алгоритмы могут быть вы-
ражены как линейные операции над матричным представлением графа
[10].
Рассмотрим в качестве примера алгоритм поиска в ширину.
• В классическом определении, этот алгоритм заключается в занесе-
нии в хвост очереди всех непосещённых соседей данной вершины
и повторение алгоритма от головы очереди.
• Через матрицы алгоритм может быть представлен указанным ни-
же образом.
Пусть A — матрица смежности некоторого графа (размерность
N×N). v — столбец высотыN вида
(
0 0 .. 1 0 ..
)T
, где единица
стоит на строке с номером, соответствующим начальной вершине
обхода, как на формуле (1). Тогда шаг обхода в ширину (поиск
соседей головы очереди при классической интерпретации) может
быть представлен как ATv, где единицы будут соответствовать
вершинам на следующем шаге.
Как можно видеть на примере формулы (1) и рисунка 1, результа-
ты шага алгоритма в классическом и матричном представлении будут
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совпадать [10]. 
0 1 0 1
1 0 1 1
0 1 0 0














Рис. 1: Визуализация первого шага обхода в ширину.
Одной из наиболее важных абстракций при работе с графовыми
алгоритмами на языке линейной алгебры является полукольцо. Полу-
кольцом называют множество S, обладающее перечисленными ниже
свойствами [11].
• S — коммутативный моноид по сложению.
• S — полугруппа по умножению.
• Дистрибутивность умножения относительно сложения.
• Мультипликативность относительно нуля.
Нестандартные полукольца могут быть использованы для констру-
ирования ещё более сложных графовых алгоритмов на языке линейной
алгебры. К примеру, можно ввести следующее полукольцо: минимум
в качестве сложения и вещественное сложение в качестве умножения.
Тогда алгоритм нахождения кратчайшего пути в графе может быть
выражен через сложение и умножение матриц смежности в этом полу-
кольце [10].
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Для реализации описанных идей сообществом был создан открытый
стандарт GraphBLAS [7]. Он определяет основные блоки для конструи-
рования графовых алгоритмов в терминах линейной алгебры и на дан-
ный момент является единственным известным стандартом такого ро-
да. Основной его особенностью является прикладной характер, а также
эффективность основных реализаций, таких как SuiteSparse [12]. Тем
не менее, работа со стандартом на практике осложняется необходимо-
стью хорошего знания линейной алгебры и теории графов для создания
эффективных алгоритмов.
2.2. Специализация
Специализация представляет из себя метод агрессивной оптимизации
программ. Содержанием данного метода, основные идеи которого из-
ложены в [13], является автоматическая генерация на основе входной
процедуры, а также некоторой заранее известной части её входных па-
раметров (которые можно понимать как ограничения на программу)
новой процедуры, на оставшейся части входных параметров (то есть на
данных ограничениях) полностью эквивалентной изначальной с точ-
ки зрения результата. При этом благодаря применённой технике но-
вая процедура может обладать существенно более высокой производи-
тельностью по времени исполнения, менее сложной структурой кода, а
также меньшим размером, нежели изначальная. Инструмент, при помо-
щи которого осуществляется автоматическая специализация, называют
специализатором.
Классическим примером применения специализации является опти-
мизация алгоритма возведения числа в фиксированную заранее сте-
пень.
Пусть имеется вещественное число x, а также целое положительное чис-
ло n. Тогда алгоритм возведения в степень, реализованный на псевдо-
коде, может выглядеть указанным на листинге 1 образом.
После специализации такого алгоритма на параметр n = 5 рекурсив-
ные вызовы могут быть развёрнуты в линейную функцию. Возможный
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1 de f power (x , n ) :
2 i f n == 0 : 1
3 e l s e i f n mod 2 == 0 : power (x , n / 2) ↑ 2
4 e l s e : x ∗ power (x , n − 1)
Листинг 1: Функция возведения в степень до специализации.
результат представлен на листинге 2.
1 de f f i f thPower ( x ) :
2 ( ( x ↑ 2) ↑ 2) ∗ x
Листинг 2: Специализированная функция возведения в степень 5.
Существует две основных стратегии специализации по времени её
выполнения [14].
1. Офлайн-специализация — решения о специализации конкретных
элементов программы принимается перед трансляцией. Для этого
используется анализ времени связывания (binding-time analysis),
который отделяет код, опирающийся на статически-известные дан-
ные, от всего остального.
2. Онлайн-специализация — решения о специализации принимаются
непосредственно во время трансляции.
Офлайн-специализация в общем случае может быть применена для ра-
боты с более сложными языковыми конструкциями, в то время как
онлайн-специализация в общем случае проще в реализации [14].
2.3. Инструменты для специализации
На момент выполнения работы были найдены следующие специализа-
торы, потенциально подходящие для оптимизации произвольного кода.
• Библиотека LLPE1 является специализатором промежуточно-
го кода инфраструктуры для построения компиляторов LLVM.
1Сайт проекта LLPE: http://www.llpe.org/ (Дата обращения: 04.05.2021)
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LLPE предлагает программисту хорошую документацию и удоб-
ство использования. Тем не менее, данная библиотека заявлена
как нестабильная, что ограничивает возможности по использо-
ванию библиотеки для создания качественной пользовательской
библиотеки.
• Фреймворк AnyDSL [15] обеспечивает поддержку
офлайн–специализации объектов в пользовательских библиотеках.
Он представляет из себя прослойку между LLVM и библиотекой,
отличается стабильностью и поддержкой от разработчиков и со-
общества. Кроме того, AnyDSL имеет поддержку GPU, что может
быть полезным для дальнейших экспериментов. AnyDSL исполь-
зует отдельные языки для написания кода для специализатора
— Impala 2 и Artic 3, что, вместе с наличием дополнительных
надстроек над LLVM, с одной стороны, существенно усложняет
использование специализатора в прикладных задачах, но с дру-
гой стороны, делает более доступным массовое программирование
экспериментов за счёт более выразительного языка в данном кон-
кретном случае.
• LLVM.mix [16] является офлайн–специализатором для промежу-
точного кода LLVM IR. Главной особенностью системы являет-
ся отсутствие необходимости в отдельном языке программирова-
ния, поскольку конструкции управления реализованы как атри-
буты компилятора, обрабатываемые модифицированным LLVM-
фронтендом Clang.mix4. Кроме того, сама система с точки зре-
ния реализации представляет из себя проход для оптимизатора
LLVM, что позволяет в общем случае обеспечить достаточно вы-
сокую производительность. Тем не менее, как показали экспери-
менты, проведённые в прошлом году [17], LLVM.mix не является
стабильным и не позволяет создавать пользовательские библио-
теки в связи с необходимостью для каждой задачи пересобирать
2Сайт AnyDSL и Impala: https://anydsl.github.io/ (Дата обращения: 04.05.2021)
3Репозиторий Artic: https://github.com/AnyDSL/artic (Дата обращения: 04.05.2021)
4Репозиторий Clang.Mix: https://github.com/eush77/clang.mix (Дата обращения: 04.05.2021)
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потенциальную библиотеку с помощью специального фронтенда
Clang.mix.
2.4. Алгоритмы, пригодные для специализации
В данном разделе будет проведен обзор алгоритмов, потенциально при-
годных для проведения с ними дальнейших исследований по специали-
зации.
В соответствии с поставленными задачами необходимо выбрать несколь-
ко алгоритмов, которые с точки зрения теории имеют хороший потенци-
ал для оптимизации с использованием техники специализации и, с дру-
гой стороны, могут продемонстрировать качество оптимизаций, про-
водимых выбранным специализатором в целом, а также конкретно в
задаче специализации алгоритмов, выразимых через GraphBLAS.
Таким образом, были рассмотрены перечисленные ниже алгоритмы.
• Умножение разреженных матриц. Алгоритм представляет
собой умножение разреженной матрицы, хранящейся в представ-
лении COO, на разреженную или плотную матрицу небольшой
размерности (порядка не более нескольких десятков), объявляе-
мую статической, в том же представлении. Такой алгоритм может
быть специализирован в связи с наличием линейной структуры у
его тривиальной реализации. Кроме того, задача умножения мат-
риц имеет большое прикладное значение в связи с её основопола-
гающим значением в большом количестве областей, например, в
GraphBLAS — результаты специализации можно считать базовым
тестом перед реализацией подмножества стандарта.
• Тензорное произведение операторов с разреженной мат-
рицей. Алгоритм тензорного произведения в данном эксперимен-
тальном исследовании принимает в качестве исходных данных
разреженную матрицу, а также вторую матрицу произвольного
вида, причём последняя матрица имеет размерность порядка несколь-
ких десятков, и для специализатора отмечается как статическая.
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Данный алгоритм может быть специализирован в силу наличия
достаточного количества статических элементов в его реализации
в частности внутренний цикл по статической матрице. На прак-
тике тензорное произведение используется в области графовых
баз данных [18]: динамическая разреженная матрица — матрич-
ное представление графа, плотная статическая — запрос, а их тен-
зорное произведение представляет собой выполнение регулярно-
го запроса к графовой базе данных. Данный тест выбран к рас-
смотрению, поскольку в рамках прошлогодней работы [17] были
получены хорошие результаты по специализации тензорного про-
изведения, и такой эксперимент наглядно продемонстрирует ка-
чество проводимых оптимизаций в сравнении со специализатором
LLVM.mix.
• Сопоставление шаблонов. В тривиальной реализации алгоритм
представляет собой поэлементное сопоставление искомого шабло-
на с каждым суффиксом строки поиска. В качестве примера прак-
тического приложения алгоритма сопоставления шаблонов можно
назвать молекулярную биологию [19], а также биоинформатику.
Данный алгоритм был выбран к рассмотрению как часть так на-
зываемого КМП-теста [20], который показывает, насколько специ-
ализатору удалось приблизить время выполнения тривиального
алгоритма поиска подстроки до времени выполнения алгоритма
Кнута-Морриса-Пратта (теоретически специализация может пол-
ностью свести тривиальный алгоритм к нему по производитель-
ности [21]), и является одним из базовых тестов для проверки
качества специализатора общего назначения.
• Сопоставление с регулярным выражением. Алгоритм про-
веряет принадлежность строки ко множеству последовательно-
стей символов из заданного алфавита, порождаемых регулярным
выражением. Регулярное выражение представляется в виде мат-
рицы смежности графа минимизированного детерминированного
конечного автомата, ему соответствующего. Благодаря матрич-
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ному представлению регулярного выражения алгоритм сопостав-
ления шаблонов приобретает линейный вид, и поэтому теорети-
чески может быть успешно подвергнут специализации. Об этом
также свидетельствуют выводы Н.Джонса [1]. В качестве приме-
нений алгоритма на практике можно назвать глубокую инспек-
цию пакетов (DPI) [22] или обработку естественного языка [23].
Данный алгоритм был выбран к рассмотрению для экспериментов
как усложнённая версия КМП-теста, которая может показать, на-
сколько хорошо специализатор справляется с алгоритмами с уве-
личенным количеством условных переходов.
2.5. Данные для экспериментов
• В качестве матричных данных для экспериментов были выбра-
ны разреженные матрицы из набора SuiteSparse Matrix Collection
[24], а в частности, основная часть была взята из его подмноже-
ства Hardwell-Boeing 5 Более конкретно, были задействованы мат-
рицы, представленные на Таблице 1. Первые три матрицы из таб-
лицы были использованы в левой части операторов матричного
произведения и произведения Кронекера в связи с их относитель-
но большим размеров, остальные были применены в правой ча-
сти данных операторов. Как видно из Таблицы 1, использованные
для экспериментов матрицы имеют различные показатели коли-
чества ненулевых элементов, симметрии (процент пар одинаковых
ненулевых элементов, расположенных симметрично относительно
главной диагонали), а также типа значений. Кроме того, bcsstk16
и eye3 вырожденные — ненулевые элементы сконцентрированы у
главной диагонали матрицы. Поэтому тестирование применения
матричных алгоритмов ко всем парам указанных данных позво-
ляет довольно полно и точно показать результаты специализации
как в общих, так и в различных особенных случаях.
5Сайт набора Hardwell-Boeing: https://math.nist.gov/MatrixMarket/collections/hb.html (Дата
обращения: 28.04.2020).
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Размер Ненулевые Симметрия, % Тип значений
bcsstk16 4884 147631 100 Вещественные
fs_183_1 183 1069 41.8 Вещественные
can_256 256 2916 100 Двоичные
eye3 3 3 100 Двоичные
2blocks 4 8 100 Двоичные
cover 8 12 16.67 Двоичные
mycielskian3 6 5 0 Двоичные
trec5 8 12 0 Вещественные
Таблица 1: Матрицы, использованные в экспериментах по специализа-
ции.
Для представления матриц использовали формат COO (COOrdinate
list), в котором матрица представляется в виде троек: номера стро-
ки и столбца, а также значения на данной позиции в матрице, —
в связи с предполагаемо более линейной структурой специализи-
рованного кода при использовании этого формата.
• Использованные строковые данные перечислены ниже.
– В качестве строковых шаблонов были выбраны большие псев-
дослучайно сгенерированные стоки длиной 20 мегабайт, в ко-
торые в зависимости от эксперимента помещали (набор «Га-
рантированное вхождение») или не помещали (1 и 2 наборы)
вхождения искомых шаблонов.
– Статическими данными для специализации выбрали автома-
тически генерированные статические строки небольшой дли-
ны, а также отдельные осмысленные шаблоны: гиперссылки
и расширения файлов.
• В качестве статических регулярных выражений были выбра-
ны выражения, распознающие адреса электронной почты (одно
распознаёт более слабо, другое более строго и допускает меньше
некорректных адресов), а также номера банковских карт.
Основной особенностью является представление регулярного вы-
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ражения в виде разреженного графа, что, по предположению, мо-
жет привести алгоритм к более линейной структуре, лучше подда-
ющейся специализации. Регулярные выражения были преобразо-
ваны в соответствующие им минимизированные детерминирован-
ные конечные автоматы в виде матрицы, представленной в фор-
мате COO.
Выбранный набор псевдослучайных регулярных выражений (как
и в случае со строковыми данными) вместе с широко использу-
емыми строками и регулярными выражениями позволяет доста-
точно полно и с оглядкой на практическое применение провести
эксперименты по специализации строковых алгоритмов.
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3. Структура экспериментального исследо-
вания
В рамках данной работы определён следующий круг вопросов, ответы
на которые должны быть получены в результате экспериментов.
Q1: Как изменятся время исполнения кода алгоритма, выраженного
на языке линейной алгебры, после его специализации с выбран-
ным инструментом (с учётом погрешности)?
Q2: Как время исполнения алгоритма после специализации кода вы-
бранным инструментом соотносятся со временем исполнения этих
алгоритмов на других используемых в индустрии и науке инстру-
ментах (с учётом погрешности)?
3.1. Инструмент для специализации
Для проведения дальнейших исследований специализации алгоритмов
необходимо выбрать специализатор, обладающий перечисленными ни-
же свойствами.
• Быстродействие специализированной программы. Основ-
ным назначением специализации в рамках данной работы высту-
пает оптимизация программы по времени исполнения, поэтому
необходимо по возможности минимизировать накладные расходы
в коде итоговой программы, производимые специализатором.
• Простота использования. Для реализации поставленных задач
требуется провести большое количество экспериментов. Поэтому
желательно сделать управление специализацией как можно более
простым для программиста.
• Возможность создания пользовательской библиотеки. Од-
ним из основных направлений дальнейшей работы является раз-
работка библиотеки специализированной линейной алгебры, а так-
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же строковых алгоритмов. Поэтому важно обеспечить совмести-
мость инструмента с данным сценарием.




По результатам анализа альтернативных вариантов, для решения
поставленных задач была выбрана система AnyDSL как оптимальная с
точки зрения простоты использования, быстродействия специализиро-
ванного и возможностей для создания пользовательской библиотеки.
3.2. Алгоритмы для экспериментов
К рассмотрению в качестве кандидатов для проведения экспериментов
были выдвинуты алгоритмы:
• Умножение матриц;
• Тензорное произведение (произведение Кронекера);
• Сопоставление строковых шаблонов;
• Сопоставление с регулярным выражением в графовой форме.
По результатам обзора потенциальной пригодности для специали-
зации, а также прикладного применения и значения для дальнейших
исследований, все они были выбраны для экспериментального исследо-
вания.
3.3. Метрики
Для целей данной работы задан перечисленный ниже набор метрик,
позволяющих оценить результат специализации.
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• В качестве метрики времени исполнения выбрано время в нано-
секундах, полученное инструментом Google Benchmark 6.
• В качестве метрики погрешности измерений времени исполнения
выбрана погрешность в процентах, измеренная Google Benchmark
во время проведения эксперимента.
В формулировках метрик был использован именно инструмент Google
Benchmark, поскольку он позволяет многократно проводить измерения
для повышения точности результатов, а также получать статистиче-
ские данные об эксперименте. Все описанные далее эксперименты про-
водились в режиме Just-In-Time, то есть генерация кода программы со
статическими данными проводилась во время исполнения эксперимен-
та. Такое решение позволило включать статические данные непосред-
ственно в специализируемый код, что существенно повысило качество
работы специализатора.
Эксперименты проводились на стенде со следующими характери-
стиками: Intel Core i5-7440HQ (4x 3.8GHz), 16GB RAM, Ubuntu 20.04.








Все алгоритмы были реализованы в указанных ниже трёх исполнениях.
1. На языке Impala [15], который является одним из языков (DSL)
управления специализацией в фреймворке AnyDSL. Программа
на Impala транслирована AnyDSL в промежуточный код LLVM
IR, а далее скомпилирована и скомпонована со специально напи-
санным на языке C++ кодом инициализации специализации.
2. Аналогично на языке Impala, однако все конструкции управления
специализацией из кода удалены (специализатор не задействует-
ся).
3. С использованием сторонних инструментов: библиотеки SuiteSparse
и инструментов e(Grep) в соответствии с их документацией.
Таким образом, стало возможным сравнить время исполнения спе-
циализированного и неспециализированного кода, а также времен ра-
боты специализированного кода и широко распространённых в науке и
индустрии инструментов.
В качестве статических данных (ограничений) при специализации
использованы те из выбранных данных, которые обладают небольшим
размером (до нескольких десятков килобайтов). Такое ограничение, с
одной стороны, позволяет специализатору завершать свою работу за
обозримое время, а с другой, – не увеличивать сложность и объем ито-
гового кода до такой степени, что накладные расходы при его исполне-
нии превысят преимущества от специализации.
Отдельно стоит сравнить сложность разработки программ с исполь-
зованием специализации на AnyDSL со сложностью разработки ана-
логичных программ на языках общего пользования. В рамках работы
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отдельно от основных экспериментов были реализованы все протести-
рованные алгоритмы на языке Си без использования каких-либо до-
полнительных инструментов. При разработке эффективного кода для
специализатора необходимо было максимально часто использовать ста-
тические переменные, по возможности стараясь составлять операторы
программы исключительно с их использованием. Часто с точки зрения
специализации эффективнее оказалось применять вместо конструкций
императивного программирования конструкции функционального, на-
пример, вместо циклов использовать рекурсию (обычно хвостовую).
Также, необходимо было вручную размечать код конструкциями управ-
ления специализатора и, использую профессиональный опыт, пытаться
предугадывать итоговое направление специализации — в специализато-
рах часто используются жадные алгоритмы и эвристики. Таким обра-
зом, программирование со специализатором AnyDSL отлично от про-
граммирования на языках общего назначения (на примере Си) необхо-
димостью специальной подготовки программиста в области специали-
зации, а также наличия некоторого опыта работы с функциональными



















































Таблица 2: Сравнение времени исполнения специализированного, не
специализированного и кода, реализованного с библиотекой SuiteSparse,
в задаче умножения матриц.
5. Анализ результатов экспериментов
В данном разделе будет представлен анализ полученных в результате
выполнения экспериментов результатов к рамках круга установленных
исследовательских вопросов.
5.1. Время исполнения после специализации
Далее будут даны ответы на первый поставленный вопрос исследова-



















































Таблица 3: Сравнение времени исполнения специализированного, не
специализированного и кода, реализованного с библиотекой SuiteSparse,
в задаче произведения Кронекера (тензорного).
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Произведение матриц Тезнорное произведение
Рис. 2: Сравнение времени исполнения обычных и специализированных
версий алгоритмов тензорного и попарного произведения разреженных
матриц.
5.1.1. Умножение матриц
В таблице 2 показаны результаты измерений времени исполнения умно-
жения разреженных матриц без специализации и с ней (на Графике
2 сравнены наиболее интересные, на взгляд автора работы, случаи).
Как видно, специализация даёт кратный выигрыш во времени испол-
нения (от 1.5) раз в большинстве проведенных тестов. Отдельно стоит
рассмотреть кратные случаи: в случае bcsstk16 x 2blocks обе матрицы
имеют сконцентрированные у главной диагонали ненулевые элементы,
что приводит к низкому эффекту специализации. В случаях fs1831 x
eye3 и can_256 x eye3 низкие результаты специализации получены за
счёт большого показателя симметрии у обоих матриц. В обоих вырож-
денных случаях внутренний цикл кода алгоритма, отвечающий за сло-
жение попарных произведений элементов строки и столбца умножае-
мых матриц и использующий статические данные, вырождается либо в
единственное исполнение тела цикла, либо в единоразовое исполнение
для симметрично-расположенных элементов, что не позволяет полу-
чить значимое ускорение в данных тестах.
Можно также отметить, что данные результаты оказались суще-
ственно лучше, чем в результате проведения схожего эксперимента в
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рамках предыдущей работы [17], что свидетельствует о более высоком
качестве специализации у AnyDSL, нежели у LLVM.mix.
5.1.2. Тензорное произведение
В таблице 3 показаны результаты измерений времени исполнения про-
изведения Кронекера разреженных матриц без специализации и с ней.
Можно заметить, что специализация даёт выигрыш во времени испол-
нения в среднем в 10 раз в большинстве проведенных тестов. Вырож-
денные случаи в данном эксперименте оказались аналогичными экс-
перименту по умножению матриц: bcsstk16 x 2blocks, fs1831 x eye3 и
fs1831 x eye3. В силу схожести структуры алгоритмов произведения
Кронекера и обычного умножения матриц, на отсутствие эффекта от
специализации снова повлияли сконцентрированность ненулевых эле-
ментов матриц и диагонали, а также высокие показатели симметрии у
обоих сомножителей.
5.1.3. Сопоставление шаблонов
Рис. 3: Измерения времени сопоставления шаблонов на Impala.
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На рисунке 3 показаны результаты измерений времени исполнения
данного эксперимента. Наблюдается прирост производительности око-
ло трёх раз на исследованных шаблонах, что свидетельствует о высокой
эффективности специализации в данном тесте. Примерно одинаковый
множитель прироста производительности в тесте объясняется применя-
емой специализатором техникой: разворачивание циклов, для которой
в данном алгоритме не важно наличие вхождения в строке.
5.1.4. Сопоставление с регулярным выражением в матричной
форме
Рис. 4: Измерения времени сопоставления с регулярным выражением в
матричной форме.
На рисунке 4 показаны результаты измерений производительности.
Как можно видеть из графиков, применение техники специализации
даёт уменьшение времени исполнения около трёх порядков (1000 раз)
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на всех проведённых тестах. По результатам анализа промежуточного
кода LLVM IR, сгенерированного специализатором, был сделан вывод,
что такой результат был достигнут посредством применения AnyDSL
перечисленных ниже оптимизаций.
• Предвычисление выражений со статическими данными.
• Разбиение графовой структуры COO на набор констант с их по-
следующей подстановкой.
• Агрессивное разворачивание циклов и условных выражений с ис-
пользованием статических данных.
Побочным эффектом применения специализатора стало кратное раз-
растание объёма исполняемого кода. К примеру, при использовании ре-
гулярного выражения, слабо распознающего электронную почту, мини-
мизированный детерминированный автомат которого имеет шесть со-
стояний и около 350 переходов, объём промежуточного кода LLVM IR
после обработки специализатором вырос более чем в 20 раз.
5.2. Сравнение по времени исполнения с аналогами
В данной главе в рамках второго исследовательского вопроса, постав-
ленного в работе, будут проанализированы результаты сравнения вре-
мени исполнения специализированных версий алгоритмов со временем
исполнения тех же алгоритмов, реализованных на широко используе-
мых в индустрии или науке инструментах.
5.2.1. Умножение матриц
Как можно видеть из Таблицы 2, как неспециализированная, так и спе-
циализированная версия кода проигрывают по времени исполнения ко-
ду на распространённой в научной среде библиотеке SuiteSparse [12] в
среднем в 10 раз (сравнение наиболее интересных, на взгляд автора ра-
боты, случаев представлен на Графике 5). Такой результат был получен
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Произведение матриц Тезнорное произведение
Рис. 5: Сравнение времени исполнения кода алгоритмов тензорного и
попарного произведения матриц со временем исполнения аналогичных
алгоритмов на библиотеке SuiteSparse.
за счёт использования SuiteSparse одной наиболее быстрых из извест-
ных на момент написания работы версии алгоритма умножения. В свою
очередь, специализатору AnyDSL не хватает выразительной мощности
для приближения времени вычисления кода к канонической. Тем не
менее, такой результат можно назвать хорошим для полуавтоматиче-
ского инструмента (SuiteSparse написана и оптимизирована полностью
вручную). Потенциально он может получить применение в индустрии,
учитывая существенные трудозатраты программистов на ручное созда-
ние сложных оптимизированных библиотек, таких как SuiteSparse.
5.2.2. Тензорное произведение
В противовес алгоритму умножения матриц, специализация позволила
получить выигрыш в среднем на порядок в сравнении со SuiteSparse
для алгоритма произведения Кронекера (тензорного), что можно ви-
деть из Таблицы 3. Этот результат можно объяснить относительной
простотой структуры алгоритма, а также тем, что SuiteSparse вычис-
ляет тензорное произведение на абстрактных полукольцах и типах дан-
ных. Соответственно, накладные расходы на абстракцию существенно




Рис. 6: Сравнение времени исполнения специализированного алгоритма
сопоставления шаблонов и Grep.
Как видно из Графика 6, специализированный алгоритм сопоставления
шаблонов кратно выигрывает у широко используемого в индустрии ин-
струмента Grep. Ускорение достигнуто во многом благодаря широкому
применению специализатором оптимизаций разворачивания циклов и
подстановки констант (литералов). Подобные оптимизации позволяют
специализированному алгоритмы пропускать излишние итерации цик-
ла для небольших, гарантированно невходящих в шаблон подстрок, чем
на момент написания работы не может похвастаться Grep.
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5.2.4. Сопоставление с регулярным выражением
Рис. 7: Сравнение времени исполнения специализированного алгоритма
сопоставления с регулярным выражением (в графовой форме) и eGrep.
Из Графика 7 можно видеть, что алгоритм сопоставления с регулярным
выражением с данными в графовой форме, как и в случае с сопостав-
лением шаблонов, выигрывает у широко используемого в индустрии
eGrep в несколько раз. Причины аналогичны случаю сопоставления
шаблонов — более агрессивное использование специализатором опти-
мизаций, в то время как eGrep выполняет процедуру сопоставления
практически без выполнения каких-либо оптимизаций.
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6. Заключение
Таким образом, была исследована применимость техники специализа-
ции к графовым алгоритмам, выразимым на языке линейной алгебры,
а также строковым алгоритмам.
В рамках данной работы были достигнуты следующие результаты.
1. Выполнен обзор техник и инструментов специализации AnyDSL,
LLVM.mix, LLPE. Рассмотрены алгоритмы и наборы данных для
экспериментов Harwell-Boeing, SuiteSparse Matrix Collection. Сде-
лан обзор стандарта GraphBLAS, его специализации, а также тео-
ретических основ специализации строковых алгоритмов.
2. Спроектировано экспериментальное исследование по специализа-
ции алгоритмов. Целью эксперимента задано исследование време-
ни исполнения кода алгоритмов и его сравнения с результатами
для эталонных реализаций SuiteSparse и (e)Grep.
3. Выбраны и реализованы следующие матричные алгоритмы: про-
изведение матриц, произведение Кронекера, сопоставление шаб-
лонов, сопоставление с автоматом, поиск в ширину, поиск крат-
чайшего пути в графе. В качестве инструмента специализации
выбран инструмент AnyDSL.
4. Проведено экспериментальное исследование на наборе матриц Suite
Sparse Matrix Collection и выбранном наборе строк и регулярных
выражений. Установлено следующее.
• Получено ускорение по времени исполнения у всех протести-
рованных алгоритмов, минимально на 10%, максимально на
300% в зависимости от входных данных. Погрешность изме-
рений ±0.01%.
• Получен кратный выигрыш по времени исполнения на стро-
ковых алгоритмах по сравнению с (e)Grep. На графовых ал-
горитмах специализатор AnyDSL проигрывает фреймворку
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SuiteSparse в среднем в пять раз, что, однако, можно считать
хорошим результатом для полуавтоматического инструмен-
та. Погрешность измерений ±0.01%.
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