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Abstract
This thesis presents three differing approaches to the search for the Stand-
ard Model Higgs boson decaying to tau leptons using
√
s = 7 TeV proton-
proton collision data from the ATLAS experiment at the LHC. Multi-variate
analysis techniques involving boosted decision trees are used to extend an
existing cut-based analysis procedure. The expected 95% confidence level
upper limit on the observed cross-section is compared between the analyses.
The upper limit at a Higgs mass of mH = 125 GeV is improved from 2.9+4.3−2.1
to 2.3+3.3−1.7 times the Standard Model prediction, after implementing multi-
variate techniques. No significant excess is seen in data for any analysis
strategy. The most sensitive measurement of the signal strength normalised
to the Standard Model prediction was observed to be µˆ = 1.6±1.1, corres-
ponding to 1.4σ upward fluctuation of the background-only model to match
the data.
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Chapter 1.
Introduction
The Standard Model of particle physics is the theory describing the elementary particles of
nature, and how they interact with each other. While it does not offer an explanation for the
existence of dark matter or gravity, the Standard Model has been extensively validated by
experiment. The Large Hadron Collider (LHC) at CERN, operating since 2010, is the world’s
most powerful particle accelerator, colliding proton beams inside of four detecting experiments,
including the ATLAS detector. A primary objective of ATLAS was to discover one of the last
missing pieces of the Standard Model – the Higgs boson.
First proposed in 1964, the Higgs mechanism provides a way to give masses to the particles
of the Standard Model. The detection of the Higgs boson at a particle accelerator eluded
physicists for nearly 50 years, until 2012 when the ATLAS and CMS experiments on the LHC
both announced the observation of a Higgs-like particle near 126 GeV. The confirmation of
its existence earned both Franc¸ois Englert and Peter Higgs the Nobel Prize in 2013, for the
theoretical discovery of a mechanism that contributes to our understanding of the origin of mass
of subatomic particles. Although it has been discovered, the properties of the Higgs boson must
now be studied, including its coupling strengths to the various particles of the Standard Model.
The main objective of this thesis is to investigate the use of multi-variate analysis (MVA)
techniques as an extension to an existing search for the Standard Model Higgs boson in the
di-tau decay mode, using data from the ATLAS detector. MVA methods involve the study of
multiple variables in a system simultaneously, exploiting potentially unseen correlations in a
higher dimensional parameter space. These methods are often applied via machine learning
algorithms, such as a boosted decision tree (BDT), to produce classifiers that can discriminate
analysis objects into different classes. Due to the highly correlated nature of particles in high
energy physics events, and the many variables constructed from the information read out by the
detectors, MVAs can be an extremely useful tool in particle physics analyses.
1
Introduction 2
This thesis presents three approaches to the search for the Standard Model Higgs boson
decaying to two tau leptons. The analyses are performed on proton-proton collision data from
the ATLAS detector during 2011, at a centre-of-mass energy of 7 TeV.
In Chapter 2, the physics of the Standard Model is reviewed. The fundamental particles of
the theory and their interactions are described using the Lagrangian formalism. The theory of
the Higgs boson is also discussed, along with a summary of its properties, and the searches
leading up to its discovery in 2012.
An overview of the LHC and the ATLAS experiment is presented in Chapter 3, detailing the
construction and operation of the various sub-detectors, and other detector components. The
ATLAS particle reconstruction and identification methods are then described, with a particular
focus on the algorithms used in this thesis.
Chapter 4 gives a detailed review of an ATLAS search for the Higgs Boson decaying to two
tau leptons, using the so-called cut-based method. After outlining the signal and background
contributions for the analysis, the methods by which events are selected and categorised is
described. The approaches taken to estimate the various Standard Model backgrounds are
then illustrated, followed by a discussion of the treatment of systematic uncertainties in these
estimates. Finally, the procedure for extracting exclusion limits and signal strengths is explained,
and the final results are presented, along with the statistical significance.
An extension to the cut-based analysis is presented in Chapter 5. Starting with an overview
of MVA techniques – namely the implementation of BDTs – their usefulness in selecting Higgs
bosons produced via vector boson fusion is then investigated. The exclusion limits obtained
from this hybrid analysis are then compared back to the cut-based analysis.
The MVA approach is expanded in Chapter 6 by using BDTs to select events from four
topologically different analysis categories. The background estimation methods from the
cut-based analysis are updated here, to provide a better agreement between ATLAS data and
simulation. A more detailed look at how the BDT is constructed is taken, studying the how
the input variables and parameters can affect the sensitivity of the analysis. The results of
this full-MVA analysis are presented, and comparisons made between it and the cut-based and
hybrid analyses.
Finally, Chapter 7 reviews the conclusions drawn from the analyses presented in this thesis,
and some final remarks are made.
Chapter 2.
The Standard Model
The Standard Model (SM) is the current best attempt at explaining the elementary particles
of the universe, and the forces that govern their interactions. In this chapter, Section 2.1
summarises the particle content of the SM, followed by a description of the interactions of the
theory in Section 2.2. Section 2.2.4 describes the Higgs mechanism, followed by a discussion
of the searches for the SM Higgs boson, and its eventual discovery in Section 2.3.
Throughout this thesis, natural units are used, whereby the speed of light, the reduced
Planck constant, and the Boltzmann constant, are all set to unity (c = h¯ = kB = 1). All charges
are expressed as multiples of the charge on the electron (e), and mass, energy and momentum
are all given in terms of electron volts (eV ).
The mathematical structure of the SM is described using the Lagrangian formalism. A
Lorentz invariant Lagrangian densityL describes the masses and interactions of all the particles
in the theory. From Noether’s theorem [3], imposing local gauge invariance on the system
(that is, ensuring that physics is the same across all space-time) results in a conserved current.
This conserved current is associated with the introduction of the force carriers of the SM that
mediate the fundamental interactions of the theory. The Lagrangian density of the SM is given
by
LSM =LEW +LQCD+LHiggs (2.1)
3
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where LEW (Sections 2.2.1 and 2.2.3) describes the electroweak part of the theory, LQCD
(Section 2.2.2) describes the strong interaction, andLHiggs (Section 2.2.4) describes the Higgs
interaction, as well as the masses for the particles1.
2.1. Particle Content
The SM consists of two types of particle; the spin-1/2 fermions that make up matter, and the
integer spin bosons that mediate their interactions. The particles of the SM and some basic
properties are listed in Table 2.1.
The fermions of the SM are split into the leptons and the quarks, each of which are split
into three generations. Each generation is grouped into weak isospin doublets, where weak
isospin is a conserved quantity for the Weak interaction (described below). The leptons include
the charged variety; the electron (e), muon (µ), and tau (τ), and their corresponding neutral
partners, the electron-neutrino (νe), muon-neutrino (νµ ), and tau-neutrino (ντ ). The neutrinos
have been inferred to be massive, albeit with much smaller masses than the other particles [4].
The quarks come in 6 flavours; the up-type quarks with a charge of 2/3, up (u), charm (c), and
top (t), and the down-type quarks with a charge of −1/3, down (d), strange (s), and bottom (b).
All fermions have a corresponding anti-particle, in which the quantum numbers associated
with the internal symmetries of the particle (the generalised charges) have been reversed. The
quarks are never seen as free particles, rather, they must be grouped into the hadrons, which
themselves come in two types; the baryons that contain three quarks or anti-quarks (qqq, q¯q¯q¯),
and the mesons that contain a quark anti-quark pair (qq¯).
2.2. Interactions of the Standard Model
The interactions of the fermions are mediated by the spin-1 bosons of the theory. These particles
come about through a requirement that the Lagrangian be invariant under local transformations.
The underlying structure of the SM is a symmetry group SU(3)C× SU(2)L×U(1)Y . The
SU(3)C part of the theory describes the strong interaction, which is mediated by the 8 gluons (g),
and only exists between coloured particles (the quarks). The SU(2)L×U(1)Y is a unification of
the weak and electromagnetic forces into the electroweak force. This symmetry is spontaneously
1Except neutrino masses, which are yet to be added into the SM.
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Generation Flavour Charge [e] Mass [GeV]
Fe
rm
io
ns
L
ep
to
ns
I
νe 0 . 2×10−9
e −1 5.110×10−4
II
νµ 0 . 1.9×10−4
µ −1 1.057×10−1
III
ντ 0 . 18.2×10−3
τ −1 1.777
Q
ua
rk
s
I
u 2/3 (2.3+0.7−0.5)×10−3
d −1/3 (4.8+0.5−0.3)×10−3
II
c 2/3 1.275±0.025
s −1/3 (95±5)×10−3
III
t 2/3 173.07±0.52±0.72
b −1/3 4.18±0.03
Force Mediator Charge [e] Mass [GeV]
B
os
on
s
Strong g 0 0
Weak Z 0 91.1876±0.0021
Weak W± ±1 80.385±0.015
Electromagnetic γ 0 0
H 0 125.09±0.24
Table 2.1.: Particle Content of the Standard Model [5]. Errors are statistical and systematic when given.
Masses of the neutrinos are inferred to be very small, but non-zero.
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broken by a process known as the Higgs mechanism into the U(1)EM, with the associated
electromagnetic force carrier the photon (γ), and SU(2)L, mediated by the weak bosons (W±
and Z0). This breaking process also gives rise to the spin-0 Higgs boson H, which leads to the
SM particles acquiring mass terms in the theory.
2.2.1. Electromagnetic Interaction
The electromagnetic force, formalised in quantum electrodynamics (QED), describes the inter-
action of charged fermions with photons. QED, perfected in the 1940’s, has been experimentally
verified to very high precision.
In the Lagrangian formalism, the free propagation of a fermion of mass m can be described
by the Dirac Lagrangian
L = ψ¯(iγµ∂µ −m)ψ (2.2)
where ψ is a 4-component spinor field representing the fermion, and γµ are the Dirac matrices
[6]. This Lagrangian density is invariant under global transformations of the form
ψ → eiθψ (2.3)
where θ is any real number, and the set of which make up the unitary transformations U(1). The
SM is required to also be locally gauge invariant, that is, invariant under phase transformations
of the type
ψ → eiθ(x)ψ (2.4)
where θ(x) is now a function of space-time coordinates. The form of the Lagrangian in equation
2.2 is not invariant under such a transformation. To preserve locality, writing θ(x) = qα(x),
where q is the charge of the fermion, the derivative ∂µ can be replaced by the covariant
derivative
The Standard Model 7
Dµ = ∂µ + iqAµ (2.5)
where Aµ is a new vector field that transforms like
Aµ → Aµ −∂µα(x) (2.6)
To complete the Lagrangian, a free term for the vector field Aµ must be added, which from the
Proca Lagrangian2 is
L =−1
4
FµνFµν +
1
2
m2AA
µAµ (2.7)
where Fµν = ∂ µAν −∂ νAµ , and mA is the mass of the vector field. In order to maintain local
gauge invariance, mA must equal zero, and thus the massless vector field can be identified as
the photon. The final Lagrangian density describing the electromagnetic interaction is therefore
LQED = ψ¯(iγµDµ −m)ψ− 14F
µνFµν
= ψ¯iγµ∂µψ︸ ︷︷ ︸
fermion kinetic
− mψ¯ψ︸ ︷︷ ︸
fermion mass
− 1
4
FµνFµν︸ ︷︷ ︸
photon kinetic
−qψ¯γµψAµ︸ ︷︷ ︸
interaction
(2.8)
which contains kinetic terms for the fermion and photon, a mass term for the fermion, and an
interaction term, with the strength of the interaction given by the electric charge q.
2.2.2. Strong Interaction
While QED describes the interaction of charged particles, Quantum Chromo-Dymanics (QCD)
describes the interaction of coloured particles. Quarks come in three colours – red (r), green
(g) and blue (b) – as well as their anti-colours (r¯, g¯, b¯), while gluons, the force carrier of the
strong interaction, have a unit of colour and anti-colour (for example, rg¯). All other particles in
the SM are colourless, and so do not take part in the strong interaction.
2The Proca Lagrangian describes a particle of spin 1 and mass m.
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Similar to QED being based on the U(1) symmetry group, QCD is based on the SU(3)c
symmetry group, where c refers to the colour charge. Now, writing the quarks as spinors of the
form
ψ =

ψr
ψg
ψb
 , ψr =

1
0
0
 , ψg =

0
1
0
 , ψb =

0
0
1
 (2.9)
the Lagrangian density for quarks is the same as in Equation 2.2, however it must now be
invariant under local SU(3)c transformations
ψ → eigsαa(x)T aψ (2.10)
where gs is the strong coupling constant, αa(x) are again functions of space-time, and T a are
the (8) generators of SU(3). The derivative ∂µ in the Lagrangian density is then replaced with
the covariant derivative
Dµ = ∂µ + igsT aGaµ (2.11)
where each Gaµ is one of the 8 colour/anti-colour combinations, required to transform like
Gaµ → Gaµ −∂µαa(x)−gs f abcαb(x)Gcµ (2.12)
where f abc are the structure constants. The final Lagrangian for QCD is then given by
LQCD = ψ¯iγµ∂µψ︸ ︷︷ ︸
quark kinetic
− mψ¯ψ︸ ︷︷ ︸
quark mass
− 1
4
GaµνGaµν︸ ︷︷ ︸
gluon kinetic
− 1
2
gsψ¯γµT aGaµψ︸ ︷︷ ︸
interaction
(2.13)
While the form looks similar to the QED case, it must be noted that here the gluon kinetic
term contains trilinear and quartic terms, allowing gluons to self-interact. This self-interaction
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is also responsible for the phenomenon of colour confinement, which will not be discussed
here, however its effect is to only allow colourless particles (equal amounts of a colour and its
anti-colour for mesons, or one of each colour for baryons) to exist freely in nature.
2.2.3. Weak Interaction and Electroweak Unification
The weak force is responsible for interactions between the left-handed fermions, and can be
described by the SU(2)L symmetry group, with L referring to left-handedness. The fermions
can be written in terms of their left-handed weak isospin doublets. For example, the first
generation of leptons is given by
ψL =
 νe
e

L
(2.14)
Once again, by analogy to Equation 2.2, the Lagrangian density for a pair of weakly interacting
massless left-handed fermions is given by
L = ψ¯L(iγµ∂µ)ψL (2.15)
which must transform like
ψL = eiα
a(x)·σaψL (2.16)
where σa are the generators of SU(2) (the Pauli matrices), and αa(x) are functions of space-
time. Again, imposing local gauge invariance of the Lagrangian under SU(2)L, the derivative
∂µ is replaced by a new covariant derivative
Dµ = ∂µ + i
g
2
σaW aµ (2.17)
where g here is the strength of the weak interaction, and W aµ are three new massless vector
fields that transform as
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W aµ → ∂µαa(x)−gεabcαb(x)W cµ (2.18)
where εabc is the Levi-Civita tensor.
While the SU(2)L theory explains much of the weak interaction, it is incomplete – for
example, the weak gauge bosons are experimentally verified to have non-zero mass. A new
symmetry can therefore be imposed, SU(2)L×U(1)Y (where Y is the hypercharge), which
unifies the electromagnetic and weak forces into the electroweak interaction via the Weinberg-
Salam-Glashow Model [7]. Electroweak unification requires the SM Lagrangian density to be
invariant under both U(1)Y and SU(2)L simultaneously.
Unlike SU(2)L, the U(1)Y theory couples to both the left- and right-handed isospins, with a
local transformation of the form
ψ → ei g
′
2 α(x)ψ (2.19)
where g′ is the strength of the interaction. Once again, to ensure local gauge invariance, the
covariant derivative is replaced by
Dµ = ∂µ + i
g′
2
Bµ (2.20)
resulting in a new massless gauge field Bµ that couples to both left and right handed fermions.
The combined SU(2)L×U(1)Y symmetry of the electroweak theory therefore gives the
covariant derivative
Dµ = ∂µ + i
g
2
σaW aµ + i
g′
2
Bµ (2.21)
The complete Lagrangian density for the theory is then given by
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LEW =
1
4
W aµνW aµν −
1
4
BµνBµν︸ ︷︷ ︸
gauge field kinetic and self-interaction
− ψ¯Lγµ(i∂µ − g
′
2
Bµ − ig22 σ
aW aµ )ψL︸ ︷︷ ︸
left-handed fermion kinetic and interaction
+ ψ¯Rγµ(i∂µ − g
′
2
Bµσ0)ψR︸ ︷︷ ︸
right-handed fermion kinetic and interaction
(2.22)
where σ0 is the 2×2 unit matrix. In its current state, the theory still has massless weak bosons
and massless fermions. To introduce mass into the theory, the SU(2)L×U(1)Y symmetry must
be spontaneously broken by the Higgs mechanism.
Note that the matrices W aµ can be written as
Wµ =
 W 3µ W 1µ − iW 2µ
W 1µ + iW
2
µ −W 3µ
 (2.23)
and it is useful to define (for reasons that will be clear soon)
σ± =
1√
2
(σ1µ ± iσ2µ) and W±µ =
1√
2
(W 1µ ∓ iW 2µ ) (2.24)
where W± are identified as the charged gauge boson fields. As such the covariant derivative in
equation 2.21 can be written as
Dµ = ∂µ + i
g
2
(W+µ σ
++W−µ σ
−)+
(
i
g′
2
Bµ + i
g
2
W 3µσ
3
)
(2.25)
2.2.4. The Higgs Mechanism
The Higgs mechanism provides a way to give the gauge bosons of the weak force mass, as
observed in nature [8–13]. As in the previous section, a Lagrangian density is constructed that
is invariant under SU(2)×U(1). A doublet of complex scalar fields, Φ, is defined as
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φ
V (φ)
(a) µ2 > 0, λ > 0
φ
V (φ)
v
(b) µ2 < 0, λ > 0
Figure 2.1.: Higgs potential V (φ) = µ2φ 2+λ 2φ 4 of a scalar field φ , and v is the vacuum expectation
value.
Φ=
φ1+ iφ2
φ3+ iφ4
 (2.26)
A Lagrangian density satisfying local SU(2)×U(1) symmetry is
LΦ = (DµΦ)†DµΦ−V (Φ†Φ) (2.27)
where Dµ is as defined in equation 2.25 acting on Φ, and the potential V (Φ†Φ) is chosen to be
V (φ) = µ2Φ†Φ+λ 2(Φ†Φ)2 (2.28)
where µ and λ are real numbers. Figure 2.1 shows the form of V (φ) with different choices of
µ and λ . By choosing µ2 < 0, the potential of this form has degenerate minima at
Φ†Φ=−µ
2
2λ
(2.29)
Choosing any one of these minima will spontaneously break the U(1) rotational symmetry
of the theory. A particular ground state can therefore be adopted by carefully choosing the
values of αa in equation 2.16 such that φ21 = φ
2
3 = φ
2
4 = 0 and φ
2
2 =− µ
2
2λ so that
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Φground =
0
v
 (2.30)
where it is useful to define v2 =− µ22λ to be the Vacuum Expectation Value (VEV) of the potential.
Expanding around the ground state in the direction of φ1,φ3 or φ4 leaves the Lagrangian density
at a minimum, while expanding in the direction of φ2 results in a massive scalar field [14].
Calling this field the Higgs field H, the Lagrangian density can be expanded about the minimum
Φ=
1√
2
 0
v+H
 (2.31)
Substituting equation 2.31 into the potential in equation 2.28 gives
V (Φ) =V (H) =
1
2
µ2(v+H)2+
1
4
λ 2(v+H)4 (2.32)
Once expanded, the coefficient of the H2 term describes the mass of the Higgs boson mH =√
−2µ2, and the remaining terms describe self-interactions of a new spin-0 Higgs boson.
Substituting this into equation 2.27 gives
LΦ = (DµΦ)†DµΦ−V (Φ)
=
1
2
∂µH∂ µH +
g2
8
W−µ W
+µ
(
v+
1√
2
H
)2
+
[
g2
4
W 3µW
3µ − gg
′
2
W 3µB
µ +
g′2
4
BµBµ
](
v+
1√
2
H
)2
−V (H)
(2.33)
The W±µ fields are present, but the observed Zµ and Aµ are not. Notice that a change of basis
can be performed of the type
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Zµ
Aµ
=
 cosθW −sinθW
sinθW cosθW
W 3µ
Bµ
 (2.34)
to produce the required fields, where θW is a parameter known as the Weinberg angle. Now,
equation 2.27 can be modified to give
LΦ =
1
2
∂µH∂ µH︸ ︷︷ ︸
Higgs kinetic
+
1
4
g2W−µ W
+µ
(
v+
1√
2
H
)2
+
1
4
(g2+g′2)ZµZµ
(
v+
1√
2
H
)2
︸ ︷︷ ︸
interaction and gauge boson masses
− V (H)︸ ︷︷ ︸
Higgs potential
(2.35)
where the first term represents the kinetic energy of the Higgs field, those involving W/Z and
H are the interaction terms, and finally the terms not involving H can be interpreted as the mass
terms of the gauge bosons, that is
mW =
1√
2
vg and mZ =
1√
2
v(g2+g′2)1/2 (2.36)
The value of µ in the Higgs mass term mH =
√
−2µ2 is not known and so the Higgs mass
cannot be predicted from theory. The VEV however can be predicted from the mass of the Z
boson and its coupling strength as
v =
2mZ
g2+g′2
= 246 GeV (2.37)
It can be seen then, that the introduction of the complex scalar field doublet and the Higgs
potential broke the SU(2)L×U(1)Y symmetry, resulting in a new massive spin-0 boson – the
Higgs boson – while simultaneously giving mass to the weak bosons (W± and Z).
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Fermion Masses
The fermions are still massless at this point in the theory. Mass terms can be added to the SM
while still maintaining local gauge invariance, if they are of the form
LYukawa =−λ f φ¯LΨφR−λ f φ¯RΨφL (2.38)
where λ f are the unknown Yukawa coupling constants for each fermion f . These Yukawa
terms are added for each fermion into the SM, except for the neutrino. Expanding Φ around
the ground state as in Section 2.2.4 gives
LYukawa =−
vλ f√
2
(ψ¯LψR+ ψ¯RψL)︸ ︷︷ ︸
fermion mass
− λ f√
2
H(ψ¯LψR+ ψ¯RψL)︸ ︷︷ ︸
interaction
(2.39)
It can be seen here that the fermion masses depend on the VEV of the Higgs field, thus, their
masses are generated through coupling to the Higgs as
m f =
vλ f√
2
(2.40)
Similarly, the coupling strength of a fermion with the Higgs can be read off the second term, as
gH f f =
m f
v
(2.41)
The coupling strength increases therefore with fermion mass. As will be clear in the next
section, this fact has driven the approach to many of the experimental searches for the Higgs
boson.
The Standard Model 16
Figure 2.2.: ∆χ2 = χ2−χ2min vs. mH curve. The line is the result of the fit to all electroweak precision
data, with the preferred value at mH = 94+29−24 GeV; the band represents an estimate of the
theoretical error due to missing higher order corrections. The vertical band shows the 95%
CL exclusion limit on mH from the direct search. [16].
2.3. The Higgs Boson
As described in the previous section, the mass of the Higgs boson cannot be calculated from
theory. For this reason, although being first proposed in 1964, it has evaded physicists for
many years, until the discovery of a Higgs-like particle at the Large Hadron Collider (LHC
– described in detail in Chapter 3) at CERN in July of 2012. This section describes Higgs
phenomenology, and the various searches and studies undertaken to date.
While there are theoretical arguments that can be used to place bounds on mH [15], experi-
mental searches are needed to prove the existence of a Higgs boson, and determine its precise
properties. Indirect constraints on mH can be placed from global fits of precision electroweak
measurements [16]. Figure 2.2 shows the preferred value for mH as a function of ∆χ2 of the fit,
as well as excluded bands from direct searches at the Large Electron Positron Collider (LEP)
and LHC (as of late 2011). The best fit value is mH = 94+29−24 GeV. To claim discovery however,
the Higgs must be produced and measured in a direct search. The searches at LEP, the Tevatron,
and the ultimate discovery at the LHC are described below.
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Figure 2.3.: (a) Standard Model Higgs boson production total cross sections at
√
s = 7 TeV [22] and
(b) branching ratios and their uncertainties [23].
LEP Searches
The LEP collider was an e+e− collider operating at centre-of-mass energies between 91 and
209 GeV at CERN, between 1989 and 2000. Higgs searches were conducted by all four LEP
detectors; ALEPH [17], OPAL [18], DELPHI [19] and L3 [20], providing a combined final
lower bound on mH at 114.4 GeV at a 95% confidence level3 [21].
At the energies involved at LEP, the dominant production mode for the Higgs was associated
production (V H) with a Z boson (e+e−→HZ). Figure 2.3b shows that a 115 GeV Higgs would
decay predominantly into bb¯ pairs (74%). A search was conducted by reconstructing the Higgs
mass from the decay products and looking for an excess over the background. Constructing
a likelihood ratio Q =Ls+b/Lb, where Ls+b and Lb are the signal plus background, and
background hypotheses respectively. No excess above the background was observed (see
Figure 2.4a, plots of this nature will be described in more detail in Section 4.9), and a lower
limit of 114.4 GeV was set for mH .
3The term confidence level will be described in Section 4.9.
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(a) (b)
Figure 2.4.: (a) Observed and expected behaviour of the test statistic 2 lnQ as a function of the test
mass mH , for the LEP experiments. The full curve represents the observation; the dashed
curve shows the median background expectation; the dark and light shaded bands represent
the 68% and 95% probability bands. A lower limit is placed at mH = 114.4 GeV [27]. (b)
Observed and expected 95% C.L. upper limits on the ratios to the SM cross section, as
functions of mH for the combined Tevatron analyses. The limits are expressed as a multiple
of the SM prediction, with the bands indicating the 68% and 95% probability regions. [26].
Tevatron Searches
The Tevatron was a pp¯ collider operating at the Fermi National Accelerator Laboratory (Ferm-
ilab) in Illinois, USA. Running from 1983 – 2011, the Tevatron collided beams at a maximum
centre-of-mass energy of 1.96 TeV at two detectors – CDF [24] and D0 [25]. Together, the
experiments were able to set a combined exclusion on mH in the ranges 100< mH < 103 GeV
and 147< mH < 180 GeV [26] at the 95% confidence level.
The main production mode at the Tevatron was via VH, gluon-gluon fusion (ggF– gg→ H)
and vector boson fusion (VBF– qq¯→ q′q¯′H). Decays into bb¯, W+W−, ZZ, τ+τ− and γγ were
all studied. Figure 2.4b shows the combined limit on mH for the full Tevatron data set, with the
excluded regions from LEP and LHC added.
LHC Discovery
Discussed in detail in the next chapter, the LHC is currently the world’s most powerful hadron
collider. A pp machine, the LHC collided beams at a centre-of-mass energy of 7 TeV during
The Standard Model 19
100 110 120 130 140 150 160
Ev
en
ts
 / 
2 
G
eV
500
1000
1500
2000
2500
3000
3500
γγ→H
Data
Sig+Bkg Fit
Bkg (4th order polynomial)
-1Ldt=4.8fb∫=7 TeV, s
-1Ldt=5.9fb∫=8 TeV, s
ATLAS
=126.5 GeV)
H
(m
 [GeV]γγm
100 110 120 130 140 150 160
Ev
en
ts
 - 
Bk
g
-200
-100
0
100
200
(a)
 [GeV]4lm
100 150 200 250
Ev
en
ts
/5
 G
eV
0
5
10
15
20
25
-1Ldt = 4.8 fb∫ = 7 TeV: s
-1Ldt = 5.8 fb∫ = 8 TeV: s
4l→(*)ZZ→H
Data
(*)Background ZZ
tBackground Z+jets, t
=125 GeV)
H
Signal (m
Syst.Unc.
ATLAS
(b)
Figure 2.5.: Invariant mass distributions for the combined
√
s = 7 TeV and
√
s = 8 TeV data samples
for (a) the di-photon candidates, and (b) the four-lepton candidates. The result of a fit to the
data with the signal component fixed to mH = 126.5 GeV and a background component
described by a fourth-order Bernstein polynomial is superimposed in the di-photon analysis.
The signal expectation for a SM Higgs with mH = 125 GeV is shown in the four-lepton
analysis. [22]
2011, and increased this energy to 8 TeV in 2012. In July of 2012, the two general purpose
detectors, ATLAS and CMS, together announced the observation of a new Higgs-like particle
at the LHC at a mass of 126.0±0.4(stat.)±0.4(syst.) GeV with a significance of 5.9 standard
deviations (meaning the probability of the background fluctuating upward to produce the signal
is 1.7×10−9) [22].
During 8 TeV running, the main production modes for the SM Higgs were gluon-gluon
fusion (87.2%), vector boson fusion (7.1%), associated production with a vector boson (5.1%),
and associated production with tt¯ (0.6%), as shown in Figure 2.3a (these production modes
will be described in Chapter 4). The most sensitive decay modes studied with the ATLAS
detector were the H→ γγ and the H→ ZZ(∗)→ 4` channels. Although these channels do not
have the highest branching ratios, their experimental signatures provided the best opportunity
to discriminate a Higgs signal from the SM backgrounds. Figure 2.5 shows the invariant mass
distributions for the γγ and 4` searches with the 7 and 8 TeV ATLAS data samples, where
significant excesses were seen at around 125 GeV.
Figure 2.6 shows the p0 value as a function of mH , as well as the combined observed signal
strength µ for the ATLAS results. The p0 value gives the probability that the background can
give a random fluctuation as big as the observed data, while µ is the ratio of the observed
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Figure 2.6.: (a) The observed (solid) p0 as a function of mH in the low mass range. The dashed curve
shows the expected p0 under the hypothesis of a SM Higgs boson signal at that mass
with its plus/minus one sigma band. The horizontal dashed lines indicate the p-values
corresponding to significances of 1 to 6 sigma. (b) Measurements of the signal strength
parameter µ for mH = 126 GeV for the individual channels and their combination. [22]
production rate to that predicted by the SM; a µ = 1 is therefore consistent with the SM, while
µ = 0 is consistent with a background-only hypothesis. The observed excess is an almost 6σ
deviation from the background, with a signal strength consistent with the SM at µ = 1.18+0.15−0.14.
Of particular importance to the work in this thesis are the fermionic decay modes of the
Higgs boson. To fully confirm that the observed new particle is the SM Higgs boson, and not
a Higgs boson, all the couplings must be measured. This thesis focuses on the H→ τlepτhad
(subscripts explained below) decay mode, with the work completed in parallel to a since
published ATLAS search [2]. Here, the results of this dedicated H→ ττ search using the full 7
and 8 TeV ATLAS dataset is presented.
The analysis splits the ττ decays into three channels depending on the tau decay modes;
τlepτlep, τlepτhad and τhadτbad , where τlep represents τ→ `νν¯ with `= e,µ and τhad represents
τ → hadrons ν . The major production modes studied were VBF and VH, with their properties
exploited by splitting the channels into different analysis categories; the VBF category, focusing
on a high η separation of the two jets produced in association with the Higgs, and the boosted
category, focusing on events with a highly boosted Higgs candidate. A multi-variate technique
(an in-depth discussion of such techniques can be found in Section 5.1) was used to separate
signal from background events.
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The results from all channels and analysis categories were combined, to give an excess with
an observed (expected) significance of 4.54 σ (3.43 σ ) at 125.36 GeV. Figure 2.7 shows the
signal strengths µ for the separate, and combined categories at this mass, with a combined
signal strength of µ = 1.43+0.27−0.26(stat.)
+0.32
−0.25(syst.)± 0.09(theory), which is consistent with a
SM Higgs boson. Detailed searches for the Higgs boson in 7 TeV ATLAS data decaying to
two taus using a cut-based technique, a so-called hybrid technique, and multi-variate-analysis
techniques are described in Chapters 4, 5, and 6 respectively.
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Figure 2.7.: The best-fit value for the signal strength µ in the individual channels and their combination
for the full ATLAS data-sets at
√
s = 7 TeV and
√
s = 8 TeV. The total ±1σ uncertainty is
indicated by the shaded green band, with the individual contributions from the statistical
uncertainty (top, black), the experimental systematic uncertainty (middle, blue), and the
theory uncertainty (bottom, red) on the signal cross section (from QCD scale, PDF, and
branching ratios) shown by the error bars and printed in the central column. [2]
Chapter 3.
The ATLAS Experiment
In order to study the physics described in the previous chapter and probe the distance scales
involved, extremely high energies are required. Particle accelerators are a tool to allow
such experimentation, by accelerating charged particles, and colliding them within detecting
materials. Based at the European Organisation for Nuclear Research (CERN) outside of
Geneva, Switzerland, the Large Hadron Collider (LHC) is currently the world’s most powerful
proton-proton collider. Designed to collide proton beams at four points around its 27 km ring at
a design energy of 14 TeV, the LHC was envisioned as a tool to help search for the (at the time)
undiscovered Higgs boson, as well as to probe physics beyond the Standard Model (BSM). The
ATLAS detector was designed as one of the general purpose detector on the LHC ring, tasked
with making these discoveries by collecting the collision data.
3.1. The Large Hadron Collider
The design of the LHC was largely driven by the number of proton-proton interactions per-
second required to produce extremely rare processes. Figure 3.1 shows the cross-sections and
rates of various processes at a luminosity (defined below) of 1×1034 cm−2s−1 plotted against
the centre of mass energy of the system (cms,
√
s). As it can be seen, as the rarity of a process
increases (the cross-section decreases), higher
√
s and luminosities are required. The number
of events per second seen for a given process cross-section (σevent) is given by:
Nevent =L σevent (3.1)
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Figure 3.1.: Cross-section and event rates (for a luminosity of 1×1034 cm−2s−1 for various processes
in proton(anti)proton collisions, as a function of the centre-of-mass energy
√
s. The dashed
lines represent the design energies of the Tevatron (1.8 TeV) and the LHC (14 TeV) [28].
This thesis uses data from the 2011 7 TeV run of the LHC.
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where L is the machine luminosity, defined as:
L =
N2b nb frevγr
4piεnβ ∗
F (3.2)
Nb and nb are the number of particles per bunch, and bunches per beam respectively, frev is the
revolution frequency of the beam, and γr is the relativistic gamma-factor. The parameters εn
and β ∗ define the shape of the beam, with εn being the normalised emittance (average spread
of the particles in position-momentum space, normalised to beam energy) and β ∗ being the
optical beta-function at the interaction point (the distance from the focus point of the beam
to the point at which the beam width is twice as large). The crossing angle of the beams is
included in F , the geometric luminosity reduction factor, defined as:
F =
[
1+
(
θcσz
2σ∗
)2]− 12
(3.3)
where θc is the beam crossing angle, and σz and σ∗ are the RMS bunch length and transverse
RMS beam size at the interaction point. Thus, in order to achieve such a high luminosity, the
LHC must have a high number of bunches, and protons per bunch, and a small εn and β ∗ - that
is, highly squeezed bunches, with a small crossing angle at the interaction point. Table 3.1
shows the design values for these parameters, and the values as of late 2011.
3.1.1. LHC Design
The LHC was designed to occupy the previous CERN Large Electron Position (LEP) collider
geometry; a 26.7 km tunnel, 70 – 100 m under the Swiss-French border. Unlike LEP however,
the LHC was designed as a hadron machine, and to be the most energetic particle accelerator
to date - colliding two 7 TeV proton beams at a luminosity of 1× 1034 cm−2s−1 (or 2.8
TeV/nucleon lead ions at a luminosity of 1×1027 cm−2s−1) at four interaction points around
the ring:
• ATLAS (A Toroidal Lhc ApparatuS), a general purpose detector, discussed fully in
section 3.2 [28].
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Parameter Nominal 2011
Proton energy [TeV] 7 3.5
Relativistic Gamma (γr) 7461
Number of protons per bunch (Nb) [×1011] 1.2 1.5
Number of bunches (nb) 2808 1380
Bunch spacing [ns] 25 75→ 50
Normalised emittance (εn)[µm rad] 3.75 1.9–2.4
Beta function (β ∗) [m] 0.55 1.5→ 1
Beam crossing angle (θc) [µrad] 285 240
RMS bunch length (σz) [cm] 7.55
Transverse RMS beam size (σ∗) [µm] 16.7
Instantaneous luminosity (L) [×1034 cm−2s−1 ] 1 0.4
Table 3.1.: LHC machine parameters for both design, and running as of 2011.
https://acc-stats.web.cern.ch/acc-stats/
• CMS (Compact Muon Solenoid), a general purpose detector, characterised by a large 4 T
superconducting solenoid, with the inner detector inside the bore of the magnet, and the
muon system inside the return yoke [29].
• LHCb, an experiment dedicated to heavy flavour (b) physics, designed to look for
indirect evidence of new physics in CP violation and rare decays of bottom and charm
hadrons [30].
• ALICE (A Large Ion Collider Experiment), a general purpose heavy-ion detector, de-
signed to study lead-lead collisions in order to address the physics of strongly interacting
matter and quark-gluon plasma [31].
The LHC ring consists of straight sections and 8 arc sections. The straight sections are
approximately 528 m in length, containing the experiments and utility insertions, and are
labelled Point x (Px), with x being the octant number. P1 and P5 house the high luminosity
experiments ATLAS and CMS. LHCb and ALICE are housed in P2 and P8, where the beams
1 and 2 are also injected into the LHC (see Figure 3.2 and Section 3.1.2). The remaining
straight sections contain collimation systems (P3 and P7), radio-frequency (RF) systems for
accelerating the beams in P4, and a beam dump insertion where the beams can be extracted
from the machine at P6.
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The main RF accelerating system (ACS) is made of two 400 MHz superconducting systems
(one for each beam), each with 8 cavities. The RF cavities generate a longitudinally oscillating
voltage across a vacuum gap. As a proton arrives at the cavity it sees an accelerating voltage,
which then oscillates to a decelerating voltage as it moves away. The frequency of the RF
cavities ( fRF ) is related to the revolution frequency of the proton beams by fRF = h frev, where
h is the harmonic number, which here gives the number of buckets that can be filled with
bunches in the LHC (h = 35640 for the LHC). Protons with too high or low energy will arrive
late or early at the RF cavity, and as such will oscillate around the nominal energy proton (a
synchronous particle), in synchrotron oscillations. The length of these oscillations is related to
the beam emittance.
The magnets of the LHC are in the arc sections, each made from 23 cells, which themselves
are two 106.9 m long half cells, containing short straight sections (SSS) between three 14.3
m dipole magnets. The magnets are NbTi superconductors, cooled to 1.9 K using superfluid
helium, capable of producing a magnetic field of 8.33 T. The dipole magnets contain two
coils wound in opposite directions around rings 1 and 2, to bend the proton beams as they
are accelerated around the ring. In addition to the dipoles, quadrupole magnets are used to
focus and de-focus the proton beams, while sextupole and octopole magnets are using for beam
corrections. For example; chromaticity sextupole magnets are used for tuning ellipticity of the
beam cross-section, and landau damping octupoles for correcting coherent oscillations due to
collective beam effects.
3.1.2. Injection chain
Figure 3.2 shows a schematic of the CERN site layout, and the accelerators used to feed the
LHC. The protons collided in the LHC start off as hydrogen molecules in a bottle, that are then
stripped of their electrons and fired towards the first accelerator, LINAC2. LINAC2 is a linear
accelerator that uses electric fields to accelerate the protons, pulsed at one bunch per second, to
exit at 50 MeV into the Proton Synchrotron Booster (PSB). The PSB is a circular accelerator
containing four rings. Protons enter with one bunch per ring, and are accelerated to 1.4 GeV.
The protons then exit into the Proton Synchrotron (PS), which takes 6 bunches from the PSB,
splitting them into smaller bunches depending on the LHC filling scheme. Bunches are grouped
into trains, with 36 bunches per train for a 50 ns LHC filling scheme. The protons are kicked
from the PS with 26 GeV of energy and enter the Super Proton Synchrotron (SPS). Bunch
trains are combined together in the SPS, which accelerates the protons to an LHC injection
energy of 450 GeV. Finally, the bunch trains are injected into the LHC, directed along either
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Figure 3.2.: Schematic of the CERN collider complex, including the LHC and the position of the major
experiments. [32]
ring. The largest trains are injected first, and then smaller ones are injected to fill the gaps. The
beams are accelerated around the ring to a collision energy of 7 TeV each (6.5 TeV as of 2013
running) until stable beams are announced, when collision and data taking can begin.
3.2. The ATLAS Detector
The design of the ATLAS detector was largely influenced by the physics goals of the experiment.
The main requirements of the detector included;
• Radiation hard electronics, with high granularity were required due to the extremely
high luminosity provided by the LHC. Detector components along the beam-pipe experi-
ence huge particle fluxes, and so need to be able to not only be robust enough to withstand
extended running, but also accurate enough to discriminate between very close particles
and identify multiple interaction vertices within a single bunch crossing.
• High charged-particle momentum resolution around the beam-pipe was necessary for
the detection and accurate reconstruction of high energy leptons. Such leptons are not
only produced from many important SM processes, such as t-quark decay and associated
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production of Higgs bosons with t-quarks or W and Z bosons, but also many BSM
particles, such as W ′ and Z′. Vertices displaced from the primary interaction vertex also
need to be identified to be able to tag b-quark jets, produced from t-quark decays, or in
decays from BSM particles such as a charged Higgs boson in the Minimal Supersymmetric
Standard Model (MSSM).
• High resolution electromagnetic calorimetry was essential for SM Higgs searches. A
light SM Higgs boson decaying into two photons would be the easiest to discern from the
large multi-jet backgrounds, and so accurate photon energy measurements were needed.
• Fully hermetic hadronic calorimetry was also required, as many important physics
processes, such as a Higgs boson produced by vector boson fusion, result in very forward
jets as decay products. Also, by measuring the total energy deposited in the detector, and
assuming that the incoming protons had zero net momentum transverse to the beam-pipe,
the missing transverse energy1 ( ET) of an event can be calculated. Events with high ET
are characteristic of much BSM physics, such as in Supersymmetric (SUSY) models
with stable Lightest Supersymmetric Particles (LSP), and Extra-Dimension models where
gravitons can be produced and escape into the extra dimensions.
• High momentum resolution muon detection for physics processes involving high mo-
mentum leptons. As muons will generally not deposit much energy within the calorimetry,
a system to ensure high quality muon reconstruction was a must.
• Low threshold trigger2 systems were needed to be able to select interesting events with
low energy decay products from within the large QCD background, with a high efficiency.
With the above requirements in mind, the ATLAS detector was designed to consist of a
solenoid magnet surrounding an inner detector consisting of pixel detectors, silicon strips,
and transition radiation trackers. Around the inner detector are electromagnetic and hadronic
calorimeters, and a muon spectrometer (MS) with superconducting toroid magnets. The detector
was built with a forward-backward symmetry, with the beam-pipe being labelled the z-axis,
and the x− y-plane being transverse to the beam-pipe. A (η ,φ ) coordinate system is used,
with φ being the azimuthal angle measured around the beam-axis, and the pseudorapidity η is
defined as η =− ln tan(θ/2), where θ is the polar angle from the beam-axis. Differences in
pseudorapidity are Lorentz invariant for high momentum particles. Distances between particles
are given in terms of ∆R, defined as ∆R =
√
∆η2+∆φ2.
1The term missing transverse energy will be described in Section 3.3.3.
2The ATLAS trigger systems are described in Section 3.2.5.
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As well as influencing the detector components, the physics goals of ATLAS also defined
how the data acquisition and trigger systems needed to perform. Due to the high luminosity of
the LHC, it was not possible to store all the detector readouts for every bunch crossing. Rather,
a trigger system was developed to record only those events that may contain interesting physics,
such as high missing energy or high momentum leptons. The trigger system was defined to
have three levels – Level 1 (L1), Level 2 (L2) and the Event Filter (EF) – with each level
performing a more complicated event selection, and lowering the bandwidth until a manageable
data rate is obtained. The ATLAS trigger systems are explained in detail in Section 3.2.5.
3.2.1. Magnet System
The ATLAS magnet system consists of four large superconducting magnets, designed to impart
charged particles with a Lorentz force as they traverse the detector, in order to measure their
momentum. The system includes a 2 T solenoidal magnet providing an axial magnetic field for
the inner detector, and a 0.5 T toroidal barrel magnet and two 1 T toroidal end cap magnets
providing toroidal magnetic fields for the muon detectors. The central solenoid lies in between
the inner detector and the calorimetry, and as such was designed with the aim of keeping
material thickness to a minimum (approximately 0.66 radiation lengths). The magnet is made
from a coil of NbTi conductor, extending 5.8 m, with the flux returning through the hadronic
calorimetry.
The barrel toroid makes up much of the volume of the MS, consisting of 8 coils of Nb/Ti/Cu
conductor positioned radially to the beam direction. The system extends 25.3 m in length, with
an outer diameter of 20.1 m. Finally, the end-cap toroids are made using the same technology
as the barrel toroid, however the bending power is optimised for the high particle flux region of
the muon end-caps. For a further description of the toroidal magnet system, see section 3.2.4.
3.2.2. Inner Detector
The ATLAS Inner Detector (ID) was designed to deliver precise pattern recognition for track
reconstruction with high momentum resolution, and accurate vertex measurements for particles
with pT > 100−500 GeV, within |η |< 2.5. The ID consists of three sub-detectors as shown
in Figure 3.3; silicon pixel detectors closest to the beam-pipe, surrounded by semiconducting
silicon microstrip (SCT) detectors, and finally a transition radiation tracker (TRT) at high radii.
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Figure 3.3.: Cut-away of the ATLAS Inner Detector. [32]
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The ATLAS pixel system extends from a radius of 45.5 mm out to 242 mm from the nominal
interaction point, arranged in three cylindrical layers within the barrel, and two sets of 3 discs
at the end-caps, as shown in Figure 3.4. The modules themselves are 250 µm thick silicon
detectors, designed to be radiation hard (due to their close proximity to the interaction point),
and work well in the high occupancy (occupancy here referring to many particles striking the
sensitive electronics) environment. There are 1744 sensors, each with 46080 readout channels
(resulting in over 80 million channels over the entire pixel detector), operating in a temperature
range of −5◦C to −10◦C. The pixel detectors typically provide three measurement points with
a spatial resolution of 12µm for particles originating from the interaction region, reading out a
hit if the signal exceeds a predefined threshold.
The SCT system extends from a radius of 255 mm to 610 mm in the barrel, and consists of
4088 sensor modules arranged in 4 coaxial cylindrical layers in the barrel, and two end-caps of
9 wheels each (as shown in Figure 3.4), creating an almost hermetic coverage in the ID. The
barrel modules are made from four sensors, each consisting of 788 285±15 µm thick p-in-n
silicon strips with a pitch (distance between neighbouring strips) of 80 µm, arranged in two
layers (two each on the top and bottom), with a relative angle between the layers of ±20 mrad
(to provide accurate space-point resolution in R−θ ). The end-cap modules are similar to the
barrel design, each with two sets of back-to-back sensors again with a relative rotation of ±20
mrad. The spatial resolution at normal incidence for the SCT modules is ≈ 16 µm, and at least
a 4 space-point measurement is made for a particle emerging from the interaction region.
The TRT barrel is also shown in Figure 3.4, and consists of three rings of 32 modules of
polyimide drift (straw) tubes interlaced with polypropylene fibres used as transition radiation
material. The straw tubes are 72 cm long, and filled with a gas mixture of 70% Xe, 27% CO2,
and 3% O2, with a tungsten wire anode through the centre. Electrons passing through the
TRT will interact with the polypropylene fibres creating transition radiation photons, which are
absorbed by the Xe-based gas with a much larger signal yield than other traversing particles.
The signal is then read out at both ends of the wire anode, with hits from transition radiation
being separated from others as high-threshold hits by the front-end electronics. Particles
with pT > 0.5 GeV and within |η |< 2.0 will traverse at least 36 straws, with electrons with
pT > 2 GeV producing approximately 7 high-threshold hits from the transition radiation. The
TRT end-cap contains two independent wheels, with 12 near the interaction point, and a further
8 at higher radii. The transition radiation material here is polypropylene foils between the straw
layers of 768 radially orientated straws. The resolution of the TRT is limited by the inter-straw
spacing, with a R−φ resolution of 130 µm.
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Figure 3.5.: Cut-away view of the ATLAS calorimeter system. The overall dimensions of the system
are approximately 8 m in diameter, and 12 m in length. [32]
3.2.3. Calorimetry
The ATLAS calorimetry extends to |η |< 4.9, consisting of a fine granularity electromagnetic
(EM) calorimeter for identifying electrons and photons, surrounded by a coarser granularity
hadronic (HAD) calorimeter for jet and missing transverse energy detection, and is shown
in Figure 3.5. The calorimeters are not only for containing electromagnetic and hadronic jet
showers, but also limiting the punch-through to the muon system (described in section 3.2.4).
The EM calorimeter therefore has a depth of > 22 radiation lengths (X0).
The EM calorimetry is made from a liquid argon (LAr) detector, with lead absorption
material and read-out electrodes. The LAr barrel extends from |η | < 1.475 (with a small
gap at z = 0), and the LAr end-caps (EMEC) from 1.375 < |η | < 3.2. The EM calorimetry
is an accordion design, running axially in φ , to provide complete φ symmetry without any
azimuthal cracks, with the size of the folds varied with η to maintain a constant LAr gap
size (the thickness of the LAr gaps are optimised for EM performance). Within the central
region of the detector (|η | < 2.5 - the extent of the ID), the LAr calorimeter is 3 layers in
depth, with a fourth presampler layer in front of it within |η |< 1.8 to correct for energy lost
within the ID, made from active LAr. Figure 3.6a shows a sketch of a LAr barrel module. The
granularity of the EM barrel is highest in the first LAr layer (∆η ×∆φ = 0.025× 0.025) to
provide position information for EM showers, and decreases in the outer layers and with high
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Figure 3.6.: (a) Sketch of a barrel module where the different layers are clearly visible with the ganging
of electrodes in φ . The granularity in η and φ of the cells of each of the three layers and
of the trigger towers (used in the L1 trigger as explained in Section 3.2.5). (b) Schematic
showing how the mechanical assembly and the optical readout of the tile calorimeter are
integrated together. The various components of the optical readout, namely the tiles, the
fibres and the photomultipliers, are shown. [28]
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Figure 3.7.: (a) Schematic R−φ (left) and R− z (right) views of the hadronic end-cap calorimeter. The
semi-pointing layout of the readout electrodes is indicated by the dashed lines. Dimensions
are in mm. (b) Schematic diagram showing the three FCal modules located in the end-cap
cryostat. The material in front of the FCal and the shielding plug behind it are also shown.
The black regions are structural parts of the cryostat. The diagram has an expanded vertical
scale for clarity. [28]
|η |. The EMECs are similar in design to the barrel calorimeters, and consist of two wheels
on either side of the EM barrel. An end-cap presampler also exists here within the precision
region of 1.5< |η |< 1.8. Together, the EM barrel and EMECs provide over 237,000 readout
channels.
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The HAD barrel calorimetry is a sampling tile calorimeter, housed directly outside the
EM barrel calorimeter envelope. It is split into barrel modules (|η |< 1) and extended barrel
modules (0.8< |η |< 1.7). Steel absorbers are placed between scintillating tiles as the active
material, with light collected at their edges into waveguide fibres, and sent to photomultiplier
tubes to read out the signal. There are three layers of calorimetry, with differing interaction
lengths in the barrel and extended barrel. The fibres are grouped according to η×φ = 0.1×0.1
cells for the first two layers, and 0.2×0.1 in the third.
To provide hadronic identification in the forward regions, the HAD barrel has a LAr hadronic
end-cap (HEC) on either side, consisting of two wheels (HEC1 and HEC2) per end-cap, directly
behind the EMEC. To ensure full coverage without gaps, the HEC overlaps with the HAD barrel
and the EMEC, with a range of 1.5< |η |< 3.2. The wheels consist of 32 wedges, with those
closest to the interaction point (HEC1) containing 25 mm copper plates, interlaced with a LAr
active sampling medium, and 50 mm copper plates in HEC2 (as shown in Figure 3.7a). The
readout cell size for the ID region of |η |< 2.5 is η×φ = 0.1×0.1, with 0.2×0.2 for larger η .
Besides containing hadronic showers, the HEC is also used for measuring the radiative energy
loss of muons before they reach the MS.
The final piece of hadronic calorimetry is the LAr forward calorimeter (FCal). The FCal
is designed to detect extremely forward particles with very high flux, with an extent of 3.1<
|η |< 4.9. The detector is therefore 10 interaction lengths deep, and limits particles other than
muons reaching the MS. The FCal is integrated into the end-cap cryostats, and each end-cap is
divided into three modules, as shown in Figure 3.7b. The first module layer (FCal1) is made
with copper electrodes, and is optimised for electromagnetic showers. FCal2 and FCal3 use
tungsten electrodes, and are designed for absorption of hadrons. The design of the detector
uses concentric electrode rods and tubes parallel to the beam axis, with active LAr in between.
This design limits the size of the LAr gaps, helping to deal with ion buildup and provide a high
density for the absorbing material.
3.2.4. Muon Spectrometer
The ATLAS MS was designed to detect muons (and other charged minimum ionising particles)
that pass through the calorimetry, within the range |η |< 2.7, and to trigger on such particles
within |η |< 2.4. The structure consists of large, superconducting air-cooled toroid magnets
to provide a magnetic field orthogonal to the muon trajectory, with separate high-precision
tracking chambers and trigger chambers, as shown in Figure 3.8. The high-precision tracking
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Figure 3.8.: Cut-away view of the ATLAS muon system. Total dimensions of the system are approxim-
ately 25 m in diameter, and 44 m in length. [32]
chambers consist of Monitored Drift Tubes (MDTs) and Cathode Strip Chambers (CSCs),
while the triggering is performed by Resistive Plate Chambers (RPCs) and Thin Gap Chambers
(TGCs).
The muon magnet system consists of three toroid barrel magnets, each containing 8 coils,
positioned radially and symmetrically around the beam axis. Two end-cap toroids are inserted
within the barrel toroid at each end. The bending power of the magnets (measured by
∫
Bdl,
where B is the field in the component normal to the muon direction), is higher in the forward
regions where the particle flux is largest, with a power of 1.0–7.5 Tm in the region 1.6< |η |<
2.7, and 1.5–5.5 Tm in the region 0< |η |< 1.4.
Precision tracking is performed by MDTs in the region |η |< 2.7, except for the innermost
layer of the end-cap, where it is performed by the CSCs (2 < |η | < 2.7). Three concentric
shells of chambers are positioned within the barrel toroid around the beam axis, and four
wheels in the end-cap regions, as outlined in Figures 3.9a and 3.9b. The MDTs consist of
3-8 layers of pressurised drift tubes, filled with Ar/CO2 gas, and a tungsten-rhenium wire for
collecting electrons ionised by the traversing muon, and reading out the signal. This setup gives
an average resolution of 35 µm per chamber, driven by the main physics goal of the detector to
provide a pT resolution of 10% for 1 TeV tracks (see Table 3.2).
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Detector component Required resolution η coverage
Measurement Trigger
Tracking σpT /pT = 0.05%pT ⊕1% ±2.5
EM calorimetry σE/E = 10%/
√
E⊕0.7% ±3.2 ±2.5
Hadronic calorimetry (jets)
barrel and end-cap σE/E = 50%/
√
E⊕3% ±3.2 ±3.2
forward σE/E = 100%/
√
E⊕10% 3.1< |η |< 4.9 3.1< |η |< 4.9
Muon Spectrometer σpT /pT = 10% at pT = 1 TeV ±2.7 ±2.4
Table 3.2.: General performance goals of the ATLAS detector. Note that, for high-pT muons, the
muon-spectrometer performance is independent of the inner-detector system. [33]
MDTs cannot be used in the high flux region of the end-caps, due to their safe running limit
of approximately 150 Hz/cm2. CSCs however have a safe running limit of around 1000 Hz/cm2,
and so make up the innermost layer of the end-cap chambers in |η |> 2. As with the end-cap
MDTs, the CSCs are segmented in φ , with 8 chambers per disk. Each CSC has multiple wires
extending radially, which induce charge in cathode strips, running both perpendicular to the
wires to provide the precision coordinate, and parallel for the transverse coordinate. The CSCs
can therefore simultaneously measure η and φ of the track. Although the CSCs provide fewer
measurements along the track compared to the MDTs, this is made up for by the higher rate
capacity and time resolution.
The second function of the MS is to provide fast information on muon tracks traversing
the detector, and to then send the information on directions, multiplicities, and energies to
the L1 trigger, as well as providing bunch-crossing identification (BCID) and being robust to
background noise. The muon trigger system extends to |η |< 2.4, and due to higher particle
fluxes in the forward regions, an η-dependent granularity is required to maintain pT resolution
across the detector. The design is therefore RPCs in the barrel (|η |< 1.05) and TGCs in the
end-caps (1.05 < |η | < 2.40), with a requirement for a coincidence of hits in both types of
chambers for the trigger to fire. RPCs consist of parallel electrode plates, filled with a gas of
C2H2F4/Iso-C4H10/SF6, where avalanches form along the ionising tracks towards the anode.
They are arranged in three concentric layers around the beam, referred to as trigger stations.
The TGCs are multi-wire chambers filled with CO2 and n-C5H12, and are characterised by their
wire-to-cathode distance (1.4 mm) being smaller than their wire-to-wire distance (1.8 mm). As
well as providing high granularity for muon pT triggering, the TGCs also provide φ -coordinate
measurements for the MDTs. TGCs are mounted in two concentric rings for the outer end-cap
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(a) (b)
Figure 3.9.: (a) Cross-section of the barrel muon system perpendicular to the beam axis (non-bending
plane), showing three concentric cylindrical layers of eight large and eight small chambers.
The outer diameter is about 20m. (b) Cross-section of the muon system in a plane containing
the beam axis (bending plane). Infinite-momentum muons would propagate along straight
trajectories which are illustrated by the dashed lines and typically traverse three muon
stations. [28]
(1.05< |η |< 1.92) and the inner or forward ring (1.92< |η |< 2.40). Section 3.2.5 describes
in more detail the layout and function of the Level 1 muon trigger.
3.2.5. Trigger System
At the design filling scheme of 2808 bunches and a 25 ns spacing, the bunch-crossing rate
in the LHC is approximately 40 MHz. ATLAS however, is only capable of recording data at
approximately 200 Hz. The majority of the collision events are minimum-bias - usually soft
partonic scatters of the proton-proton collisions, referred to as the underlying event - which are
important to study for physics reasons such as improving the understanding of QCD effects,
total cross-sections, and so on. These events are also used for understanding the experiment
in terms of pile-up, occupancy, and beam backgrounds. Interesting rare and new physics
processes however will be completely swamped by minimum-bias events, and so the ATLAS
triggers were designed to make decisions on an event-by-event basis on whether the event
was worth writing to disk. The trigger system is made up of the hardware based L1 trigger,
and the software based High Level Trigger (HLT), consisting of the L2 and EF, and the Data
Acquisition System (DAQ).
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Figure 3.10.: Block diagram of the L1 trigger. The overall L1 accept decision is made by the central
trigger processor, taking input from calorimeter and muon trigger results. The paths to the
detector front-ends, L2 trigger, and data acquisition system are shown from left to right in
red, blue and black, respectively. [28]
Level 1
The L1 trigger has three main components; the L1 Calorimeter Trigger (L1Calo), the L1 muon
(tracking) trigger, and the Central Trigger Processor (CTP). The CTP combines information
gathered from the L1Calo and the L1 muon trigger, and makes an overall L1 accept decision,
L1A (the logical OR of all trigger items). The flow of the L1 trigger is shown in Figure 3.10.
The maximum L1A rate that can be handled by the readout systems is 75 kHz, with the decision
reaching the front-end electronics within 2.5 µs after the bunch-crossing.
L1Calo is a system of approximately 7000 analogue trigger towers (of 0.1×0.1 in ∆η×∆φ )
in the electromagnetic (EM) and hadronic (HAD) calorimeters. The purpose of L1Calo is to
identify high transverse energy (ET ) electrons/photons, jets, and taus, with potential isolation
requirements (a minimum object separation in the detector), and events with high scalar
transverse energy sums (ΣET ) or missing transverse energy. The architecture of L1Calo is
shown in Figure 3.11; a pre-processor digitises the analogue input signal, and associates it to a
bunch crossing (this association is very important, as the pulse width of the calorimeter signals
can be several times larger than the bunch crossing interval). The pre-processor uses a look-up
table to perform a pedestal subtraction, set a noise threshold, calibrates the ET of the pulse and
sends this information to the Cluster Processor (CP), and sums the trigger towers into 0.2×0.2
jet elements for the Jet/Energy Sum Processor (JEP).
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Figure 3.11.: Architecture of the L1 calorimeter trigger. [28]
The CP searches for electrons/photons and taus by looking for maxima in the EM and
HAD trigger towers’ ET using overlapping, sliding windows [34], and sends this information
to the CTP every bunch crossing. Similarly to the CP, the JEP takes jet trigger elements, and
calculates ET sums within overlapping windows. The energy summation algorithm sums Ex, Ey
and Ez of the event and reports the total ET and ET to the CTP. In both the CP and the JEP, the
2×2 local maximum of the trigger elements defines the coordinates of the Region of Interest
(RoI) to be sent to L2.
The L1 muon trigger consists of finely segmented RPC and TGC detectors (see Section
3.2.4), with fast and accurate timing to select the bunch-crossing producing the muon candidate.
The basic algorithm governing the trigger is to look for a coincidence of hits in different trigger
stations along the track, or the road of the muon. RPC trigger chambers are used for the muon
barrel trigger (|η | < 1.05), while the TGC detectors are used for the muon end-cap trigger
(1.05< |η |< 2.4).
The barrel muon trigger consists of three stations of (doublets of) RPC detectors (schema is
shown in Figure 3.12a). A muon is selected by finding a hit in the second station (RPC2), and
then looking for a hit in the first (RPC1), within the road of the candidate (the path between the
hit in the RPC2 and the interaction point). For low-pT candidates, a 3-out-of-4 coincidence in
RPC1 and RPC2, with an additional requirement of a 1-out-of-2 coincidence in the third station
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Figure 3.12.: (a) Schema of the L1 muon barrel trigger. The RPCs are arranged in three stations of
doublets: RPC1, RPC2, and RPC3, and (b) Schema of the L1 muon end-cap trigger. The
TGCs are arranged in three stations of doublets: I, M2, and M3, and one station of triplets:
M1. Also shown are the low- and high-transverse momenta roads for both systems. [28]
(RPC3) for high-pT candidates. The end-cap muon trigger is made up of of four stations of TGC
detectors (schema is shown in Figure 3.12b). Much like the barrel trigger, the end-cap trigger
looks for a hit in the fourth station (M3), and extrapolates back to the interaction point to find
further hits, again depending on the pT of the muon candidate. A more complex requirement
on the coincidences is applied separately for the radial distance from the interaction point (R),
and φ , to make the final trigger decision. The information from the muon barrel and end-cap
triggers is sent to the Muon to Central Trigger Processor Interface (MUCTPI), which combines
all the results of track multiplicities and candidate pT , and sends them to the CTP for each
bunch-crossing.
High Level Trigger (HLT) and the Data Acquisition System (DAQ)
The HLT/DAQ system is responsible for reading out the detector information from L1, applying
the L2 trigger, building the event, and further filtering the event selection with the EF. The DAQ
also handles the overall configuration, control, and monitoring of the experiment.
The flow through the HLT/DAQ begins with the L1 trigger. During the L1 latency (2.5 µs),
event data is buffered within the detector specific electronics, and only sent to HLT/DAQ upon
a L1A. For every L1A, the L1Calo, muon triggers, and CTP provide RoI information to the
RoI builder, which creates a single data structure to be sent to a L2 Processing Unit (L2PU) to
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perform an event selection. Based in software, the L2 trigger reconstructs the RoIs from L1
using the full detector granularity. Additional information is added allowing for more detailed
selections, for example shower shape in the calorimeters, to matching from tracks to clusters.
If the event is accepted, it is built by the event-builder before being sent to the EF, at a rate
of approximately 5 kHz. The EF is a vast processing farm, which processes events based on
the standard ATLAS event reconstruction and analysis frameworks, which are described in
Section 3.3.3. The EF then classifies the events according to a pre-defined set of event streams,
and if selected, EF output nodes (SFOs) take the data and interface with the HLT/DAQ to be
recorded to disk, at a rate of up to 400 Hz.
The selection applied by all trigger levels is defined by the trigger menu – a stable trigger
configuration defined for the physics run. A example of a trigger used in the analysis described
in Chapter 4 is the EF tau16 loose e15 medium trigger. The menu defined by this trigger
is as follows. Firstly, at L1 the trigger L1 2TAU6 EM10 is applied, which requires two 6 GeV
threshold clusters in the HAD calorimeter, and a 10 GeV threshold cluster in the EM calorimeter.
Next in the stream is the L2 tau16 loose e15 medium trigger, which itself takes the RoIs
from L1 and fully reconstructs them, ensuring they satisfy the requirements of a medium defined
electron with a transverse momentum (pT) threshold of 15 GeV, and a loose defined tau with pT
threshold of 16 GeV. The labels loose, medium, and tight, refer to the quality demanded by the
selection. Finally, these RoIs are passed to the EF which conducts a full event reconstruction,
writing out the event if all other requirements of the trigger are satisfied.
3.3. ATLAS Monte-Carlo and Data
Almost all ATLAS analyses utilise Monte-Carlo (MC) simulation to study the expected detector
response to proton-proton interactions and the resulting particles. In fact, due to the immense
luminosities of the LHC, there is generally more data available than MC. By having a full
model of the detector, one is able to study the expected signal and background data distributions
to develop the analysis strategies. The full event simulation [35] process is three steps. Firstly,
events are generated (Section 3.3.1), whereby the hard interaction of the proton-proton collision
is calculated using monte-carlo methods. Secondly, the propagation of the generated particles
are simulated (Section 3.3.2) as they traverse the ATLAS detector. Finally, the simulated
particles undergo reconstruction (Section 3.3.3) into physics objects. An object is not necessar-
ily a particle, rather it refers to the detector response to the physical object produced in a hard
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process, for example, a jet. The event reconstruction is shared between MC and real collision
data. All of these steps are run through the ATLAS software framework Athena [36].
3.3.1. Generation
At the generation stage, hard processes are calculated by sampling the appropriate matrix
element of the process. Higher order corrections such as gluon radiation are also generated in a
shower approximation step, depending on the piece of software being used. Immediate decays,
such as those of W or Z bosons are generated, and all stable particles are saved. As this occurs
very close to the interaction point, no knowledge of the ATLAS geometry is needed.
As a proton-proton interaction is not purely the hard process, generators also add in
underlying event partons involved in soft processes. Also, due to the high luminosity of
the LHC, many collisions may occur during the single bunch crossing (the mean number of
interactions per bunch crossing for 7 TeV collisions was approximately 6 [37]). These pileup
events are also generated, so that the final MC matches true collision data as closely as possible.
Most of the ATLAS generation is done by software packages maintained externally to
ATLAS, including PYTHIA [38, 39], Herwig++ [40], ALPGEN [41], and MC@NLO [42]. Tau
decays and photon emissions are handled by TAUOLA [43] and PHOTOS [44].
3.3.2. Simulation
Generated events are read into the full ATLAS simulation software to be propagated through
the detector. This propagation is done by GEANT4 [45], which includes a full description of
the ATLAS sub-detectors, support material, as well as the solenoidal and toroidal magnetic
fields. The configuration of the detector, including any misalignments and distortions can also
be specified. The interactions of the particles with the detecting volumes as they traverse the
detector are simulated, and the detector outputs are recorded, resulting in an output file of the
same form as those produced from real data. A record of the truth data is also kept – the true
positions and energies of all the simulated particles as they propagate through the detector – for
use in performing checks on the success and efficiencies of the reconstruction algorithms.
The ATLAS digitisation software converts the simulated deposits of energy by particles
in the sensitive areas of the detector (referred to as hits) into digits. These digits can be time
dependent voltage signals, or simply record when a voltage threshold has been exceeded. The
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Figure 3.13.: Cross-section diagram of the ATLAS detector, showing how different particles interact
with the different sub-detectors [46].
digits are recorded as Raw Data Objects (RDOs). Once created, the RDOs are submitted to the
full reconstruction software.
3.3.3. Reconstruction and Identification
The ATLAS reconstruction algorithms take the raw detector outputs in the form of energy
deposits and track hits (RDOs), from either simulated or real data, and combine them to form
physics objects useful for analyses. Figure 3.13 shows how different particles interact with
different parts of the ATLAS detector. Once reconstructed, the candidate objects undergo an
identification process, whereby they are assigned a particle type (or a useful designation such as
jet or missing energy) based on their properties. Here the basic reconstruction and identification
algorithms used in this thesis will be explained.
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Electrons
Correct identification of isolated electrons has been an essential ingredient in the success
of many ATLAS analyses, including many Standard Model measurements, and searches for
beyond Standard Model physics. Due to similar detector responses from sources such as
misidentified hadrons, or electrons from photon conversions, isolated electrons can have large
backgrounds in the ATLAS detector. The electron reconstruction algorithms therefore must
have the ability to efficiently reconstruct and identify electrons, while simultaneously rejecting
as much of the backgrounds as possible [47].
The electron reconstruction algorithms differ for the barrel (|η |< 2.5) and end-cap regions
of the detector. In the barrel, EM clusters are selected with energy deposits greater than 2.5 GeV,
in a window of 0.025×0.025 in (η ,φ). These clusters are then associated with tracks in the
ID; tracks with pT > 0.5 GeV are extrapolated from their last measured point to the middle
layer of the EM calorimeter, at which point it is matched with a cluster if the distance from
the track impact point and the cluster centre is |∆η |< 0.05. An electron candidate is classified
as reconstructed if at least one track is matched to the cluster, with priority given to tracks
with hits in the pixel and SCT detectors for multi-track matches. Once reconstructed, the total
electron energy is calculated from the energy left in the EM calorimeter, corrected for material
losses, and the spatial coordinates taken from the track parameters.
Forward electrons (2.5< |η |< 4.9) do not pass through any tracking volume, and so any
deposits in the EMECs are not distinguishable as electrons or photons. Also, due to the lack of
detecting material, candidates are required to have pT > 20 GeV. For these reasons, forward
electrons are not used in the analyses in this thesis.
Once reconstructed, candidates undergo identification, using further calorimeter and track
properties, to reject backgrounds from non-isolated electrons, and misidentified hadrons.
Three levels of identification are used – loose++, medium++, and tight++ – with each level
increasing the background rejection, however with loss of signal efficiency. Loose identification
relies on the shower-shape in the EM calorimeter to reject backgrounds, while the medium
selection also requires a hit in the innermost layer of the pixel detector, as well as detection
by the TRT when available. Finally, the tight selection uses as many identification tools as
possible, including requirements on track quality, TRT hits, and the ratio of EM cluster energy
to the track momentum.
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Muons
Like electrons, correct identification of muons is essential for many ATLAS analyses. The MS,
in combination with the ID, is used for detecting the charged tracks of muons as they traverse
the detector. There are several different sets of criteria used for muon identification; standalone
muons are reconstructed only in the MS, combined muons are reconstructed independently in
the MS and ID, and then combined, and finally tagged muons are only reconstructed if the
candidate track is associated with either a track segment within the MDT or CSC chambers
of the MS, or with an energy deposit within a calorimeter cell [48]. Two algorithms are then
used to perform the reconstruction, Staco [49] or Muid [50]. The two algorithms differ in
approaches such as the direction in which tracks are extrapolated, and the way ID and MS
tracks are combined. The default ATLAS muon reconstruction uses Staco muons.
Like the electron identification, three levels of muons are available, loose, medium, and
tight. These levels differ in how many tagging segments are required in the MS, with more
tags required for a higher identification level. Also, a series of track quality cuts are placed to
further ensure good muons; at least 1 pixel hit, at least 5 SCT hits, at most 2 pixel or SCT sensors
traversed by the track but without hits, and, in the TRT acceptance region (0.1< |η |< 1.9), at
least 9 TRT hits.
Jets
Jets refer to collimated bunches of particles produced from the hadronisation of quarks or
gluons emerging from the p− p collisions. Being comprised of many different particles,
reconstructed jets are clusterings of these particles into objects in their own right. Jets leave
complex signatures in the EM and HAD calorimeters, as well as potential tracks in the ID.
There are many jet clustering algorithms available, all of which combine single tracks
and energy clusters into a single object. The ATLAS default jet algorithm is the anti-kT
algorithm [51]. Given particles with momenta pT,1, pT,2, ..., the distance between particles i
and j can be calculated as
di j = min(p−2T,i , p
−2
T, j)
∆Ri j
R2
(3.4)
clustering particles with the smallest di j. It can be seen that if particle j is soft (low momenta),
it will cluster with harder particles before it clusters with other soft particles. This behaviour
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produces conical jets around the hardest particles, that are infrared safe (presence of a soft
particle between two hard particles does not affect their recombination), collinear safe (splitting
a particle’s momentum between two collinear particles does not affect the jet) and order
independent (the same jet is reconstructed at generator to detector level). In ATLAS, jets
are reconstructed over the whole range of the calorimeters (|η |< 4.9), with ID tracks being
associated with the jet if their distance from the jet barycentre is ∆R< 0.4.
Due to the relatively long lifetime of b−hadrons, it is possible to tag jets originating
from these particles due to their displaced vertices compared to the primary vertex. This is
particularly useful for identifying tt¯ events, as t-quarks decay almost 100% of the time into a W
boson and a b−quark. Tagging of b−jets is done by the JetFitterCOMBNN algorithm, which
exploits topologies of weak b− and c−hadron decays inside a jet (JetFitter), along with
impact parameter based algorithms (IP3D and secondary vertex (SQ1)), combined into a single
discriminant using a neural network method [52]. For the analyses outlined in this thesis, a jet
is tagged as a b−jet with a JetFitterCOMBNN> 0.35, corresponding to a b-tagging efficiency
of 70%.
As there are on order 5 interactions per bunch crossing in the 7 TeV data, many pile-up jets
are expected in each event. A quantity called the Jet Vertex Fraction (JVF), defined as
JVF=
∑
PV tracks
ptrkT
∑
All jet tracks
ptrkT
(3.5)
is used to reject jets that are not associated with the hard interaction of interest. The JVF checks
the fraction of jet track momentum coming from the primary vertex, compared to the total track
momentum of a jet. The higher the JVF, the higher the probability that the jet is not a pile-up
jet.
Hadronic Taus
As described in Section 2.1, the tau is the heaviest of the charged leptons. Unlike electrons and
muons, taus do not travel through the detector, rather, they decay mostly within the ATLAS
beam pipe with a mean lifetime of 2.9×10−13 s (or a mean decay length of 87 µm), assuming
the tau travels at the speed of light [53]. The dominant decay modes for taus are shown in
Table 3.3. Taus decay leptonically (to e/µ) approximately 35% of the time, and hadronically
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Decay Mode Branching Fraction [%]
τ → eνeντ 17.8
τ → µνµντ 17.4
τ → pi±ντ 10.8
τ → pi±(≥ 1pi0)ντ 36.6
τ → 3pi±ντ 9.3
τ → 3pi±(≥ 1pi0)ντ 5.1
Table 3.3.: Dominant decay modes and branching fractions for tau leptons [5].
approximately 64% of the time. Throughout this thesis, the decay products of a hadronically
decaying tau may be written as τh. Leptonic tau decay products are almost indistinguishable
from electrons and muons produced from other prompt decays. For this reason, ATLAS has
dedicated hadronic tau reconstruction algorithms.
Hadronic tau decay products generally consist of 1- or 3-prong decays, referring to the
number of charged decay products, and some number of neutral decay products. The vast
majority of the time, the products are charged and neutral pions (pi±,pi0), with rarer kaon
(K±,K0) decays. The complication with reconstructing hadronic taus at the LHC is the high
amount of QCD jet activity (many orders of magnitude higher), which can leave similar
signatures to taus in the detector. Similarly, electrons can fake 1-prong tau candidates. The
hadronic tau reconstruction algorithms therefore must be able to discriminate between these
cases.
As a tau decay is topologically similar to a jet, the tau reconstruction begins from an
anti−kT seed jet (as described above), for all seed jets within |η |< 2.5 with pT > 10 GeV. The
tau candidate 4-momentum is then calculated, using (η ,φ) of the calorimeter cluster. Tracks
are then associated with the tau candidate if they are within ∆R < 0.2 of the cluster centre,
and pass a set of quality criteria; pT > 1 GeV, at least 2 pixel hits, at least 7 pixel + SCT hits,
the distance of closest approach to the primary vertex in the transverse plane |d0|< 1.0 mm,
and the longitudinal distance of approach z0 satisfying |zo sinθ |< 1.5 mm. Isolation is also
imposed on the tau candidate, with all tracks within 0.2< ∆R< 0.4 also required to pass the
quality criteria.
The identification step provides most of the discrimination between real taus and QCD jets,
exploiting the generally more collimated and lower track multiplicity signature of tau decays
compared to jets. Many track and calorimeter variables are derived to study the differences
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between the two (and are explained in detail in [53]), including variables such as the ratio of
energy deposited in the EM calorimeter to the total tau energy, the pT weighted distance of EM
cells from the tau centre, the pT weighted distances of tracks from the tau centre, the leading
track momentum fraction, and the energy within the core (∆R < 0.1) compared to the full
tau energy. These variables are all combined together into one discriminant using a Boosted
Decision Tree (BDT – see Chapter 5 for an in-depth discussion of BDTs). Like the electron
and muon identification algorithms, three working points are defined – BDTLoose, BDTMedium
and BDTTight – corresponding to signal efficiencies of 60%, 45% and 30% respectively [53].
Discrimination against electrons is also achieved through the use of a BDT, again with three
working points corresponding to signal efficiencies of 95%, 85% and 75%, using variables
derived from the TRT hits around the tau candidate [53]. Finally, although rare, muons may
also fake hadronic tau decays. Muons will leave a higher track-to-calorimeter energy ratio than
a true tau candidate, and so a veto has been defined, giving a 50% muon rejection rate, while
retaining approximately 96% of tau candidates.
Missing Energy
In hadron colliders, while the total momentum of a collision longitudinal to the beamline cannot
be known, the total momentum in the plane transverse to the beamline must be conserved. The
missing energy,  ET, is therefore the momentum imbalance in the transverse plane, left over
after summing all other momenta in the event. In the SM, missing energy is due to neutrinos
escaping the detector, but it can also give evidence of new, weakly interacting particles from
beyond SM theories [54].
The calculation of the ET takes all fully calibrated energies of the object described above,
using calorimeter deposits, tracks in the MS, and recovering low pT tracks that do not reach the
calorimeters using the ID. In principle, the total ET can be defined as
 ET =  EeT+ E
γ
T+ E
τ
T+ E
jets
T + E
µ
T
+ E
softjets
T + E
CellOut
T + E
calo µ
T (3.6)
however in reality, the contributions to the ET cannot be measured directly. Cells not associated
with any reconstructed objects are included in the CellOut term, while energy losses from
muons in the calorimeters are included in the calo µ term. Finally, a softjets term is included
for other topological clusters not associated with any reconstructed objects. The ET resolution,
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calculated using Z→ `` events in ATLAS data, can be given by σ = k ·√(ΣET ), where ΣET
is the total transverse energy of the event, and k ≈ 0.5 GeV1/2 [55].
Chapter 4.
H→ τ`τh Search with the ATLAS Detector
This chapter outlines an implementation of the 7 TeV H→ ττ → τhντ`ν` cut-based analysis
as originally completed by the ATLAS Collaboration [1]. The decay of interest has one tau
decaying hadronically and the other leptonically, and will be referred to by the shorthand
H→ τ`τh. While the author had no direct input into this paper, the analysis has been modified
in this thesis, and the results serve as a benchmark for our multi-variate approach to be compared
against.
The cut-based analysis takes
√
s = 7 TeV ATLAS data, and after applying appropriate
pre-selections (Section 4.5), splits it into different analysis categories based on the event
topologies of the Higgs production mechanisms (Section 4.6). Once categorised, upper limits
on the production cross-section of the Higgs boson with respect to the SM prediction are
calculated. Section 4.7 outlines the background estimation methods used for this and the
following analyses, and Sections 4.8 and 4.9 show the treatment of systematic uncertainties
and the limit setting procedure used. Finally, the upper limits obtained from the analysis are
presented in Section 4.10.
4.1. Signal and Background Processes
4.1.1. H→ τ`τh Signal
At the energies involved at the LHC, the SM Higgs boson is produced mainly via gluon-
gluon fusion (ggF) through an intermediate top-loop, Vector Boson Fusion (VBF), or with
an associated vector boson (V H, V =W,Z). Other production modes, including those with
associated t-quarks, are not considered here due to their relatively low cross-section. Figure 2.3
52
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Figure 4.1.: Leading order Higgs production modes at the LHC; (a) gluon-gluon fusion (ggF), (b)
vector boson fusion (VBF), and (c) associated production (V H, V=W,Z)
shows the production cross-section of the Higgs boson at the LHC at 7 TeV centre-of-mass
energy, as well as the branching ratios, as functions of the Higgs mass. Leading order Feynman
diagrams of the major modes shown in Figure 4.1.
At leading order, the ggF process produces a low-pT Higgs. In the tau decay mode, the
Higgs decay products will be produced almost back to back in φ . Due to the large boost of
the taus, the neutrinos from their decays emerge similarly almost back to back, which when
summed, result in a low missing energy1 ( ET) measurement for the system. At NLO however,
the ggF process occurs with associated jets, which can give the Higgs a boost transverse to the
beamline. In this situation, as the tau decay products are no longer back to back, the missing
energy from the neutrinos sums constructively, giving a higher ET to the system. Reconstructing
the Higgs candidate in the boosted scenario therefore improves the mass resolution, as more
information about the escaping neutrinos can be inferred.
Although ggF occurs with a significantly larger cross-section than VBF, the topology of
VBF production allows for the most significant suppression of the background processes. VBF
events have the distinctive feature of two high-pT jets on opposite sides of the detector (high
separation in η , defined as ∆η), with the Higgs decaying centrally. Tagging events with very
forward jets gives a handle with which to extract signal events. The desire to fully exploit the
ggF and VBF topologies is the motivating factor for the categorisation step of the analysis
strategy, described in Section 4.6.
When produced with an associated vector boson, Higgs decay products again become
boosted, much like with NLO ggF events. The associated W or Z also adds a charged lepton
and a neutrino or a pair of oppositely charged leptons to the event topology. The analysis
outlined here does not take these extra leptons into account, however, there are dedicated
analyses that focus on such events [56].
1Although we say energy as per convention, we are really referring to the vector sum of the neutrino momenta.
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Process σ ×B [pb]
W (→ `ν)+ jets 1.046×104
Z/γ∗(→ ``)+ jets (m`` > 40 GeV) 1.07×103
Z/γ∗(→ ``)+ jets (10< m`` < 40 GeV) 3.89×103
tt¯ 1.646×102
single-t t-channel 58.7
Wt-channel 15.6
s-channel 3.90
VV → `τhX WW 46.2
WZ 18.0
ZZ 5.6
H→ τ`τh ggF 5.4×10−1
VBF 4.1×10−2
WH 1.5×10−3
ZH 8.3×10−4
Table 4.1.: Cross-sections (σ ) times branching fraction (B) of the various background and signal
processes studied.
4.1.2. Background Contributions
In order to observe the presence of any signal, all background physics processes that produce
a similar detector response must be understood. The main background processes studied
in this analysis are outlined below. Their cross-sections times the branching fraction (B),
and those of the H → τ`τh signal processes are shown in Table 4.1. The most significant
background processes are W (→ `ν)+ jets and Z/γ∗(→ ``)+ jets. Also important are fake-τ
events from QCD di-jet processes; the estimation of such events is taken from data, as described
in Section 4.7.
Z→ ττ processes
Due to having the same final state as the signal processes, Z → τhτ` events form a largely
irreducible background for the analysis (with example Feynman diagrams shown in Fig-
ure 4.2). Events where both taus decay leptonically can enter the selection if one lepton is
mis-reconstructed as a tau.
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Figure 4.2.: Example Feynman diagrams for Z/γ∗(→ ``)+ jets processes
Z/γ∗(→ ``)+ jets processes (`= e/µ)
Z/γ∗(→ ``)+ jets processes (also shown in Figure 4.2) contribute to the background when
either one of the leptons, or one of the associated jets, is reconstructed as a hadronic tau. This
situation is of particular importance, as the parent mass of such a system typically peaks closer
to the expected signal mass than the true Z → τhτ` events, due to the lack of the extra tau
neutrino. How to deal with these events is described in section 4.5.
W (→ `ν)+ jets processes (`= e/µ/τ)
Similar to Z/γ∗(→ ``)+ jets events, W (→ `ν)+ jets (as shown in Figure 4.3) can enter the
backgrounds when one of the accompanying jets is reconstructed as a hadronic tau. The final
event topology here is therefore similar to the signal topology, as the extra neutrino from the
W decay also results in a comparable  ET. Considering the relatively high cross-section of
W (→ `ν)+ jets events, they contribute significantly to the backgrounds.
tt¯ processes
Many tt¯ pairs are produced at the LHC. Top quark pairs will produce a high jet multiplicity
final state, almost always decaying tt¯→W+bW−b¯ (as shown in Figure 4.4). If the W decays
leptonically, the final state will include leptons, ET, and possible hadronic taus. As with most of
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Figure 4.3.: Example Feynman diagrams for W (→ `ν)+ jets processes.
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Figure 4.4.: Example Feynman diagrams for tt¯ processes.
the major backgrounds, fake hadronic tau candidates can also arise from the mis-reconstruction
of light leptons or jets.
Single-top processes
Single top contributions can occur as s− or t−channel processes, or in association with a W
(as shown in Figure 4.5). In all cases, any jet or lepton from the associated or prompt W decay
can fake a hadronic tau.
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Figure 4.5.: Example Feynman diagrams for single-t processes.
Di-boson processes
Di-boson events produce a pair of vector bosons (WW , WZ, ZZ). Final states with one lepton
and one hadronic tau can arise if one or both of the bosons decay leptonically. Although the
cross-section of di-boson processes is low, in events containing W bosons, the extra neutrino
brings the ET closer to that of the signal. Events with only light leptons as decay products can
also become backgrounds if one is reconstructed as a hadronic tau. Finally, hadronic decays of
the bosons can also lead to the same final state as the signal if the hadronic jet is reconstructed
as a tau.
QCD jets processes
QCD di-jet processes occur at high rates at the LHC. Such events can replicate the signal final
state if one jet is reconstructed as a hadronic tau.
4.2. Monte-Carlo Samples
Monte-Carlo samples are used to study features of the signal processes, and also to investigate
the background contributions.
The Higgs signal processes (ggF, VBF, and V H) are modelled using PYTHIA [38], which
handles the hard interaction, as well as the final state parton showers and decays at leading-
order (LO). Next-to-leading-order (NLO) corrections for ggF and VBF production modes are
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provided by POWHEG [57,58]. Samples are generated for a range of Higgs masses, from 100 –
150 GeV, in increments of 5 GeV.
The W (→ `ν)+ jets and Z/γ∗(→ ``)+ jets processes are generated with ALPGEN [41],
calculating LO matrix elements for up to 5 radiated jets. ALPGEN uses the MLM matching
scheme2 [59] to ensure there is no double counting of events between hard processes that have
equivalent amounts of radiation. HERWIG [40] is used to simulate the parton showers.
The tt¯, single-top, and di-boson events are generated at NLO by MC@NLO [42], also using
HERWIG for parton shower and hadronisation. The underlying event for the above processes
is simulated by JIMMY [60]. Finally, the QCD jet processes are generated by PYTHIA. The
tunes (parameters of the generators) for HERWIG, JIMMY, and PYTHIA are described in [61].
As well as MC samples, Z→ ττ are also simulated using a semi-data-driven method known as
the embedding technique, which is explained in Section 4.7.2.
To simulate tau decays, TAUOLA [43] is used, along with PHOTOS [44] to simulate any
extra photon radiation from charged leptons to leading-log (LL) approximation. To account for
pile-up conditions (multiple events from the same or neighbouring bunch crossings) events are
re-weighted to match LHC run conditions according to the average number of interactions per
bunch crossing 〈µ〉, obtained from ATLAS data.
Once generated, all MC events are passed through a full ATLAS simulation using GEANT4
[35, 45], and are reconstructed with the same software as for data (as described in Chapter 3).
4.3. ATLAS Data
The data used was collected from the ATLAS detector during 2011 with the LHC running
proton-proton collisions at a centre-of-mass energy of
√
s = 7 TeV. The data collected from the
trigger streams of interest amounted to a total of 4.60±0.08 fb−1.
As the desired final state includes a lepton and hadronic tau candidate, a combination of
single lepton, and lepton+tau triggers was used. Table 4.2 lists all the triggers running in the
data used in this analysis. A period represents a period of data taking when the LHC machine
conditions were approximately the same and the trigger menu was stable. Triggers are named
by their level, object selection, and the tightness of the selection. The details of the ATLAS
trigger algorithms are described in Section 3.2.5. For example, EF tau16 loose e15 medium
2named after its author, Michelangelo L. Mangano.
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is an e+ τ trigger at the event-filter level, with a loose selection of a tau with pτT > 16 GeV
and an electron with peT > 15 GeV and a medium selection criteria. The table shows that
the electron energy threshold for the lepton+tau trigger (LTT) is lower than that of the single
lepton trigger (SLT). Thus, by collecting both streams one can recover events with high- and
low-pT electrons. Only a SLT for the muon stream was used. As the instantaneous luminosity
increased during the runs, later periods had to use higher threshold triggers, or employ a tighter
identification scheme to maintain a constant data rate. The early (later) runs required either a
medium (medium1 – the 1 here is used to indicate that the algorithm changed between trigger
menus) electron candidate of pT > 15(20) GeV, a loose (medium) hadronic tau candidate with
pT > 16(20) GeV and an electron candidate with pT > 15 GeV, or a (medium) muon candidate
with pT > 18 GeV.
4.4. Object Selection and mMMC Calculator
An object refers to the detector response that corresponds to the physical particle produced in the
hard process. In this analysis, the objects studied are the hadronic tau candidate, lepton, leading
and sub-leading jets, and the ET. The selection of these objects follows the recommendations
of the ATLAS combined performance groups. The selection criteria will be outlined below,
and also summarised in table 4.3. The reconstruction algorithms used are described in detail in
section 3.3.3.
4.4.1. Muons
Muons are reconstructed using the Staco algorithm (as described in Section 3.3.3), which
selects candidates with tracks in both the inner detector and the muon spectrometer, with a
loose identification level. Fiducial selections of pT > 10 GeV and |η | < 2.5 are applied.
The muon tracks are also required to be isolated in both the electromagnetic and hadronic
calorimeters, as well as the tracking detectors. Within a cone of ∆R = 0.2 around the track, the
ratio of energy deposited in the the calorimeters to the muon pT (∑ pclrT /p
µ
T ) must be less than
2%. Additional tracks of pT > 1 GeV within a cone of ∆R = 0.4 of the muon track (∑ ptrkT /p
µ
T )
must also not sum to more than 6% of the muon pT. Differences in pT resolution [62] and
identification efficiency [63] between data and simulation are corrected for in Monte Carlo.
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Muon Electron Jet Hadronic Tau
Se
le
ct
io
n
pT > 10 GeV pT > 15 GeV pT > 25 GeV pT > 20 GeV
|η |< 2.5 |η |< 1.32, 1.52< |η |< 2.47 |η |< 4.5 |η |< 2.5
∑ pclrT /p
µ
T < 0.04
a ∑ pclrT /p
e
T < 0.08
a |JVF|> 0.75 c BDTMedium
∑ ptrkT /p
µ
T < 0.06
b ∑ ptrkT /p
e
T < 0.06
b 1 or 3 tracks
charge ±1
e/µ Veto
a ∑ pclrT /pT is sum over LAr calorimeter cells within ∆R< 0.2 of the candidate track
b ∑ ptrkT /pT is sum over tracks with pT > 1 GeV within ∆R< 0.4 of the candidate track
c for jets within |η |< 2.4
Table 4.3.: Object selection criteria
4.4.2. Electrons
Electrons are reconstructed from clusters of cells in the electromagnetic calorimeter that are
matched to a track in the inner detector, and further identified using information from the
electromagnetic shower shape. The loose++ identification algorithm is used, as described
in Section 3.3.3. Selected electrons are required to have pT > 15 GeV and be within the
detector region |η | < 2.47, excluding the gap region of 1.32 < |η | < 1.52. Much like the
muon selection, isolation requirements are imposed in both the calorimetry and the tracking
detectors, with maximum momentum fractions of 8% and 6% respectively. Mis-modelling of
reconstruction and identification efficiencies, energy resolutions and calorimeter isolation are
corrected for in Monte Carlo [47].
4.4.3. Jets
Although not used in the event pre-selection, jet candidates are used to separate the events into
their analysis categories. Jets are reconstructed from EM calorimeter clusters using the anti-kT
algorithm (as described in Section 3.3.3). Selected jets are required to be within |η | < 4.5
with a pT > 25 GeV. Additionally, jets within the tracking detectors (|η |< 2.5) are subject to
a vertex cut. The jet-vertex-fraction (JVF) is used to suppress pile-up contributions to the jet
selection, and a cut of |JVF|> 0.75 is required.
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Calibration schemes were used to convert the EM calibration of the calorimeter clusters
to a the energy scale of the hadronic calorimeters, (in both η and pT) [64], with corrections
applied to account for out-of-cluster energy and dead material losses [65].
4.4.4. Hadronic Taus
Tau candidates are required to be within |η |< 2.5 with a pT > 20 GeV. Track multiplicity is
required to be 1 or 3, with a charge of ±1. For identification, the BDTMedium algorithm was
applied, which gives a signal efficiency of approximately 60%. An electron veto (BDTMedium)
is also applied, to reject electrons faking tau candidates, maintaining a signal efficiency of
approximately 85%. Similarly, the muon veto is applied, rejecting approximately 50% muons
with almost no signal loss.
4.4.5. Missing Transverse Energy
Missing energy gives a measure of the amount of neutrino energy in the event, and is calculated
from the momentum imbalance in the plane transverse to the beamline, by summing all of the
observed momenta. This calculation is described in more detail in Section 3.3.3.
4.4.6. Missing Calorimeter Region and Overlap Removal
During approximately 20% of the data taking, part of the LAr calorimeter was unavailable
(due to issues with the optical readout electronics). To reject any spurious missing energy, any
events with a selected jet within ∆R = 0.2 of the LAr “hole” were rejected. Similarly, any
events with tau candidates within ∆R = 0.1 were also rejected. It should be noted that in MC
no events were rejected, rather the total luminosity was scaled to account for the lost events.
Following object identification, any objects overlapping in a region ∆R< 0.2 are subject to
overlap removal. After ignoring lepton isolation requirements and requiring a looser electron
identification, the order of priority in deciding on the identity of the object is muons> electrons
> tau candidates > jets. If two objects overlap, the lower priority object is removed.
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4.4.7. Missing Mass Calculator (MMC)
The final event topology of the H→ τ`τh system includes two tau neutrinos from the tau decays,
and a further neutrino from the leptonically decaying tau. In order to reconstruct the di-tau mass
(mττ ), one needs to determine the x−, y−, and z−momentum components of the tau neutrinos
(pmis1 and pmis2), and the invariant mass of the neutrinos from the leptonically decaying tau
system (mmis1 and mmis2). These 7 unknowns however only have 4 equations available:
 ET,x = pmis1 sinφmis1 cosφmis1 + pmis2 sinφmis2 cosφmis2
 ET,y = pmis1 sinφmis1 sinφmis1 + pmis2 sinφmis2 sinφmis2
M2τ1 = m
2
mis1 +m
2
vis1 +2
√
p2vis1 +m
2
vis1
√
p2mis1 +m
2
mis1−2pvis1 pmis1 cos∆θvm1
M2τ2 = m
2
vis2 +2
√
p2vis2 +m
2
vis2
√
p2mis2 +m
2
mis2−2pvis2 pmis2 cos∆θvm2
(4.1)
where ET,x/y are the x− and y− components of the ET, and pvis1/2 , mvis1/2 , θvis1/2 , and φvis1/2
are the momenta, invariant mass, polar, and azimuthal angles of the visible tau decay products.
The tau invariant mass is fixed to Mτ1/2 = 1.777 GeV, and ∆θvm1/2 is the polar angle between
the missing and visible components (pmis1/2 and pvis1/2) of the momentum vectors of the tau
decay products. Clearly this system of equations is under-constrained, however, a probabilistic
approach can be taken to estimate the most likely solutions for the unknowns [66]. The extra
information included is the 3-dimensional angle between the visible and missing tau decay
products,
∆Θ= cos−1
(
pvis ·pmis
|pvis||pmis|
)
(4.2)
This knowledge is encoded in a series of PDFs;P(∆Θ, pτ), which are paramaterised by fitting
∆Θ distributions (obtained for a range of pτs in simulated Z/γ∗→ ττ events) with a linear
combination of Gaussian and Landau functions of the form a0(e−a1·pτ +a2/pτ), where ai are
parameters of the fit.
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Once the appropriate PDFs have been made, the system of equations 4.1 is solved for any
point in (φmis1,φmis2 ,mmis1) space3. The angle ∆Θ is therefore fully defined, and a global event
probability4 can be determined
Pevent =P(∆θ1, pτ1)×P(∆θ2, pτ2) (4.3)
For each event, a mττ distribution is produced, weighted by thePevent for each scan point. The
maximum of this distribution is used as the final value of mττ , which will be referred to from
here as mmmc.
The efficiency of the MMC calculator can be estimated by the number of events for which
a solution is found, divided by the total number of events. While the efficiency is very high for
Z→ ττ events (approximately 99%), it is very low for backgrounds. This allows one to reject
backgrounds based on the MMC output. Deviations from 100% efficiency arise from neutrino
vectors being outside the scan window, and missing energy values fluctuating more than the
allowed 3σ .
4.5. Event Pre-Selection
After applying the trigger requirements outlined in section 4.3, it is necessary to impose further
quality criteria to the data, known as pre-selections. Various event cleaning cuts are placed to
account for bad quality events. Missing energy originating from sources besides proton-proton
collisions is suppressed by jet cleaning, where fake jets are reconstructed due to issues in
hardware, LHC beam conditions, cosmic-ray showers, and so on [67]. These corrections reject
approximately 19% of all reconstructed data, however this results in a much higher consistency
and quality of data.
After the cleaning cuts, topological cuts are placed to focus only on events with a final
state like that of the signal process. Using the object selection as described in Section 4.4, the
following requirements are placed:
3mmis1 is only required in the scan for the leptonically decaying tau, as there is less information available due to
the extra neutrino.
4As explained in [66], the MMC performance is in fact highly correlated with ET resolution. To account for
this, the resolution of ET,x and ET,y can also be included in the parameter scan, and the resolution functions
P(∆ Ex/y) = exp
[−(∆ Ex/y)/2σ2] can be included into the event probability, where σ is the ET resolution
provided by ATLAS and ∆ Ex,y is the difference between the measured and scanned values of ET,x/y.
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Process eτh Events µτh Events
ggF 125 57.75 ± 0.59 46.78 ± 0.53
VBF 125 5.586 ± 0.051 4.596 ± 0.046
WH 125 1.956 ± 0.071 1.742 ± 0.060
ZH 125 1.098 ± 0.039 0.974 ± 0.037
SS-Data 24210 ± 160 15040 ± 130
Z→ ττ 18154 ± 79 13391 ± 53
W (→ `ν)+ jets 15030 ± 190 13750 ± 240
Z/γ∗(→ ``)+ jets 1584 ± 31 920 ± 25
tt¯ 1342.7 ± 9.7 1067.1 ± 8.6
VV → `τhX 305.3 ± 6.0 278.6 ± 5.8
Signal 66.47 ± 0.60 54.09 ± 0.54
Background 60620 ± 260 44450 ± 280
Data 60810 45021
Table 4.4.: Number of events at pre-selection level for the eτh and µτh channels. The various back-
grounds are estimated using the methods described in Section 4.7, with SS-Data being a
data driven estimate of the multi-jet contribution. Uncertainties are statistical only.
• 1 light lepton (e or µ) with pT > 25 GeV is required for events passing the SLT, with
17< pT < 25 GeV for (e) events passing the LTT (SLT and LTT are defined in Section 4.3).
Events with > 1 lepton (after loosening the electron ID and muon isolation) are rejected
to suppress Z→ `` (`= e/µ) and single-top processes.
• 1 hadronic tau candidate with pT > 20(25) GeV for the SLT (LTT) trigger.
• Charge correlation between the tau and lepton is required (opposite charges).
The number of events in data, and in each of the simulated signal and background samples is
shown in Table 4.4. Figures 4.6 and 4.7 show the transverse momenta of the selected objects
(hadronic tau candidate, lepton, leading and sub-leading jets, and ET), as well as the mMMC
distribution, for both the e and µ channels. The methods used for estimating the various
background contributions are described in Section 4.7. A good agreement between data and
MC is seen for all variables.
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Figure 4.6.: Kinematic variables for the selected objects, and the mMMC distribution, at pre-selection
level for the e channel. Uncertainties are statistical and systematic.
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Figure 4.7.: Kinematic variables for the selected objects, and the mMMC distribution, at pre-selection
level for the µ channel. Uncertainties are statistical and systematic.
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4.6. Analysis Strategy
After pre-selection, the events are sorted into categories, designed to exploit specific topological
properties of the Higgs production mechanisms. The cut-based approach to the categorisation
is described here, however the motivation for, and basic features of the categories are still valid
for the hybrid and multi-variate analyses described in the following chapters.
Final states produced with Higgs boson decays can have jets in the final state. Production
via VBF and V H (when V decays hadronically) processes can result in two jets in the final
state at LO. The ggF production process can also give rise to jets through initial state radiation
(ISR – where one of the initial partons can radiate a gluon). The major background (Z→ ττ)
is produced via qq¯ at LO, and as the rate of ISR for gluons is higher than for quarks, the
rate of signal events with jet signatures should be higher than that of the backgrounds. The
backgrounds are split into four categories; the VBF category for events with two hard, forward
jets, the Boosted category for events with a boosted Higgs candidate, the 1-Jet category for
events with one associated jet in the final state, and the 0-Jet category for events with no jets in
the final state. The optimisation process for each category is described below. A summary of
the categorisation and analysis level cuts is shown in Table 4.5.
4.6.1. VBF Category
As discussed in section 4.1.1, the topology of the VBF Higgs production mode provides good
discrimination against background processes. The selection of events with a final state involving
two highly forward jets is optimised in a dedicated VBF event category. A multi-dimensional
scan was made on jet and tau candidate kinematic variables to decide upon the best cut values to
select VBF event candidates. The cut values chosen were those that maximised the significance
of the signal (s/
√
b) for all 125 GeV Higgs signal and background processes in the range
100< mMMC < 150 GeV. The background models used are those described in section 4.7.
The variables used in the scan were: leading and sub-leading jet momentum (p j1( j2)T ), di-jet
invariant mass (m j1, j2), di-jet pseudo-rapidity separation (|∆η j1, j2|), tau candidate transverse
momentum (pτT), missing energy ( ET), and the magnitude of the total transverse momentum of
the system
ptotT = |p`T +pτhT +p j1T +p j2T +ET | (4.4)
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Final cut values are shown in Table 4.5.
4.6.2. Boosted Category
The Boosted category is designed to exploit topologies with a boosted Higgs candidate. Such
topologies provide good discrimination against non-resonant backgrounds in particular. The
mass resolution for events in the Boosted category also is better than others due to the collinear
nature of the tau decay products. This allows for greater separation between Higgs signal
and the irreducible Z→ ττ background. Events that fail the VBF selection are subject to the
Boosted categorisation.
To select Boosted events, the Higgs candidate transverse momentum, defined as
pHT := |p`T +pτhT +ET | (4.5)
was used. As this definition does not depend on the jet kinematics, it is not subject to corrections
from the jet energy scale and resolutions (these corrections are a major source of uncertainties
in the analysis, as discussed in Section 4.8). Selecting only events with pHT > 100 GeV (chosen
again by studying s/
√
b) gave a high rejection rate of non-resonant backgrounds, including
multi-jet and tt¯ processes.
The boosted scenario also allows the use of the collinear approximation [66], as the
assumption the tau decay products are all travelling in the same direction is more valid. It is
possible to define the energy fractions of the visible decay products of the two tau decays as
x`(τh) =
p`(τh)vis
p`(τh)vis + p
`(τh)
mis
(4.6)
where pvis is the momentum of the visible decay products of the tau decay, and pmis is the
invisible decay products (that is, the neutrinos). The x− and y−components of the missing
energy can be written in terms of the energy fractions as
 ET,x(y) =
(
1
x`
−1
)
p`x(y)+
(
1
xτh
−1
)
pτhx(y) (4.7)
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Inverting these equations gives the energy fractions in terms of measurable quantities
x` =
pτhx · p`y− pτhy · p`x
pτhx · ET,y− pτhy · ET,x+ pτhx · p`y− pτhy · p`x
(4.8)
and
xτh =
pτhx · p`y− pτhy · p`x
pτhy · ET,x− p`x · ET,y+ pτhx · p`y− pτhy · p`x
(4.9)
These variables tend to 0.5 for signal type processes, while non-resonant backgrounds tend
higher or lower, due to lack of or other sources of missing energy in the event. The optimised
cut values for the Boosted category are found in Table 4.5.
4.6.3. n-Jet Categories
Events failing the VBF and Boosted categories fall into the 1− or 0−Jet categories. The events
are separated into 1- and 0-Jet samples by cutting on the number of jets with pT > 25 GeV. The
0-Jet category is very much dominated by Z→ ττ events, while the 1-Jet category has large
fake-τ contributions, and these differences can be targeted with analysis level cuts. The n-jet
categories are the least sensitive, however provide a large set of events with which to check
the background models against data. Due to this large available data-set, the e and µ channels
are treated separately in these categories. The optimised cut values for the n-jet categories are
found in table 4.5.
4.6.4. Analysis Level Selection
After selecting categories based on specific event topologies, a series of analysis level cuts
were placed to reject specific non-resonant background components, and also to define control
regions for the various background estimation methods described in section 4.7.
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Transverse Mass of Lepton and Missing Energy
The transverse mass of the lepton and missing energy is defined as
mT =
√
2p`T ET [1− cos∆φ(`, ET)] (4.10)
where ∆φ(`, ET) is the angle between the lepton and the ET vectors in the transverse plane of
the detector. This variable is used to reject W (→ `ν)+ jets and tt¯ events which have high mT,
from signal events with low mT. A cut of mT < 50 GeV is placed for the VBF, Boosted, and
1-jet categories, with a lower cut of mT < 30 GeV for the 0-jet category.
The mT is also useful for defining control regions. The 0-jet category in the range 30<mT <
40 GeV is used as a Z→ ee control region, while the mT > 70 GeV region in all categories
is used to select W (→ `ν)+ jets events for the so called k−factor method of background
normalisation, described in Section 4.7.
Angular Separation of Tau Candidates
The angular separation of the visible tau decay products is given by
∆R =
√
|φτh−φ`|2+ |ητh−η`|2 (4.11)
This separation is dependent on the boost of the parent Higgs candidate. The correlation
between ∆R and pHT is different for signal, Z→ ττ , and non-resonant background processes.
Parameterising the dependence in signal events by a Landau function, an estimate of the
predicted ∆Rpred.(pHT ) is obtained. The deviation of the measured ∆R from the prediction is
then given by
∆(∆R) = |∆R−∆Rpred.(pHT )| (4.12)
Table 4.5 shows the ∆(∆R) cuts used for each analysis category.
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Azimuthal Angles of Tau Decay Products
A measure of the angular separation between the visible tau decay products and the missing
energy vector is given by
∑∆φ = |φ`− φ |+ |φτh− φ | (4.13)
where φ is the azimuthal angle of the missing energy in the transverse plane. Typically, the
missing energy points between the visible decay products in φ for signal (and Z→ ττ) events,
giving ∑∆φ < pi . This variable provides extra discrimination power against W (→ `ν)+ jets
events which generally have much larger values of ∑∆φ . Table 4.5 shows the ∑∆φ cuts used
for each analysis category.
Fake Tau Candidates from e and µ
Suppression of Z→ `` (`= e/µ) events can be achieved through minimising the fake rate of
e/µ → τh candidates. The lepton vetoes placed in the tau candidate object selection provide
much of the power, however there are extra cuts that can be placed at the analysis level in the 1-
and 0-jet categories, referred to as Z→ `` rejection cuts in Table 4.5.
For muon fakes, which are often accompanied by an extra track due to Bremsstrahlung radi-
ation, the electromagnetic fraction ( fEM; the fraction of energy of the tau candidate deposited
in the EM calorimeters) is usually lower than that of true tau candidates. A cut of fEM > 0.1 is
therefore applied to 2-prong tau candidates (before the tau object selection is placed) where the
invariant mass of the track-muon pair is 80< mµ,trk < 100 GeV. The cut on the invariant mass
was chosen to retain as many true tau candidates as possible.
Electrons fake taus at the highest rates in the very centre of the detector, |η |< 0.05, due to
the lack of coverage of the TRT and EM calorimeters. To reject these fakes, any 1-prong tau
candidates from this region are rejected.
Momentum Asymmetry of Tau Decay Products
The extra neutrino from the leptonic tau decay can cause a momentum asymmetry between the
visible tau decay products. This is exploited in the 0-jet category, by requiring that p`T− pτhT < 0.
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VBF Boosted 1-Jet 0-Jet Loose VBF
C
at
eg
or
y
pτT > 30 GeV not VBF not Boosted not 1-Jet p
j1( j2)
T > 30 GeV
 ET > 20 GeV  ET > 20 GeV  ET > 20 GeV  ET > 20 GeV ∆η j1, j2 > 2
p j1( j2)T > 40 GeV p
H
T > 100 GeV p
j1
T > 25 GeV p
j1
T < 25 GeV m j1, j2 > 200 GeV
η j1 ×η j2 < 0 0< xl < 1
∆η j1, j2 > 3 0.2< xτh < 1.2
m j1, j2 > 500 GeV
jet centrality
ptotT < 40 GeV
A
na
ly
si
s
mT < 50 GeV mT < 50 GeV mT < 50 GeV mT < 30 GeV
∆(∆R)< 1 ∆(∆R)< 0.6 ∆(∆R)< 0.6 ∆(∆R)< 0.5
∑∆φ < 2.9 ∑∆φ < 1.6 ∑∆φ < 3.5 ∑∆φ < 3.5
Z→ `` rejection Z→ `` rejection
p`T− pτhT < 0
tt¯
mT > 50 GeV mT > 50 GeV mT > 50 GeV mT > 50 GeV mT > 50 GeV
b-tag b-tag b-tag b-tag b-tag
W
mT > 70 GeV mT > 70 GeV mT > 70 GeV
no b-tag no b-tag no b-tag
no x` cut
no xτh cut
pHT > 50 GeV
Z
→
ττ mT < 70 GeV mT < 70 GeV
40< mvis < 80 GeV 40< mvis < 80 GeV
no b-tag no b-tag
Q
C
D
no iso. lepton
mT < 50 GeV
no b-tag
Table 4.5.: Category and analysis cuts for the cut-based analysis. eτh and µτh channels are combined
for VBF and Boosted categories, and treated separately for the 1− and 0−jet categories.
The Loose VBF category is used in the fake-factor method (described in Section 4.7.6). tt¯,
W , Z→ ττ and QCD refer to control regions applied on top of the category selection for
use in calculating k−factors (described in Section 4.7.1). Any cuts in the control regions
supersede those in the categorisation.
Events with two real tau candidates (signal and Z → ττ) are assumed to have a negative
momentum imbalance, while W (→ `ν)+ jets and multi-jet events will peak in the positive.
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Process VBF Boosted
ggF 125 0.162 ± 0.024 ± 0.0380.023 3.94 ± 0.12 ± 0.220.23
VBF 125 0.836 ± 0.020 ± 0.1090.101 1.436 ± 0.026 ± 0.074
WH 125 < 0.01 0.528 ± 0.036 ± 0.0310.029
ZH 125 < 0.01 0.297 ± 0.021 ± 0.0190.018
Z→ ττ 6.46 ± 0.44 ± 1.471.30 535 ± 15 ± 2625
Fake-τ 1.23 ± 0.22 ± 0.110.14
SS-Data 65.5 ± 8.4 ± 3.7
W (→ `ν)+ jets 34.3 ± 5.5 ± 9.66.5
tt¯ 0.82 ± 0.24 ± 0.180.17 41.3 ± 1.4 ± 4.44.1
Z→ `` 0.39 ± 0.22 ± 0.200.23 4.5 ± 1.3 ± 1.51.7
Di-boson 0.085 ± 0.031 ± 0.0220.031 7.39 ± 0.34 ± 0.680.73
Signal 0.998 ± 0.031 ± 0.113 6.20 ± 0.13 ± 0.230.24
Background 9.31 ± 0.60 ± 1.59 688 ± 18 ± 2927
Data 10 692
Table 4.6.: Number of events after categorisation and analysis level cuts. The various backgrounds are
estimated using the methods described in Section 4.7. Z→ ττ refers to VBF filtered MC
for the VBF category, and the embedding sample for all others. SS-Data is a data driven
estimate of the multi-jet contribution using the OS-rSS method, and Fake-τ is the estimate
of fakes from multi-jets and W (→ `ν)+ jets contributions using the fake factor method.
Quoted uncertainties are statistical and systematic respectively, as calculated in Section 4.8.
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4.7. Background Estimation Methods
The major background contributions for this analysis come from Z→ ττ and QCD multi-jet
events. Wherever possible, a data-driven approach is used to model these events, allowing
larger statistics samples with underlying event properties that more fully match those of true
ATLAS data. The Z → ττ events can be modelled using a method known as embedding.
The QCD multi-jet estimates can be modelled by the OS-rSS method, which exploits the
charge-correlation between the selected lepton and hadronic tau, or the fake-factor method,
which uses a more direct measurement of the jet → τh fake rate from data for use in the
statistically limited VBF category. The aim of the QCD multi-jet estimations are not necessarily
to increase statistics, but rather to better model the fake rates of e→ τh, µ → τh and jet→ τh
mis-reconstructions in data.
Where data-driven estimates cannot be made, MC event numbers are normalised to data in
appropriate control regions (CRs) via the k−factor method. The CRs were chosen such that
the purity of the background being studied was as high as possible, whilst maintaining a high
efficiency. The cuts used to select the CRs are shown along with the category definitions in
Table 4.5. All analysis variables of interest were checked in each CR to ensure an accurate
modelling of the data with MC. Data-driven and MC-based methods are detailed below.
4.7.1. OS-rSS and the k−Factor Method
Except for the VBF category (in which the fake-factor method is used), the OS-rSS method
provides the overall background estimation framework for the analysis. As the analysis requires
the charges of the selected tau candidate and the lepton to have opposite-sign (OS), same-sign
(SS) events can be used to model QCD multi-jet events. After accounting for events from other
background processes that may be double-counted in the SS sample, the OS events are taken
as estimates of all other background processes. The process of calculating any normalisation
required for the MC samples is referred to as the k−factor method.
The charge correlation between the selected lepton and hadronic tau (i.e., q`qτh) is different
between the major backgrounds. Backgrounds with a real hadronic tau (Z→ ττ , tt¯, single-t and
VV → `τhX) or those where a lepton fakes the hadronic tau (Z/γ∗(→ ``)+ jets) have strong
charge correlation, so the final signal region will mainly contain OS events where q`qτh < 0.
However, events where a jet fakes the hadronic tau (mainly QCD multi-jets, W (→ `ν)+ jets
and tt¯ events) contain some charge asymmetry, resulting in SS events where q`qτh > 0 in the
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signal region. As the event selection requires q`qτh < 0, the SS events from data are orthogonal
to the final selection, and can be used to estimate the QCD multi-jets background.
It must be assumed that the shape of the mMMC distribution for the QCD background in the
signal region is the same for OS and SS events (this can be seen to be true by looking at the
OS and SS events in data in Figure 4.8). The number of events in each selection however is
not expected to be equal, as the charge correlation depends on the production mechanism of
the event (QCD jets formed from either qq¯, qq′, or qq¯′ are expected to be charge correlated,
while qg or gg processes are not). Thus, a correction factor rQCD = N
QCD
OS /N
QCD
SS is applied to
account for any biases.
rQCD Calculation
The calculation of rQCD, described in [1], is obtained from a QCD-enriched control region. By
selecting events with ET < 15 GeV, mT < 30 GeV, no requirement of lepton isolation, and a
BDTloose tau-ID (as described in Section 3.3.3), a set of events with < 35% contamination
from electroweak and top processes is obtained (which are subsequently subtracted from MC
estimates after appropriate normalisation corrections). The value rQCD was calculated separately
for the electron and muon channels in [1], as reτhQCD = 1.000±0.051 and rµτhQCD = 1.177±0.066.
Checks of the OS and SS event shapes of the key kinematic distributions in the QCD control
region after subtracting electroweak and top contributions were conducted and are shown in
Figure 4.8.
Total Background Estimate Using the OS-rSS Method
Using the method described above to estimate the QCD multi-jet contribution, and estimating
the other backgrounds as described below, the number of background events is given by
Nbkd = rQCD ·NdataSS +NZ→ττcorr. +NW+ jetscorr. +NZ→``(→τ)corr.
+NZ→``+ jet(→τ)corr. +Ntt¯+single-tcorr. +N
VV
corr.
(4.14)
where the terms NXcorr. refer to contributions from the other backgrounds (MC or the embedding
sample) corrected for events already included in NdataSS , and any MC-data discrepancies due
to mis-modelling of the e→ τh and jet → τh fake rates or other normalisation uncertainties.
These contributions are generally estimated by
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Figure 4.8.: Comparison of shapes for mMMC, ET and mT distributions in OS and SS events from the
QCD control region for the eτh (left) and µτh (right) channels. Contributions from elec-
troweak and top backgrounds are subtracted from data and all distributions are normalised
to the unit area. [1]
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NXcorr. = k
X
OS ·NXOS− rQCD · kXSS ·NXSS (4.15)
for some background X , where a scale factor kOS(SS) provides the corrections described above,
and is calculated using
kX =
Ndata−Nothers
NX
(4.16)
As the OS and SS components of the backgrounds can differ in shape and number, this scale
factor is calculated for both (that is, kOS and kSS).
The k−factors and their CR definitions are described below for all MC-based estimates. As
the k−factors depend on other background estimations to be correctly calculated, the order
in which they are estimated can make a difference. Therefore, the factors were calculated in
order of kZ``→ ktop→ kW → kZττ , using the previous factor in each subsequent calculation.
The following sections outline the specifics of the calculation for each background category.
Table 4.8 shows the k−factors for each analysis category.
4.7.2. Z→ ττ Background Estimation
Two methods are used to estimate the Z→ ττ background contributions, both the k−factor
method and the embedding method. As it is a data-driven approach, the embedding method
would be ideal to use for all background categories. However, as the procedure is limited to the
number of reconstructed Z→ µµ events in data and other selection efficiencies as described
below, the final number of embedding events passing the VBF event selection is only ≈ 10
times the number of expected Z→ ττ events. Thus, a special VBF filtered Z→ ττ MC data-set
was created. This filtering, as well as the embedding method, is explained below.
τ-Embedding in Z→ µµ ATLAS Data
The embedding method involves taking Z→ µµ events from ATLAS data (which, except for
the mass difference between the muon and tau are kinematically identical to Z→ ττ events)
and replacing the muons with simulated tau decays. The benefit of such a method is that
the jet activity, underlying event properties, and pile-up conditions are taken directly from
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data, and only the well understood tau decays need to be simulated. It must be noted that
while this method models the shapes of the distributions correctly, the overall normalisation of
these events is not, and so MC-based Z→ ττ events are still required for this purpose. The
embedding procedure involves five main steps:
1. Z → µµ events from data are selected by requiring two oppositely charged muons
(satisfying the object selection described in 4.4), with pT > 15 GeV, and no other tracks of
up to 2% of the muon pT within a cone of ∆R< 0.2 of the muon track. The muon pair is
also required to come from a common vertex, and have an invariant mass, mµµ > 40 GeV.
2. The kinematics of the muons are then extracted from the Z→ µµ event. At the truth
level, the muons are replaced with truth taus, after modifying their four-momenta due to
the muon-tau mass difference, such that
pτ =
√
E2µ −m2τ
with the production vertex set to that of the muons.
3. The Z→ ττ kinematics are then simulated, using TAUOLA to decay the tau (including
both leptonic and hadronic decays) and PHOTOS to add any photon radiation, producing
a clean decay with no underlying event, calorimeter noise, or pile-up. A filter is applied to
only use events with pe/mu/τT > 15 GeV before any simulation/digitisation/reconstruction
to increase the statistics in the final analysis event selection. This Z→ ττ decay is known
as a mini event.
4. Before implanting the Z→ ττ mini event, the muons must be removed from the Z→ µµ
data event. A Z→ µµ mini event is simulated with the kinematics of the real muons,
in order to subtract the associated energy deposits in the calorimeter. All muon tracks
are also removed from the event. Now the Z→ ττ mini event is added to the data event,
adding all tracks and calorimeter deposits due to the tau decays.
5. Finally, the event is re-reconstructed, in order to recalculate the missing energy and object
properties of the event.
After producing the embedding sample, it needs to be appropriately normalised. Taking
the number of events in the Z→ ττ ALPGEN MC as correct, the embedding sample is scaled
separately in the e and µ channels by factors kembe = NZ→ττMCe /Nembe = 0.104± 0.001 and
kembµ = N
Z→ττMC
µ /N
emb
µ = 0.074±0.001.
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VBF Filtered Z→ ττ Monte-Carlo
To produce enough statistics for the VBF category, a VBF-filtered ALPGEN Z → `` (` =
e/µ/τ) sample was created. The full VBF selection was not applied, rather, a relaxed selection
was applied to the truth jets at the MC particle level. Jets were required to be within |η |< 5.0
with a pT > 15 GeV, and be reconstructed by the anti-kT algorithm within a cone of ∆R< 0.4.
After removing overlap between leptons and jets, the events were fully simulated if they had at
least two selected jets, a pair of jets with an invariant mass m j1 j2 > 200 GeV and a separation
of |∆η j1 j2|> 2.0.
A scaling factor kZ→ττ was then determined using a Z→ ττ control region, defined with
mT < 70 GeV, a visible mass near the Z peak, 40< mvis < 70 GeV and a b−tag veto. A value
of kZ→ττ = 0.88±0.09 was obtained.
4.7.3. Z/γ∗(→ ``)+ jets Background Estimation
To model the backgrounds originating from Z→ `` events, different approaches are required
depending on whether the fake τ candidate comes from an electron, muon, or jet. The different
methods are detailed here.
Z→ ee(e→ τh)
To model the Z→ ee(e→ τh) contribution, a CR is defined with the invariant mass of the elec-
tron and tau candidate being 80<mτ,e < 100 GeV, and the same selection as the 0−jet category
without the ET cut. Finally, only single-prong tau candidates are selected, and the transverse
mass of the system is required to be within 30<mT < 40 GeV to maintain orthogonality to the
signal region and W CR. The data/MC ratio is then extracted as kZ→ee(e→τh) = 0.98±0.24.
Z→ µµ(µ → τh)
The Z→ µµ(µ → τh) events provide a very small proportion of the total background (< 1%).
As such, no suitable CR could be found and so a normalisation factor of kZ→µµ(µ→τh) =
1.0±0.0 was used. The normalisation therefore is taken directly from the ALPGEN simulation,
with any associated uncertainties.
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Z→ ``( jet→ τh)
The normalisation estimate of Z→ ``( jet→ τh) events is taken directly from the ALPGEN
simulation, however, due to the known mis-modelling of the jet → τh fake rates, a further
correction is needed. A sample of two OS leptons (e/µ) is obtained from data, and then one of
the associated jets is required to be reconstructed as a tau candidate, passing the same ID as
the analysis selection. The fake rate here is independent of any charge or flavour correlations
between the taus leptons. The rate is calculated in regions corresponding to each of the analysis
categories; VBF (p j1T > 50 GeV, p
τ
T > 30 GeV), Boosted (p
H
T > 50 GeV), and 1- and 0-jet
categories (p j1T > 25 GeV). After subtracting all other backgrounds, the Z→ `` MC where
there is no truth tau is scaled to match data. Due to low statistics in the VBF category, the
normalisation factor was calculated to be kZ→``( jet→τh)V BF = 1.00±0.34, while all other categories
agreed within statistical uncertainties to give kZ→``( jet→τh)others = 0.56±0.03.
4.7.4. tt¯ and single-t Background Estimation
The background from tt¯ processes includes events with high jet multiplicity, including those
originating from b-quarks. In order to test the agreement between data and MC, a control region
rich in tt¯ events and orthogonal to the signal regions is selected. For each analysis category, the
categorisation cuts described in Section 4.6 are firstly applied. In order to enhance the tt¯ purity
and ensure orthogonality to the signal regions however, the transverse mass cut is inverted
(mT > 50 GeV), and a b−tagged jet is required. The tt¯ background is then scaled by a factor
ktt¯ such that the overall background yield in the control region matches that of the data. This
scaling is done separately for opposite-sign and same-sign events, with the obtained values
shown in Table 4.8.
4.7.5. W (→ `ν)+ jets Background Estimation
The W (→ `ν)+ jets background primarily consists of a real lepton from the W decay, plus
an associated jet that is misidentified as a hadronic tau candidate. The available MC sample
overestimates the W (→ `ν)+ jets contribution across all analysis categories. A data-driven
approach to the W (→ `ν)+ jets background estimate can be used with the fake-factor method
in the VBF category, however a scaling of the MC to match the data yield in an appropriate CR
is used in all other categories. After the base categorisation cuts are applied, a W CR is selected
by placing a transverse mass cut of mT > 70 GeV, to select for the high neutrino content of
H→ τ`τh Search with the ATLAS Detector 84
W (→ `ν)+ jets events. To increase the available statistics in the Boosted category, the x` and
xτh cuts are dropped, and the Higgs candidate momentum cut is relaxed to p
H
T > 50 GeV.
As explained in section 4.7.1, hadronic tau fake rates for quark jets (dominant in OS events)
and gluon jets (dominant in SS events) differ, and as such kW (→`ν)+jets is calculated separately
for OS and SS events. Calculations are also done separately for eτh and µτh channels, and are
shown in Table 4.8.
4.7.6. Fake Factor Method
In the OS-rSS method, SS events were used to estimate the number events with a fake-hadronic
tau originating largely from QCD multi-jet events. A significant number of fake-τh candidates
however also come from W (→ `ν)+ jets processes. Due to the W (→ `ν)+ jets MC sample in
the VBF category being statistically limited, along with the potential mis-modelling of the tau
fake rates, a data-driven way of estimating these events is also desired. One such way is the
fake-factor (FF) method.
The FF method provides a way of estimating the number of fake-τh events in the signal
region (SR) by assuming that the hadronic tau fake rate can be extrapolated from events where
the hadronic tau candidate fails the the ID requirements of the selection. An anti-τ (or τ¯) sample
is therefore obtained by inverting the tau-ID requirements in the SR data. The number of these
events Ndataτ¯ , when multiplied by the calculated fake factor f , give the estimated number of
fake-τh events in the SR;
N f akeest = f ·Ndataτ¯ (4.17)
As there are two sources of fake-τhs, two fake factors are calculated; fW and fQCD for fakes
from W (→ `ν)+ jets and QCD multi-jet processes respectively. The SR contains both of these
events in some ratio rW , and so a mixed fake factor fMIX is obtained for the final fake estimate;
fMIX = rW · fW +(1− rW ) · fQCD (4.18)
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Signal Region W Control Region QCD Control Region
Se
le
ct
io
n
isolated lepton isolated lepton no isolated lepton
mT < 50 GeV mT > 70 GeV mT < 50 GeV
p j1( j2)T > 30 GeV p
j1( j2)
T > 30 GeV p
j1( j2)
T > 30 GeV
no b-tag no b-tag no b-tag
∆η j1, j2 > 2 ∆η j1, j2 > 2 ∆η j1, j2 > 2
m j1, j2 > 200 GeV m j1, j2 > 200 GeV m j1, j2 > 200 GeV
Table 4.9.: Selection regions for the FF calculation.
The values fW , fQCD, and rW are calculated using a loose VBF category selection to increase
the available statistics, requiring only two leading jets with p j1( j2)T > 30 GeV, ∆η j1, j2 > 2, and
m j1, j2 > 200 GeV to account for Z → ττ MC filtering as discussed in Section 4.7.2, and a
b−tag veto. The requirements on lepton isolation and the mT of the system depend on which
control region is being selected, and are shown in Table 4.9.
Figure 4.9 shows the mvis distributions for the hadronic tau and anti-τ events in each FF
control region. The large discrepancy between data and MC in the QCD CR comes from
the fact that there is not yet any QCD multi-jet estimation included in the model. It is clear
from these plots that the number of events available in the anti-τ sample is far greater than the
hadronic tau sample, however in the W and QCD CRs, the relative amounts of each background
contribution remains similar.
rW Calculation
The ratio of W (→ `ν)+ jets to QCD multi-jet events in the SR can be estimated by
rW =
NWest
NWest +N
QCD
est
(4.19)
Again using the anti-τ sample and assuming a similar background composition to the hadronic
tau events, NWest can itself be calculated by
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Figure 4.9.: Tau and anti-τh mvis distributions for the loose VBF W CR in (a) and (b), and the QCD
CR in (c) and (d). Difference between MC and data is due to missing QCD multi-jet MC.
Uncertainties are statistical and systematic.
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EτT [GeV] CR N
τ¯ data N τ¯W MC N τ¯ X MC NWest N
QCD
est rW
(30,40)
W 2479±50 1667±35
SR 2973±55 1149±29 431±5 1709±66 833±86 0.67±0.02
(40,60)
W 2394±49 1573±34
SR 2574±51 1017±25 488±5 1547±60 539±79 0.74±0.03
(60,80)
W 981±31 673±20
SR 1027±32 415±21 230±3 604±40 193±52 0.76±0.05
(80,200)
W 939±31 754±23
SR 957±31 512±17 231±3 637±35 89±47 0.88±0.06
Table 4.10.: Number of events in each background and region required for the calculation of rW , binned
by EτT . Uncertainties are statistical only.
NWest = N
τ¯ data
WCR ×
N τ¯W MCSR
N τ¯W MCWCR
(4.20)
where N τ¯ dataWCR is the number of anti-τ events in the W CR data, and the multiplicative factor is
the selection efficiency of anti-τ candidates in W MC between the signal region and the W CR.
The estimated number of QCD events is calculated taking anti-τ data in the SR, less the
NWest and other background components N
τ¯ X MC
SR ,
NQCDest = N
τ¯ data
SR − (NWest +N τ¯ X MCSR ) (4.21)
As the fake rate is expected to change with the tau energy, rW is calculated in bins of EτT . The
numbers of events in each background and control region are shown in Table 4.10, along with
the value of rW in each bin. The rW curve is also shown in Figure 4.10.
fMIX Calculation
The calculation of fW and fQCD are carried out in their respective control regions as per
Equation 4.17, in bins of EτT as with rW . Table 4.11 shows the number of tau and anti-τ events
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EτT [GeV] CR Nτ Nτ¯ f
(30,40)
W 58±11 1940±50 0.030±0.006
QCD 479±22 25562±161 0.019±0.001
MIX 0.026±0.004+0.004−0.007
(40,60)
W 38±10 1774±49 0.021±0.006
QCD 284±17 20687±145 0.014±0.001
MIX 0.019±0.004+0.002−0.006
(60,80)
W 18±7 692±32 0.026±0.010
QCD 106±11 7195±86 0.015±0.001
MIX 0.023±0.008+0.003−0.008
(80,200)
W 5±5 673±31 0.008±0.008
QCD 79±9 6076±79 0.013±0.002
MIX 0.008±0.007+0.005−0.001
Table 4.11.: Number of tau and anti-τ candidates in each FF control region, and the final fW/QCD/MIX
numbers for each EτT bin. Uncertainties are statistical only except for the fMIX values which
have a systematic uncertainty based on varying the rW value up and down.
in each control region, in each bin of EτT . The fake factor for each region is also given, with the
final fMIX as calculated per Equation 4.18. The fake factor curves are also shown in Figure 4.10.
The statistical uncertainty on the FF measurement is estimated by taking the extremes of
fMIX by assuming a maximum uncertainty on the rW measurement, effectively saying the SR
contains only either W (→ `ν)+ jets or QCD multi-jet fakes exclusively. If more W MC was
available, an independent validation for rW could be conducted reducing its uncertainty, and in
turn, the FF uncertainty.
Total Background Estimate Using the FF Method
Incorporating the fake-τh estimate into the total background model now gives
Nbkd =(Ndataτ¯ −NMCτ¯ )× fMIX +NMCτ (4.22)
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Figure 4.10.: Fake Factors (left axis) and rW (right axis) values as a function of tau transverse energy.
where NMCτ¯/τ represents events from Z→ ττ , Z→ ``, tt¯, single-t, and VV → `τhX backgrounds,
in either the τ¯ or tau selected samples. The remaining backgrounds modelled by MC are
corrected by a kXOS as calculated in Section 4.7.1; k
tt¯
OS = 1.00±0.06, kZ→ττOS = 0.88±0.09, and
kZ/γ
∗(→``)+jets = 1.00±0.34.
Figure 4.11 shows the number of hadronic tau events in the W and QCD CRs, as well as the
SR, after using fW , fQCD, and fMIX for estimating the fake-τh contribution. A good agreement
is seen across all regions, validating the assumption that the background composition in the
anti-τ and hadronic tau samples are similar, and that the calculation of rW is sound. Also shown
is the FF SR region using the OS-rSS method for estimating the fake-τh contribution. The
OS-rSS method overestimates the fake backgrounds in the region where a Higgs signal may be
expected, as well as providing low event yields in the tails of the distribution.
4.8. Systematic Uncertainties
The main source of uncertainty in this analysis is statistical, due to the lack of available MC
events. Other uncertainties arise however from both the theoretical models used to produce
the background samples, and also experimental uncertainties from the ATLAS detector. This
section outlines the various sources of systematic uncertainties. Section 4.9 explains how these
uncertainties enter the limit extraction procedure as nuisance parameters.
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Figure 4.11.: mvis distributions for (a) the W control region using fW+ jets, (b) the QCD control region
using FQCD, and (c) the loose VBF region using fMIX . Uncertainties are statistical and
systematic. Plot (d) shows the loose VBF region selection using the OS-rSS method. All
other background contributions are included in the others category.
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mH [GeV ] B Uncertainty [%]
110 +6.9−6.7
115 +6.4−6.3
120 +6.1−6.0
125 +5.7−5.7
130 +5.3−5.2
135 +4.8−4.8
140 +3.6−3.6
145 +3.3−3.3
150 +3.0−3.1
Table 4.12.: Higgs branching ratio (B) uncertainty variation (%) for each simulated Higgs mass point
[68].
The size of the uncertainties for the VBF and Boosted analysis categories are shown as an
example in Tables 4.14 and 4.15, giving the changes in the nominal event yields by varying the
systematic up and down. The systematics are ordered by the impact of varying the parameter up
and down on the final value of the signal strength, extracted by the fit described in Section 4.9.
It can be see that jet the energy scale and resolution uncertainties, as well as the background
estimation uncertainties generally are the most important systematics.
4.8.1. H→ ττ Branching Fraction Uncertainties
Provided by the Higgs cross-section working group [68], uncertainties are assigned to the
branching fraction of H→ ττ (when referring to this uncertainty later, it will be identified as
BR tautau) for each simulated mass point, as shown in Table 4.12.
4.8.2. QCD Scale and PDF Uncertainties
To account for missing higher order QCD corrections to the Higgs production cross-sections,
QCD scale uncertainties are provided by the LHC Higgs cross-section working group [69].
Factorisation and renormalisation scales are varied around the nominal value to estimate the
uncertainty. Table 4.13 shows the percentage variation in the cross-section for each signal
topology and each sample Higgs mass.
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mH [GeV ] QCDscale qqH QCDscale ggH QCDscale ZH QCDscale WH
100 +0.4−0.3
+7.8
−8.4
+1.1
−1.2
+0.6
−0.5
105 +0.3−0.3
+7.7
−8.3
+1.3
−1.6
+0.3
−0.8
110 +0.5−0.2
+7.5
−8.1
+1.2
−1.2
+0.3
−0.7
115 +0.2−0.2
+7.4
−8.0
+1.3
−1.2
+0.4
−0.8
120 +0.3−0.4
+7.2
−7.9
+1.5
−1.2
+0.4
−0.7
125 +0.3−0.3
+7.1
−7.8
+1.4
−1.6
+0.2
−0.8
130 +0.3−0.2
+7.0
−7.7
+1.5
−1.4
+0.3
−0.8
135 +0.5−0.1
+6.9
−7.6
+1.7
−1.4
+0.7
−0.4
140 +0.2−0.2
+6.8
−7.5
+1.5
−1.6
+0.5
−0.5
145 +0.4−0.0
+6.7
−7.5
+1.8
−1.8
+0.2
−0.8
150 +0.2−0.1
+6.6
−7.4
+1.8
−1.6
+0.4
−0.8
Table 4.13.: QCDscale uncertainty variations (%) for the VBF (QCDscale qqH), ggF (QCDscale ggH),
and V H (QCDscale ZH and QCDscale WH) signal topologies, for each simulated Higgs
mass point [69].
The PDF uncertainties are also provided by the Higgs cross-section working group. The
variation of the signal production cross-sections when using different PDF sets are obtained
from the MCFM generator [70]. The uncertainty on the ggF cross-section (pdf gg) is calculated
to be ±8%, while the uncertainties on the VBF and V H production modes (pdf qq) are ±4%.
4.8.3. Electron Uncertainties
There are multiple sources of systematic uncertainties considered for electrons; energy scale
and resolution, identification efficiency, and calorimeter isolation uncertainties [71]. For
the electron energy scale (E SCALE), a 1(3)% uncertainty is placed on the electromagnetic
calorimeter energy clusters in the central (forward) region, with the calibration calculated in
ATLAS data by using well studied Z → ee and J/Ψ→ ee resonances [72]. To account for
mis-modelling in the electron energy resolution (E RES), a 1–4% energy smearing is applied to
all energy clusters, again calculated by measuring the di-electron invariant mass from Z decays
in ATLAS data.
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Electron identification efficiency uncertainty has been measured to be approximately 3%
using tag-and-probe5 methods in Z→ ee data [33], while the calorimeter isolation uncertainty
is propagated to the final event yields by varying the isolation energy correction by ±2(±4)%
for electrons with pT > (<)20 GeV. These uncertainties are treated as correlated, and enter the
analysis together as an electron efficiency term, E EFF.
4.8.4. Muon Uncertainties
Muon systematic uncertainties enter through varying the muon momentum resolution (M RES)
and identification efficiencies (M EFF). A percentage uncertainty of ±1% is applied for M EFF,
calculated from a tag-and-probe analysis of Z→ µµ decays in ATLAS data [73]. Similarly,
a ±1% uncertainty is assigned to M RES, by measuring the width of Z→ µµ and W → µνµ
decays in ATLAS data [62].
4.8.5. Tau Uncertainties
Hadronically decaying taus will decay inside the hadronic calorimeter, and as such a correct
calibration of the tau jet energy scale is required. The systematic uncertainties of the tau energy
scale TES are included in the analysis by smearing the pT of all tau jets passing the object
selection [74]. Corrections to the hadronic tau energy scale from the jet energy scale, are
derived from simulated Z→ ττ and W → τν events, providing corrections to be applied to the
energy recorded by ATLAS. An uncertainty of on average 3% is assigned to the TES, which is
assumed to be correlated with the jet energy scale (JES – see the next section), and so these
uncertainties are added together in quadrature.
Tau identification efficiency uncertainties (T EFF) were calculated for the various tau
identification algorithms, again using a tag-and-probe approach [53]. For the BDTmedium
algorithm used in this analysis, uncertainties are assigned to 4(8)% for taus with pT > 22(20<
pT < 22) GeV.
5tag-and-probe refers to the method of taking a well known decay (such as Z→ ee), tagging one leg using tight
identification algorithms, and probing the other leg using whichever identification method is to be tested.
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4.8.6. Jet and MET Uncertainties
Jet property uncertainties arise from both global energy scale effects, and due to uncertainties
in the flavour composition of each event. A conservative estimate of the jet energy scale (JES)
uncertainty, derived from studying the average calorimeter energy response of calibrated jets,
was applied by smearing the pT of all jets passing the object selection by 7–10% [64]. As
mentioned in the previous section, the hadronic tau energy scale uncertainty TES is added in
quadrature to the jet energy scale uncertainty, and both are used as a correlated uncertainty
JES TES. The effect of the jet energy resolution (JER) uncertainty on the event yields, estimated
using simulated di-jet data to be up to 10% [75], was also studied by smearing the jet pTs
before event selection.
Uncertainties in the electron, hadronic tau, and jet energy scales and resolutions are propag-
ated to the missing energy uncertainty (by varying their contributions in Equation 3.6) as
MET SCALE and MET RES.
4.8.7. Trigger and Luminosity Uncertainties
Systematic uncertainties on the electron trigger (E TRIG) [76] and muon trigger (M TRIG) [77]
efficiencies are found to be of order 1%, obtained by varying the object selections in the
efficiency measurements, and also studying the effects of using different MC generators in the
simulated data. These uncertainties are added in quadrature to the E(M) EFF terms in the final
treatment.
A total uncertainty on the integrated luminosity of the 2011 run is taken as±1.8%, estimated
using various luminosity detectors and algorithms [37].
4.8.8. Background Estimate Uncertainty
The data-driven background estimate in Section 4.7 gives rise to systematic uncertainties for
each of the calculated k−factors (K X, where X is the background component), as well as rQCD
(RQCD) and fMIX (FF). The statistical uncertainty on the k−factor calculation is used as the
systematic variation on the background estimate (as per the analysis outlined in [1]), with each
shown in Table 4.8. The uncertainty on rQCD is ±5.1(±5.6)% for electron (muon) events. As
explained in Section 4.7.6, the systematic uncertainty on the fake factor measurement is taken
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as the maximum variation in the rW estimate, leading to approximately ±30–60% uncertainty
depending on the tau energy bin.
4.9. Limit Setting Procedure
This sections outlines how an exclusion limit for the production cross-section of the SM Higgs
boson, normalised to the theory cross-section, is determined. The signal strength parameter
µ = σ/σSMH gives a measure of deviations from the SM prediction. The question then asked is
what is the largest signal strength that can exist, given the observed data? The approach taken
is the standard method used by ATLAS to extract exclusion limits [78].
4.9.1. Exclusion Limits and the Signal Strength
To test the agreement of the observed data di to the model prediction pi in some N-binned
distribution, a binned likelihood function is defined as the product of the Poisson probabilities
in each bin i;
L =
N
∏
i
pdii
di!
e−pi (4.23)
This is a simplistic view of the likelihood, as we must also include the systematic uncertainties
of the model into the test. These uncertainties enter as nuisance parameters θ (note that this is a
vector of parameters), applied to the background bi and signal si models. The model prediction
in each bin therefore, depending on the signal strength µ (where µ = 1 defines the nominal
signal plus background hypothesis) can be given by
pi(µ,θ) = bi(θ)+µsi(θ) (4.24)
Now, the likelihood function can be written as
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VBF ggF Z→ ττ Fake-τ Others
NOM 0.836 0.162 6.455 1.277 1.573
STAT ±0.020 ±0.024 ±0.437 ±0.224 ±0.348
SYST +0.109−0.110
+0.028
−0.023
+1.467
−1.296
+0.503
−0.512
+0.297
−0.316
JER ±0.003 ±0.002 ±0.590 ±0.130
JES TES +0.101−0.102
+0.021
−0.022
+1.127
−0.865
+0.238
−0.086
FF +0.486−0.489
E RES −0.001−0.002
−0.036
−0.041
+0.000
−0.129
E SCALE +0.002−0.000
+0.000
−0.043
−0.000
−0.015
MET RES +0.005−0.002
+0.003
−0.000
−0.043
+0.212
−0.021
−0.049
K ZTT ±0.660
MET SCALE −0.011+0.014
−0.016
+0.003
−0.059
+0.049
−0.001
−0.159
K TT ±0.066
K ZLL JET ±0.091
K ZLL +0.091−0.028
T EFF ±0.033 ±0.006 ±0.256 ±0.024
M EFF ±0.006 ±0.001 ±0.043 ±0.009
BR tautau ±0.048 ±0.009
M SCALE +0.000−0.001 ±0.000 +0.000−0.007 +0.000−0.001
E EFF +0.002−0.006
+0.000
−0.002
+0.094
−0.131
+0.012
−0.014
pdf qq ±0.033
QCDScale ggH +0.012−0.013
pdf gg ±0.013
QCDScale qqH ±0.003
Table 4.14.: Statistical and systematic uncertainties as on the nominal event yields for the VBF category,
ordered by the size of their influence on the fitted signal strength. NOM, STAT, and SYST refer
to the nominal yield, statistical uncertainty, and total systematic uncertainty respectively.
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VBF ggF WH ZH Embedding SS Data Others
NOM 1.436 3.940 0.528 0.297 535.209 65.540 89.655
SYST ±0.026 ±0.115 ±0.036 ±0.021 ±14.516 ±8.349 ±5.882
STAT ±0.073 +0.215−0.226 +0.031−0.029 +0.019−0.018 +26.262−25.292 ±3.709 +15.367−10.469
JER ±0.009 ±0.019 ±0.006 ±0.003 ±2.971
JES TES +0.021−0.020
+0.099
−0.114
+0.017
−0.010
+0.011
−0.009
+10.908
−7.576
K EMB ±3.030
K TT ±3.151
K W ±4.280
K ZLL JET ±0.010
K ZLL ±0.010
T EFF ±0.060 ±0.161 ±0.022 ±0.012 ±22.163 ±1.246
MET SCALE −0.002+0.004
−0.014
−0.009
+0.004
+0.002
−0.005
+0.003
+3.826
−2.s163
RQCD ±0.195 ±3.462 ±1.794
M EFF ±0.011 ±0.028 ±0.004 ±0.002 ±11.063 ±0.721
E RES +0.002+0.000
+0.017
+0.007
−0.001
+0.005
+0.003
+0.001
−0.955
−0.453
−0.149
+0.988
E SCALE +0.002+0.002
−0.001
+0.004
+0.002
+0.005
+0.001
−0.000
+0.978
+0.181
+0.545
+1.562
BR tautau ±0.082 ±0.225 ±0.030 ±0.017
M SCALE +0.000−0.002
−0.003
−0.004
+0.000
−0.001
−0.000
−0.000
+0.539
−0.637
−0.005
−0.116
pdf gg ±0.115
E EFF +0.004−0.009
+0.011
−0.025
+0.001
−0.004
+0.001
−0.002 ±4.704 +0.337−0.451
QCDScale ggH +0.102−0.112
MET RES −0.003−0.006
−0.027
−0.047
+0.001
+0.001
+0.003
−0.000
−1.619
−1.237
pdf qq ±0.158 ±0.021 ±0.012
QCDScale WH +0.001−0.004
QCDScale ZH +0.004−0.005
QCDScale qqH ±0.004
Table 4.15.: Statistical and systematic uncertainties as on the nominal event yields for the Boosted
category, ordered by the size of their influence on the fitted signal strength. NOM, STAT,
and SYST refer to the nominal yield, statistical uncertainty, and total systematic uncertainty
respectively.
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L (µ,θ) =
N
∏
i
(bi(θ)+µsi(θ))di
di!
e−(bi(θ)+µsi(θ)) (4.25)
The best possible fit to the data is found by taking the values of µ and θ that maximise L .
This is known as the unconditional maximum likelihood L (µˆ, θˆ), with µˆ being the observed
signal strength and θˆ the best values for the nuisance parameters. For any other value of µ , the
conditional maximum likelihood L (µ, θˆ) can be found by choosing θˆ to again maximiseL .
The ratio of these two likelihoods λ (µ) is the profile likelihood ratio
λ (µ) =
L (µ,θ)
L (µˆ, θˆ)
(4.26)
with a value of λ (µ)→ 1 meaning a good agreement between the data and the best possible
model for the specified signal strength. The value of the likelihood ratio is then used to construct
a test statistic qµ as
qµ =
−2lnλ (µ) if µˆ ≤ µ0 if µˆ > µ (4.27)
The smaller the observed signal strength µˆ is with respect to the hypothesised signal strength
µ , the greater the incompatibility between the model and the data, and the larger qµ becomes.
In the region where µˆ > µ , then the signal hypothesis is still valid, and qµ = 0. From here, a
p-value can be calculated to give a measure of the probability of obtaining a result at least as
large as the observed µˆ;
pµ =
∫ ∞
qµˆ
f (qµ |µ)dqµ (4.28)
where f (qµ |µ) is the pdf of qµ . Now it is possible to obtain an upper limit on the signal strength
by finding the largest value of µ excluded by the data. The value of µ that gives pµ = 0.05
defines an upper limit at the 95% confidence level, which is interpreted as there being less than
a 5% chance of missing as signal at least this large in the data.
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In order to optimise the analysis, an expectation of the what the exclusion limit may be,
without looking at the data, is required. To achieve this, pseudo data can be constructed from
the modelled background and signal predictions as
dAi (µ) = bi+µsi (4.29)
where dAi (µ) is the Asimov data [78]. The most tightly constrained exclusion limit is then
calculated by testing dAi (0) in place of the observed data. By assuming the background-only
model, the test is mainly sensitive to how well the nuisance parameters can be constrained in
the fit, giving a handle on how to improve the model.
This Asimov data is used to create 95% confidence level exclusion limits6 on σ/σSMH , that
is, a limit on how sensitive the analysis is to the SM Higgs boson cross section (σSMH ). For
instance, an exclusion limit of 3×σSMH indicates that the analysis is only sensitive to a signal if
it occurs at three times the expected SM rate. An analysis is deemed sensitive to the signal if
the exclusion limit is below one.
4.9.2. Statistical Significance
Now, to test whether any excess of observed data came from background fluctuation and not
from any signal, a new test is required. A test statistic q0 is defined as
q0 =
−2lnλ (µ) if µˆ ≥ 00 if µˆ < 0 (4.30)
Now, any excess in the data (µˆ ≥ 0) is not consistent with a background-only model. The
probability that the background has fluctuated up in such a way to produce the observed data is
p0 =
∫ ∞
qµˆ
f (q0|0)dq0 (4.31)
6Often dubbed “Brazillian Plots” due to the green and yellow bands for the ±1σ and ±2σ uncertainties, as seen
in Section 4.10.2.
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Bin Merging
1. Begin with histogram with 10 GeV bins from 0–400 GeV
2. For each background, look for worst bin, starting with score s(b) = 0:
n(b) = total bin content for bin b
ε(b) = total error on bin b
a) If n(b)≤ 0: s(b) += 1−n(b)
b) If ε(b)/n(b)> 1: s(b) += ε(b)/n(b)
3. Take bin with the highest score bmax, and merge:
a) If n(bmax+1)> n(bmax−1): Merge bins bmax and bmax+1
b) If n(bmax+1)< n(bmax−1): Merge bins bmax and bmax−1
4. Continue until all bins have s(b) = 0
Algorithm 4.1: Bin merging algorithm.
For ease, this value is often converted to the number of standard deviations (σ ) that µˆ is from
µ = 0. In particle physics, if the analysis is sensitive to potential signal, it is customary to claim
an excess of 3σ as an evidence, with an excess of at least 5σ as observation.
4.10. Results
Exclusion limits are obtained by applying the method discussed in the previous section to the
mMMC distribution for each analysis category, and then combining the results. To ensure a
converging fit, it is required that all bins of the distribution to be fit have non-zero values for
each background component. For this reason, the tt¯, Z→ ``, di-boson, and W (→ `ν)+ jets (for
the non-VBF categories) are combined into an others category, as there are insufficient statistics
to populate the distribution otherwise. Also, a rebinning procedure is applied by finding the
worst bin in the distribution, and then merging it with the bin above or below depending on
which has a higher content. The bin ranking is done per background, with bins with negative7
or zero content being deemed worst, followed by those where the total uncertainty on the bin is
greater than 100% of its content. Each bin b is given a score s(b), based on its content, and
the bin with the highest score is then merged with its neighbour. The procedure is outlined in
Algorithm 4.1.
7a negative yield can arise if the MC event weight is less than zero, due to the specifics of the background
estimation method, or the MC generator setting an event weight to -1 when calculating NLO decays [79]
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Scale systematics are included as nuisance parameters in the fit by allowing the nom-
inal shape to vary up and down by its ±1σ uncertainty (scale systematics include K X,
RQCD, FF, E/M/T EFF, BR tautau, pdf qq/gg, and QCDScale qqH/ggH/WH/ZH), while shape
systematics are treated with separate ±1σ histograms (shape systematics include JES TES,
E/M/MET SCALE, JER, and E/MET RES). The fitting procedure is carried out using the ROOT
packages ROOSTATS [80] for implementing the likelihood function, and ROOFIT [81] for the
minimisation. The mMMC pre-fit distributions with their final binning are shown in Figure 4.12.
4.10.1. Fit Validation
After performing the fit, the reliability of the background model and the treatment of the
systematics can be studied using pull distributions. A pull-distribution tests the post-fit values
(θˆ ) of the nuisance parameters, compared to their nominal pre-fit values (θ0), and the expected
uncertainty ∆θ ;
pull =
σˆ −θ0
δθ
(4.32)
The systematics are shown to be well accounted for if the pull is consistent with 0. Any
deviation suggests a possible mis-modelling of the background, or an over/underestimation of
the size of the systematic. Furthermore, the post-fit impact (∆µˆ ) of each nuisance parameter,
calculated by setting each nuisance parameter value to its ±1σ variation, and refitting, can be
investigated. The post-fit impact gives a measure of the influence of each nuisance parameter
on the fitted signal strength.
Figure 4.13 shows the pull distributions for the VBF and Boosted categories. The nuisance
parameters can be seen to be well modelled, with the fitted values being consistent with the
nominal values for all systematics to ±1σ uncertainties. Both categories also show that the
JER and JES TES nuisance parameters have the largest effect on the fitted signal strength.
The pull distributions for the 1- and 0-Jet categories are shown in 4.14. A much larger
discrepancy between the nominal and fitted nuisance parameters can be seen. The large upward
shifts in the identification efficiency nuisance parameters T EFF and E EFF, are likely due to
a potential mis-modelling of the large fake-τ content of the 1-Jet category, and the Z→ ττ
contribution for the 0-Jet category. A mis-modelling of the jets in the 0-Jet category may
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Figure 4.12.: mMMC pre-fit distributions in the signal region for each analysis category. Z → ``, tt¯,
di-boson, and W (→ `ν)+ jets backgrounds are grouped into the others category. Errors
include statistical errors and all systematic uncertainties. Bins are merged according to
Algorithm 4.1, with bin contents scaled to number of events for every 10 GeV.
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similarly be responsible for the large pulls on the jet and MET energy scale and resolution
nuisance parameters JES TES and MET RES.
It should be emphasised here that, although there is room for improving the background
model and systematic treatment for the 1- and 0-Jet categories, similar pull distributions
were found for the analysis techniques discussed in the following chapters. Although the
inclusion of the 1- and 0-Jet categories in the final fits may lessen the robustness of the observed
exclusion limits and signal strengths, the primary focus of this thesis is a comparison of analysis
techniques. Removing these categories lessens the information available to study the differences
in these techniques, and as such, all analysis categories will be included in the final fits. The
expected exclusion limits and signal strengths using only the VBF and Boosted categories for
the various analysis techniques show the same trends as the full combination, and Figures are
included in Appendix A.
Finally, Figure 4.15 shows the pull distribution for the combined fit, as well as the purely
VBF and Boosted combination, referred to as the non-jet combined category. The pulls for
the combined fit indicate a large upward shift for T EFF and a large downward shift for E RES,
driven primarily by the 1- and 0-Jet categories. This is supported by the non-jet combination
fit, which shows a much more consistent agreement between the pre- and post-fit nuisance
parameter values.
4.10.2. Exclusion Limits and Signal Strength
The exclusion limit for each category is calculated separately, with the 95% confidence level
limits on σ/σSMH as a function of assumed mH shown in Figure 4.16. For each category, the
highest expected limit is placed at mH = 125 GeV, as this was the mass point at which the
analysis was optimised. The Boosted category provides the most stringent expected limit at
5.3+7.9−3.9×σSMH at mH = 125 GeV, followed by the VBF category with 5.6+8.9−4.1×σSMH . It can be
seen that even though the signal purity of the VBF category is highest, the high uncertainties
placed on the background estimation compared to the Boosted category lower its significance.
The observed limits agree with the expected limits to within 2σ for all categories. The
departure of the observed from expected limits in the 0- and 1-Jet categories can be attributed to
the background model slightly over- and underestimating the data in each category respectively,
as can be seen in Figure 4.12.
A combined exclusion limit as obtained as shown in Figure 4.17, with an expected upper
limit on the Higgs production cross section placed at 2.9+1.4−0.8 × σSMH for mH = 125 GeV,
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Figure 4.13.: Pull distributions for the (a) VBF and (b) Boosted categories in the cut-based analysis.
Black points show the fitted value of the nuisance parameter θˆ with ±1σ error bars, with
respect to the nominal value θ0. Blue bands show the post-fit impact of the nuisance
parameter on the fitted signal strength µˆ by varying up (hatched) or down (open) the
post-fit nuisance parameter value by ±1σ .
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Figure 4.14.: Pull distributions for the (a) 1-Jet and (b) 0-Jet categories in the cut-based analysis. Black
points show the fitted value of the nuisance parameter θˆ with±1σ error bars, with respect
to the nominal value θ0. Blue bands show the post-fit impact of the nuisance parameter on
the fitted signal strength µˆ by varying up (hatched) or down (open) the post-fit nuisance
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Figure 4.15.: Pull distributions for the (a) combined and (b) non-jet combined categories in the cut-
based analysis. Black points show the fitted value of the nuisance parameter θˆ with ±1σ
error bars, with respect to the nominal value θ0. Blue bands show the post-fit impact of
the nuisance parameter on the fitted signal strength µˆ by varying up (hatched) or down
(open) the post-fit nuisance parameter value by ±1σ .
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Figure 4.16.: Cut-based exclusion limits for VBF, Boosted, 1-Jet, and 0-Jet analysis categories. Uncer-
tainties are statistical and systematic.
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Figure 4.17.: Cut-based (a) exclusion limits and (b) signal significance for VBF, Boosted, 1-Jet, and
0-Jet analysis categories combined. Uncertainties are statistical and systematic.
and an observed limit of 3.2×σSMH . The observed limit is within the ±1σ uncertainties of
the expected limit across the entire mass range. Also shown in Figure 4.17 is the signal
significance as a function of mH , assuming the background-only hypothesis. At mH = 125 GeV,
an expected significance of p0 = 0.22 (0.78σ ) is set. The observed significance however is
below zero, which while consistent with the background-only hypothesis, it does indicate that
the background model was overestimated. No significant excess of data is observed.
A comparison of the exclusion limits for each individual category at mH = 125 GeV is
shown in Figure 4.18, as well as the fitted value of the signal strength (µˆ) for each category, and
the combined case. The combined result µˆ =−0.2±1.2 is consistent both with the existence
of a 125 GeV mass Higgs boson (µ = 1), and also the background-only hypothesis (µ = 0) at
the 1σ level. Individually, all categories are consistent with either hypothesis within 2σ .
In the next chapter, a multi-variate approach is taken to try and improve the cut-based
analysis, and in particular the expected limits from the VBF category. This cut-based analysis,
and specifically the expected exclusion limit at mH = 125 GeV will serve as the benchmark
upon which the so-called hybrid analysis will be compared.
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Figure 4.18.: (a) Comparison of cut-based exclusion limits for each individual analysis category, and
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Chapter 5.
Multi-Variate Analysis Techniques and an
H→ τ`τh Hybrid Analysis
This chapter will give an overview of multi-variate analysis techniques, in particular the boosted
decision tree. The application of these techniques to the H → τ`τh analysis of the previous
chapter will then be explored, with a comparison of the results obtained presented.
5.1. Multi-Variate Analyses
Multi-variate analyses (MVA) are a machine learning approach to data analysis. Rather than
analysing data by hand to determine the best methods of signal extraction, an algorithm is
trained to learn to make predictions about the data, given various inputs. Many MVA methods
however can be subject to a problem known as overtraining, where specific features of the
training sample are selected, rather than the general features of the data. Care must therefore
be taken when constructing the MVA classifiers. The MVA technique discussed here is that of
the Boosted Decision Tree (BDT), with the theory explained in more detail in [82].
5.1.1. Decision Trees
The standard classification problem in particle physics is the separation of signal and back-
ground events, given some detector response in the form of variables. A cut-based analysis
will take these variables and apply certain requirements or cuts on them to preferentially select
signal-type events and discard background-type events. The problem here is that the events
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that fail the classification may very well be signal events. The simple cut-based approach is
therefore not robust against event mis-classifications.
The decision tree approach is to take the otherwise discarded events and apply further
selections, performing a series of sequential binary splits in the feature space to recover mis-
classified events. A set of N events {(xi,yi)}Ni=1 with variables xi = {x1,x2, ...,xn}i and known
classifications
yi =
+1, if event is signal−1, if event is background (5.1)
referred to as the training sample is used to grow the tree, while a separate set of events, the
testing sample, is used to analyse the results.
A tree is grown by placing a cut on one of the variables, splitting the data into two branches.
This point becomes a node. This splitting continues down each branch until some stopping
condition is met, and the branch ends in a leaf. Figure 5.1 shows an example of a simple
decision tree. Notice that signal events that fail the x1 > a cut at the first node may be recovered
at the right node by the x3 < c cut.
The optimal splitting variable and value can be determined in many ways, with a common
choice being the gini index. Given a region of feature space R j, where j runs over the total
number of regions of interest, the number of signal and background events are NSj and N
B
j . The
gini index g j is then given by
g j = Pj(1−Pj) (5.2)
where Pj is the purity
Pj =
NSj
NSj +N
B
j
(5.3)
To decide which variable to cut on and where, two new regions Rx<cj and R
x≥c
j are created by
placing a cut c on variable xi. The choice of (xi,c) that maximises the separation of the two
new regions, i.e. the quantity
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Figure 5.1.: Example of a simple decision tree, separating signal S from background B.
∆g j = g j−
Nxi<cj g
xi<c
j +N
xi≥c
j g
xi≥c
j
Nxi<cj +N
xi≥c
j
(5.4)
defines the node.
The stopping conditions provide the simplest way of controlling the power of a decision tree.
One condition is the minimum leaf size, whereby a node becomes a leaf when it contains too
few events, allowing one to protect against statistical fluctuations. Another stopping condition
is the maximum depth - the maximum number of splits that can occur. Once a leaf is formed, it
may be classified as signal according to its purity. A leaf is classified as signal if P≥ 0.5.
Decision trees have the potential to be powerful, but also unstable. A small change in
training data can produce a large change in the final tree. Also, decision trees grown from small
training samples, or those with highly correlated features, are likely to reach their stopping
conditions early. Such trees may end up as simple rectangular cuts on the feature space, with
poor discriminating power. By using many of these simple trees simultaneously however, a
more detailed map of the space may be constructed. This remedy is known as boosting.
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5.1.2. Boosting
The aim of boosting is to add many weak classifiers (trees) together to make a single strong
classifier. The desired outcome is a function F(x) that maps a set of variables x to the known
responses y, that is, we require a model that can predict whether an event is signal or background,
given its properties. Consider now a weighted sum of M weak classifiers h(x;am);
F(x) =
M
∑
m=1
αmh(x;am) (5.5)
where each is built on some training sample of N events {(xi,yi)}Ni=1, and has parameters
am = {a1, ...,ak}. A straight sum is not ideal, as not every classifier will perform equally and a
way to preferentially select the more accurate classifiers is needed. The contribution of each
classifier in the sum is therefore weighted by some coefficient αm, where
M
∑
m=1
αm = 1 (5.6)
Calculating and optimising the classifiers and their coefficients may not be a trivial task. Rather
than trying to optimise all the terms of the sum at once via some complicated fit, each term
can be optimised individually, after taking into account all the proceeding terms. The model at
each boost step Fm(x) is therefore given by
Fm(x) = Fm−1(x)+αmh(x;am) (5.7)
and each coefficient αm and classifier parameters am are optimised in such a way that the
performance of the model improves. This process is known as forward stagewise additive
modelling, and can be compared to iteratively adding corrections to a function expansion. The
next step is to decide upon how the optimisation is done. At its simplest, optimisation involves
the minimisation of some metric, which in our case we will call the loss function.
The loss function L(y,F(x)) is defined to measure the deviation of the model response F(x)
from the true response y. Each boost step is therefore optimised by choosing the coefficient
and classifier parameters such that the deviation from the true response is minimised, i.e.;
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(αm,am) = argminα,a
N
∑
i=1
L(yi,Fm−1(xi)+αh(xi;a)) (5.8)
A simple example of a loss function is that of exponential loss;
L(y,F(x)) = e−F(x)y (5.9)
where for each event, both the model and known responses are either signal (S = 1) or back-
ground (B =−1). A more forgiving model of loss is binomial log-likelihood loss,
L(y,F(x)) = ln
(
1+ e−2F(x)y
)
(5.10)
The minimisation in equation 5.8 can be done explicitly in the case of exponential loss, while
the binomial log-likelihood loss function requires an analytical approach, such as the gradient
descent method, to minimise. The specifics of the minimisation depend on the boosting
algorithm. Two algorithms studied in this thesis are the Adaptive Boost (AdaBoost) [83] and
Gradient Boost [84] methods, as implemented by the ROOT Toolkit for Multivariate Data
Analysis package, TMVA [85].
AdaBoost
The AdaBoost approach to boosting decision trees involves a reweighting of the data at each
boost step before training a new tree. The weights are determined based on the classification
error of the previous tree. Events that are classified correctly are weighted up, and those
mis-classified are weighted down.
To build the forest of classifiers as in equation 5.5, we start with data as defined above
and the exponential loss function. Each iteration m of the algorithm starts by setting the event
weights according to the classification error of the forest so far;
w(m)i = e
−yiFm−1(xi) (5.11)
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To optimise the next decision tree h(xi;a) and the coefficients αm, we must now minimise the
loss function
L =
N
∑
i=1
e−yiFm(xi) (5.12)
=
N
∑
i=1
w(m)i e
−yiαmhm(xi;a)) (5.13)
Now, splitting this sum into terms where the event is correctly classified (yi = hm(xi;a)) or
incorrectly classified (yi=hm(xi;a)) gives
L = ∑
yi=hm(xi;a)
w(m)i e
−αm + ∑
yi=hm(xi;a)
w(m)i e
αm (5.14)
It can then be shown the tree that minimises L must also minimise the classification error
incorporated into each w(m)i . It can also be shown that, given the optimised tree, the coefficients
αm can then be found by minimising L by setting ∂L∂αm = 0 and solving for αm, giving
αm =
1
2
log

∑
yi=hm(xi;a)
w(m)i
∑
yi=hm(xi;a)
w(m)i
 (5.15)
Defining the weighted error rate to be
εm =
∑
yi=h j(xi;a)
w(m)i
N
∑
i=1
w(m)i
(5.16)
results in the boost weight for the AdaBoost algorithm
αm =
1
2
log
(
1− εm
εm
)
(5.17)
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The final result is a score S(xi) ∈ [−1,1] for each event, which is the weighted sum of classifier
outcomes for each boost step. The AdaBoost algorithm is summarised in algorithm 5.1. Rather
than relying on the binary classifier outcome h(xi;a) to build the score, the training purity –
the amount of signal or background events in each leaf compared to the total – can be used as
the signal or background weights. When implemented here it results in the Real-AdaBoost
algorithm, however it can be used for any boosting procedure.
The use of the exponential loss function results in poorly performing trees are weighted
down quite harshly, meaning that AdaBoost can converge to a strong classifier quite quickly.
This trait however also means that AdaBoost is also subject to overtraining, where specific
properties of the training sample are emphasised in the final discriminator, rather than the global
trends. The impact of statistical fluctuations can be lessened by changing the learning rate
β , which can slow the boosting by multiplying αm by some value 0< β ≤ 1. This forces the
algorithm to make smaller adjustments to the event weights at each boost step. Other boosting
methods that are more robust against overtraining may also be used. One such example is
gradient boosting.
Gradient Boost
Gradient boosting can accommodate a variety of loss functions, and as such, can be made less
prone to overtraining. One caveat to this is that the number of boosts required to achieve a
similar performance to AdaBoost can be greater. However, when dealing with small numbers
of training events as is the case in rare physics searches, it will be seen in Section 6.3.2 that the
loss in speed is well worth the increase in robustness.
Unlike AdaBoost which relies on the mis-classification rate, the Gradient boosting algorithm
relies on calculating the gradient of the loss function at each boost step, and growing regression
trees1 to predict the calculated gradient at each leaf. The tree weights αm are then those that
minimise the loss after adding the new tree to the forest.
Once again, given data {xi,yi}Ni=1 and assuming binomial log-likelihood loss (Equa-
tion 5.10), the first step of the boosting procedure is to calculate the gradient of the loss
function, referred to here as the target2 tim
1Unlike a decision tree which acts as a simple classifier, the leaves of a regression tree can be continuous
variables. The splitting procedure also differs compared to decision trees, with the splitting variables and
values being those that minimise the average square error after the split.
2called the “pseudo” residual in the jargon.
Multi-Variate Analysis Techniques and an H→ τ`τh Hybrid Analysis 117
AdaBoost (TMVA Implementation)
1. Begin with data {(xi,yi)}Ni=1 where yi ∈ {−1,1} and weights w(0)i = 1
2. Train classifier h0(xi;a) ∈ {−1,1}
3. For each boost step m ∈ {1,2, ...,M}:
a) Train classifier hm(xia) with modified weights
w(m)i = e
−yiFm−1(xi)
b) Calculate classification error rate εm and derive the boost rate
αm =
1
2
log
(
1− εm
εm
)
c) Add the new classifier to the forest
Fm(xi) = Fm−1(xi)+βαmhm(xi,a)
where β is the learning rate
4. The final classifier score S(xi) is then
S(xi) = β
M
∑
m=1
αmhm(xi;am)
Algorithm 5.1: AdaBoost TMVA implementation [85]
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tim =−
[
∂L(yi,F(xi))
∂F(xi)
]
Fm(xi)=Fm−1(xi)
(5.18)
A weak learner h(x;am) is then fitted to the targets (can be thought of as a classifier being
trained on the set {xi, tim}Ni=1, effectively replacing the true response yi with the targets). The
optimal value of αm is then that which minimises the loss L(y,Fm−1(xi)+αmh(xi;am)). This
is a difficult optimisation problem when using binomial log-likelihood loss, however it can be
simplified by the use of regression trees.
The result of a regression tree is a set of J regions {R jm}Jj=1 (like leaves of a decision
tree), that return the average value of the targets within. By treating each region separately,
the minimisation can be reduced to the problem of calculating the γ jm that minimises the loss
L(y,Fm−1(xi)+ γ jm), for xi ∈ R jm. The model is then updated at each step, in each region
separately, and the forest becomes
Fm(xi) = Fm−1(xi)+β
J
∑
j=1
γ jm for xi ∈ R jm (5.19)
As the model response converges, the gradient of the loss function - the targets - also converge
and become stable. Any new regression trees grown will not add any new discrimination power,
although unlike AdaBoost, they will not likely lead to overtraining. The final outcome of the
algorithm is a score S(xi) ∈ [−1,1], and its implementation as found in TMVA is described in
Algorithm 5.2.
5.2. Hybrid Multi-Variate/Cut-Based Analysis
The multi-variate techniques outlined above may be used to increase the sensitivity of the
search for the SM Higgs. The simplest extension of the analysis in the previous chapter is to
simply take the variables used in the VBF categorisation, and add them to a BDT. This naive
approach will be referred to as the hybrid method, and is used as a stepping stone to performing
a full, dedicated multi-variate analysis (detailed in Chapter 6).
This section outlines the analysis structure of the hybrid method, and the process in which a
BDT is constructed for selecting events in the hybrid VBF category, VBFHBD. The choice of
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Gradient Boost (TMVA Implementation)
1. Begin with data {(xi,yi)}Ni=1 where yi ∈ {−1,1}
2. Calculate initial target ti0 = yi/2
3. Grow regression tree h0(x;am) to predict initial target
4. For each boost step m ∈ {1,2, ...,M}:
a) Calculate targets
tim =
2yi
e2yiFm−1(xi)+1
b) Fit hm(x;a) to target making a set of regions {R jm}Jj=1
c) Choose γ that minimises L(yi,Fm−1(xi)+ γ) in every region R jm
γ jm =
∑
i∈R jm
witim
∑
i∈R jm
w2i |tim|(1−|tim|)
d) Update the model by adding γ jm to the forest for every region R jm
Fm(xi) = Fm−1(xi)+β
J
∑
j=1
γ jm
where β is the learning rate (shrinkage).
5. The final forest is then
F(xi) = β
M
∑
m=1
J
∑
j=1
γ jm
and the classifier score is
S(xi) =
2
1+ e−2F(xi)
−1
Algorithm 5.2: Gradient Boost TMVA implementation [85]
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VBF HBD Boosted 1-Jet 0-Jet
C
at
eg
or
y
N jet ≥ 2 not VBF not Boosted not 1-Jet
m j1 j2 > 200 GeV p
H
T > 100 GeV N jet = 1 N jet = 0
∆η j1 j2 > 2 0< xl < 1 p
j1
T > 25 GeV  ET > 20 GeV
BDTHBD > xHBD 0.2< xτh < 1.2  ET > 20 GeV
 ET > 20 GeV
A
na
ly
si
s mT < 50 GeV mT < 50 GeV mT < 50 GeV mT < 30 GeV
∆(∆R)< 1 ∆(∆R)< 0.6 ∆(∆R)< 0.6 ∆(∆R)< 0.5
Σ∆(φ)< 2.9 Σ∆(φ)< 1.6 Σ∆(φ)< 3.5 Σ∆(φ)< 3.5
Z→ `` rejection Z→ `` rejection
Table 5.1.: Selection cuts for Hybrid categories.
boosting algorithm and training parameters used in the TMVA framework are also discussed,
along with the process for choosing a cut on the discriminator BDTHBD to select the VBFHBD
events. Finally, the exclusion limits obtained from this analysis are presented, and compared to
those from the cut-based analysis.
5.2.1. Categorisation and Background Modelling
While in the cut-based analysis the categorisation cuts were optimised to provide the best signal
efficiency for the VBF category, in the hybrid method, BDTHBD is expected to perform the
selection. For this reason the VBFpre-BDTHBD category is defined loosely; requiring two jets of
pT > 25 GeV, and with m j1 j2 > 200 GeV and ∆η( j1, j2)> 2. The latter two cuts are placed in
order to use the ALPGEN VBF filtered Z→ ττ sample as per the cut-based analysis, as these
selections are present in the MC filtering. The Boosted, 1-jet and 0-jet categories are defined as
they were in the cut-based analysis. All category and analysis level cut definitions are shown in
Table 5.1.
The background estimation methods implemented here are the same as those used for
the cut-based analysis, including the k−factors, fake-factor weights, rQCD, and embedding
correction factors (shown in Table 4.8).
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5.2.2. Growing BDTHBD
The task of building the decision tree and performing the boosting to produce BDTHBD is
handled by TMVA, as explained in Section 5.1. The user however must define the training and
testing samples to be used, as well as the training variables, and training parameters.
Training and Testing Samples
To construct BDTHBD, signal and background samples must first be selected. While the most
obvious selection would be to use all the analysis backgrounds, it was decided to only train
against the Z → ττ contribution. Figure 5.2 shows the mMMC distribution for VBFpre-BDTHBD
before, and after signal region analysis level cuts. The yields for each background are shown
in Table 5.2, where it can be seen that the analysis level cuts reject & 70% of all backgrounds
except Z→ ττ (with only≈ 30% signal loss). As such, training against these other backgrounds
would only serve to separate events in BDT space that the analysis cuts can already remove.
This decision was also made for the first attempt as these background samples have negative
weights in some bins of the distribution, and handling negatively weighted events for the
fake-factor method in the TMVA framework is not trivial (this issue however was resolved for
the full-MVA analysis, described in Section 6.2.3).
It is required that the samples be split into roughly equal-sized training and testing samples.
In order to increase the statistics available to TMVA to limit overtraining, both the embedding
and ALPGEN Z → ττ VBF filtered samples were used; with ALPGEN for training, and
embedding for testing. The signal sample consisted of H→ τ`τh VBF events only, for a Higgs
mass of every 5 GeV in the range 100–150 GeV. The existence of a 126 GeV Higgs boson was
not assumed, and so the analysis was designed to be sensitive over a large possible mass range.
Training Variables
The variables used to construct BDTHBD are those used in the cut-based definition of the VBF
category, as described in Section 4.6.1, and are listed in Table 6.4. In the cut-based analysis the
η centrality is a Boolean value indicating whether or not the lepton or tau is between the two
leading jets in pseudorapidity. As the BDT requires a continuous variable for training, the η
centrality Cη1η2(η) is now defined as the distance between the lepton (or tau) and the middle
of the two leading jets in pseudorapidity;
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Figure 5.2.: VBFpre-BDTHBD category (a) without and (b) with analysis level cuts. Uncertainties are statist-
ical and systematic.
Process VBFHBD VBFHBD+SR % Reduction
ggF 125 3.32 ± 0.12 2.16 ± 0.09 35
VBF 125 4.95 ± 0.05 3.57 ± 0.04 28
WH 125 0.12 ± 0.02 0.06 ± 0.01 50
ZH 125 0.06 ± 0.01 0.03 ± 0.01 50
Z→ ττ 319.8 ± 3.0 223.7 ± 2.4 30
Fake-τ 893.8 ± 6.4 165.6 ± 2.9 81
tt¯ 318.4 ± 3.9 71.3 ± 1.9 78
Z→ `` 152.5 ± 4.4 47.4 ± 2.5 69
Di-boson 15.19 ± 0.93 4.24 ± 0.27 72
Signal 8.46 ± 0.13 5.83 ± 0.10 31
Background 1829 ± 10 552.4 ± 5.4 70
Table 5.2.: Yields for the VBFpre-BDTHBD category before and after signal region (SR) analysis level cuts,
as well as the percent reduction in yield. Uncertainties are statistical only.
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Cη1η2(η) = exp
[
−
(
2
η1−η2
)2(
η− η1+η2
2
)2]
(5.20)
where η1(2) are the pseudorapidities of the leading two jets, and η is the lepton or tau pseu-
dorapidity. This definition leads to three cases:
Cη1η2(η)

= 1 if `/τ is in the middle of the two leading jets
= 1/e if `/τ is aligned with one of the two leading jets
< 1/e if `/τ is outside of the two leading jets
(5.21)
The BDTHBD input variables are shown for the VBF
pre-BDT
HBD selection in Figures 5.3 and 5.4,
and show good agreement between Data/MC.
Training Parameters
The parameters of the BDT training algorithm were not optimised for the hybrid study; rather,
the default values defined by TMVA for use with a BDT were used. It will be interesting
however to compare these values with those used in the full MVA analysis of Chapter 6, which
did undergo training parameter optimisation, and as such Table 6.3 shows the parameters of
interest for the hybrid BDT (as well as the BDTs constructed in the full-MVA analysis).
These parameters are described in detail in Section 6.3.2, but simply, the BoostType refers
to the particular boosting algorithm used, with the Learning Rate being the strength of each
boost step. The NTrees parameter defines how many boost steps are applied in the training,
with MaxDepth and nCuts being the maximum depth of decision tree, and the number of points
in the available parameter space used to determine the optimal node splitting, for each trained
classifier. Finally, the MinNodeSize defines the minimum number (as a percentage) of training
events required in the final leaf.
BDTHBD Validation
Figure 5.5 shows the BDTHBD after training and testing. Also shown is the Receiver Operating
Characteristic (ROC) curve, which gives the fraction of background rejected (1− εB) as a
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Figure 5.3.: Tau and lepton kinematic variables fed into BDTHBD. Uncertainties are statistical and
systematic.
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Figure 5.4.: Jet kinematic variables fed into BDTHBD. Uncertainties are statistical and systematic.
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Figure 5.5.: (a) BDT score and (b) ROC curve outputs from TMVA.
function of signal efficiency (εS) for a series of cuts along the BDT score. As will be seen in
Chapter 6, the ROC curve is a useful tool to analyse the performance of a BDT. The area under
the ROC curve will tend towards 1 as the performance increases, approaching a step-like shape.
The BDTHBD can be seen to separate the signal and background samples, with the signal
events peaking at a BDTHBD score of ≈ 0.1, and the background events at ≈−0.1. It must be
noted however that the signal and background samples here are both normalised to the same
yield, and the background consists solely of Z→ ττ events. To see the true separation power
of the discriminant, it must be applied back to all appropriately normalised background events.
Figure 5.6a shows the BDTHBD score after being applied to the full data set, for the
VBFpre-BDTHBD category before any signal region selection. The apparent separation here is less
significant than observed in Figure 5.5, however the location of the peak for the mH = 125 GeV
signal is still shifted from the peak from the major background components. In order to
remain blind to any potential signal, data is not shown in this distribution. To validate the
background model for BDTHBD, a side-band region is defined as the VBF
pre-BDT
HBD selection with
mMMC < 100 GeV or mMMC > 150 GeV, with BDTHBD shown in Figure 5.6b. While these
events may make it into the final fit, they are away from any expected signal and so provide a
suitable data-set to check the background model. Good agreement between data and MC is
seen across the whole BDTHBD range.
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Figure 5.6.: BDTHBD after (a) VBF
pre-BDT
HBD categorisation and (b) after VBF
pre-BDT
HBD and a side-band
selection of mMMC < 100 GeV or mMMC > 150 GeV. H→ ττ signal is×100. Uncertainties
are statistical and systematic.
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Figure 5.7.: Exclusion as a function of BDTHBD with mH = 125 GeV. Blue line indicates final cut value
chosen. Uncertainties are statistical and systematic.
BDTHBD Cut
The final step of the VBF category selection is to cut on the BDTHBD. In order to choose
xHBD, a series of cuts on the BDTHBD score were placed in the range (−0.2,0.3) in steps of
0.02. An exclusion limit for the VBFxHBD category was then calculated, where x is the cut
value on BDTHBD. The method used to extract the limit was identical to that in the cut-based
Multi-Variate Analysis Techniques and an H→ τ`τh Hybrid Analysis 128
analysis; namely fitting the mMMC distribution after following the rebinning procedure outlined
in Algorithm 4.1. Figure 5.7 shows the 95% confidence level exclusion limit as a function of
BDTHBD with mH = 125 GeV.
The value of x that achieved the most sensitive and stable limit, while retaining the highest
level of statistics, was chosen as xHBD; thus, the final VBF categorisation cut is BDTHBD > 0.1.
BDTHBD Interpretation
As MVA methods can be somewhat of a black-box, it is important to try and develop an
understanding of why the BDT is outperforming the cut-based approach. Figures 5.8 and 5.9
show the 2D correlations between the tau system variables, and the jet variables that are
fed into BDTHBD. Perhaps of most importance here is the row of plots on the far right,
which shows the BDTHBD score against each input variable. Take for instance the plot of
BDTHBD versus C j1 j2(ητ). In the cut-based analysis, a requirement of C j1 j2(ητ) > 1/e is
placed3. From the figure it can be seen that, although it does reject a significant amount of the
Z→ ττ background, a large amount still exists towards C j1 j2(ητ) = 1. When viewed along
the BDTHBD axis however, the signal and background events much more clearly separated.
The final categorisation cut of BDTHBD > 0.1, is much more efficient at rejecting the Z→ ττ
background and retaining signal. This same result can be seen for all the variables going into
BDTHBD.
5.2.3. Results
The event yields for the final hybrid categories are shown in Tables 5.3 and 5.4. Exclusion limits
are extracted for the hybrid categories the same way as for the cut-based analysis, including
the same systematic treatments. Figure 5.11 shows the binned mMMC distributions for each
analysis category that were passed into the fit. The fit model can be validated using the pull
distribution for the combined fit in Figure 5.10. Although the impact of each nuisance parameter
has changed slightly from the cut-based analysis, the pulls have remained similar, and can be
compared to Figure 4.15. The pull distributions for each individual category, as well as the
non-jet combination fit, can be found in Appendix B.
3In the cut-based analysis this variable is referred to as the tau η centrality, and the requirement for it to be true
corresponds to the cut here.
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Figure 5.8.: Correlations between the tau system variables and BDTHBD. Blue data points are VBF
Higgs signal for every 5 GeV mass point within mH = [100,150] GeV, red data points are
ALPGEN VBF filtered Z→ ττ MC, and the green lines represent the positions of the cuts
made in the cut-based analysis, and the final BDTHBD cut.
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Figure 5.9.: Correlations between the jet variables and BDTHBD. Blue data points are VBF Higgs signal
for every 5 GeV mass point within mH = [100,150] GeV, red data points are ALPGEN
VBF filtered Z→ ττ MC, and the green lines represent the positions of the cuts made in
the cut-based analysis, and the final BDTHBD cut.
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Process VBF Boosted
ggF 125 0.389 ± 0.039 ± 0.0820.059 3.88 ± 0.11 ± 0.210.24
VBF 125 1.853 ± 0.029 ± 0.1820.195 1.165 ± 0.023 ± 0.0590.058
WH 125 < 0.01 0.528 ± 0.036 ± 0.0310.029
ZH 125 < 0.01 0.297 ± 0.021 ± 0.0190.018
Z→ ττ 9.75 ± 0.55 ± 3.422.26 532 ± 14 ± 26
Fake-τ 8.61 ± 0.63 ± 1.901.78
SS-Data 65.5 ± 8.3 ± 3.8
W (→ `ν)+ jets 35.6 ± 5.5 ± 9.66.6
tt¯ 2.84 ± 0.38 ± 0.590.30 41.3 ± 1.4 ± 4.34.1
Z→ `` 0.25 ± 0.18 ± 0.220.20 4.7 ± 1.3 ± 1.51.7
Di-boson 0.369 ± 0.073 ± 0.0500.039 7.42 ± 0.34 ± 0.660.75
Signal 2.244 ± 0.049 ± 0.200 5.87 ± 0.12 ± 0.220.25
Background 25.2 ± 1.2 ± 4.23.5 686 ± 18 ± 2827
Data 35 688
Table 5.3.: Number of events after hybrid categorisation and analysis level cuts for the VBF and
Boosted categories. The various backgrounds are estimated using the methods described in
Section 4.7. Quoted uncertainties are statistical and systematic respectively, as calculated in
Section 4.8.
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Hybrid Exclusion Limit
Figure 5.12 shows the 95% confidence level limits on σ/σSMH as a function of assumed mH for
each analysis category. The observed limits are within 2σ of the expected limits for all analysis
categories. Much like the cut-based analysis limits, the 1- and 0-Jet categories show the largest
deviations between observed and expected limits. This is again expected – as can be seen from
Table 5.4, these categories are almost identical between the two analysis in terms of event
yields. The introduction of VBFHBD only has an effect on the VBF and Boosted categories.
The VBF category has an improved expected exclusion limit of 4.2+1.9−1.2×σSMH , with an
observed limit of 5.5×σSMH . The limit from the Boosted category has actually increased
compared to the cut-based analysis, with an expected (observed) limit of 5.7+2.8−1.6×σSMH (8.0×
σSMH ). The source of these differences will be discussed in the next section.
The combined exclusion limit for the hybrid analysis, as well as the statistical significance
of the result is given in Figure 5.13. An expected limit is set at 2.7+1.2−0.7×σSMH with an observed
limit of 3.1×σSMH . No significant excess is seen in the data, with an observed significance of
0.2σ .
Finally, Figure 5.14 shows a comparison of the exclusion limits for each hybrid analysis
category, and the combined limit, as well as the signal strengths. Much like the cut-based
analysis, each category is consistent with the background-only hypothesis and the existence of
a mH = 125 GeV Higgs boson to within 2σ . The observed signal strength is µˆ = 0.3±1.2.
Comparison to Cut-Based Analysis
While the exclusion limits, signal strengths, and statistical significance of the results from both
analyses agree within 1σ , the introduction of BDTHBD to select VBF-type events has improved
the central value of the combined expected exclusion limit and reduced the uncertainties
from 2.9+1.4−0.8 to 2.7
+1.2
−0.7×σSMH . While not a significant decrease, it does show that a naive
implementation of multi-variate techniques into the event categorisation process does improve
the sensitivity of the analysis.
It is interesting to look at the events that end up in the new VBFHBD category compared
to the cut-based category. As seen in Table 5.3 and Figure 5.11, there is significantly more
contribution fake-τs in the VBFHBD category – roughly equal to the Z→ ττ contribution –
compared to ≈ 20% of the Z→ ττ events in the cut-based categorisation. This however is
not surprising, as BDTHBD was only trained against Z → ττ backgrounds, and so was less
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Figure 5.11.: mMMC pre-fit distributions in the signal region for each analysis category. Z → ``, tt¯,
di-boson, and W (→ `ν)+ jets backgrounds are grouped into the others category. Uncer-
tainties are statistical and systematic. Bins are merged according to Algorithm 4.1, with
bin contents scaled to number of events for every 10 GeV.
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Figure 5.12.: Hybrid exclusion limits for VBF, Boosted, and 1-Jet analysis categories. Uncertainties
are statistical and systematic.
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Figure 5.13.: Hybrid (a) exclusion limits and (b) signal significance for VBF, Boosted, 1-Jet, and 0-Jet
analysis categories combined. Uncertainties are statistical and systematic.
likely to be able to discriminate signal events from fake-τ events. The increase in the Boosted
limit can be attributed to ≈ 0.5 of its signal events moving to the VBF category in the new
categorisation while the background yields stay the same, corresponding to roughly a 10%
reduction in signal. The sensitivity of the boosted category can be recovered with further
optimisation of the multi-variate procedure.
The next chapter takes the multi-variate approach one step further; BDTs for each analysis
category will be constructed, and optimised for variable inputs and training parameters. It will
be seen that the gain in sensitivity from the hybrid method can be improved even further by
adopting a full-MVA approach.
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the combined limit, for mH = 125 GeV. Uncertainties are statistical and systematic. (b)
Extracted signal strength µ at mH = 125 GeV for each analysis category, and the combined
signal strength. Solid line is µ = 0 and dashed line is µ = 1
Chapter 6.
H→ τ`τh Multi-Variate Analysis
This chapter describes a full multi-variate-analysis (MVA) approach to the H→ τ`τh search
in ATLAS. Rather than simply using the cut-based analysis variables to construct a BDT as
was done in the hybrid analysis, an optimised set of variables were chosen to build four BDTs
– one for each analysis category. The analysis strategy presented here relies heavily on the
methods and results of the previous two chapters, with its performance being compared to both
the cut-based and hybrid methods.
6.1. MVA Categorisation
Like the previous analyses, the MVA method employs the analysis category technique to
focus on the VBF production mode, the boosted Higgs scenario, and n-jet topologies. A base
categorisation splits the events loosely into five groups – the VBF, Boosted, 1-Jet, and 0-Jet
categories as before, and now a fifth Rest category, defined to recover events. The category
definitions are shown in Table 6.1.
The VBFMVA category is defined similarly to VBFHBD, however the jet pT thresholds
are increased to pT > 40 GeV, and a veto on events containing a b−tagged jet is applied.
The BoostedMVA category is loosely defined to be those events that fail VBFMVA, with pHT >
100 GeV, and again no b-tagged jets. The 1- and 0-Jet categories are defined by their jet
multiplicity and are required to fail the proceeding category selections. Finally the Rest
category contains all those events that do not fall into any other category.
The base categories are used for construction of the BDTs (Section 6.3), as well as calcula-
tion of k-factors (Section 6.2.1), and fake-factors (Section 6.2.2). For extracting limits however,
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VBF Boosted 1-Jet 0-Jet Rest
B
as
e
p j1( j2)T > 40 GeV not VBF not Boosted not 1-Jet not 0-Jet
∆η j1, j2 > 2 p
H
T > 100 GeV p
j1
T > 25 GeV p
j1
T < 25 GeV
m j1, j2 > 200 GeV no b-tag
no b-tag
SR
BDTVBF > xVBF BDTBST > xBST BDT1J > x1J BDT0J > x0J mT < 30 GeV
 ET > 20 GeV
tt¯
mT > 50 GeV mT > 50 GeV mT > 50 GeV mT > 50 GeV
b-tag b-tag b-tag b-tag
W
p j1( j2)T > 25 GeV p
H
T > 50 GeV mT > 70 GeV mT > 70 GeV mT > 70 GeV
mT > 70 GeV mT > 70 GeV no b-tag no b-tag
Z
→
ττ mT < 70 GeV
40< mvis < 80 GeV
no b-tag
Q
C
D
p j1( j2)T > 25 GeV p
H
T > 50 GeV
mT < 50 GeV mT < 50 GeV
no isolated lepton no isolated lepton
Table 6.1.: Category and analysis cuts for the MVA analysis. SR cuts were not placed when training
the category-specific BDTs. tt¯, W, Z→ ττ , QCD refer to control regions applied on top of
the category selection for use in calculating k−factors and fake-factors (for the VBF and
Boosted categories only). Any cuts in the CRs supersede those in the categorisation.
the Signal Region (SR) cuts are also applied. For the four main categories, this involves a cut
on the category-specific BDT, with failing events flowing through to the next category. As a
BDT is not constructed for the Rest category, SR cuts of mT < 30 GeV and ET > 20 GeV are
applied to reduce Fake-τ and Z→ ττ background contributions.
6.2. Background Estimation Methods
As the analysis categories have changed significantly from the cut-based method, the back-
ground estimation methods described in Section 4.7 are repeated here, with the same control
region definitions applied. Also recalculated are the embedding correction factors. For the
fake-factor method, the same fake-factors calculated for the VBF category in Section 4.7.6
are used again here, however a second fake-factor estimation for the Boosted category is also
calculated.
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Figure 6.1.: mMMC distributions for (a) the W (→ `ν)+ jets control region at the pre-selection level after
application of kW,PS using ALPGEN Z→ ττ , and (b) the Embedding control region at the
pre-selection level after application of kemb. Uncertainties are statistical and systematic.
6.2.1. Background k−Factors
Embedding k−Factors
The embedding sample is normalised at the pre-selection level, however in this region there is a
significant contribution from W (→ `ν)+ jets events. For this reason, a pre-selection scaling
of the W (→ `ν)+ jets MC is applied in the region mT > 70 GeV, and requiring no b-tagged
jets, and using the ALPGEN Z → ττ MC sample instead of the Embedding sample in the
OS-rSS method. The W (→ `ν)+ jets k−factors are estimated to be kW,PSOS = 0.56±0.01 and
kW,PSSS = 0.71±0.02.
Using these scalings, an Embedding control region is defined with mT < 40 GeV, and
40< mvis < 70 GeV. Scaling the Embedding sample for electron and muon events separately
in this region to match data gives kembe = 0.119± 0.002 and kembµ = 0.081± 0.002. The
W (→ `ν)+ jets control region and the Embedding control region at the pre-selection level after
application of kW,PS and kemb respectively are shown in Figure 6.1.
MC k−Factors
The k−factors for the remaining MC samples are calculated as in the cut-based analysis. The
factors are calculated for each category, before any application of BDTs, in order of purity
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Figure 6.2.: Fake-factors and rW values as a function of τ energy for the MVA Boosted category.
of control region; ktt¯ → kW → kZττ . The control regions used are shown in Table 6.1. Scale
factors for di-boson and Z→ `` samples are taken from the cut-based analysis. The background
estimation scale factors for the full-MVA analysis are shown in Table 6.2.
6.2.2. Fake-Factor for Boosted Category
In the cut-based and hybrid analyses, the Boosted category had a yield of approximately 700
background events, and 6 signal events. As will be seen later in this chapter, the purity of the
MVA boosted category has greatly improved, with final yields of the order of 80 background
events, and 5 signal events. For this reason, a more robust background estimation strategy
was required, as the OS-rSS method becomes less reliable with low statistics, especially in the
W (→ `ν)+ jets MC sample. The fake-factor method described in Section 4.7.6 was therefore
applied to the Boosted category. In the control regions defined below, fQCD, fW , and rw were
calculated to produce a Boosted-specific fMIX .
Fake-factor control regions were defined as in Table 6.1, requiring mT > 70 GeV and pHT >
50 GeV for the W CR, and mT < 50 GeV, pHT > 50 GeV, and no isolated lepton requirement
for the QCD CR, after failing the Loose VBF categorisation (as defined in Table 4.5). As for
the VBF fake-factor, fW and fQCD were calculated from the number of anti-τ events in the
two control regions, and these values combined via rW+ jets to form fMIX . The calculation of
rW+ jets was also performed as in the VBF case; using the number of anti-τ events in the SR
in data, multiplied by the ratio of anti-τ events in the SR to the W CR in W (→ `ν)+ jets MC
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Figure 6.3.: mvis distributions using the fake-factor method for the Boosted (a) W CR, (b) QCD CR, (c)
SR, and (d) the SR using the OS-rSS method. The fake-factor for the W CR uses only fW
and the QCD CR uses only fQCD, while the SR uses fMIX . Uncertainties are statistical and
systematic.
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Figure 6.4.: Blinded mMMC distributions after full SR cuts for the MVA Boosted category using (a)
the fake-factor method and (b) the OS-rSS method, after running the rebinning procedure
(Algorithm 4.1). Uncertainties are statistical and systematic.
(Equation 4.20). Figure 6.2 shows the fake-factors, and rW+ jets, binned by EτT . Figure 6.3
shows mvis distributions for the fake-factor control regions, as well as a SR comparison between
the fake-factor method, and the OS-rSS method. The QCD CR shows a disagreement between
the data and MC at low mvis, as was also seen in the VBF case. While the source of this
discrepancy is not clear, it is outside the expected signal region, and its effect on the data/MC
agreement in the SR is minimal. A comparison between the two methods in the SR (after
application of the BDT cuts and the rebinning procedure starting with 10 GeV bins) is shown
in Figure 6.4. It can be seen that the fake-factor method results in a much better populated
distribution, which allows a finer binning for the final limit extraction.
6.2.3. Background Estimation for TMVA
In the hybrid analysis, the BDTHBD was constructed using only the Z→ ττ and Embedding
samples as backgrounds. Here, it was decided to use the full background estimation. A
complexity arises in the way that TMVA works in that each event must have a positive weight.
Although TMVA can be instructed to ignore negative weights in the training, the current
background estimation method will not work in this case. With the OS-rSS method, SS events
in MC are given a negative weight (−rQCD ·kXSS) so there is no double counting with the SS data
sample. Similarly, in the fake-factor method, anti-τ MC events are added with negative weights
so there is no double counting with the anti-τ data sample. In order to correctly estimate the
backgrounds within the TMVA framework, a normalisation procedure is adopted.
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For the fake-factor method, all anti-τ events in data are taken and normalised to the total
yield from the fake-factor method, and the anti-τ events in MC are ignored. Similarly, for
the OS-rSS method, OS events of each background are normalised to the final yields using
the full OS-rSS estimation, and the SS events in MC are ignored. Both scenarios require that
the background shapes of the BDT input variables for the normalised samples match those
of the full background estimation samples. Figures 6.5 and 6.6 show a comparison between
the background shapes and yields when using the fake-factor estimation for the VBF category,
while Figures 6.7 and 6.8 show a comparison of the background shapes and yields for the
OS-rSS method for the 1-Jet category, as representative examples of the estimation methods.
The variables shown are described in Section 6.3.3. Except for small fluctuations, the agreement
in shapes between the full estimation and the samples used in the normalisation procedure
is consistent across all variables, and similar agreement is seen for the Boosted and 0-Jet
categories.
6.3. Growing BDTs
This section describes the method by which BDTs were constructed for each analysis category.
As the process is the same for each category, a detailed outline will be given for the VBF
category only. The final BDT distributions will then be shown.
6.3.1. Training and Testing Samples
To grow the most discriminating BDT, whilst simultaneously limiting overtraining, high
numbers of events are needed. The simplest way to define the training and testing samples
would be to split the whole data set in half – one half for training, the other for testing. There
are however a few instances where extra gains in statistics can be made.
Firstly, as in the hybrid analysis (Section 5.2.2), both the ALPGEN and Embedding samples
can be used for Z→ ττ background estimation. For the VBF category, the Embedding sample
was used to train BDTVBF, while the ALPGEN Z→ ττ filtered MC sample was used for testing.
As ALPGEN is used in the final VBF background model, it was used as the testing sample
rather than the training sample to check that the tree was not overtrained. Conversely, as the
Embedding sample is used in the final background model for the Boosted, 1-Jet and 0-Jet
categories, it was used as the testing sample, with the unfiltered ALPGEN Z→ ττ MC as the
training sample.
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Figure 6.5.: Background shapes in the VBF category for full fake-factor method compared to using
AT events only for the fake-τ background contribution, for all variables being fed into
BDTVBF. Uncertainties are statistical only.
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Figure 6.6.: Background shapes in the VBF category for full fake-factor method compared to using
AT events only for the fake-τ background contribution, for all variables being fed into
BDTVBF. Uncertainties are statistical only.
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Figure 6.7.: Background shapes in the 1-Jet category for full OS-rSS method compared to using OS
events only for the fake-τ background contribution, for variables being fed into BDT1J.
Uncertainties are statistical only.
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Figure 6.8.: Background shapes in the 1-Jet category for full OS-rSS method compared to using OS
events only for the fake-τ background contribution, for variables being fed into BDT1J.
Uncertainties are statistical only.
The second largest background component is the fake-τ events. Since the VBF and Boosted
categories use the fake-factor method to estimate these contributions, the estimate from OS-rSS
acts as an independent sample. As these data sets are orthogonal, there is no double counting,
and both estimation methods give matching yields within uncertainties. For these reasons, the
OS-rSS method was used for fake-τ background estimation in the training samples, with the
fake-factor method used for the testing samples.
All other background data sets are split approximately in half for use in testing and training.
All event weights are modified such that the final event yields match for the training and testing
samples.
For the signal events, a different approach was taken compared to the Hybrid analysis. As it
is known that there exists a Higgs-type particle at around mH = 126 GeV, it was decided to only
train the BDTs against the mH = 125 GeV MC sample1. For the VBF category, only the events
produced via VBF were used for training and testing. In the case of the boosted Higgs scenario,
the responsible production mode may be VBF, ggF, or V H, and so all MC samples were used
for the Boosted category. Finally, only the ggF sample was used for the 1- and 0-Jet categories
as it is the only production mode expected to make a significant contribution. Categorisation
cuts in Table 6.1 were placed before training.
1Note that the MC was generated before the discovery in 2012, and so the mH = 125 GeV mass point used is the
one closest to the observed mass.
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6.3.2. Training Parameters
As discussed in Section 5.1, there are many parameters that can be changed in order to optimise
the discriminating power of a BDT. In this study, 5 parameters were optimised; the learning
rate, the number of trees in the forest, the maximum depth of each tree, the granularity of the
phase space in which cuts can be made, and the final allowed size of each leaf.
As we are yet to optimise a list of input variables, a full list of potential variables were used
to choose the training parameters. Table 6.4 shows the full list of potential variables used, with
those selected for the final BDT. These variables are explained in the next section.
The method used to optimise the training parameters was to take the integral of the ROC
curve of the calculated BDT for the training sample. A higher ROC integral points towards a
greater separation between the signal and background samples.
Boost Type
Starting with the default TMVA parameters, the first choice made was to move to a Gradient
Boost as apposed to AdaBoost. Figures 6.9a and 6.9b show the same events and training
parameters for the AdaBoost and Gradient Boost algorithms. Although both methods currently
show significant overtraining (evident from the difference in shapes between the training and
testing samples), this will disappear after further optimisation. The choice for the move was two
fold; firstly, once optimised, the discriminating power of the gradient boost is much higher, and
secondly, the shape of the gradient boost is more predictable. While the AdaBoost algorithm
produces two Gaussian-type curves for the signal and background shapes, the Gradient Boost
algorithm will always produce a multi-modal distribution with a high peak towards ±1 for
signal and background respectively. These distributions also tend to completely populate the
score range [−1,1] for all major background groups, helping with potential 0-bin errors in the
fitting process.
Learning Rate
The learning rate (or shrinkage for the Gradient Boost algorithm) gives a measure of how
powerful the boosts are. A more predictable performance can be achieved with a slower learning
rate. Figure 6.9c shows the shrinkage as a function of the ROC integral. A low shrinkage value
of 0.08 is chosen for the VBF category.
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Figure 6.9.: (a) and (b) show the TMVA training and testing output for BDTVBF for the AdaBoost and
Gradient Boost algorithms, before training parameter optimisation. The remaining figures
show the scans for the training parameters in Section 6.3.2.
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Number of Trees
The number of trees (NTrees) refers to maximum number of boost steps allowed by the
algorithm. With a small learning rate it is expected that a large number of trees will be needed
to provide the best performance. Figure 6.9d shows the number of trees as a function of the
ROC integral. As too many trees can result in overtraining, the first stable point was chosen
with a value of 700.
Maximum Tree Depth
The maximum tree depth (MaxDepth) determines how many levels of node splittings can be
applied in each tree. By letting the tree grow too deep, specific events can end up being selected,
resulting in overtraining. Limiting tree depth therefore provides a more robust BDT. Given the
trend in Figure 6.9e, a maximum tree depth of 3 was selected.
Number of Cuts
The number of cuts (nCuts) can be chosen to allow a finer granularity in the available phase
space for the cut decision at each node. Figure 6.9f shows that at least 30 grid points are needed
to find the optimal splitting point, and not much gain in discrimination is achieved for higher
values.
Minimum Node Size
The minimum node size (MinNodeSize) is the percentage of training events required in a leaf
node. Too few training events in each leaf can again result in overtraining. A value of 2% was
chosen based off the result from Figure 6.9g.
6.3.3. Optimising BDT Variable List
Now that the BDT training parameters are selected, the variable list being fed into the BDT
also needs to be optimised. It is important to not just throw all possible variables into the BDT
and expect robust performance. By including too many variables, the available phase space
becomes too large and it is again much easier for the BDT to become overtrained. Using too
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Training Parameter BDTHBD BDTVBF BDTBST BDT1J BDT0J
BoostType AdaBoost Gradient Boost
Learning Rate 0.5 0.08 0.4 0.8 0.9
NTrees 800 700 700 600 500
MaxDepth 3 3 4 3 3
nCuts 20 30 80 70 30
MinNodeSize 5 2 4 3 3
Table 6.3.: TMVA training parameters for BDTs grown for the hybrid VBF category, and the full MVA
analysis categories. Parameters are described in Section 6.3.2.
many variables can have the same effect as growing the trees too deep – specific events can end
up being selected for, which when applied to a new set of events (such as the ATLAS data) can
give very different results.
Variable Selection
Table 6.4 shows the list of variables before optimisation. The table is split into five sections
based on the type of variable; object kinematics, the di-tau system, mass, the di-jet system, and
total momentum variables. These groups of variables allow the BDT to find areas of phase
space that are specific to VBF-type events, boosted events, and to discriminate between Higgs
signals and Z→ ττ backgrounds.
To aid discrimination between true tau decays and fake-τ events, the EτT and ET variables,
and derived quantities, were included. The di-tau system variables include the pT-ratio of the
tau to the lepton (EτT/p
`
T), the (η ,φ) separation of the tau and lepton (∆R(τ, `)), the sum of
angular separations of the visible tau decay products and the ET (∑∆φ ), the centrality variables
(C), and the energy fractions (xτ/`). These derived variables were defined to exploit correlations
that appear in the di-tau system, but not necessarily in fake−τ backgrounds. Three centrality
variables are tested, the tau and lepton η centrality as defined in Section 5.2.2, as well as the
 ET φ centrality, defined generally as
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Φ1(φ) =
sin(φ −φ1)
sin(φ2−φ1)
Φ2(φ) =
sin(φ −φ2)
sin(φ2−φ1)
Cφ1φ2(φ) =
Φ1+Φ2√
Φ21+Φ
2
2
(6.1)
Similar to the η centralities, this variable tests whether φ lies between φ1 and φ2. In this case,
the missing energy is expected to lie between the tau and lepton for signal events.
The mass variables are important for separating signal events from Z→ ττ events as the
event properties are extremely similar, except for a shift in the mass peak of the mass of the
Higgs compared to the Z decay products. Only the transverse mass and the mass of the visible
decay products (mvis) are tested however. The decision to omit mMMC from the optimisation
process was made as it will be the final distribution used to extract an exclusion limit. Including
mMMC in the BDT therefore may add biases into the method. The di-jet system variables are
expected to play a role in providing discriminating power for the VBF category, selecting for
events with two very forward jets. Finally, the vector sum of the total transverse momenta of
the event (ptotT ) is included, again to pick up events with forward jets.
Variable Optimisation
To optimise the variable list, a simple trimming procedure was employed. A BDT was grown
for a list of variables. New BDTs were then grown after removing one variable from the list.
The variable that, when removed had the smallest decrease in the ROC integral was permanently
removed from the list. This iterative procedure continued until the ROC integral decreased by
at most 1% compared to the full variable list.
The final variable list after running the optimisation procedure is shown in Table 6.4. It is
important to ensure that no unecessary correlations exist in the BDT variables. Figures 6.12a
and 6.12b show the linear correlations between the final selected variables for signal and
background processes, for the VBF category. Notice that, although some correlations exist
(and are expected for the decay), the strongest correlation in the signal sample does not exist in
the background, and vice versa. This allows the BDT to exploit these differences to improve
the discrimination. Figures 6.10 and 6.11 show the input variables for BDTVBF, as an example
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BDTHBD BDTVBF BDTBST BDT1J BDT0J
EτT • • •
 ET • • • • •
p j1T •
p j2T •
EτT/p
`
T • •
∆R(τ, `) • • • •
Σ∆φ • •
Cη j1η j2 (η`) • • •
Cη j1η j2 (ητ) • • •
Cφτφ`(φET) • •
mT • • •
mvis • • • •
m( j1, j2) • •
∆η( j1, j2) •
η j1×η j2 •
ptotT • •
Table 6.4.: Input variables for the Hybrid BDT, and the BDTs used for the full-MVA analysis.
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of the validity of the background model. It can be seen, as it was for all analysis categories,
that all variables are well modelled.
The final BDT output from TMVA for the VBF category, and the associated ROC curve, are
shown in Figures 6.12c and 6.12d. The difference between background shapes for the training
and testing samples can be attributed to the different background estimation methods used in
each case.
BDT Validation
The BDTs for each analysis category are shown in Figure 6.13. As a BDT score→ 1 is more
signal-like, the data has been blinded above the score where the signal efficiency reaches 30%.
This low-BDT region is well modelled for all four analysis categories. It is interesting to note
the shape of the various BDT scores. For the VBF category, the score peaks strongly at ±1,
however this separation decreases as the categories progress, until the 0-Jet category where the
distribution actually has a local peak near a score of 0. This points to the greater sensitivity of
the VBF and Boosted categories, compared to the n-Jet categories.
To check that the BDT is well modelled in the high-BDT region (towards 1), while still
staying blind to the signal, the variable from the BDT that TMVA deemed most important (a
variables’ importance is defined by how often it is used at a node) was cut on to reduce the
signal efficiency to 30%, while retaining as much background as possible. The variables chosen
were Cη j1η j2 (η`) for VBF, ∆R(τ, `) for Boosted, and Σ∆φ for 1- and 0-Jet. Figure 6.14 shows
these high-BDT distributions. Again, a good data-MC agreement is seen for all categories.
The BDT scores in the control regions are also shown in Figure 6.15 (tt¯ CR), Figure 6.16
(W (→ `ν)+ jets CR), and Figure 6.17 (Z→ ττ CR). All regions show agreement between
data and MC across the whole BDT score, within the background estimation uncertainties.
6.3.4. Cutting on the BDTs
As in the hybrid analysis, the BDT cut values are determined by finding the score that minimises
the exclusion limit for the category. The limit setting procedure here is the same as in the
hybrid analysiss, with the mMMC distribution being re-binned as per Algorithm 4.1, and then
fitted via the methods outlined in Section 4.9, after placing a cut on the category BDT score.
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Figure 6.10.: Input variables for BDTVBF after the base VBFMVA selection. Uncertainties are statistical
and systematic.
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Figure 6.11.: Input variables for BDTVBF after the base VBFMVA selection. Uncertainties are statistical
and systematic.
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Figure 6.12.: Linear correlation matrices for (a) signal and (b) background events after training for
BDTVBF. Bins show level of correlation as a percentage. The variables compared are
described in Sections 4.6 and 6.3.3. (c) and (d) show the BDT Score and ROC curves as
outputted from TMVA for BDTVBF.
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Figure 6.13.: BDT distributions for the MVA analysis in the low-BDT control region. Data is blinded for
BDT scores above a signal efficiency of 30%. Uncertainties are statistical and systematic.
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Figure 6.14.: BDT distributions for the MVA analysis in the high-BDT control region. Cuts are placed
on the most important variable for each BDT from TMVA such that the signal efficiency is
below 30%; Cη j1η j2 (η`)< 0.7 for VBF, ∆R(τ, `)> 1.8 for Boosted, Σ∆φ > 3.0 for 1-Jet,
and Σ∆φ > 3.2 for 0-Jet. Uncertainties are statistical and systematic.
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Figure 6.15.: BDT distributions for the MVA analysis in the tt¯ control region. Uncertainties are
statistical and systematic. Note that due to the requirement of no jets in the 0-Jet category,
there is no tt¯ control region available.
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Figure 6.16.: BDT distributions for the MVA analysis in the W (→ `ν)+ jets control region. Uncertain-
ties are statistical and systematic.
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Figure 6.17.: BDT distributions for the MVA analysis in the Z→ ττ control region. Uncertainties are
statistical and systematic.
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Figure 6.18 shows the expected 95% confidence level exclusion limits on σ/σSMH as a func-
tion of BDT score at mH = 125 GeV, for the four analysis categories. In the final categorisation,
events that fail the BDT cut will flow into the subsequent category. Due to this, each exclusion
plot was only calculated once the BDT cut from the proceeding category was determined, and
applied.
The sharp rises in the exclusion limits at the high score values are due to lack of available
statistics left in the signal region. In this extreme end of the BDT score, the problem of
backgrounds having zero or negative yields returns, which no amount of rebinning the mMMC
distribution can alleviate. The VBF category has a minimum exclusion limit at BDTVBF > 0.96
however, again, with such a harsh cut the VBF signal region is too sparsely populated for the fit
to converge. In an effort to retain as many events as possible in the signal region, cuts were
placed at the lowest BDT score that still gave a comparable exclusion and the smallest error
bands compared with the absolute minimum. The final cuts used to define the MVA categories
are therefore BDTVBF > 0.70, BDTBST > 0.70, BDT1J > 0.75, and BDT0J > 0.75.
6.3.5. BDT Interpretation
As in Chapter 5, we can again look at the correlations between the BDT input variables, and
the classifier score. For the example of the VBF category, Figure 6.19 shows the tau system
variables and Figure 6.20 shows the jet variables and tau system mass variables. Looking at
the BDTVBF column it is immediately obvious how discriminating BDTVBF is. Projecting the
signal and backgrounds onto the y-axis for these figures shows how most of the input variables
provide far less separation between signal and background compared to BDTVBF. The output
from TMVA ranks the variables in terms of their importance and separation, defined as
〈S2〉= 1
2
∫
(yˆs(y)− yˆB(y))2
yˆs(y)+ yˆB(y)
dy (6.2)
where yˆs and yˆB are the signal and background PDFs of y, 〈S2〉= 0 for fully overlapping sample
shapes, and 〈S2〉= 1 for completely separated samples. The plots for the variables for which
have the greatest separation – Cφτφ`(φET)
and m j1 j2 – also show significant separation along the
BDTVBF axis. More interestingly though is that the variable with the worst separation, ET, still
shows a strong separation of signal and background along the BDTVBF axis. This indicates
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Figure 6.18.: Exclusion as a function of BDT score for the four analysis categories, with mH = 125 GeV.
Blue line indicates final cut values chosen. Errors include statistical and systematic
uncertainties.
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that while placing a one-dimensional cut on ET may not provide any gains, the BDT can find
higher dimensional relationships between the variables, and exploit them.
6.4. Results
The final event yields for the MVA analysis categories are shown in Tables 6.5 and 6.6. The
VBFMVA category has a total background yield comparable to the hybrid analysis, however
with a Z→ ττ contribution greater than the fake-τs. The signal yield has increased in the MVA
analysis by ≈ 30%. The Boosted category has changed significantly from the cut-based and
hybrid analyses after the introduction of BDTBST. While the signal yield has only increased
slightly, the background yields have decreased by more than 5 times, with the most significant
reduction being in the Z→ ττ background. Similarly, the 1- and 0-Jet categories have seen
dramatic background reduction, particularly in Z→ ττ , with similar signal yields. Finally, the
newly added Rest category has significantly more events than the other categories, with the
Z→ ττ background dominating, and a high ggF signal yield. Roughly half of the events in
the Rest category would have fallen into the 1-Jet category, and the other half into the 0-Jet
category, for the cut-based and hybrid analyses. The much larger yields seen here is due to a
looser signal region selection compared to these analyses.
The data/MC agreement is generally within 1σ of the background uncertainties, except for
the VBF category. The rebinned pre-fit mMMC distributions for each analysis category are shown
in Figures 6.22 and 6.23. The excess in the VBF category is clearly seen at mMMC ≈ 150 GeV.
In the expected signal region 100< mMMC < 150 GeV however, the data is consistent with the
background-only prediction to within 1σ of the statistical and systematic uncertainties. The
impact of this excess will become apparent in the next section when studying the exclusion
limit. All other analysis categories show smooth gaussian peaks in the expected signal region,
in both data and MC.
As per the cut-based and hybrid analyses, the pull distribution for the combined categories
can be used as a method of validating the fit model. The pulls and impacts of each nuisance
parameter differ slightly between the MVA analysis and the cut-based and hybrid analyses,
however similar trends can be seen. All pulls lie within a ±2σ deviation of the nominal value.
The pull distributions for each individual category, as well as the non-jet combination fit, can
be found in Appendix B.
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Figure 6.19.: Correlations between the tau system variables, and BDTVBF. Blue data points are VBF
Higgs signal at mH = 125 GeV, and red data points are all backgrounds, estimated as per
Section 6.2.3.
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Figure 6.20.: Correlations between the jet variables, tau system mass variables, and BDTVBF. Blue data
points are VBF Higgs signal at mH = 125 GeV, and red data points are all backgrounds,
estimated as per Section 6.2.3.
H→ τ`τh Multi-Variate Analysis 171
1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
QCDscale_WH
QCDscale_ZH
QCDscale_qqH
E_EFF
MET_RES
pdf_qq
E_RES
K_EMB
E_SCALE
K_ZTT
QCDscale_ggH
M_SCALE
pdf_gg
BR_tautau
M_EFF
T_EFF
K_OTHERS
RQCD
MET_SCALE
JER
FF
JES_TES
µ∆
2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
θ∆)/0θ - θ(
2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
Pull
µ Postfit Impact on σ1+
µ Postfit Impact on σ1-
-1
 = 7 TeV, 4.6 fbs√
Internal ATLAS
 = 125 GeVHm
Combined
Experimental
Theoretical
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Figure 6.22.: mMMC pre-fit distributions in the signal region for the VBF, Boosted, and 1-Jet analysis
categories. Z→ ``, tt¯, di-boson, and W (→ `ν)+ jets backgrounds are grouped into the
others category. Uncertainties are statistical and systematic. Bins are merged according
to Algorithm 4.1, with bin contents scaled to number of events for every 10 GeV.
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Figure 6.23.: mMMC pre-fit distributions in the signal region for the 0-Jet and Rest analysis categories.
Z → ``, tt¯, di-boson, and W (→ `ν) + jets backgrounds are grouped into the others
category. Uncertainties are statistical and systematic. Bins are merged according to
Algorithm 4.1, with bin contents scaled to number of events for every 10 GeV.
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Figure 6.24.: Full-MVA observed and expected 95% CL. exclusion limits for the VBF and Boos-
ted analysis categories, with 1σ and 2σ error bands. Uncertainties are statistical and
systematic.
6.4.1. Exclusion Limits and Signal Strength
The category-specific exclusion limits are shown in Figures 6.24 and 6.25. The excess seen in
the VBF mMMC distribution in Figure 6.22 is evident here, with the observed exclusion limit
(28.4×σSMH ) being outside the 2σ uncertainties of the expected value (10.4+5.2−2.9×σSMH ) at
150 GeV. A similar excess towards 150 GeV is also seen in the 1-Jet category. The Boosted
category has higher observed than expected limits across the entire mH range, at about the
+1σ level. At the mass point of interest (mH = 125 GeV), the observed exclusion limit for all
categories is in agreement with the expected.
The combined exclusion limit for the full-MVA analysis is shown in Figure 6.26, along
with the signal significance as a function of assumed mH . At mH = 125 GeV, the expected
exclusion limit is 2.3+1.0−0.6×σSMH , with an observed limit of 3.7×σSMH . The observed limit
departs from the expected limit as mH increases, due primarily to the excess seen in the VBF
and 1-Jet categories. As the expected limits do not drop below 1×σSMH , the analysis is not
sensitive to enough to observe the SM Higgs boson.
The excess towards mH = 150 GeV is very evident in the signal significance plot, with the
observed probability of the background giving a fluctuation as high as seen in the data of 2.9σ .
It is worth noting however that as the analysis was optimised for mH = 125 GeV, this fluctuation
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Figure 6.25.: Full-MVA observed and expected 95% CL. exclusion limits for the 1-Jet, 0-Jet, and
Rest analysis categories, with 1σ and 2σ error bands. Uncertainties are statistical and
systematic.
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Figure 6.26.: Results from the combined analysis categories showing (a) the observed and expected
95% CL. exclusion limits with 1σ and 2σ error bands, and (b) the signal significance.
Uncertainties are statistical and systematic.
would need to be studied further to be deemed significant. At mH = 125 GeV, the statistical
significance of the data fluctuation is 1.4σ , with an expected value of 0.8σ . Therefore, no
significant excess in the data is seen, across the whole mH range.
Figure 6.27 shows a comparison of the exclusion limits at mH = 125 GeV for all analysis
categories, as well as the fitted signal strengths. It can be seen that the VBF and Boosted
categories contribute the most to the combined exclusion limit by being the most sensitive,
however interestingly the Rest category also proved to be quite sensitive.
The fitted signal strenth µˆ is consistent with the background-only model, and the existence
of the SM Higgs boson for all analysis categories, and the combined analysis, to within 2σ .
The combined signal strength is observed to be µˆ = 1.6±1.1 at mH = 125 GeV.
6.5. Comparison Between Analysis Strategies
The mMMC distributions from the VBF category using the three analysis strategies are shown
again in Figure 6.28, as an example of the difference in approaches. The main difference in the
three cases is that, besides at least doubling the signal and background yields, the relative ratio
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Figure 6.27.: (a) Comparison of full-MVA exclusion limits for each individual analysis category,
and the combined limit, for mH = 125 GeV. Uncertainties are statistical and systematic.
(b) Extracted signal strength µ at mH = 125 GeV for each analysis category, and the
combined signal strength. Uncertainties are statistical and systematic.
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Figure 6.28.: mMMC distributions in the VBF category with signal region selections for the three analysis
strategies. Uncertainties are statistical and systematic.
of the Z→ ττ background to all others decreases with the use of a BDT. The higher proportion
of fake-τ backgrounds in the hybrid VBF category is due to BDTHBD only being trained against
Z→ ττ backgrounds.
Even after training and testing against the full background model however, BDTVBF still did
not recover the same background ratios as in the cut-based analysis. Rather, BDTVBF selected
events from both Z→ ττ and fake-τ backgrounds that were much closer to the signal Higgs
mass, as is evident from the background shapes. The peak of the mMMC distribution has moved
from mH ≈ 90 GeV in the cut-based analysis to mH ≈ 110 GeV in the full-MVA. This can
be attributed to BDTVBF being trained exclusively against the mH = 125 GeV Higgs sample,
forcing the BDT to sculpt the backgrounds to the signal mass.
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A summary of the main results of the three approaches taken to the H→ ττ analysis are
shown in Figure 6.29. It is first important to note that the central values for the expected
exclusion limits for each analysis are consistent to within 1σ uncertainties, although this is
expected as the data used for each analysis is highly overlapping. As the MVA methods are
applied to the analyses however, the uncertainties on the measurements decrease. The observed
signal strengths for the three analyses also agree with each other to within 1σ , although the
full-MVA method gives a µˆ slightly more consistent with the existence of the SM Higgs boson.
Finally, the statistical significances of the results are also shown. The expected significances
of the three analyses are almost identical, however the observed significances vary greatly,
especially with increasing mH . The reason for this, as discussed previously, is the excess seen
near mH = 150 GeV in the VBF category of the full-MVA analysis, which is not seen in the
others. At mH = 125 GeV, the most statistically sigificant result is from the full-MVA analysis,
with an signal strength of µˆ = 1.6±1.1, corresponding to an upward fluctuation of 1.4σ of the
background-only expectation.
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Figure 6.29.: Comparisons of the (a) 95% confidence level exclusion limits and (b) the extracted signal
strength µˆ , at mH = 125 GeV for the three analysis approaches. A comparison of the
statistical significance of the results across the whole tested mH range is shown in (c).
Uncertainties are statistical and systematic.
Chapter 7.
Conclusions
The discovery of the Higgs boson in 2012 was one of the most important achievements in
modern experimental physics. The LHC performed exceptionally, as did the detectors used to
make the discovery. With its existence now confirmed, the properties of the Higgs boson need
to be studied, most notably its coupling strength to the other particles of the SM. This thesis
detailed three approaches to searching for the SM Higgs boson decaying to two tau leptons in√
s = 7 TeV proton-proton collisions with the ATLAS detector.
The first analysis strategy used a cut-based method. Analysis categories were defined
to separate the collision data into the distinct topologies of the Higgs production modes,
namely the vector boson fusion, boosted, and gluon-gluon fusion scenarios. An expected
(observed) 95% confidence level upper limit on σ/σSMH was calculated to be 2.9
+4.3
−2.1 (3.2) at
mH = 125 GeV. A fitted signal strength of µˆ =−0.2±1.2 was extracted, corresponding to a
downward fluctuation of the data in the background-only model.
The hybrid method then improved on the cut-based approach by using MVA techniques to
train a BDT to select the VBF category, based on the variables used in the cut-based selection.
Working in a higher dimensional phase space, the BDT was able to improve the purity of the
VBF selection, and subsequently the upper limit on σ/σSMH , with an expected (observed) value
of 2.7+3.9−1.9 (3.1) at mH = 125 GeV. The fitted signal strength was observed to be µˆ = 0.3±1.2,
corresponding to a 0.2σ upward fluctuation of the data in the background-only model.
Finally, the analysis was extended further with the use of BDTs to define all analysis
categories. The BDT training and testing was optimised for each category to maximise the
discriminating power. Using the full-MVA method, an expected (observed) upper limit on
σ/σSMH was calculated to be 2.3
+3.3
−1.7 (3.7) at mH = 125 GeV. The fitted signal strength was
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observed to be µˆ = 1.6±1.1, corresponding to a 1.4σ upward fluctuation of the data in the
background-only model.
Although the implementation of MVA methods did not bring the expected upper limit on
σ/σSMH down to 1 as needed for the analysis to be sensitive, it did improve the expected limits
and their uncertainties. This thesis shows the power of a BDT in exploiting complex correlations
between variables to be able to separate events from otherwise irreducible backgrounds.
In the context of other ATLAS searches, MVA techniques have been used in recently
published Higgs results. The analysis presented in [2] performed a search on the combined
ATLAS
√
s = 7 TeV and
√
s = 8 TeV data-set, looking for H → ττ decays. The data was
found to give a 4.5σ upward fluctuation of the background-only model, with an observed signal
strength of µ = 1.43+0.43−0.37, constituting evidence of a SM Higgs boson. A cut-based analysis
was developed alongside this analysis as a cross-check, and it was not found to be sensitive to
the Higgs signal. Again, this highlights the power of MVA techniques.
As the LHC continues its Run II at
√
s = 13 TeV, more precise measurements of the Higgs
properties can be made. With over 300 fb−1 of data expected to be collected, analyses will
begin to focus on measuring the Higgs mass, production cross-sections, branching fractions,
and so on. MVA techniques, proven to give remarkable improvement on analysis sensitivity,
will no doubt be utilised in the future.
Appendix A.
Non-Jet Combination Results
This chapter contains figures of the combined exclusion limits (Figure A.1a), signal strengths
(Figure A.1b), and statistical significance (Figure A.1c) of the combined non-jet category fits.
The procedure in which these figures are produced is discussed in Section 4.9. As outlined in
Section 4.10.1, the non-jet combination fit was performed in order to study the effect of poor
background modelling in the 1- and 0-Jet categories on the final exclusion limit. The non-jet
combination fit for the full-MVA analysis returned an expected (observed) exclusion upper
limit on σ/σSMH of 3.1
+4.6
−2.2 (4.8) at mH = 125 GeV. The fitted signal strength was observed to be
µˆ = 1.9±1.3, corresponding to a 1.5σ upward fluctuation of the data in the background-only
model.
Compared to the full fit results presented in Section 6.4.1, the non-jet category fit is within
statistical and systematic uncertainties. The trends in the exclusion limits and signal strengths
between the three analysis approaches follow those of the full fit.
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Figure A.1.: Comparisons of the (a) 95% confidence level exclusion limits and (b) the extracted signal
strength µˆ , at mH = 125 GeV for the three analysis approaches using only the VBF and
Boosted categories in the combined fit. A comparison of the statistical significance of the
results across the whole tested mH range is shown in (c). Uncertainties are statistical and
systematic.
Appendix B.
Category Specific Pull Distributions
This chapter contains the pull distributions for each analysis category, for the three analysis
approaches (Figures B.1–B.3 for the cut-based analysis, Figures B.4–B.6 for the hybrid analysis,
and Figures B.7–B.10 for the full-MVA analysis). A discussion of pull distributions and their
interpretation can be found in Section 4.10.1.
In general, the VBF and Boosted categories for all analysis approaches show the post-fit
measurements of the nuisance parameters to be consistent with their nominal values. The 1-Jet,
0-Jet, and Rest categories show a greater deviation between the post-fit and nominal values,
primarily in those nuisance parameters associated with the identification efficiency, energy
scale, and energy resolution systematic uncertainties. All pulls lie within a 2σ deviation of the
nominal value. Pull distributions for the non-jet combination fits discussed in Section 4.10.1
are also shown.
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Figure B.1.: Pull distributions for the (a) VBF and (b) Boosted categories in the cut-based analysis.
Black points show the fitted value of the nuisance parameter θˆ with ±1σ error bars, with
respect to the nominal value θ0. Blue bands show the post-fit impact of the nuisance
parameter on the fitted signal strength µˆ by varying up (hatched) or down (open) the
post-fit nuisance parameter value by ±1σ .
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Figure B.2.: Pull distributions for the (a) 1-Jet and (b) 0-Jet categories in the cut-based analysis. Black
points show the fitted value of the nuisance parameter θˆ with ±1σ error bars, with respect
to the nominal value θ0. Blue bands show the post-fit impact of the nuisance parameter on
the fitted signal strength µˆ by varying up (hatched) or down (open) the post-fit nuisance
parameter value by ±1σ .
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Figure B.3.: Pull distributions for the (a) combined and (b) non-jet combined categories in the cut-based
analysis. Black points show the fitted value of the nuisance parameter θˆ with ±1σ error
bars, with respect to the nominal value θ0. Blue bands show the post-fit impact of the
nuisance parameter on the fitted signal strength µˆ by varying up (hatched) or down (open)
the post-fit nuisance parameter value by ±1σ .
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Figure B.4.: Pull distributions for the (a) VBF and (b) Boosted categories in the hybrid analysis. Black
points show the fitted value of the nuisance parameter θˆ with ±1σ error bars, with respect
to the nominal value θ0. Blue bands show the post-fit impact of the nuisance parameter on
the fitted signal strength µˆ by varying up (hatched) or down (open) the post-fit nuisance
parameter value by ±1σ .
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Figure B.5.: Pull distributions for the (a) 1-Jet and (b) 0-Jet categories in the hybrid analysis. Black
points show the fitted value of the nuisance parameter θˆ with ±1σ error bars, with respect
to the nominal value θ0. Blue bands show the post-fit impact of the nuisance parameter on
the fitted signal strength µˆ by varying up (hatched) or down (open) the post-fit nuisance
parameter value by ±1σ .
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Figure B.6.: Pull distributions for the (a) combined and (b) non-jet combined categories in the hybrid
analysis. Black points show the fitted value of the nuisance parameter θˆ with ±1σ error
bars, with respect to the nominal value θ0. Blue bands show the post-fit impact of the
nuisance parameter on the fitted signal strength µˆ by varying up (hatched) or down (open)
the post-fit nuisance parameter value by ±1σ .
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Figure B.7.: Pull distributions for the (a) VBF and (b) Boosted categories in the MVA analysis. Black
points show the fitted value of the nuisance parameter θˆ with ±1σ error bars, with respect
to the nominal value θ0. Blue bands show the post-fit impact of the nuisance parameter on
the fitted signal strength µˆ by varying up (hatched) or down (open) the post-fit nuisance
parameter value by ±1σ .
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Figure B.8.: Pull distributions for the (a) 1-Jet and (b) 0-Jet categories in the MVA analysis. Black
points show the fitted value of the nuisance parameter θˆ with ±1σ error bars, with respect
to the nominal value θ0. Blue bands show the post-fit impact of the nuisance parameter on
the fitted signal strength µˆ by varying up (hatched) or down (open) the post-fit nuisance
parameter value by ±1σ .
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Figure B.9.: Pull distribution for the Rest category in the MVA analysis. Black points show the fitted
value of the nuisance parameter θˆ with ±1σ error bars, with respect to the nominal value
θ0. Blue bands show the post-fit impact of the nuisance parameter on the fitted signal
strength µˆ by varying up (hatched) or down (open) the post-fit nuisance parameter value
by ±1σ .
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Figure B.10.: Pull distributions for the (a) combined and (b) non-jet combined categories in the MVA
analysis. Black points show the fitted value of the nuisance parameter θˆ with ±1σ error
bars, with respect to the nominal value θ0. Blue bands show the post-fit impact of the
nuisance parameter on the fitted signal strength µˆ by varying up (hatched) or down (open)
the post-fit nuisance parameter value by ±1σ .
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