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Abstract 
 
Triggered by technology innovations, there has been a huge increase in the utilization 
of video, as one of the most preferred types of media due to its content richness, for 
many significant applications. To sustain an ongoing rapid growth of video 
information, there is an emerging demand for a sophisticated content-based video 
indexing system.  However, current video indexing solutions are still immature and 
lack of any standard. One solution, namely annotation-based indexing, allows video 
retrieval using textual annotations. However, the major limitations are the restrictions 
of pre-defined keywords that can be used and the expensive manual work on 
annotating video.  Another solution called feature-based indexing allows video 
search by low-level features comparison such as query by a sample image. Even 
though this approach can use automatically extracted features, users would not be 
able to retrieve video intuitively, based on high-level concepts. This predicament is 
caused by the so-called semantic gap which highlights the fact that users recall video 
contents in a high-level abstraction while video is generally stored as an arbitrary 
sequence of audio-visual tracks.  
 
To bridge the semantic gap, this thesis will demonstrate the use of domain-specific 
approach which aims to utilize domain knowledge in facilitating the extraction of 
high-level concepts directly from the audiovisual features. The main idea behind 
domain-specific approach is the use of domain knowledge to guide the integration of 
features from multi-modal tracks. For example, to extract goal segments from soccer 
and basketball video, slow motion replay scenes (visual) and excitement (audio) 
should be detected as they are played during most goal segments. Domain-specific 
indexing also exploits specific browsing and querying methods which are driven by 
specific users/applications’ requirements. Sports video is selected as the primary 
domain due to its content richness and popularity. Moreover, broadcasted sports 
videos generally span for hours with many redundant activities and the key segments 
could make up only 30% to 60% of the entire data depending on the progress of the 
match. 
 
ABSTRACT 
 
 viii
This thesis presents a research work based on an integrated multi-modal approach for 
sports video indexing and retrieval. By combining specific features extractable from 
multiple (audio-visual) modalities, generic structure and specific events can be 
detected and classified. During browsing and retrieval, users will benefit from the 
integration of high-level semantic and some descriptive mid-level features such as 
whistle and close-up view of player(s). The main objective is to contribute to the 
three major components of sports video indexing systems. The first component is a 
set of powerful techniques to extract audio-visual features and semantic contents 
automatically. The main purposes are to reduce manual annotations and to 
summarize the lengthy contents into a compact, meaningful and more enjoyable 
presentation. The second component is an expressive and flexible indexing technique 
that supports gradual index construction. Indexing scheme is essential to determine 
the methods by which users can access a video database. The third and last 
component is a query language that can generate dynamic video summaries for smart 
browsing and support user-oriented retrievals. 
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Chapter 1    
 Introduction 
 
1.1. Background and Motivation 
 
We are in an era where the technologies that enable people to easily capture and 
share digitized video data are rapidly developing and becoming universally available. 
Personal computers are continually getting faster, smaller, and cheaper, while high-
speed and reliable networking has shifted towards mobile and wireless access.  Gone 
are the days where a television set and an inane amount of cables was necessary to 
watch and edit video. To date, handheld devices and the Internet have become a 
common method to create and transport video documents. As a result, there has been 
a huge increase in the utilization of video as one of the most preferred types of media 
due to its content richness for many significant applications. In order to support and 
maintain video growth, further enhancement on the current solutions for Content-
Based Video Retrieval (CBVR) is required. 
 
The most unique characteristic of a video document is its ability to convey a rich 
semantic presentation through the synchronized audio, visual and text presentations 
over a period of time. In the early days of CBVR research, most efforts have simply 
borrowed/extended systems and algorithms from image, text and sound retrieval as 
these types of media have been commonly used much earlier than that of video. 
Although this strategy has gained some degree of success, it is not always sufficient 
for all applications because each video genre has its own syntax, semantic, rules, and 
formats. Therefore, a CBVR system needs to support diverse requirements from 
users and applications. For example, color-texture-shape based indexing is generally 
ineffective when users need to search for particular events in sports video. 
 
To support user/applications requirements, several techniques have been proposed to 
bridge the semantic gap between the features that can be extracted fully 
automatically and the richness of user queries in video retrieval. One of them is 
domain-specific approach which exploits the typical characteristics of a particular 
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video genre to design the most effective tools for the content extraction and indexing, 
and the associated browsing and retrieval. Sports video has been selected as the 
primary application in this thesis because they attract viewers worldwide, thereby 
maximizing the potential benefits of using a CBVR system. As compared to other 
video genres, sports video poses some unique challenges, namely: 1) Each sports 
genre has context-dependent characteristics such as special game structure and 
camera views, 2) Sports video is recorded without controls over the script and 
setting/environment, therefore the temporal structures are difficult to predict and 
background noises cannot be avoided, 3) Sports video is broadcasted with different 
styles of editing effects (e.g. slow motion replay and text displays) depending on the 
broadcasters, 4) Sports video can be used for various purposes such as entertainment, 
performance analysis and refereeing. 
 
This thesis presents a research work based on an integrated multi-modal approach for 
sports video indexing and retrieval. By combining specific features extractable from 
multiple (audio-visual) modalities, generic structure and specific events can be 
detected and classified. During browsing and retrieval, users will benefit from the 
integration of high-level semantic and some descriptive mid-level features such as 
whistle and close-up view of player(s).    
 
1.2. Aims 
 
This thesis focuses on exploring the techniques for feature extraction, semantic 
annotation and query processing which can be applied for sports video indexing 
system. Feature extraction and semantic annotation are the main requirements to 
show that the indexing method is feasible; that is the information can be extracted 
without too much manual intervention. Query processing that includes developing a 
data model, choosing a suitable query language and constructing a compact 
representation, is the most important aspect to show the success of the indexing 
method in terms of satisfying users/applications’ requirements.  
 
The primary aims are to develop, implement and test: 
• A new video indexing method for sports applications 
CHAPTER 1. INTRODUCTION 
 
 3
• Novel techniques for video content extraction to construct the indices (semi) 
automatically 
• Innovative video browsing and retrieval methods that fully utilize the 
proposed indexing scheme 
• New video representations which should allow users to browse and retrieve 
video database intuitively and effectively. 
 
Each of the content extraction and retrieval techniques will be tested using a large 
dataset containing various sports genre from different broadcasters and stage of 
competition. 
 
1.3. Significance 
 
The significance of the work lies equally in the approach as a guiding framework and 
the delivered tools as a validation of the approach. 
 
The following sets of results will be presented: 
• A number of techniques to extract some mid-level features which can be used 
to detect generic highlight events from various sports genres. The features set 
will be used as the basis of other tools 
• A knowledge discounted approach for detecting and classifying specific 
events such as soccer and basketball goals. This approach utilizes a more 
definitive scope of detection and universal set of features 
• An integrated summarization scheme that constructs a more complete and 
self-consumable summaries that can be browsed effectively 
• An indexing scheme that supports gradual updates on the data model which 
combines semi-schema and object-relationship modeling concepts. A query 
language has been explored to test the benefits of this indexing by 
constructing some user-oriented retrievals and dynamic summaries 
construction.  
 
1.4. Thesis Outline 
 
The thesis is organized in the following manner. 
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In Chapter 2, an extensive discussion on the current achievements concerning the 
components of video indexing is provided. This includes video segmentation, content 
analysis, video modeling, and retrieval. The next discussion focuses on comparing 
video indexing approaches which are categorized into feature- and annotation- based. 
The last part of this chapter discusses several approaches that aim to bridge the gaps 
between high-level and low-level feature; it includes query by example with 
relevance feedback, browsing with compact representation, user-oriented video 
skims, and domain-specific strategy. This discussion provides a motivation for 
domain-specific indexing as one of the most promising approaches. 
 
In Chapter 3, the challenges in sports video indexing are explained as the focus in 
this thesis is given on sports applications. This includes a discussion on the 
characteristics of sports video, the layers of abstraction in sports video, and 
users/applications requirements analysis, followed by a model which captures the 
aspects of sports video that should be extracted, indexed and retrieved. 
 
Chapter 4 provides an overview of the framework for a sports video retrieval system. 
The discussion aims to guide readers into the subsequent chapters in the thesis. In 
particular, a multi-layered semantic extraction scheme will be presented to describe 
the automatic content analysis process as outlined in Chapters 5 and 6. 
 
In Chapter 5, a set of novel algorithms to extract mid-level features are discussed. 
The usefulness of these features is tested in terms of the amount of generic semantic 
events that can be detected. The test is performed with a large dataset with various 
types of sports and is aimed to prove the robustness and the reliability of the 
detection. 
 
In Chapter 6, a statistical-driven approach is introduced to construct the heuristic 
rules that can be applied to detect and classify domain-specific events. As compared 
to generic events, users will gain more benefits from classified semantic events, such 
as goals and fouls. A performance analysis, which is carried out with a larger dataset 
that contains full-length games, will be reported to demonstrate that the proposed 
scheme is effective and reliable for various sport genres such as soccer, basketball, 
and Australian Football. 
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In Chapter 7, an integrated summarization scheme to form a customized semantic is 
discussed in details. The main aim is to achieve a more complete summary that 
allows users to skip/browse the compressed information without missing any 
significant events. Results from a user study are reported to verify the effectiveness 
of the summarization scheme. 
 
In Chapter 8, a novel segment-event based indexing scheme is be introduced to 
combine all the extractable mid-level features, generic events, specialized events, and 
customized semantic (which are described in Chapter 5, 6, and 7 respectively). The 
indexing scheme aims to demonstrate the benefits of using semi-schema and object-
relationship based modeling techniques to support gradual index constructions. This 
can facilitate additional features/semantics to be extracted using enhanced algorithms 
in any future work. 
 
Finally, an evaluation of the system, summary of achievements and the future work 
are discussed in Chapter 9 and followed by references and some appendices. 
 
It is to be noted that all the main chapters are presented with a self-contained set of 
introduction, main concepts, experimental results, and conclusion. Any reference to 
other chapters is clearly indicated. 
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Chapter 2     
 Content-based Video Retrieval 
 
In this chapter, an extensive discussion of related work in the area of Content-based 
Video Retrieval (CBVR) is presented. The topics covered are structured according to 
the main components of CBVR. 
 
2.1. Components of Video Retrieval Systems 
 
As video data is naturally complex; therefore a thorough understanding of its unique 
characteristics is essential to develop techniques for managing it [1, 2]. There are 
some significant characteristics that distinguish video from other classes of data. 
First, since video is stored as binary; therefore, in contrast to alphanumeric data, 
video has higher resolution, larger data volume, larger set of data that can be 
originated, higher interpretation ambiguity, and needs more interpretation efforts. 
Second, video has spatial and temporal dimension, whereas text is only non-spatial 
static and image is spatial static. Moreover, video semantic is unstructured and 
generally contains complex relationships. 
 
The main components of a video document are semantic content and audiovisual 
(AV) presentation. Semantic content is the idea, knowledge, story, message or 
entertainment conveyed by the video data. It is the most complex part of video data 
as the semantic information of video can be expressed either implicitly or explicitly. 
Viewers need to apply their knowledge to understand the implicit semantic after 
seeing or hearing the audiovisual presentation whereas they should be able to 
understand explicit semantic more intuitively. An example of explicit semantic is the 
text displays in film-type video to inform viewers of the film casts. From AV tracks, 
viewers can extract some perceptive audio and visual information such as volume, 
pitch, color, texture, object motions, and object relationships. Visual presentations 
also include some textual displays which are displayed long enough to give certain 
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information to the users about what is currently viewed by the audiovisual 
presentation. For example, some shots in news video display texts which inform 
viewers of the current topic, who is involved, the place of event and so on. Some 
broadcasted videos also provide closed caption (CC) track which contains sequential 
texts which needs to be displayed with the audiovisual track in a synchronized 
manner. Thus, CC track is known as the script of spoken words or subtitles. 
  
Figure 2.1 depicts a high-level concept on the contents of a video data and Figure 2.2 
illustrates a very simple example on how semantic contents can be conveyed through 
the spatio-temporal AV presentation of video data. Since shots are merely depicted 
as a sequence of video frames in the second diagram, thus the sequence of three shots 
convey semantic information, which indicates that a car has moved from right to left 
(spatial-temporal information), and a tower is located in the middle of the 
background (spatial-static information). 
 
It is important to note that the AV components of video data are not always equally 
important in conveying the semantic content. Instead, it depends on the purpose and 
use of the video data. For example, in analyzing the game strategy and techniques 
during a soccer match, the information about the motion and position of the players 
are most important. Along with this, depending on how the video was produced, 
many different AV features can represent the same semantic content and vice versa, 
the same AV features can represent different semantic contents due to the 
subjectivity of the annotators. Hence, similar to the human perception of video 
document, the semantic content in video will be more accurately interpreted when 
more channels are perceived. 
 
A general structure of CBVR components is depicted in Figure 2.3 and can be 
described as follows. User/application requirements determine the retrieval and 
browsing. The success of retrieval depends on the completeness and effectiveness of 
the indexes. Indexing techniques are determined by the extractable information 
through automatic or semi-automatic content extraction. Since video contains rich 
and multidimensional information, it needs to be modeled and summarized to get the 
most compact and effective representation of video data. Prior to video content 
analysis, the structure of a video sequence needs to be analyzed and separated into 
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different layers such as shot and scene. Since the design of each component is 
affected by other components, it is generally difficult to discuss each component 
separately. For example, if the retrieval is based on high-level semantic features such 
as specific sport highlight segments like goal, the indexing can be based on the 
hierarchy of summarized (key) events. Each event can be abstracted using the face of 
the actors who participate during that event whereas the event itself can be described 
using some statistical measures like excitement ratio (e.g. the higher excitement, the 
more significant an event should be). As a result, the content extraction process aims 
to automatically identify and classify the event(s) that is contained within each play-
break segment. 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
Figure 2.1. Video data components 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2.  Semantic information through the spatio-temporal of video data 
 
Video Data 
Semantic Information 
Audio track: sequence of sounds 
Visual track: sequence of images (or 
frames) 
Spatial: color, texture, shape, 
object position 
Temporal: (with a period of 
time) changes of color, 
texture, shape 
Spatio-temporal: motion 
Closed Caption: sequence of still text 
AV presentation 
Time 
Shot 2 Shot 3 Shot 1 
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Figure 2.3. Components of Content-based Video Retrieval Architecture 
 
2.2. Video Segmentation 
 
In general, indexing could be performed on the whole video stream but it would be 
too coarse.  On the other hand, if the indexing is based on each frame in the clip, it 
would be too dense as a frame often does not contain any important information. 
Researchers have commonly indexed on a group of sequential frames with similar 
characteristics [3, 4]. 
 
2.2.1. Shot Boundaries Detection 
 
Shot is a sequence of video frames which have similar characteristics. Hanjalic et al  
[5] discusses the shot-boundary detection problem in detail and the major issues that 
need to be considered. Shots extraction requires the computation of an appropriate 
metric (algorithm) to characterize the change of video content between two frames 
and a threshold to determine whether the change is important enough to be defined as 
a shot boundary [6]. There are two types of shot changes, namely abrupt change and 
gradual change [7]. Abrupt change can be detected easily as it is always significant 
enough to be detected. On the other hand, the threshold value must be sensitive 
enough for the gradual change to be detected while not too sensitive that it would 
attract too many false cuts. Color features have been widely used for detecting shot 
boundaries due to its robustness to complex background (occlusion), scaling (image 
size), orientation, and perspective [8, 9]. Three main methods which can be used for 
shot boundaries detection are described below: pixel-wise frame difference, 
histogram comparison, and audio assisted. 
Pixel-wise frame difference technique [10] detects shot boundaries by measuring a 
qualitative change between two frames by simply comparing the spatial 
Content 
Extraction 
Abstraction 
(Modeling) 
Structure 
analysis 
Indexing Retrieval 
Browsing 
Summarization 
Raw Video  
User / Application 
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corresponding pixels in the two frames and determining the amount of the pixels that 
have changed. Thus it is also called pair-wise pixel comparison algorithm (see [7]). 
This method can be summarized as follows. The first step is to compute the pixel 
intensity of the two adjacent frames. If the frame contains color, the calculation is 
done for all the three-color channels (Red, Green, and Blue) [11]. Whereas when the 
frames are black and white, gray value is calculated instead [12]. The next step is to 
calculate the difference (also called the distance) of the two frames’ pixel intensity 
and compare the difference against the threshold. A shot change is identified if the 
difference is bigger than the threshold. 
 
While pixel-wise comparison is easy to be done, it is too sensitive against noise, 
illumination changes and camera motion [13]. Alternatively, color histogram can be 
used due to its effectiveness in characterizing the global distribution of an image 
without knowing the component objects that make up the image. Color histogram 
shows statistically the intensities of the three-color channels in the image, such RGB 
(Red Green Blue) or HSV (Hue Saturation Value) [8-10].  Color histogram 
comparison should also be less sensitive to object motion than pixel difference 
technique [7]. Histogram is used for shot boundary detection by assuming that two 
frames which have unchanging backgrounds and objects will show little difference in 
the histograms. This method can be summarized as follows: histogram of a frame is 
computed by measuring probability distributions of pixel values in the entire image 
on a frame; therefore each frame will produce a distinct histogram. To identify shot 
boundaries, the histogram difference between a frame and its consecutive frames is 
compared against a threshold. If the difference is bigger than the threshold, a shot 
boundary is found. 
 
Unfortunately, histogram is still sensitive to global camera operations and it may fail 
when the histograms within a shot are different due to changes in lighting conditions, 
such as flashes and flickering objects [12]. One approach to overcome this problem 
is by making use of the similarity between colors as their appearance may change 
slightly based on noise and different illuminations [10]. Another approach is to take 
into account the spatial relationship between color pixels. For example, two different 
images that have the same basic histogram may not look similar. For this purpose, 
color coherence vector [8] can be used to incorporate spatial information into color 
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histogram by classifying each pixel in an image based on its position in a large-
uniform color region. Alternatively, the histograms for image foreground can be 
separated from background [10]. More specific solutions include optical flow 
technique which detect camera movements, and color normalization against different 
illumination [14]. 
 
To increase the accuracy of shot detection, researchers have realized that the audio 
content which is synchronized with a shot is highly related to the visual content. 
Thus, certain audio characteristics can be used to help determining shot boundaries. 
For example, Pfeiffer  [15] introduces an algorithm for segmenting audio track based 
upon the calculation of relative silence or pause. Their method uses perceptual 
loudness measure and uses an adaptive threshold for the classification of pause and 
non-pause. By assuming that most video shots have a continuous sound, each shot 
boundary can be distinguished using pause detection of its sound track. Some audio 
features, such as speech recognition, can also be used to detect content change during 
a shot boundary. 
 
2.2.2. Scene Detection 
 
Although shot-based indexing can be fully automated, the major problem is the lack 
of semantic information. As mentioned, a shot is only a group of sequential frames 
with similar characteristics; therefore, it does not actually correspond directly to 
semantic content. For example, the semantic content often does not change during 
shot boundary. To overcome this limitation, scenes need to be extracted as a 
sequence of shots which represent and can be described by a semantic content 
description. Scene detection is generally more difficult than shots detection due to a 
need for understanding the video contents. One approach is by measuring the 
semantic correlation of consecutive shots based on dominant color grouping and 
tracking. For example, a shot grouping method called expanding window has been 
designed to cluster correlated consecutive shots into one scene [16]. Similarly, scene 
can be detected via continuous coherence in which related shots are grouped into 
scenes which are defined as a single dramatic event taken by a small number of 
related cameras [17]. Alternatively, a scene can be formed by grouping a sequence of 
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shots which depict a particular object activity or event. Object and event based 
indexing are discussed in the later part of this chapter. 
 
2.3. Content Analysis 
 
As a video document is composed of image-sequence (frames) and audio tracks, 
video content analysis should utilize the techniques from audio and image analysis. 
 
2.3.1. Audio analysis 
 
Audio track in a video document is synchronized with the content presented in the 
video sequences [18]. Therefore certain techniques from audio analysis for video 
content extraction can certainly be borrowed for video content analysis. The main 
benefit of using audio analysis is its cheaper and less complex computational 
requirements as compared to image and video analysis. This section attempts to 
review some of the widely-used audio features for video analysis research. 
  
Audio features can be extracted in two levels which may overlap depending on the 
application [19]. Both of these feature levels can be further categorized into time- 
and frequency- domain as these are the main representations of audio signals [10, 
20]. The two main audio features levels are: 
• Frame (short term segment) level: it is a group of neighboring samples which 
last for around 10 to 40 milliseconds. Audio signal is stationary in it; 
therefore, short term features can be extracted. Frame-level features are 
mostly inherited from traditional speech signal processing as they are the 
most appropriate features to be used for this type of application. 
• Clip (long term segment) level: it consists of a sequence of frames and it 
usually characterizes how frame-level features change over a clip. Clip level 
features are important as human often needs a longer audio analysis than a 
frame to understand the semantic contents of a signal. Clips can be extracted 
using audio segmentation process such as one that is based on the similarity 
of the frame-level features; otherwise, clips can be statically segmented using 
fixed-length clips, usually 1 to 2 seconds. 
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Frame-level features 
 
Frame-level features can be extracted either in time- or frequency- domain. . In the 
first part of this section, time-domain features such as volume and ZCR are 
discussed. This is then followed by some frequency-domain features that include 
bandwidth, energy distribution, harmonicity, pitch, and Energy Ratio of Sub Band. 
 
Volume  
 
Volume is a reliable indicator for silence detection; therefore, it can be used to 
segment audio sequence and determine clip boundaries [21, 22]. Volume is 
commonly perceived as loudness since natural sounds have pressure waves with 
different amount of power to push our ear.  In electronic sound, the physical quantity 
is amplitude, which is particularly characterized by the sample value in digital 
signals. Therefore volume is often calculated as the Root-Mean-Square (RMS) of 
amplitude [10, 19, 20]:            
           
∑
=
=
N
n
nx
N
xV
1
2)(1)(       (2.1) 
 
where, V(x) is the volume of frame x, N is frame length (total number of samples in 
the audio piece) and x(n) is the nth sample in the audio frame. 
 
In addition to this equation, frame-level volume can be normalized by the maximum 
volume of some previous frames.  
 
However, there are other important factors of human perception of loudness [23, 24]: 
• Loudness partially depends on pitch as human hearing is more sensitive to 
certain middle range sounds and becomes less sensitive with lower and higher 
pitch sounds. 
• Human hearing is less sensitive to complex sounds than to simple tones. High 
frequency noise is relatively difficult to hear. Dithering can convert certain 
types of errors into high-frequency noise which is less-audible. 
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To overcome subjective perception, loudness can be described as relative power (i.e. 
by comparing 2 sounds) which is measured as decibels (dB). For example, if a sound 
signal has twice power, it is 10 log10 (2) or 3.01 dB louder. In order to use dB as a 
measurement for volume, a particular sound can be defined as a standard reference. 
This standard is the quietest loudness that human can hear. For instance, the loudest 
sound for human is 120 dB [20]. 
 
Zero Crossing Rate (ZCR) 
 
ZCR indicates the number of times that an audio waveform crosses the zero axes. 
ZCR is the most effective indication for detecting unvoiced speech. By combining 
ZCR and volume, misclassification of low-energy and unvoiced speech frames as 
being silent frames can be avoided. Specifically, unvoiced speech is recognized as 
low volume, but high ZCR [19, 25]. ZCR can be calculated as: 
 
N
fsnxsignnxsignZCR
N
n
x *)))1(())(((*2
1
2
)( ∑= −−=   (2.2) 
 
where, ZCR(x) is ZCR of frame x, N is frame length (total number of samples in the 
audio piece), sign(n) is the sign of  the nth sample in the audio frame. It is set to 1 if 
x(n) is positive or -1 if it is negative, fs is the sampling rate of the audio signal. 
 
Frequency-domain (or spectral) feature is obtained by Fourier transform of samples 
in a frame to help audio content analysis since time domain does not show the 
frequency components and frequency distribution of a sound signal [26]. Any sound 
signal can be expressed in the form of the frequency spectrum which shows the graph 
of frequency versus amplitude; thus it shows the average amplitude of various 
frequency components in the audio signal [27]. In practice, Fourier transform is 
computed more efficiently with less memory using the Fast Fourier Transform 
(FFT) algorithm [28]. 
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Bandwidth 
 
Frequency bandwidth indicates the frequency range of a sound. It is normally 
calculated by taking the difference between the highest and the lowest frequency of 
the ‘non-zero’ spectrum components. 
 
Energy distribution 
 
Spectrum indicates the signal distribution across the frequency components. This 
information is often important for audio classification; for example, music normally 
has higher frequency components than that of speech. The low and high frequency 
band energy can be calculated using application dependent approach. An important 
feature that can be derived from energy distribution of a sound is spectral centroid 
(also called brightness), which is the midpoint of the spectral energy distribution of a 
sound. 
 
Harmonicity  
 
Harmonics are the evenly spaced spikes in the frequency spectrum which all appear 
near multiples of fundamental frequency (as depicted in Figure 2.4). The sound 
characteristic (also known as timbre) of an instrument can be explained by the 
relative loudness in the different harmonics. The characteristics of sound can often be 
described by the relative loudness of different harmonics. In harmonic sound, the 
spectral components are mostly the multiples of the lowest and loudest frequency. 
The lowest frequency is the fundamental frequency. A sound is harmonic if the 
frequencies of dominant components are of multiples of the fundamental frequency. 
Music is generally more harmonic than other sounds.  
 
 
Figure 2.4. Frequency Spectrum 
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Pitch 
 
Pitch has always been closely related to frequency. Frequency is the number of 
cycles of a sound wave completed in one second. Its unit is Hz (hertz). However, 
pitch and frequency are not actually the same as people tend to hear high notes as 
slightly lower than they are and they hear low notes slightly higher. Thus, the 
relation between pitch and frequency is correct only for middle range of tones and 
less accurate for higher and lower sounds [20]. For complex sounds, the pitch of a 
sound can be predicted by measuring the frequency spectrum and picking the loudest 
component. Fundamental frequency is usually the strongest frequency that appears in 
the sound. It is the closest indication of the perceived pitch of the total sound used in 
any application [10]. 
 
Energy Ratio of Sub Band (ERSB) 
 
ERSB calculates the ratio of energy in specific frequency sub-bands. For example, at 
22,050Hz sampling, the following frequency bands can be extracted: 1) 0-630 Hz, 2) 
630-1320 Hz, 3) 1720-4400 Hz, 4) 4400-11625 Hz. Since summation of four ERSB 
is always equal to 1, the ratio from 1 to 3 should be used. 
 
Spectral energy in a frequency sub-band can be calculated using this formula: 
 
∑=
k
k kxSE
2)(       (2.3) 
         
where SEk is the spectral energy in k frequency range and x(k) is the amplitude of the 
audio signal at frequency k. Moreover, SEk can be normalized by the total spectral 
energy and average amplitude.  
 
Spectrogram 
 
Time domain gives time-amplitude representation which does not show the 
frequency components of the sound. In contrast, frequency domain gives spectrum of 
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frequency-amplitude; it does not provide any information as to when the different 
frequency components occur. In order to solve this limitation, spectrogram can be 
used as it provides a relation that relates time (x), frequency(y), and intensity. Music 
spectrogram has a more regular occurrence of some frequency components than 
other sounds. An example is depicted in Figure 2.5 where whistle occurrences (the 
highlighted portions) show a pattern of regularity in a complex sports audio.  
 
 
Figure 2.5. Spectrogram of a Sports Video Audio 
 
 
Clip-level features 
 
As frame-level features only capture short-term characteristics of audio, clip-level 
features show the temporal variation of frame-level features over a longer period to 
extract the semantic content. Clip features can be grouped according to the type of 
the frame-level features used. 
 
Volume-based 
 
Mean volume of a clip does not necessarily reflect on anything but the temporal 
variation of volume in a clip often provides important features. It can be calculated in 
various ways: 
• Volume Dynamic Range (VDR) is the difference between maximum and 
minimum volume divided by the maximum volume. 
• Volume Undulation (VU) is the accumulation of the difference of neighboring 
peaks and valleys of the volume contour within a clip. 
• Percentage of ‘low energy’ frames is the proportion of frames with volume 
less than 50% of the mean volume within a clip. 
• Non Silence Ratio (NSR) is the ratio of the number of non-silent frames to the 
total number of frames in a clip. 
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• Volume Standard Deviation (VSTD) is the standard deviation of the volume 
over a clip. 
 
Zero Crossing Rate - based 
 
In speech signals, low and high ZCR periods are interlaced as voiced and unvoiced 
sounds often occur alternatively in speech. It is to be noted that commercial clips 
have relatively smooth contour due to its strong music background. Sports are 
smoother than news due to noisy background.  
 
Characteristics of ZCR in an audio clip can be calculated by various methods: 
• ZCR Standard deviation (ZSTD) calculates the standard deviation of ZCR in 
a clip. It is mainly used to classify different audio contents. 
• Four statistics of ZCR can be combined with volume information to 
discriminate speech from music. The four statistics of ZCR are: 
o Standard Deviation (STD) of 1st order difference. 
o 3rd central moment about the mean. 
o Total number of zero crossing that exceeds a threshold. 
o Difference between the number of zero-crossing above and below 
mean values. 
 
2.3.2. Image Analysis 
 
General image or visual features include color, texture, and shape. The focus of this 
section is to review the very useful image features that can be used for video content 
analysis, namely, 1) color feature, 2) shape feature and 3) texture feature. 
 
Color features 
 
As noted earlier, color is the most intensively used feature for image content 
management due to its robustness to complex background (occlusion), scaling 
(image size), orientation, and perspective. Color histogram and color moments are 
some of the fundamental features of color. 
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Color histogram 
 
Color histogram is the most common feature representation as it can characterize the 
global distribution of an image effectively without knowing the components objects 
that made up the image. It shows the intensities of the three-color channels in the 
image statistically. For example, Figure 2.6 depicts the histogram of two typical 
views in soccer videos; where the frame with large playing field shows dominant 
intensities in color index of 0.4 to 0.6 while the frame with player close-up has a 
more equal distribution of color intensities. 
 
 
Figure 2.6. Color Histogram 
 
Color moments 
 
Color moments of an image are chosen due to their effectiveness and simplicity. Any 
color distribution can be represented by its moments. In particular, first (moment) 
order captures mean color, while second and third order capture color variance and 
skew-ness respectively [9]. The mathematical representations of these three moments 
are described in [8]. 
 
Shape features  
 
Shape is another important image feature as any good shape representation should be 
unique, robust against translation, scaling and rotation. To extract shape features, 
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image segmentation techniques are required to segment an image into its individual 
objects. In general, shape representations can be categorized into boundary- (outer 
shape) and region- (entire shape) based. The two most widely used shape features 
are: invariant moment and Fourier-based shape descriptor [8-10].  
 
Invariant moment use region-based moments and a review on different type of the 
invariants can be found in [9] and the definitions and mathematical equations for 
these moments are described in [8, 10], including the central moments of up to 3rd 
order and seven moments which are invariant to translation, rotation and scale 
change. 
 
Fourier shape descriptors use the Fourier transform of objects’ boundary as the 
shape representation. The definitions and calculations of Fourier shape descriptors 
can be found in [8, 10].  
 
Shape information can be described based on: the significant edges, an ordered list of 
boundaries/interest-points, and region representation [9]. Moreover, shape 
representation can be normalized against rotation and scaling  [10]. 
 
Texture features 
  
Texture analysis research has an extensive history [8-10] due to its usefulness for 
pattern recognition and computer vision. Texture is an important image feature as it 
describes visual patterns which are homogeneous and not produced from single color 
or intensity. These visual patterns distinguish structural arrangement of surfaces from 
the surrounding environment; therefore texture is a natural property of all object 
surfaces, such as clouds, woods and bricks. However, it is generally difficult to 
describe texture and its perception can be subjective to a certain degree. For this 
reason, texture specification techniques often need to mimic human perception on 
texture. 
 
Texture can be described by six features: coarseness, contrast, directionality, 
regularity, likeliness, and roughness [9, 10]. The computation of the first three 
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features is described in [8] which also discuss some additional texture features such 
as Simultaneous Auto-Regressive (SAR), orientation, Gabor and wavelet-transform. 
 
2.3.3. Video Optical Character Recognition 
 
Optical Characters Recognition (OCR) technology for scanned documents is quite 
matured and the accuracy can reach over 90% when applied to high-quality text in 
documents and images [29].  However, character recognition for video, particularly  
in sports and news domain, is significantly difficult due to the fact that most 
characters in video have small size with low contrast and resolution and are occluded 
by complex background [30, 31]. Moreover, the text detector needs to be trained to 
detect text at a fixed position and scale because the non-text region in a video frame 
is always larger than the text regions [32]. Text regions usually spread along multiple 
frames which means that the system needs to detect and separate the most static text 
from moving background [29]. 
 
Video OCR techniques [29-31, 33] contain three essential steps, namely, 
• Text detection and localization: text occurrences in multiple video frames are 
detected. 
• Text segmentation and extraction: text regions are segmented from the 
complex background and the quality of the texts are enhanced.  
• Text recognition: text regions are fed to OCR to convert them into texts. 
Temporal redundancy in video can always be exploited to enhance the accuracy of 
the detection using the fact that viewers need at least two to three seconds to read the 
text. 
 
The major processes required for video OCR has been summarized using the 
following diagram (Figure 2.7). 
 
During text detection, character regions are localized by extracting strong still edges 
and pixels using Sobel filtering with a stable intensity for two seconds [34]. For 
MPEG video compression that uses 8x8 pixel block-wise Discrete Cosine Transform 
(DCT), DCT can be used as the texture measure to detect the strong edge features 
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and high coefficients values for certain frequency range which indicates text blocks 
in a video frame. The individual blocks of a frame is grouped into text instances by 
finding tight bounding rectangles around each text instance [35]. Since text regions 
usually occupy a small portion of a video frame, the detection system can be trained 
to detect text occurrence in the certain portion of the frame within a fixed scale using 
techniques such as NN network (Neural feed-forward network) [36, 37] or HMM 
(Hidden Markov Model) [38]. 
 
 
 
 
 
 
 
 
Figure 2.7 Processes in Video OCR 
 
During text segmentation or extraction, edges in frames can be enhanced using a 3x3 
mask and a noise removal filter such as median filter [39]. The resolution of small 
font sizes can be enhanced and rescaled by rescaling the text box bitmaps using cubic 
interpolation to a fixed height of 100 pixels while preserving the aspect ratio [32]. 
Complex background can be easily removed by using the fact that text pixels’ 
location is supposed to be more static than background pixels due to its alignment 
[36]. 
 
Video text recognition can be done by conventional OCR technology after the text 
regions are properly segmented and the quality is sufficiently enhanced. However, 
some researchers have attempted to build video OCR specifically due to the unique 
characters of video texts and apply some post processing to improve the detection 
results. For example, Lienhart  [33] has implemented an OCR software which 
incorporates standard OCR algorithm into an iterative character classification 
scheme. Sato et al [30] has applied a post processing to evaluate the differences 
between recognition results with words in the dictionary to select the nearest word. 
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In terms of finding state-of-the art video OCR systems, Lienhart [32] has developed 
a system which works for small and large images and MPEG-1 video up to HDTV 
MPEG-2 video sequences. The algorithm works for texts in images that include 
images in web pages and videos, for character size of 8 pixels to half the image 
height. It can also detect moving text lines over time and estimate the text color 
reliably. Only horizontal texts are detected and text occurrences are only considered 
if there are at least two letters and/or digit. 
 
2.4. Video Indexing 
 
Video indexing approaches can be categorized based on the two main levels of video 
content: low-level (perceptual) features and high-level (semantic) annotation [2, 10, 
40, 41]. The main benefits of low-level feature-based indexing techniques are:  
• They can be fully automated using feature extraction techniques, such as 
image and sound analysis. 
• Users can use similarity search using certain feature characteristics such as 
the shape and color of the objects on a frame or the volume of the sound 
track.  
 
However, feature-based indexing tends to ignore the semantics contents, whereas 
users mostly want to search video based on the semantic rather than the low-level 
characteristics. There are elements beyond perceptual level, which can make feature 
based-indexing very tedious and inaccurate. For example, users cannot always 
describe the characteristics of certain objects they want to view for each query. 
 
The main benefit of high-level semantic-based indexing is the support of more 
natural, powerful and flexible ways of querying. For example, users can browse a 
video based on the semantic hierarchy concepts like topical classification and they 
can search particular video according to the keywords. However, this type of 
indexing is often achieved through manual intervention as the process of mapping 
low-level features to semantic concepts is not straight forward due to semantic gaps. 
Manual semantic annotation should be minimized as it can be very time-consuming, 
biased and incomplete [42-44].  
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In the following subsections, three major indexing techniques are discussed: 1) 
Feature-based video indexing techniques, including shot-based, object-based, and 
event-based indexing, 2) Annotation-based video indexing, and 3) Indexing 
approaches which aim to bridge semantic gap 
 
2.4.1. Feature-Based Video Indexing 
 
Feature-based video indexing techniques can be categorized based on the features 
and segments extracted. 
 
Segment-based Indexing Techniques 
 
During the process of indexing texts, a document is divided into smaller components 
such as sections, paragraphs, sentences, phrases, words, letters and numerals, and 
thereby indices can be built on these components [7]. Using a similar approach, 
video can also be decomposed into a hierarchy similar to the storyboards in 
filmmaking [7, 45, 46]. For example, a hierarchical video browser consists of a 
multi-levels abstraction to help users in finding certain video segments or frames 
logically. This type of browsing scheme is often called story board because it 
contains collection of frames that represent the main events or concepts in video. 
Storing key frames requires much lesser storage requirement than the whole video 
document and thus reduces the bandwidth and delay requirements to deliver the 
video contents over a network for browsing and reviewing [10]. 
 
Storyboard indexing for hierarchical video browsing is shown in Figure 2.8 which 
can be described as follows. A video can contain stories of a birthday party, a 
vacation and a wedding. Each of the stories contains a set of scenes, for example a 
wedding story contains the church blessing and the wedding party scenes. Each scene 
is then further partitioned into shots, for instance the wedding party scene can be 
made up of shots of the special guests of the party and the excitement of the brides. 
Each shot is comprised of a sequence of individual frames. Thus, in this indexing 
framework, we have defined that a frame is a single image/picture, a shot is a 
sequence of frames with similar characteristics, a scene is a sequence of shots that 
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correspond to a semantic content, and a story is a sequence of scenes that reveals a 
single semantic story. A variation of this hierarchy is presented in [18] in which a 
video document usually has one or more purposes such as entertainment and 
information. To achieve its purpose, a video document contains a genre of sports 
which contains several sub-genres such as soccer, basketball and tennis.  The logical 
units of sports video are play and break which contain named events such as goal and 
foul. 
 
 
 
  
  
  
  
  
  
  
  
Figure 2.8. Segment-Based Indexing 
 
Key Frame 
 
One of the most common ways of representing video segments is by representing 
each video segment such as shot by a sequence of key frame(s) with a hope that a 
‘meaningful’ frame can capture the main contents of the shot. This method is 
particularly helpful for browsing video contents as users are provided with visual 
information about each video segment indexed. During query or search, an image 
can be compared with the key frames indexed using similarity distance measurement. 
Thus, the selection of key frames is very important and there are many ways to 
automate the process. There are mainly two issues in selecting key frames, namely, 
1) the amount of key frame(s) used and 2) the selection of the most representative 
frames within a shot. For the first issue, the number of key frames for each shot can 
be dynamically determined based on the length of the shots such as allocating one 
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temporary key-frame for each one second of the shot, especially, when the shot is 
very long [10]. Although this method considers only length of shots, the performance 
should be effective enough to save all the processing complexities and time needed 
to divide a shot into sub-shots and assign a key frame for them based on changes in 
contents such as motion information and optical flow [47]. For the second issue, it is 
generally difficult to select frames with the highest semantic usefulness 
automatically. This can be tackled by reducing redundant frames using methods such 
as singular value decomposition [48, 49] or relevance ranking [50]. Alternatively, a 
sequence of frames can be stitched into a mosaic or motion icon [10]. 
 
An ideal pictorial summary should present a video document in a limited 2D or 
flattened space while preserving the structure and sequential order. Ma et al [51] has 
developed  algorithms to generate video snapshot which is designed based on static 
presentation and optimized bubble-maps algorithms for considering the tradeoff 
between space saving and structure display.  
 
Mosaic 
 
Video mosaic [52] aims to transform the video segments from an implicit and 
redundant frame-based representation to an explicit and non-redundant scene-based 
representation. This process utilizes three fundamental information components of 
video that includes extended spatial information, extended temporal information, and 
geometric information. Video stream is temporally segmented into scene of 
segments. Scene cuts are detected by drastic changes in the frame content, which can 
be characterized by the distribution of color and gray levels or image motion. Scene-
based representation can be constructed based on: 
• Panoramix mosaic [53] which captures spatial view of the entire scene into a 
single (or few) snapshot image. 
• Geomatric transformations which relate the different video frames to the 
mosaic coordinate system. Users can map the location of each scene point 
back and forth between the panoramic mosaic images(s) and the individual 
frames. 
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• Dynamic information which captures moving-object by representing the 
extended time trajectories of those objects and their appearance. These 
trajectories are represented in the coordinate system of the mosaic image, 
which is common to all the fames. 
 
Object-based Video Indexing Techniques 
 
Object-based video indexing aims to distinguish particular objects throughout video 
sequence to capture content changes. In particular, a video scene is defined with a 
complex collection of objects, the location and physical attributes of each object and 
the relationship between them. 
 
Objects extraction process is more complex than extracting low-level features such 
as color, texture and volume. However, the process on video can be considered easier 
as compared to on image because an object region usually moves as a whole within a 
sequence of video frames. Moreover, object extraction can be easily done when 
video is compressed using MPEG-4 object-based coding standard. MPEG-4 has 
more high-level interpretation of video contents as compared to the traditional video-
coding standards such as MPEG-1/MPEG-2. An MPEG-4 video session (VS) is a 
group of one or more specific video objects (VOs). Each VO contains video object 
layers VOL(s) that consists of an ordered sequence of video object plane VOP(s). A 
VOP is a semantic object containing shape and motion information in a scene.  
However, MPEG-4 only specifies how objects should be represented in the 
compressed bit streams without actually specifying how objects are segmented and 
detected to allow competition in developing object tracking and segmentation 
techniques [9, 10].  
 
Object tracking is commonly done by detecting moving edges. Kim and Hwang [54] 
proposed a technique to segment VO based on edge change detection. Their 
technique starts by using Canny edge detector to detect and link edges in sequential 
frames. The output is a moving edge map by which VOP can be extracted. The post-
processing includes eliminating uninteresting moving objects. Schoepflin et al [55] 
has developed a contour-based tracking algorithm that uses a sequence of template 
CHAPTER 2. CONTENT-BASED VIDEO RETRIEVAL  
 29
deformations to model and track VO. By relaxing the constraints on the template 
deformations and updating them after each frame sequentially, the algorithm can 
track changes in the pose and shape of almost any objects. 
 
However, objects extraction is generally very difficult when objects in a frame are 
many, very small and move very fast thereby causing blur. For this reason, it is to be 
noted that objects-based indexing does not appear to be very effective in team-based 
sport videos such as basketball, soccer, and American football as the objects, such as 
players and ball, are many and move constantly. Yajima et al [56] proposed an 
indexing framework to allow users querying objects’ movements that include player 
and ball and querying by drawing a moving direction on a video screen directly. 
Their framework depends on tracing the spatio-temporal relationship between 
moving objects. They have used this indexing technique as there are certain aspects 
of soccer video which cannot be annotated and retrieved by keywords. However, 
they have not used ‘real’ soccer video in their experiment and used only samples 
from home-made soccer videos that contain only few players, no crowds, no 
complex background and no complicated movements. Moreover, the video was 
captured using a single camera; therefore eliminating the need to manage panning, 
zooming and tilting of broadcasted soccer videos. 
  
On the other hand, object-based video indexing techniques can be more effective for 
sport videos that involve fewer objects such as tennis and sumo [57, 58] where users 
can  query videos based on their favorite player or object movement. 
 
Event-based Video Indexing Techniques 
 
By tracking object’s activities, events in video segments can be detected. Event-
based video indexing aims to detect interesting events automatically from raw video 
track [59]. However, there is yet a clear definition for ‘event’ itself for video 
indexing. Event can be generally defined as the relations between appearing objects 
in a time interval that may occur before or after the other event [60]. Event can also 
be defined as long-term temporal objects which are characterized by spatio-temporal 
features at multiple temporal scales, usually over tens or hundreds of frames. An 
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event includes a) temporal textures such as flowing water: indefinite spatial and 
temporal type, b) activities such as person walking: temporally periodic but spatially 
restricted and (c) isolated motion events such as smiling: no repeat either in space or 
in time. 
 
Events in American football include ‘kick off’, ‘kickoff return’, ‘onside kick’, and 
‘punt return’ [59]. Ekin et al [43] detected ‘cross’, ‘shooting’, ‘score’, ‘header’, and 
‘pass’ events in soccer videos. Teraguchi et al [61] proposed single of multiple 
triggerring event(s) for the indexes. For example ‘kicking ball’ event triggers ‘goal 
kick’ or ‘corner kick’, while ‘receiving ball’ triggers ‘pass’ event. In track and field 
sports, Wu et al [62] detected ‘still’, ‘standing up’, walking’, ‘throwing’, ‘jumping 
up, ‘jumping down’, and ‘running’ events in track and field sports, to determine if 
the event is a ‘high jump’ or ‘long jump’. In a more general scope, Lie and Sezan 
[58] detected ‘plays’ events in baseball, American football and Japanese sumo 
videos, which typically construct the smallest time-segment containing important 
information.  
 
These events can be categorized into generic and domain specific events as shown in 
Figure 2.9. 
 
 
 
 
Figure 2.9. Generic and domain specific events example 
 
Detection of events in sport videos has been based on manual work [61] and 
automatic analysis of visual features using technologies such as camera or editing 
techniques analysis [58], global motion estimation [63], foreground-background 
extraction including visible object recognition [62], and the detection of CC (closed 
caption) streams [60]. These event detection approaches are very expensive and time 
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consuming as they need to analyze numerous frames. Moreover, in sport videos, 
certain events are often repeated may not lead to a key event. For example, passing, 
dribbling and tackling in soccer videos, are very common events; they can happen 
many times during the match and detecting them would be a tedious process. 
 
Event-based indexing is considered to be more suitable indexing technique for sport 
videos than segment- and object-based indexing for the following reasons:  
• A sport match can be naturally decomposed into specific events. For 
example, soccer videos may contain events such as players kicking ball and 
scoring goals.  
• Sport viewers remember and recall a sport match based on the events, 
especially, the most exciting events. For instance, viewers will remember that 
a goal is scored during the first playing period of a soccer match after 
watching the video. When goal event is to be seen again, the query can be 
built based on the particular period of play within the soccer match.  
• Events can assemble, describe and summarize specific audiovisual features in 
soccer videos. For example, foul events in soccer can be denoted by referee’s 
whistle, text display and play being stopped. Thus events can serve as an 
effective bridge between low-level features and high-level features in sport 
videos. 
• Events and their order of occurrence during a sport match can be predicted 
and detected automatically based on the specific domain knowledge.  
 
However, it is not always necessary to derive events using objects interaction which 
is generally difficult and complex. Events can be detected directly using certain low-
level features by applying domain knowledge which will be discussed in section 
2.5.3 on domain-specific video indexing techniques. Table 2.1 summarizes segment-, 
object-, and event- based video indexing techniques in terms of their benefits and 
weaknesses. 
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Feature-based Indexing 
Technique 
Benefits Limitations 
Segments-based (indexed 
by key frames) 
Can be easily automated. 
 
Segments reveal temporal structure 
well (e.g. in hierarchy). 
 
Supports queries by image 
similarity. 
 
Enable intuitive browsing through 
visual key frames that represent the 
whole shot. 
Key frame is often not enough to 
represent information in a shot. 
 
Motion and temporal information 
is not represented. 
 
Hard to determine the best key-
frame both manually and 
automatically especially, for 
application/user specific contexts. 
Object-based By identifying objects throughout 
scene, and tracking the motion, 
content changes can be identified 
from a video sequence. 
 
Easier when video is compressed 
using MPEG-4 object based coding 
standard. 
Object detection becomes difficult 
in certain situations, such as 
complex background, small sized 
objects and large number of 
overlapping objects such as soccer 
ball. 
Event-based Event is often how viewers 
remember video content easily 
Event is a feature and can be 
considered to be close to semantic. 
Event detection is generally 
difficult. 
 
Often has to be named using 
domain specific terms to make 
more sense to users. 
Table 2.1. Comparisons between feature-based indexing techniques 
 
2.4.2. Annotation-Based Video Indexing 
 
Text data management, such as Information Retrieval (IR) techniques have matured 
and successfully supported by traditional DBMSs. Thus, another alternative for 
managing video is to annotate the semantics of video segments using key words or 
free texts. Thus, user queries can be managed using standard query language, such as 
SQL and browsing can be based on hierarchical topic (or subject) classification [10, 
64]. However, the major limitation of this approach is the fact that it would be 
extremely tedious and ineffective to manually annotate every segments of video. On 
the other hand, the process of mapping low-level video features into high-level 
semantic concepts is not straight forward.  
 
There are also some major drawbacks which can already be expected from 
annotation-based indexing include: 
• Keywords/free text selection is subjective and often depends on application 
and domain requirements. 
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• ‘An image often worth a thousand words’. This means that words are often 
not able to fully describe a single frame therefore it is expected that words 
will be extremely insufficient to describe a video segment. 
• When users do not know how to explain what they want using words, it is 
often the case that they would like to query based on a similar image or 
sound. Similarly in browsing a video document, users often find that visual 
key frames representation are more helpful and interesting compared to pure 
texts. 
 
Despite these limitations, this approach still needs to be explored as annotations can 
still be the closest representation of video semantic content. Moreover, a video 
application such as sport and news can share many keywords; therefore, a ‘glossary’ 
of keywords can be constructed to assist a more uniform indexing and making 
queries easier. The followings sub-sections describe subject classification and 
MPEG-7 semantic graph as the examples of annotation-based indexing. 
 
Subject (Topic) Classification 
 
Subject or topical classification has been mainly implemented to organize large 
amount of information such as library and search engines. For browsing, users can 
select the topics that are available and searching can be done based on the keywords 
for the topics of interest. The main limitation is that most of the users will have 
different perspective as to how the topics should be classified. However, this 
limitation is not significant as users can search based on keywords of interest without 
browsing through the hierarchies. 
 
There are two main levels to organize video documents, namely, 1) subject classes of 
different videos, and 2) sub-classes by which video shots are extracted. However, 
each sub-class may still be divided into further sub-classes or its logical units and 
events [10, 18].   
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The benefits of this indexing scheme are discussed as follows: 
• Many videos such as news and movies have well structured topics. However, 
sport videos can be only classified based on the type of the sport such as team 
and individual, and type of events.  
• It is able to manage the contents of a single video document such as video 
segments, as well as organizing a large collection of video documents which 
contains different topics. 
 
Lu [10] demonstrated video subject classification that divides video into classes such 
as animals, art, food, sports and travel; and the details can be found in Table 2.2 . 
Snoek et al [18] classified video document into entertainment, information and 
communication; and the details can be found in Table 2.2. Based on the logical units, 
talk show can be divided into guest and host segments, while sports such as soccer 
and basketball contains play and break segments [18]. The topic classification 
scheme of Snoek et al [18] is more sophisticated and easier to be expanded than that 
of Lu [10] as it is based on a thorough literature review. In conjunction to these 
approaches, video’s main applications can include feature films, news, sport, 
biomechanical analysis of sports, and security [64]. To classify each application, the 
following issues need to be considered, namely, 1) video intent: the purpose of 
making video, 2) video content: predictable or typical contents, 3) video production: 
how the video is made in regards to the controls over script, filming, composition 
and channel, and 4) video usage: the way video is used. 
 
No. Classification Examples 
1. Animals [10] Dogs and cats 
2. Arts [10] Paintings and sculpture 
3. Foods [10] Vegetables, fruit and drinks 
4. Sports [10] Soccer and baseball 
5. Travel [10] Asia and Europe 
6. Cats [10] Lions and tiger 
7. Europe [10] France and Germany 
8. Entertainment [18] Talk show, music, sport, feature film (movies), 
cartoon, sitcom and soap 
9. Information [18] Documentaries and news 
10. Communication [18] Commercial 
Table 2.2. Subject Classification 
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Based on these classification approaches a subject classification for video is 
presented in Figure 2.10 which include genre and sub-genres (thus still can be 
expanded). In order to divide them into the logical units and events, domain-specific 
indexing approach can be utilized. For example, soccer logical units are composed of 
play and break scenes in which specific events like goal can be found (refer to 
Chapter 7). 
 
 
Figure 2.10. Video topic classification  
 
MPEG-7 based Annotation Indexing 
 
MPEG-7 is introduced by Moving Pictures Expert Group (MPEG) as an ISO/IEC 
standard for Multimedia Content Description, which describes various types of both 
real-time and non-real time (archived) audiovisual information. It can be used by a 
broad range of push (fast and effective search and browsing) and pull (data filtering) 
applications [65, 66]. 
 
As most of the newly proposed video indexing architectures utilize their own video 
indexing schemes, there should be an effort to optimize the use of MPEG-7. In 
particular, MPEG-7 data scheme has already considered many alternatives methods 
to describe video such as graph, hierarchical and sequential models [67]. The 
semantic graph can be used to organize semantic annotations.  
 
MPEG-7 aims to standardize only the Multimedia Content Description Interface, to 
accommodate competitive developments of the (automated) feature extraction and 
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search/filtering applications. To achieve the goals, MPEG-7 aims to standardize the 
following components (which forms the 6 parts of MPEG-7 standards) [65, 68]: 
• ISO/IEC 15938-1: Systems, which defines the architecture standard. For 
example, the scheme of preparing MPEG-7 description to achieve efficient 
transport/storage and to allow synchronization between content descriptions. 
• ISO/IEC 15938-2: Description Definition Language (DDL) is a standard 
language for defining new or extending Description Schemes (DS) and 
Descriptors (Ds). MPEG-7 DDL has chosen to adopt XML Schema Language 
with some MPEG-7 specific extensions, to meet the MPEG-7 requirements. 
• ISO/IEC 15938-3: Visual Ds, which contains the basic structures and 
descriptors to represent the basic visual features of multimedia data. For 
example color, texture, shape, motion and location. 
• ISO/IEC 15938-4: Audio Ds, which contains the audio descriptions of 
multimedia data. MPEG-7 Audio comprises six technologies: the audio 
description framework, sound effect-, instrumental timbre-, spoken language 
content-, uniform silence segment- and melodic-description tools. 
• ISO/IEC 15938-5: Multimedia Description Schemes (also called MPEG-7 
Multimedia DSs or MDS) aims to standardize a set of description tools 
(Descriptors (Ds) and Description Schemes (DS)) to produce a generic 
description of multimedia data (including audio, visual, and text). 
• ISO/IEC 15938-6: Reference Software is also called the experimentation 
Model (XM), which is the simulation platform for the MPEG-7 descriptors 
(Ds), Description Schemes (DSs), Coding Schemes (CSs), and Description 
Definition Language (DDL). 
 
Based on MDS components as shown in Figure 2.11, it is noted that MPEG-7 MDS 
describes multimedia content by its structural aspects and semantic aspects. In this 
section, the focus of the discussion is on MPEG-7 semantic content descriptions. 
 
Semantic DS emphasizes on describing semantic entities such as objects, events, 
semantic concepts, semantic states, semantic times and places in narrative world. A 
narrative world is the context in which the description makes sense, which may 
cover the world depicted in the multimedia data. Objects and events are perceivable 
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and are abstract entities that exist (or take place in time and space in the narrative 
world) in the multimedia data. Semantic concepts are in contrast not perceivable 
entities or they can be described as the generalization of perceivable semantic 
entities. Semantic states are parametric attributes of entities and relations at a 
particular time and space (e.g., age of person). Semantic times and places describe 
time and place, respectively, in a narrative world [69, 70]. 
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Figure 2.11. MPEG-7 MDS components (extracted from [70]) 
 
Semantic DS can be used to form the description of abstractions which refer to the 
process of using a description for a single instance of multimedia content to be 
generalized into a set of multiple instances of multimedia content or a set of specific 
descriptions. There are two abstractions, namely media- and standard- abstraction. 
Media abstraction is a description that is separated from a specific instance of 
multimedia content. It describes multiple instances of similar multimedia content. An 
example is how a TV news program description can be applied to describe other TV 
programs. Standard abstraction is generalization of media abstraction that describes 
a general class of semantic entities of descriptions. The general approach is to 
replace specific objects, events or other semantic entities by classes [70, 71]. For 
example, 'Ruud Van Nillestroy scores a goal in the soccer match between 
Manchester United and Deportivo LaCoruna during a Champion’s league cup 
qualification” can be replaced by “A soccer player scores a goal in a soccer match”. 
Hence standard description supports instantiation of a description template. 
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Semantic descriptions can be organized in a tree or graph as shown in Figure 2.12. A 
semantic description graph is defined by a set of nodes, representing semantic 
entities and a set of edges that link the nodes to describe the relationships among 
semantic entities. The following graph depicts an example of graph which organizes 
standard abstraction of a typical soccer match, which can be used as a template to 
describe the semantic concepts of soccer videos. 
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Figure 2.12. Soccer Game semantic abstraction (Simplified from [71]) 
 
2.5. Indexing by Bridging Semantic Gap 
  
This section will provide an overview of some indexing methods that bridge the 
semantic gap between high-level concepts and low-level features. 
 
2.5.1. Query by Example with Relevance Feedback 
 
As audio-visual feature extraction is easier than semantic understanding, and 
generally possible to be fully automated, CBVR can benefit from query-by-example 
(QBE). For example, given a sample video shot, the system should find the indexed 
segments which have the closest characteristics such as similar speaker pitch and 
similar face. The usage of QBE has been demonstrated in news application [72] by 
associating faces and names in news videos. To accomplish this task, their system 
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uses face sequence extraction and similarity evaluation from videos, name extraction 
from transcripts, and video-caption recognition. Kim and Chua Kim [73] developed a 
longest common subsequence matching technique for measuring temporal similarity 
between video clips, as similar segments in news video can be presented with 
variations in temporal (e.g. longer/shorter) and spatial dimensions (e.g. with/without 
super-imposed text display). Similarity-based video segments matching in news 
video can be used to determine the most frequently played news segment which can 
be interpreted as ‘current affair’ or ‘breaking news’. In sports domain, QBE can be 
used to query soccer match in which the player or ball moves in a particular motion 
pattern (which users can sketch) [56]. 
 
QBE assumes that when video frames are represented by key frames, retrieval can be 
performed by users selecting the visual features, and the specified weights on each 
feature when more than one feature is used. The retrieval system then finds images 
similar to the query. Such systems are not always satisfactory due to the fact that best 
features representation and manually assigned weights are sometimes not sufficient 
to describe the high-level concepts in queries. For example, most users think with 
high-level concepts such as ‘a vase’, rather than the shape and texture. After its 
success in text-based retrieval, relevance feedback has been tested for image retrieval 
systems [48]. 
 
Even though relevance feedback does not map low-level features with high-level 
semantic, it aims to adjust an existing query automatically. This is achieved by using 
the information feedback provided by the users about the relevance of previously 
retrieved objects so that the adjusted query is a better approximation of user’s need. 
Thus, relevance feedback technique tries to establish the link between these features 
based on users’ feedback. The burden of specifying the weights is removed from the 
user as they need to mark images that are relevant to the query. The weights are 
dynamically embedded in the query to represent the high-level concepts and 
perception subjectivity. 
 
 
 
CHAPTER 2. CONTENT-BASED VIDEO RETRIEVAL  
 40
2.5.2. Browsing with compact representation 
 
Video documents are generally long and rich due to its spatial and temporal 
dimensions. Users should benefit from more compact representations of video 
document. Image-based representations such as key frames, mosaic, and video 
snapshot have been described earlier. This section focuses on more high-level video 
information compression techniques using summarization or skimming (including 
user-oriented previews).    
 
Summarization 
 
Summarization is the process of extracting representative subsets of an entire video 
clip where important semantic aspects are maintained. Fayzullin et al [74] proposed a 
CPR criteria for summarization which includes three major concepts, namely, Frame 
Priority, Summary Continuation and Non-Repetitiveness . The basis of the concept is 
that a video summary must contain frames which are deemed important from the 
video and their priorities are higher than non-important events. Continuity of the 
summary must be maintained for intuitive users viewing, while the summary should 
be non-repetitive. 
 
Alternative methods [75, 76] have been proposed for summarization which 
concentrate on more abstract aspects of video. Moriyama and Sakauchi’s method 
[75] make use of psychological content and Ma et al’s [76] proposed a user attention 
model for summarization of video. 
 
For the purpose, of summarization, highlight extraction is the detection of important 
(or key) sections of a video. This process is generally useful for sport videos as 
coverage spans a few hours that may include an hour for important action.  
Extracting these important actions into a highlight package would be of great benefit 
to users and storage. In fact, sport videos are not the only benefactors of highlight 
extraction. Any video section or unit with unimportant sectors could be subject to 
highlight extraction and would save the user laborious time in searching through 
entire video units for a single important event. Security videos are a good example of 
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this as they contain footage of a camera located at a specific place, usually static, and 
may contain hours of inactive video. Instead of user having to watch the entire video 
or navigate through it sequentially, highlight extraction could easily present the user 
with shots that contain an action of interest. 
 
Intelligent fast-forward (smart skimming) 
 
Skimming through a video is akin to skimming through a book; if a user uses a book 
to understand how to build something, they may wish to look for only examples and 
diagrams in certain important sections of the book, rather than reading the entire 
book.  If a video were to be used for the same reason, the user may wish to skim 
through the video to find out interesting section. The user may wish to watch only a 
certain part and disregard the rest of the video. Besides, the user may be interested to 
know the other sections as well. Therefore, unlike highlight extraction, where only 
certain ‘important’ parts are shown, skimming gives an overview of the entire video. 
 
Skimming generally aims to help users with a smarter way of fast forwarding. This 
implies that a user would be able to recognize or know the aim of the video’s 
contents via a shorter version of the original video. One of the indicators for 
successful skimming is high compaction ratio between the original video and the 
‘skimmed’ video. This ratio takes into account how many frames are eliminated per 
one shot used for representation in the ‘skim’ video. It is obvious that a video skim 
with compaction ratio 20:1 is quite good as a representative shot is only used once 
every twenty frames. If the ratio were 2:1, every second frame is used as a 
representative shot for the skim, and would not create a much shorter version of the 
original. 
 
Motion pictures, television programming, education and presentation videos can also 
use skimming to produce shortened versions which basically represent the original 
video. If users need to watch or analyze a few videos, skimming will shorten the 
amount of time needed to analyze these. A user could go through a few videos in the 
time it would take to watch one normally. Skimming saves a lot of time and space, 
especially, for videos stored in databases. 
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User-oriented Approach for Creating Video Skims 
 
Users unintentionally embed their understanding and interests of the video content 
through their interaction with computers. It is very useful for future users if video 
skimming is based on previous users’ experience with the video. 
 
Browsing Behavior 
 
Common tracking of video usage can be achieved by examining usage log to 
determine the number of times a video segment has been accessed. Yu et al [77] 
developed a ShotRank calculation framework to measure the subjective importance 
of video shots by unifying low-level video analysis and user browsing log mining. 
Video summaries can be constructed as shot rank-based skims and story-tree. 
However, there is a need for more detailed tracking of video browsing behavior as 
usage log is not always sufficient to reveal user interests. Syeda-Mahmood and 
Ponceleon [78] used Hidden Markov Models to analyze the potential browsing states 
that users can be while watching videos such as ‘aimless browse’, ‘looking for 
something’ and ‘found what I wanted’. The observation sequence is extracted from 
users’ interaction while using media-player such as ‘play, pause and slider’. 
Therefore, interesting segments can be defined as the segments played by users in 
interested state. 
 
User-Attention Model Based 
 
Video is composed of image sequence, audio track, and text information. While 
watching a video sequence, human attention is generally attracted by these 
information channels. Therefore, a complete user attention model should be derived 
from each modality using machine learning or linear combination. Ma et al [76] 
developed visual attention model by integrating motion-, static-, face- and camera-
attention model. The audio attention modeling is integrated from audio saliency-, 
speech and music-attention model. Since video skimming should not interrupt 
sentences in the audio channel, they also used sentence boundary determination 
which can be detected based on longer pause duration. Their summarization scheme 
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has been evaluated based on users’ feedback on the enjoy-ability and informative-
ness. 
 
2.5.3. Domain-specific Strategy 
 
The design of video indexing should focus on users and applications that drive the 
development of the solutions. Not all extractable features are important; it depends 
on the domain. Therefore, it still remains to be seen as to whether a ‘pure generic’ 
approach in mapping low-level features to semantic video is always better than 
domain-specific. For example, object detection can be performed better than generic 
region-based segmentation [79],  if the algorithm can narrow down the scope of what 
to look for based on the domain of interest by taking into account the typical shape, 
texture, and color.  
 
In general, domain specific approach allows designers to benefit from the typical 
characteristics of the audio-visual track and semantic of a genre. By focusing on a 
particular user group, user-attention model can be predicted and subjective 
perception of video can then be tackled as most of the users will pay attention to 
similar objects while watching particular type of video. For instance, tennis match 
viewers will focus on the ball and players while they like to follow some match-
related statistics such as ‘percentage of 1st serve in’ and ‘unforced errors’. Moreover, 
retrieval strategy should drive the requirements for content analysis and extraction. 
User-centered approach can also realize that each application benefits from a 
particular user interface design. Sport matches can be browsed by the common 
structure including pre-match commentaries, start of match, play, break, highlight 
events and post match analysis.  
 
Given that a video database supports a particular domain, users know better what 
they can retrieve such as specific events and objects. Moreover, feature extraction 
tools can be designed for a specific purpose such as excitement rather than loud 
audio, playing-field instead of dominant color with typical lines, or player and ball 
instead of foreground/moving objects.  
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In this section, several domain-specific indexing approaches will be presented with a 
focus on the extraction of semantic content from specific low-level features; a 
discussion as to how the indexes are built and how they can be queried, is presented. 
The main areas of video application have been summarized in Table 2.3. 
 
Requirements and Users 
 
Type of Video 
Applications 
Purpose of the video Usage of Videos in terms of Queries 
Feature films Provide entertainment and 
convey message to 
audience. 
Film viewer: choosing films for entertainment. 
 
Film critic and analyst: locating specific films 
where certain actor, events and properties 
appears. 
 
Film database managers (e.g. movie rental): 
mainly interested on statistical questions, such as 
the number of rentals for videos. 
 
News videos Convey news information 
to audience. 
News browser: retrieval of certain events on 
certain time for viewing. 
 
News producer & reporters: reuse of the news for 
news reports such as researching facts related to a 
particular event or story. 
 
Sporting events 
videos 
Entertainment for casual 
viewers. 
 
Action logs for sport 
professionals. 
Casual viewers: locating game videos similar to 
film viewers. 
 
Sport players, coaches & trainers: analyzing 
player’s performance and game strategies 
 
Documentary 
videos (inc: 
Educational 
videos) 
Archiving the results of 
procedures and 
experiments from a 
classroom or environment 
Casual viewers: learn from the message 
conveyed by the video. 
 
Professionals such as teachers, scientists and 
researchers: analyze certain behaviors, events, or 
objects). 
 
Security videos Log of all events within 
the field of camera to 
solve the cause of crimes, 
accidents. 
Security analysts, police personnel, etc: cueing 
into video based on events, time, and unusual 
events. 
 
Table 2.3. Comparisons of Video Applications 
 
Sports Video Domain 
 
Sports video attracts a wide range of audiences and is generally broadcasted for long 
hours. For more than a decade, researchers from around the world have actively 
searched for the most effective solutions to automate the semantic analysis of sport 
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video contents. As a result, various algorithms and systems have shown promising 
results for many sport genres such as tennis, soccer, basketball and baseball. 
 
Tennis video indexing 
 
Zhong and Chang [80] analyze the temporal structure of live broadcasted tennis 
video by detecting the recurrent event boundaries such as serving views that consist 
of unique visual cues like color, motion and object layout. Such views can be 
detected automatically using supervised learning and domain-specific rules. Their 
structure analysis framework includes color-based filtering, object-based 
segmentation and edge-based verification. Users can browse and query based on 
these recurrent events. Miyamori et al [57] segmented tennis video by extracting: 
court-and-net lines, player-and-ball position, and player behavior. Each court and net 
line is detected by connecting two feature points at both sides. Players’ positions are 
captured by adaptive template matching. This method is modified to track ball 
position which is harder because of some obvious reasons such as small ball, blurred 
motion and its changed direction through ball hitting. Players’ behaviors are 
evaluated using HMM and two dimensional (2D) appearance models on silhouette 
transitions to overcome color difference between players’ clothes.  Using a similar 
framework, Sudhir et al [81] presented a color-based detection of court scenes from 
video frames using distinguished color properties of the various tennis courts that 
include carpet, clay, hard, and grass courts. Their court-line detection algorithm 
includes the extraction of basic line segments to reconstruct the complete tennis 
court. Moreover, they have also extracted players’ position which is examined in 
regards to the tennis court lines and net to recognize high-level events such as 
passing-shot and serve-and-volleying. 
 
Soccer video indexing 
 
Xie et al [82] detected two states of soccer game, namely, play and break based on 
the rules of soccer game to reduce soccer video length by 40%. Their algorithm uses 
visual features extraction including dominant-color ratio and motion intensity while 
using HMM model to compute play/break models. Yihong Gong et al [83] presented 
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a method on segmenting soccer match according to the court position such as 
midfield and left corner area. Their method detects the court white line, eliminate the 
noise, and trim the line to fix broken lines due to player occlusions, and match the 
line captured with a pre-defined pattern to justify part of the court in a particular 
scene. Their method was driven by a realization that camera always try to follow and 
focus on player with the ball movement. Yajima et al [56] pointed out that there are 
certain aspects of soccer video which cannot be annotated and retrieved by 
keywords. They proposed an indexing framework to allow users querying objects’ 
movements that include player and ball and querying by drawing on a video screen 
directly. Their framework depends on tracing the spatio-temporal relationship 
between moving objects.  
 
Baseball and Basketball Video Indexing 
 
Rui et al. [84] used baseball games to test the accuracy of detecting the combination 
of two highly correlated audio aspects which are highly correlated with exciting 
events such as commentator’s excited speech and baseball pitch and hit.  Li and 
Sezan [58] modeled sports using sequences of play, non-play, and end of video 
which is more ‘consumable’ by themselves than highlights or key frames. Their 
experiment showed that play detection can be done using an assumption that play in 
baseball is typically started by a pitching scene and end of play can be caused in 
different ways depending on the pitching result. 
 
Nepal et al [85] investigated the typical events to detect goals during basketball 
match. The investigation is used to build temporal models which drive the decision 
to choose some specific audio-visual features that can be used to detect the typical 
events. Their experiment used high energy audio segments, video text, and change in 
direction of motion. Zhou at al [86] examined and categorized the structures in 
basketball video into different classes according to distinct visual and motional 
characteristics features by rule-based classifier. The low-level features extracted 
include motion-, color-, and edge features. Edge feature extraction used Gaussian-
Laplacian edge detection and edge clustering, whereas color features include 
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dominant and regional color and color histogram. The key frames are classified into 
left, right, middle court and close- up. 
 
News Domain 
 
News video seems to be easier to be managed than that of sport video due to its 
typical topics and well-defined structures. For example, news can be classified based 
on its geographical place such as international, regional and domestic (local), its 
topic categories such as political, business, sports, and entertainment. Furthermore, 
the audio track suffers less noise than that of sport video. In particular, the speech of 
the news reporter is not mixed with any other sound and it has a good clarity and 
audibility. As a result, the semantic content of new video can be detected using either 
speech recognition or video OCR. 
 
Chaisorn and Chua [87] proposed a structure for news video which is based on [88, 
89]. News video typically contains the following:  
• Several introduction and highlight shots that give a brief introduction of the 
news to be reported,  
• The main body contains several new stories organized in terms of the 
geographical interests and broad topic categories,  
• Each news story normally begins with anchor-person shots followed by 
several live-reporting shots and ends the starting of a new story (indicated by 
another anchor person shots and 
• After the stories, news video normally ends with reports on sports, finance, 
and weather. 
In the middle of this typical structure, there are advertisement shots whose 
boundaries can be detected by the presence of black frames and/or audio silence.  
 
Shot classification and story segmentation needs to be developed to segment news 
video into this structure. Shot classification involves shot segmentation and key 
frame selection using color histograms, and the shots are classified based on similar 
visual features and learning-based approach. Temporal features are detected using 
the transitions of background scene, speaker, audio, motion activity and shot 
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duration. They have also extracted object-based high-level features such as face 
detection, shot type determination like close up and medium distance, and video text 
extraction. Story segmentation is done using HMM model to correct shot 
classification errors and identify story boundaries. Although their experiments have 
shown good classification accuracy, the main problem with their system is the 
unavailability of speech recognition or video OCR to assist the semantic 
classification. For example, manual work is still needed to determine the topics and 
geographical interests of the news story classification. 
 
In addition to Video OCR which has previously been discussed, this section extends 
the discussion by the methods to categorize news story automatically based on the 
extracted texts. One method is to use Support Vector Machine (SVM) text 
categorization [90]. SVM uses a training set of labeled instances to learn the 
classification function automatically and the classifiers resemble a vector of learned 
feature weights which can be easily construct and updated. For example, during news 
story categorization, each story is represented as a vector of words extracted from 
closed caption (or the transcripts of the news) and the features used can be filtered 
based on the overall frequency of being used to detect certain categories. 
 
In addition to video OCR, a closed-caption transcript (CC) which is broadcasted 
together with the video includes much useful time information as they transcribe 
spoken words [91]. Although CC typically includes accurate time-based information, 
such as syntactic markers, format changes between advertisements and the 
continuous news story flow, CC is sometime incomplete and may contain typing 
mistakes. For example, the CC in TV programs that are rebroadcasted with 
previously-transcribed closed-captions usually has time-delay. There are also cases 
where there are still some displayed captions from the commercial due to the un-
flushed words in transcription buffer. 
 
Based on an investigation on domain-specific video indexing approaches, the 
followings have been derived: 
• Domain-specific video indexing approaches have combined and integrated 
various indexing techniques including feature and annotation-based video 
indexing. 
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• Domain-specific video indexing is often better than feature/annotation based 
generic approaches as it often achieves more accurate semantic content 
extraction and supporting more specific browsing and retrieval requirements. 
• Domain-specific video indexing needs to be developed with a goal to make it 
as generic as possible so that it can be used for other types of video. 
 
Based on the literature review, the common methods for designing domain-specific 
video indexing techniques can be summarized as follows: 
• Indexing structure of the video is pre-determined using domain knowledge 
and specific user requirements. 
• Techniques are designed using low-level features to detect the transition and 
classification of video shots. The structure model of the video determines the 
specific features which need to be extracted. 
• Extraction of annotation such as video OCR is essential to detect the high-
level concepts. 
• Shots are reconstructed into the pre-defined structure using some rules or 
model. 
• Shots are indexed according to domain-specific requirements. For example, 
sport videos are best described using the highlights of key events, and news 
video can be indexed according to the topics. 
• Queries and browsing methods are based on the indexes as well as specific 
requirements. For example, users often want to search or browse the video 
where their favorite player(s) appear. 
 
2.6. Modeling Video Data 
 
A data model in a DBMS (Database Management System) provides a framework 
(language) to express the properties of the data items to be stored and retrieved from 
the system. It is the basis from which designers and users define data operations, 
such as insertion, modification and retrieval. The richness of the data model is the 
key of the usability of a DBMS [2, 10]. The main aim of video modeling is to hide 
video’s complexities by representing them with formal language or schema based on 
its unique characteristics, the content, and the application it is intended for [92]. 
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There are some specific requirements for video data models [92-94]: 
• Support for multi-level video structure abstraction: it is essential as there are 
two most-obvious levels of video abstractions: the entire stream and the 
individual frames. However, this abstraction is either too coarse (too much 
information) or too shorts (less information). Thus the indexes should have 
some abstraction layers in the middle. 
• Support for spatial and temporal relationship: it can be done by allowing the 
identification of objects and their physical relationships in space and time. 
• Support for gradual annotation of a video stream: it is required since the first-
round of annotation is often incomplete because video annotation still relies 
heavily on human intervention in the form of off-line and interactive process 
which is incomplete and sometimes subjective. It will remain this way until 
there is a significant breakthrough in the technology that enables computer to 
fully understand video semantic content. In the mean time, we need to allow 
gradual development of algorithms and systems for content extraction. 
• Support video data independence: it means that the video model should be 
easily shared and re-used by not depending on the way video data is stored 
physically and how it is perceived by the viewers within the specific 
application context. 
• Support for static and dynamic properties of video: 
o Static properties include video objects, attributes of objects, the 
relationships between objects, and video document’s metadata which 
such as the author and date created. 
o Dynamic properties include the interaction (association) between 
objects and operations on objects such as hierarchy construction. 
 
Comparisons of Data Modeling Approaches 
 
In most cases data modeling techniques are available based on the type of DBMS 
used. For example, E-R (Entity-Relationship) model or relational model can be used 
when using relational DBMS [95]. Likewise, Object Oriented (OO) model can be 
used when OODBMS is selected [96].  
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Relational model is basically composed of entities and relations which are stored 
logically into tables. Each column in a table represents the attributes of an entity or 
relationship which are defined by certain data types such as char and integer, and 
instantiated by each record (i.e. tuples or rows in the table) [97]. A table can be given 
various restrictions such as primary/foreign key constraints, entity integrity 
constraints and referential integrity constraints, in order to force some rules which 
ensure the integrity of the data. The main benefit of relational model is its strong 
theoretical foundation which is based on the first-order predicate logic. This theory is 
supported by SQL (Structured Query Language) which is a declarative language that 
has now become the standard language for defining and manipulating relational 
database [95] .  
 
However, relational model has limitations that make it unsuitable for video data 
modeling as given below: 
• The process of normalization will fragment a ‘real world’ entity into many 
relations with a physical structure to reflect the entity’s structure, leading to 
expensive joins during query processing.  
• Relational model only has one construct (i.e. relation) to represent data and 
the relationships among them. Thus relational model has no mechanism to 
distinguish entities from relationships, as well as different kinds of 
relationships.  
• Relational model assumes horizontal and vertical homogeneity of data 
structure. Horizontal homogeneity means each tuple of a relation must be 
composed of the same attributes and vertical means that the values of a 
column must be derived from the same domain.  
• Schema changes are difficult as database administrators must help with the 
change of database structure and the programs that access the database 
structure must be modified as well [95]. Moreover, Relational databases are 
unable to handle spatial data applications that include images, complex 
numbers, array, and other applications that involve complex relationships of 
data. Relational database cannot handle complicated characteristics of time-
dependent multimedia such as audio and video [97]. 
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The existing OO models introduce the concept of Abstract Data Types (ADT) which 
hides internal data structure and shows only the external operations that can be 
applied on the object (also known as encapsulation). OO also allows inheritance 
which allows objects to reuse existing definitions of its super type. The major 
strength of OO is its capability to support complex data definitions. The important 
difference between OO and relational model lies in the way relationships are 
implemented. In OO, relationships are represented explicitly using OID (object 
identification property) whereas relational model implements them by using 
attributes which belong to the same domain. However, the main disadvantage of OO 
is the lack of standard and formality when dealing with various relationships among 
various data types. Moreover, OODBMS suffers from poor performance when 
supporting large-scale system such as video database; it is due to the fact that query 
optimization is highly complex. OO is also often too strict in modeling video entities 
as it uses schema whereas video descriptions needs to be done iteratively.  
 
Object Relational (OR) modeling is becoming popular to deal with media data such 
as video as it can combine the strength of OO with relational modeling and address 
its limitations. Basically, OR contains relational model and uses SQL as the query 
language (thus the query results are also presented as table or rows). OR modeling 
scheme modifies the relational model to support OO features by introducing new 
features that include base data type extension, complex objects support, inheritance, 
and rule systems. Nonetheless, OR modeling is still very new and yet to become 
mature.  
 
Comparisons of OO based Video Modeling Schemes  
 
Since OO modeling has been widely used for video modeling, the focus of the 
discussion is on OO based video models that have been modified to suit specifically 
video data characteristics. OO based video data modeling will be discussed based on 
Advanced Video Information System (AVIS) [93] and Video-Object Database 
Systems (OVID) [45] which have been used in [1, 2, 94, 98-100]. There are two main 
alternatives in using OO for modeling data: schema-based and schema-less. 
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Schema-based O-O video model 
 
Adali et al [93] utilized an OO based video data model for AVIS. Their video models 
have described three types of entities in a video database, namely, 1) video objects: it 
capture entities that present in the video frames either visible or invisible, 2) activity: 
it is the subject of a frame sequence such as giving a party and 3) event: it is the 
instantiation of an activity type. Their model has allowed users to query the location 
of the occurrence of their desired object or events. Subrahmanian [1] has extended 
AVIS concepts using samples of educational video, movie video and a sample 
multimedia scenario to define the aspects of video store. He has considered items-of-
interest in his design of the video abstraction and has included 1) people such as 
lecturer, students and pilots 2) inanimate objects such as airplanes, cars and trucks 3) 
animate objects like animal 4) activities such as lecturing and plane landing, and 5) 
attributes. Based on these items-of-interest, he defined a video library as a collection 
of a definite set of frames, property, object scheme, object instance, activity scheme, 
and activity. 
 
The strength of using a schema-based model is its capability to support easy updates 
that includes insertions and deletions of video database, which has been shown by 
AVIS implementation. However, schema-based models have some limitations and 
difficulties in data retrievals:  1) users must know the class or attribute structures 
before they can retrieve the desired objects, therefore the model is not easily 
sharable, 2) new descriptions are difficult to be added due to the static schema, 
therefore the model is inflexible. 
 
Schema-less O-O video models 
 
In contrast to the previous approach, Cheng et al [101], has extended Oomoto and 
Tanaka’s schema-less OO video modeling concept [45]. Schema-less modeling 
concept is used to tackle schema’s difficulty, and provide more flexibility and 
sharability of the data model [101]. In particular, the video model of Cheng et al has 
made attempts to eliminate the weaknesses of schema-less modeling by introducing 
the following concepts: 
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• Object net which attempts to show how a semantic object can be linked to its 
attributes using different type of data types (or domains). 
• Event hierarchy which attempts to describe complex scenarios using a multi-
level abstraction of semantic relationships based on inheritance of attributes 
by context and conditional dependence between two events. It introduces 
event’s inherent attributes and the dynamic attributes of the participant 
objects. 
• Domain hierarchy which is to facilitate the process of defining attributes and 
querying. This is achieved by providing the source of properties of 
objects/events, description of the computing ability of values, support for 
taxonomies, description of shared data among common objects/events, and 
the bridge between different abstraction levels.  
 
The main advantage of schema-less data model is its capability to use object in 
describing the properties of other objects; and its concept of dynamically calculating 
inheritance, overlap, merge and projection of intervals to satisfy user queries. 
However, the following are the problems of schema-less modeling: 
• Users must inspect the attribute definition of each object to query because 
each object has its own attribute structure.  
• The number of descriptions required for each object’s attributes have to be 
decreased whenever possible as a schema is not present and they have to be 
described by users  
 
2.7. Video Retrieval 
 
Hampapur et al [64] and Elmagarmid et al [2]  have proposed a classification scheme 
for video queries. They classified queries according to the following categories. 
 
Query content - this classification is based on the nature of video content that is 
required to satisfy the query. 
• Semantic (information) query: This type of query requires an understanding 
of the high-level semantic content of the video data, which usually can be 
partially satisfied using the information from the semantic video annotations. 
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Thus it is the most complex type of query in video database, and it depends 
on the technologies such as computer vision, machine learning, and AI 
(Artificial Intelligence). For example: finding scenes with Actor = “A” AND 
Emotion =”Crying”. 
• Audiovisual (AV) query: This query type depends on the AV features of the 
video and usually does not need the semantic understanding of the video data 
(thus only need a minimal degree of interpretation of the AV features). In 
most cases, this query can be satisfied automatically or semi-automatically by 
the analysis or computation. For example: finding shots where camera is 
stationary AND lens action is zoom-in. 
• Meta (information) query: This query attempts to extract the information 
about the video data, such as the producer, date of production, and length. 
Thus it can be answered in most cases using an automatic conventional text-
based searching while the meta-annotations may need to be manually or 
semi-automatically inserted on/off-line. For example: finding out a video 
directed by Stephen Spielberg and titled “Jurrasic Park”. 
 
Query using matching - this query type requires extracting matching objects from 
the database. Therefore, some processing is applied to the AV features such as sound 
and image analysis to match the query sample and the video data. 
• Exact-match query: Requires exact match between the query and the video 
data. For example: finding scenes with object = “Actor X” 
• Similarity-match query (Often known as Query by Example): In contrast, this 
query type does not allow exact matching. Because of the complex nature of 
video data, this query type is more required. For example: finding all the 
shots, in which object that is similar to a given image appears. 
 
Query functions or query behavior – this query type depends on the functions that 
queries perform 
• Location-deterministic query: These queries try to specifically locate certain 
video information within the database; therefore users must have a clear idea 
on the video contents. For example: finding the location of all scenes with 
actor X. The result would be the pointers to the beginning of such the scenes. 
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• Browsing query: This query may be used when users are not sure about what 
they can retrieve or they are unfamiliar with the structures and types of the 
available information in the video database. Thus system should allow 
formulation of fuzzy queries to browse through the database. While 
browsing, no specific entities are required, therefore the system must provide 
some data sets to represent each of the video data in the system such as iconic 
descriptions (or key-frames) combined with some textual metadata 
annotations. For example: browsing contents of video which genre=”Sport”.  
• Iterative query: This is an extended browsing query as the system needs to 
provide a graphical user interface (GUI) that allows users to incrementally 
refine their queries until the most satisfying results are obtained. 
• Tracking queries: This query type deals with the tracking of visual quantities 
in the video. For example: tracking the ball throughout this scene. The result 
shows the location of the ball in each of the frames in shot. 
• Statistical queries: This query requires statistical operations on top of the 
information from the whole database, or within a single video. For example: 
calculating the percentage number of videos for each of their genres in the 
video database (e.g. results: news 15%, sport 50%). 
 
Query temporal unit – these queries classify the granularity of video data required 
to satisfy query 
• Unit (or video-stream based) query: This query type deals with the complete 
units of video. For example: finding a sport video, which has player A in it.  
• Sub-unit query: In contrast, this query deals with parts of video data, such as 
frames, clips and scenes. For example: finding the scenes where actor X 
appears, finding the shots in which a player with ‘this type of face’ appears.  
 
The purpose of recognizing these query processing requirements for video data is to 
ensure that a proposed video indexing technique can support these query types. 
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2.8. Evaluation of Literature Review 
 
To date, there is yet a standard solution which can be used for content-based video 
indexing. Instead, video can be indexed based on either the low-level (perceptual) 
features or high-level (semantic) annotation. 
 
Most researchers have shown some promising results from combining these two 
approaches in domain specific applications. The main benefit is to design indexing 
methods by predicting the structure of a particular video application using specific 
knowledge about the domain. For example, news videos can be indexed based on the 
structure of its topics because it can be predetermined that news video sequences are 
usually separated by topical change. Specific features extraction techniques can be 
designed to detect and segment the boundaries of each topic and use semantic 
extraction techniques such as video OCR to index the segments based on the 
semantic content. Using this example, it is shown that domain specific indexing 
approach can prove to be the best way of producing more accurate video indexing 
solutions which can also potentially support more specific data retrieval 
requirements. However, the potential disadvantage of domain specific indexing 
solutions is that they may only work for a particular video application unless they are 
carefully designed to be as generic as possible and as testing them with different 
video applications. 
 
Based on the literature review, Table 2.4 presents some main characteristics of the 
three video indexing approaches. Using this table, a summary on their main benefits 
and limitations is depicted in Table 2.5. 
 
The main benefit of low level feature-based indexing is its robustness because the 
algorithm used for detecting shots, object and event can be used for any video types. 
Shot has the lowest semantic content as its detection is purely on low-level features 
such as color changes; however, event has the highest semantic content because the 
detection is based on the motion, and the spatio-temporal information of the 
extracted objects.  
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Characteristics 
 
Feature-based Annotation-based Domain-specific 
 
Basis of 
indexing 
 
Features that can be 
extracted from raw video 
data that include 
segments, objects and 
events. 
High-level semantic 
concepts like topic, 
which can be extracted 
by video OCR or speech 
recognition.  
Using the typical 
structure of specific 
video types.  
Integrating features and 
annotations. 
Techniques 
required 
Sound analysis (signal 
processing) such as 
volume, pitch and pause 
rate). 
Image analysis, such as 
color, shape and texture. 
Video analysis such as 
object extraction and 
motion detection. 
Analysis on object-
motion information to 
extract events. 
Video OCR 
Speech Recognition 
CC analysis. 
Combination of 
everything but specific 
for the application. For 
example, sound analysis 
to detect speech 
excitement, and whistle 
sound in sport videos or 
image analysis to detect 
slow-motion replays. 
Low-level 
Features 
Extraction 
Depend on low-level 
features to detect 
semantic annotations. 
Can be fully automated 
since features are not 
subjective. 
Low-level features are 
ignored.  
Specific (interpreted) 
low level features are 
extracted such as slow 
motion replay can be 
used to detect the 
segment boundaries. 
Semantic 
annotation 
Low-level features 
cannot directly be linked 
with semantics. 
Some features such as 
objects and motions are 
redundant through sport 
games. 
Can be semi-automatic 
since video OCR, speech 
recognition, and CC 
interpretation are not 
always fully accurate 
(i.e. needs manual 
corrections). 
Can be fully automated 
since semantic concepts 
for a particular video are 
always typical (e.g. 
player names, team 
names in different soccer 
videos can be shared). 
 
Structure of 
indexes 
Storyboard based 
hierarchical segments; 
each segment 
represented by key 
frame(s) and can be 
linked by the associated 
objects / events. 
Key frame clustering 
based on similarity. 
Topic/subject based on 
classification. 
Depends on the domain 
and user requirements 
(e.g. the typical structure 
of sport videos are play 
and break). 
Video 
representation 
Image (e.g. key frame). 
Audio (e.g. key audio 
clip). 
Video (e.g. key video 
clip). 
Objects, Events 
Semantic annotation 
which correspond to 
each video segment (e.g. 
keywords which depict 
actor or event). 
Combination of image, 
audio, video and 
annotation which suits 
the application. 
Browse and 
Search 
Browse on segments, 
objects and events. 
Search by image/audio 
characteristics or query 
by example (QBE). 
Browse on topic/subject 
Search by keywords. 
Depends on the extracted 
features (i.e. can be 
based on feature or 
annotation) and 
user/application.  
Table 2.4. Features and Characteristics of Video Indexing Approaches  
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Approach Main Purpose Benefits Limitations 
Feature-
based 
Indexing of video 
segments based on 
features that can be 
extracted from raw video 
data.  
Generic and can be fully 
automated. 
 
Support for query by 
example. 
 
Lack of semantic 
concepts (i.e. user can 
only query on low-level 
characteristics). 
 
Low-level features and 
high-level features cannot 
always be directly 
connected. 
 
Annotation-
based 
Indexing of video 
sequences based on 
extracted annotations 
from speech recognition, 
video OCR or closed 
captions. 
 
Support of more intuitive 
and semantic based 
retrieval. 
Difficult to be fully 
automated accurately 
 
User cannot query based 
on low-level features 
unless they are annotated 
(e.g. color, shape). 
Domain-
specific 
Developing most suitable 
strategies for specific 
requirements by 
combining some parts of 
different indexing 
techniques. 
Integrate feature and 
annotation. 
 
Support more specific 
queries. 
 
Semantic concepts 
introduced are more 
aligned with users’ 
knowledge. 
Specific and needs 
modification for other 
video types. 
Table 2.5. Benefits and Limitations of Main Video Indexing Approaches 
 
The most exciting purpose of feature-based indexing is to detect semantic concepts 
using low-level features. Although shot detection lacks of semantic content, it still 
can be used for particular purposes. Chapter 5 will describe a method to index sport 
videos by detecting the key events using audio features such as whistle and 
excitement sounds detection. After the whistle is detected, shot boundary detection 
can be applied to segment the key event. It should be noted that audio features are 
cheaper computationally; therefore, object-activity tracking based event detection 
which relies on frame-by-frame image analysis will not be used. Therefore, event 
detection which relies on extracting the spatio-temporal relationships between the 
extracted objects and motion information will not be used for the work in this thesis. 
The main limitation of this method is that there are too many repetitive events similar 
to that in sport videos. In Chapter 6 the detection of specific key events will be 
presented, rather than all events, using a fusion of specific features that are derived 
from audio-visual (i.e. low level) features. Rapid highlights construction is achieved. 
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The main benefit of annotation-based indexing approach is the annotation extraction 
techniques such as video OCR, speech recognition and analysis of closed caption. By 
using these techniques, video shots can be indexed using textual description which 
can be managed by traditional DBMSs. Users can browse based on the topical 
classification or search based on descriptions and key words. Moreover, in sport 
domain, there are many textual descriptions which can be shared between different 
videos; therefore, the accuracy of the extracted words can be improved by checking 
them with the dictionary. The dictionary can be pre-entered manually or built from 
the automated extraction.  However, low-level index such as key frame or key sound 
or even a key video clip can be used because keywords and textual description are 
not descriptive enough to explain the content of video and they also can be subjective 
and incomplete. 
 
This research aims to show the benefits of integrating feature- and semantic- based 
video indexing techniques through the use of domain specific video indexing 
approach on sport applications. However, the techniques used must be generic and 
robust enough to be applied or modified for different user and application 
requirements. 
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Chapter 3      
 Sports Video Indexing 
 
This chapter deals with this sports domain in more details and provides a broad 
overview on the main aspects sports video indexing. In particular, section 3.1 
discusses the main reasons to focus on sports video; section 3.2 describes the 
hierarchical layers of abstraction in sports video, while section 3.3 identifies the main 
characteristics of sports video and some main aspects which can be used to describe 
sports video 
 
3.1. Why Sports Video? 
 
Sports video attracts a wide range of audiences and is generally broadcasted for long 
hours. For most non-sport viewers and some sport fans, a compact and summarized 
version often appears to be more attractive than the full-length video. For more than 
a decade, researchers from around the world have actively searched for the most 
effective solutions to automate the semantic analysis of sport video contents. As a 
result, various algorithms and systems have shown promising results for many sport 
genres, including soccer [102], basketball [85], and baseball [84]. It has become a 
well-known theory that the high-level semantics in sport video can be detected based 
on domain knowledge and specific characteristics. Most of the currently available 
approaches have utilized the fact that broadcasted sport videos have typical and 
predictable temporal structure, recurrent events, consistent features and a fixed 
number of camera views 
 
As compared to other video genres, sports video poses some unique challenges 
which will be described as follows. First, each sports genre has context-dependent 
characteristics such as special game structure, specific events, and camera views. As 
a result, it is generally difficult to develop semantic analysis techniques that are 
generic for all sports genre while at the same time specific enough to detect the 
specific events in a particular genre. For example, soccer and tennis has a very 
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different temporal structures and range of events; whereas tennis is comparatively 
similar to other set-and-point-based sports such as badminton and volleyball. 
Likewise, baseball has some similar characteristics with cricket as they comprise of 
ball-throw, ball-hit, and some runs. This thesis presents a systematic approach to 
overcome this challenge: 1) In Chapter 4, a multi-level semantic abstraction layers is 
proposed to divide semantic analysis process into generic-, specific-, further-tactical- 
and customized-events detection processes. Consequently, 2) Chapter 5 discusses the 
detection of generic events, while 3) Chapter 6 focuses on the classification of 
specific events such as soccer goal, and 4) Chapter 7 presents a customized semantic 
event extraction. 
 
Second, sports video is recorded without controls over the script and 
setting/environment; therefore the temporal structures are difficult to predict and 
background noises cannot be avoided. This increases the complexity of features and 
semantic extraction from the audio and visual channels in sports video. This thesis 
aims to demonstrate that by integrating multi-channel information, a larger range of 
semantic events can be extracted more reliably.  
 
Third, sports video is broadcasted with different styles of editing effects, such as 
slow motion replay and text displays, depending on the broadcasters. Therefore, any 
new algorithms and techniques to detect features and semantic in sports video has to 
be tested with a large dataset that contain a wide variety of broadcasters. 
 
Fourth (last), sports video can be used for various purposes such as entertainment, 
performance analysis and refereeing. Consequently, the indexing scheme has to 
support different type of browsing and querying strategies. Moreover, the indexes 
need to capture a large amount of extra information that cannot be extracted from the 
video document but are important for retrieval. For example, the information about a 
player in soccer video is often limited to last name, position-in-field, and the 
associated number of goals/foul/shot-on-goal; whereas users can benefit extra 
information such as the age, preferred-position, and the number of goals scored so 
far. 
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3.2. Hierarchical Abstraction Layers in Sports Video 
 
Layered hierarchy schemes have been widely used to show the relationships between 
the low-level and high-level aspects of video. The higher the level, the more 
semantic abstraction is covered; therefore, the more complex segmentation process is 
required. Koh et al [99] proposed a mechanism to construct a generic and uniform 
semantic representation of video automatically, which is represented by a five-level 
layered structure consisting of raw-data and semantic-data levels. Tusch et  al [40] 
have shown how to group low-level visual objects to construct high-level semantic 
objects. Petkovic et al [92] have utilized the extracted low-level features to support 
automatic definition of high-level concepts such as object and events. Table 3.1 
provides a comparison of existing layering schemes. 
 
These video abstraction layering schemes can be integrated and extended by:  
1) Distinguishing the generic and domain-specific components, and 
2) Indicating as to how to logically divide physical video data in terms of the 
types of features and concepts which they can contain.  
This section will present a sports video abstraction layering scheme which aims to 
distinguish the relationships between generic and domain-specific video components 
and introducing logical video units for dividing raw video data when certain features 
or concepts can be identified during a content extraction process. These logical video 
units maintain raw-data as a whole (i.e. uncut) due to the fact that they are only used 
to conceptualize the containers for low-level and high-level video contents and to 
connect raw video data and its contents. 
 
The integrated sport video abstraction layers, as shown in Figure 3.1, are structured 
to show that video data layers can be separated vertically from the low-level until the 
high level features. For example, concept layer has a higher feature-level than the 
feature layer. The horizontal axis also shows that a video data unit has less 
abstraction than its right-hand side neighbors. For example, a scene has more 
abstraction complexity than a shot since it contains some semantic contents. 
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Figure 3.1. Sports Video Abstraction 
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Approach Overall 
Abstraction 
Raw data (low-level) Semantic data (high-level) 
Snoek et 
al [18] 
Semantic index 
Content 
Layout 
Content (object, setting, person) 
Layout (audio, visual, text 
modals) 
Semantic index: 
Genre (e.g.  films, sports) 
Sub-genre (e.g. horror movie, 
ice hockey match) 
Logical units (e.g. dialogue in a 
movie, first quarter in basketball 
Named events (e.g. explosions 
in action movies, goals in 
soccer games) 
Huang et 
al [103] 
Content Structure 
Logical event 
Physical event 
Raw data 
Raw data (audio, video, text) Content Structure (i.e. table of 
contents) 
Logical event (e.g. news 
categories, news summary) 
Physical event (e.g. anchor, 
news, commercials) 
Tusch et 
al [40] 
High-level part 
Low-level part 
Physical video units (regions, 
frames, shots, scenes, and 
sequences), 
Motion/spatial objects 
(compound or single regions) 
High-level part: 
Content object class (i.e. 
person, location, event) 
Miscellaneous objects 
 
Petkovic 
et al [92] 
Concept layer  
Feature layer 
Raw video data 
 
Raw video data (audio, video, 
text) 
Concept layer: 
Event layer (i.e. object 
interaction descriptions in a 
spatio-temporal manner) 
Object layer (i.e. logical entities 
that can be assigned from a 
collection of regions) 
Feature layer: 
Static features (e.g. colors, 
shapes, textures, spatial 
relations) 
Temporal features (e.g. motion, 
spatio-temporal relations) 
Koh et al 
[99] 
Semantic data 
Raw-data 
Raw-data: 
Chunk level (frames with 
similar image content) 
Semantic data: 
Video level (i.e. integrated 
scenes) 
Scenes level (i.e. sequences with 
similar objects) 
Sequence level (i.e. chunk with 
the same event) 
Table 3.1. Comparison of Video Abstraction Layering Schemes 
 
Raw Video Data Layer (Figure 3.2) 
 
The main benefit of storing raw video as a whole is the fact that any arbitrary frames 
can be important for certain users. Leaving raw video uncut is beneficial to satisfy 
future requirements. Raw video data is composed of an integrated multimedia 
presentation and it includes some audio tracks (i.e. set of continuous sound-samples), 
visual tracks (i.e. sequences of frames or images) and text display- or Closed Caption 
(CC) track (i.e. set of continuous group of characters). 
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1. Physical (raw) Video Data Layer
Visual Track
Audio Track:: sequence of sounds
Closed Captions (CC) Track: sequence of text displays
 
Figure 3.2. Components of raw video data layer 
 
Logical Video Data Layer (Figure 3.3) 
 
Logical video units are the specific segments of video which contain some important 
information that needs to be indexed and can be regarded as the containers for 
features and concepts. Frame is an image which can contain background and 
semantic objects. Shot is a sequence of video frames that have similar characteristics 
such as the camera view, dominant color, and main region. Scene is a sequence of 
shots, which represent and can be described by one semantic content description. Set 
of scenes is a set of compiled scenes, which can be combined to form one coherent 
story annotation. Video document is the article that represents the overall physical 
video data. It has a specific theme (i.e. genre), which is depicted by the coherent sets 
of stories within the video. 
 
2. Logical Video Data Layer
Shot Scene Set ofscenesFrame
Video
Document
 
Figure 3.3. Components of logical video data layer 
 
 
Feature Layer (Figure 3.4) 
 
Feature layer contains the low-level features which can be extracted from frames and 
shots. Visual features describe the characteristics/ properties of a frame (e.g. color, 
shape, and texture) and a shot (e.g. dominant color). Audio features describe 
important audio contents within a shot such as significant portions of a speech. Text 
features describe the content of a semantically important text display within a shot. 
In particular, inserted text displays which are produced by video editing effects and 
displayed for a certain period to give viewers enough time to read often explain 
important information.  
 
In addition to these generic features, the following describes some examples on how 
they can be extended into domain-specific features in sport videos. Digital video 
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editing effects such as slow motion replay logo are a specific type of visual features 
which can mark the beginning and end of a slow-motion replay scene; loud crowd 
cheer and excited commentator’s voice are the specific types of audio features which 
indicate important parts of sport video. Whistle sound are a specific type of audio 
features which are often used to indicate the start and the beginning of sport events. 
Displays of match statistics are the specific text features which display certain 
important or interesting information for sport viewers.  
 
Concept Layer (Figure 3.5) 
 
Concept (or semantic) layer contains the high-level features which can be interpreted 
from the logical video units. The components of concept layer can be classified into 
object layer which describes the semantic of video data using object-relationship 
descriptions, and event layer which combines these descriptions using the specific 
semantic events of user interests. 
 
3. Feature - Layer
Domain-independent (generic) Features
Domain-specific Features
Visual
Feature
Audio
Feature
Whistle -Start
and end of
period
Text Feature
Display of
Match
statistics
Digital Video
Effect Points
of slow-motion
replay scene
Loud Crowd
Cheer and
excited
commentator
 
2. Logical Video Data Layer
Shot Scene Set ofscenesFrame
Video
Document
 
Figure 3.4. Components of feature layer 
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The following describes the components of object layer. Spatial objects are 
interpreted from a group of regions in a frame. A spatial object may consist of 
several regions. For example a person object has head, body, hands, and legs regions. 
However, a spatial object may also consist of one whole region. For example, soccer 
field object is comprised of a basic region with a dominant green color. Moving 
objects are interpreted by recognizing movements from spatial objects within a shot 
as they are usually the objects of interest for semantic descriptions, while static 
objects are often just regarded as a background. For example, in soccer video, 
viewers are mainly concerned to watch the players and balls while they are moving, 
whereas soccer field is a spatial object which is static and can be regarded as a 
background. Object-relationship (description) is interpreted from a shot to describe 
the actions and relationships between semantic objects (i.e. spatial and/or moving 
objects). For example personA “is handshaking” with person B. Spatial relationships 
are interpreted from a frame to describe the topological-, directional-, and distance- 
relationship between spatial objects. There are 8 most important topological 
relations: {equal, inside, cover, overlap, touch, disjoint, covered-by, contains}. 
Directional relationships include: {north, north-east, east, south-east, south, south-
west, west, north-west, above-left, above-right, etc}. Distance relationships include: 
{far, near, close} [40, 92]. Temporal relationships are interpreted from a shot to 
describe the sequential-time relationships between logical video data units and 
moving objects. There are 13 interval relationships: {before, meets, overlaps, during, 
starts, finishes (ends), equal} and 6 inverse relations [40, 92]. Object-, spatial- and 
temporal relationships are always generic features, which can describe any domain-
specific videos. 
 
The following describes the components of event layer. Events are interpreted and 
summarized from a logical unit of scene.  An event can summarize semantic content 
descriptions, which describe the moving objects that have been pointed out by the 
object-relationship descriptions. For example, a goal event in soccer videos may 
consist of an attacking player, a ball and a goal keeper. In addition, the goal-event 
may be described as follows: attacking player A kicks the ball, and the ball goes pass 
the goal keeper B before it passes the goal-line. Story is composed of a sequence of 
events, which combines several continuing or relating events to support more 
complex and comprehensive semantic description. They can be annotated by manual 
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work or by examining the temporal sequencing of events. For example a soccer-goal 
event can be a result of a free-kick event, which happens from a foul event. Theme is 
the overall content of a video document which compiles the stories belonging to a 
specific topic such as a soccer match. The details of concept layer are presented in 
Figure 3.5. 
 
Based upon these video abstraction layers, two main gaps between logical video 
units and their contents are illustrated in Figure 3.6: 
• Semantic interpretation gap in detecting an event from shots: the main gap 
between shot and scene is the semantic interpretation required during the 
detection of a scene from shots. The gap is evident since a shot and a frame 
contain low-level or physical features, whereas a scene, a set of scenes, and a 
video document contain high-level or semantic features. 
• Manual-intervention gap in detecting a story from events: the combination of 
events to form a story is almost impossible to be fully done by any automated 
system. This is due to the difficulty in simulating the capability of complex 
reasoning and understanding of human brain. 
 
4. Concept Layer
4.1. Concept's Objects Layer
4.2. Concept's Events Layer
Domain-specific events
Domain-specific Objects
Generic Objects
Generic Events
Object -Relationship
description
Moving object
Spatial
(Static) Object
Event
Player/ball
Domain-specific
event (e.g. goal,
foul, free kick)
Domain-specific
story (e.g.  goal is
result of free
kick)
Story
Soccer Field
Temporal
Relationship
Spatial
Relationship
Theme
Domain-specific
theme (e.g.
soccer)
 
2. Logical Video Data Layer
Shot Scene Set ofscenesFrame
Video
Document
 
Figure 3.5. Components of concepts layer 
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Logical Video Unit    Contents 
 
Video document    Theme (or genre)   
      
Set of scenes     Story (composite event)  
  
       
 
Scene     Event     
       
 
 
Shot      Visual (i.e. semantic object),  
  
Audio, Text 
 
Figure 3.6. The gaps between logical video units 
 
In a high-level perspective, sport videos can be modeled using the generic three-
layer hierarchy scheme as depicted in Figure 3.7 (using soccer application as an 
example). The bottom layer is raw video data which is a sport video obtained from 
broadcasted TV program. It corresponds to a full-length video which has been 
detected to have sport match content. The middle layer contains the specific features 
which are extracted from the analysis of certain component(s) within raw video data 
to detect meaningful semantic events. The top layer represents semantic events 
which are derived from the specific features using domain knowledge or rules. This 
three level layering scheme for sports video will be extended in Chapter 4. 
 
3.3. Sports Video Indexing Requirements 
 
This section presents procedures that: 
• Determines the important components of sport video data, which needs to be 
extracted, modeled, described, and indexed, from the perspectives of users. 
• Formalizes the usage requirements of sport video data-management systems 
by modeling their user and application (or transaction) specifications. 
 
 
Concepts 
Features 
Manual- 
intervention gap 
Semantic -
Interpretation gap 
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Figure 3.7.  Three-Layer Hierarchy Scheme for Sports Video 
 
The following topics will be covered: 1) discussions on distinct characteristics of 
sport video, 2) analysis of users and applications requirements 3) UML-based models 
of the user/application specifications. 
 
3.3.1. Characteristics of Sports Video 
 
The main characteristics of sport video can be summarized based on the aspects (of 
discussion) derived from [64]. Firstly, sports videos are produced with two main 
intentions, namely as a log (record) of sporting event and for entertainment. By 
understanding the main purposes, users/applications requirements can be predicted. 
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Secondly, sports video can be grouped based on certain similarities. Grouping will 
make sure that the indexing techniques can be designed to suit the videos which 
belong to the same group. The following is an example of categorized sport video 
types: 
• Team (game/match) sporting event:  
o Goal-based: soccer, rugby, and football. 
o Point-based: baseball, cricket, and basketball. 
• Individual (competition) sporting event: 
o Racing-based: swimming, running, cycling, and motor racing. 
o Performance-based: gymnastics, high-jump, and long-jump. 
o Point-based: tennis and badminton. 
 
Thirdly, the typical contents of sports video have some unique characteristics: 
• Sport videos are highly structured as the structures in the game can be 
directly translated to the structure of the video.  
• High-level temporal structure of video is predictable. For example: in soccer, 
first and second half runs for 45 minutes and can be added by stoppage time 
which is determined by the referee. However, for an “elimination-match” 
competition, if the score still cannot decide the winner, two extra-times of 15 
minutes are applied. Winner can be decided based on the final score or 
golden goal. If the score is still equal, penalty shoot-out will decide the 
winner. 
• However, finer details of the temporal structure of sport videos are hard to be 
predicted. For example, during a soccer match, a player can dribble a ball; 
pass it to another player before a goal is scored. Some actions can also stop 
the game, such as fouls, injuries, throw-in, goal kick and corner kick 
Lastly, the production aspects of sport videos are: 
• The video producer has no control of the actual event  
• Filming process is primarily set up to suit the requirements of the game, thus: 
o Environment cannot be modified for the purpose of making the video 
o The progress of the event cannot be controlled for the purpose of 
making the video. 
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o However, cinematography of the video can be controlled as the nature 
of the sporting event is known as a priori. For example, the camera 
locations can be fixed at the certain parts of the court/field in order to 
get the best shots for certain events. These fixed cameras use limited 
camera operations, such as zooming and panning. 
o The video can be composed of several segments. For example, a live 
soccer video is composed of: pre-match analysis Æ the actual event 
(first half) Æ first half analysis and highlights Æ Event (second half) 
Æ post-match analysis and highlights Æ [extended time] Æ final 
result analysis and other match previews. In addition, advertisements 
may also appear intermittently. 
o Channel (modality/feature) control of sport videos are primarily 
focused on visual presentations while audio track is used as 
supporting media. For example, advanced viewers can fully 
understand the content of a soccer video even without any supporting 
sound. Commentator and crowd cheer are mainly used to guide 
irregular viewers. However, audio track can be used to describe the 
whole match such as broadcast from radio stations. 
 
In addition to analyzing the main characteristics of sport videos, the general 
requirements of sport video indexing are: 
• Casual viewers treat any sporting event as a form of an entertainment. 
Retrievals are normally used to locate specific game videos. However, there 
are more specific requirements. For example soccer casual viewers may be 
interested to watch the game only if specific player appears in that game. 
Some viewers may only want to watch videos that contain at least one goal. 
• Sport fans need some advanced and more specific types of queries since they 
know more about the semantics based on their prior domain knowledge. For 
example, they can query on a goal which was a result of a penalty. 
• Sport professionals such as coach and trainer use sport videos to analyze the 
performance of the team and players for the purpose of coaching or 
formulating game strategies, etc. Most retrieval methods would be similar to 
casual viewers and sports fans but they would benefit from some more 
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specific queries. For example, a soccer coach may need to view the way his 
or her team attacks or defends on the left-side of the field. 
• Sport officials such as referees and committees use sport videos to analyze 
and make judgment of fouls and unlawful actions during the sporting event. 
 
3.3.2. Users/Applications Requirements Analysis 
 
In this sub-section, user/application requirements from the perspectives of casual and 
sport fans, sport professional, sport officials, and applications, are discussed. In 
particular, soccer videos will be used as the case study. The discussions include their 
main interests, browsing and query requirements. This section forms the basis for 
further development of video indexing in particular sport videos. A similar approach 
can be used to examine other domains such as rugby, tennis and swimming. 
 
Casual Viewers and Sport Fans 
 
In general, casual viewers and sports fans are interested in certain soccer matches or 
key events. However, they can be differentiated based on their level of domain 
knowledge. For example, as soccer fans have more knowledge about soccer, they can 
do more advanced and specific queries. 
 
Queries classification 
 
The following are the potential queries that users may use frequently: 
 
• Semantic query:  Find soccer matches and/or their key events such as fouls 
and shot-on-target which involve certain player(s) or team(s). For example, 
o Find all soccer matches in which: 
 Player = “A” appears/scores/gets injured. 
 Team = “B” wins/loses/plays. 
o Find all goals which are: 
 Scored by a header. 
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 Scored by player = “A”. 
 Scored for team = “B”. 
• Meta (information) query: Find soccer matches and/or their key events that 
have certain meta-information. Otherwise, display the meta-information 
about certain match(s) or key event(s). For example, 
o Find all soccer matches which: 
 Was lead by referee = “A”. 
 Was held in “rainy” and “humid” environment. 
 Has comment like “exciting match”. 
 Was broadcasted by station = “B”. 
 Has commentator = “C”. 
o Display all match statistics which: 
 Was held during world cup 2002. 
• AV (feature) query: Find video shots that have specific features. For example, 
o Show all the slow motion replay shots from match 1. 
o Find all shots where commentator is excited. 
o Find all shots where player = “A” is zoomed-in. 
• Query using matching. Find video shots that match sample media. For 
example, 
o Find all soccer matches with similar commentator’s voice to the given 
audio. 
o Find all shots with similar frame to the given image. 
Browsing 
 
The main goal is to locate a specific match in a competition. Competition can be 
based on league, tournament, or exhibition. 
 
If users browse matches in a league, an option for league such as English, Italian, 
Spanish and European Champions League should be displayed. Within a particular 
league, users should be able to select particular season such as 2001-2002 and 2002- 
2003. They should also be able to select the matches that belong to a particular team 
such as Manchester United and Real Madrid. 
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Similarly, if users browse matches within a tournament, an option for tournament 
such as FIFA World Cup, Asian Cup and European Cup should be displayed. Within 
a particular cup, users should be able to select the year of the tournament such as 
2000 and 2002. It is to be noted that all competitions may not be held yearly; for an 
instance, world cup is held once in four years. 
 
Otherwise, if users want to browse exhibition matches, they can select on the year it 
was held or the team they want to watch. 
 
After selecting a specific match, users should be able to browse the key scenes after 
choosing a specific type of key event and a specific team/player who competes 
during the match. An alternative would be that they can browse the events based on 
the event time line. Key scenes can then become the final output of browsing in sport 
videos. 
 
Sport Professionals (e.g. coach, player) 
 
In general, soccer coaches and/or players analyze the approach used in attacks, 
defend, the strategy, tactics, quality and skills of the team work and individual skills. 
Soccer video data-management systems can assist their work by providing soccer 
key segments and match statistics. While key segments need to be extracted from the 
whole soccer video, match statistics can be derived from specific shots which have 
text display(s) for the statistics. 
 
The main queries can be on specific key events such as goal, shot, set piece, foul. 
The types of analysis that can be performed on specific queries are summarized in 
Table 3.2. 
 
Browsing 
 
In general, soccer professionals belong to a particular team. They should be able to 
browse, find out their team and locate: 
• Type of key events such as goal, shot on goal, and free kick 
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• Queries within an event: 
o Position of play  such as midfield and top-right [83]. 
o Player or team movement pattern such as “moving like that” [56]. 
 
Moreover, the browsing scheme should allow queries to be performed on the current 
browsed components. 
 
Analysis performed by soccer professionals Video segments of 
Soccer key events Attack Defend 
Goal Success of the offensive team work and 
individual assist (pass) and finishing. 
Failures of  the defensive team 
work, goal keeper and 
defender(s) 
Shot-off-target Success of offensive teamwork and 
individual pass. 
Failures of the individual finishing (e.g. 
a shot well wide indicates poor 
finishing). 
Weakness of the defensive 
teamwork, in particular the 
defender(s). 
Shot-on-target Success of the offensive team work and 
individual assist (pass). 
Success/failure of individual finishing. 
Weakness of the defensive 
work. 
Success of the goalkeeper 
and/or defender(s). 
Set piece with no goal 
(e.g. free kick and 
corner kick) 
Failure of the offensive team work 
and/or individual set piece skill. 
Success of the defensive team 
work, particularly defender(s) 
and goal keeper. 
Set piece with goal 
(e.g. free kick and 
corner kick) 
Success of the offensive team work 
and/or individual set piece skill. 
Failures of the defensive team 
work, particularly defender(s) 
and goal keeper. 
Offside Failure of offensive teamwork (e.g. 
player(s) moves into offside position). 
 
Success of the defensive 
teamwork such as offside trap. 
Foul (can lead to 
warning, caution, 
expulsion and/or 
player(s) injury) 
Failure of the individual offensive 
works such as “diving” and pushing too 
hard to make space for shooting. 
Failure of individual defensive 
works such as harsh and illegal 
tackle. 
Table 3.2 Purpose of Queries by Soccer Professionals 
 
Queries 
 
Match stats of a team during a particular match are very useful for soccer coaches 
and players. For example, after they browse from a particular competition, until they 
find a certain match. They can then use the match statistics to analyze the attacking 
performance and strategy of the team by looking at the ball possession percentage, 
number of freekicks and so on. 
 
 
CHAPTER 3. SPORTS VIDEO INDEXING 
 78
Advanced queries: 
• Statistic queries which need calculation would only be useful if the video 
database contains all the required video: 
o Calculate the number of goals scored from a free-kick of team “A” 
goals during world cup 2002 and show the corresponding scenes. 
o How many goals do player “A” score during competition “A”? 
o How many goals are scored from “dead-ball” play during match A? 
o Show the average of goals which results from “good assists” in a 
particular match. 
 
Applications Requirements  
 
The official website of FIFA soccer world cup 2002 [104] has been analyzed to 
provide a comprehensive example on the aspects which can be covered to provide 
comprehensive highlights from a particular match. Figure 3.8 shows the overall 
interface for a soccer match highlight.  
 
A soccer match highlight contains a very comprehensive group of information, such 
as match information, game log, and player information. This section will discuss the 
information which is contained within each of these categories as well as presenting 
some screenshots taken from the website. The main purpose is to obtain a 
comprehensive list of information which can be extracted from soccer match. 
Despite the fact that extraction of all the information automatically from the live 
streaming video is challenging, this list of information can be used as a valuable 
input regarding the types of information which can be extracted from soccer matches 
and thus can be used as good basis of indexing. It should be noted, however, that 
some information can not be directly obtained from the video as they are meta-data 
which are usually obtained from external knowledge. 
 
Match Information 
 
This category contains all the important information about the match as shown in 
Figure 3.9. It includes the following: 
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• The participants, namely two soccer teams 
• The final score and winner 
• Time and the place of the match. 
• The starting lineups and bench (substitutes) of the match for each team.  
o Details of each player: 
 The club he/she currently plays for. 
 Number of caps, and national and club goals. 
 Link to full profile of the player. 
o Statistics of each player: “how was the player contributing during the 
match?” 
 Playing time. 
 Goals/ Shots /Assist. 
 Fouls suffered /committed. 
• The match statistics (statistics of each team’s performance) including: 
o Action intensity - it helps to analyze team performance during the 
match: 
 Goals. 
 Shots. 
 Shots on goal. 
 Ball possession. 
 Corner kick. 
 Fouls – it shows referee’s strictness and tactics used by each 
team: 
• Fouls committed. 
• Fouls suffered. 
• Yellow cards. 
• Offside. 
• Penalty kick. 
• The Additional information about the match, which is not available from the 
video: 
o Match number and round number: show where the match “sits” on the 
whole competition. 
o The duration of the match.  
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o Coaches of the teams. 
o Referees such as 1 head referee and 2 assistant referees and 1 fourth 
official. 
o Other matches which are concurrently being played at the same 
competition. 
o The match environment, namely, 
o Venue details such as the map and stadium picture 
o Condition of the pitch such as soft. 
o Weather condition such as clear sky, rainy, temperature, humidity and 
wind speed. 
 
 
Figure 3.8. Overall interface design of a soccer match highlight 
 
Game Log 
 
It provides the summary about the key events as shown in Figure 3.10 during the 
match, which includes: 
• Time of each event. 
• Type of event such as whistle end period, goal, caution, shot on goal and 
corner kick. 
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• The player(s) involved in the event that includes squad number and the team 
of the player - unique identifiers for each player during a soccer match. 
• The game timeline that shows shots and goals for each team during the entire 
match. 
• Key frames, namely, photos representing the key events. 
• Post-match information such as the party on the street may not end at once. 
• Link to video highlights. 
 
Player Information 
 
It provides summary of the information about a player who plays in the match as 
shown in Figure 3.11. It is also called player profile, which includes: 
• Name of the player. 
• Country of origin. 
• Club which the player represents. 
• Contributions of the player during the competition: 
o Total playing time. 
o Goals scored during the competition. 
o Shot attempted. 
o Assists made. 
o Fouls committed and suffered. 
• Contribution for the team: 
o number of times played in the squad (caps) 
o Total goals. 
 
The following screenshots show how match information, game log and player 
information are organized and displayed. 
 
Based on the details, namely, match information, game log, and player profile, a list 
of the main highlights in soccer, which can be used as indexes, have been developed. 
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Figure 3.9. Match information 
 
 
   (a)          (b) 
 
   (c)          (d) 
 
(e) 
 
Figure 3.10: a) Game Log (b) Match statistics (c) Match Events (d) Play by play textual 
descriptions (e) Key frames
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Figure 3.11. Player Profile  
 
The highlight segments include: 
• Start of period (1st half, also known as kickoff). 
• End of period (2nd half). 
• Shot and header. 
• Shot on goal that includes header. 
• Goal. 
• Dead ball or set piece kicks (to resume play from being stopped) 
o Corner kick. 
o Indirect free kick. 
o Direct free kick. 
o Penalty kick. 
• Offside. 
• Foul due to: 
o Yellow Card (Caution), or: 
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o Red Card (Expulsion/Sent off). 
• Injury (the game cannot continue) 
• Substitution (player A off and player B on). 
 
Each of these events can be annotated by including information such as: 
• Committed by [player] on [time]) (e.g. goal scored by [player] on [time]. 
• Committed by [player] on [player] (e.g. tackle committed by [player A] on 
[player B]). 
• Change score line to [score of team 1 – score of team 2] (e.g. goal changes 
the score line to [team 1 – team2]). 
 
Moreover, each key event can happen because of the less important events such as: 
• Dribble. 
• Tackle. 
• Pass that includes short pass, long pass, cross, direct pass and breakthrough 
pass. 
• Goal kick. 
• Throw in. 
• Assist: it precedes a goal. 
• Steal: the possession of the ball is taken over. 
 
3.3.3. UML-based Model for Sport Videos 
 
Based on the requirement analysis, the main semantic objects and key events within 
soccer video have been identified. For example, the following are the main semantic 
objects in soccer. Two soccer teams are the primary participants of a soccer match. 
Each team’s performance during the match is measured by the performance statistics 
such as the number of fouls committed. Soccer players play for one of the 
participating soccer teams and are uniquely identified by the last name and the squad 
number. Depending on their content-dependent actions, a player can take any role 
such as goal keeper, attacker and defender. A field is where the soccer match is 
played. It is best described as the playing area of the soccer where the players are 
moving the ball towards the goal post. However, user’s main interests are primarily 
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towards the ball and the players as the camera operations mainly capture soccer 
players and the ball’s movements during a soccer match. A stadium containing a 
field is where the crowds are seated. It represents the environment of the soccer 
match and can be described in terms of the factors such as location, temperature, 
humidity, wind speed and so on. Environmental conditions can be of user interest as 
these factors can affect the performance of the players. For example, if a team is 
playing at home, they are more likely to win as they have more supports from the 
fans.  
 
In addition to these semantic objects, the following describes the key events in soccer 
video. A soccer match is composed of a pre- and post-match analysis, and the actual 
playing period. Each playing period is followed by a post-period analysis. It divides 
soccer match duration to allow the players to have rest. Furthermore, it contains a 
continuous sequence of play (i.e. ball-in-play) and break such as ball out-of play. A 
break usually indicates a match highlight. For example, when a foul is committed, 
the referee will stop the match. Penalty shoot-out is needed to decide the winner of a 
soccer match if the normal playing period and extra time allocated cannot decide the 
match. When penalty shoot-out occurs, each penalty taker is recorded with the status 
as to whether it was successful. In the end, the highest score will decide the winner. 
Match highlights describe and summarize the interesting events in a soccer match. 
Each match highlight is identified by the time when it happens, the type of the 
highlight such as goal and foul, the players who were involved, and the possible 
outcome of the event. Moreover, each match highlight happens during a specific 
playing period.  
 
Figure 3.12 uses UML notations to present how the object model can be used to 
show the semantic relationships between these semantic objects and key events. 
Table 3.3 summarizes UML notation. 
 
This generic model for sport domain can be directly adapted for other similar sports 
such as rugby, basketball and football. Figure 3.13 extends the generic model by 
including the specific types of match highlights and playing periods in a soccer 
match and their relationships. The following are the types of match highlights for a 
soccer video as described on table 1. 
CHAPTER 3. SPORTS VIDEO INDEXING 
 86
 
 
 
Date
Time
Referees
(Score line)
Match
Play Break
Time
(Type)
(Players)
Outcome
Match Highlights
Name
Squad Number
Player
Location
Temperature
Humidity
Stadium
Name
Coach
Team
Goal Keeper
Goals
Shots on goal
Shots
Possession %
Corner kick
Fouls suffered
Fouls commited
Cautions
Expulsions
Offiside
Penalty kick
Performance stats
Held in
Commits
Club Team
National Team
Participates in
PlayingPeriodPre-Match Analysis Post-Match Analysis
Summarised By
Happens during
Attacker
Defender
Score of team A
Score of team B
Penalty Shootout
Penalty takers
Success? : Boolean
Penalty Score line
May decided by
Pitch Condition
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Figure 3.12. UML-based Model for Soccer Video Semantics 
 
Shot is a type of interesting event since it is attempted by a player to score a goal. A 
shot can be on goal if the ball is well-directed towards the goal post. A shot that is 
not on goal will normally cause a break as the ball will go outside the playing field. 
Foul is a type of interesting event as it is committed by a player for different reasons; 
it may result from  actions such as diving, offside, harsh play, and offensive behavior. 
Diving is a foul if a soccer player pretends to fall down without being tackled or 
pushed. Offside is committed when an attacker moves behind the last defender 
before the ball is passed to him/her during a play. Harsh play occurs when a player 
tackles or pushes other player harshly and offensive behavior is committed when a 
player communicates to the referee in an offensive manner. The punishment for a 
foul can be a warning, yellow card, and red card; if it is red card, the concerned 
player can no longer participate in the match; yellow card can produce a red card if 
the same player is given foul twice in the same match. Set piece is a type of 
interesting event as it shows specific tactical plays by the team to score a goal. A set 
piece can be from the corner of the field known as corner kick; it can also be from 
Semantic Objects 
Events 
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anywhere within the field known as free kick. The free kick, which is nearby the goal 
post, can either be indirect or direct. It is direct if the player who takes the free kick 
can abruptly attempt to score a goal without passing the ball to the other player. Goal 
is the most common type of interesting event as it often marks either a great 
teamwork or an individual technique. Most importantly, the goals during a soccer 
match will decide the winner of the game. The playing period of soccer contains the 
match highlights. It includes Normal period which is the compulsory two 45 minutes 
of play and Extended period which is the optional two 15 minutes of play.  It is 
optional as it will only occur if the match requires a winner and the normal period 
cannot decide it. However, under certain rules, an extended period can be finished in 
the middle if a golden goal is scored. A golden goal is just a special type of goal as it 
is the only goal that decides the winner during the extended period. If a match winner 
cannot be decided at the end of extended period, a penalty shoot-out will happen. 
 
Class11
 
A class is a description of an object type. A class describes both the 
properties and behaviours of a type of object  
 
Association is the semantic connection between objects of the two 
classes involved in the association. It is usually bi-directional as 
both ends are aware of each other. 
AssociationClass1
 
Association class is used to give additional information on a link. It 
is a class, which cannot stand by itself since: it is formed as a result 
of an association.  
 
Composite aggregation shows that the parts can only be the part of 
one whole. For example, regions live inside a frame. 
 
Shared Aggregation shows that the parts can be part of any wholes. 
For example a shot can be compiled for more than one scene. 
 
Generalisation shows taxonomic relationships between a more 
general class and a more specific class. For example, a semantic-
object is generalised from person, environment and miscellaneous 
classes. 
Dependency1
 
In addition to association, aggregation and generalisation, 
dependency relationship depicts a semantic connection between 
two model components. A change in the independent element will 
affect its dependent element. 
Table 3.3. Summary of UML notations 
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Figure 3.13. Specific Events in Soccer Videos 
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Chapter 4    
 Framework of Sports Video 
 Indexing and Retrieval 
 
4.1. Introduction 
 
As discussed in Chapters 3, sports video indexing approaches can be categorised 
based on low-level (perceptual) features and high-level semantic annotation [2, 10, 
40, 41]. The main benefits of feature-based indexing techniques: 1) they can be fully 
automated using feature extraction techniques such as image and sound analysis and 
2) users can do similarity search using certain feature characteristics such as the 
shape and colour of the objects on a frame and the volume of the sound track. 
However, feature-based indexing tends to ignore the semantic contents but users 
generally want to search video based on the semantic rather than the low-level 
characteristics.  
 
There are elements beyond perceptual level (also known as the semantic gaps) which 
can make feature based-indexing tedious and inaccurate. For example, users cannot 
always describe the visual characteristics of certain objects they want to view for 
each query. In particular, objects which have similar looks often have different 
semantic concepts such as player’s appearance. In contrast, the main benefit of 
semantic-based indexing is the ability to support more natural queries. However, 
semantic annotation is generally time-consuming, and often incomplete due to 
limitations of manual supervision and the currently available techniques for 
automatic semantic extraction. Therefore, video should be indexed using semantic 
that can be extracted automatically with minimal human intervention. 
 
4.2. Multi-Layer Semantic Contents Extraction 
 
In order to bridge the semantic gap between low-level features and high-level 
semantic, a mid-level features layer can be introduced [105]. The main purpose is to 
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separate the specific knowledge and rules that are used for events detection from the 
low-level feature extraction, thereby making the extracted features robust for 
different sports. 
 
However, the use of mid-level features has not been optimized as most of the current 
semantic detection schemes still rely heavily on specific domain knowledge.  In 
contrast, it should be noted that some sport events can be detected using a more 
generalized knowledge whereas some have to use very specific rules. Thus, rather 
than immediately extracting domain-specific events, the system should detect generic 
key events based on specific features such as replay scene, excited 
crowd/commentator, and whistle. Stretching the semantic layer will allow us to 
generalize common properties of sports video, while minimizing the use of domain 
knowledge as far as possible. The longer that design stays away from committing 
into a particular sport domain, the more robust the designed algorithms and 
framework would be.  
 
As shown in Figure 4.1, semantic layer can be extended into: 
• Generic semantic. This layer can be detected using generalized knowledge on 
the common features shared by most of sports videos.  For example, 
interesting events in sport videos are generally detectable using generic mid-
level features such as whistle, excited crowd/commentator, replay scene, and 
text display. These features when combined together can detect 90-100% 
highlight events such as offside, goal, shot-on-goal, and free kick in soccer, 
start of race, competitor introduction and end of race in swimming, as well as 
goal and free-throw during basketball. Detailed discussion of these features 
will be presented in Chapter 5. 
• Specific/classified semantic. This layer is usually detected using a set of more 
specific characteristics in different sports based on domain-knowledge. The 
main purpose is to classify interesting events into domain-specific events, 
such soccer goal and basketball free-throw to achieve a more sophisticated 
retrievals and browsing. For example, soccer goal contains a long break shot, 
with persistent excitement whereas soccer foul is usually indicated by whistle 
and a shorter break. Chapter 6 will however demonstrate that statistics can be 
used to reduce the amount of knowledge required. 
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• Further tactical semantic. This layer can be detected by focusing on further-
specific features and characteristics of a particular sport. Thus, tactical 
semantic need to be separated from specific semantic due to its requirement 
to use more complex and less-generic audio-visual features.  For example, 
corner kick and free-kick in soccer needs to be detected using specific 
analysis rules on soccer-field and player-ball motion interpretation [106]. 
Playing-field analysis and motion interpretation are less generic than 
excitement and break shot detection. For instance, excitement detection 
algorithm can be shared for different sports by adjusting the value of some 
parameters or thresholds. However, the algorithm that detects corner in 
soccer will not be applicable for tennis due to a large difference between 
soccer and tennis fields. 
• Customized semantic. This layer can be formed by selecting particular 
semantics using user or application usage-log and preferences. For example, 
Chapter 7 will demonstrate that a sport summary can be structured using an 
integrated highlights and play-breaks using some text-alternative annotations. 
 
The proposed extended semantic layer can show clearer boundaries between 
different semantic analysis approaches. For example, the goal detection in soccer 
[102] and basketball [85] can be categorized as ‘specific-semantic analysis’ whereas 
the work presented to detect corner kick and free-kick in soccer [106] should be 
categorized under ‘further-tactical events analysis’. This categorization scheme can 
be used to develop a more organized reviews, benchmark, and extensions from 
current state-of-the-art approaches. 
 
The proposed sport abstraction layer forms the basis for subsequent chapters in this 
investigation. Chapter 5 describes the extraction of mid-level features and generic 
semantic and Chapter 6 discusses the extraction of specific semantic (domain 
specific events) classification. Chapter 7 proposes an integrated summary which is a 
form of customized semantic. Finally, Chapter 8 unifies all of these semantic into an 
indexing scheme which is constructed using XML and queried by XQuery. 
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4.3. System Architecture  
 
In an architectural perspective as depicted in Figure 4.2, the work presented in the 
thesis cover the main components of a CBVR system:  
• Content extraction and Structure Analysis: 
o Chapter 5 shows the benefits of using fast detection of some mid-level 
features to detect generic key events in sports video; therefore 
showing the robustness of the features extraction techniques for 
various sports domain. This chapter also describes two methods for 
play-break segmentation. One method is the use of whistle which 
indicates the play/break in some sports such as soccer and basketball; 
and excitement in some other sports such as tennis. The other method 
is using replay-based correction in addition to camera-view based 
classification. 
o Chapter 6 discusses a knowledge-discounted approach for domain-
specific event detection and classification. The proposed approach 
utilizes play-break sequences as a more definitive scope of detection 
for various events across different sport genres. Manual knowledge 
can be discounted using statistical features which are based on mid-
level features within play-break containing a highlight event. 
• Summarization: 
o Chapter 7 integrates play-break and highlights to form a more 
complete and self-consumable sports video summary 
• Indexing and Retrieval: 
o Chapter 8 describes a segment-event based video indexing scheme. 
Segments contain low-level and mid-level features, while events 
contain generic, specific and further-tactical semantic. The benefits of 
the proposed indexing scheme will be discussed through the 
construction of dynamic summary structures and user-oriented 
retrievals. 
 
Raw video data in the form of audio-visual tracks in Figure 4.2 is the main input for 
the content extraction process which includes structure analysis. The output of this 
process can be directly used for indexing, or processed through a summarization 
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first. Video indexes which contain the links to the video documents and segments 
will be used to support browsing and retrieval through a GUI. 
 
 
 
Figure 4.1. Multi-layer Abstraction of Sport Video (italic indicates object-tracking based 
features which are outside the scope of this thesis) 
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Figure 4.2. CBVR Architecture 
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Chapter 5       
 Mid-Level Features and Generic 
 Semantic Extraction 
 
5.1. Introduction 
 
Low-level features in video channels such as shape, color, texture (visual), volume, 
pitch (aural), and keywords (text) are generally not sufficient to support intuitive 
video retrievals. Despite the fact that the extraction process can be fully automated, 
there is a semantic gap between users and these features. In order to bridge this gap, 
a typical pattern of the occurrence of specific features in a particular sports video is 
normally used to detect domain-specific events. For example, heuristic rules can be 
used to integrate crowd cheer, score display and change in motion direction for 
detecting basketball goals [85]. However, sports video can have different styles of 
presentation. For example, sounds from an excited crowd are usually found during 
interesting events in soccer but they only exist after each play is stopped in a tennis 
game. At the same time, they also depend on the broadcasters. For an instance, one 
broadcaster may use a small text display on the corner of all frames to keep viewers 
up-to-date with the score-line while another broadcaster may only use medium-sized 
texts to show the current score-line every time a goal is scored. The main challenge 
is to design algorithms that can overcome the amount of variation in low-level 
features by developing a set of mid-level features.  
 
Section 5.2 will present a set of novel algorithms to extract mid-level features which 
are derived from multi-modal information that include sound, visual and textual 
tracks. Section 5.3 focuses on the usage of the mid-level features for detection of 
generic key events. Section 5.4 will discuss the performance of the features 
extraction and event detection through the use of a large dataset containing multiple 
sport genres and broadcasters. It should be noted that all of the mid-level features 
presented here will be integrated during event classification (refer to Chapter 6), as 
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well as indexed for summarization (refer to Chapter 7) and retrieval (refer to Chapter 
8). 
 
5.2. Algorithms for Mid-Level Feature Extraction 
 
This section will present the algorithms to extract whistle, excitement (audio), 
inserted-caption (text), near-goal, slow-motion replay scene, and face (visual). These 
features were selected as they exist in most of sports video. Moreover, they can be 
effectively used for event detection and are being used as the basis of retrieval. For 
example, some users can benefit from retrieving video segments which contain slow-
motion replay scenes to get the interesting parts of a lengthy sports video. 
5.2.1. Whistle Detection 
 
As shown in Figure 5.1, the distinctive characteristic of whistle can overcome the 
complexity of audio track in sport videos (due to noises from human voices and 
background sounds). Whistle is often used in sports matches to indicate important 
events. For example, during soccer matches, whistle indicates: 
• The start and the end of the match and playing period 
• Play stops due to offside or foul which may lead to yellow  or red card is 
given to a player for punishment; 
• Play resumes after being stopped. Depending on the outcomes, play can be 
resumed with set-piece kick such as penalty kick, free kick, goal kick and 
corner kick. 
In swimming videos, a long-continuous whistle is used to tell the swimmers to get 
ready for a race. 
 
 
Figure 5.1.Spectrogram Shows Distinctive Whistle Characteristics 
 
Whistle Whistle 
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Zhou et al [107] detected sport’s event boundaries by identifying the whistle from a 
referee which usually indicates the start/end of an event. They found that the sound 
of a whistle has a high frequency and a strong spectrum with a frequency range from 
3500 – 4500 Hz. The peaks of whistle spectrums would naturally be in this frequency 
range. Therefore, a whistle sound can be detected when the peak frequencies fall 
within the range of 3500-4500 Hz (let us call it whistle frequency range) for more 
than 1 second. Although performance of this technique has not been reported by any 
experimental work, we have predicted three potential limitations, namely,  
• If an audio clip contains a very small portion of whistle when the whistle is 
blown very short as shown in Figure 5.2a, the energy ratio within the whistle 
frequency range might not be the peak; it is due to the other dominant sounds 
or noises.  
• The peak is often within a lower frequency range than the whistle range for 
most sport video sounds, especially, when the sound from commentator and 
crowd is dominant as shown in Figure 5.2b.  
• Whistle sound is not always within the 3500-4500Hz frequency range such as 
in swimming video as can be seen in Figure 5.2c. 
 
 
Figure 5.2. a) Spectrogram Containing Short Whistle, b) Peak Energy in Soccer Audio is not 
Within Whistle Frequency Range, c) Whistle in Swimming Audio. 
 
To overcome these problems, we have developed another method to detect whistle 
sound in sports video. The system firstly performs an N-point (e.g. 512) Fast Fourier 
Transform (FFT) to calculate the spectrum (i.e. the histogram of frequencies) of each 
audio frame. It then calculates the Power Spectral Density of the signal within the 
whistle's frequency range (PSDW) using this formula: 
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where, WL and WU is the upper and lower bound of whistle frequency range 
respectively, and S(n) is the spectrum produced by FFT of the audio signal at 
frequency n  Hz. Complex conjugation (conj) is required because there are imaginary 
and real components of spectrum as a result of Fourier Transform. 
 
Since both WL and WU are entered (or stored) in terms of Hz, the following 
equation is applied: 
 
WX = round {(WXHz / fs) * N}       (5.2) 
 
where, WXHz is WL or WU in terms of its Hz value, fs is sample frequency and N is 
the n-point FFT performed. 
 
The detection (to localize whistle) starts from the first until the last clip of an audio 
track to check whether the clip contains whistle sound. Within each clip, a frame is 
marked as potentially containing whistle if it contains a PSDW value which is greater 
than threshold1; this current value of PSDW is then regarded as current significant 
value. Finally, a clip is determined to have a whistle sound if there are at least n 
neighboring frames which contain PSDW value of at least 80% of the current 
significant value. Thus n is threshold2 which specifies the minimum number of 
frames required to be confirmed for the whistle existence.  
 
The values of thresholds and whistle range should be adaptive to different types of 
sports audio. For example, whistle sound is affected by the type of whistle being 
used and the whistle blower which usually affect the length, and the environment 
such as the amount of background noise, and the volume of recording. Based on the 
trained thresholds (i.e. from training samples), Table 5.1 shows some empirical 
whistle ranges for different sports. Threshold1 can be set to 1.5 to 3 which is 
adjustable according to how noisy or loud the overall signal is. Threshold 2 was set 
as either 5 or 7 depending on the average length of whistle being blown. 
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Sports Type Whistle Range 
Soccer 3500-4500 Hz 
Swimming 2800-3200 Hz 
Rugby 2500-2700 Hz 
Basketball 3500-3700 Hz 
Netball 2300-2600 Hz 
Table 5.1. Various Whistle Range in Sports Video 
 
5.2.2. Excitement Detection 
 
Excited speech has both raised pitch and increased amount of energy. Thus, Rui et al 
[84] have used statistics of pitch and energy in 0.5 sec speech windows with six 
features extracted: maximum pitch, average pitch, pitch dynamic range, maximum 
energy, average energy, and energy dynamic range. The classification of excited 
versus non-excited speech is calculated using Bayes decision theory. In addition to 
pitch, Mihajlovic and Petkovic [108] have also used Short-Time Energy (STE), Mel-
frequency Ceptral Coefficients (MFCC), and pause rate to detect emphasized human 
speech. Since their experiment on formula F1 video use audio with noisy 
environments, they applied different frequency bands for these features: 882 Hz – 
2205 Hz for STE, and 0 – 822 Hz for MFCC and pitch. They have computed the 
average, maximum and dynamic range of all the features extracted from all frames 
within each clip (or segment) which contains speech. Speech segments are detected 
by a speech endpoint detection algorithm. Moreover, pause rate represents duration 
of non-speech segments in a particular time interval; therefore, it has to be calculated 
for a longer period.  Mihajlovic and Petkovic [108] used 5 seconds and re-estimate it 
for all the 0.1 second audio clips.  
 
We observed the following changes in sports audio track when an exciting event 
occurs:  
• Crowd’s cheer and commentator’s speech become louder,  
• Commentator’s voice has a slight (or significant) raise of pitch and  
• Commentator’s talk becomes more rapid and has fewer pauses.   
 
Based on this concept, the essence of our excitement detection algorithm is the use of 
three main excitement candidates which are based on three features: lower pause-rate 
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(candidate1), higher pitch-rate (candidate2), and louder volume (candidate3). Thus, 
our approach attempts to combine pitch, energy or volume and pause-rate as 
compared to the related work. 
 
Based on the three primary candidates, the system combines and filters out some of 
them to obtain a set of final candidates which are most likely to contain excitement. 
For this purpose, the system performs some processing steps as depicted in Figure 
5.3. First, candidate1 and candidate2 are combined into candidate4 to verify 
candidate3. It is due to the fact that loudness-based excitement is less reliable as they 
can be detected from loud crowd cheer and background noise which does not always 
correspond to exciting events. For example, crowd cheer can get louder to give more 
support for the teams. Second, candidate5 is formed by combining all three features; 
therefore it will contain the highest likelihood of excitement. Candidate6 contains 
loud clips which do not have low pause and high pitch; consequently it is less likely 
to contain excitement. Third, the system discard loud clips (candidate6) which does 
not last for at least m seconds in order to eliminate loud clips which are too short as 
they are less likely to contain exciting events. Fourth, candidate5 and candidate6 are 
combined to produce the final candidates of excitement clips. Finally, excitement 
clips which have less than n second gaps are concatenated before checking if the 
length is longer than a certain threshold. This step is needed to produce excitement 
segments which are significant enough to contain highlights. The process for 
detecting excitement with the particular thresholds used for each of the steps is based 
on this figure. Based on training, m and n can be set to 3 and 2 respectively. 
 
To localize louder clips (i.e. candidate3), the method for whistle detection was 
reused, but by replacing calculation of volume for that of PSDW. Volume of each 
audio frame is calculated using this equation: 
 
∑
=
=
N
n
nx
N
Volume
1
|)(|*1       (5.3) 
 
where, N is the number of frames in a clip and x(n) is the sample value of the nth 
frame. 
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Figure 5.3. Excitement Detection Scheme 
 
Detecting pitch and silence of the voiced speech components from sports audio is 
very difficult due to the complex background noise which often mixes with the 
speech component and the unavailability of a standard method to calculate pitch. 
Thus, we have applied the sub-harmonic-to-harmonic ratio based pitch determination 
in [109] to calculate pitch and silence. This method produces reliable result and their 
algorithm (called shrp) is available online and is well documented. Figure 5.4 shows 
that shrp can predict the pitch value of the speech component, and whether it is 
silence or non-voiced speech that is marked by pitch value equals to zero. 
 
In order to localize clips that contain more frames with high-pitch and less pauses 
(i.e. candidate1, 2), shrp is used to calculate the pitch values of each frame in an 
audio clip. Based on the pitch value, high-pitch- and pause-rate in a clip are 
calculated using dual-fashioned equations: 
 
%100*/# NPPauseRate f=       (5.4) 
%100*/# NHPateHighpitchR f=      (5.5) 
 
where, #Pf is the number of frames that contain speech pause in a clip, #HPf is the 
number of frames containing high pitch speech in a clip and N is the number of 
frames in a clip.  
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Figure 5.4. Pitch Determination and Silence Detection 
 
High pitch is determined if the pitch value is greater than threshold3 while pause, or 
silence, is determined if the pitch value is equal to zero. Based on these rates, the 
algorithm determines the values and location of local maximums in high-frequency 
rates and local minimums in low-pause rates. Each of the local minimums of pause 
rate (which represents the clips containing less pause frames) is compared to 
threshold1 and if it is less than that value, the location of the clip is added to 
candidate1. Similarly, when local maximum of high-frequency rate is greater than 
threshold2, the location of the clip is added to candidate2. 
 
Based on training, threshold1 (i.e. minimum duration of more rapid speech) is set to 
the mean value if there is a large difference between the highest and lowest values of 
the local minimum pause-rate values. Otherwise, it is set as 50%. Similarly, if there 
is a large difference between the highest and lowest values of the local maximum 
high-frequency rate values, threshold2 (i.e. minimum duration of higher pitch 
speech) is set to the mean value. Otherwise it is set as 70%. Threshold3 (i.e. how 
much higher the pitch difference during excitement) is set to 50% of the frequency 
bandwidth of the current audio clip, which is calculated as: max(pitch value) – min 
(pitch value). However, as silence is indicated with a pitch value of zero, min (pitch 
value) is set as 50 Hz which is lowest pitch for typical male speaker as female’s 
lowest pitch is generally higher than male. Threshold4 (i.e. how much louder should 
an excitement be) is set as 100% or 150% of the standard deviation value from the 
absolute values of samples in the current clip. Threshold5 (i.e. minimum duration of 
louder clips to be defined as excitement) is set to 4 frames. Finally threshold6 (i.e. 
minimum duration of an excitement sequence) is set to 3 clips. 
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5.2.3. Inserted-Caption Detection 
 
During or after a key event in most sport videos, a text with surrounding box is 
usually inserted to draw the attention of users to some content-sensitive information. 
For example, after a goal is scored in a soccer game, some texts are usually displayed 
to inform viewers about the current score-line. To detect text in video, Wernicke and 
Lienhart [36] used the gradient of color image to calculate the complex-values from 
edge orientation image. It is defined to map all edge orientation between 0 and 90 
degrees, thereby distinguishing horizontal, diagonal and vertical lines. Similarly, 
Mita and Hori [34] localized character regions by extracting strong still edges and 
pixels with a stable intensity for two seconds. Strong edges are detected by Sobel 
filtering and verified to be standstill by comparing four consecutive gradient images. 
Thus, current text detection techniques detect the edges of the rectangle box formed 
by text regions in color video-frames and then check if the edge will stay for more 
than 2 seconds. 
 
Based on these concepts, the essence of our text display detection method is that 
sport videos use only horizontal text in 99% of the cases, as can be seen in Figure 
5.5. If we can detect strong horizontal line in a frame, we can locate the starting point 
of a text region. The main steps involved in detecting text display detection can be 
seen in Figure 5.7 and are explained below. 
 
First, video track is segmented into one minute clip. Each frame for every one second 
gap is pre-processed to optimize performance by converting the color scheme to 
grayscale and the size is reduced to a smaller preset value. Second, Sobel Filter is 
performed to calculate the edge (gradient) of the current frame and Hough Transform 
is used on the gradient image to detect line spaces (R) between 0 - 1800. Threshold1 
is applied on the R values to detect the potential candidates of strong lines which are 
usually formed by the box surrounding text displays. After these lines are detected, 
the system calculates the r (rho) and t (theta) values from the peak coordinates. It 
should be noted that r value indicates the location of the line in terms of the number 
of pixels from the center and t indicates the angle of the line. In order to verify that 
the detected lines are the candidates of text display, the lines are filtered out using 
two criteria: 1) the absolute value of r is less than n % of the maximum y-axis, and 2) 
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the corresponding t is equal to 900 (horizontal). This n-value is regarded as 
threshold2.  
 
The first criterion is important to ensure that the location of the lines is within the 
usual location of text display. The second criterion is to ensure that the line is 
horizontal because some strong horizontal lines can be detected from other area 
beside the text display, such as the boundary between field and crowd. Finally, for 
each of the lines detected the system check that their location (i.e. the r values) is 
consistent for at least m seconds.  This m-value is regarded as threshold3. The 
purpose of this check is to ensure that the location of the lines is consistent with the 
next frames as text displays always appear for at least 2 seconds to give viewers 
enough time to read. In fact, when a text display size is large and contains lots of 
information, it will be displayed even longer to give viewers enough time to read. 
Figure 5.6 illustrates how Sobel-Hough transform can be used to detect text. 
 
Since there are not so many texts during a sport match (otherwise they can be 
distractive), it takes longer to check text display in all video frames. Instead, specific 
domain knowledge should be used to predict text appearances in sport videos which 
are quite typical from one match to another. Figure 5.8 shows an example of 
predicting text occurrences based on specific domain knowledge for soccer video. 
However, during the experiment to detect generic events, the system still check all 
frames since text display can detect some events which sometimes cannot be 
detected by whistle and excitement sounds. For example, whistle does not always 
exist during start of a match, but texts are usually displayed at the beginning of a 
match to show essential information like team formation. 
 
5.2.4. Near Goal-Area Detection 
 
During the production of sports video, the camera actively follows ball movement; 
therefore currently-viewed portion of the field indicates the current position of play. 
In this case, the aim is to detect frames showing a goal area for a certain continuous 
period of time such as > 2 sec as key events usually happen during/after ‘near-goal’ 
play. For this purpose, an algorithm has been developed to detect one-to-all of the 
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lines with a certain angle range which are produced by the goal-area lines. Figure 5.9 
depicts the detectable lines that correspond to the goal areas in soccer, basketball and 
AFL.  
 
 
Figure 5.5. Sport Text Displays are Surrounded by Rectangle Box 
 
 
Figure 5.6. How Sobel/Hough Transform Detect Text: (a) Gray scaled& resized frame, (b) 
Gradient image reveals the lines (c) Peaks in Hough transform, (d) Horizontal lines detected 
 
Similar to the method of detecting horizontal lines in text display, these lines are 
detected as strong peaks in Hough transform which is calculated from the gradient 
image of a frame. Strong peaks are detected by comparing the value of the Hough 
transform to an adaptive threshold relative to the maximum strong peak values in the 
frame, using this equation: 
 
  (R)) (thres*  Rthres maxmax=      (5.6) 
 
(a) (b) 
(c) (d) 
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where, R is the outputs of Hough transform, and thres is a trained threshold which 
can be set empirically as 0.4 or 0.5, depending on how strong the appearance of the 
lines on the video. 
 
 
Figure 5.7. Text Detection using Radon Transform 
 
 
 
Figure 5.8. Text displays occurrences during a soccer match. 
 
To check whether the detected lines have the ‘typical’ angle of goal-lines, the 
algorithm needs to apply a set of trained angle-ranges for different sports, denoted as 
l andℜ , where l  is the typical angle range for the left-hand-side goal area, ℜ  are 
the typical angle range for the right-hand-side goal area,  For soccer and basketball, 
the empirical values were 00 120100 ≤≤ l and 00 8060 ≤ℜ≤ . For AFL, both l  and 
ℜ  have to be equal to 0180  since AFL goal lines are vertical. Naturally, the more 
goal-line can be detected in a frame, the higher probability that the frame shows 
goal-area. Based on experiment results, it is noted that Canny is most effective for 
basket and soccer and Sobel is more effective for AFL. 
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Figure 5.9. Detectable Lines (Strong Edges) in Goal area 
 
5.2.5. Slow Motion Replay Scene Detection 
 
Depending on the camera used during recording, slow motion replay scenes are 
generated by shot repetition/drop that causes frequent and strong fluctuations in 
frame difference, denoted as )(tD , as shown in Figure 5.10. The amplitude of these 
fluctuations, denoted as Pzc, can be calculated by zero-crossing measure of 
)(tD within a sliding-window [102, 110]. Figure 5.11 demonstrates that Pzc indicates 
strong and frequent fluctuations during slow motion replay shot. These parameters 
are calculated as explained below. 
 
The frame difference at (discrete) time t  is calculated as the mean-square difference 
of pixel- wise intensity of every two subsequent shots. 
 
YX
yxPyxP
tD
X
x
Y
y
tt
*
)),(),((
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2
1∑∑
= =
−−
=               (5.7)  
 
where, tP  is the pixel intensity of the frame at time t , X and Y are the width and 
height of the frames respectively.  
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The number of zero-crossings in a window of length L  is calculated as: 
 
)]  ),()1(  ),()(f[  ),(
1
1
i
L
l
i tDltDtDltDtZc θθ −−−−−= ∑−
=
  (5.8) 
 
where, )(tD is the average-value of )(tD over a sliding window at time t , iθ  is a 
threshold on )(tD  which therefore defines the minimum frame-difference to be 
accounted as fluctuation.  
 
otherwise
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0
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In order to quantize the effect of iθ on ),( θtZc , ℑ  is applied as a set of increasing 
thresholds which is indexed by Ii ,...,2,1= . Empirically, I can be set to 100. Finally, 
the quantized number of zero crossings (denoted as )(tPzc ) is defined as: 
 

 >ℑ∈>=
otherwise
tZciftZc
tP iiizc
βθθβθθ ),(  
 
0
} ,),(|{argmax
)(   (5.10) 
 
where, β is the threshold on ),( θtZc , such that once ),( θtZc passes β , the zcP  value 
for each t represents the amplitudes of fluctuation in its )(tD . Finally, to determine 
whether a shot contains a slow motion, the system applied a threshold on the average 
of local maximums in )(tPzc . Empirically, the threshold can be set to ≥ 35.  
 
 
Figure 5.10. Slow-Motion Shots have Strong and Frequent Fluctuations in Frame Difference 
D(t) 
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Figure 5.11. Pzc Indicates Strong and Frequent Fluctuations during Slow Motion Replay shot 
 
However, the frames are sometimes slowed down only at the last part in a replay shot 
as shown in Figure 5.12 but the rest of the shot is recorded in a normal speed. On the 
other hand, non-slow-motion shots sometimes have a sustained and large Pzc too. 
Hence, this method (frame-difference) should be combined with other method(s), 
such as logo-based detection to mark the boundaries of replay scenes in sport videos. 
For this purpose, a wide variety of logo used by different broadcasters has been 
investigated. Based on the findings, a generic logo-model can be developed as: Logo 
is meant to be contrasted from the background and is usually animated within 10-20 
frames with a general pattern of “smallest–biggest–smallest”. Biggest contrast 
usually takes at least 40-50 percent of the whole frame, whereas smallest contrast is 
up to 10-20%. The main benefit of this model, compared to the color-based logo 
model [111], is that the system does not need to perform training for different 
broadcasters. Moreover, our logo template should comply to the examples of logo 
and the pattern used in [111] and [112], as depicted in Figure 5.13.  
 
Based on experiments, this logo-model has been effective and robust for various 
logos from soccer, basketball and AFL as shown in Figure 5.14. Nevertheless, it has 
been noted that some frames from advertisements are primarily white; therefore, they 
may be falsely detected as a logo. To avoid this, the system performs a check if the 
neighboring frames contain grass. Moreover, in some cases where broadcasters do 
not use logo to emphasize replay scene, frame-repetition based (replay) detection has 
to be used. In addition, broadcasters may use gradual transition such as dissolve and 
wipe in place of logo; therefore gradual-shot boundary detection can be used (as 
presented in [113]). Likewise, when logos are not contrasted from the rest of the 
frame as shown in Figure 5.15, color-based logo mode should be used. 
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Figure 5.12: a) Typical Frame Fluctuation in Slow motion Frames, b) Replay Scene with Small 
Portion of Fluctuation, c) Normal Frames with Many Fluctuations 
 
 
 
Figure 5.13. Typical Logo-pattern Model 
 
 
Figure 5.14. Animation of Replay Logo with High Contrast 
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Figure 5.15. Non-contrast Replay Logo 
 
Algorithm for logo-based replay detection 
 
Find the frame with very large contrast object: 
Convert current frame into a stretched black and white (binary) 
Calculate the ratio of white pixels (Pw), large contrast object is found when the ratio  
is nearest to 0.5 
Set the value of this Pw as the (current) largest ratio 
Set the location of the frame as the Middle of transition 
Check neighboring frames to find the Start and End of transition: 
Keep on calculating the ratio of the previous frames While Pw >= 0.25 & Pw < largest ratio 
Set the last previous frame-index as the Start of transition 
… // apply the same method to find the End of transition 
If [abs (Start - Middle) <= 10 frames] & [abs (End - middle) <= 10 frames, then set slo-mo 
location = End 
Pair-up Slo-mo location with distance <= 20 sec 
To remove false detections, remove slomo locations which do not have any pair. 
 
Please note that 0.5 and 0.25 are empirical thresholds which can be adjusted to 0.6 
and 0.15 respectively, depending on the amount of contrast the replay-logos have in a 
sport video. 
 
To calculate large contrast object, the following MATLAB 6.5 functions can be 
used: 
Frame’ = rgb2gray(frame); 
Frame’’ = imadjust(frame’,stretchlim(frame’),[]); 
Frame’’’ = roicolor(frame’’,128,255); 
[Hcounts,Hi] = imhist(Frame’’’); 
Contrast ratio = Hcounts(2)/sum(Hcounts); 
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5.2.6. Face Detection 
 
Although grass-ratio based classification (which will be discussed in section 5.3.1) 
can detect close-up views, it cannot distinguish them from other ‘out-of-field’ views 
such as crowd-view. Therefore, the system needs to detect close-up shots which 
contain players’ face and recognizing the location(s) of face regions within a frame. 
The main purpose is to zoom into a player’s face which can describe the actor of an 
event. Our user study (which will be reported in Chapter 6) has confirmed that face is 
very useful, especially, for soccer fans who can recognize their favorite players while 
browsing play-break sequences or highlight segments.  
 
It should be noted that face detection itself is still a challenging topic (e.g. a survey 
can be found in [114]); thus we extend a technique for detecting face in an image 
which relies on color and texture of a face [115]. The processing scheme of the face 
detection is depicted in Figure 5.16. The main benefit of this technique is the ability 
to count the number of face regions and determine the size of each the region. Using 
these features, face regions which are too small (e.g. crowd) or too large (e.g. figure 
4.12c) can be removed based on the typical/trained size of face regions. The other 
benefit is the ability to detect partial or occluded faces as shown in Figure 5.17a. A 
similar size-based removal can be used to filter out false face regions which are 
caused by skin-like uniform color as can be seen in Figure 5.17b. Finally, this face 
detection technique can also detect faces from various angles.  
 
5.3. Extraction of Generic Events 
 
As described in Figure 5.18, there are two main approaches which can be applied to 
design events extraction. In the bottom-up (or generic) approach, a system needs to 
firstly apply generic feature extraction techniques to identify important shots, such as 
using color histogram comparison to detect shot boundaries [7, 12]. Secondly, shot 
contents are analyzed to identify the semantic objects, their activities and 
relationships which form an event. When an event is detected within a sequence of 
shots, the system needs to group or classify the shots into a scene. For example, to 
detect a goal event, the system would need to detect shots containing (object 
activities of) ‘player A runs then pass to player B’, ‘player B shoot to goal’, and 
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‘player C fails to keep the ball out of goal’. The main disadvantage of this approach 
is the complexity and long processing time required for event detection since it is 
applied for each shot. During most sport games, these activities are repeated for 
many times without necessarily leading to a (key) event.  
 
 
 
 
Figure 5.16. Extraction of Face Regions 
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Figure 5.17. Face Detection Results 
 
In contrast, the top-down (or domain-specific) approach should be more effective 
since the system can use faster detection algorithms to detect specific features which 
occur distinctively during a highlight event. For example, when the position of play 
is near goal area, if the crowd’s cheer and commentator’s speech is excited for a 
certain period of time and then a text display shows updated score-line, there is a big 
chance that there is a goal event. In order to use this approach, we need to firstly 
decide the scope of domain(s) that needs to be analyzed (e.g. soccer). Furthermore, 
we need to decide the specific to be extracted. Since an event can be detected 
automatically using specific features, we need to extract these features using generic 
feature extraction techniques such as audio analysis (e.g. loudness and pitch) to 
detect excitement, visual analysis (e.g. edge and shape) to detect text display, and 
closed caption analysis to detect keywords.  
 
While applying the top-down approach, it is important to note that certain features 
are more effective in detecting a particular event. For example, excitement from 
crowd and commentator is an effective indication for a key event in soccer whereas 
excitement can be detected constantly during a swimming race as the whole event 
finishes in a short span of time. Crowd cheer in tennis indicates the end of a play 
since the crowd has to stay quiet until a point is awarded after each play and 
commentators usually speak during a short break before another play is resumed. 
Table 5.2 describes the usefulness of using whistle, excitement and text to detect 
play-breaks and highlights. These features are selected as they can be extracted with 
a minimum waiting time (as shown by the experiment results described in section 
5.4.2). 
 
Play-break transitions during most sport videos can be detected using camera-views 
classification (refer to section 5.3.1). To complement (or replace) this detection 
method, whistle detection can be used to localize play-breaks in specific sports 
(which use whistle) such as soccer, rugby, swimming and basketball. The main 
(a) (b) (c) 
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benefit of using whistle is the facts that whistle occurrences in sports video is 
distinctive and very fast to detect. 
 
 
Figure 5.18. Top-down vs Bottom-up Approach 
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Table 5.2. Usefulness of Whistle, Excitement and Text for Sport Events Detection 
 
 
Key events in a sports video can be localized by detecting slow-motion replay scenes 
[112, 116] as nearly all sport videos use slow motion replay to emphasize interesting 
events. However, when there is no slow-motion scene after an exciting event, the 
system would miss the key event. Moreover, not all slow motion replay scenes are 
displayed directly after the event itself. In fact, most broadcasters wait until the game 
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becomes less intense to replay earlier highlight(s). In such case, the replay scene 
usually does not contain all the necessary details to form a comprehensive highlight, 
such as text annotation and audio key words. 
There are many approaches for detecting key events which are based on visual 
features [102]. For example, Gong et al [83] and Zhou et al [86] summarized soccer 
and basketball respectively according to the playing position such as midfield and 
penalty area. They used an inference engine or tree learning rules like if-then-else to 
analyse the line mark- recognition, motion detection, and colour analysis of players’ 
uniform and ball. Similarly, Chang et al [117] used statistical models to analyze the 
spatial and temporal characteristics of typical camera views in baseball videos to 
detect more-specific highlights such as home run and nice hit, in addition to pitch 
and batting which have been detected by Rui et al [84].  
 
The main benefit of using visual components of a sports video is the consistent 
presentation by most broadcasters to help viewers understand the content better.  For 
example, only certain camera operations are used to capture specific objects during a 
sport game. Moreover, visual-related queries can also be supported, such as ‘show 
shots where team A scored from the left-side’. However, combination with other 
features, can potentially detect highlights more accurately. For example, the temporal 
syntax of goal highlights in different sports can be modeled based on the occurrence 
of  specific features such as high-energy audio segments, text display, closed caption, 
specific camera views, and motion direction [60, 85, 118].  
 
Based on these related work, it is noted that unlike play-breaks, the scope and 
detection methods for key events are more specific for different sports. For example, 
‘goal, foul, set-piece kick’ are common key events for period-based sports such as 
soccer and rugby whereas ‘overtaking lead, near finish and record breaking’ are more 
common for race-based sports such as swimming. Chapter 6 will discuss how to 
detect domain-specific events by performing some calculations (e.g. rule-based) on 
an integrated set of fused audio-visual features. However, this chapter aims to show 
that generic key events (i.e. any interesting segments) can be detected with a 
minimum waiting time. Furthermore, we will discuss the experiment results related 
to the extraction of generalized highlights used as the segments in which excitement, 
whistle, and text display can be found. 
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5.3.1. Play-Break Segmentation with Replay-Based Correction 
 
Analysis of camera-views transition in a sports video has been used successfully for 
play-break segmentation [119]. We have extended this approach by adding replay-
based correction to improve the performance. Figure 5.19 illustrates the process of 
play-break segmentation and Figure 5.20 shows the various types of camera-views 
that can be found in different sports. First of all, camera-view classification is 
performed on each video frame for every one second gap. For this purpose, the 
algorithm uses grass (or playing-field colour)-ratio, which measures the amount of 
grass pixels in a frame, to classify the main shots in sports video. In particular, global 
shots contain the highest grass-ratio, whereas zoom-in contains less and close-up 
contains the lowest or none. Therefore, close-up shots generalize other shots such as 
crowd and stadium views which contain no grass. In order to measure grass-ratio, 
HSV (hue-saturation-value) color space is chosen as it is widely regarded as a more 
effective representation for color. The main benefit of HSV over RGB is that H-
value alone can determine various colors whereas all the combination of RGB values 
needs to be analyzed to determine a particular color. For example, yellow is 
represented as {R=1, G=1, B=0}, while blue is {R=0, G=1, B=1}. Using this 
example, it is clear that G = 1 does not always correspond to green, whereas H= 
0.15-0.25 can be seen the possible variation of green colors. The other benefit is that 
the hue representations for the same color under different lighting conditions do not 
vary as much as RGB. For example, a pure green has {R=0, G=1, B=0} as compared 
to {H=0.31, S=0.94, and V=0.47}.  For a darker green, G decreases to 0.5 or 0.25 
while R and B stay the same. In contrast, the H and S values do not change and only 
V decreases to 0.24 or 0.12. 
 
The main challenge in classifying views is to decide the grass-hue index which is 
typically different from one stadium to another. A simple yet effective approach is to 
take random and equally-spread frame samples for an unsupervised training. Based 
on the assumption that global and zoom-in shots are most dominant, the peak from 
the total hue-histogram of these random frames will indicate the grass-hue as shown 
in Figure 5.21.  Since the initial segment of a video may contain non-match scenes, 
the detected grass-hue index can be checked if it is within a particular range which 
can be trained using a comprehensive dataset. For each video, this process should be 
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repeated for several times to capture variations of grass-hue indexes. The need for re-
training dominant color hue-index for single and multiple video depends on size of 
the playing field and whether the environment is using stadium light.  For example, 
Figure 5.22 shows the variation of grass-hue throughout the game in ‘daylight’ AFL 
due to the large field illuminated with different amount of sun- light. In the middle 
part of Figure 5.20, ‘evening’ AFL field is lit with an almost equal amount of 
stadium- light, thereby reducing the variation of the grass color.  Similarly most of 
basketball fields are indoor and stadium light are always used, therefore there is no 
need to keep on retraining the dominant-hue index. 
 
Grass Ratio (GR) is calculated on each frame as: 
 
PPGR G /=                    (5.10) 
 
where, GP is the number of pixels which belong to grass-hue and P is the total pixels 
in a frame.  Since there is n-number of grass-hue indexes, the final GR is obtained 
from ),...,,max( 21 nGRGRGR . Using the grass-ratio, this equation determines the view-
type of each frame: 
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where, 1υ  and 2υ are trained for different sport genre to obtain the most optimal 
values. For example, 1υ  can be (empirically) set to 0.06 or 0.1 and 2υ =0.2* 1υ  in 
soccer and basketball, whereas 1υ =0.04 to 0.06 and 2υ = (0.2/0.3)* vthres1 in AFL. 
 
To improve the accuracy of grass-ratio calculation in some exceptional frames, the 
algorithm applied a uniform cropping on each frame: 
 
Frame’ = imcrop(Frame,[1 (sz(:,1)/3) sz(:,2)  sz(:,1)])  (5.12) 
 
where, Frame’ is the cropped video frame and Frame is the original frame, imcrop( ) 
performs an image cropping to a specified set of rectangle coordinates (specified as 
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XMIN=1, YMIN=sz(:.1)/3, WIDTH sz(:,2), HEIGHT= sz(:,1)). Sz is the size of 
frame; thus sz (:,1) is the height-size and sz(:,2) is the width-size. 
 
 
Figure 5.19. Play-break Segmentation using Camera-Views Classification 
 
Figure 5.20. Main Camera-Views in Soccer, AFL, and Basketball (Global, Zoom-In, Close-up) 
 
 
Figure 5.21. Peak of Total-Hue Histogram in Randomized Frames Determine Grass-Hue Index 
 
 
 
Figure 5.22. Effects of Sun-light and Large Playing-field on Grass-hue 
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Figure 5.23. Results of Frame Cropping 
 
Figure 5.24. Adaptive Frame Cropping for Field-Area 
 
As shown in Figure 5.23, the results of this cropping have normalised the grass-ratio 
for global-views with a large portion of crowd and close-up views with a large 
portion of grass. The assumption is that, the playing ground will always be in the 
bottom half of the frame. This cropping was particularly important in AFL videos 
since the ball is often kicked very high, making the camera follow the ball while 
showing a large portion of crowd during a play. A more adaptive cropping, as shown 
in Figure 5.24, can be developed using a trained grass-hue range for each sport genre, 
such as 50-70 for soccer, 35-62 for AFL and 17-23 for basketball. 
 
Play-break segmentation is performed using the output from view-classification 
algorithm as described below. In addition to this algorithm, to obtain a more accurate 
set of play-breaks, replay detection is very important to locate additional breaks 
which are often recognized as play shots (i.e. replay shot often use global view).  
Replay scenes should be regarded as part of a break since they contain non real-time 
match contents. Based on the experimental results which will be presented in Chapter 
6, replay-based correction on play-break segmentation can fix a large number of 
imperfect sequences due to shorter breaks, locate missing sequences due to missed 
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breaks, and avoid false sequences due to falsely detected play which is followed by a 
break. 
 
Figure 5.25 shows the various scenarios on how a replay scene can fix the boundaries 
of play-break sequences. Based on these scenarios, an algorithm to perform replay-
scene based play-break segmentation has been developed. In addition to these 
scenarios, it is important to note that most broadcasters would play a long replay 
scene(s) during a long break such as goal celebration in soccer or timeout in 
basketball to keep viewers’ attention. However, some broadcasters insert some 
advertisements (ads) in-between or during the replay. In order to obtain the correct 
length of the total break, these types of ads should not be removed. If we decided to 
remove these ads, at least the total length of the ads has to be taken into account. 
Using the calculation of grass-portion in a frame, frames that belong to ads can be 
detected; ads are classified as close-up since they contain no grass. There is also a 
subtle increase of audio-volume in ads and a short silence before entering the ads. 
Moreover, the characteristics of audio during ads and live sport match are different 
[120]. 
 
 
Figure 5.25. Locations of Replays in Play-breaks 
 
Algorithm for play-break segmentation 
Apply view classification on the video frames with 1-sec gap: output = arrays of (G, Z, C).fs 
and .fe  
// Determines the start of Play and Break. 
Loop in G.fs array 
 If abs(current G.fs - G.fe) >= Pthres, add the G.fs to P.fs array 
Loop in Z.fs array 
 If abs(current Z.fs - Z.fe) >= Bthres1, add the Z.fs to B.fs array 
  Else if current video is AFL & abs(current Z.fs - Z.fe) > AFL_thres, add the  
P Scene B Scene P-scene 2 B scene 2 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
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  Z.fs to P.fs array  
Loop in C.fs array 
 If abs(current C.fs - C.fe) >= Bthres2, add the C.fs to B.fs array 
// Determines the end of Play and Break. 
Sort  P.fs and B.fs arrays. 
Concatenate P.fs and B.fs array into Seq. 
Sort Seq ascending. 
Loop in Seq 
 If current Seq is element of P.fs array, add (next Seq - fr) to P.fe array 
 Else, add (next Seq - fr) to B.fe array 
where, G=Global-, Z=Zoom-in-, C=Close-up- frames, fs = frame start, fe = frame 
end and fr = frame rate.  Based on the trained thresholds, for the AFL experiment, the 
system applied: Pthres = 5*fr, AFL_thres = 3*fr, Bthres1=5*fr, B_thres2 = 2*fr. For 
soccer, the same thresholds were used for Pthres, Bthres, and Bthres2. For 
basketball, Bthres1 was reduced to 3 since basketball goals are not celebrated as long 
as soccer and AFL; therefore, shorter zoom-in views usually indicate breaks. It 
should be noted that AFL_thres is required due to the fact that AFL uses more zoom-
in shots during a play than in soccer. 
 
Algorithm for Replay-based Correction for Play-break Segmentation 
If [R strict_during P] & [(R.e – P.e) >= dur_thres]: locate additional breaks (from play 
shots) 
 B.s = R.s; B.e = R.e; Create a new sequence where [P2.s = R.e+1] & [P2.e P.e] 
 If [R strict_during P] & [(R.e – P.e) <= dur_thres] 
 P.e = R.e; B.s = R.e+1 
If [R meets B] & [R.s < P.e] 
 P.e = R.s 
 If [R during B] & [R meets B] 
 No processing required 
If [R strict_during B] 
 No processing required 
If [R during B] & [(R.e – P2.s) >= dur_thres] 
 B.e = R.e; Amend the neighbor sequence: [P2.s = R.e+1] 
If [R during P2 ]  & [(R.e – P2.s) >= dur_thres] 
 Attach sequence 2 to sequence 1 (i.e. combine seq 1 and seq 2 into 1 sequence) 
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It should be noted that if A strict_during B, then (A.s > B.s) & (A.e < B.e). If A 
during B, then (A.s > B.s & A.e <= B.e) OR (A.s >= B.s & A.e < B.e). If A meets B, 
then A.e = B.e.  Empirically, dur_thres can be set to 2-4 seconds. 
 
5.4. Experimental Results 
 
The detection algorithms were developed in MATLAB 6.5 and tested using a 
Pentium 4- 1.5 GHz PC with 512MB memory in Windows XP professional platform. 
For testing the extraction of whistle, excitement, text display, and generic events, a 
dataset of around 3 hours was used which included a wide range of sports such as 
soccer, swimming, tennis, rugby, bike race, horse race, basketball, and netball.  
Details of each video, including the commentator’s characteristics can be found in 
Table 5.3. These samples are taken from different broadcasters and competitions so 
that the robustness of the algorithms can be verified. 
 
The testing for camera-view classification, near-goal shots, and replay scenes have 
been performed using the same soccer data sets as described earlier, plus another 
soccer match from UEFA Champions league 2003/2004 (Arsenal vs. Lokomotiv 
Moscow). It is important to note the replay scene detection performance in Table 5.7 
is done using frame-repetition based algorithm. Despite the satisfying result, we 
decided to use the logo-based replay detection to report the replay-based correction 
on play-break segmentation in the next Chapter. This is due to the fact that the 
amount of processing time and load required to examine frame-difference is much 
higher than that of the logo-based. 
 
In order to import video and audio streams to MATLAB environment, some pre-
processing was performed (as illustrated in Figure 5.26) on each video using a 
combination of available software.  
 
To determine the performance of automated detections, a manual detection was 
performed to determine the occurrences of whistle sound, excitement, and text 
displays. The results from this manual detection are regarded as the first set of 
ground truth for our experimental analysis. However, the perception of excitement 
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can be very subjective due to individual sensitivity to loudness and noise. Moreover, 
the level of excitement varies for different sports such as soccer versus swimming 
and from one video to another video due to different crowd, commentators, and 
recording characteristics. As our excitement detection is based on detecting clips that 
contain a higher number of louder, high-pitch and less pause frames, we combine 
subjective hearing (to excitement) with manual observation of these features. In 
particular, waveform is used in addition to a graph of volume to locate louder clips 
and pauses. A diagram plotting pitch values against time is used to locate the clips 
containing pitch higher than average to confirm manual hearing on high-pitched 
speech. We manually mimic the algorithm to combine these features and we check 
the correctness of the final excitement candidates. 
 
 
Figure 5.26. Processing Steps of Video 
 
 
For the second set of ground truth, we manually localized the occurrences key events 
and play-breaks for each sport video.  We then checked whether each of these 
highlights can be localized (either) by whistle, excitement or text. For clearer 
illustration, refer to Table 5.4 which captures a portion of our data. This table shows 
the location of whistle, excitement and text in seconds within each (one minute) clip. 
Please note that 0 (in minute column) means 0-1 minute, while 1 means 1-2 minute 
and so on. Moreover ‘[ ]’ means empty or no occurrence for the whole clip. 
 
A Graphical User Interface (GUI), as shown in Figure 5.27, is constructed for testing 
the detection algorithms for whistle, excitement, and text. The main purpose of this 
GUI is to help us modifying the best thresholds used for each algorithm. Moreover, 
the correctness of the detection results can be directly checked either by viewing the 
particular video frames or playing the particular sound clip. 
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Figure 5.27. User Interface for Running and Checking the Detection 
 
To evaluate the performance of automatic detections, there are two parameters used:  
• Recall rate (RR) is the percentage of true detection performed by the 
automated detection algorithm with respect to the actual events in the video 
(which is calculated as total of correct and missed detections). This indicator 
is important to show that an algorithm can detect most of the events while 
achieving as little misdetections as possible. 
• Precision Rate (PR) is the percentage of true detection with respect to the 
overall events detected by the algorithm (which is indicated by the number of 
correct and false detections). This percentage can indicate the trade-off for 
achieving minimum misdetections. This is due to the fact that the lower 
thresholds used, the less is the number of missing events; however, we get 
more false detections at the same time. 
 
The equations for these parameters are: 
 
RR = Nc /  (Nc+Nm) * 100%      (5.13) 
PR = Nc / (Nc+Nf) * 100%       (5.14) 
 
where, Nc is the number of correctly detected highlights, Nm is the number of miss 
detected highlights, and Nf is the number of false detections.  
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Table 5.3. Characteristics of Data Set for Experiment 
 
Brazil Germany (Soccer 3) 
Whistle Excitement Text Highlights 
Time 
(min) 
Truth Detected Truth Detected Truth Detected Truth 
3 10-11, 41 7, 41 5-17 15-17, 46-
51, 56-59 
[ ] [ ] 8': Goal attempt, 41': Foul 
4 [ ] [ ] 3-10, 31-
34 
1-5, 8-10,  
31-34, 51-53 
[ ] [ ] 3'-19': Goal attempt 
5 21-22, 31, 
35, 41 
21-22, 31, 
35, 41 
9-12, 39-
41 
9-12, 28-30, 
39-41, 44-
49, 52-57 
33-39, 52-
59 
34-40, 52-
54, 57-60  
5-12':Good corner, 
21':Offside, 31' 35': Play 
stopped (free kick to be 
retaken),  42': Free kick 
Table 5.4. Ground truth vs. Detection Results 
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5.4.1. Performance of Mid-level Features Extraction 
 
The performance results for mid-level features extractions are shown in Table 5.5 
until Table 5.7. Our goal is to achieve an overall recall rate of 70% or greater while 
the lowest precision rate should not be less than 60%.  Based on the average statistics 
located at the last row on each table, it can be justified that the detection algorithms 
for mid-level features are sufficiently robust and reliable.  
 
The algorithm for whistle detection shows the best results for swimming. It is due to 
the fact that swimming audio has the least amount of noise when whistle is blown as 
compared to the other sports within the dataset. Similarly, the amount of noise during 
netball is minimal as the game is played indoor; therefore the performance of whistle 
detection is comparatively good. For soccer, tennis, and other outdoor sports, whistle 
performs almost equally due to the similar level of noise. Hence, it can be expected 
that whistle detection performs better when the sport is played indoor and/or has 
minimum amount of crowd noise. In contrast, the performance results of excitement 
detection are almost equivalent for all videos irrespective of the number and gender 
of commentators. 
 
Whistle Excitement Text Sample 
Video Nc N
m 
Nf RR PR Nc Nm Nf RR PR Nc Nm Nf RR PR 
Soccer1 13 9 9 60 60 50 12 10 81 83 9 3 3 75 75 
Soccer2 7 2 2 77 78 21 1 14 96 63 11 4 10 71 52 
Soccer3 11 5 2 69 84 41 0 26 100 61 6 0 4 100 60 
Soccer4 2 1 0 67 100 18 4 8 82 69 9 2 3 82 75 
Swimming1 1 0 0 100 100 8 0 3 100 64 19 3 5 86 73 
Swimming2 1 0 0 100 100 13 3 2 81 87 6 3 4 67 60 
Tennis Whistle is not used 35 6 3 85 92 Algorithm not Applicable 
Rugby1 17 2 5 90 77 8 5 6 62 57 15 2 5 88 75 
Rugby2 9 0 0 100 100 12 2 6 86 67 14 3 7 82 67 
Bike Race Whistle is not used 2 1 1 67 67 6 6 1 50 86 
Horse Race Whistle is not used 4 0 1 100 80 9 2 4 82 69 
Basketball 9 6 3 60 75 25 2 9 93 74 30 1 2 97 94 
Netball 36 2 4 95 90 16 1 6 94 73 14 0 2 100 88 
Average  82 86  87 72  83 80 
Table 5.5. Performance Results of Whistle, Excitement and Text Detection 
 
Global Shot Zoom-in Shot Close-up Shot Video 
Nc Nm Nf RR PR Nc Nm Nf RR PR Nc Nm Nf RR PR 
Soccer1 59 0 7 100 89 23 3 3 88 88 57 0 5 100 92 
Soccer2 70 5 6 93 92 48 9 16 84 75 32 1 19 97 63 
Soccer3 66 3 6 96 92 54 4 28 93 66 22 7 0 76 100 
Soccer4 54 1 2 98 96 21 2 4 91 84 30 0 2 100 94 
Soccer5 49 1 4 98 92 22 1 4 96 85 35 0 0 100 100 
Average  97 92  91 80  95 90 
Table 5.6. Performance of Camera-Views Classification 
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Near Goal Shots (Slow-motion) 
Replay Shots 
Video 
Nc Nm Nf RR PR Nc Nm RR 
Soccer1 38 0 5 100 88 6 0 100 
Soccer2 52 0 23 100 69 6 4 60 
Soccer3 34 4 7 89 83 7 1 88 
Soccer4 56 2 14 97 80 4 2 67 
Soccer5 37 1 17 97 69 3 2 60 
Average   97 78   75 
Table 5.7. Performance of Near-Goal and Slow-Motion Detection 
 
The proposed text display detection algorithm is not applicable for tennis videos as 
the whole playing field has many horizontal lines that are displayed in most of the 
frames. Similar limitations can be expected from sports with this type of playing 
field like badminton. For such cases, we should apply other techniques as discussed 
in the related work (in Chapter 2). It should be noted that the weakest performance 
(of text detection) is shown in bike race video. As shown in Figure 5.5, the text 
display during bike race is relatively smaller compared to other video samples; 
thereby the detectable lines are not strong. 
 
Based on Table 5.6, the performance of camera-views classification is as expected.  
Since global view has the highest grass-ratio and close-up views has the lowest 
grass-ratio, the classification performance should be better compared to zoom-in. 
However, all of the three main types of views can be detected effectively. 
 
As shown in Table 5.7, the results from near-goal and slow-motion shots detection 
are satisfactory. However, we have not reported the precision rate for slow-motion 
detection due to the large amount of processing time and memory load required to 
check a long sequence of video. During experiment, we apply the algorithm on the 
neighboring frames of each slow-motion shot in ground truth. This is one of the main 
reasons that the performance of replay-based play-break segmentation is based on 
logo-based replay scene detection and will be discussed in Chapter 6. 
 
5.4.2. Performance of Generic Highlights Extraction 
 
As discussed in Chapter 4, generic highlights comprises of play, break and 
interesting segments. Table 5.8 shows the comparisons of highlights detection using 
‘whistle only’, ‘whistle + text’, ‘whistle + excitement’, and ‘whistle + excitement + 
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text’. This table demonstrates the advantage integrating all of these three features to 
improve the number of detectable highlights, as compared to the processing time 
required.  
 
Based on this table, it is clear that whistle detection is very fast but it can only 
localize 20 to 30% of the total highlights which are mostly caused by foul and offside 
(i.e. play being stopped). However, whistle is not always used to indicate play being 
resumed unless if there is a substantial period of waiting during the break. For 
example, a direct free kick which is to be taken nearby penalty area will be indicated 
by whistle after the period of time in which the teams are preparing their formations. 
In contrast, if a free kick is to be taken from defensive to midfield area, the whistle is 
only blown to indicate that there is a foul or offside without necessarily indicating 
the free kick itself. Hence, Chapter 6 will demonstrate that play-break transitions can 
be defined more precisely using the method presented in section 5.3.1.  
 
By combining whistle and excitement, users only need to wait slightly longer to 
detect 80% to 90% of the highlights as excitement can locate most of exciting events 
such as good display of attacking/defending, goal, free kick, and even foul 
sometimes.  In addition, excitement is an effective indication for most goal highlights 
due to the massive amount of excitement during the start of a good attacking play 
which often leads to the goal itself. Moreover, the excitement will still be sustained 
during goal celebration, especially when the commentator and crowd are very 
excited due to the goal such as if it is an important or elegant goal. 
 
When whistle and text detection are combined, the number of highlights detected 
will only slightly increase as compared to using whistle only but the waiting-period 
is much longer than using whistle + excitement. This is due to the fact that visual 
features are generally more expensive computationally than audio features. However, 
text detection is able to locate the start of a match, goal and shoots on goal, as well 
as confirming offside and foul events. Large (to full-screen) text is usually displayed 
before start of a match to show the starting line-up of each team and the formation 
used. Since they are large and contain a lot of information, they are usually displayed 
for the whole 1 or 2 minute time-span. After a goal is scored, a small/medium text is 
usually displayed to show the updated score-line. Similarly, after a shoot on goal, 
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usually a text display will confirm that there is no change of score-line and/or show 
the details of player(s) involved. 
 
Finally, when whistle-, excitement-, and text- detection are all used, 85% to 100% of 
highlights can be detected. However, if users can afford missing some events which 
can only be detected by text, we recommend whistle and excitement detection to take 
the advantage of their fast processing time. Nevertheless, text displays which are 
located nearby these highlights should still be detected for double-checking the 
extracted highlights and for annotation purposes. Table 5.9 and Table 5.10 are 
generated from Table 5.5 and Table 5.8 to show the scalability of our detection 
algorithms for soccer and rugby videos respectively. For different amount of total 
highlights, we can achieve almost the same performance measures for different 
combination of whistle, excitement and text detections. Moreover, the highlight ratio 
(HR), which is defined as the percentage of highlights correctly identified, indicates 
that for any number of total highlights, whistle-only detection can only detect 9% to 
29%, while whistle and text detect 13% to 33% of the highlights. Whistle and 
excitement is a good combination because they can detect 87% to 95% of the 
highlights. When whistle, text and excitement are all combined, 90% to 100% of 
highlights can be detected. In extension to these tables, Figure 5.28 and Figure 5.29 
show the perceptible pattern between the value of total highlights and the percentage 
of recall, precision, and highlight rates in the various combinations of features 
detection. 
 
Automatically Detected Highlights 
Using Whistle 
Only 
Using Whistle  
+ Text 
Using Whistle 
+Excitement 
Using Whistle 
+Excitement +Text 
Sample Video  
 
Total 
High-
lights 
Number 
of 
Highlight 
Time 
(min) 
Number 
of 
Highlight 
Time 
(min) 
Number 
of 
Highlight 
Time 
(min) 
Number 
of 
Highlight 
Time 
(min) 
Soccer1 (40mins) 62 11 1.7 13 37.1 54 22.9 56 58.2 
Soccer2 (20mins) 24 7 0.7 8 24.8 22 10.6 23 35.4 
Soccer3 (20mins) 40 11 0.7 11 26.7 39 8.8 39 35.5 
Soccer4 (20 mins) 22 2 0.9 3 18.1 21 8.9 22 19 
Swim (5 mins) 3 1 0.2 3 5.1 1 3.2 3 8.1 
Swim (5 min) 3 1 0.2 3 5.2 1 3.3 3 8.3 
Tennis (20 mins) 40 0 0 0 0 33 9.9 33 28.8 
Rugby1 (20 mins) 34 18 0.9 20 20.6 25 10.9 27 29.9 
Rugby2 (17 mins) 21 8 0.7 9 16.9 18 9.6 19 18.5 
Bike Race (8 min) 9 0 0 5 6.5 2 3.5 7 9.9 
Horse Race (10 m) 2 0 0 2 8.4 2 4.5 2 12.9 
Basketball (15 m) 37 7 0.8 12 14.6 30 7.9 35 21.9 
Netball (9 mins) 43 36 0.4 39 8.8 38 4.9 41 13.4 
Average time 
spent for 1 min 
segment 
 0.04  1.06  0.52  1.49 
Table 5.8. Statistics of Highlights Detection Using Various Combinations of Features 
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Whistle Only  (%) Whistle + Text (%) Whistle + 
Excitement (%) 
Whistle + Text + 
Excitement (%) 
Total 
High-
lights RR PR HR RR PR HR RR PR HR RR PR HR 
62 60 60 17.7 67.5 67.5 21 70.5 71.5 87.1 72 73 90.3 
40 69 84 27.5 84.5 72 27.5 84.5 72.5 97.5 92.3 68.3 97.5 
24 77 78 29.2 76 54.5 33.3 86.5 66.5 91.7 80.8 48.8 95.8 
22 67 100 9.1 74.5 84.5 13.6 74.5 84.5 95.5 78.3 79.8 100 
Table 5.9. Scalability of the Detection Algorithms for Soccer Video 
 
Whistle Only  (%) Whistle + Text (%) Whistle + 
Excitement (%) 
Whistle + Text + 
Excitement (%) 
Total 
High-
lights RR PR HR RR PR HR RR PR HR RR PR HR 
34 90 77 52.9 89 76 58.8 76 67 73.5 80 70 79.4 
21 100 100 38.1 93 84 42.9 93 84 85.7 89 78 90.5 
Table 5.10. Scalability of the Detection Algorithms for Rugby Video 
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Figure 5.28. Scalability of The Highlights Detection for Soccer Video 
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Figure 5.29. Scalability of The Highlights Detection for Rugby Video 
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5.5. Conclusion 
 
This chapter has demonstrated the benefits of using whistle, excitement and text 
detection for generic highlights detection. Our experimental evaluation uses a 3-hour 
dataset containing a wide range of sports to show the applicability of these features 
for detecting events in different sports (see Table 5.11).  
 
The experimental results demonstrate that our excitement detection is robust and 
effective to detect most of key events in all sports in the dataset. Whistle detection is 
useful to detect most of play-breaks in soccer, rugby, basketball and netball. Text 
occurrences can detect some additional events and information that cannot be 
detected from the audio track such as the formation of each team which is usually 
displayed before a match starts. As shown by the experimental results, higher 
number of events can be detected when more features are combined together; 
therefore confirming the benefit of a multi-modal analysis for semantic extraction. 
 
Highlights Detectable (using Whistle, Excitement and Text) Sports 
Type Play Break 
Soccer Offside, and quickly-resumed 
fouls, Exciting play 
(attack/defense), 
Goal attempt 
Player introduction for each team, Start 
and end of each playing period, Goal, free 
kick 
Swimming The race itself 
Lap transitions 
Competitor introduction 
End of race 
Tennis None End of each play (points awarded) 
End of set (larger text display) 
Rugby Exciting play (e.g. good run, pass 
or kick), Foul 
Player intro 
Bike race Lap transitions Competitor introduction 
Race start/finish 
Horse race The race itself Competitors introduction 
Race start/finish 
Basketball Turnover (steal), free 
throw(penalty), Exciting play, 
Goal 
End of playing period/match 
Netball Play stopped (foul or ball out of 
play), Play resumed (including 
after goal) 
End of playing period/match 
Table 5.11. Detectable Events using Whistle, Excitement and Text Detection 
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Chapter 6    
 Knowledge-discounted Detection 
 of Specific Events 
 
6.1. Introduction 
 
Highlights are generically the interesting events that may capture user attentions. 
Most sports broadcasters distinguish them by inserting some editing effects such as 
slow-motion replay scene(s) and artificial text display. For most sports, highlights 
can be detected based on specific audio-visual characteristics, such as excitement, 
whistle, and goal-area. In Chapter 5, the algorithms that detect play-break and 
generic key events have been discussed.  
 
While generic highlights are good for casual video skimming, domain-specific (or 
classified) highlights will support more useful browsing and query applications. For 
example, users may prefer to watch only the goals. To achieve this, it has become a 
well-known theory that the high-level semantics in sport video can be detected based 
on the occurrences of specific audio and visual features which can be extracted 
automatically. Another alternative is object-motion based which offers a higher level 
of analysis but requires expensive computations. For example, the definition of a 
goal in soccer is when the ball passes the goal line inside of the goal-mouth. While 
object-based features such as ball- and players-tracking are capable of detecting these 
semantics, specific features like slow-motion replay, excitement, and text display 
should be able to detect the goal event more efficiently or at least help in narrowing 
down the scope of the analysis. 
 
To date, there are two main approaches to fuse audio-visual features. One alternative, 
called machine-learning approach, uses probabilistic models to automatically capture 
the unique patterns of audio visual feature-measurements in specific (highlight) 
events. For example, Hidden Markov Model (HMM) can be trained to capture the 
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transitions of ‘still, standing, walking, throwing, jumping-down and running-down’ 
states during athletic sports’ events, which are detected based on color, texture and 
global-motion measurements [62]. The main benefit of using such approach is the 
potential robustness, thanks to the modest usage of domain-specific knowledge 
which is only needed to select the best features set to describe each event. However, 
one of the most challenging requirements for constructing reliable models is to use 
features that can be detected flawlessly during training due to the absence of manual 
supervision. Moreover, adding a new feature into a particular model will require re-
training of the whole model. Thus, it is generally difficult to build extensible 
probabilistic models that allow gradual development or improvement in the feature 
extraction algorithms. To tackle this limitation, our statistical-driven models are 
constructed based on the characteristics of each feature. Any addition of new feature 
will only result on updates of the rules that were associated with that feature.  
 
Another alternative for audio-visual fusion is to use manual heuristic rules. For 
example, the temporal gaps between specific features during basketball goal have a 
predictable pattern that can be perceived manually [85].  The main benefit of this 
approach is the absence of comprehensive training for each highlight and the 
computations are relatively less complex. However, this method usually relies on 
manual observations to construct the detection models for different events. Even 
though the numbers of domains and events of interest are limited and the amount of 
efforts is affordable, we primarily aim to reduce the subjectivity and limitation of 
manual decisions. 
 
These two approaches still have two major drawbacks, namely,  
• The lack of a definitive solution for the scope of highlight detection such as 
where to start and finish the extraction. For example, Ekin et al [102] detect 
goals by examining the video-frames between the global shot that causes the 
goal and the global shot that shows the restart of the game. However, this 
template scope was not used to detect other events. On the other hand, Han et 
al [106] used a static temporal-segment of 30-40 sec (empirical) for soccer 
highlights detection.  
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• The lack of a universal set of features for detecting different highlights and 
across different sports.  Features that best describe a highlight are selected 
using domain knowledge. For instance, whistle in soccer is only used to 
detect foul and offside, while excitement and goal-area are used to identify 
goal attempt [105]. 
In order to solve the first drawback, some approaches [58, 121] have claimed that 
highlights are mainly contained in a play scene. Similarly, offence has been 
introduced as the basic semantic unit in sport videos [122]. Conceptually, play and 
offence in sports game refer to the same segment.  As every time play is resumed a 
player/team will try to score a point. Moreover, both play and offence will be 
stopped due to certain events such as goal. However, based on a user study as 
reported in Chapter 7, we have found that most users need to watch the whole play 
and break to understand fully an event. For example, when a whistle is blown during 
a play in soccer video, we would expect that something has happened. During the 
break, the close-up views of the players, a replay scene, and/or the text display will 
confirm whether it was a foul or offside. Consequently, it is expected that automated 
semantic analysis should also need to use both play and break segments to detect 
highlights. As for the second drawback, we aim to reduce the amount of manual 
choice of features set. For instance, it is quite intuitive to decide that the most 
effective event-dependent features to describe a soccer foul are whistle, followed by 
referee appearance. However, based on statistical features that will be discussed in 
section 6.5, we were able to identify some additional characteristics of foul that could 
be easily missed by manual observation such as shorter duration as compared to 
shoot and less excitement as compared to goal. 
 
The focus of this chapter is to present a statistical-driven framework for automatic 
highlight classification that is based on a universal scope-of-detection and a standard 
set of audio-visual features. We used some statistical phenomena of audio-visual 
features in different highlights to design the rules for highlight classification, thereby 
reducing subjective domain-knowledge and manual observation. Table 6.1 depicts 
the comparison between our approach and the related work to clarify the main 
contributions of this chapter. The effectiveness and robustness of this framework has 
been tested with a large dataset of soccer (around 7 hours), basketball (3 hours) and 
Australian Football (4.5 hours). At this stage, our algorithms have successfully 
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detected and classified soccer highlights, including goal, shoot (goal attempt), and 
foul, and detecting non-highlights. With very minor changes, the system can also 
distinguish goal, behind, mark, tackle, and non-highlight in Australian Football 
(AFL), and goal, free throw, foul and timeout in basketball. Soccer and basketball are 
chosen as the case domain since they have a world-wide audience with many 
different national leagues and international competitions. AFL is selected as one of 
largest sectors in Australia’s sport and recreation industry, attracting more than 14 
million people to watch an average of 10 hour per week live-broadcasted matches 
Moreover, there is yet any significant work presented for this domain. 
 
This chapter is structured as follows. In 6.2, a discussion on the alternative 
approaches for events detection will be presented. Section 6.3 will describe the 
utilization of play-break as a more definitive scope of highlight extraction. Section 
6.4 describes the semi-supervised training for highlights classification. Section 6.5 
focuses on explaining the statistical-driven automatic classification of domain-
specific highlights. Finally, details of the dataset for experiment and the performance 
results will be reported in section 6.6 and some conclusions are provided in section 
6.7.  
 
6.2. Alternative Approaches for Specific Events Detection 
 
As noted earlier, there are two main alternatives in fusing audio-visual features to 
detect specific events. This section will discuss the use of manual heuristic models 
and the use of machine learning models. 
 
6.2.1. Using Manual Heuristic Models 
 
Based on domain knowledge, key-event models in a soccer match can be developed. 
In this section, this technique will be applied to model soccer goal events. To 
understand the models, it is important to note that each key-event model is generally 
defined as follows: 
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Pre-con Æ n seconds Æ Event Æ n seconds Æ Post-con 
where: 
• Pre-con indicates the event that happens before the key-segment. 
• N seconds indicates the maximum time gap between two different events. 
• Event indicates the key event, which is contained as the key-segment. 
• Post-con indicates the event that happens after the key-segment. 
 
Comparable 
features 
Ekin2004 [119] Duan2003 [105] Nepal2001 [85] Our approach 
Highlights 
detected 
Soccer: goal 
(mainly) 
Soccer: shoot, goal, 
offside (foul) 
Tennis: point, game 
Basketball: goal Soccer: goal, shoot, 
foul, non-highlight; 
Basketball: goal, 
free-throw, foul, 
timeout 
AFL: goal, behind 
(smaller goal), mark, 
tackle, non-
highlight. 
Scope of 
detection 
Play-break-play for 
goal 
 
Play for whistle and 
shoot, play-break-
play for goal 
Not definitive: 
Detectable features 
surrounding (after 
and before) goal 
Play-break for all 
highlights and across 
different sports 
Summary of 
detection 
method 
Cinematic template 
for goal detection 
Cinematic rules for 
‘regular’ event 
detection 
Temporal models for 
goal detection 
Statistical-driven 
rules for all 
highlights in each of 
the different sports 
Set of AV 
features used 
for highlight 
detection 
Duration of break, 
occurrence of close-
up and replay shots, 
and relative position 
of replay shot 
indicates goal 
 
Referee appearance 
indicates yellow/red 
card, penalty and 
free kick 
Whistle indicates 
offside/foul 
  
Excitement + goal-
area indicates shoot 
 
Persistent 
excitement+long 
duration of break 
followed by play 
shot indicates goal  
Crowd cheer + score 
display + change in 
motion direction 
indicates Goal 
Universal set of 
features for all 
highlights across 
different sports: 
sequence duration, 
play dominance, 
close-up ratio, replay 
duration, near goal 
ratio 
Amount of 
knowledge 
used 
Medium to high; 
 
Goal is detected 
when: 
-Duration of a break 
30 to 120 sec.  
-At least one close-
up shot and one slow 
motion replay. -
Position of replay 
shot should be after 
the close-up shot. 
Medium: 
 
Shoot and offside 
occurs during play 
while goal is in play-
break-play. 
 
Whistle indicates 
foul or long break 
 
Excitement indicates 
goal,  
 
Shorter excitement +  
Goal area indicates 
shoot 
Medium to High: 
 
Goal-3 sec-crowd 
cheer-7 sec-
scoreboard 
None to Low: 
 
No specific 
cinematic rules from 
specific sport are 
applied. 
 
All rules are driven 
by the statistics of 
features in a 
universal scope for 
al sports.  
 
The only knowledge 
applied for choosing 
the mid-level 
features and 
highlights 
Table 6.1.Comparison of Our Approach Related Work 
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Please note that Model 1 to Model 3 is the basic model which needs to be combined 
to form more reliable models such as Model 4 to Model 6. 
 
Model 1 
 
Crowd cheers Æ 5 seconds Æ excited speech from commentator Æ 2 seconds 
   Æ Goal Æ Crowd cheer and commentator’s loud voice are sustained for 3 seconds 
    
The limitation of this model is the events where crowd cheer is loud and 
commentator’s voice is raised due to an attempt for goal or a foul just being 
committed or when there is a fight. Therefore, there are several reasons other than a 
goal scored that may affect crowd cheer and commentator’s voice. 
 
Model 2 
 
Position of play near the goal Æ 2 seconds Æ Goal 
    
It is obvious that this model is not always true as there are more cases when only 
attempts on goal happen but no goal is scored yet. Also, when capturing events that 
happen near the goal such as corner kicks, free kicks and penalty kicks, the camera 
view is focused on the court parts near the goal. However, this model is most useful 
when we try to locate “interesting plays” in a soccer match as they are mostly likely 
to occur when the position of play is near goal. 
 
 
Model 3 
 
    Goal Æ 5 seconds Æ Slow motion replay Æ 5 seconds Æ Scoreboard display 
 
The limitation of this model is that slow motion replay also displayed after other 
interesting events such as fouls and attempts for goal. Scoreboard display may be 
displayed just to keep the viewers up-to-date with the current score state. Thus it is 
important to ensure that the scoreboard display is updated to reveal that a goal has 
been scored.  
 
Model 4 is the combination of model 1 and 2 
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Model 5 is the combination of model 2 and 3 
Model 6 is the combination of model 1 and 3 
Model 7 is the combination of model 1, 2 and 3 
 
For example model 4 would look like the following. 
   Crowd cheers Æ 5 seconds Æ excited speech from commentator Æ 2 seconds 
   Position of play near the goal Æ 2 seconds Æ Goal Æ Crowd cheer and   
  Commentator’s loud voice are sustained for 3 seconds 
 
As we have shown, each model is not always accurate, model 4 until 7 tries to 
combine each model to overcome the limitations of each model. However, the more 
model to be processed, then inevitably the more the workload would be. Hence, 
while we can experiment on combining the models, we should consider the resources 
consumed such as processing time and memory space taken to process each of the 
models. The goal should be to minimize the work load but still can achieve an 
acceptable accuracy. Therefore, a future work needs to be done to analyze the 
processing time of each model so that we can decide on the best way to combine 
these models 
 
Based on the discussion, it should be clear that this approach relies heavily on 
manual perceptions on each event.  Due to the fact that manual work are expensive, 
cumbersome and subjective, the next alternative approach (i.e. machine learning) 
aims to automate the manual work required to construct event models. 
 
6.2.2. Using Machine Learning 
 
Many solutions to model specific sport events have used Hidden Markov Model 
(HMM). When each highlight is represented with an HMM model, the model can be 
effectively used to classify an unknown sequence based on the most-likely highlight 
contained. The main benefit of HMM compared to manually constructed heuristic 
rules approach is its capability to be trained without much of human supervision. 
   
In this section, the focus is on the detection of three types of highlights in a soccer 
video: goal, foul, and shot (goal attempt). For this purpose, five high-level visual 
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states which are commonly contained by highlights have been identified: 1) Global 
view, 2) Zoom-in view, 3) Close-up view, 4) Near goal, and 5) Text Display. In 
conjunction, two audio states are used: 1) Excitement, and 2) Whistle. Although the 
characteristics of these states vary for different games, they should reveal common 
statistical similarities of measurements since they are recorded with similar 
techniques during broadcasting.  
 
This section presents a work that: 
• Uses HMM model which is not initialized based on any knowledge of a 
specific sport (i.e. generic HMM model). 
• Uses play-break sequences as inputs for HMM training and classification. 
The main purpose is to achieve consistent length of self-consumable highlight 
scenes. 
• Uses both audio-visual features (i.e. observation) to detect interpreted 
features (states): whistle, excitement (audio), slow-motion replay, near-goal 
and text display to classify a sequence into ‘the most likely’ highlight (i.e. 
high level concepts). 
 
When users provide video input with manually-labeled highlight scenes for training, 
the system will firstly divide each scene into play-break sequences.  After all features 
are extracted from each sequence, the training algorithm will use the observation 
sequence to optimize the HMM model which corresponds to the highlight. During 
classification, the system will use trained models to calculate the most likely 
highlights (contained by a sequence).  Figure 6.1 illustrates this system architecture.  
 
Utilizing HMM as a Bridge from High-level Concept to Low-level Feature 
 
When we consider a set of perceivable states during a sport event, we can model 
each of the different highlights using a non-deterministic pattern. Using the 
following states in soccer video: Excitement (Exc), Whistle (Whs), Text display 
(Txt), Top View (TV), Near Goal View (NGV), Zoom View (ZV), and Slow motion 
replay (Slw), a goal event can be described using a ‘left-to-right’ or fully-connected 
(ergodic) Markov process as shown in Figure 6.2. 
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Figure 6.1. Usage of HMM Framework 
 
 
 
 
 
 
 
Figure 6.2. Perceivable States in Sports Video 
 
It is a non-deterministic pattern since we cannot expect that these states always 
follow each other deterministically. Therefore, one alternative method to tackle this 
issue is to assume that the state of the model depends only upon the previous states 
of the model (which is called the Markov assumption). The simplest Markov process 
is a ‘first order’ process, where the choice of state is made purely on the basis of the 
previous state based on some probabilistic evaluation. For example, we can expect a 
high probability of slow motion replay following zoom view in most highlights. 
 
A first-order Markov process generally can be defined by: 
• States which shows the pattern of each highlight. 
• State transition matrix which describes the probability of the current state 
given the previous state. This matrix is usually produced by training the 
model with sample videos.  
• π Vector which defines the probability of the video being in each of the states 
at initial time 0t . Table 6.2 shows an example of this vector where it should be 
noted that in most cases, highlight event is started by top view. 
 
Previous State Current 
State TV NGV ZV Slw Exc Txt Whs 
TV 0.5 0.3 0.3 0.3 0.3 0.3 0.3 
Table 6.2. Sample Matrix of π  Vector 
Training Data 
(Labeled Sequence) 
Feature Extraction  Sequence of 
Observations 
Training algorithm 
(optimizing parameters) 
HMMs: { hiλ } 
Unknown Sequence Feature Extraction Sequence of 
Observations 
Foward Algorithm 
And Viterbi Path 
Output:  most-likely highlights 
contained by the unknown 
sequence  
Exc Txt NGV Whs TV Slw ZV TV 
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Markov process needs to be extended due to the fact that machines cannot directly 
perceive the states. Instead, they have to observe the properties of audiovisual signals 
such as amplitude, pitch, color, and edges. Thus, we need to design an algorithm to 
predict highlights from these properties and the Markov assumption without actually 
seeing the states. This is done by introducing the concept of hidden and observable 
states which form a Hidden Markov Model (HMM). This concept is depicted in 
Figure 6.3. 
 
 
 
 
 
 
 
 
 
Figure 6.3. Observable and Hidden States in Sports HMM Model 
 
The connections between hidden states and observable states represent the 
probability of being in a particular hidden state given that the Markov process is 
currently in a particular observable state. In addition to the probabilities defining the 
Markov process, we need confusion matrix (see Table 6.3 for example), which 
describes the probabilities of the observable states given a particular hidden state. 
 
Observable States Hidden 
States Large 
Amplitude 
High pitch Dominant color 
TopView 0 0 1 
Table 6.3. Sample Confusion Matrix 
 
In terms of highlight (event) detection, HMM can be used as a connecting ‘device’ 
for bridging the gap between high-level concepts and low-level features. This 
concept is depicted in Figure 6.4. When a high-level concept such as highlight is 
represented as a sequence of states, each state is an interpreted (or specific) feature, 
while each observation is a generic feature. Once each highlight can be described as 
HMM, the system can perform decoding calculation using Viterbi algorithm to 
determine which HMM is most likely to be generated by the observation sequence. 
As each highlight has its most probable HMM, the system can predict the most likely 
highlight which corresponds to the current sequence of extracted low-level features. 
 
 
 
Exc Txt NGV Whs TV Slw ZV TV Hidden States 
Large 
Amp 
High 
Pitch 
Dom. 
color 
Observable 
States 
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Mapping HMM Basic Operations for Highlights Classification 
 
There are three basic problems that can be solved using HMM, namely: learning, 
evaluation, and decoding. During highlight classification, learning is used for 
training, evaluation is used for classification, and decoding is used for annotation. 
 
Learning: determining the model parameters which are mostly likely to have 
generated an observation sequence i.e. how the model parameters can 
),,( Π= BAλ be modified to maximize )|( λOP . Since the observation sequence can 
be used to optimize our model, it is called “training” the HMM. This problem is 
important since it allows the system to optimally each of the models’ parameters to 
observed training data (i.e. create the best models based on sample data). 
 
Evaluation: matching the most likely model (i.e. a highlight HMM) to a sequence of 
observation sequence. In more details, this problem is described as: given the 
observation sequence, TOOOO ..., 21=  and modelλ , how do we compute the 
probability that observed sequence was produced by the model, (i.e. )|( λOP )? This 
problem requires the system to choose the particular model which best matches the 
observations, thus determining the most probable highlight.  
 
Decoding: determining the hidden sequence which is most likely to have generated a 
sequence of observations, i.e. given the observation sequence TOOOO ..., 21=  and 
modelλ , how can we uncover the hidden part of the model which is the most likely 
state sequence TqqqQ ..., 21=  (that best explains the observation sequence)? In other 
words, we want to know which HMM is probably generated by the given observation 
sequence. This problem requires machines to know the sequence of hidden states (i.e. 
states during highlight) via the observable states (i.e. features). Thus, based on the 
sequence of states, we can predict the most probable highlight which can be detected 
based on the sequence of states. 
 
CHAPTER 6. KNOWLEDGE-DISCOUNTED DETECTION OF SPECIFIC EVENTS 
 144
 
 
Figure 6.4. HMM Connects High-Level Concepts to Low-Level Features 
 
The HMM-based Classifier 
 
To define an HMM model, we need to define the following components: 
• Set of (hidden) states, }...21 Ns,sS={s  which corresponds to the remarkable 
states during highlights. The state at time t is denoted as Sqt ∈ . 
• Set of measurements (i.e. observations), },..,{ 1 nk MMM =  which 
corresponds to the audio-visual feature sets extractable from video data 
• Transition probability matrix between states, }{ abtT =  
where  )= s  | s= s = P(st atbtab 1− . Constraints: 0 ≤  ijt ≤  1, and∑
=
=
N
j
ijt
1
1. 
• Measurement probability (or confusion) matrix, )}({ tj MbC = which is the 
probability of measurement kM  given that the current state is tq . In a discrete 
HMM, it is defined  ) (Mb tj = )=Sq=vP(M jtkt | , where  }v,vV={v K...21  is the set of all 
possible observation symbols. Thus, K is the number of different observation 
symbols) 
• The initial-state transition probability matrix, Π = {π i }, where  )  = sP(q ii 1=π  
which is the probability of a state being the first (i.e. at t=1) in a particular 
model. 
• In short, an HMM model is represented as a triplet of ),,( Π= CTλ . 
 
Training and Classification 
 
For training and classification, a sequence is segmented from the last frame of the 
last play shot before a break shot until the last frame of the break shot. It is to be 
Goal Shot (on Goal) Foul  
Near Goal Text Displayed Global View 
 
# Text Line # Goal Line Grass Ratio 
Hough Transform Hue pixel calculation 
Highlight (Event) 
High-level States 
(Remarkable 
stationary points) 
Interpreted Feature 
(Specific measurements) 
Generic Low-level 
Feature 
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noted that when a goal is detected from a play-break sequence, we propose to retain 
the first play shot following the last break shot as it usually contains the text display 
which gives details about the goal, such as player name and current score line. For 
each sequence, the system computes audio-visual measurements for each 1-second 
window. Only the transitions of features are recorded. 
 
 
 
 
Figure 6.5. Scoping of HMM Based Event Detection 
 
Algorithms for initialization and training: 
• Set the initial models for each highlight (within the scope) as ergodic; that is 
each state is connected to all states including itself. There are separate audio 
and visual models which are denoted as haiλ and hviλ respectively. 
• Set all state transition probabilities, ijt  as 1/N where N is the number of states 
connected to a state. For example if state A is connected to state A, B, C, and 
D, all transition probabilities would be ¼ (0.25).  
• For training, Forward-Backward algorithm is applied to modify the model 
parameters which are mostly likely to have generated the observation 
sequence (i.e.  Maximize )|( λkMP ).  
 
Algorithms for classification and annotation: 
• For classification, forward algorithm is performed on each audio and visual 
model which computes the probability that the observation sequence is 
produced by the model. This probability is denoted as: aiα  and viα ; thus, 
producing an array with length equals to the number of highlights within the 
scope). The combination of audio-visual probability is calculated as 
τααα /)( viaii += . In our experiment, τ  is set to 3.  
• If thresholdi >)max(α , then highlight type ih is detected 
where )max(arg ii α= . Otherwise, no highlight is detected (i.e. ordinary play-
break).  
P P B P … 
Other highlights 
P P P B B B P P … 
Goal 
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• Using the specific model which corresponds to the detected highlight, Viterbi 
path calculation can be used to generate the most likely state sequences for 
annotation purposes. 
 
Experimental Results 
 
The experiment has used a total of 183 play-break sequences from 6 soccer matches 
from FIFA world cup 2002 and UEFA Champions League 2002-2004. For training, 
10 sequences from different game/broadcaster are used for each highlight model. It is 
important to note that that most highlights can be correctly identified. This 
performance still can be improved by using more samples for training, as well as 
improving the accuracy of our features extraction.  
 
Dataset Goal Shot Important 
Foul 
Juve_Madrid 1 /2 8 /10 2 /5 
MU_Depor 2/ 3 4 /7 2 /3 
Bra_Ger 2 /2 2 /3 1 /2 
Madrid_Milan 1 /1 3 /6 1 /1 
Milan_Inter none 4 /6 1 /2 
Arsenal_Loko 2 /2 4 /7 none 
 
Table 6.4. Performance Results of HMM Based Event Detection 
 
6.3. Utilizing Play-Break as a Definitive Detection Scope 
 
Most broadcasted sport videos use transitions of typical shot types to emphasize 
story boundaries while aiding important contents with additional items. For example, 
a long global shot is normally used to describe an attacking play that could end with 
scoring of a goal. After a goal is scored, zoom-in and close-up shots will be 
dominantly used to capture players and supporters celebration during the break. 
Subsequently, some slow-motion replay shots and artificial texts are usually inserted 
to add some additional contents to the goal highlight. Based on this example, it 
should be clear that play-break sequences should be effective containers for a 
semantic content since they contain all the required details. Using this assumption, 
we should be able to extract all the phenomenal features from play-break that can be 
utilized for highlights detection. As shown in Figure 6.6, the scoping of highlight 
(event) detection should be from the last play-shot until the last break shot. However, 
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more play shots can be included for viewing, depending on how much detail on the 
play that users prefer, thereby reducing the subjectivity level rather than selecting 
particular frames. It is important to note that if the scope of play and break for 
detection is changed, we need to re-calculate the statistics. 
 
Benefits of using play-break to serve as a definitive scope for the start and end of 
features observation: 
• It becomes possible to use comparative measurements (e.g. break ratio) 
which are more robust and flexible as compared to definitive measurements 
such as length of break. 
• We can potentially design a more standard benchmarking of different 
highlight detection approaches. For example, we cannot literally compare two 
approaches, if one uses play-break segment while the other one uses play-
break-play segment, or a static empirical based. 
• We can reduce the level of subjectivity during manual observations for 
ground-truth. For example, we should not simply conclude that an artificial 
text always appear after/during a goal highlight as text can be used during the 
break segment and/or the first play segment after the break segment. We 
should therefore take a precaution to include a text when it is too far from the 
highlight itself (e.g. two or three play segments after the highlight) as it can 
belong to another highlight (or no highlight at all). 
 
B PBB B P P PP B B B …
Sequence 1 Sequence 2 Sequence 3
Highlight 2 Highlight 1  
Figure 6.6. Play-break Scoping for Highlight Detection 
 
Figure 6.7 provides an overview of the proposed framework for event classification. 
The diagram should clearly show that play-break sequences are used as the scope of 
events. Figure 6.8 illustrates the main processing required for our semantic analysis 
scheme. First, play-break sequences are segmented using the outputs from view 
classification and replay detection. Second, in order to classify the highlight 
contained in each sequence, statistics of the mid-level features are calculated and 
compared to the trained statistics using specific heuristic rules. Finally, for each 
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(classified) highlight, some text-alternative annotation can be extracted to construct 
the summary. It should be noted that dashed boxes represent processes that are only 
used during training. In particular, dominant-hue index training is usually required 
for new video while training of statistics is required for new highlights. 
 
 
Figure 6.7. Extraction of Event From Play-Break 
 
 
 
 
Figure 6.8. Processing Steps of Highlight Classification 
 
 
 
 
Extraction of Text-
alternatives Annotation 
for each Highlight 
Dominant-Hue Index 
Training 
View-classification on 
each 1-sec frame 
Replay detection 
(Semi-supervised) 
Play-Break  (SEQ) 
Segmentation 
Calculate Statistics of 
each SEQ  
Set of start-end of SQ’s 
Variation of Dominant-hue indexes 
Set of start-end of 
Replay scenes 
Set of start-end of global, 
zoom-in, close-up frames 
Highlight Classification 
for each SEQ 
Training of Statistics for 
each Highlights 
Corrected  SEQ’s 
and Mid-level 
Features 
Mid-Level Features 
Extraction  
Construction of Index 
(Chapter 7 and 8) 
SqD, NgR, RpD, … 
Classified Highlights 
Excitement, 
players’ 
face, near 
goal views, 
etc. 
P B 
Camera-view Excitement 
Grass-ratio 
P BP
Goal Behind 
Play-Break Segmentation 
Highlight Classification 
Extraction of Cinematic 
(Audio-visual) Features 
Capture of raw-video data 
and pre-processing 
Calculation of cinematic 
statistics for each play-break 
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6.4. Semi-supervised Discovery of Cinematic Heuristics 
 
As discussed in Chapter 3, most of the current cinematic-heuristics for highlight 
detection are heavily based on manual discoveries and domain-specific rules. We 
aim to minimize the amount of manual supervision in discovering the phenomenal 
features that exist in each of the different highlights. Moreover, in developing the 
rules for highlight detection, we should use as little domain knowledge as possible to 
make the framework more flexible for other sports with minimum adjustments. For 
this purpose, we have conducted a semi-supervised training on 20 samples from 
different broadcasters and different matches for each highlight to determine the 
characteristics of play-break sequences containing different highlights and no 
highlights. It is semi-supervised as we manually classify the specific highlight that 
each play-break sequence (for training) contains. Moreover, the automatically 
detected play-break boundaries and mid-level features locations within each play-
break (such as excitement) are manually checked to ensure the accuracy of training.  
It should be noted that a separate training should be performed for non-highlight to 
find its distinctive characteristics. 
 
During training, statistics of each highlight are calculated with the following 
parameters (the examples are based on AFL video): 
• SqD = duration of currently-observed play-break sequence. For example, we 
can predict that a sequence that contains a goal will be much longer than a 
sequence with no highlight. 
• BrR = duration of break / SqD. Rather than measuring the length of a break to 
determine a highlight, the ratio of break segment within a sequence is more 
robust and descriptive. For example, we can distinguish goal from behind 
based on the fact that goal has higher break ratio than behind due to a longer 
goal celebration and slow motion replay. 
• PlR = duration of play scene / SqD. We find that most non-highlight 
sequences have the highest play ratio since they usually contain very short 
break. 
• RpD = duration of (slow-motion) replay scene in the sequence. This 
measurement implicitly represents the number of slow motion replay shots 
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which is generally hard to be determined due to many camera changes during 
a slow motion replay. 
• ExcR = duration of excitement / SqD. Typically, goal consists of a very high 
excitement ratio whereas non-highlight usually contain no excitement. 
• NgR = duration of the frames containing goal-area/duration of play-break 
sequence. A high ratio of near goal area during a play potentially indicate 
goal.  
• CuR = length of close-up views that includes crowd, stadium, and 
advertisements within the sequence / SqD. We find that the ratio of close-up 
views used in a sequence can predict the type of highlight. For example, goal 
and behind highlights generally has a higher close-up views due to focusing 
on just one player such as the shooter and goal celebration. Advertisements 
after a goal will be detected as close-up or no grass. 
 
This set of features is selected as they are generally effective for describing sport 
events, in particular, soccer, AFL, basketball and any sports with similar 
characteristics. However, whistle occurrence is not used even though it is very useful 
for many sports; it is due to the fact that whistles are hardly audible and often falsely 
detected from whistle blown by audience. Similarly, inserted texts occurrence is not 
used as their location within a sequence is not predictable. For example, caption for a 
goal is usually displayed in the next play shot after goal celebration while caption for 
a shot is usually displayed during the break. 
 
Table 6.5 shows the training data based on an AFL match in terms of the locations of 
play-break sequences that make up the video and the mid-level features contained 
within each sequence. In this table, the highlighted segments are used for training 
purposes while others are used for detection experiment. Using this type of data, the 
statistical parameters of each highlight for each sport genre can be calculated. Table 
6.6 is an example of the training data used for AFL goal event. After the mid-level 
features based parameters are calculated for each sample, the statistical 
characteristics are then derived as minimum, maximum, and average values. 
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Play-break location 
(duration) 
Near Goal Exc ratio 
1.2 -> 1.5 
Close-up ratio Play-break ratio Slomo 
0:01-0:25 (25) 
none 
 (Mark attempt) 
1-2, 4-5 13-19 (7) 24-26 (3) 1-23 (23)  
0:26-0:39 (14) 
Out of play 
 28-34 (7) 34-40 (7) 26-33 (8)  
1:07-1:32 (26) 
Out of play 
30-32 7-9, 18-22 (8)   7-27 (21)  
1:33-1:54 (22) 
Tackle 
  42 (1) 33-41 (9)  
2:07-2:24 (18) 
mark 
 13-21 (9)  7-18 (12)  
4:00-4:38 (39) 
behind (goal) 
27-29, 37-38 11-33 (23) 36-39 (4) 0-35 (36)  
5:33-5:45 (13) 
Out of play 
 
 34-45 (12) 43-46 (4) 33-42 (10)  
5:46-6:06 (21) 
Mark (someone else 
injured) 
 47-59 (13) 55-59 (14) 46-54 (9) 58-06 
(9) 
6:07-6:25 (19) 
behind (goal) 
9-10 7-16 (10) 14-20 (7) 7-13 (7) 20-25 
(6) 
6:26-6:42 (17) 
mark 
 26-29, 34-42 (13) 40-43 (4) 26-39 (14)  
6:43-8:15 (93) 
GOAL 
4-5, 9-10 49-59 
7-12 (17) 
 
54-55 
1-2, 4-5, 9-11, 16-
20, 26-27, 29-36, 
42-47 
0-12 (43) 
43-59 (17) 4-15 
(12) 
8:26-8:38 (13) 
Tackle 
 30-37 (8)  26-32 (7)  
9:00-9:16 
Incorrect PB 
 6-16 2-11 0-3  
9:17-10:35 (79) 
GOAL 
41-42, 45-47 
12-13 
17-34 (18) 
 
29-35, 38-40, 41-
43, 45-52, 54-59,  
1-35 (61) 
17-28 (12)  
Table 6.5. Example of Semi-supervised Training Data (AFL: StK-HAW3) 
 
Sample Video play ratio duration(2min) excitementbreak ratio Replay Duration (/40s) near goal ratio Close-up ratio
1 AFL_ColHaw2 0.30 0.98 0.32 0.70 0 0.14 0.30
2 AFL_ColHaw2 0.20 0.43 0.22 0.80 0.28 0.08 0.59
3 AFL_ColHaw2 0.14 0.35 0.40 0.86 0.00 0.43 0.86
4 AFL_ColHaw2 0.14 0.48 0.44 0.86 0.00 0.02 0.68
5 BrisLion2 0.06 0.91 0.39 0.94 0.58 0.18 0.06
6 BrisLion2 0.15 0.33 0.10 0.85 0.48 0.18 0.05
7 BrisLion2 0.16 0.37 0.32 0.84 0.43 0.27 0.00
8 Col_Gel2 0.14 0.61 0.33 0.86 0.30 0.04 0.58
9 StK-HAW3 0.18 0.78 0.18 0.82 0.30 0.02 0.13
10 StK-HAW3 0.15 0.66 0.23 0.85 0.00 0.05 0.77
11 Col-Haw2 0.19 0.48 0.00 0.81 0.00 0.07 0.25
12 Bris-Lion2 0.30 0.80 0.42 0.70 0.18 0.04 0.00
13 Bris-Lion2 0.12 0.57 0.12 0.88 0.53 0.34 0.03
14 Bris-Lion2 0.08 0.71 0.39 0.92 0.35 0.21 0.35
15 Bris-Lion2 0.17 0.38 0.28 0.83 0.00 0.09 0.59
16 Bris-Lion2 0.23 0.33 0.54 0.77 0.49 0.18 0.00
17 Col-Gel2 0.13 0.65 0.35 0.87 0.00 0.08 0.50
18 Col-Gel2 0.07 0.63 0.34 0.93 0.03 0.03 0.33
19 Col-Gel2 0.13 1.00 0.23 0.88 0.35 0.06 0.54
20 Rich-Stk4 0.33 0.51 0.15 0.67 0.00 0.08 0.38
21 Rich-Stk4 0.27 0.31 0.41 0.73 0.59 0.03 0.08
22 Rich-Stk4 0.31 0.58 0.84 0.69 0.36 0.01 0.26
MIN 0.06 0.33 0.00 0.67 0.00 0.02 0.00
AVG 0.17 0.60 0.29 0.83 0.21 0.13 0.35
MAX 0.33 1.00 0.54 0.94 0.58 0.43 0.86  
Table 6.6. Training Samples Used for AFL Goal Event 
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6.5. Statistical-driven Classification for Sports Highlights  
 
The statistical data of the universal feature sets within each highlight are presented in 
Table 6.8, whereas Figure 6.9 shows the graph-version for more obvious differences. 
Based on the trained statistics, we have constructed a novel set of ‘statistical-driven’ 
rules to detect soccer, AFL, and basketball highlights. We do not need to use any 
domain-specific knowledge, thereby making the approach less-subjective and robust 
when applied for similar sports.  As each feature can be considered independently, 
more features without the necessity to make major changes in the highlight 
classification rules, can be introduced. Moreover, our model does not need to be re-
trained as a whole, thereby promoting extensibility. Hence, our approach will reap 
the full benefit when larger set of features are to be developed/improved gradually. 
 
The following are the specific highlights that our system can detect (so far). The list 
is sorted based on the possible number of occurrence from rare to most often:  
• Soccer: G: Goal regardless from open play or dead ball, thereby including 
goal from free kick, penalty and corner, S: Shoot regardless from open play 
or dead ball, thereby including shoot from free kick, and corner kick, F: Foul 
including offside, injury, yellow/red card, Non: Non-highlight including 
substitution and out of play.   
• AFL: G: Goal regardless from open play or dead ball, thereby including goal 
from free kick and penalty, B: Behind regardless from open play or dead 
ball, thereby including behind from free kick, and penalty, M: Mark 
regardless of the position of the play, T: Tackle regardless of the position of 
the play, Non: Non-highlight including if there is fight.  
• Basketball: G: Goal including 2 or 3 points, FT: Free Throw regardless of 
the outcome of the shoot, F: Foul including offensive and defensive foul, T: 
Timeout regardless of whether it is requested after foul or goal. 
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Figure 6.9. Visualized Statistics of Soccer, AFL, and Basketball Highlights after 20 Samples 
Training 
 
The main equation used during highlights classification is: 
 



≤≤
≤≤
≤≤
=
)(&)( if,
...
)(&)( if  ,2
)(&)( if  ,1
)(Region 22
11
21
MinTDTDMinAvgDAvgDn
MinTDTDMinAvgDAvgD
MinTDTDMinAvgDAvgD
, ... stat, statval, stat
nn
n (6.1) 
where, )max,min,avg{stat nnnn = , avgnn statvalAvgD −= , 
minmax
nnn statvalstatvalTD −+−= , ),...,min(AvgD   21 nAvgDAvgDMinAvgD = ,  
and ),...,min(TD   21 nTDTDMinTD = .  
AFL: Goal AFL: Behind
AFL: Mark AFL: Tackle 
AFL: Non-Highlight 
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Highlight classification is performed as: 
 
RpR)R,CuR,PlR,(D,NgR,ExcHgtClass HighlightClassify_][ =  (6.2) 
 
where, HgtClass is the highlight class and is the most likely contained by the 
sequence, and D, NgR, and so on are the statistical parameters as described earlier. 
This equation will be used according to the sport genre. 
 
Feature Soccer 
G=Goal, S=Shoot, F=Foul, 
N=Non_(avg; max; min) 
AFL 
G=Goal, B=Behind, 
M=Mark, T=Tackle, 
N=Non_(avg; max; min) 
Basketball 
G=Goal, F=Foul, FT=Free 
throw, T=Timeout_(avg; 
max; min) 
Duration 
(D) 
Gd_(73; 104; 43) 
Sd_(36, 73; 10) 
Fd_(38; 72;  14) 
Nd_(24; 40; 5) 
Gd_(72; 120; 40) 
Bd_(31; 53; 7) 
Md_(26; 65; 8) 
Td_(25; 63; 10) 
Nd_(20; 42; 8) 
Gd_(24; 51.6; 9.6) 
Fd_(28.8; 60; 12) 
FTd_( 20.4; 30; 11) 
Td_(124.8; 255; 25) 
Play Ratio 
(PlR) 
Gp_(0.30; 0.46; 0.07) 
Sp_(0.57; 0.87; 0.15) 
Fp_(0.64; 0.97; 0.08) 
Np_(0.73; 0.91; 0.47) 
Gp_(0.17; 0.33;0.06) 
Bp_(0.38; 0.92; 0.10) 
Mp_(0.62; 0.86; 0.26) 
Tp_(0.55; 0.83; 0.08) 
Np_(0.52; 0.81; 0.17) 
Gp_(0.71; 0.94; 0.27) 
Fp_(0.48; 0.72; 0.13) 
FTp_(0.50; 0.81; 0.23) 
Tp_(0.12; 0.24; 0.05) 
Near Goal 
(NgR) 
Gn_(0.47; 1; 0.13) 
Sn_(0.55; 0.93; 0) 
Fn_(0.23; 0.81; 0) 
Nn_(0.17; 0.1; 0) 
Gn_(0.13; 0.43; 0.02) 
Bn_(0.10; 0.39; 0.02) 
Mn_(0.02; 0.23; 0) 
Tn_(0.01; 0.05; 0) 
Nn_(0.01; 0.08; 0) 
Gn_(0.49; 0.92; 0.04) 
Fn_( 0.43; 0.93; 0) 
FTn_(0.55; 1; 0.05) 
Tn_(0.34; 0.85; 0) 
Excitement 
(ExcR) 
Ge_(0.45; 0.83; 0.10) 
Se_(0.35; 0.79; 0) 
Fe_(0.20; 0.50; 0) 
Ne_(0.2;0.6; 0) 
Ge_(0.29; 0.54; 0) 
Be_(0.38; 0.86; 0) 
Me_(0.32; 0.91;0) 
Te_(0.22; 0.59; 0) 
Ne_(0.30; 0.75; 0) 
Ge_(0.41; 0.82; 0.05) 
Fe_(0.34; 0.78; 0) 
FTe_(0.44; 0.90; 0) 
Te_(0.24; 0.43; 0.05) 
Close-up 
(CuR) 
Gc_(0.26; 0.51; 0.08) 
Sc_(0.23; 0.74; 0) 
Fc_(0.12; 0.29; 0) 
Nc_(0.2; 0.6; 0) 
Gc_(0.35; 0.86; 0) 
Bc_(0.35; 0.76; 0) 
Mc_( 0.28; 0.56; 0) 
Tc_(0.18; 0.44; 0) 
Nc_(0.29; 0.69; 0) 
Gc_(0.11; 0.3; 0) 
Fc_(0.27; 0.69; 0) 
FTc_(0.26; 0.68; 0) 
Tc_(0.49; 0.78; 0.16) 
Nc_(0.2; 0.63; 0) 
Replay 
(RpD) 
Gr_(25; 34; 20) 
Sr_(6; 16; 0) 
Fr_(6; 23; 0) 
Nr_(0; 0; 0) 
Gr_(9; 23; 0) 
Br_(6; 40; 0) 
Mr_(1; 14;0) 
Tr_(4; 14; 0) 
Nr_(0; 0; 0) 
Gr_(0; 0; 0) 
Fr_(4.8; 13; 0) 
FTr_(0; 0; 0) 
Tr_(16; 40; 0) 
Table 6.7.  Statistics of Soccer, AFL, and Basketball Highlights after 20 Samples Training 
 
Soccer 
 
When play ratio, sequence duration and near goal ratio falls within the statistics of 
goal or shoot, it is likely that the sequence contains goal or shoot. Otherwise, we will 
usually find a foul or non-highlight. However, shoot often has similar characteristics 
with foul. In order to differentiate goal from shoot, and shoot/foul from non-
highlight, we apply some statistical features: 
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• Goal vs. Shoot: Compared to shoot, goal has longer duration, more replays 
and more excitement. However, goal has shorter play scene due to the 
dominance of break during celebration. 
• Shoot, Foul, vs. Non-highlight (None): None does not contain any replay 
whereas foul contains longer replay than shoot in average. Foul has the 
lowest close-up ratio as compared to shoot and none. None has the shortest 
duration as compared to shoot and foul. None contains the least excitement as 
compared to shoot and foul, whereas foul has less excitement than shoot. 
 
Algorithm for Classify Highlight in soccer:  
 
Let G, S, F, N be the highlight-score for goal, shoot, foul and non-highlight respectively. 
),,,statRegion(  )_Region(Det_SoccerLet  G NFS statstatstatval,val = . 
Perform  region1..3 = Det_Soccer_Region (PlR), (D), (NgR) accordingly 
If all region1, 2 and 3 = 1 or 2  
 //Most likely to be goal or shoot 
 Increment G and Sh 
 Perform )()()()_Region(Det_Soccer  region4..7 D, PlR, RpD, ExcR=  
 For region4 to region7 
If current region = 1, Increment G 
Else if current region = 2, increment Sh 
Else 
 //Most likely to be foul, shoot, or non 
 Increment F, Sh, Non 
 Perform )()()()(_Region Det_Soccer  region4..7 RpD, D, ExcR, CuR=  
 For region4 to region7 
  If current region = 2, increment Sh 
  Else if current region = 3, Increment F 
  Else if current region = 4, increment Non 
 
Post-calculation applied to any sport: 
 
Perform )()()()()()_Region(Det_Soccer  region1..n RpR,PlR,CuR,ExcR,NgR,D=  
For region1 to regionn 
Increment the corresponding highlight score (i.e. G, Sh, F, or Non in this case) 
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It is to be noted that Det_soccer_region, Gstat  matches the value input. Therefore, if 
the val is NgR, then Gstat = {Gn_avg, Gn_max, Gn_min} which refers to the 
statistics-table.   
 
The more compact representation of this algorithm is presented in Figure 6.10, where 
{val} is the convention for )),..((val),l_Region(vaDet_Soccerregion 211..N Nval= .  
Thus, the square corresponds to the statistics that need to be checked, whereas the 
non-boxed texts are the associated highlight point(s) that will be incremented based 
on the outputs of each region. This representation will be used for describing other 
sports. 
 
AFL 
 
In AFL, a goal is scored when the ball is kicked completely over the goal-line by a 
player of the attacking team without being touched by any other player. A behind is 
scored when the football touches or passes over the goal post after being touched by 
another player, or the football passes completely over the behind-line. A mark is 
taken if a player catches or takes control of the football within the playing surface 
after it has been kicked by another player a distance of at least 15 meters and the ball 
has not touched the ground or been touched by another player. A tackle is when the 
attacking player is being forced to stop from moving because being held (tackled) by 
a player from the defensive team. Based on these definitions, it should be clear that 
goal is the hardest event to achieve. Thus, it will be celebrated longest and given 
greatest emphasis will be given by the broadcaster. Consequently, behind, mark and 
tackle can be listed in the order of its importance (i.e. behind is more interesting than 
mark). 
 
When a near goal is detected and break ratio is more dominant than play, it is likely 
that the sequence contains goal or behind.  Otherwise, it is more likely that we will 
find a mark, tackle or non-highlight.  Therefore, we need to further distinguish goal 
from behind, and mark/tackle from none: 
• Goal vs. Behind: Compared to behind, goal has longer duration, less replay 
and excitement (due to advertisement in-between). 
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• Mark vs. Tackle vs. None: None does not contain any replay, but tackle in 
average contains has longer replay than that of mark. None has the lowest 
close-up ratio as compared to mark and tackle. None has the shortest duration 
compared to mark and tackle. 
 
Figure 6.11 shows the highlight classification rules for AFL. Let G, B, M, T, N be the 
highlight-score for goal, behind, mark, tackle and non-highlight respectively, and 
gion(val)Det_AFL_Re  {val}
),,,,statRegion(  )gion(Det_AFL_Re G
=
= NTMB statstatstatstatval,val  
 
Basketball 
 
Compared to soccer and AFL, goals in basketball are not celebrated and do not need 
a special resume such as kick off. Therefore, it is to be noted that the rules applied to 
soccer and AFL cannot be used directly for basketball goals. Based on the statistics, 
some obvious characteristics of each basketball highlight can be identified: 
• Timeout: compared to any other highlight, timeout has the longest possible 
duration (i.e. > 2 minutes) and it contains mostly break shots. Therefore, 
many slow motion replays are played to keep viewers’ interested. Moreover, 
there will be many close-up shots that include other type of shots and no near 
goal that can be detected. 
• Goal/Free throw: compared to foul, goal and free throw will contain a large 
amount of near goal, and replay scene is never played. To differentiate goal 
from free throw, the statistics show that goal contains less close-up shots, and 
therefore play shot is more dominant. Free throw usually contains longer 
near-goal and duration. 
• Foul: when a sequence is less likely to contain goal or free throw, foul can 
usually be detected. In particular, we can check the close-up (usually more 
than goal/free throw but less than timeout), play ratio (usually play and break 
is almost equally dominant), replay scene (usually contains at least one 
replay) and excitement (usually less than goal, but more than free throw).  
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Figure 6.12 shows the highlight classification rules for basketball. Let G, FT, F, T be 
the highlight-score for goal, free-throw, foul, and timeout respectively. It is to be 
noted that that: 
 
)n(ball_RegioDet_Basket}{
),,,statRegion(  )n(ball_RegioDet_Basket G
valval
statstatstatval,val TFFT
=
=
 
 
Using the outputs from classify_highlight, users should be able to intuitively decide 
the most-likely highlight of each sequence based on the highest score. However, to 
reduce users’ workload, we can apply some post-processing to automate/assist their 
decision 
 
Algorithm to decide the most likely highlight (based on highlight points) 
 
Let [HL_val, HL_idx]= max(H1, … Hm)   
Let [HR_val, HR_idx] = max(Hm+1, … Hn) 
Let thres1 = minimum difference between highlight points 
Let thres2 = minimum value that a highlight point can be trusted  
The rest of the post-processing algorithm is explained using AFL example: 
If (HL_val >= thres2) & ((HLval - HR_val) >= thres1) 
    If HL_idx == 1 
        If (HL_val - B >= thres1) 
            highlight = Goal 
        else 
            highlight = Goal/Behind 
        end 
    Elseif HL_idx == 2: perform similar rules as (ii) for Behind 
Elseif (HRmax_val >= thres2) & ((HRmax_val - Lmax_val) >= thres1) 
    Perform similar rules as (i) for Mark, Tackle and None. 
Else highlight = the possibility of more than 1 highlights or Non (based on the measurements 
– whichever highest) 
 
where, HL_val is the maximum value of highlight-points: (G,B) in soccer, (G,Sh) in 
AFL, and (G, FT) in basketball. Thus, HL_idx is the index of HL_val. For example if 
the maximum value is B, HL_idx will be equal to 2. The same concept is applied for 
HR_val and HR_idx. In particular, they are (M, T, None) in soccer, (F, Sh, None) in 
(ii) 
(i) 
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AFL, and (F, T) in basketball. It is to be noted that thres1 and thres2 is set to 2 and 3 
respectively during experiment. 
 
 
 
Figure 6.10. Highlights Classification Rules for Soccer 
 
 
Figure 6.11. Highlights Classification Rules for AFL 
 
 
 
Figure 6.12. Highlight Classification Rules for Basketball 
 
6.6. Experimental Results 
 
The effectiveness and robustness of the proposed framework and algorithms have 
been tested with a large dataset of soccer (around 7 hours), basketball (3 hours) and 
Australian Football (4.5 hours).  Table 6.8 until Table 6.10 will describe the video 
samples used during experiment. For each sport, we have used videos from different 
competitions, broadcasters and/or stage of tournament. The purpose is, for example, 
{PlR}
{ExcR, RpD, PlR} {D, CuR, PlR, RpR}
Else Æ M++, T++Non++ 1  &  (NgR> min(NgR_G,B)) Æ G++, B++ 
1 Æ G++ 
2 Æ B++ 
(Extra point)If D between Gn_min & 
Bd_max Æ G++ 
3 -> F++ 
4 -> M++ 
5 -> Non++
{PlR, D, NgR}
{ExcR, RpD, PlR, D} {CuR, ExcR, D, RpD}
1 or 2 Æ G++, Sh++ 
1 Æ G++ 
2 Æ Sh++ 
Else Æ F++, Non++ 
2 Æ Sh++ 
3 Æ F++ 
4 Æ Non++
{CuR, PlR, D, NgD}
{PlR}
{CuR, RpD, NgR, D} {NgR}
{CuR, PlR, NgD, ExcR} 
4 -> T++ 
4 -> T++ 
Else: 


++++
>++
else ,FT & G
0RpD if      ,F
  
1 or 2 & (RpD = 0) 
1 -> G++ 
2-> FT++
3 -> F++ 
Else 
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final match is expected to contain more excitement than a group match while 
exhibition will show many replay scenes to display players’ skills. Our experiment 
was conducted using MATLAB 6.5 with image processing toolbox. The videos are 
captured directly from a TV tuner and compressed into ‘.mpg’ format which can be 
read into MATLAB image matrixes. 
 
Performance results for mid-level features extraction (that are required during 
training and evaluation) including view classification, near-goal, and excitement, 
have been presented in Chapter 5. For AFL and basketball videos, we only need to 
ensure that the adaptive thresholds are effective for each video sample. For this 
purpose, we compare the truth and the automatic results of features detection on each 
video for duration of 5-10 minutes. We then select the best empirical thresholds that 
can be applied to all videos within the same domain. In this chapter and Chapter 5, 
we have clearly indicated the thresholds that we have applied to all feature extraction 
algorithms. Missing and/or false detections on individual mid-level features detection 
have less significant impacts on the highlights classification as the models depend on 
the fusion of all features. For example, soccer goal will still be detectable even if the 
near goal ratio and excitement is not detected perfectly. Nevertheless, the more 
accurate mid-level features can be extracted, the highlight points will be more 
accurately calculated. Hence, during experiment we have set a minimum value that 
highlight point should reach to be trusted. For all sport videos, we have successfully 
applied a minimum of 3 points for all highlights which means that at least 3 mid-
level features can be detected. In almost all cases, highlights can be detected with a 6 
to 7 point minimum threshold. 
 
6.6.1. Performance of Play-Break Segmentation 
 
Play-break scoping plays a very significant role to ensure that we can extract all of 
the features that usually exist in each highlight. Moreover, the statistics (especially 
play- or break- dominance) will be affected when the play-break sequences are 
detected perfectly. Table 6.11 - Table 6.13 depict the performance of the play-break 
segmentation algorithm on soccer, AFL and basketball videos, respectively. It is to 
be noted that that RC = Replay-based (P-B sequence) Correction, PD = perfectly 
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detected, D = detected, M = missed detection, F = false detection,  Tr = Total number 
in Truth, Det = Total Detected, RR = Recall Rate, PR= Precision Rate, and PD decr 
= perfectly detected decrease rate if RC is not used; Tru= PD+D+M, Det = PD+D+F, 
RR = (PD+D+M)/Tru * 100%, PR= (PD+D)/Det * 100%, and PD_Decr = (PD-
D)/PD * 100%. 
 
The results have confirmed that RC is generally very useful to improve the play-
break segmentation performance. It is due to the fact that many (if not most) replay 
scenes, especially soccer and AFL use play shots. This is shown by all PD_decr, RR, 
and PR as RC always improves all of these performance statistics. In particular, the 
RR and PR for soccer 1-1 with RC are 100% each but they are reduced to below 50% 
without RC. In soccer 1-1 without RC, the PD dropped from 49 to 12 (i.e. 75% 
worse) whereas M increases from 0 to 25 and F increases from 0 to 5. This is due to 
the fact that soccer1 video contains many replay scenes which are played abruptly 
during a play, thereby causing a too-long play scene and missing a break. However, 
based on the statistics shown in Table 6.13, RC for basketball may not be as 
important as that of soccer and AFL. It is because basketball’s replay scene uses 
more break shots such as zoom-in and close-up, as compared to soccer and 
basketball. 
 
Sample Group 
(Broadcaster) 
Soccer Videos 
“team1-teams2_period-[duration]” 
UEFA Champions 
League Group Stage 
Matches (SBS) 
ManchesterUtd-Deportivo1,2-[9:51, 19:50]  
Madrid-Milan1,2[9:55,9:52] 
 
UEFA Champions 
league (SBS) 
Elimination Rounds 
Juventus-Madrid1,2:[19:45,9:50] 
Milan-Internazionale1,2:[9:40,5:53] 
Milan-Depor1,2-[51:15,49:36] (S1) 
Madrid-BayernMunich1,2-[59:41,59:00] (S2) 
Depor-Porto-[50:01,59:30] (S3) 
FIFA World cup  
Final (Nine) 
Brazil-Germany [9:29,19:46] 
International Exhibition 
(SBS) 
Aussie-SthAfrica1,2-[48:31,47:50] (S4) 
FIFA 100th Anniversary 
Exhibition (SBS) 
Brazil-France1,2-[31:36,37:39] (S5) 
Table 6.8. Soccer Video Samples (italic: used during training only) 
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Sample Group 
(Broadcaster) 
AFL Videos 
“team1-teams2_period-[duration]” 
AFL League 
Matches (Nine) 
COL-GEEL_2-[28:39] (A3) 
StK-HAW_3-[19:33] (A4) 
Rich-StK_4-[25:20] (A5) 
AFL League 
Matches (Ten) 
COL-HAW_2-[28:15] (A1) 
ESS-BL_2-[35:28] (A2) 
BL-ADEL_1,2:[35:33,18:00] (A6) 
 
AFL League 
Final rounds (Ten) 
Port-Geel_3,4-[30:37,29:00] (A7) 
Table 6.9. AFL Video Samples 
 
Sample Group 
(Broadcaster) 
Basketball Videos 
“team1-teams2_period-[duration]” 
Athens 2004 Olympics 
(Seven) 
Women: AusBrazil_ 1,2,3-[19:50,19:41,4:20] (B1) 
Women: Russia-USA_3-[19:58] (B2) 
Men: Australia-USA_1,2-[29:51,6:15] (B3) 
Athens 2004 Olympics 
(SBS) 
Men: USA-Angola_2,3-[22:25,15:01] (B4) 
Women: Australia-USA_1,2-[24:04-11:11] (B5) 
Table 6.10. Basketball Video Samples 
 
Soccer Play-break detection 
Video PD D M F Tru Det RR PR PD_decr 
S1-1 (RC) 49 0 0 0 49 49 100.00 100.00   
S1-1 12 12 25 5 49 54 48.98 44.44 75.51 
S1-2(RC) 53 0 0 1 53 54 100.00 98.15   
S1-2 36 10 7 1 53 54 86.79 85.19 32.08 
S2-1(RC) 54 1 1 12 56 68 98.21 80.88   
S2-1 53 2 1 12 56 68 98.21 80.88 1.85 
S2-2(RC) 58 1 0 7 59 66 100.00 89.39   
S2-2 55 4 0 7 59 66 100.00 89.39 5.17 
S3-1 (RC) 49 0 0 4 49 53 100.00 92.45   
S3-1 45 4 0 5 49 54 100.00 90.74 8.16 
S3-2 (RC) 69 0 0 3 69 72 100.00 95.83   
S3-2 65 4 0 5 69 74 100.00 93.24 5.80 
S4-1(RC) 49 0 0 9 49 58 100.00 84.48   
S4-1 40 8 1 13 49 62 97.96 77.42 18.37 
S4-2(RC) 47 0 0 9 47 56 100.00 83.93   
S4-2 36 11 0 12 47 59 100.00 79.66 23.40 
S5 (RC) 48 0 0 0 48 48 100.00 100.00   
S5 24 16 8 1 48 49 83.33 81.63 50.00 
Table 6.11. Play-break Segmentation Performance in Soccer Videos 
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AFL Play-break detection 
Video PD D M F Tru Det RR PR PD decr 
A1 (RC) 34 0 0 5 34 39 100.00 87.18   
A1 29 5 0 8 34 42 100.00 80.95 14.71 
A2 (RC) 21 6 0 8 27 35 100.00 77.14   
A2 16 10 1 5 27 32 96.30 81.25 23.81 
A3 (RC) 20 3 0 4 23 27 100.00 85.19   
A3 17 6 0 6 23 29 100.00 79.31 15.00 
A4 (RC) 29 0 0 1 29 30 100.00 96.67   
A4 21 6 2 2 29 31 93.10 87.10 27.59 
A5 (RC) 34 0 0 1 34 35 100.00 97.14   
A5 23 4 7 3 34 37 79.41 72.97 32.35 
A6 (RC) 50 2 0 3 52 55 100.00 94.55  
A6 36 10 6 7 52 59 88.46 77.97 28.00 
A7 (RC) 41 10 4 4 55 59 92.73 86.44   
A7 39 12 4 6 55 61 92.73 83.61 4.88 
Table 6.12. Play-break Segmentation Performance in AFL videos 
6.6.2. Highlights Classification Performance in Soccer Videos 
 
For highlights classification, we manually developed the ground truth for each 
sequence with the highlight contained. In order to measure the performance of 
highlights classification, Recall (RR) and Precision Rate (PR) are not sufficiently 
accurate and expressive. The main reason is that we need to see precisely where the 
miss- and false-detections are. Therefore, we have provided the RR, PR and the 
actual detections results. For example in Table 6.14, we have learned that from the 5 
soccer videos, the algorithms have detected 5 out of 7 goals, where the two miss-
detected goals are classified as fouls. 
 
Basketball Play-break detection 
Video PD D M F Tru Det RR PR PD decr 
B1 (RC) 32 6 2 3 40 43 95.00 88.37   
B1 31 7 2 4 40 44 95.00 86.36 3.13 
B2 (RC) 19 2 0 2 21 23 100.00 91.30   
B2 18 3 0 3 21 24 100.00 87.50 5.26 
B3 (RC) 39 3 0 1 42 43 100.00 97.67   
B3 38 4 0 2 42 44 100.00 95.45 2.56 
B4 (RC) 26 5 2 2 33 35 93.94 88.57   
B4 25 6 0 3 31 34 100.00 91.18 3.85 
B5 (RC) 39 0 1 1 40 41 97.50 95.12   
B5 25 13 2 5 40 45 95.00 84.44 35.90 
Table 6.13. Play-break Segmentation Performance in Basketball Videos 
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Most highlights can be distinguished from non-highlights with high recall and 
precision. As shown in Table 6.14 and Table 6.15, only 46 out of 266 non-highlight 
sequences were detected as highlights. These additional highlights will still be 
presented to the viewers as there are generally not many significant events during a 
soccer video. In fact, most of these false highlights can still be interesting for some 
viewers as they often consist of long excitement, near-goal duration and replay 
scene. Moreover, since there are normally not many goal highlights in a soccer 
match, it would be ideal to have a high RR over a reasonable PR. The purpose is to 
detect all or most of the actual goals while avoiding too many false goal highlights. 
In fact, most users would not be pleased if the automatic detection misses a goal as 
goal is very rare in a soccer match whereas it would still be reasonable for them to 
view additional non-goal events as long as they are too many. In contrast, it should 
be noted that basketball match has many goal events; thereby missing some of them 
would not be such a significant issue. Our detection system has achieved this goal as 
5 out of 7 goals are correctly detected from the 5 sample videos while 2 shoots and 1 
non-highlight are classified as goals. The shoot segments detected as goals very 
exciting and nearly result in goal. On the other hand, the non-highlight detected as a 
goal also consist of a long duration and replay scenes and excited commentaries due 
to a fight between players.  The foul detection is also very effective as the RR is 81% 
and most of the misdetections are either detected as shoot or non which have the 
closest characteristics. However, the PR is considerably low since some shoots and 
non-highlights are detected as foul. An alternative solution is to use whistle existence 
for foul detection, but we still need to achieve a really accurate whistle detection that 
can overcome the high-level of noise in most of sport domains.  Table 10 presents 
the distribution of RR and PR in each video where N/A RR and PR means no goal 
exists in that video; therefore, performance statistics are not applicable. 
 
Highlight classification of 5 videos Ground 
truth Goal Shoot Foul Non Total 
Truth 
Goal 5 0 2 0 7 
Shoot 2 66 32 12 112 
Foul 0 13 91 13 117 
Non 1 11 34 220 266 
Total 
Detected 8 90 159 245   
Table 6.14. Highlight Classification Performance in Soccer Videos 
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S1 S2 S3 S4 S5 Average 
 
RR PR RR PR RR PR RR PR RR PR RR PR 
Goal 60 100.0 100 50.0 N/A N/A 100 33.3 N/A N/A 86.7 61.1 
Shoot 39.4 76.5 64.0 84.2 80.0 66.7 78.9 71.4 40.0 66.7 60.5 73.1 
Foul 85.2 53.5 68.0 53.1 71.4 78.9 88.9 38.1 92.9 52.0 81.3 55.1 
Non 86.5 82.1 86.3 88.5 90.5 90.5 75.8 100.0 60.0 80.0 79.8 88.2 
Table 6.15. Distribution of Highlight Classification Performance in Soccer Videos 
 
6.6.3. Highlights Classification Performance in Basketball Videos 
 
Highlights detection in basketball is slightly harder than soccer and AFL due to the 
fact that: 1) goals are generally not celebrated as much as soccer and AFL, 2) non-
highlights are often detected as goal and vice versa. Fortunately, non-highlights 
mainly just include ball out play which hardly happen in basketball matches. Thus, 
we have decided to exclude non-highlight detection and replace it with timeout 
detection which can be regarded as non-highlights for most viewers. However, for 
some sport fans, timeouts may still be interesting to show the players and coaches for 
each team and some replay scenes.   In addition to these problems, sequences 
containing fouls are sometimes inseparable from the resulting free throws. For such 
cases, the fouls are often detected as goal due to the high amount of excitement and 
long near-goal. However, fouls which are detected as goals can actually be avoided 
by applying a higher minimum highlight point for goal (e.g. G >= 6) but at the 
expense of missing some goal segments. For our experiment, we did not use this 
option as we want to use a universal threshold for all highlights. 
 
Based on Table 6.16 and Table 6.17, basketball goal detection is very accurate with 
high RR and reasonable PR. This is due to the fact that goals generally have very 
unique characteristics as compared to foul and free throw that include short duration 
with play shot being most dominant. Timeouts can be detected very accurately (high 
RR and PR) due to their very long duration (usually longer than 90 seconds, greater 
than the maximum possible duration for other highlights), and many replay scenes 
(to keep viewers’ interest). Sometimes, broadcasters will play some in-between 
advertisements when a timeout is longer than 2 minutes, thereby increasing the close-
up ratio. Free throw is also detected very well due to the fact that free throw is 
mainly played in near-goal position; that is, the camera focuses on capturing the 
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player with the ball to shoot. However, it is generally distinguishable from goal 
based on: less excitement, higher near goal, and more close-up shott; that is, goal 
scorer is often just shown with zoom-in views to keep the game flowing. However, 
the system only detected 28 out of 54 foul events. This problem is caused by the fact 
that after foul, basketball videos often abruptly switches to a replay scene which is 
followed by time-out or free-throw. This can be fixed with the introduction of 
additional knowledge such as whistle detection and keyword spotting. 
 
Highlight classification of 5 basketball videos Ground truth 
Goal Free throw Foul Timeout Truth 
Goal 56 0 0 2 58 
Free throw 4 14 0 0 18 
Foul 21 2 28 3 54 
Timeout 0 0 0 13 13 
Total Detected 81 16 28 18  
Table 6.16. Highlight Classification Performance in Basketball Videos 
 
B1 B2 B3 B4 B5 Average   
RR PR RR PR RR PR RR PR RR PR RR PR 
Goal 100 72.2 75 50.0 95 70.4 100 72.2 100 66.7 94 66.3 
Free throw 100.0 66.7 100.0 75.0 80.0 100.0 50.0 100.0 66.7 100.0 79.33 88.3 
Foul 64.7 100.0 50.0 100.0 30.8 100.0 37.5 100.0 75.0 100.0 51.59 100.0 
Timeout 100.0 100.0 100.0 50.0 100.0 40.0 100.0 66.7 100.0 100.0 100 71.3 
Table 6.17. Distribution of Highlight Classification Performance in Basketball Videos 
6.6.4. Highlights Classification Performance in AFL Videos 
 
Based on the information from Table 6.18 and Table 6.19 the overall performance of 
the AFL highlights detection is found to yield promising results. All 37 goals from 
the 7 videos were correctly detected. Although the RR of behind detection seems to 
be low, most of the miss-detections are actually detected as goal. Moreover, behind 
is still a sub-type of goal except that it has lower point awarded. The slightly lower 
performance for detection of mark and tackle detection is caused by the fact that our 
system does not include whistle feature which is predominantly used during these 
events. Based on the experimental results, mark is the hardest to be detected and 
needs additional knowledge. It should also be noted that in Table 6.19, PR and RR 
for behind is N/A because 1 behind was detected as goal while Mark = N/A because 
5 marks were detected as goal. 
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Highlight classification of 7 videos Ground 
truth 
Goal Behind Mark Tackle Non Total 
Truth 
Goal 37 0 0 0 0 37 
Behind 11 12 7 0 2 32 
Mark 15 1 35 8 5 64 
Tackle 4 0 9 20 2 35 
Non 4 4 11 3 33 55 
Total 
Detected 71 17 62 31 42  
Table 6.18. Highlight Classification Performance in AFLVideos 
 
A1 A2 A3 A4 A5 A6 A7 AVG 
 
RR PR RR PR RR PR RR PR RR PR RR PR RR PR RR PR 
Goal 100.0 44.4 100.0 52.9 100.0 57.1 100.0 33.3 100.0 50.0 100.0 63.6 100.0 53.3 100.0 50.7 
Behind 50.0 100.0 N/A N/A 33.3 33.3 33.3 66.7 50.0 100.0 33.3 100.0 33.3 50.0 38.9 75.0 
Mark 50.0 60.0 N/A N/A 60.0 60.0 77.8 77.8 60.0 42.9 66.7 42.1 47.1 80.0 60.3 60.5 
Tackle 80.0 66.7 100.0 75.0 25.0 100.0 100.0 100.0 12.5 33.3 85.7 66.7 50.0 50.0 64.7 70.2 
Non 77.8 100.0 33.3 100.0 50.0 50.0 50.0 66.7 71.4 71.4 46.2 100.0 75.0 69.2 57.7 79.6 
Table 6.19. Distribution of Highlight Classification Performance in AFL Videos 
 
6.7. Conclusion 
 
We have proposed a novel approach for detecting events in sports video that use a 
more universal scope of detection and mid-level features for soccer, basketball and 
Australian Football. In particular, the use of play-break scoping for all highlights 
have enabled us to obtain statistical-phenomena of the features contained in each 
highlight. For example, soccer’s goal contains a long duration with a high ratio of 
break shots due to the celebration. Since the rules for highlight classification are 
driven by the statistics, none or low amount of domain-specific knowledge is 
required. Therefore, the proposed algorithms should be more robust for different 
sports, especially, field-ball goal oriented games. 
 
Based on the experimental results, play-break sequences are proven to be effective 
containers for detecting and viewing highlights. It is due to the fact that each play-
break should contain all the required details from each event in sports video.  For this 
purpose, play-breaks need to be perfectly segmented and we have shown that replay-
correction improves the performance. At this stage, we have successfully detected 
highlights and classify them into 1) goal, shoot, foul, or non in soccer; goal, behind, 
mark, tackle, or non in AFL, and 2) goal, free-throw, foul, or timeout in basketball. 
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The statistical-driven rules have been tested to show its effectiveness and robustness 
using a large dataset of sport videos where each sport is recorded from different 
broadcasters, competition, match, and/or stage of competition. 
 
Based on the experiments, we listed the highlights from the least frequent to the most 
frequently found based on the total truth: 
 
Soccer 
 
Goal 
Shoot  Foul 
Non 
 
AFL 
 
Goal 
Behind Tackle 
Non 
 
Basketball 
 
Timeout 
Free throw 
Goal Foul 
 
 
Such finding can help the system to decide the desired PR and RR. For example, 
since goal is rare in soccer and AFL, we want a very high RR (i.e. not missing any 
goal events) while allowing slightly higher PR (i.e. some falsely detected goals). 
 
By retaining the last play shot until the last break shot for each play-break sequence, 
we can gain around 20 to 40 % compression.  
• MilanDepor1: 49 sequences, with a total of 1751s out of 2820s. Thus the 
compression rate is 37.9%. 
• MilanDepor2: 54 sequences with a total of 1672s out of 2880s. Thus the 
compression rate is 41.9%. 
• MadridBayern1: 66 sequences with a total of 2229s out of 2760s. Thus the 
compression rate is 19.2%. 
• MadridBayern2: 49 sequences with a total of 2406s out of 3180s. Thus the 
compression rate is 24.3%. 
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Chapter 7     
 Integrated Sports Video 
 Summarization 
 
7.1. Introduction 
 
One of the most important requirements to handle the increasing amount of sports 
videos is to compress its long sequence into a more compact representation through a 
summarization process. Most of the currently available summarization techniques 
have focused on one type of sport video by detecting specific highlights or key 
events. Although domain-specific highlights can satisfy most requirements, we must 
realize that different users and applications often require a varying amount of 
information. For example, some users may need to query ‘what happens just before 
or after a specific key event’. If key events are stored by themselves, the system 
would not be able to answer the query. To fill in this gap, play sequences in sport 
video have been used to construct a more ‘self-consumable’ summary as most users 
naturally focus their attention on events that happen within plays. A play scene is 
generic as it can contain a sequence of shots where the ball is being played in soccer 
or capture a swimming race. Play-based summary has been claimed as ‘self-
consumable’ due to the fact that viewers will not miss any important events although 
they skip most of the break scenes [121]. However, based on a user study which will 
be presented in this chapter, we have identified that most users need to watch the 
whole play and break to fully understand an event. For example, when a whistle is 
blown during a play, users would understand that something happened. During the 
break, the close-up views of the players and/or a replay scene can confirm whether it 
is a foul or offside. Based on this example, it is clear that a semantic event needs both 
the play and break shots to be fully self-consumable. Hence, we have extended the 
concept of self-consumable to require that the viewers only need to watch the 
particular video-segment to fully understand the semantic contents, without any need 
to view what happens before and after that segment.  
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Although play-break sequences are effective summaries, the most compact and high-
level summary of sport videos should contain just a few key frames which represent 
highlights, especially when users have already watched the full-match. Therefore, 
highlights should be extracted from (some portion of) play-break sequences as play 
scenes are not always short enough for users to keep on watching until they can find 
interesting events. For example, a match sometimes can have only a few breaks due 
to the rarity of goal, foul, or ball out of play.  
 
Unlike previous work which summarizes sport videos into either highlights or play 
sequences alone, this chapter presents a unifying summarization framework that 
integrates highlights into plays, as well as reveal why we should still retain breaks. 
The main purpose is to construct a more complete sport video summary which can 
support a broader scope of users and applications. It is more complete in the sense 
that the generated summaries contain almost all the important scenes which can 
support a wider range of user and application requirements. Even when we choose to 
store the summary for compression purposes (and remove the full-length video), we 
will not lose any important information from the full-length sport video. 
 
As demonstrated in Chapter 5, play-breaks and highlights in certain sports can be 
localized by using fast detection of whistle and excitement sounds. In particular, 
whistle detection can replace visual-based play-break detection in many sports such 
as soccer, rugby, swimming and basketball; whereas excitement in sports audio track 
corresponds to generic key events. Due to the amount of noise in sports audio, the 
results from audio-based detection need to be verified and annotated by detecting 
text display. Text information in sports video can also detect some additional 
highlights. Despite the fact that our algorithms are processed off-line, fast and cheap 
computation is still desired to support summaries on request. For example, after 
users input a sport video, they should be able to select whether they prefer fast-but-
less-accurate or slow-but-more-accurate processing depending on how long they are 
willing to wait. Based on their selection, the system can customize which features to 
analyze. It is to be noted that audio features are computationally cheaper and less 
accurate as compared to visual features. 
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In the following section, motivations for more complete summarization scheme are 
discussed. The structure of play-break in different sport genres are described in 
section 7.3. Section 7.4 discusses how highlights should be integrated into play-break 
Section 7.5 proposes a model for unified summarization framework. Section 7.6 
presents the user study to test the effectiveness of the summarization scheme. 
 
7.2. Motivations for a Complete Summarization Scheme 
 
One of the key requirements for an effective summarization scheme is content 
extraction. Play-break and highlights have been widely accepted as the semantically-
meaningful segments for sport videos [84, 102, 121, 123].  A play is when the game 
is flowing such as when the ball is being played in soccer and basketball. A break is 
when the game is stopped or paused due to specific reasons. Most sport viewers 
prefer to focus their attention to events within play segments. It is due to the fact that 
most sport videos contain many events which cause a game to stop such as foul, goal 
celebration and end of playing period in soccer.  In most cases, even a sports fan 
does not want to spend their time waiting for the game being resumed again. 
Therefore, play-based summaries are most effective for browsing purposes as most 
highlights are contained within plays. Plays are claimed to be ‘self consumable’ 
because viewers will not miss any important events although they skip most of the 
break scenes. Play segments are also generic because they can be an individual 
performance in gymnastics, an offensive/defensive attempt in soccer and basketball, 
or a race in swimming. Moreover, in a frame-shot-event-video hierarchy, a play is at 
the same level as an event as a play contains complete actions within multiple video 
shots. 
 
Break sequences, however, should still be retained. They are just as important as 
play, especially if they contain highlights which can be useful for certain users and 
applications. For example, a player preparing for a direct free kick or penalty kick 
before in soccer videos shows the strategy and positioning of the offensive and 
defensive teams. This type of highlight can be crucial for sport coaches and training 
purposes. A break can also contain slow-motion replay and full-screen texts which 
are usually inserted by the broadcaster when the game becomes less intense or at the 
end of a playing period. Slow motion scenes usually replay a key event from 
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different angles; therefore, they can be useful for analysis. For example, viewers can 
verify doubtful events after viewing a slow replay scene with multiple angles. On the 
other hand, texts which are displayed during a break are usually informative to keep 
users attention, such as number of fouls committed by a player and game statistics. 
Moreover, certain highlights often happen during the transitions between play and 
break. For example, a free kick in soccer indicates how a play is resumed after a foul. 
 
While play and break sequences are good summaries, most compact and high-level 
summaries of sport videos should contain only a few key frames which represent 
highlights or important events. This is because plays are not necessarily short enough 
for users to continue watching until they can find interesting events. For example, a 
match may only contain a few breaks due to the rarity of goal, foul, or ball out of 
play. In this case, play segments can become too long to be a summary. Play-breaks 
also cannot support users who need a precise highlight summary. In particular, sport 
fans often need to browse or search a particular highlight in which their favorite team 
and/or players appear. Similarly, sport professionals such as coaches often use key 
events to analyze the performance and tactics of their team and/or the opponents. 
Moreover, play-break analysis of sport videos can be inadequate because users are 
not interested with the ratio of the match being played and being stopped. On the 
other hand, users can benefit more from statistics that are based on highlight events. 
For instance, coaches could analyze the percentage of fouls committed by their teams 
in a game to determine the aggressiveness of their defensive tactics. 
 
Based on these reasons, we have demonstrated the importance of integrating 
highlights in their corresponding plays or breaks to construct a more complete sport 
video summary. This approach lets users browse a different level of summary details 
depending on their individual needs. Furthermore, attaching highlights to their 
corresponding play-break is also useful to generate the most exciting plays or breaks 
that can be easily constructed by setting a minimum number of highlights per play or 
break. The system can then potentially achieve further compression with more 
confidence. 
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7.3. Play-break Structure for Different Sports 
 
Generally, a sports video is usually started with a pre-game scene which often 
contains introductions on the teams and players, commentaries on topics such as 
results from other games, and predictions on the winner. After a game is started, it is 
played until an event causes a break. After a play stops, it will be resumed until it is 
stopped again. This play-break phase is iterative until the end of the game, which is 
then followed by a post-game scene which has similar content to the pre-game. The 
main difference of post-game (from pre-game) is that it contains commentaries about 
the overall game and provides some highlighted scenes.  Pre-game and post-game 
scenes are usually recorded in a studio and mark the start and end of a sports video. 
Figure 7.1 shows the generic play-sequence model that any sport can use. However, 
the structure of play-break iteration can be specialized for specific sports. In this 
section, we use examples from four sports categories, namely, period-, set-point-, 
time-, and performance-based, which are distinguished based on their similarity in 
temporal structures. These structures are described from Figure 7.2 to Figure 7.5. 
Table 7.1 presents a list of sports that belong to different categories. This table 
demonstrates that most sports in Olympics can be classified into the proposed 
categories. 
 
Period-based sports are typically structured into playing periods such as a set in 
tennis; half or quarter (of a match) in soccer, basketball, and Australian football; and 
a round in boxing. Thus, this sport category typically begins when the referee 
indicates the start of a playing period. After a match begins, there are some iterative 
plays and breaks sequences until the end of the period. Unless we reach the end of 
the match, we will see another start of the playing period after each period ends. Note 
that we can predict the number of playing periods for each class of sports. For 
example, soccer usually has two 45-mnute (normal) playing periods. For this sports 
category, winners are usually decided based on the final score at the end of the 
playing periods; thus the playing periods will be stopped regardless of the score.  
 
Set-point based sports such as tennis and volleyball are composed of sets which are 
ended each time a player reaches a certain point. For example, a set in tennis is ended 
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as soon as a player reaches 6 points or more and the winner of each set is usually 
decided when a player has a two set advantage (over the losing player).  
 
Time-based sports usually involve races (or competitions) that are structured around 
laps. Examples of this sports category are swimming, motorbike, and Formula One 
races. Unlike period-based sport which is usually broadcasted as an individual 
match; this sport class is mostly broadcasted as a portion of a championship or 
competition. For example, in day eight of the Australian National Championship live 
broadcast, viewers are presented with multiple race events, such as “men’s semifinal 
freestyle 50m”. Each race can be decomposed into one or more races (which are 
equivalent to a play). After all the laps in a competition are finished, the winner will 
usually be interviewed before another race is started unless we reach the end of the 
program which is marked by a post-game scene. For this type of sports, the winner is 
decided based on the player who has the minimum time to complete the race. Note 
that the number of laps during a race event can be predicted. For example, a 200m 
swimming race is usually composed of 4 laps. Predicting the number of laps in a race 
can help during highlight detection. For example, a race usually becomes most 
exciting during the last lap. During a lap, only little key events could happen such as 
overtaking the lead and breaking a record. In Formula One or motor races, we might 
find accidents in an event. It should also be noted that the performance of a player 
during each lap can be helpful for coaches. 
 
 Performance-based sports include gymnastics, weight-lifting, golf, and track-and-
fields events, such as high- and long-jump and throwing (for example shot put and 
javelin). Performance-based sports’ temporal structure is similar to time-based 
sports. For example, in day 21 of Olympics gymnastics, viewers will see different 
competitions such as men’s and women’s acrobatic artistic or rhythmic semi-finals. 
Each competition will have one or more performances (by each competitor). 
Similarly, the winners of each competition are usually interviewed after their 
performances. Due to their similarity, we could have grouped time- and 
performance-based sports; however the main difference is the rarity of key events in 
performance-based sports. Unlike a lap, we can consider each performance as a key 
event because there are many breaks between each performance, such as players 
waiting for the results (for example, points from judge) and slow-motion of earlier 
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performances. The winner of this type of sport is determined by the highest average 
points awarded by judges for each player at the end of their performance. 
 
Figure 7.1. Generic Play-break Sequence Model 
 
 
 
Figure 7.2.Period-based Sports Structure 
 
 
 
Figure 7.3. Set-Point based Sports Structure 
 
 
 
Figure 7.4. Time-based Sports Structure 
 
 
 
Figure 7.5. Performance-based Sports Structure 
 
Period- Set-point- Time- Performance- 
Soccer (football), 
basketball, rugby, 
Australian/American 
football, hockey, 
boxing, water polo, 
handball 
Tennis, table tennis, 
badminton, 
volleyball, beach 
volleyball, baseball, 
cricket, bowling, 
fencing, softball, tae-
kwon-do, judo, 
wrestling   
Swimming, athletics 
(e.g. running, 
marathon), 
car/motor/horse/bike 
racing, track cycling, 
sailing, triathlon, 
canoe-and kayak- 
flat-water/slalom 
racing, rowing 
Rhythmic 
gymnastics, track and 
field (e.g. long/high 
jump, javelin throw), 
weight lifting, diving, 
shooting, 
synchronized 
swimming, 
equestrian 
Table 7.1. Examples of Sports Categorization Based on Temporal Structure Similarity 
Pre-
Game 
Post-
Game 
Play Break   End of    
  Game 
No
Yes 
End of 
Video 
Play Start 
of Set 
Break End of 
Set 
No
Yes
Point   End of    
   Game? 
No
Yes
Play Start of 
Period 
Break   End of    
   Match? 
No
Yes
End of 
Period 
Interview  
Performance 
Winner 
Decided? 
Yes
No
Start of 
Race 
Interview Race Lap End of 
Race 
No
Yes
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7.4. Integrating Highlights into Play-breaks 
 
In order to show which highlights should be attached to plays and breaks, we use 
Figure 7.6 as an example for the location of key events. For example, when a play is 
stopped because of a foul, a slow motion replay of earlier highlight(s) from different 
angles is usually shown along with a text display of player’s name during close-up 
shots. Then, the play can be resumed with a free kick. Thus, in soccer games, goals, 
set pieces and fouls are the typical highlights during play-break-play transitions 
while good plays, shot-on-goal, and offside highlights occur during play scenes. In 
addition, ceremonies, preparing for set pieces and player substitutions are the typical 
highlights that happen during break (that is, when ball is not in play or the camera is 
not focused on players). Slow motion replays and text displays can also be inserted 
during break sequences to keep viewers’ attention.  
 
Hence, a more complete sport summary should be able to include all these highlights 
into plays and breaks. When all highlights are detected and attached to their 
corresponding play or break, the system can generate highlights collection based on 
the annotation of each highlight, such as an XML tag of <Highlight Type>. During 
summary construction, we can either segment plays and breaks first and then localize 
the highlights within each of them, or segment highlights and let the system 
determine whether they belong to play or break. 
 
 
Figure 7.6. Key Events within a Play, Break or Play-Break-Play Scene (Italic indicates domain-
specific events) 
 
 
Figure 7.7 shows a diagram, based on UML, which describes the semantic 
relationships between a soccer match, playing period, plays, breaks, highlights, and 
the participating objects. We can easily modify this model for other sports such as 
Play Break Play Play 
Interesting attacking 
or defensive play  
 
*Shot on goal 
*Foul, but resumed 
quickly 
**Leader is 
overtaken 
**Record time is 
likely to be broken 
 
*Goal scored and celebrated, resumed by Kick off  
*Foul (including offside) which may results in 
caution and resumed by penalty kick, direct free 
kick, or penalty kick 
*Ball out of play resumed by goal kick or corner 
kick 
 
 
 
Break 
Pre- and post-game 
Commentaries 
Ceremonies 
Close-up view of player 
(actor of event), audience 
Text display (team squad 
details, statistics) 
Slow-motion replay 
Player fighting 
 
*Preparation of set piece
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Figure 7.8 which is an example for time-based sports). The first component of this 
model is semantic objects. Two soccer teams are the primary participants of a soccer 
match. Each team’s performance during the match is measured by the performance 
statistics, such as the number of fouls committed. Soccer players play for one of the 
participating soccer teams and they are uniquely identified by their last name and 
squad number. A field is where a sports match is played. However, viewers’ main 
interests are primarily aimed toward the ball and the player since the camera 
operations mainly captures soccer players and the ball’s movements during a soccer 
match. A stadium containing a field is where the crowds are seated. Thus, the 
stadium represents the soccer match’s environment, which can be described in terms 
of the address (location), temperature, humidity, wind speed, and so on. 
Environmental conditions can also be of interest because these factors can affect the 
players’ performance. For example, if a team is playing at home, it is more likely to 
win since they have more supports from the audience. 
 
Date
Time
Referees
(Score line)
Video Location
Frame Start
Frame End
Match
Start frame
End frame
(Num_of_Key Events)
Play
Start frame
End frame
(Num_of_Key Events)
Break
Type
Players
Outcome
Start Frame
End Frame
Key Events
Name
Squad Number
Player
Location
Temperature
Humidity
Stadium
Name
Coach
Team
Goals
Shots on goal
Shots
Possession %
Corner kick
Fouls suffered
Fouls commited
Cautions
Expulsions
Offiside
Penalty kick
Performance stats
Held in
Involves
Participates in
Start frame
End frame
Period nth
Current scoreline
PlayingPeriod
Commentator
Comments
Start Frame
End Frame
Pre-Match Analysis
Commentator
Comments
Start Frame
End Frame
Post-Match Analysis
Summarised By
Happens during
Score of team A
Score of team B
Penalty Shootout
Penalty takers
Success? : Boolean
Penalty Score line
May decided by
Pitch Condition
Color
Field
located in
 
Figure 7.7. Semantic Relationships of Play, Break and Highlights in a Period-based Sport 
 
The second component of this diagram is the events and highlights in a sports match. 
A soccer match can be composed of a pre- and post-match analysis, and the (actual) 
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playing period. Each playing period contains a continuous sequence of play and 
break. A break can also indicate a match highlight. For example, the referee will stop 
the match when a foul occurs. A match highlight happens during a specific playing 
period and can be used to summarize the interesting events in a soccer match. Each 
match highlight is identified by the time when it happens, the type of highlight (goal, 
foul, and so on), the players who were involved, and the possible outcome of the 
event. Finally, a penalty shoot-out is sometimes needed to decide the winner of a 
soccer match.  When penalty shoot-out occurs, the referee records for each penalty 
taker the status of whether a point is gained. In the end, the difference in total score 
of both teams will determine the winner. 
 
Event Type
Date
Time
Video Location
Frame Start
Frame End
Competition
Start frame
End frame
(Num_of_Key Events)
Play (or Lap)
Start frame
End frame
(Num_of_Key Events)
Break
Type
Player
Start Frame
End Frame
Key Events
Name
Squad
Player
Location
Temperature
Humidity
Venue
Lane number
Best Lap time
Race Time
Ranking
Race stats
Held in
Involves
Participates in
Race type
(Competitors)
Frame Start
Frame End
Race
Commentator
Predictions
Start Frame
End Frame
Pre-Competition Analysis
Commentator
Reviews
Start Frame
End Frame
Post-Competition Analysis
Summarised By
Happens during
 
Figure 7.8. Semantic Relationships of Play, Break and Highlights in Race Sport 
 
7.5. Integrated Summarization Framework 
 
We have applied a hierarchical structure to organize sports video summary that 
consists of integrated plays, breaks and highlights as shown in Figure 7.9. Using this 
summary structure, users can easily choose to browse a sports video either by play-
break sequences (like audio tracks), or collection of highlights (based on the 
categories such as goals and fouls). When a particular collection is selected, users 
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can select the particular highlight segment. Each highlight segment will consist of 
play and break shots. On the other hand, if users prefer to browse by sequences, they 
can check whether the sequence contains a highlight. Thus highlight can be a subset 
or the whole length of a sequence. Users can watch the entire sequence or watch the 
highlight only for a shorter version. Based on a user study which will be reported in 
section 7.6, we found that most sport fans would rather watch the entire sequence to 
fully understand the context of the highlight, while most casual viewers chose to 
watch just the highlights to save some viewing-time. However, both user classes 
liked the idea of skipping play-break sequence just like they can skip a track in audio 
compact disc (CD) since each sequence is ‘self-consumable’. Generally, a play-break 
sequence contains events which can be classified based on the sports genre, while 
play segments describe the cause (of each events), and break segment describes the 
outcome (of each events). 
 
 
Figure 7.9. Integrated Summary Structure 
 
This model has some obvious benefits. First, users can watch all play and break 
scenes or just the ones that have a certain number of highlights. Second, users can 
refer back to the whole play or break scene and thus answer, what happens before 
and after a highlight? Or what causes a highlight? Third, the model lets viewers have 
one or more highlight collections for a sports video and structures them in a 
hierarchical scheme. Thus, users can build their own highlight collection on top of 
existing or system generated collections. 
 
Highlight (Key Event) 
Play Scene Break Scene 
Statistical Annotation Key-frame 
Sport Video 
Play-Break Sequence Collection of Highlights 
1..* 0..* 0..* 
1..* 1..* 
1..* 
1..* 1..* 1..1 
0..* 0..* 
0..* 
CHAPTER 7. INTEGRATED SPORTS VIDEO SUMMARIZATION    
 182
The following defines the various parts of our framework. Sport Video Summary is 
an 8-tuple (SEQ, COL, HGT, PLY, BRK, STAT, FCE, and ASC) where: 
• SEQ is a set of (play-break) sequences. 
• COL is a set of collection-of-highlights. 
• HGT is a set of highlight segments. 
• PLY is a set of plays scenes. 
• BRK is a set of breaks scenes. 
• STAT is a set of statistical-annotation. 
• KYF is a set of key frames. 
• {SEQ, COL, HGT, PLY, and BRK} are the specific types of logical video 
segments. 
• ASC is a set of association maps comprising {SQ2H, SQ2H, SQ2P, SQ2B, 
H2PB, H2St, C2C, C2H, P2H, B2H, P2Kf, and B2Kf}. 
 
We define plays, breaks, sequences, collections, highlights, statistical-annotations, 
key frames, and association maps as follows: 
• Play is a sequence of shots in a sports video where play flows until being 
stopped. 
• Break is a sequence of shots where play does not flow until being resumed 
again. 
• Sequence is a sequence of plays and breaks that generally form a self-
consumable video segment.  
• Collection is a conceptual-entity that groups similar highlights, such as ‘my 
favorite goals’. 
• Highlight is a sequence of shots containing key events such as goal. The 
scope of a highlight can be the subset of the associated sequence. 
• Statistical-annotation is the description of a highlight segment in terms of the 
mid-level features contained such as near-goal ratio 
• Key Frame is a set of representative image(s) that best describe a video 
segment, such as face to depict the actors of an event. 
• {SQ2H, SQ2P, and SQ2B} are the association maps that assign a sequence to: 
zero or more highlights, one or more play shots and one or more break shots. 
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• H2PB is an association map that assigns a highlight to one or more plays 
and/or breaks 
• H2St is an association map that assigns a highlight segment to one (and only 
one) statistical annotation. 
• C2H is an association map that assigns a collection to one or more highlights 
where Htype ≈  Ctype 
• C2C  is an association map that assigns a collection to zero or more sub- 
collections 
• P2H is an association map that assigns a play shot to one or more highlights 
• B2H is an association map that assigns a break shot to one or more highlights 
• P2Kf is an association map that assigns a play shot to one or more key frames 
• B2Kf is an association map that assigns a break shot to one or more key 
frames 
 
The properties of each component are defined as follows: 
• Att is a set of basic attributes which can describe a logical video unit.  Att = 
[Mdesc, Fs, Fe, Kf, Ka, Kc] where Mdesc is the (video) media descriptions 
like file location and file format, Fs is frame-start, Fe is frame-end. Kf, Ka, 
and Kc is key frame, audio and clip respectively. 
• In addition to Att, a Sequence can be described with #H the number of 
highlights contained within.  
• In addition to Att, a Highlight can be associated with a set of highlight-
specific annotations, such as [Type, Player, and Textual Description]. Type is 
the type of highlight, such as goal, foul, and shot on goal in soccer (which is 
automatically classified in our system). Player is the actor(s) involved in the 
highlight and Textual Description is free text or formatted text. 
• Each Sequence, Play, Break, and Highlight may include a set of semantic and 
temporal links between them { S , T }. These links are very useful to users to 
browse between video segments (such as going to the next sequence with at 
least the same amount of highlights). Moreover, we should allow users to 
browse between highlight to another highlight. Based on semantic and 
temporal links, a set of Stories can be generated. For example, a goal is 
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scored as a result of a free kick which is rewarded as a result of foul stopping 
a good attack; that is, good-attack ÆfoulÆfree kickÆgoal. 
• T is a temporal link which includes [Before, Overlaps, (Strict) During, Starts, 
Finishes, Meets, and their inverses]. These links can be calculated 
automatically based on Fs and Fe. 
• S is a semantic link which includes [Caused-by (or Results-in), Same Players 
involved]. These links can be generated manually by users or automatically, 
based on temporal links and annotations similarity. 
 
Some components can be described with text-alternative annotations, including: 
• Statistical Annotation which is the features-based statistical summary 
extracted from a play-break segment which can be describe a highlight event. 
• Faces which is a set of detectable faces during a break indicating the actor of 
a play-break sequence. 
• ImposedTexts which is a set of inserted super-imposed texts detectable during 
or nearby a highlight providing descriptive annotation of a highlight such as 
the goal scorer, current score-line. 
 
7.5.1. Statistical-annotation 
 
Figure 7.10 shows that statistical-annotation can be used effectively to describe a 
highlight as well to compare two or more highlight segments; therefore may help 
viewers to decide the highlights of their interest. For example, by comparing the 
statistical-views for Goal 4 and Goal 10, users can predict that goal 10 is potentially 
more interesting since it contains more excitement (audio) and longer slow motion 
replay. However, Goal 4 may have more exciting plays in the goal-area due to the 
longer duration of goal-area that can be found during the play.  The main benefit of 
this description compared to textual annotation is that the extraction process can be 
fully automated. Therefore, the description will always be complete and less 
subjective. 
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Figure 7.10. Statistical Description for Highlight Segment 
 
7.5.2. Key Frames 
 
For highlight segments and play-break sequences, key frames and key audio can be 
generated using specific frames that contain mid-level features (such as excitement, 
whistle, near goal, and replay scene). For specific events, we can generate specific 
key frames, such as in soccer: 
• Foul: most fouls will cause the game to be temporarily suspended after the 
referee blows the whistle. When foul is detected, key frames and key audio 
should be generated from the frames surrounding the whistle occurrence 
and/or sudden excitement. Sudden excitement is used as an alternative to 
whistle due to the fact that whistle is often inaudible due to a high noise level 
in sports videos, especially when the venue is outdoor and mixed with crowd 
and commentator. 
• Goal: all frames and audio during the last occurrence of near goal area 
(before the break) should be used as key description. During goal celebration, 
face should be detectable to indicate the goal scorer and some other players 
who are involved. In addition, the frames from the replay scene should be 
used to provide alternative angle-views of the goal. Frames with inserted 
texts will provide significant information such as the goal scorer and the 
updated score.  
 
7.5.3. Inserted Texts 
 
In general, there are four general types of inserted captions in sports videos as shown 
in Figure 7.11: 
Goal10
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• Full-screen text with no playing field: commonly used to show information 
that is related with the next or previous video segment. As there is obviously 
no space to show any video content, this type of caption is least used and 
least associated with the semantic content of the current video frame. This 
type of text may also describe non-related information such as “next” 
programs to be shown in the channel. Some examples of this type of text are: 
current league table, statistics in-between game periods and race result.  
• Large text: when a large text occupies more than half of the screen and/or 
overlay the content frame, the information is more likely to be related to the 
content of the current frame. Examples are team formation and starting line-
up. However, it is to be noted that the choice between full-screen and large 
text can vary for different sports and broadcasters because they both 
significantly limit the amount of video frame that can be seen.  
• Medium text: usually takes up to a third of the frame size. They usually 
contain up-to-date and most related information. For example, after a goal is 
scored, this type of text will update viewers with the current score for both 
teams, who scored the goal and some other information. However, the 
location of this text cannot be fully predicted. It can be during the goal 
celebration, slow motion, or the next play shot after the break segment; 
however, it is generally after the break segment. Therefore, the content can be 
related to the previous or current play-break sequence and not the next 
sequence. 
• Small-text: usually located in the corners of the frame and smaller than 
medium text. In most cases, they are used to display more static information 
throughout a game. For example they can be used to keep viewers updated 
with the current score line and duration of the match has been played for. 
Because of the small font size, they are not normally used to display 
important information that can be read only with larger font size. 
 
7.5.4. Face Annotation 
 
Most sport fans have some favorite players. Some sport fans may share the same 
favorite players. In most cases, close-up frames that show the players who are 
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involved during an event will be displayed during the break as shown in Figure 7.12. 
Therefore, we should detect the player’s face who is the main actor of an event in 
order to support browsing by familiar face. Users can either browse on the available 
players’ faces, or search by name(s). Based on a selected face, they can retrieve the 
highlighted events in which the player appears. Naturally, users will select by 
familiar faces (usually their favorite players). Alternatively, users can also browse on 
the indexed play-break sequence and highlights which are associated to at least one 
face-frames. 
 
 
Figure 7.11: a) Full-screen text b) Large text c) Medium- and small- text 
 
 
For this purpose, detectable face(s) from each play-break sequence should be 
indexed and associated with the break. Faces can be stored as an image and/or just 
the frame location. Currently, some manual work is required to classify the detected 
faces into different classes; that is, each class corresponds to a particular player. This 
manual work also aims to discard incorrect face detection results. Moreover, when 
there are multiple faces in a frame, each face must be segmented properly. For each 
class, we should obtain as many variations of the player’s face as possible, preferably 
from different angles and videos. Users can manually add annotation, such as the 
player name for each (face) class. We can use face recognition to automate the 
process of recognizing different players’ face. 
 
7.6. User Study Results 
 
To test the usefulness of the proposed summary structure, a user study is required; 
therefore we have designed a compact GUI for browsing to support the emergence of 
portable and hand-held devices as shown in Figure 7.13.  It is expected that our 
browsing method should be most useful for mobile usage. For example, users can 
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browse to the sequences that make up a match and choose for viewing the key frames 
and faces. This approach will save them the cost and time from transferring lengthy 
video segments. 
 
 
Figure 7.12. Face Shows Actor(s) of a Play-Break Sequence 
 
 
Since the events detection has been performed in MATLAB 6.5 platform, we have 
also utilized the GUIDE feature from MATLAB that can be used to drag-and-drop 
graphically and structure interface items such as drop-down menu, button, and 
control fields. To program the behind each item, MATLAB uses a similar approach 
to that of Microsoft Visual Basic. The main challenge is to integrate a media player 
control which provides a total control of video playing such as play, stop, pause, full 
screen view, and volume up/down. A media player for MATLAB is available from 
the official website [124], and after a few updates such as viewing size and location, 
we have been able to link the player with our GUI so that the player will jump to the 
particular segment when users select a particular video segment. Another challenge 
is to design, construct and connect a database which indexes the video segments and 
their descriptions. Moreover, the database should also provide the links for the video 
and key frames (image) files. MATLAB also provide a database toolbox which 
provides the libraries that can be used for programming the GUI so that it can access 
and write from and into the database file. We have used Microsoft Access database 
to implement the video indexes and the table relationships are shown in Figure 7.14. 
However, this database is used primarily for testing the proposed summary scheme. 
In Chapter 8, we will discuss the overall indexing scheme using XML. 
 
Close-up Shot 1 Close-up Shot 2 Other shots 
Break Scene 
 
1
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Figure 7.13. Graphical Interface for User Browsing 
 
We have conducted a user study with 10 participants to verify that the segments 
which are automatically extracted are self-consumable and to test the effectiveness of 
our browsing scheme. To quantize users’ answers, we have used closed questions 
that could be answered with 1-3 scale ratings (1: Disagree, 2: Agree and 3: Strongly 
agree). The users were asked to select a matching profile from one of the following: 
1) Soccer fan that is keen to watch a match as a whole, 2) Soccer fan who only likes 
to watch summarized programs, 3) Sport viewer that is not so keen to watch soccer 
and 4) TV viewer who dislikes sport. The response shows that five users are in 
Profile1, one in Profile2, three in Profile3, and one in Profile 4. 
 
There were 7 main closed-questions used for evaluation (see Appendix 5 for more 
details on the user study): 
Q1: The highlight segments are self consumable 
Q2: The key frames are descriptive for each event 
Q3: The faces are descriptive for each event 
Q4: The browsing structure is effective and efficient 
Q5: It is better to remove play-break sequences that have no highlight 
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Q6: I want to watch only highlight segments of a match 
Q7: The sequence contains unnecessary portion of the highlight event 
 
 
Figure 7.14. Access Database Implementation for Browsing Summary 
 
 
The rating that was given by each user on each question can be found in Figure 7.15, 
and the average rating for each profile is depicted in Figure 7.16. The latter Figure is 
particularly useful for deriving analysis on users’ opinion about the proposed 
summarization scheme. It is important to note that all ten users strongly agreed that 
all the automatically extracted highlight segments are self-consumable. This result 
verifies that our highlight scoping that retains only the last play shot while retaining 
the whole break does not lose important information. 
 
Based on the average rating per profile, we have found that key frames are not 
sufficiently descriptive for Profile 4 (non-sport viewers) as they hardly watch any 
sport videos. For them, a sequence of images alone without the audio does not help 
them to understand the video content. In contrast, Profile3 (sport fan, but not soccer) 
have the highest appreciation towards the idea of compressing video into key frames, 
followed by Profile 1 and Profile 2. The same pattern of statistics can be found for 
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users’ opinion on the usefulness of faces. In fact, for non-sport viewers, the faces of 
players do not attract them to watch the segment as they do not know any particular 
player. While all user profiles agree that the browsing structure is effective, it should 
be particularly noted that even for profile 4, they appreciated the fact that they could 
watch sports with such an interesting manner.  
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Figure 7.15. Results from User Study (1) – Rating on Each Question 
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Figure 7.16. Results from User Study (2) – Average Rating per Profile 
 
Based on the statistics of Q5, Profile 1 to 3 all agreed that we should remove 
sequences that do not contain any highlight as they can skip non-important segments. 
However, for Profile 4, they prefer to keep all sequences to maintain the integrity of 
the video content; however, they do like to skip when the sequence is not interesting. 
Based on Q6, all users agree that they only want to watch highlight segments, even 
for Profile 1. This fact demonstrates that highlight segments are attractive if we can 
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detect all (or at least most) of them.  If the users really like the match, they can re-
watch the rest of the match. Based on Q7, all users agree that play-break sequences 
contain unnecessary portion of the highlight event (contained by the sequence), 
which further confirms that highlight segments should be shorter than the whole 
sequence.   
 
In addition to the statistical results from the user studies, we have also gathered some 
valuable user suggestions which were given when rating 1 is given for a question. 
For example, key frames should be zoomed on the surrounding region of the 
participating objects such as players or ball. This is particularly useful during key 
events such as foul so that we can show who commits the foul, who is the victim, and 
how the foul is committed. More textual annotations for each segment can be 
included as they are attractive and useful for all types of users. 
 
7.7. Conclusion 
 
Sport videos should be summarized to have more effective data management and 
delivery. Instead of watching a sport game as a whole, most viewers would prefer to 
select particular segments which are most suitable for their purpose.  Current sports 
video summarization schemes have used highlights or play segments alone. Thus, we 
proposed a motivation and framework towards a more complete sport video 
summary by integrating highlights into play and break sequences. Based on our 
video model, we have shown that highlights are often not sufficient to support 
different requirements because highlights for one user can be different to another 
user. Instead, we should also summarize the corresponding play segment such as ball 
in play which contains the particular highlights to allow future use. However, we 
have shown that break segments should still be retained to avoid missing any 
information. In addition, users are also provided with a collection-of-highlights that 
group similar highlights. 
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Chapter 8      
 Using XML/XQuery for Indexing 
 and Retrieval 
 
8.1. Introduction 
 
The strengths of schema-based and schema-less OO modeling were discussed in 
Chapter 2. This chapter demonstrates the utilization of XML to design and construct 
a semi-schema based video model.  Schema-based matching ensures that the video 
indexes are valid during data operations such as insertion and deletions, thereby 
minimizing the need of manual checking. However, the model is also semi-schema 
based as it allows additional declared elements in the instantiated objects as 
compared to its schema definition. Moreover, not all elements in an object need to be 
instantiated at one time as video content extraction often requires several passes due 
to the complexity and lengthy processing. 
 
In addition to the strength of OO modeling, the video model also attempts to benefit 
from relational modeling scheme. In particular, the utilization of referential integrity  
[95] allows an object to include elements which are referenced from the existing 
objects within the database. The main purpose is to reduce objects being added 
within another object(s), thereby avoiding complex hierarchies and potential 
redundancies. Hence, in overall, the proposed video model supports object-relational 
modeling approach while adopting semi-schema based index construction and 
maintenance.  
 
To show the benefits of the proposed video model, we utilize XQuery 1.0 (an XML 
query language) for constructing dynamic summaries and formulate queries which 
are motivated by users and applications. 
 
XML and XQuery are based on the current potentials, as it can be expected that 
XML will make the same impact to semi-structured databases as what HTML has 
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done for the World Wide Web (WWW). Similarly, XQuery will have the same impact 
to XML databases as what SQL has done for the relational databases. 
 
This chapter is structured as follows. Section 8.2 presents the framework of segment-
event based sports video indexing scheme. Section 8.3 and section 8.4 discuss the 
ORA-SS notation and XML schema of the video data model, while section 8.5 
presents some XML documents to provide an example of the instantiated video 
indexes, as well as the user preference and usage history which will be used during 
retrieval. Section 8.6 demonstrates some XQuery for dynamic summary construction 
and formulating user queries. Section 8.7 describes an implementation of MPEG-7 
descriptions and the associated test queries. Section 8.8 provides the conclusion.  
 
Even though there is no separate section for experimental results, the XML-based 
video model and the XML documents has been fully validated using XRay2 [125] 
and Stylus studio XML [126]. Moreover, all queries have been fully tested using the 
sample data presented in Appendix 3. For testing the queries, we have used qizx 
engine [127] as it supports the latest specification of XQuery working draft. 
 
8.2. Segment-Event based Video Indexing Scheme 
 
Based on the extractable video information described in Chapter 5 and 6 which 
include mid-level features, generic events, and classified events, we have designed a 
sport video indexing using two main abstraction classes, namely, segment and event. 
Segment can be instantiated as video-, audio- or visual-segment which are extracted 
from a raw video track when mid-level features can be detected. Event can be 
instantiated into generic, domain-specific, or further-tactical semantics. Events and 
segments are chosen as they can provide effective description for many sport games.  
For example, as soccer goals are the most celebrated and exciting event, most users 
will benefit from watching them. Segments are used as the text-alternative 
annotations to describe the goal. As shown in Figure 8.1, the last near-goal segment 
in a play-break sequence containing goal describe how the goal was scored. Face and 
text displays can inform who scored the goal (i.e. the actor of the event) and the 
updated score. Replay scene shows the goal from different angles to further 
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emphasize the details of how the goal is scored. In most cases, when the replay scene 
is associated with excitement, the content is more important. Excitement during the 
last play shot in a goal is usually associated with descriptive narration about the goal. 
In fact, we (human) often can hear a goal without actually seeing it. 
 
In Chapter 4, we have presented a scheme to specify sport video abstraction layers. 
Based on the multi-layer abstraction, we have designed a sport video modelling 
scheme that is used to construct the video indexes as depicted in Figure 8.2. It should 
be noted that:  
• Italic indicates abstract class. For example, sport video is instantiated as 
soccer video, basket video, and so on.  
• < > indicates example. For example, <soccer> can be replaced by 
<basketball>. 
• * indicates that we do not show further details for space clarity. For example, 
hierarchical summary contains comprehensive summary and/or highlight 
summary. 
 
Figure 8.2 shows the architecture of the proposed sport video retrieval system. Users 
interact with video indexes by browsing or formulated query. Browsing is supported 
by extracting dynamic and user-customized summaries from video indexes based on 
user preferences or usage log. 
 
The following will describe an overview of the proposed video model. A sport video 
library consists of one or more sport videos and one semantic object collection. 
Semantic object collection consists of the teams and players appearing in the videos 
within the library.  Each sport video typically contains a set of sport video 
components which is composed of segment collection, syntactic relation collection 
and semantic relation collection. Segment collection puts together all video, audio 
and visual segments that can be extracted from the sport video. These segments can 
belong to different layers. For example whistle is an audio segment that belongs to 
mid-level feature layer.  However, to achieve a faster gradual index construction, all 
segments should be able to be extracted incrementally in the same level, without 
concerning about the hierarchy. For example, assuming that PB1 contains P1, P2, 
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and B1, the system should be able to add B1 without necessarily attaching it to PB1. 
This allows the system to easily add P1 and P2 at later time. Therefore, hierarchy 
structures should be stored separately as a hierarchical view or processed 
dynamically when required by users for browsing. For this purpose, we will 
demonstrate the usage of user preferences for constructing customized hierarchical 
summaries in section 8.6.1.  Finally, a sport video is an abstract class that needs to be 
instantiated into a specific sport domain such as soccer. Each sport domain will have 
specific domain events such as soccer goal, foul and shot-on-goal. 
 
 
 
Figure 8.1. Goal Event with Segment-based Annotations 
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CHAPTER 8. XML/XQUERY FOR INDEXING AND RETRIEVAL 
 197
 
 
Figure 8.2. The Proposed Sport CBVR Architecture 
 
 
8.3. Using ORA-SS Notation to Design XML Video Indexes 
 
We have utilized some of the main benefits from using XML to store and index the 
extracted information from sport videos: 
• XML is scalable by allowing additional information without affecting others. 
This is important to support gradual developments of feature extraction 
techniques that can add extractable segments and events. 
• XML is internally descriptive and can be displayed in various ways.  This is 
important to allow users browsing the XML data directly, while search results 
can also be returned as XML that can provide direct link(s) to the video 
location. 
• XML fully supports semi-structured aspects that match video database 
characteristics: 
o Object can be described using attributes (properties), other objects 
(i.e. nested object), or heterogeneous elements (i.e. any element).  
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o Instantiated objects from the same class may not have the same 
number of attributes as not all attributes are compulsory, depending 
on the min and max occurs. 
• XML supports two types of relationships: nesting and referencing. However, 
to reduce redundancy, we have used referencing instead of nested object 
class. 
 
We have used XML Schema to define and construct the XML-based video schema as 
it has replaced DTD as the most descriptive language. Due to its expressive power, 
XML schema has also been used as the basis of MPEG-7 DDL (Data Definition 
Language) and XQuery data model. Therefore, we should be able to easily leverage 
our proposed model to support MPEG-7 standard multimedia descriptions and 
XQuery implementation. 
 
The complete schema of the XML-based video indexing can be found in Appendix 2. 
For a more compact representation of XML schema, this section will demonstrate the 
use of ORA-SS (Object-Relationship-Attribute notation for Semi-Structured data) to 
design the video model as shown from Figure 8.3 to Figure 8.5. ORA-SS notation is 
chosen for its ability to represent most of XML schema’s features. The summary of 
ORA-SS notation is described in Table 8.1 which is extracted from [128]. It is to be 
noted that our diagrams extend the ORA-SS notation by demonstrating a more 
complex sample which integrate inheritance diagram with schema diagram. We have 
also introduced two additional notations: 1) italic texts indicate abstract object, 2) 
indicates repeated object to avoid complex/crossing lines. 
 
We employ a bottom-up approach to describe the proposed video model. Segment is 
the basic semantic unit in a sport video; it describes the abstraction level such as mid-
level features and generic semantic, media location, and media description. Each 
segment is instantiated with a unique key of segment Id into either: video-, visual-, or 
audio-segment. 
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Table 8.1. Summary of ORA-SS Notation 
 
 
CHAPTER 8. XML/XQUERY FOR INDEXING AND RETRIEVAL 
 200
 
Figure 8.3. ORA-SS Schema for Sport Video Database (1) 
 
 
 
Figure 8.4. ORA-SS Schema for Sport Video Database (2) 
 
   
Figure 8.5. ORA-SS Schema for Sport Video Database (3) 
 
A sport video (SV) is a type of video segment which consists of SV components, 
overall summary, and hierarchical summary. SV components are composed of: 1) 
segment collection which stores a flat-list of audio, visual and audio segments that 
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can be extracted from the sport video, 2) syntactic relation collection which stores all 
the syntactic relations such as ‘composed of’ and ‘starts after’ between one source 
segments and one or more destination segments, and 3) semantic relation collection 
which records all the semantic relations such as ‘is actor of’ and ‘appears in’ between  
one source segment or semantic object and one or more destination segments or 
semantic objects. Overall summary describes the sport video game as a whole; it 
includes where (stadium), when (date time), who (teams that compete), final result, 
and match statistics. Match statistics can be stored as XML tags or a visual frame 
such as text displays that depicts the number of goals, shots, fouls, red/yellow cards, 
and counter attacks in a soccer game. Hierarchical summary is composed of 
comprehensive summary and highlight events (HE) summary.  Comprehensive 
summary describes sport video in terms of play-break sequences which are the main 
story decomposition unit in most of sport videos. For example, an attacking attempt 
during a play is stopped when there is a goal or foul. Each play-break can contain 
zero or one (key) event and can be decomposed into one or more play and break 
shots. Each play or break can be described by text-alternative annotations, including 
face, replay and excitement which are referenced (segments) from segment 
collection. More complete descriptions on play-break-event based summarization 
have been described in Chapter 7. On the other hand, HE summary organizes 
highlight events into common summary theme such as soccer goals and basketball 
free throws. 
 
Each time sport video is instantiated, it will be specialized into the classified genre, 
such as soccer video, basketball video and AFL video. Therefore, a soccer video will 
inherit all components of (general) sport video while providing extra attributes such 
as sport category and some extra components. In particular, for each type of sport 
video, we can extract domain specific events such as soccer goal. Each domain event 
can be described using specific roles such as goal scorer. It should be noted that goal 
scorer will reference to a player that is defined elsewhere in order to avoid nested 
components.  Similarly, domain events are referenced by hierarchical summaries. 
 
Finally, a sport video database is composed of one or more classified sport videos, 
and one semantic object collection. Semantic object collection defines the details of 
all the semantic objects that appear in the sport videos. For example, player can be 
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instantiated into soccer player which is described by the specific attributes of a 
soccer player such as squad number, and preferred position.  
 
Using the proposed video model, we have demonstrated a sport video indexing 
scheme that supports: 
• Scalable video indexes that allow gradual extraction of segments and events 
without affecting the others. For example, we can introduce more segments 
and events incrementally without affecting the existing ones. Similarly, more 
semantic objects, such as stadium and referee, can be introduced at a later 
stage when many sport videos share the same stadium and referee. It is due to 
the fact that semantic objects are not indexed as nested components. 
• Object-Relationship modeling scheme. In particular, we have demonstrated 
that inheritance and referencing are important features in video database 
modeling. Inheritance enables us to reuse existing parent components while 
refining them with more specific items. Referencing enables us to store video 
components into a flat list which can be referenced by hierarchical structures 
to avoid redundancies. 
• Semi-schema based modeling scheme.  As shown in Figure 8.4, we allow 
users/applications to add ANY additional elements (or attributes) into a 
segment description as long as the element has been declared somewhere else 
in the proposed schema, or other schema within a particular scope. In fact, we 
may attach ANY into other elements in our data model to allow more 
flexibility as users often know better what they want to describe than 
developers. However, we aim gradually modifying the schema with new 
components, especially when the extra information provided by users can be 
used to enrich the current video model. 
 
8.4. Utilizing XML Schema to Construct Video Indexes 
 
This section discusses on how XML schema can be used to construct the particular 
aspects of the proposed video model. As mentioned earlier, the more complete 
details of the video indexing schema can be found in Appendix 2. 
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Object-oriented Modeling Scheme 
 
Object/class is defined as element or complexType which can be inherited using 
extension or restriction. Class can be abstract and substituted with a concrete class. 
Substitution group is used to maximize extensibility. For example, soccerVideo 
contains a soccerDomainEventCollection; which contains zero or more or more 
soccerDomainEvent. SoccerDomainEvent is an abstract class which has to be 
instantiated by the actual event such as soccerGoal. 
 
<complexType name="SoccerDomainEventCollectionType"> 
 <sequence> 
  <element ref="vid:soccerDomainEvent" minOccurs="0" maxOccurs="unbounded"/> 
 </sequence> 
</complexType> 
 
<element name="soccerDomainEvent" abstract="true" type="vid:SoccerDomainEventType"/> 
 
<complexType name="SoccerDomainEventType" abstract="true"> 
 <complexContent> 
  <extension base="vid:VideoSegmentType"> 
   <sequence> 
    <element name="teamBenefitedId" type="vid:SemObjIdType" minOccurs="0"/> 
    </sequence> 
  </extension> 
 </complexContent> 
</complexType> 
 
<element name="soccerGoal" substitutionGroup="vid:soccerDomainEvent" 
type="vid:SoccerGoalType"/> 
 
<complexType name="SoccerGoalType"> 
 <complexContent> 
  <extension base="vid:SoccerDomainEventType"> 
   <sequence> 
    <element name="scorerPlayerId" type="vid:SemObjIdType" minOccurs="0"/> 
    <element name="assistPlayerId" type="vid:SemObjIdType" minOccurs="0"/> 
   </sequence> 
  </extension> 
 </complexContent> 
</complexType> 
 
Relational Modeling Scheme 
 
Referential integrity can be achieved by introducing primary key (PK) which is 
defined using key, while foreign key (FK) relationship is enforced using keyref. 
 
<key name="sequencePK"> 
 <selector xpath="vid:sportVideos/vid:sportVideo/vid:sportVideoComponent/ 
  vid:segmentCollection/vid:pbSequence"/> 
 <field xpath="vid:segmentId"/> 
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</key> 
 
<keyref name="sequenceInCompSummaryRef" refer="vid:sequencePK"> 
 <selector xpath="vid:sportVideos/sportVideo/vid:hierarchicalSummary/ 
  vid:comprehensiveSummary/vid:pbSequence"/> 
 <field xpath="vid:pbId"/> 
</keyref> 
 
Any element 
 
The instances of an object can include more elements than its schema to avoid static 
and fixed elements. As the indexing schema will always be checked to maintain the 
well-formed-ness, the schema uses any element. This allows the indexes to be both 
schema-based and schema-less at the same time. XQuery can easily do an “element 
name” matching of element names between the schema and the instance to find the 
elements which have not been defined by the schema. 
 
<complexType name="MediaDescription"> 
 <sequence> 
  <element name="author" type="string" /> 
  <element name="creationDate" type="date" /> 
  <element name="lastUpdate" type="date" minOccurs=”0” /> 
  <any minOccurs="0"/> 
 </sequence> 
</complexType> 
 
Semi-structured Modeling Scheme 
 
In order to allow elements to be instantiated incrementally, the schema specifies 
‘min-’ and ‘max- occurs’. This concept is important as video indexing often requires 
gradual extraction without making much problem to the tree structure. 
 
<complexType name="SportVideoComponent"> 
 <sequence> 
  <element ref="vid:segmentCollection" minOccurs="0" maxOccurs="1"/> 
  <element ref="vid:semanticObjectCollection" minOccurs="0" maxOccurs="1"/> 
  <element ref="vid:syntacticRelationCollection" minOccurs="0" maxOccurs="1"/> 
  <element ref="vid:semanticRelationCollection" minOccurs="0" maxOccurs="1"/> 
 </sequence> 
</complexType> 
 
Scalable Modeling Scheme 
 
Schema can be easily extended by introducing more elements. Similarly, more types 
can be defined to refine the schema instead of just using generic data types. 
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Therefore, the schema does not need to be complete at the beginning. This is due to 
the fact that the information extraction algorithms can still be expanded in the future. 
 
     
 
 
 
Multiple Navigation Paths for an Element 
 
In the proposed schema, semantic object and segment can be linked using 3 
alternatives, namely, mediaAppearance, semanticRelation and any particular role in 
an event such as goalScorer. Therefore, users/application must be consistent in using 
just one/two particular style to avoid redundant/fragmented information. Moreover, 
depending on the strategy, the PK/FK referential integrity must be enforced properly.  
 
Multiple navigations can also be overcome by writing queries to support the multiple 
paths. For the experiment, we mainly use semantic relation “appears in” to map 
semantic objects appearance in segments. However, for each event, we need to 
record the specific role such as scorer that the semObject plays. For example, 
teamBenefitedId indicates that the event does not always benefit the team who the 
actor plays for. Examples of such events are foul and own goal. 
 
<complexType name="PlayerObj"> 
 <sequence> 
  … 
  <element name="mediaAppearance" type="vid:SegmentIdType"  minOccurs="0"  
   maxOccurs="unbounded"/> 
 </sequence> 
</complexType> 
 
<complexType name="SoccerGoalType"> 
<complexType name="OverallSummary"> 
 … 
 <element name="matchStatistics" type="vid:MatchStatisticsType”/> 
 … 
</complexType> 
<complexType name="MatchStatisticsType"> 
 <sequence> 
  <element name="numOfGoals" type="integer"  
   minOccurs="0" maxOccurs="1"/> 
  <element name="numOfFouls" type="integer"  
   minOccurs="0" maxOccurs="1"/> 
  <element name="numOfShots" type="integer"  
   minOccurs="0" maxOccurs="1"/> 
 </sequence> 
</complexType>
<complexType     
   name="OverallSummary"> 
 … 
 <element  
   name="matchStatistics"  
   type="string”/> 
 … 
</complexType> 
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 <complexContent> 
  <extension base="vid:SoccerDomainEventType"> 
   <sequence> 
    <element name="scorerPlayerId" type="vid:SemObjIdType" minOccurs="0"/> 
    <element name="assistPlayerId" type="vid:SemObjIdType" minOccurs="0"/> 
  … 
</complexType> 
 
<complexType name="SemanticRelationType"> 
 <sequence> 
  <element name="relationCategory" type="vid:SemanticRelCat"/> 
  <choice> 
   <element name="sourceSegmentId" type="vid:SegmentIdType"/> 
   <element name="sourceSemObjId" type="vid:SemObjIdType" /> 
  </choice> 
  <choice> 
   <element name="destinationSegmentId" type="vid:SegmentIdType"  
    minOccurs="1"  
    maxOccurs="unbounded"/> 
   <element name="destinationSemObjId" type="vid:SemObjIdType" minOccurs="1"  
    maxOccurs="unbounded"/> 
  … 
</complexType> 
 
 
8.5. Using XML to Store Video Indexes and Capture User 
Preferences and Usage Log 
 
In this section, we will demonstrate the use of XML to construct a video database, 
user preference, and user log in the respective order. The database and user 
preference will be used for retrievals during the discussion in section 8.6. It should 
be noted that the highlighted portions signify further extensions or compacted 
information. Appendix 3 describes the sample indexes in more details. 
 
Sport Video Database 
 
<sportVideoLibrary> 
 <semanticObjectCollection> 
  <team> 
   <teamId>Tm1</teamId> 
   <teamType>clubTeam</teamType> 
   <teamShortName>Madrid</teamShortName> 
   <teamFullName>Real Madrid</teamFullName> 
  </team> 
  … (other  club and national teams appearing in the library)   
  <player> 
   <playerId>Pl1</playerId> 
   <playerShortName>Ronaldo</playerShortName> 
   <playerFullName>Luis Nazario de Lima</playerFullName> 
   <clubTeam>Tm1</clubTeam> 
   <position>forward</position> 
  </player> 
  …(other  players appearing in the library) 
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 </semanticObjectCollection> 
  
 <soccerVideo> 
  <segmentId>M1</segmentId> 
  <mediaLocation> 
   <filePath>C:\MyData\PhD\VideoSamples\Soccer_Juve-Madrid</filePath> 
   <fileName>juventus_madrid1</fileName> 
   <fileExtension>mpg</fileExtension> 
   <frameStart>1</frameStart> 
   <frameEnd>1200</frameEnd> 
  </mediaLocation> 
  ... (Media description can be added here) 
  <name>Soccer:ChampionsLeague04_Juve-Madrid</name> 
  <sportVideoComponent> 
   <segmentCollection> 
    <pbSequence> 
     <segmentId>S1</segmentId> 
     <mediaLocation> 
      <frameStart>30</frameStart> 
      <frameEnd>49</frameEnd> 
     </mediaLocation> 
    </pbSequence> 
    … (other segments, such as play, break, face frame, text frame, replay scene ) 
   </segmentCollection> 
   <syntacticRelationCollection> 
    <syntacticRelation> 
     <relationCategory>composedOf</relationCategory> 
     <sourceSegmentId>M1</sourceSegmentId> 
     <destinationSegmentId>S1</destinationSegmentId> 
    </syntacticRelation> 
    … (other syntactic relations) 
   </syntacticRelationCollection> 
   <semanticRelationCollection> 
    <semanticRelation> 
     <relationCategory>appearsIn</relationCategory> 
     <sourceSemObjId>Pl1</sourceSemObjId> 
     <destinationSegmentId>P1</destinationSegmentId> 
     <destinationSegmentId>B1</destinationSegmentId> 
    </semanticRelation> 
    … (other semantic relations) 
   </semanticRelationCollection> 
</sportVideoComponent> 
 
<overallSummary> 
   <whatAction>soccer-international-championsLeague</whatAction> 
   <team>clubTeam:Juventus</team> 
   <team>clubTeam-Madrid</team> 
   <where>Santiago Barnebau</where> 
   <when>2002-12-01</when> 
   <matchStatistics> 
    <numOfGoals>4</numOfGoals> 
    <numOfFouls>10</numOfFouls> 
    … (other match statistics, such as num of shots) 
   </matchStatistics> 
  </overallSummary> 
 
  <hierarchicalSummary> 
   <comprehensiveSummary> 
    <pbSequence pbId="S1"> 
     <highlightEvent eventId="E1"/> 
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     <play playId="P1"></play> 
     <break breakId="B1"></break>. 
     … (other events, plays and breaks within the play-break) 
    </pbSequence> 
    … (other play-break sequences) 
   </comprehensiveSummary> 
   <highlightSummary> 
    <summaryThemeList> 
     <summaryTheme themeId="T0"> 
      <themeContent>soccer</themeContent> 
     </summaryTheme> 
     <summaryTheme themeId="T01" parentThemeId="T0"> 
      <themeContent>foul</themeContent> 
     </summaryTheme> 
     … (other summary themes) 
    </summaryThemeList> 
    <highlightCollectionList> 
     <highlightCollection themeId="T01"> 
      <highlightEventId>E1</highlightEventId> 
      … (other highlight events within the same summary theme) 
     </highlightCollection> 
     … (other highlight collections, such as soccer goals) 
    </highlightCollectionList> 
   </highlightSummary> 
  </hierarchicalSummary> 
 
  <sportCategory>periodGoal</sportCategory> 
  <soccerDomainEventCollection> 
   <soccerFoul> 
    <segmentId>E1</segmentId> 
    <mediaLocation> 
     <frameStart>30</frameStart> 
     <frameEnd>100</frameEnd> 
    </mediaLocation> 
   </soccerFoul> 
   … (other events) 
  </soccerDomainEventCollection> 
  … (ANY additional elements) 
 </soccerVideo> 
 … (other soccer videos) 
</sportVideoLibrary> 
 
User Preference 
 
<userPreference> 
  <user userName="dian"> 
  <summary priorityLevel="1" name="highlightEventSummary"> 
   <events> 
     <event priorityLevel="1">soccerFoul</event> 
     <event priorityLevel="2">soccerShot</event> 
     … (Other events preference) 
   </events> 
  </summary> 
  <summary priorityLevel="2" name="flatListSummary"> 
   <sportGenres> 
    <sportGenre priorityLevel="1">soccer</sportGenre> 
    <sportGenre priorityLevel="2">basketball</sportGenre> 
   </sportGenres> 
   <segmentPref> 
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    <segment priorityLevel="1">playScene</segment > 
    <segment priorityLevel="2">textFrame</segment> 
    … (Other segments preference) 
   </segmentPref> 
  </summary> 
  <outputPref> 
   <maxOutputDuration>1000</maxOutputDuration> 
   <maxWaitDuration>P1H30M</maxWaitDuration> 
  </outputPref> 
 </user> 
 … (other users) 
</userPreference> 
 
Usage Log 
 
<usageLog> 
 <user username="dian"> 
 <usageRecords> 
  <totalDuration> 
   <segment name="soccerVideo">P1H30M</event> 
   <event name="soccerGoal">P45M</event> 
   … (other segments and events usage)  
  </totalDuration> 
  <totalAccess> 
   <event name="soccerGoal">50</event> 
   … (other segments and events total number of access) 
  </totalAccess> 
 </usageRecords> 
 <usageHistory date="2004-11-01" logonTime="23:01:00" logOutTime="24:01:03"> 
  <activity startTime = "23:02:01" endTime="23:05:55" type="browsing" /> 
     <activity startTime = "23:05:57" endTime="24:00:01" type"viewing"> 
   <xpath>doc("sportVidLibrary.xml)/soccerVideo[segmentId="1"]</xpath> 
  </activity> 
 </usageHistory> 
</user> 
… (other users) 
</usageLog> 
 
Using the examples above, the following describes the benefits of using XML:  
• Semi-structured data (document-, or database- centric) 
• Flexibility (OO-Relational data modeling can be implemented). OO benefits: 
abstract, inheritance. Relational: referential integrity through PK-FK 
referencing. 
• Extensibility (element “any” can be declared to allow user-defined elements 
at run time, Venetian blind approach in declaring schema components). 
Schema can be easily extended by introducing more elements. Likewise more 
types can be defined to refine the schema (instead of just using generic data 
types). In another word, the schema does not need to be complete at the 
beginning (developers does not know everything about the users). Prefixes 
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can be changed to namespace. Each namespace can be declared in different 
documents. 
• Not all elements need to be instantiated at one time (video indexing requires 
gradual extraction due to complexity and processing time) without making 
much problem to the tree structure. 
• modular cohesiveness (namespace can be saved into different documents can 
be imported or redefined) 
• Closer gap to languages used in web documents and MPEG-7 standard. 
 
On the other hand, we have identified some weaknesses of XML: 
• Need to combine with external programming language or XML schema 
extension, e.g. XSLT, schematron, etc to implement internal (or additional) 
rules. In our case: this is to implement some kind of rules for segmentId 
which is instantiated as playSceneId, whistleId, etc. 
• SemObjCollection can be declared in each video or as a “global” collection in 
the sport video library so that can be shared easily by referencing the 
objectIds. Either ways, the system should just keep one “copy” of a semObj 
to avoid any duplicate (i.e. XQuery can check if the semObj that needs to be 
created is already exist, then take the appropriate action). 
• SemRelCollection can be somehow redundant to event (e.g. soccerGoal) 
elements. Thus, we either have “actor of” between event and player XOR 
scorerId in goal. 
• Sequence of elements during instantiation has to be exactly the same as the 
schema sequence. 
• For queries, schema must be known. However, XQuery allows (//) absolute 
path. 
 
 
8.6. Using XQuery to Construct Dynamic Summaries and 
User-Oriented Queries 
 
Summaries are for smart browsing and they should be constructed dynamically based 
on the extracted segments and features, instead of stored as a static index. This is to 
allow gradual content extraction. Therefore, in this section we will demonstrate the 
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use of XQuery to construct dynamic summaries and user-oriented queries. All 
queries have been designed to demonstrate the benefits of the proposed video data 
model while focusing on potential user/application requirements. The experiment 
used qizx implementation of XQuery engine and using the sample database as 
described in Appendix 3. The results of the queries are depicted in Appendix 7. 
 
As the video model is based on XML and there is yet any standard language for 
XML retrieval, Table 8.2 presents a comparison of three most recent XML query 
languages proposed by W3C (World Wide Web Consortium): XML-QL [129] , XQL 
[130] , and XQuery 1.0 [131]. The study has indicated that XQuery is superior to 
XML-QL and XQL. The following describes some main strengths of XQuery. 
 
XQuery supports: 
• an XML schema based data models fully. 
• all operations on all data types used in our data model such as simple- and 
complex- types, references, and collections. 
• hierarchies and sequence of document structures and preserves them to the 
output document. 
• combination of information from different parts of a document or multiple 
documents. 
• existing database management operations such as conditions, quantifiers, 
aggregation and sorting, while supporting some powerful extra features that 
can be exploited for complex queries: 
o For-where-let-return (FLWR) expressions (usually used for Iteration). 
o Conditional Expressions (if, then, else). 
o Arithmetic expressions (additive, multiplicative, unary). 
o Query prolog. 
o Function definitions, data type expressions and constructor that can be 
used to construct new element and attribute during query. 
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XML Retrieval Languages  
Requirements XQL XQuery XML-QL 
Projection 
• Current node . Self:: or .  
• Parent Ancestor Parent:: or ..  
• Children _ / _ Expr / Expr 
• Descendants _ // _ Self-and-
Descendent:: or 
Expr // Expr 
• Attribute @ Attribute:: or @ 
Matching data using pattens. e.g., 
 
WHERE <book> 
        
<publisher><name>Addison-
Wesley</name></publisher> 
        <title> $t</title> 
        <author> $a</author> 
      </book> IN 
"www.a.b.c/bib.xml" 
CONSTRUCT $a 
Filter (selection)   
• Index [1] [1] N/A 
• Condition(focus) [ cond ] [ focus ] WHERE' Condition (',' 
Condition)* 
Conditional operators 
• Boolean $and$, $or$, 
$not$ 
And, Or, Not N/A 
• Equivalence  =, != 
$eq$, $ne$ 
=, != 
Expr ( eq, ne) Expr 
N/A 
• Comparison <, <=, >, >= 
$lt$, $le$, $gt$, 
$ge$ 
<, <=, >, >= 
Expr ( lt, le, gt, ge) 
Expr 
N/A 
• Node 
Comparison 
Immediately 
precedes ;  
Precedes ;; 
<<, >> 
precedes, follows 
N/A 
• Quantification Any, all Some _ satisfies _, 
Every_ satisfies _ 
N/A 
Sorting, Grouping, Join and Calculations 
Sorting (order by) Order by Sort By OrderedBy? 'CONSTRUCT'  
Query 
Grouping (group by) N/A Use constructor, e.g: 
For $b in //book 
Return $b  
{for $a in $b/author} 
N/A 
Join Supported Supported Supported 
• Union 
Intersection 
$union$ or | , 
$intersect$ 
Union or  |, 
Intersect 
N/A 
Aggregate function Count() Count(), sum(), 
avg() 
CONSTRUCT <result ID=f($p)> 
$p  <lowest-price> $min($x) </> 
      <highest-price> $max($x) 
</>  
Table 8.2. Comparison of Query Languages for XML (N/A denotes Not Available) 
 
For the retrieval of video databases, XQuery provides further powerful features 
which will be demonstrated with examples in section 8.6: 
• Composition: constructing temporary XML results in the middle of a query 
and to be able to navigate it. This is particularly useful to construct dynamic 
summaries and views for browsing  
• Procedural approach: constructing user-defined functions or modules 
including recursive ones and using built-in functions. This approach allows 
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effective design of queries using a similar approach to procedural 
programming. Writing functions will also improve the query by improving 
the: 
o Readability: repetitive query portions are written as a function,  
o Share-ability: user-defined functions can be re-used by other 
users/applications, and  
o Extensibility: partial or whole query can be encapsulated into a 
function, and used for building more complex queries. 
• Tree and Sequence: constructing queries that can retain the original tree 
hierarchy structure, and queries that take into consideration the order of 
appearance of elements. This is particularly important to support video 
hierarchy views and the temporal ordering of video segments. 
 
8.6.1. Construction of Dynamic Summaries 
 
Summaries are for smart browsing. They should be constructed dynamically based 
on the extracted segments and features instead of storing as a static index. This is to 
allow gradual content extraction as all segments need not be extracted at one time. In 
this section, we will demonstrate the use of XQuery to construct dynamic summaries. 
All queries have been designed to demonstrate the benefits of the proposed video 
data model while focusing on potential user/application requirements. A few 
important queries pertaining to this work are discussed here. 
 
Q1) Build hierarchical summary with all the details: For each play-break 
sequence (PB) in the comprehensive summary (CS), list its details and details of its 
segments. 
 
As the comprehensive summary is constructed by objects which are referenced from 
the segment collections, we should be able to get all the details of the segments and 
construct a summary which can support a useful browsing. Therefore, this query will 
demonstrate the advantage of storing hierarchical summary which references to the 
segments indexed as a flat list. Using this approach, we achieve more scalable 
indexing scheme; that is, sequences, events, and other segments can grow without 
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necessarily being included in the hierarchical structure. Therefore, the system can 
update the details of each segment at anytime, and users will get the up-to-date 
information as the hierarchy summary is dynamically constructed using a query.  
 
Algorithm 
Loop in all videos in a user-specified sport video library (α 1.1) 
 Loop in all PB in the CS of the video  
  Based on the CS, get the SegmentID of all event and segments which   
 are contained within the PB (α 1.2) 
  Display the elements of the sequence (α 1.3) 
  Loop in all events in the sequence – by matching Segment ID (α 1.4) 
   Display the elements of the event 
  Loop in all plays in the sequence, by matching Segment ID (α 1.5) 
   Display the elements of the play 
   … Apply modifiedα 1.5 for key frames and other segments    
 within play 
  … Apply modified α 1.5 for break and other segments within    
 sequence 
 
XQuery for Q1 
The queries are for the specific portions of the algorithms: α 1.1, α 1.2… α 1.5. 
α 1.1 
declare  function local:getVideo ($fileName as xs:string) as element () 
{ 
 let $vidLib:= doc($fileName)/sportVideoLibrary  
 return $vidLib//*[ends-with(lower-case(name()), "video")] 
} 
for $vid in local:getVideo ("SportVidLibrary_wObj.xml") 
α 1.2 
for $pb in $vid//comprehensiveSummary/pbSequence 
let $eventInPb := $pb/highlightEvent, 
      $playInPb := $pb/play 
α 1.3 
for $sequence in $vid//segmentCollection/pbSequence[segmentId = $pb/@pbId] 
       return $sequence/* 
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α 1.4 
for $event in $vid//*[ends-with(lower-case(name ()), "eventcollection")]/*[segmentId= 
$eventInPb/@eventId] 
       return <eventInPB> {$event/*} </eventInPB> 
α 1.5 
for $play in $vid//segmentCollection/playScene [segmentId = $playInPb/@playId] 
      return <playInPB>{$play/*}</playInPB> 
XQuery support composition to combine the query results into a structure. The following 
shows the composition structure for Q1. 
<results> 
 α 1.1 
 return 
 <match id=" {$vid/segmentId} "> 
 { 
  α 1.2 
  return 
      <pb> 
       {α 1.3} 
       {α 1.4} 
       {α 1.5} 
  }</pb> 
 </match> 
} </results> 
 
It should be noted that events are queried using a different approach than segments as 
the instantiated events are named as domain-specific events (through substitution 
group). The list of events can be obtained through soccerDomainEventCollection, 
basketballDomainEventCollection, and so on. Therefore, the query checks that the 
element name ends with “eventcollection” to support all sport genres.  The same 
approach is used to query sport videos within a sport video library for the same 
reason. 
 
Q2) for each event in domain event collection, produce the statistical annotation 
such as its details, and play-, and break-ratio, group by each match. 
 
As discussed in Chapter 7, statistical-view can be effectively used to describe a 
highlight as well to compare two or more highlight segments which may help 
viewers to choose a highlight they are more interested with. 
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Algorithm 
Loop in all videos in a user-specified sport video library (α 1.1) 
 Loop in all events in the eventCollection within the video (α 1.4 but without  matching 
 segment ID) 
  Calculate event duration (α 2.1) 
  Calculate play ratio (α 2.2) 
  … Apply modified α 2.2 to calculate break ratio and other statistics   
 such as excitement- and replay-ratio 
 
XQuery for Q2 
The queries are for the specific portions of the algorithms which have not been 
described: α 2.1, α 2.2 (refer to Q1 for α 1.1 and α 1.4). 
α 2.1 
for $event in $vid/*[ ends-with(lower-case(name()),  "eventcollection")]/* 
let $eStart := $event//frameStart, 
       $eEnd := $event//frameEnd, 
       $eventDuration := $eEnd - $eStart + 1 
α 2.2 
      let $play :=  $vid//playScene[//frameStart >= $eStart,  frameEnd <= $eEnd],                      
            $playDuration := max($play//frameEnd) - min($play//frameStart) + 1 
      return 
              if (count($play) >= 1) 
                then (<playRatio>{ $playDuration cast as xs:float div $eventDuration cast  
    as xs:float}</playRatio>) 
             else() 
The following shows the composition structure for Q2. 
<results> 
 {α 1.1 
   return 
  <Match id=" {$vid/segmentId} "> 
  {α 1.4  
    α 2.1 
   return 
   <EventSummary> 
    {<eventDetails> {$event} </eventDetails>} 
    {α 2.2} 
   </EventSummary> 
  }</Match> 
}</results> 
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Q3) Construct a customized summary (according to the user preference), 
processing from the first preferences, second preferences, and so on, until the 
maximum output duration is reached. 
 
As shown in the user preferences, users can choose their favorite type of events and 
segments. This summarization is particularly useful when users want to specify the 
total duration of the summary while having a total control on the segments and 
events that they will be able to watch. This query can be supported by XQuery and 
the resulting query can be used as an example of how XQuery can develop a 
complex query. 
 
Due to the complexity, the following provides the design rationale. Get user 
preference (in terms of the priorityLevel) on the type-of-summary, event, sport and 
segment.  Based on the example in section 8.5, user’s first preference is domain 
events summary which is composed of soccer goal, basketball foul, and so on. While 
maximum output duration is not reached, the system should display each event. The 
second summary preferred is a flat list of segments. For this purpose, users need to 
specify which type of sport they prefer. In this case, they like soccer and basketball 
(in the respective order). For each sport, the segments are displayed until max output 
duration is reached. 
 
Algorithm 
Get user preference for the specified user name (α 3.1) 
Determine the start and end of each type of user preferences: summaryType, sportGenre, 
segment, event, and maximum output duration (α 3.2) 
Loop from the start to the end of the preferred summaryType . 
 If the current summaryType equal to “highlightEventSummary” 
  Loop from the start to the end of the preferred event  
    Display the events 
 Else if the current summaryType equal to “flatListSummary”         
  Loop from the start to the end of the preferred sportGenre  
   Loop from the start to the end of the preferred segment   
    Display the segment 
 
α 3.3 
α 3.4
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XQuery for Q3 
α 3.1 
declare function local:getUserPref($user as xs:string) as element() 
{ 
     let $u := doc("UserPreference.xml")/userPreference/user[@userName=$user] 
     return $u 
} … 
let $userName := "dian", 
     $pref := local:getUserPref($userName) 
α 3.2 
let $summStart := 1, $sportStart := 1, $segmentStart := 1, $eventStart := 1, 
     $summEnd := 2, $sportEnd := 2, $segmentEnd := 5, $eventEnd := 5, 
     $outputPref := $pref/outputPref//maxOutputDuration cast as xs:integer 
α 3.3 
if ($summaryPref/@name = "highlightEventSummary") 
then (   
 <summary priority=" {$summLevel} "   type="{$summaryPref/@name}”> 
         { 
 for $eventLevel in $eventStart  to $eventEnd 
 let $eventPref := $summaryPref//event[@priorityLevel=$eventLevel] 
      return 
 <highlightEvents priority=" {$eventLevel} " type= "{$eventPref}"> 
 { 
  for $video in $vidLib//*[ ends-with(lower-case(name()),  "video")] 
   return  
  <match id="{$video/segmentId}"> 
  {  
  for $event in $video//*[name() = $eventPref ] 
  let $duration := $event//frameEnd - $event//frameStart +1, 
  $total :=  local:calcTotalDur($total cast  as xs:integer,  $duration cast as   
   xs:integer)  
  return 
  if ($total <= $outputPref) 
  then ($event) 
  else() 
  } 
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  </match> 
 }</highlightEvents> 
    }</summary>) 
α 3.4 
   else ( 
 <summary priority=" {$summLevel} "   type=" {$summaryPref/@name} " > 
                        { 
 for $sportLevel in $sportStart to $sportEnd 
                        let $sportPref := $pref//sportGenre[@priorityLevel=$sportLevel] 
 return 
 <sport priority=" {$sportLevel} " type=" {$sportPref} "> 
 { for $segmentLevel in $segmentStart  to $segmentEnd 
                         let $segmentPref := $pref//segment[@priorityLevel=$segmentLevel] 
   return 
  <segment priority=" {$segmentLevel} " type=" {$sportLevel} "> 
  { 
  for $video in $vidLib//*[ ends-with(lower-case(name()),  "video")] 
   return  
  <match id="{$video/segmentId}"> 
  {   
  for $segment in $video//*[name() = $segmentPref ] 
  let $duration := $segment//frameEnd - $segment//frameStart +1, 
  $total :=  local:calcTotalDur($total cast  as xs:integer,  $duration cast as  
  xs:integer)  
  return 
   if ($total <= $outputPref) 
   then ($segment) 
   else() 
   } 
  </match> 
  } 
  </segment> 
 } 
 </sport> 
 } 
        </summary > 
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Q4) Construct a customized summary, by showing users’ favorite players and 
matches.  
 
In this query, users can specify the type of their favorite matches and players. For 
example, some users like to watch only ‘goal feast’ match which is a match with > N 
number of goals. The following show examples of the summary requirement that can 
be specified by a user preference or user inputs (with the adjustable conditions). 
Please note that the scope of ‘best/ most’ is within the specified sportVideolibrary(s). 
 
<Favorite player> 
 <bestStriker> [>N goals] & [player position = striker/forward] 
 <mostUnluckyStriker> [>N shot  & <N goal in 1 match] & [player position =  
  striker or forward] 
 <mostDangerousTackler> [>N foul in 1 match] 
 <mostDiciplinePlayer> [<N foul in 5 matches] & [player position = defender/centre  
   back] 
 
<Favorite match> 
 <goalFeast> [>N goals] 
 <flowingGame> [<N fouls] or [<N whistle] 
 <crowdPleaser> [>N excitement] and [not exist in not(FlowingGame) ] 
 <nonQuietGame> [<N goal] and [<N shot] and [>N non] 
 
Algorithm 
Loop in all videos in a user-specified sport video library (α 1.1) 
 A. Process goalFeast matches (α 4.1) 
  Count all goal events in the video 
  If the number of goals is greater than a specified number 
   Display details of the video as a goalFeast Match  
 B. Process flowing matches (α 4.2)  
  Count all foul events and whistle segments in the video 
  If the number of goals less than a specified number and the number of   
  events is less than a specified number 
   Display details of the video as a flowingMatch  
  … Using similar approach as A and B, process other favorite matches and favorite 
 players  
 
XQuery for Q4 
α 4.1 
let $gT := 3 
let $goal := $vid//soccerDomainEventCollection//*[name() = "soccerGoal"] 
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let $numGoals := count($goal)  
return 
        if ($numGoals >= $gT ) 
        then 
 (<GoalFeastMatch>{$vid/segmentId}{<numOfGoals>{$numGoals}</numOfGoals 
 >}{$vid/mediaLocation} 
 </GoalFeastMatch>) 
        else () 
} 
α 4.2 
let $fT := 1, $wT := 1 
let $foul := $vid//soccerDomainEventCollection//*[name() = "soccerFoul"] 
let $whistle := $vid//segmentCollection//*[name() = "whistle"] 
let $numFouls := count($foul) 
let $numWhistle := count($whistle)  
return 
        if ($numFouls <= $fT and $numWhistle < $wT) 
        then  
 (<FlowingMatch>{$vid/segmentId}{<numOfFouls>{$numFouls}</numOfFouls>} 
 {<numOfWhistle>{$numWhistle}</numOfWhistle>}{$vid/mediaLocation} 
 </FlowingMatch>) 
        else () 
 
It should be noted that $gT is the (minimum) N number of goals for a goal feast 
match which can be updated according to user inputs. Similarly, $fT and $wT are the 
(maximum) N number of fouls and whistle for a flowing match. 
 
Q5)  Make a player [Ronaldo]’s goals summary  
List his details: full name, short name, position, and the goal segments that he scored 
regardless of the match; that is, find all goal segments across all matches in which 
Ronaldo appears. Display a count on all his goals too. This query can be easily 
updated for other players according to users’ inputs. 
 
Algorithm 
Store all the elements of the specified player – in this case ‘Ronaldo’– into a variable (α 5.1) 
Loop in all videos in a user-specified sport video library (α 1.1) 
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Display the player’s details including fullName, shortName, and position (α 5.2) 
Loop in all goal events which are scored by the player 
 Calculate and display the total number of goals     (α 5.3) 
 Display the details of the goal events    
 
XQuery for Q5 
α 5.1 
let $ronaldo := $vidLib//player[playerShortName = "Ronaldo" or 
 payerFullName="Ronaldo"] 
α 5.2 
<Details> 
 {$ronaldo//playerFullName} 
 {$ronaldo//playerShortName} 
 {$ronaldo//position} 
</Details> 
α 5.3 
 let $goalEvents := $vidLib//soccerDomainEventCollection//*[name() =   
  "soccerGoal"] 
 for $ronGoalEvents in $goalEvents[scorerPlayerId = $ronaldo//playerId] 
 return 
  <Goals> 
   { <numOfGoals> {count($ronGoalEvents) } </numOfGoals> }    
   { $ronGoalEvents} 
  </Goals> 
 
Q6) Find all video segments in which each player in all club teams grouped by 
the team appears, the appearance results are grouped by the video, segment, 
and then event. For each group, sort results by the location from the frame start 
to frame end. 
 
This query is particularly designed to show that Q5 can be easily modified and 
extended into a more complex query, thereby, demonstrating the scalability of 
XQuery. 
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Algorithm 
Loop in all videos in a user-specified sport video library (α 1.1) 
Loop in all players who belong to all the club teams within the video  
 Store all elements of the players and clubs into variables       (α 6.1) 
 Display the player’s details including fullname, shortName, and position 
 Loop in all segments and events in which the player appear 
  Calculate and display the total number of events        (α 6.3) 
  Display the details of the events     
 
XQuery for Q6 
α 6.1 is modified from α 5.1  and α 5.2 - PlayersByClubTeamSummary 
for $club in $vidLib/semanticObjectCollection/team[teamType = "clubTeam"] 
return 
 <ClubTeam name=" {$club/teamFullName} "> 
 for $clubPlayer in $vidLib//player[clubTeam = $club/teamId] 
    return 
   <Player name=" {$clubPlayer/playerShortName} "> 
 <Details> 
  {$clubPlayer//playerFullName} 
                          {$clubPlayer//position} 
 </Details> 
α 6.2 is modified from α 5.3 - AppearancesListedByMatch 
for $vid in $vidLib//soccerVideo 
return 
 <Match id=" {$vid/segmentId} " > 
 {<Segments> 
  {let $app :=$vid//semanticRelation 
   [sourceSemObjId = $clubPlayer//playerId] 
  for $segAppId in $app/destinationSegmentId 
  let $sequence := $vid//segmentCollection/*[segmentId = $segAppId] 
  order by $sequence//frameStart 
  return $sequence} 
 }</Segments> 
 {<Events> 
  {for $event in $vid//soccerDomainEventCollection/* 
  let $eventPlayer := $event//* 
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  [ends-with(lower-case(local-name(.)),"playerid") ] 
  where $eventPlayer = $clubPlayer//playerId 
  order by $event//frameStart 
  return $event 
 }</Events> 
 }</Match> 
 
8.6.2. User Queries 
 
The proposed video indexing scheme can support most of query types that have been 
classified in Chapter 2. The sample query specifications that will be used for 
experiment is described in Table 8.3. 
 
Query 
Num 
Query type Sample Query Specification 
 Semantic* Q1 to Q6 are all semantic based queries. 
Q7 Audio Visual* Find segments where excitement (audio) OR text (visual) can 
be found 
Q8 Meta 
information* 
Find soccer videos (show the segment Id only) where file 
extension = ‘mpg’ 
 Exact match** Q7 is querying for exact match 
 Similarity 
match** 
Find play-breaks sequences where face similar to a given 
image appears  
Q9 Location 
deterministic*** 
Any query which output the location of segments or events. 
For example, for each soccer video, display the frame start  
and frame end of all goal events 
 Browse*** Dynamic summaries for browsing described in section 8.5.1 
 
Q10 Iterative*** 1st round query: Find all soccer matches where number of goal 
events >= 2 (at least 2 goals) 
2nd round query: Retain only the matches (from the 1st round) 
where Team = Real Madrid.  
For each round, display the segment Id and overall Summary 
 Tracking*** Track the ball throughout this goal event; the result is location 
of the ball in each frames (ball trajectory) 
 Statistical*** Q2 shows an example of query which calculates statistical 
(i.e. percentage or ratio) 
 Unit (video 
stream) 
Q10 shows an example of query which addresses a video as a 
whole 
 Sub-unit Q1 to Q7 are querying for sub-units (i.e. events or segments) 
 
Table 8.3. Examples of Supported Queries (*: query content, **matching, ***behavior, grayed 
out rows show that they are yet to be supported by the proposed video database) 
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Q8) Find soccer videos-show the segment Id only-where file extension = ‘mpg’ 
Algorithm 
Loop in all videos in a user-specified sport video library (α 1.1) 
 Loop in all soccer videos in the library (α 8.1)      
  If the video’s file extension is ‘.mpg’  α 8.2 
   Display the segment ID of the video 
XQuery for Q8 
α 8.1 
for $soccer := $vidLib//soccerVideo 
α 8.2 
let $mpgSoccer := $soccer[//fileExtension = "mpg"] 
return 
<result> 
 {$mpgSoccer/segmentId} 
</result> 
 
Q9) For each soccer video, display the frame-start and frame-end of all goal 
events 
Algorithm 
Loop in all videos in a user-specified sport video library (α 1.1) 
 Loop in all soccer goal events in the video        α 9.1 
  Display the segmentId, frame start, and frame end of the event 
   
XQuery for Q9 
α 9.1 
for $goalEvents in $vidLib//soccerDomainEventCollection//*[name() = "soccerGoal"] 
return 
<GoalEvent> 
 {$goalEvents//segmentId} 
 {$goalEvents//frameStart} 
 {$goalEvents//frameEnd} 
</GoalEvent> 
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Q10) Iterative Query: 
1st round query: Find all soccer matches where number of goal events >= 1  
2nd round query: Retain only the matches (from the 1st round) where Team = Real 
Madrid.  
For each round, display the segment Id and overall Summary  
Algorithm 
1st round 
Loop in all videos in a user-specified sport video library (α 1.1) 
 Loop in all soccer videos in the library (α 8.1)  
  If the soccer video has >=1 goal events (α 10.1.1) 
  Display the segmentId and overallSummary of the soccer video (α 10.1.2) 
2nd round (italic indicates the refinement from 1st round) 
Loop in all videos in a user-specified sport video library (α 1.1) 
 Loop in all soccer videos in the library (α 8.1)  
  If the soccer video (has >=1 goal events) AND (involves ‘RealMadrid’   
  team)  (α 10.2.1) 
  Display the segmentId and overallSummary of the soccer video (α 10.1.2) 
 
XQuery for Q10 
α 10.1.1 
let $numGoals := count($soccer//soccerGoal) 
return 
if ($numGoals >= 1)  
 then (α 10.1.2) 
 else() 
α 10.1.2 
<soccerWithAtLeastOneGoal> 
 {$soccer/segmentId} 
 {$soccer/overallSummary} 
</soccerWithAtLeastOneGoal> 
α 10.2.1 refines α 10.1.1 
let $RealId := $vidLib//semanticObjectCollection/team[//teamFullName="Real 
Madrid"]/teamId 
if ($numGoals >= 1 and $soccer//team = $RealId) 
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8.7. Using MPEG-7 Standard Descriptions 
 
In Chapter 2, we have investigated MPEG-7 which is considered the standard 
multimedia description schemes. MPEG-7 aims to standardize the Description 
Definition Language (DDL), which defines the set of descriptors that we can use or 
modify. The descriptors can be used to describe the content of video and audio clips; 
the description scheme provides the structure to combine those descriptors to make 
the video descriptions. For example, we can describe video by its audio and video 
clips, and each video clip may use both the audio and visual descriptors.  
 
This section presents an MPEG-7 based video summary scheme as shown in Figure 
8.6 and demonstrates how the proposed XML schema based video model can adopt 
MPEG-7 standard descriptions. It is important to note that we have added some 
domain-specific annotations that are specific for soccer videos, and can be used 
generally for other team-based sports to enable more precise retrieval. Even though 
the schema uses specific annotations, it is still generic as it mainly uses the standard 
MPEG-7 structured annotations such as who and what-action. The following are the 
components of the MPEG-7 based video summary: 
• A video summary contains an overall summary and a hierarchical summary.  
o Overall summary describes the whole content of the sports video and 
provides the link to the full-length video. 
o Hierarchical summary groups highlights with similar contents. For 
example, we can group goal 1 and goal 2 into a highlight summary 
named “goals”. 
• Overall summaries and highlights include the link to the media while 
describing the contents. 
• Each highlight can link to key video clip, key audio clip, key frame, and key 
sound. For example, for a soccer goal segment, the key-frame may show the 
face of the goal scorer, and the key sound is when the commentator says that 
the player has just scored. For this purpose, sequential summary can be 
combined to the descriptions to describe the properties of the key frame, key 
sound and the texts displayed. 
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Figure 8.6. MPEG-7 Based Video Summary components 
 
 
The following describes the schema of the MPEG-7 based sports video summary. 
 
Preamble (wrapper) 
<schema xmlns=”http://www.w3.org/2000/10/XMLSchema” 
 xmlns:mpeg7=”http://www.mpeg7.org/2001/MPEG-7 schema” 
 targetNameSpace=” [the URI by which the current schema is to be identified]/VIDSchema” 
 elementFormDefault=”unqualified” 
 attributeFormDefault=”unqualified”> 
 
 <import namespace=”http://www.mpeg7.org/2001/MPEG-7 Schema”> 
Sport Video Library 
<element name=”SportVidLib”> 
<complexType name=”SportVideoLibraryType”> 
  <sequence> 
   <element name=”video” type=”VideoSummaryType” 
         minOccurs=”1” maxOccurs=”Unbounded” /> 
  </sequence> 
 </complexType> 
</element> 
 
<complexType name=”VideoSummaryType> 
 <sequence> 
  <element name=”OverallSummary” type=”vid: OverallSummary Type” / > 
  <element name=”HierarchicalSummary” type=”vid:HierarchicalSummaryType” / > 
 </sequence> 
 <attribute name=”genre” use=”required” type=”string”> 
 <attribute name=”type” use=”required” type=”string”> 
</complexType> 
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Element Name Descriptions 
SportVidLib An element which instantiates VideoStorageType  
SportVideoLibraryType A complex type that contains 1 or more video summaries, 
whose genres are “sport” 
VideoSummary Element of the sport video library which instantiates the 
VideoSummaryType. 
VideoSummaryType A complex type that summarises a video, whose genre is “sport” 
OverallSummary Element of VideoSummary that describes the overall content of 
the video, and contains the link to of the full-length video 
HierarchicalSummary Element of VideoSummary that describes the key events in a 
soccer match (e.g., score), and include the links to the highlights 
in the full length video. 
Genre Defines the genre of the video (e.g., sport, news, movies, etc). 
Type Defines in more details the type of the video. For example if the 
genre is “sport”, the type can be soccer, basketball, rugby, etc. 
 
Overall Summary and Hierarchical Summary type 
<complexType name=”OverallSummaryType”> 
 <complexContent> 
  <extension base=”mpeg7:SummaryType”> 
   <element name=”OverallSummaryAnnotation” 
      type=”vid:OverallSummaryAnnotationType” /> 
  </extension> 
 </complexContent> 
</complexType> 
 
<complextType name=”HierarchicalSummaryType”> 
 <complexContent> 
  <restriction base=”mpeg7:HierarchicalSummaryType”> 
   <element name=”HighlightSummary”  
           type=”vid:HighlightSummaryType” /> 
  <./restriction> 
 </complexContent> 
</complextType> 
 
<complexType name=”HighlightSummaryType”> 
 <complexContent> 
  <extension base=”mpeg7:HighlightSummaryType”> 
   <element name=”KeyFrameProperty” type=”mpeg7:FramePropertyType”  
            minOccurs =”0” maxOccurs = “unbounded”  /> 
   <element name=”KeySoundProperty” type=”mpeg7:SoundPropertyType”  
            minOccurs =”0” maxOccurs = “unbounded” /> 
   <element name=”KeyTextProperty” type=”mpeg7:TextPropertyType” 
      minOccurs =”0” maxOccurs = “unbounded” /> 
   <element name=”HighlightSegmentAnnotation 
           type=”vid:HighlightSegmentAnnotationType” 
      use = “required”> 
  </extension> 
 </complextContent> 
</complexType> 
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Element Name Descriptions 
OverallSummaryType A complex type that extends the MPEG7 Summary, by adding 
the overall summary of the whole video (using 
OverallSummaryAnnotationType) 
HierarchicalSummaryType A complex type that restricts the MPEG7 
HierarchicalSummaryType by using the extended 
highlightSummaryType to meet our requirements. 
HighlighlightSummaryType A complex type that extends the MPEG7 
HighlightSummaryType by adding keyFrameProperty, 
keySoundProperty, keyTextSummaryProperty, and a 
highlightSegment 
KeyFrameSummary Specifies the key frame properties, such as the frame activity 
and region-of-interest, using MPEG7 FramePropertyType 
KeySoundSummary Specifies the key sound properties, such as the textual title of 
the key audio clip, using MPEG7 Sound PropertyType 
KeyTextSummary Specifies the key frame properties, such as the start time and 
location of the original AV data that contains the textual 
information (i.e., scoreboard display), using MPEG7 Text 
PropertyType 
OverallSummaryAnnotation Instantiates the OverallSummaryAnnotationType to describe the 
overall content of the video 
HighlightSegmentAnnotation Instantiates the highlightSegmentAnnotationType to describe 
the event in each highlightSegment 
 
Overall Summary Annotations and Highlight Segment Annotations 
<complexType name=”OverallSummaryAnnotation”> 
 <sequence> 
  <element name=”WhatAction” type=” mpeg7:TermUseType” />   
 <element name=”HomeTeam” type=" mpeg7:TextualType” /> 
  <element name=”VisitingTeam” type” mpeg7:TextualType” /> 
  <element name=”Where” type=”mpeg7:TermUseType” /> 
  <element name=”When” type=”mpeg7:TermUseType” />  
  <element name=”Winner” type” mpeg7:TextualType” /> 
  <element name=”FinalScore” > 
   <simpleType> 
    <restriction base=”string”> 
     <pattern value=”(H) \d - (V) \d” />  
    </restriction> 
   </simpleType> 
  </element> 
  <element name=”MatchComment” type=”mpeg7:TextualType”  use=”optional” /> 
 </sequence> 
</complexType> 
 
<complexType name=”HighlightSegmentAnnotation”> 
 <sequence>  
  <element name=”Who” type=” mpeg7:TermUseType” /> <!-- scorer --> 
  <element name=”Team” type=“mpeg7:TextualType” / > <!-- team benefited --> 
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  <element name=”Time” type=” mpeg7:TextualType” /> <!-- when scored --> 
  <element name=”Why” type=” mpeg7:TermUseType use=”optional” /> 
   <element name=”How” type=” mpeg7:TermUseType” use=”optional” /> 
  <element name=”HighlightComment”type=”mpeg7:TextualType”use=”optional” /> 
 </sequence> 
</complexType> 
 
An Example of how the schema can be instantiated for the actual descriptions 
 
  <HierarchicalSummary> 
   <SummaryThemeList> 
<SummaryTheme xml:lang="en" id="E0"> soccer 
</SummaryTheme> 
<SummaryTheme xml:lang="en" id="E01" parentId="E0"> goals 
</SummaryTheme> 
   </SummaryThemeList> 
   <HighlightSummary id="MU_goals" themeIds="E01"> 
    <HighlightSegment id="MU_Goal_videoclip_1" level="0" 
 duration="PT56S"> 
     <KeyAVclip> 
      <MediaTime> 
       <MediaRelT imePoint>PT8M31S 
        </MediaRelT imePoint> 
       <MediaDuration>PT56S 
</MediaDuration> 
      </MediaTime> 
     </KeyAVclip> 
     <HighlightSegmentAnnotation> 
      <Who>Van Nilestrooy</W hor> 
      <Team>Manchester United soccer team</Team>
      <Time>7M </Time> 
      <HighlightComment>Ryan Giggs displays a 
     great control, then assists Van Nilestrooy.  
     It's Van Nilestrooy first goal in Champions 
     League since he jo ined Manchester  
     United in 2001 
      </HighlightComment> 
     </HighlightSegmentAnnotation> 
    </HighlightSegment> 
<SportVidLib> 
 <Video genre="sport" type="soccer"> 
  <MatchSummary> 
   <Name>soccer: ManchesterUnited vs Deportivo2001</Name> 
   <SourceLocator>     
    <MediaUri>http://vidlib.org/soccer1.mpg</MediaUri> 
    <<MediaTime> 
     <MediaRelTimePoint>PT0S</MediaRelTimePoint> 
     <MediaDuration>PT105M</MediaDuration> 
    </MediaTime> 
   </SourceLocator> 
   <MatchAnnotation> 
<WhatAction>Soccer: Champions League 
Qualifying</WhatAction> 
    <HomeTeam>Manchester United soccer team</HomeTeam> 
    <VisitingTeam>Deportivo La Coruna soccer team</VisitingTeam>
    <Where>Old Trafford, England </Where> 
    <When><Y>2001</Y><M>8</M><D>8</D></When> 
    <Winner>Deportivo La Coruna soccer team</Winner> 
    <FinalScore>H2-V3</FinalScore> 
    <MatchComment>A very thrilling lots of goals and exciting 
  plays!</MatchComment> 
   </MatchAnnotation> 
  </MatchSummary> 
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Appendix 4 presents a more detailed sample data for the MPEG-7 based video 
indexes which is used to test the queries as described in Appendix 6. 
 
8.8. Conclusion 
 
In this chapter, we have proposed a segment-event based video data model which is 
designed using semi-schema-based and object-relationship modeling schemes. The 
schema is developed into XML schema with ORA-SS notation, and utilized by 
XQuery to construct dynamic summaries and user-oriented retrievals. The proposed 
schema is scalable as it supports incremental development of algorithms for feature-
semantic extraction. Moreover, the schema does not need to be complete at one time 
while allowing users to add additional elements. We have also emphasized the usage 
of referencing relationship to avoid redundant data. Referencing also allows the 
system to add segments and events to achieve more straightforward and faster data 
insertions. 
 
Main Concepts of the Proposed Indexing Scheme: 
• All segments can be extracted incrementally in the same level; that is, the 
hierarchy is not considered. Gradual index construction is easier to achieve. 
• Syntactic/semantic relation stores all the relationships between segments. 
• Semantic objects are stored as objects which can be referred to by segments. 
• Referencing is preferred to nesting to avoid redundancies. For example, 
hierarchical summaries contain the segment Id such as foreign key that can be 
referred to by the actual details. 
• Summaries for browsing should be constructed dynamically using queries 
rather than storing as static indexes. 
 
The two major contributions of the work presented in this chapter are: 1) Novel 
XML-based video model, which utilize semi-schema based scheme with Object-
Relational approach to support effective gradual content-extraction. For this purpose, 
we will demonstrate the use of ORA-SS notation for schema representation and 
describe some specific features from XML schema that can be used to support our 
model. 2) Novel XQuery-based formula to construct dynamic summaries and user-
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oriented retrievals. This research work can serve as a scenario-based use cases and 
tutorial for the emerging technologies of XML schema and XQuery. 

 235 
Chapter 9     
 Conclusion and Future Work 
 
9.1. The Main Contributions 
 
Content-based video indexing for sports applications is a subset of the multimedia 
content management. It forms the main basis of this investigation. A domain-specific 
strategy is used to design the techniques and tools to extract the contents 
automatically while optimizing a degree of familiarity with the characteristics of 
broadcasted sports video for an effective and robust design of indexing techniques. 
 
A set of extraction algorithms for mid-level features derived from audio-visual tracks 
have been developed. Its effectiveness is demonstrated using events from various 
sports genre that can be detected using a combination of the features. Based on the 
results, it is found that the integration of multi-modal information can improve the 
automatic detection of semantic contents.  
 
A classification scheme has been developed to distinguish domain-specific events. 
The proposed scheme relies on the fact that the occurrence of mid-level features in a 
play-break segment shows remarkable patterns for various events. A review of 
alternative approaches is provided to depict the use of manual heuristic rules and 
machine learning. To complement the weaknesses of these approaches, a set of 
statistical-driven heuristic rules have been developed and implemented. The 
performance results have shown that the proposed technique is robust for various 
sports, and that play-break can be used as an effective scope of event detection. 
 
An integrated summary structure has been introduced to demonstrate the importance 
of retaining play and break segments and integrating them with highlight events. The 
summarization scheme uses some text-alternative annotations such as statistical 
annotation and close-up view of players to describe the segments. A user study has 
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been conducted to verify the usefulness of the constructed summaries, as well as to 
test the effectiveness of the user interface. 
 
An indexing scheme that binds all the detected features and events has been 
developed to demonstrate the benefits of integrating semi-schema and object-
relationship modeling approaches. The video indexes have been tested by several 
sets of queries which show dynamic construction of browsing summaries and 
categorized user-oriented queries.  MPEG-7 standard descriptions that are applicable 
for video indexing have also been studied and tested to show that the proposed 
indexing and retrieval technique can be easily leveraged to accommodate MPEG-7. 
 
9.2. Factors Used to Evaluate Video Indexing System 
 
As noted, the success of a video indexing system is ultimately determined by its 
ability to support users and applications requirements. Domain-specific approach 
aims to achieve this goal by focusing on specific requirements for designing the most 
effective methods to construct the indexes without too much manual intervention and 
to design intuitive browsing and retrieval methods. Therefore, there are three 
important aspects that need to be assessed to reflect on the performance of a video 
indexing system as a whole. 
 
• The reliability of the automated content extraction, which determines the 
accuracy of the indexable information, is important. A set of algorithms have 
been developed to extract mid-level features such as whistle, excitement, 
slow motion replay, text display, and goal area. Each of these algorithms has 
been tested using a large sample data to demonstrate the desired performance 
level using Recall Rate (RR) and Precision Rate (PR); RR reflects on the 
number of miss- or false negative-detections and PR reflects on the number 
of incorrect- or false positive-detections. In summary, whistle, text and 
excitement detection has an average RR greater than 82% and PR greater 
72%. Shot classification and near goal detection has RR greater than 90% and 
PR greater than 78% while the slow motion detection has RR grater than 
75%. Whistle, text, and excitement has been selected to detect most of the 
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generic key events in sports video. The experiment demonstrates that 90-
100% events are detected from soccer while 79-80% events are detected from 
rugby. 
 
It is demonstrated that the performance of mid-level features extraction 
affects the reliability of play-break segmentation which, in turn, influences 
the detection of domain-specific events. It is due to the fact that the play-
break segmentation algorithm uses the outputs from shot classification and 
slow-motion replay detection. Similarly, the detection of specific events takes 
into account the integration of multi-modal features such as the selected mid-
level features within the scope of a play-break sequence. In summary, the 
replay-based correction on the conventional play-break segmentation 
achieves an average (avg) RR of 95% and avg PR of 85%. The experiment on 
events detection has demonstrated avg RR of 75% and avg PR of 69% in 
soccer highlights, avg RR and PR of 81% in basketball, and avg RR of 80% 
and avg PR of 83% in AFL. 
 
• The effectiveness of the indexing scheme for storing the extracted 
information is the second aspect. A summarization scheme has been 
developed and implemented with the associated user interface to demonstrate 
the benefits of integrating play break and highlights events. The results from 
a user study with 10 participants that represent four types of profiles have 
confirmed the effectiveness of the indexed information in improving their 
browsing and viewing experience. The most positive feedback comes from 
sport fans who like to watch the whole sport games as they believe that the 
summarized information will still allow them to view all details. An indexing 
scheme has been developed and constructed to store all the extractable 
information while supporting gradual improvements on the algorithms and 
additions of new algorithms that detect new features and events. 
 
• The third aspect is the effectiveness of the indexing scheme in terms of 
supporting the required retrieval. A set of queries have been designed and 
implemented to demonstrate that the indexes can support dynamic 
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construction of summaries for browsing. The indexes also support user-
oriented retrievals which utilize various strategies.  
 
 
9.3. Trends and Future Work 
 
As a content-based video indexing system comprises of inter-related components, 
any improvement on a particular component will result in some changes in the other 
components. In order to support future work, it is important to note that the proposed 
frameworks for statistical-driven events detection and XML-based indexing have 
been designed to support gradual addition and improvement. 
 
In the area of content extraction, there are still many mid-level features can be 
extracted from sports video which can potentially be used during event detection, 
indexing and retrieval. Therefore, we aim to extract larger amount of mid-level 
features while improving the individual performance results, to support a more 
reliable automatic semantic interpretation. As many features extraction algorithms 
have already been in existence, we can either adopt and modify any of the suitable 
ones or develop our own algorithms. 
 
The statistical-driven framework for specific events detection can be improved and 
extended by deriving some additional statistical features such as the location of slow 
motion replay of the last close-up frame, and including more mid-level features 
which can improve the highlights detection. This framework currently uses average, 
minimum, and maximum statistics to describe the common characteristics and upper-
lower boundaries. In some cases, these statistics are not descriptive enough for 
developers to design the associated heuristic rules. We aim to tackle this limitation 
by using other types of statistical measurements and develop an algorithm that can 
automate the process of developing statistical-driven heuristic rules. In order to 
further verify the generality of our algorithms, more highlights and sports genre will 
be tested. In particular, we aim to apply the statistical-driven framework for 
classifying the highlight events in other sports categories including tennis and 
volleyball which are both set-point based. However, most of the events can be 
detected as generic highlights without the same level of necessity for classification, 
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due to the rarity of highlight events extraction in time-lap and performance-based 
sports. 
 
Even though play-break can be used as effective and definitive event detection, there 
are still many sport events that do not lead to break. For example, shot-on-goal in 
soccer may not be followed by a sequence of close-up or zoom-in shots of the player, 
which is long enough to be perceived as a break. In fact, when the action is still 
intense, the broadcasters will mainly use global shots to capture the fast movements 
of players and ball. Moreover, there are sports events which can not be detected 
unless we utilize object-motion based features. These limitations can be tackled by a 
further investigation into object-motion based features to complement our methods 
for events detection. 
 
Most of the algorithms developed for features and semantic extractions need to be 
run with adjustable parameters. In most of the cases, when the parameters are 
changed, the performance such as precision and recall rate is affected; therefore, the 
parameters need to be refined iteratively and empirically to achieve the optimum 
performance results. In order to reduce the required manual intervention, we have 
developed an algorithm that can assist the choice of parameters based on the desired 
performance results. 
 
To date, the system is capable of detecting specific events such as goal regardless of 
how it is scored. In order to support more advanced queries, a set of techniques and 
algorithms needs to be developed to detect further tactical semantic. For example, the 
system should be able to distinguish goals which are scored from an open play (that 
is, directly from attacking play build-up) or dead ball such as penalty kick. 
Therefore, tactical-related features such as playing position and motion pattern of 
players and ball need to be developed.  
 
In order to enhance the automated video semantic understanding, we should also 
consider utilizing features that are beyond the conventional video components. For 
example, we can utilize match log which can be mined from the Internet for 
detecting events in sport matches. Moreover, each video genre will have specific 
types of users with similar characteristics. Therefore, we have tested the 
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effectiveness of combining our approach for video semantic with other methods that 
are based on users’ attention and browsing model. 
 
In order to further verify and improve the robustness of the proposed algorithms for 
features and semantic extraction, we have incorporated more sport genre such as 
volleyball, tennis and gymnastics, into the existing dataset. The extracted information 
will allow the system to construct a larger sample of video database data which 
consequently would verify the benefits from using the proposed video indexing 
model. As a result of more mid-level features and semantic detectable, the indexing 
schema would need to be expanded to include more segments and events. Whenever 
the indexes are extended as a result of more extractable information, we need to 
rerun the queries to ensure that the indexes are fully supported. 
 
During semantic annotation which is needed to describe play-break and highlights, 
techniques such as video OCR, speech recognition, objects tracking can be integrated 
to complement the text-alternative annotation. In addition, a dictionary containing 
certain semantic concepts can be developed to optimize the sharing of common 
entities that exist in sports videos such as event names, players and stadium. 
 
In the area of indexing, the MPEG-7 utilization can still be extended to include wider 
scope of standard descriptions. The potential benefit of promoting MPEG-7 
utilization is to support easier sharing of indexes between different indexing schemas 
that have been developed by other work. 
 
In the area of retrieval, the XQuery utilization can still be improved to include wider 
variety of search strategies such as query by example while adding more dynamic 
summaries that can be utilized by users and applications. As XQuery is still a 
working draft, we will need to revisit the proposed queries when it becomes a final 
version. This is to ensure that all functionalities that we applied can be used and to 
have potential improvements on the query effectiveness. 
 
An effective GUI for retrieval and browsing needs to be developed to help users 
designing queries graphically or using natural language. The GUI is also essential to 
present the query results effectively. In particular, the query results in XML need to 
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be translated into a graphical hierarchy that links to the video. The final version of 
GUI should support data insertion and update, query refinement, relevance feedback, 
query within browsing, and multiple-step query refinements. 
 
As handheld and mobile devices which can play video are becoming common, we 
can integrate these devices with our algorithm to provide sport fans with a 
summarized version of sports video from anywhere. For this purpose, the algorithms 
need to be optimized so that they can be processed with less power and time. The 
indexes should be small in size so that they are portable. Alternatively, a client-server 
environment can be constructed with the Internet or wireless communication as the 
mean of connection. In addition, the GUI needs to be updated and designed to fit 
smaller screen size. 
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A. Appendix 1: Details of Test Data 
 
Highlights
Truth Detected Truth Detected Truth Detected
0 [ ] [ ] [ ] [ ] [ ] [ ]
1 [ ] [ ] [ ] [ ] 50-58 54-55
2 [ ] [ ] [ ] [ ] 25-45, 51-60 30-35, 42-49, 59-60
3 [ ] [ ] [ ] [ ] 1-9, 17-19,  29-37 1-5, 17-19, 31-36 1-59':Line-up, player introduction
4 17 [ ] 13-16, 23-29 13-19, 25-32, 35-37 [ ] 9-13, 24-26 13-16':good attack after kick off, 17':offside
5 4 4 4-7, 35-39 2-8, 11-16, 33-36, 56-59 15-16, 47-48 15-16, 44-45 4':foul, 35-39':good attack
6 20-21 20 17-27 1-3, 17-21, 24-27, 44-49 [ ] [ ] 20':foul
7 24-25 24-25 29-31, 35-38 12-18, 29-31, 35-38 35-36 35-36 25':freekick taken, 30':very close shot
8 [ ] [ ] [ ] 24-27, 30-35, 50-58 [ ] [ ]
9 30 [ ] 10-13, 20-33 11-14, 20-33, 37-47 [ ] [ ] 10-13:'good defend 20-29':good play 30':foul
10 59 59 1-12, 50-58 1-11, 30-59 [ ] [ ] 1-12;:loud crowd only, 50'-58':good play 59':foul
11 [ ] 18 39-47 1-8, 13-15, 39-47 49 9-10 39-47':good attack followed by shot
12 [ ] [ ] 17-27, 48-53 17-27, 38-40, 50-58 [ ] 5-7, 19-22 17-27':loud crowd during start of attack
13 [ ] [ ] 5-10, 26-40 5-9, 13-21, 26-39 [ ] [ ] 5-10':good play, 26-39':good counter attack with shot
14 [ ] 16-20 12-25, 46-53 12-25, 46-53, 57-59 2-6 1-2, 29-34 12-25':loud crowd during attack,  46-53':wide shot
15 [ ] [ ] 47-60 1-4, 11-17, 51-59 3-4 [ ] 47-60': GOAL following good attack
16 26, 48 26, 48 1-49 1-21, 26-29, 36-49 49-50 16-19 1-49':goal celebration (excited comment)
17 [ ] [ ] [ ] 7-11, 30-34, 42-48, 56-59 [ ] [ ]
18 10 10 30-36 1-14, 28-32 6-7 27-28, 30-32 10':foul,  30-36'good counter attack
19 51 [ ] [ ] 1-5, 16-21 [ ] 56-60
Juventus - Madrid (soccer1)
Whistle Excitement Text
 
Table A.1. Whistle Excitement and Text in Juventus-Madrid 
 
Highlights
Truth Detected Truth Detected Truth Detected
0 [ ] [ ] [ ] 1-4 1-12, 14-48 1-12, 15-48 1-59':Line-up and referee introduction
1 45, 57-58 58 15-23, 32-40, 46-50 16-20, 33-40 [ ] [ ] 46':Kick off, 57': offiside
2 31-32, 48 32, 48 41-48 14-17, 20-22, 41-47 [ ] [ ] 31-32': throw in to be retaken, 48:' offside
3 [ ] [ ] 17-23 36-40 34-37 37-38 17-23':good attack
4 34-35, 57 [ ] [ ] [ ] 42-45 42-45 5-11':good attack, 34-35':offside, 57':foul
5 44-45 1,  44 3-11, 47-54 5-11, 25-37, 47-54 [ ] [ ] 44':foul
6 43-44 29 2-7, 25-37, 49-59 3-7, 34-37, 40-50, 53-57 [ ] [ ] 2-7':good attack, 25-37':counter attack followed by shot saved, 43':offside
7 [ ] [ ] [ ] 43-52 [ ] [ ]
8 [ ] [ ] 1-51 8-28, 31-37 [ ] 16-23 8':GOAL
9 [ ] [ ] 10-18, 20-37, 46-55 12-14, 20-26, 29-31, 43-52 1-3, 16-19 1-3 10-14': good attack, 17-19': updated scoreline, 20-37':good attack, 46-53'corner taken
10 [ ] [ ] 17-37, 52-60 18-33, 47-58 [ ] [ ] 17-37': loud crowd only, 52':good counter attack
11 [ ] [ ] 30-38 [ ] 57-60 [ ] 30':good attack
12 11-12 24 16-27, 50-60 3-10, 16-26, 38-43, 49-59 [ ] [ ] 11': offside, 16-27':good attack, 56':very close shot on goal after good attack
13 43-44, 48-49 44,  48-49 1-11, 57-60 [ ] 41-43 42-43 41': text tell MU"s coach, 43':foul, 48':freekick
14 [ ] [ ] 36-40 36-40 [ ] [ ] 36-40': good attack
15 [ ] [ ] 12-16, 37-39 11-15, 37-39 [ ] [ ] 12-16' good attack, 37-39': igood attack
16 23-24 20 1-11,  18-23 53-56 [ ] [ ] 1-11':excited explanation of GOAL1 which was very interesting, 18-23': good attack, 23': freekick
17 [ ] [ ] 53-58 46-49, 54-57 [ ] [ ] 53-58': good attack followed by good counter
18 [ ] 52 50-56 [ ] [ ] [ ] 50-56': good play followed by shot on goal
19 11-12, 25-26, 53-54 26,  53 28-38, 42-51 27-31, 35-38, 45-50 [ ] [ ] 11':foul, 25': foul, 42-51:'good attack, 53':foul
MU_Depor 2
 20 [ ] [ ] 13-17 13-17, 21-24, 36-37, 55-59 [ ] [ ]
21 16,27 27 27-30 27-30 53-57 [ ] 27-30': foul
22 [ ] [ ] 11-18, 24-35, 52-55 11-18, 24-35, 51-56 [ ] [ ] 11': good pla, 52': good tackle
23 42 6 0-9, 16-22 0-8, 16-22 [ ] [ ]
24 18 18, 42, 48 16-21 16-20 [ ] [ ] 16': excited speech only
25 [ ] [ ] 1-7, 43-46 [ ] [ ] 8-10 1-7': def, 43':att
26 22 [ ] 39-48 19-22, 31-34, 39-48, 51-57 [ ] [ ] 39':shot
27 [ ] 41 28-33, 36-48, 49-58 7-11, 28-33, 36-39, 42-45, 48-58 [ ] 42-44 all just loud crowd
28 11 11 26-34, 43-55 24-26, 29-32, 43-55 56-59 56-57 26':shot
29 [ ] [ ] 38-45 14-16, 21-23, 29-35, 38-49 [ ] [ ] 38': attack
30 59 59 [ ] [ ] [ ] [ ]
31 [ ] 24 51-55 51-55 39-44 40-44 51':def
32 [ ] [ ] 4-9, 20-26, 43-50 20-26 [ ] [ ] 4':att, 20':foul, 43': shot
33 [ ] 2 52-58 11-19, 52-57 [ ] [ ] 52':attack followed by corner
34 [ ] [ ] 14-19, 40-49 40-50 [ ] [ ] 14': good play, 40':att
35 57 57 17-29, 57-59 19-27 [ ] [ ] 17': shot, 57': foul
36 [ ] [ ] [ ] [ ] [ ] [ ]
37 [ ] [ ] 35-38, 49-60 35-38, 52-59 [ ] [ ] 35':def, 49': goal
38 54 [ ] [ ] 44-47, 53-57 46-51 50-51
39 [ ] 40 30-54 51-54 [ ] [ ] 30':goal
 MU_Deportivo (soccer2)
Whistle Excitement Text
 
Table A.2. Whistle Excitement and Text in MU-Deportivo1 
 
APPENDIX 1: DETAILS OF TEST DATA 
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Highlights
Truth Detected Truth Detected Truth Detected
0 12 12, 42-45, 53-55 7-11,  21-24, 28-30, 42-45, 53-55 [ ] [ ] 12':foul, 42'-55':good play
1 [ ] [ ] 29-51 10-12, 29-51, 56-58 [ ] [ ] 29-51:crowd supporting
2 [ ] [ ] [ ] [ ] [ ] [ ]
3 10-11, 41 7, 41 5-17 15-17, 46-51, 56-59 [ ] [ ] 8': goal attempt, 41': Foul
4 [ ] [ ] 3-10, 31-34 1-5, 8-10,  31-34, 51-53 [ ] [ ] 3'-19': goal attempt
5 21-22, 31, 35, 41 21-22, 31, 35, 41 9-12, 39-41 9-12, 28-30, 39-41, 44-49, 52-57 33-39, 52-59 34-40, 52-54, 57-60 5-12':good corner, 21':offside, 31' 35': play stopped (freekick to be retaken),  42': freekick
6 [ ] [ ] 11-15, 32-34 11-15, 32-34 1-4 1-4, 30-32 11'-19': good play, 32-34': crowd cheering (attack started), 
7 47-48 3 35-39 25-26, 35-39, 42-44, 54-56 [ ] [ ] 36-39':crowd jeering, 47':play stopped (offside)
8 47 47 20-24, 34-35 20-24, 34-35, 39-43, 49-51, 55-57 [ ] [ ] 20-35': good attack, 47': offside, 
9 [ ] [ ] 18-30, 37-49 18-32, 37-41, 45-48, 58-59 [ ] [ ] 18-30': crowd cheering, 37-49':good attack followed by a  non-foul tackle
10 [ ] [ ] 9-11, 29-30 1-11, 17-18, 29-30, 44-45 59-60 2-23, 59-60 9-11': good play tackled with no foul, 29': goal attempt
11 16-17 [ ] 1-7, 16-19, 37-43 1-7, 16-19, 37-45 1-4 0-4 1-7': corner kick, 16': foul 37': crowd cheering
12 36-37, 52 36 29-37 52-54 7-14, 22-28, 31-36, 39-42, 52-54 [ ] 5-9 29':good attack, 36':foul, 52':play resumed
13 22 [ ] 9-12,, 47-50 9-12, 23-28, 31-32, 47-53 [ ] [ ] 9-12':good play, 22': foul, 47-50':good counter attack
14 [ ] [ ] 1-7, 37-41 1-9, 37-41 [ ] [ ] 1-7', 37-41':crowd cheering
15 [ ] [ ] [ ] [ ] 4-11 5-10
16 [ ] [ ] 16-22 17-22, 31-34 [ ] [ ] 16-22:'goal attempt
17 50-51 50 51-53 9-13, 18-20, 43-48, 51-55 [ ] [ ] 51': foul
18 30 30 [ ] [ ] [ ] [ ] 30': freekick
19 25 25 3-6, 9-15, 3-6, 9-15, 23-28 [ ] [ ] 3-6':shot denied by woodwork, 25': foul, 
20 55, 56-57 [ ] 3-8, 11-14, 19-21, 25-28, 42-46, 52-56 3-8, 11-14, 19-21, 25-28, 42-46, 52-56 [ ] [ ] 3-14':good attack, 25':corner kick, 52-56':goal denied by superb save,  55, 56-57': end of first half
Braxil Germany (Soccer 3)
Whistle Excitement Text
 
Table A.3. Whistle Excitement and Text in Brazil-Germany 
 
Highlights
Truth Detected Truth Detected Truth Detected
0 [ ] [ ] [ ] 39-60
1 [ ] [ ] 24-27, 33-36 1-32 12-23
2 [ ] 26-39 1-15, 18-31 [ ] Match is stated by a musical item
3 [ ] 57-60 4-22, 36-59 25-48, 53-60 Players introduction
4 [ ] 1-14, 41-44 1-13, 39-42, 53-59 1-5, 18-22 Kick off
5 [ ] 1-4 2-4, 26-31, 44-48, 53-59 56-58
6 [ ] 25-33 9-25, 28-38, 46-51 57-60 Good Play
7 [ ] 16-24, 46-49 4-19, 22-24, 27-40, 43-46 [ ] Good Play, Foul
8 37-38 37 1-4 1-3, 19-21, 24-27, 54-57 20-21
9 [ ] [ ] 7-11, 48-60 7-10, 13-19, 36-40, 56-57 17-19 Good Play, Foul
(2) 10 [ ] 1-3, 30-37 3-12, 29-37, 45-50, 53-58 [ ] Good Play
11 [ ] 25-36 8-13, 24-37 [ ]
12 [ ] 32-49 12-20, 25-42, 49-52 [ ]
13 [ ] 1-6, 15-31, 58-60 1-3, 14-30, 57-59 [ ] Good Play
14 [ ] 7-17, 25-40 9-13, 16-18, 24-36, 39-42 42-47 42-47 Attempt on Goal
15 [ ] 23-26, 35-47, 54-60 23-26, 35-49, 54-59 [ ] GOAL
16 [ ] 1-24, 42-59 1-9, 12-21, 41-59 10-15, 58-60 59-60
17 13 13, 15 1-10 7-9, 13-21, 43-45 1-4 1-4
18 [ ] 17-39 17-20, 23-37, 42-44 [ ] Attempt on Goal
19 [ ] 4-8, 23-27 3-18, 25-27, 33-46, 50-54 30-32
Madrid Milan (Soccer 4)
Whistle Excitement Text
 
Table A.4. Whistle Excitement and Text in Madrid-Milan 
 
Highlights
Truth Detected Truth Detected Truth Detected
0 [ ] 20-26 (a), 34-37(a) 50-59(att, foul) 0-9, 21-26, 35-37, 54-59 [ ]
1 33(foul| 33 23-26(loud), 56-59(loud) 23-26, 56-59 41-42 41-42
2 2(foul), 0-2 9-19(loud) 9-19 [ ]
3 [ ] 17-22(foul) 17-22 [ ]
4 [ ] 29-34(def), 37-43(att), 47-55(shot) 29-34, 37-43, 47-55 58-59 58-59
5 [ ] 29-33(shot) 50-57 [ ]
6 [ ] 44-59 (att) 17-20, 48-50, 55-59 20-24 22-26
7 57 [ ] 0-4(offside), 32-37(att) 0-4, 10-13, 32-36
8 [ ] 57-60 (att) 0-4 0-10 1-10
9 [ ] 14-19(loud) 14-19 27-28 27-28
10 [ ] 33-36(foul) 33-36 21-27
11 [ ] 0-4 [ ] [ ]
12 [ ] 6-11(att), 23-30(loud) 23-30 0-4 2-9
13 [ ] 50-60 3-6, 40-42, 45-50, 56-59 38-40
14 [ ] [ ] [ ] 20-50 20-50
15 [ ] 0-7(ATT), 39-50(attack) 45-50 19-23, 48-50  48-50
16 [ ] 9-15(loud), 20-23(att), 45-57(shot), 9-13, 45-49, 52-57 [ ] [ ]
17 [ ] 22-30(loud) 26-29 56-58 56-58
18 [ ] 1-13(loud), 47-52(loud) 1-13, 47-51 39-41 11-12
19 [ ] 36-50 (att, shot) 36-39 [ ] [ ]
Milan Inter (Soccer 5)
Whistle Excitement Text
 
Table A.5. Whistle Excitement and Text in Milan-Inter 
 
 
APPENDIX 1: DETAILS OF TEST DATA 
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Truth Detected Truth Detected Truth Detected
( 1) 0 30-35, 30-33  39-43 33-37, 39-45 0-29, 36-39, 44-60 0-30, 37-39, 45-60
 (1500) 1 53-55 54-55 [ ] 47-48 0-37, 38-42 (very little grass), 43-52, 56-60 0-48, 48-54, 54-59
(3000) 2 6-10 6-10 [ ] [ ] 0-5, 9-60 0-6, 10-60
(4500) 3 59-60 38-40, 59-60 31-38, 40-59 31-59 0-36, 0-31
 (6000) 4 2-19, 23-27, 29-45, 47-56. 58-60 0-2, 3-19, 20-21, 24-29, 30-47, 48-60  [ ] [ ] 2, 20-22, 28-29, 46 2-3, 21-24, 29-30, 47-48
(7500) 5 0-6, 17-37, 50-57 0-8, 17-40, 51-60 38, 43-49, 58-60 44-51 7-16, 39-43 8-17, 40-44
(9000) 6 0-22, 33-45, 0-24, 27-29, 34-47, 58-59 26-28, 50-54, 55-58 47-49, 50-58 23-25, 29-32, 46-50, 59-60 24-27, 29-34, 49-50, 59-60
(10500)7 11-21, 48-52, 54-60 11-20, 22-24, 26-33, 39-45, 49-53, 54-60 21-22, 25-31, 38-43, 53 20-22, 53-54 0-10, 23-24, 32-38, 44-47 0-11, 24-26, 33-39, 45-49
(12000) 8 0-51, 54-60 0-53, 55-60, 52-53 [ ] [ ] 53-55
(13500) 9 0-12, 14-20, 22-35, 38-39, 47-58 0-13, 15-36, 39-40, 46-47, 48-60 46-47 47-48 36-37, 39-45 13-15. 36-39, 40-46
(15000) 10 5-10, 13-25, 29-35, 42-47, 49-51, 58-60 6-12, 14-27, 30-37, 43-49, 50-52, 59-60 0-4. 36-41, 52-57 0-2, 4-5, 37-43, 52-53, 58-59 11-12, 27-28, 48 2-4, 5-6, 12-14, 27-30, 49-50, 53-58
(16500) 11 19-21, 25-30, 33-46, 52-58 0-10, 19-22, 25-31, 33-47, 52-58 0-11 5-6, 10-12, 24-25, 58-60 12-19, 22-24, 31-33, 47-52 12-19, 22-24, 31-33, 47-52, 58-60
(18000) 12 5-6, 8-37, 43-60 5-6, 8-37, 43-60 11-12 4-5, 6-8, 42-43, 0-4, 37-42 0-4, 37-42
(19500) 13 0-19, 21-38, 53-58 0-19, 21-38, 45-58 19-20, 40-42, 45-52 19-21, 40-42 38-40, 42-45, 59-60 38-40, 42-45, 59-60
(21000) 14 0-32, 38-46, 55-60 0-33, 38-47, 56-60 34-36 34-38 33-34, 47-55 33-34, 47-56
(22500) 15 6-36, 38-50 6-37, 39-50 37-38 38-39 0-6, 50-60 0-6, 50-60
(24000) 16 16-42. 50-51, 53-60 16-42, 50-51, 53-60 4-5, 42-44, 48-50 4-5, 42-45, 48-50 0-3, 5-15, 45-48, 51-53 0-4, 5-16, 45-48, 51-53
(25500) 17 0-13, 31-53, 54-57 0-14, 31-34, 36-53, 54-57 34-36, 57-58, 59-60 34-36, 57-58, 59-60 14-31, 53-54, 58-59 14-31, 53-54, 58-59
(27000) 18 10-12, 19-24, 26-37, 39-43, 52-56 10-13, 19-25, 26-38, 39-44, 52-57 [ ] 44-46, 49-51 0-9, 13-18, 25-26, 38-39, 44-52 0-9, 13-18, 25-26, 38-39, 46-49, 51-52, 57-60
(28500) 19 4-22, 26-44, 46-60 3-23, 26-44, 46-60 2-3 2-3 0-2, 23-25, 44-46 0-2, 23-26, 44-46
Min
Juventus - Madrid (soccer1) Detection Results (in sec)
GLOBAL MEDIUM ZOOM
 
Table A.6. Camera-Views in Juventus-Madrid 
 
MU DEPOR 2
( 1) 0 0-30, 36-49 0-31, 36-42, 43-50, 53-59 52-60 33-35 31-35, 50-52 31-33, 33-35, 36-42, 43-50, 50-53
 (1500) 1 13-18, 21-26, 42-44, 47-60 14-26, 35-38, 49-60 0-12, 19-20, 30-32, 33-41, 45-46 0-14, 26-28, 31-35, 38-40, 43-46, 47-49 27-39 28-31, 40-43, 46-47
(3000) 2 0-2, 5-7, 12-36, 41-60 0-4, 6-8, 12-38, 41-60 3-4, 8-11, 37-40 8-9, 38-41 [ ] 4-6, 9-12
(4500) 3 0-5, 11-18, 24-42, 47-53, 56-60 0-10, 11-13, 17-20, 23-43, 44-60 6-10, 19-23, 43-46 10-11, 13-15, 22-23. 43-44 54-55 15-17, 20-22
 (6000) 4 0-18, 27-30, 34-37, 40-60 0-15, 16-18, 26-31, 35-57, 58-59, 20-26, 38-39 15-16, 21-26, 57-58, 59-60 18-20, 30-33 18-21, 31-35
(7500) 5 0-4, 7-25, 29-46, 52-60 0-5, 8-27, 30-51, 52-60 5-7, 25-28, 47-49, 52 7-8, 27-30 50-51 5-7, 51-52
(9000) 6 0-2, 7-15, 18-23, 39-41 0-5, 8-17, 18-25, 28-35, 39-42, 48-52 3-6, 16-18, 27-34, 49-60 5-8, 17-18, 42-43, 45-46, 52-53, 56-59 [ ] 25-28, 35-39. 43-45, 46-48, 53-56, 59-60
(10500)7 6-17, 21-25, 53-60 1-2, 8-17, 23-24, 25-26, 54-60 0-2, 18-20, 26-30 0-1, 6-8, 17-18, 22-23, 24-25, 3-5, 31-52 2-6, 18-22, 26-54
(12000) 8 0-5, 8-12, 17-21, 24-28, 31-34, 48-54 0-7, 9-13, 14-16, 17-23 6-7, 13-16, 22-23, 29-30, 40-45, 54-60 7-9, 13-14, 16-17, 34-35, 41-45, 56-60 34-40, 46-48 23-24. 35-41, 45-49, 55-56
(13500) 9 2-6, 11-46, 53-60 4-8, 12-46, 53-59 0-1, 7-10, 47-48 0-4, 8-9, 46-48, 59-60 49-52 9-12, 48-53
(15000) 10 11-12, 15-16, 24-33, 38-39, 41-57 11-13, 14-19, 23-35, 39-40, 41-58 5-10,  17-18, 34-37, 58-60 0-2, 10-11, 35-39, 58-60 1-4, 13-14, 19-22, 40 2-10, 13-14, 19-23, 40-41
(16500) 11 6-36, 38-60 6-37, 38-60 37-38 37-38 0-6 0-6
(18000) 12 0-19, 30-50, 58-60 0-19, 30-50, 58-60 19-23 19-24 24-30, 50-57 24-30, 50-58
(19500) 13 0-3, 10-17, 20-26, 29-37, 43-56 0-3, 10-17, 20-28, 29-38, 43-51, 3-6, 17-20, 26-28, 38-40 3-6, 17-20, 28-29, 38-40, 51-57 7-10, 57-60 6-10, 40-43, 57-59
(21000) 14 1-10, 10-23, 34-40, 45-60 1-6, 10-23, 34-42, 44-60 0-1, 6-10, 26-34, 42-44 0-1, 6-10, 26-34, 42-43, 23-26, 42-44 23-26, 43-44
(22500) 15 0-21, 29-37, 38-42, 48-60 0-21, 29-37, 38-42, 48-60 42-43, 37-38 37-38, 42-43 21-29, 43-48 21-29, 43-48
(24000) 16 2-33, 34-49, 56-57, 57-60 2-33, 34-49, 53-56, 57-60 32-33 [ ] 0-2, 49-53, 56-57 0-2, 33-34, 49-53, 56-67
(25500) 17 0-38, 42-56 0-41, 42-57 39-42 41-42 57-60 57-60
(27000) 18 10-23, 35-39. 45-60 1-7, 10-23, 35-39, 45-60 0-8, 23-26, 27-35, 39-42 0-1, 7-8, 23-26, 27-35, 39-42 8-10, 42-45 8-10, 26-27, 42-45
(28500) 19 0-12, 16-36, 51-60 0-13, 14-15, 16-37, 51-60 13-16, 41-43 13-16, 41-43 37-41, 43-51 37-41, 43-51  
Table A.7. Camera-Views in MU-Deportivo 
 
Truth Detected Truth Detected Truth Detected
( 1) 0 13-31, 35-60 13-33, 34-59 32-34, 52-54 1-3, 33-34, 53-54 0-12 0-1, 3-13
 (1500) 1 0-10, 30-35, 38-44, 48-53 0-11, 37-51, 53-55 11-14, 24-30, 36-37, 45-47, 54-56 9-15, 24-37, 51-53, 55-60 15-23 (crd), 57-60 15-24
(3000) 2 1-5, 9-16, 18-23, 27-60 5-6, 11-13, 16-17, 19-25, 28-36, 39-60 17, 24-26, 45-47 0-5,13-16, 17-19, 25-28, 36-39 0, 6-8 6-10
(4500) 3 0-10, 31-39 0-3, 12-16, 18-26, 32-41, 42-51 11-14, 17-28, 40-50, 51-59 3-12, 26-32, 41-42, 49-50, 52-60 15-16, 29-30 17-18, 51-52
 (6000) 4 0-8, 19-25, 36-50 0-9, 11-30, 37-49, 51-53, 54-56 10-18, 26-33, 51-54, 55-59(corner) 30-35, 49-51, 53-54, 56-60 9, 34-35 9-11, 35-37
(7500) 5 4-40, 45-49, 53-60 0-1, 5-6, 11-12, 14-35, 36-39, 41-51, 55-60 0-3, 41-44 1-14, 35-36, 39-41, 51-55 50-52 [ ]
(9000) 6 0-9, 16-18, 22-43, 49-52, 55-57 0-21, 23-45, 50-60 10-15, 19-21, 44-48, 53-54, 58-60 21-23, 45-50 [ ] [ ]
(10500)7 0-19, 30-36, 41-48, 57-60 0-24, 31-38, 42-50, 54-57, 58-60 20-22, 24-29, 53-56 24-31, 38-42, 50-54 23, 37-40, 49-52 []
(12000) 8 0-13, 16-20, 30-43, 47-49, 55-58 0-25, 34-44, 48-56, 58-60 13-15, 20-29, 44-46, 50-54, 59-60 25-34, 44-48, 56-58 [ ] 27-28
(13500) 9 12-24, 29-39, 41-44, 49-58 0-25, 30-46, 48-60 0-4, 5-10, 24-28, 40-41, 45-48, 59-60 1-2, 21-22, 25-30, 31-32, 46-48 [ ] [ ]
(15000) 10 1-7, 11-22, 25-30, 34-38, 49, 57- 60 2-27, 28-41, 42-47, 51-58 0, 8-10, 23-24, 31-33, 39-49, 50-56 1-2, 27-28, 41-42, 47-51, 58-60 [ ] 0-1
(16500) 11 6-20, 40-60 7-15, 19-24, 40-46, 48-60 0-6, 19-26, 26-33, 39-40 0-9, 15-19, 20-21, 24-32, 39-40, 46-48 24-26, 35-38, 42-48 32-39
(18000) 12 0-11, 15-19, 25-27, 29-44, 48-58 0-11, 15-19, 26-27, 29-30, 32-37, 39-42, 44-45 11-14, 28-29, 59-60 1-4, 11-15, 24-39, 42-44, 46-49 20-24, 45-47 19-24, 45-46, 47-48, 59-60
(19500) 13 0-18, 21-24, 33-60 0-19, 22-24, 28-30, 33-36, 37-42, 47-48, 49-54, 55-60 19-21, 25-29 9-22, 24-28, 31-33, 42-49, 54-57 30-32 30-31
(21000) 14 0-8, 17-48, 50-60 0-9, 23-32, 34-39, 44-45, 50-58 9-16, 45-50 9-23, 32-34, 39-44, 45-50 [ ] 58-60
(22500) 15 0-13, 18-23, 25-42 0-9, 18-21, 29-40, 52-55 14-17, 24-25, 52-56 6-7, 9-14, 21-29, 40-44,55-56 43-52, 56-60 14-18, 42-43, 44-48, 49-52, 56-60
(24000) 16 8-23, 30-36, 51-60 8-19, 22-23, 31-39, 51-60 39-47 9-48 0-7, 24-30, 48-50 2-8, 23-31, 48-50
(25500) 17 0-2, 6-11, 15-38, 46-59 0-3, 6-12, 16-38, 45-55 3-6 3-6, 13-15, 55-60 12-14, 39-45 12-13, 15-16, 38-45
(27000) 18 2-40, 43-60 2-8, 10-20, 23-40, 43-60 [ ] 0-2, 8-10, 20-25, 40-43 41-43 [ ]
(28500) 19 0-16, 19-60 0-4, 6-16, 19-29, 30-45, 48-60 [ ] 4-6, 45-48 16-19 16-19
Min
Braxil Germany (Soccer 3) Detection Results (in sec)
GLOBAL MEDIUM ZOOM
 
Table A.8. Camera-Views in Brazil-Germany 
 
Truth Detected Truth Detected Truth Detected
{2}   ( 1) 0 0-10, 12-40, 47-59 0-10, 13-41, 48-59 41-44 41-45 10-11, 44-47 10-13, 45-48
 (1500) 1 0-32, 58-60 0-32, 41-42, 44-45, 57-60 41-57 42-44, 55-57 33-40 32-40
(3000) 2 0-34, 44-60 0-8, 9-20, 21-35, 45-60 35-38 35-38, 43-45 39-43 38-43
(4500) 3 0-21, 30-60 1-4, 5-21, 29-39, 40-60 [ ] [ ] 21-29 21-29
 (6000) 4 0-15, 17-28, 35-52 0-12, 13-16, 20-29, 34-44, 46-53, 59-60 16-17, 53-58  17-20, 44-46, 53-59 29-34 16-17, 29-34
(7500) 5 0-1, 12-59 0-4, 13-14, 15-56 [ ] 56-60 2-11 4-12
(9000) 6 27-35, 52-60 15-17, 28-44, 45-4748-50, 51-60 0-6, 13-26 0-8, 12-15, 17-19 7-12 8-9, 10-12, 19-28
(10500)7 0-6, 12-15, 25-42, 48-60 0-7, 12-22, 25-44, 46-47, 49-60 15-24, 43-47 22-25, 44-46, 47-49 7-11 7-12
(12000) 8 0-6, 12-23, 25-60 0-8, 13-25, 26-60 23-25 [ ] 7-11 8-13, 25-26
(13500) 9 0-20, 23-26, 45-54 0-28, 34-35, 36-37, 48-56 21-22, 33-36, 42-44 35--38, 41-48 27-32, 37-41, 56-60 28-34, 38-41, 43-44, 56-60
(1) 0 11-59 11-59 [ ] 0-11 0-11
 (1500) 1 0-6, 11-54 0-7, 11-54, 7-11 7-11 54-60 54-60
(3000) 2 1-16, 21-29, 35-47, 52-60 1-16, 21-29, 35-47, 52-60 47-52 47-52 16-21, 29-35 16-21, 29-35
(4500) 3 0-3, 5-16, 18-36, 39-60 0-3, 5-16, 18-36, 39-60 36-38 36-39 3-5, 16-18 3-5, 16-18
 (6000) 4 0-60 0-60 [ ] [ ] [ ] [ ]
(7500) 5 0-22, 29-40, 43-60 0-22, 29-41, 43-60 25-29 25-29 22-25, 41-43 22-25, 41-43
(9000) 6 0-3, 8-22, 25-55 0-3, 4-22, 25-55 4-7, 22-25 3-4, 22-25 55-60 55-60
(10500)7 5-12, 43-44, 48-52, 55-60 5-36, 43-44, 48-52, 55-60 44-48, 52-54 44-48, 52-54 0-5, 36-42, 54-55 0-5, 36-42, 54-55
(12000) 8 4-60 4-60 [ ] [ ] 0-4 0-4
(13500) 9 0-14, 23-31, 36-40, 41-51, 53-60 0-14, 23-31, 36-40, 41-51, 53-60 31-32, 51-52 31-32, 51-52 14-23, 32-36, 40-41, 52-53 14-23, 32-36, 40-41, 52-53
Min
Madrid_Milan 2(Soccer 4) Detection Results (in sec)
GLOBAL MEDIUM ZOOM
 
Table A.9. Camera-Views in Madrid-Milan 
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Truth Detected Truth Detected Truth Detected
(1) 0 0-3, 5-59 0-4, 5-59 [ ] [ ] 3-4, 59-60 4-5, 59-60
 (1500) 1 1-11, 21-38, 47-49, 59-60 2-11, 21-39, 47-49, 51-52, 59-60 11-20, 49-51, 52-53, 58-59 11-21, 49-51, 52-53, 58-59 38-46, 39-47, 54-58 0-2, 39-47, 53-58
(3000) 2 3-7, 14-19, 24-54, 55-60 0-8, 14-19, 24-54, 55-60 0-3 [ ] 8-13, 19-24, 54-55 8-14, 19-24, 54-55
(4500) 3 0-59 0-59 [ ] [ ] 59-60b 59-60
 (6000) 4 1-26, 38-54 1-26, 28-54 [ ] [ ] 0-1, 26-28(err), 54-60 0-1, 26-28, 54-60
(7500) 5 8-10, 13-36 9-10, 13-36, 39-48, 57-60 8-9, 38-39, 48-49, 56-57 8-9, 38-39, 48-49, 56-57 0-8, 10-13, 36-38, 49-56 0-8, 10-13, 36-38, 49-56
(9000) 6 0-6, 8-60 0-6, 8-60 [ ] [ ] 6-10 6-10
(10500)7 0-1, 2-4, 6-16, 19-43, 50-60 0-1, 2-4, 6-16, 19-43, 50-60 1-2, 5-6, 48-50 1-2, 5-6, 48-50 4-5, 16-19, 43-48 4-5, 16-19, 43-48
(12000) 8 0-3, 10-60 0-3, 10-60 [ ] [ ] 3-10 3-10
(13500) 9 0-22, 32-37, 41-60 0-22, 32-37, 41-60 [ ] [ ] 22-32, 37-41 22-32, 37-41
(15000) 10 0-6, 9-34, 37-41, 44-60, 0-6, 9-34, 37-41, 44-60, 6-9, 34-35, 36-37 6-9, 34-35, 36-37 35-36, 41-44 35-36, 41-44
(1) 0 0-37, 41-46, 53-59 0-37, 41-46, 53-59 37-41 37-41 46-53 46-53
 (1500) 1 0-4, 7-36, 38-51, 55-60 0-5, 7-36, 38-52, 55-60 [ ] [ ] 5-7, 36-37, 52-55 5-7, 37-38, 52-55
(3000) 2 0-23, 29-36, 37-40, 41-53 0-3, 6-19, 35-37, 39-53 37-41 3-6, 19-24, 29-35, 37-41 24-29, 54-60 24-29, 53-60
(4500) 3 19-26, 43-60 19-26, 43-60 1-15, 32-42 1-15, 32-43 15-19, 26-32 15-19, 26-32
 (6000) 4 0-21, 26-48, 56-60 0-21, 26-29, 32-45, 46-47, 56-60 21-26, 49-51 21-26, 29-32, 45-46, 47-51 51-55 51-55, 
(7500) 5 0-4, 11-54, 59-60 0-4, 11-54, 59-60 4-10 4-11 54-59 54-59
Milan Inter (Soccer 5)
GLOBAL MEDIUM ZOOM
 
Table A.10. Camera-Views in Milan-Inter 
 
 
Truth Detected Truth Detected
( 1) 0 [ ] [ ] [ ]
 (1500) 1 [ ] 17-18 [ ]
(3000) 2 [ ] [ ] [ ]
(4500) 3 [ ] [ ] [ ]
 (6000) 4 17-19(s), 40-459(a),49-56(gk) 3-4, 18-21, 40-47, 50-59 23-27 24-29- V
(7500) 5 23-27(a), 38(a), 50-53 23-27, 38-39, 51-54 [ ]
(9000) 6 [ ] [ ] 50-54 50-58(M) mean=53.81-V
(10500)7 11-20(fk), 29-30(fk-s) 16-21, 31-33 38-43 39-45(G)-mean=40-V
(12000) 8 33-37(a), 47-51(s) 34-38, 48-53 [ ]
(13500) 9 3-12(a), 50-51(fk) 3-13, 50-53 [ ]
(15000) 10 23-25(a), 58-60(a) 25-27, 59-60 [ ]
(16500) 11 0-1, 19-21(fk), 26-30(a), 35-47(s) 0-1, 19-22, 26-31, 35-47
(18000) 12 5-9(gk), 31-36(s), 43-46 5-9, 31-37, 43-47
(19500) 13 35-37(s) 14-16, 35-38
(21000) 14 27-32(a), 28-44(s) 27-33, 38-44, 46-47
(22500) 15 41-44(G), 45-50(G) 8-9, 41-44, 45-50
(24000) 16 20-32, 35-38 3-5, 29-32, 35-38, 44-45 15-27, 28-33, 34-45, 45-47 19-21(M), 21-38(G), 38-45(Z) mean= 44.5-V
(25500) 17 0-9(s), 31-34(gk) 0-11, 12-13, 31-35
(27000) 18 10-12(a), 19-24(fk), 26-28, 40-43(a), 52-57(ck) 10-13, 19-25, 27-28, 41-44, 52-57 1-8, 57-60 0-9(Z) mean=53.81-V, 57-60(Z) mean=72-V
(28500) 19 5-10(ck), 20-22(a).39-43(s), 51-60(a) 5-10, 20-22, 30-32,41-44, 51-56
Min
Juventus - Madrid (soccer1) Detection Results (in sec)
NEAR GOAL SLO-MO
 
Table A.11. Near Goal and Slow Motion (frame-repetition based) in Juventus-Madrid 
 
MU_DEPOR 2
( 1) 0 46-48 [ ]
 (1500) 1 10-12, 24-26, 42-44, 47-49 0-13, 14-18, 24-25, 26-28, 43-50 33-41 34-40 (mean: 40.21)-V
(3000) 2 6-7, 27-29, 35-37 1-4, 6-8, 27-29, 35-38 [ ]
(4500) 3 11-17, 25-30, 41-42, 55-60 11-20, 25-30, 42-43, 56-60 47-52 44-60(G) mean=37-V
 (6000) 4 0-15, 51-60 0-12, 13-15, 16-17,48-50, 51-54, 55-60 [ ]
(7500) 5 0-3, 18-20), 37-40, 45-46 0-4, 19-21, 37-41, 46-48, 54-58 [ ]
(9000) 6 0-3, 18-23, 27-34, 39-41, 44-47 2-3, 18-21, 22-25, 31-35, 39-42, 45-47, 54-59 49-60 42-59(G/M) mean=53.53-V
(10500)7 6-8, 15-17, 21-24 6-9, 15-18, 22-25 [ ]
(12000) 8 31-33 4-6, 31-35 40-45 41-45(M) mean=79.92-V
(13500) 9 1-6, 31-34, 43-46 1-2, 4-6, 32-33, 44-48 53-60 53-59(G) mean = 21.71-X
(15000) 10 28-32, 49-53 5-10, 25-27, 29-34, 47-50, 51-52, 53-55 [ ]
(16500) 11 21-29(a), 34-37, 42-48(a) 24-29, 34-37, 42-48
(18000) 12 46-49(s) 46-50
(19500) 13 1-4(s), 16-22(a), 24-26(gk), 29-38, 45-56(a) 1-4,16-19, 21-22, 24-26, 29-38, 43-59 0-5 0-6(G-M) mean=29.61-X
(21000) 14 8-21(a-s), 22-23, 34-42(s), 46-48 8-21, 22-23, 30-31, 34-42, 46-49 2-8 1-10(G-M) - mean =37.65-V
(22500) 15 0-8, 18-20(s), 48-49(gk) 0-12, 19-21, 29-32, 43-44, 48-50 28-36, 37-43 26-34(M)->34-42(G) mean=33.24-X
(24000) 16 4-30(a) 4-9, 10-33, 34-49, 52-55, 57-58, 59-60
(25500) 17 33-37, 51-56(a-G) 0-1, 3-4, 6-17, 28-29, 31-32, 33-38, 51-57
(27000) 18 [ ] 52-59 10-17®, 18-26, 27-35 10-23(G) mean 40.3-V, 27-35(M) mean = 60.33-V
(28500) 19 32-36(G), 56-60 18-19, 32-37, 43-44, 49-50, 57-59 52-60 51-60(G) mean=8-X  
Table A.12. Near Goal and Slow Motion (frame-repetition based) in MU-Deportivo 
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Truth Detected Truth Detected 
( 1) 0 21-28, 53-55 24-30, 55-57 [ ] [ ] (14-54 mean 13.6)
 (1500) 1 7-13, 28-34 12-13 19-23, 29-33 [ ]
(3000) 2 13-16 11-17 [ ]
(4500) 3 6-10 7-11 17-25, 51-58 19-25(M) mean:56-52-V, 52-60(G) mean 26-X
 (6000) 4 1-8 [] 36-42, 43-51 36-40(G) mean: 24.83-X; 46-51(M) mean=44.667-V
(7500) 5 8-10, 21-25, 47-49 5-9, 10-12 [ ]
(9000) 6 [ ] [ ] [ ]
(10500)7 [ ] [ ] [ ]
(12000) 8 30-37 23-24, 27-28 [ ]
(13500) 9 18-24 20-25 5-9 5-8(M-G) mean: 38.36-V
(15000) 10 28-30, 34-38, 45-46, 58-60 0-2, 29-32, 37-38, 45-46, 58-60 [ ]
(16500) 11 16-20(ck) 0-2, 16-20
(18000) 12 30-32 30-32 47-56 48-60(G-M) mean: 57.15
(19500) 13 9-10(a), 43-47, 57-60 11-12, 30-33, 44-47,57-60
(21000) 14 0-1, 18-24(gk), 38-43(gk) 0-1, 18-25, 38-44
(22500) 15 10-12, 22(a), 26-28(s), 36-41, 11-13, 22-23, 26-29, 36-41 52-60 52-60(G-M-Z) mean: 20.43
(24000) 16 18-19(s) 18-19 0-4, 30-36, 37-46 0-3(G) mean:49-V, 16-38(G), 38-45(M-Z)
(25500) 17 24-26 25-26, 38-40, 42-44, 59-60
(27000) 18 5-10(s), 20-22(a), 29-32, 54-56(a) 5-11, 20-22, 30-33,55-57
(28500) 19 2-4(s), 41-49 2-4, 45-49
Min
Braxil Germany (Soccer 3) Detection Results (in sec)
NEAR GOAL SLO-MO
 
Table A.13. Near Goal and Slow Motion (frame-repetition based) in Brazil-Germany 
 
Truth Detected Truth Detected 
( 1) 0 7-9, 29-30, 35-37, 49-54 8-9, 29-30, 36-38, 49-55 [ ]
 (1500) 1 27-30, 50-56 27-28, 29-32, 50-57 [ ]
(3000) 2 32-33, 45-47 39-44, 48-49 [ ]
(4500) 3 3-6, 17-21, 46-50, 53-55 2-7, 17-18, 32-33, 46-50, 53-55 [ ]
 (6000) 4 8-15, 19-26, 39-48, 59-60 3-4, 6-8, 18-19, 27-29 33-37 34-39(G) mean:20.6-X
(7500) 5 0-3, 16-25 22-25, 37-40, 43-56, 57-59 0-4, 12-26, 35-36, 43-45, 51-54, 57-59 [ ]
(9000) 6 40-41, 46-48 15-16, 40-41, 46-49 27-48 28-47(G) mean: 37.41-V
(10500)7 39-42, 48-50 34-35, 37-46, 49-52 16-23 12-22(G) mean: 48.41-V
(12000) 8 0-1, 26-34, 51-60 0-1, 26-34, 34-41, 51-60 3-6, 7-11 0-8(G)-8-13(Z) mean:41.59-V
(13500) 9 0-14, 24-25, 45-54 0-14, 18-28, 40-41, 44-56
{2}   (1) 0 31-33, 37-41 31-33, 37-42
 (1500) 1 26-29(s), 31, 42-44 26-29, 31-36, 42-45
(3000) 2 26-28(fk), 35-46, 54-50(fk-s) 26-29, 32-47, 54-60
(4500) 3 52-60 52-60
 (6000) 4 0-3, 28-36 0-4, 24-26, 28-37
(7500) 5 6-10(gk), 53-59(s) 6-10,  21-22, 30-31, 38-39, 43-44, 53-60
(9000) 6 0-2, 8-13(a), 19-22(a), 24-29, 49-52(G) 0-2, 8-13, 19-23, 24-29,35-37,50-52
(10500)7 26-35(ck), 45-52(gk) 15-25, 26-36, 45-52 5-23(shots) 5-12(G)->3-36(G) mean=39.8-V
(12000) 8 41-52(a) 28-30, 32-35, 41-55
(13500) 9 0-13(s), 23-30(a), 36-39(gk), 43-40(gk) 0-13, 23-30, 36-39, 43-51 22-35 23-36(G-M-Z) mean = 33.97-X
Min
Madrid_Milan (Soccer 4) Detection Results (in sec)
NEAR GOAL SLO-MO
 
Table A.14. Near Goal and Slow Motion (frame-repetition based) in Madrid-Milan 
 
Truth Detected Truth Detected 
( 1) 0 0-3, 26-30, 35-41, 47-59 0-3, 27-32, 35-41, 48-55, 56-57
 (1500) 1 5-7, 27-38, 47-48 5-7, 27-39, 47-49
(3000) 2 28-47 19-24, 28-47
(4500) 3 27-30, 52-58 27-31, 42-43, 52-59
 (6000) 4 1-5, 20-29, 36-45,  49-53 1-6, 20-30, 36-46, 49-54
(7500) 5 16-35 16-36, 46-47 38-43, 44-47
(9000) 6 39-41, 45-60 40-42, 45-60
(10500)7 38-42, 50-51 0-1, 38-43, 50-51, 55-56
(12000) 8 23-25 23-26
(13500) 9 0-6, 14-21, 41-42, 49-50 0-6, 15-22, 41-43, 49-51
(15000) 10 3-4, 9-11 3-4, 10-12, 21-23, 37-40, 44-45
(1) 0 41-45(s), 53-58(s) 5-6, 9-37, 39-46, 53-58 52-57 53-59(G) mean =78.42 -V
 (1500) 1 1-4(gk), 25-31, 47-51, 57-60(s) 1-5, 7-10, 12-52, 57-60 56-60 55-60(G) mean = 26.83 - X
(3000) 2 0-5(a), 16-22(a), 29-35(ck), 40-54(a) 0-10, 16-23, 29-35, 40-53
(4500) 3 2-13, 45-52 2-13, 19-26, 32-36, 43-53, 55-60 1-7, 8-12 1-12(M)  mean = 53-V
 (6000) 4 26-48(a-s), 56-60(s) 0-10, 15-17, 23-49, 56-60 59-60 56-60(G) mean = 27.36 - X
(7500) 5 0-11, 48-53(s) 0-11, 12-54 0-11 0-11 (G-M) mean = 69.8 -V
Min
Milan-Inter (Soccer 5) Detection Results (in sec)
NEAR GOAL SLO-MO
 
Table A.15. Near Goal and Slow Motion (frame-repetition based) in Milan-Inter 
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GOAL P-B (start of the last play-shot before LONG break until the end of 1st play shot after break)
Sample Video Range (mm:ss) Range (fs-fe)
Training
1 Juve_madrid1 15:06-16:52 22650-25300 16:47
2 Juve_madrid2_2 4:52-6:14 7300-9350 5:59 used for training
3 MU_depor_1 7:39-9:14 11475-13850 9:04
4 MU_depor_2 17:42-18:59 25500-28475 18:44
5 MU_depor_2 19:16-20:00 28900-30000 19:50
6 Bra_Ger_2_1 21-39-23:10 9000-11975 22:53
7 Bra_Ger_2_2 9:00-10:11 13500-13775
8 Mad_milan_2 5:48-7:06 7825-10650 6:59
9 Arsenal_lokomotiv_1_1 3:05-4:22 4625-6550 4:05
10 Arsenal_lokomotiv_2_1 1:08-2:29 1700-3725 2:12  
Table A.16. Soccer Goal Training Data for HMM Event Detection 
 
Shot (Goal attempt) - (start of the last play-shot before a short-medium break until the end of the break)
Sample Video Range (mm:ss) Range (fs-fe)
1 Juve_madrid1 12:43-13:44 19075-20600
2 Juve_madrid1 7:26-7:38 11150-11450
3 Juve_madrid1 7:49-8:59 11725-12475
4 Juve_madrid1 11:33-11:59 17325-17975
5 Juve_madrid1 14:38-15:05 21950-22625
6 Juve_madrid1 19:03-19:25 28575-29125
7 MU_depor2 0:36-0:52 900-1300
8 MU_depor2 6:28-7:05 9700-10625
9 MU_depor2 7:54-8:48 11850-13200
10 MU_depor2 12:30-13:09 18750-19725
11 MU_depor2  13:43-14:00 20575-21000
12 MU_depor2 14:34-15:28 21850-23200 MU_depor1 6:00-7:31 9000-11275
13 Bra_ger 4:00-4:10 6000-6250 Bra_ger2 1:00-1:14 1500-1850
14 Madrid_milan2 0:48-1:47 1200-2675 Bra_ger2 15:03-15:25 22575-23125
15 Madrid_milan2 4:20-4:39 6500-6825
16 Madrid_milan2 5:43-7:04 8575-10600
17 Madrid_milan2 8:13-9:47 12325-14675
18 Madrid_milan3 8:04-9:22 12100-14050
19 Madrid_milan3 9:23-9:40 14075-14500
20 Milan_inter1 3:00-5:12 4500-7800
21 Milan_inter1 5:39-5:59 8475-8975
22 Milan_inter1  7:06-7:42 10650-11550
23 Milan_inter2 0:00-0:52 1-1300
24 Milan_inter2 1:38-2:05 2450-3125
25 Milan_inter2 4:32-5:10 6800-7750 Ars_Loko1 13:20-13:47 20000-20675  
Table A.17. Soccer Shot Training Data for HMM Event Detection 
 
Foul - P-B
Sample Video Range (mm:ss) Range (fs-fe)
1 Juve_madrid  5:50-6:33 8750-9825
2 Juve_madrid2_2 1:24-1:48 2100-2700
3 Juve_madrid 9:00-9:45 13500-14625
4 Juve_madrid  10:30-10:59 15750-16475
5 MU_depor2  6:00-6:27 7700-9675
6 MU_depor2 15:48-16:01 23700-24025
7 Bra_ger 3:18-3:59 4950-5975 Bra Ger 2 3:00-3:13 4500-4825
8 Madrid_milan3 1:11-2:00 1775-3000
9 Milan_inter1 0:00-1:01 1-1525
10 Milan_inter2 5:11-6:00 7775-9000  
Table A.18. Soccer Foul Training Data for HMM Event Detection 
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B. Appendix 2: Segment-Event 
Based Sports Video Indexing 
Schema 
 
<?xml version="1.0"?> 
<schema xmlns="http://www.w3.org/2001/XMLSchema" 
targetNamespace="http://www.smartVid.com" xmlns:vid="http://www.smartVid.com" 
elementFormDefault="qualified"> 
 
 <element name="sportVideoLibrary"> 
  <complexType> 
   <sequence> 
    <element ref="vid:semanticObjectCollection" minOccurs="0"    
     maxOccurs="unbounded"/> 
    <element ref="vid:sportVideo" minOccurs="1" maxOccurs="unbounded"/> 
   </sequence> 
  </complexType> 
  <key name="sportVideoPK"> 
   <selector xpath="vid:sportVideoLibrary/vid:sportVideo"/> 
   <field xpath="vid:segmentId"/> 
  </key> 
  <key name="sequencePK"> 
   <selector xpath="vid:sportVideos/vid:sportVideo/vid:sportVideoComponent/ 
    vid:segmentCollection/vid:pbSequence"/> 
   <field xpath="vid:segmentId"/> 
  </key> 
  <key name="breakPK"> 
   <selector xpath="vid:sportVideos/vid:sportVideo/vid:sportVideoComponent 
    /vid:segmentCollection/vid:breakScene"/> 
   <field xpath="vid:segmentId"/> 
  </key> 
 
  <keyref name="sequenceInCompSummaryRef" refer="vid:sequencePK"> 
   <selector xpath="vid:sportVideos/sportVideo/vid:hierarchicalSummary/ 
    vid:comprehensiveSummary/vid:pbSequence"/> 
   <field xpath="vid:pbId"/> 
  </keyref> 
  <keyref name="breakInCompSummaryRef" refer="vid:breakPK"> 
   <selector xpath="vid:sportVideos/sportVideo/vid:hierarchicalSummary/ 
    vid:comprehensiveSummary/vid:pbSequence/vid:break"/> 
   <field xpath="vid:segmentId"/> 
  </keyref> 
 </element> 
 <element name="sportVideo" abstract="true" type="vid:SportVideoType"/> 
 
 <complexType name="SportVideoType"> 
  <complexContent> 
   <extension base="vid:SegmentType"> 
    <sequence> 
     <element name="name" type="string" minOccurs="0"/> 
     <element name="sportVideoComponent" type="vid:SportVideoComponent"  
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       minOccurs="0" maxOccurs="unbounded"/> 
     <element name="overallSummary" type="vid:OverallSummary" minOccurs="0"  
       maxOccurs="unbounded"/> 
     <element name="hierarchicalSummary" type="vid:HierarchicalSummary"  
       minOccurs="0" maxOccurs="unbounded"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="SportVideoComponent"> 
  <sequence> 
   <element ref="vid:segmentCollection" minOccurs="0" maxOccurs="1"/> 
   <element ref="vid:semanticObjectCollection" minOccurs="0" maxOccurs="1"/> 
   <element ref="vid:syntacticRelationCollection" minOccurs="0" maxOccurs="1"/> 
   <element ref="vid:semanticRelationCollection" minOccurs="0" maxOccurs="1"/> 
  </sequence> 
 </complexType> 
 
 <element name="segmentCollection"> 
  <complexType> 
   <sequence> 
    <element ref="vid:videoSegment" minOccurs="0" maxOccurs="unbounded"/> 
    <element ref="vid:audioSegment" minOccurs="0" maxOccurs="unbounded"/> 
    <element ref="vid:visualSegment" minOccurs="0" maxOccurs="unbounded"/> 
   </sequence> 
  </complexType> 
 </element> 
 
 <element name="syntacticRelationCollection"> 
  <complexType> 
   <sequence> 
    <element name="syntacticRelation" type="vid:SyntacticRelationType" minOccurs="0"  
     maxOccurs="unbounded"/> 
   </sequence> 
  </complexType> 
 </element> 
 
 <complexType name="SyntacticRelationType"> 
  <sequence> 
   <element name="relationCategory" type="vid:SyntaxRelCat"/> 
   <element name="sourceSegmentId" type="vid:SegmentIdType"/> 
   <element name="destinationSegmentId" type="vid:SegmentIdType" minOccurs="1"  
     maxOccurs="unbounded"/> 
  </sequence> 
 </complexType> 
 
 <simpleType name="SyntaxRelCat"> 
  <restriction base="string"> 
   <enumeration value="composedOf"/> 
  </restriction> 
 </simpleType> 
 
 <element name="semanticRelationCollection"> 
  <complexType> 
   <sequence> 
    <element name="semanticRelation" type="vid:SemanticRelationType" minOccurs="0" 
     maxOccurs="unbounded"/> 
   </sequence> 
  </complexType> 
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 </element> 
 
 <complexType name="SemanticRelationType"> 
  <sequence> 
   <element name="relationCategory" type="vid:SemanticRelCat"/> 
   <choice> 
    <element name="sourceSegmentId" type="vid:SegmentIdType"/> 
    <element name="sourceSemObjId" type="vid:SemObjIdType" /> 
   </choice> 
   <choice> 
    <element name="destinationSegmentId" type="vid:SegmentIdType" minOccurs="1"  
     maxOccurs="unbounded"/> 
    <element name="destinationSemObjId" type="vid:SemObjIdType" minOccurs="1"  
     maxOccurs="unbounded"/> 
   </choice> 
  </sequence> 
 </complexType> 
 
 <simpleType name="SemanticRelCat"> 
  <restriction base="string"> 
   <enumeration value="causedBy"/> 
   <enumeration value="hasActor"/> 
   <enumeration value="appearsIn"/> 
  </restriction> 
 </simpleType> 
 
 <element name="semanticObjectCollection"> 
  <complexType> 
   <sequence> 
    <element name="team" type="vid:TeamObj" minOccurs="0"    
     maxOccurs="unbounded"/> 
    <element name="player" type="vid:PlayerObj" minOccurs="0"    
     maxOccurs="unbounded"/> 
   </sequence> 
  </complexType> 
 </element> 
 
 <complexType name="TeamObj"> 
  <sequence> 
   <element name="teamId" type="vid:SemObjIdType"/> 
   <element name="teamType" type="vid:SportTeamType" minOccurs="0"   
    maxOccurs="1"/> 
   <element name="teamShortName" type="string" minOccurs="0" maxOccurs="1"/> 
   <element name="teamFullName" type="string" minOccurs="0" maxOccurs="1"/> 
   <element name="teamPlayer" type="vid:SemObjIdType" minOccurs="0"  
    maxOccurs="unbounded"/> 
   <element name="coach" type="string" minOccurs="0" maxOccurs="1"/> 
  </sequence> 
 </complexType> 
 
 <complexType name="PlayerObj"> 
  <sequence> 
   <element name="playerId" type="vid:SemObjIdType"/> 
   <element name="playerShortName" type="string" minOccurs="0" maxOccurs="1"/> 
   <element name="playerFullName" type="string" minOccurs="0" maxOccurs="1"/> 
   <element name="clubTeam" type="vid:SemObjIdType" minOccurs="0" maxOccurs="1"/> 
   <element name="country" type="string" minOccurs="0" maxOccurs="1"/> 
   <element name="countryTeam" type="vid:SemObjIdType" minOccurs="0"   
    maxOccurs="1"/> 
   <element name="position" type="string" minOccurs="0" maxOccurs="unbounded"/> 
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   <element name="dob" type="date" minOccurs="0"/> 
   <element name="mediaAppearance" type="vid:SegmentIdType"  minOccurs="0"  
    maxOccurs="unbounded"/> 
  </sequence> 
 </complexType> 
 
 <simpleType name="SemObjIdType"> 
  <restriction base="string"> 
   <pattern value="(Pl|Tm)\d+" /> 
  </restriction> 
 </simpleType> 
  
 <simpleType name="SportTeamType"> 
  <restriction base="string"> 
   <enumeration value="nationalTeam" /> 
   <enumeration value="clubTeam" /> 
  </restriction> 
 </simpleType> 
 
 <element name="videoSegment" abstract="true" type="vid:VideoSegmentType"/> 
 <element name="visualSegment" abstract="true" type="vid:VisualSegmentType"/> 
 <element name="audioSegment" abstract="true" type="vid:AudioSegmentType"/> 
 
 <complexType name="VideoSegmentType"> 
  <complexContent> 
   <extension base="vid:SegmentType"> 
    <sequence> 
     <element name="annotation" type="string" minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="VisualSegmentType"> 
  <complexContent> 
   <extension base="vid:SegmentType"> 
    <sequence> 
     <element name="annotation" type="string" minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="AudioSegmentType"> 
  <complexContent> 
   <extension base="vid:SegmentType"> 
    <sequence> 
     <element name="annotation" type="string" minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="SegmentType"> 
  <sequence> 
   <element name="segmentId" type="vid:SegmentIdType"/> 
   <element name="mediaLocation" type="vid:MediaLocation" minOccurs="0"   
    maxOccurs="1"/> 
   <element name="mediaDescription" type="vid:MediaDescription" minOccurs="0"  
    maxOccurs="1"/> 
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   <element name="priority" type="vid:Priority" minOccurs="0" maxOccurs="1"/> 
   <element name="extractionAlgorithmUsed" type="vid:Algorithm" minOccurs="0"  
    maxOccurs="1"/> 
   <element name="freeTextAnnotation" type="string" minOccurs="0" maxOccurs="1"/> 
  </sequence> 
 </complexType> 
 
 <simpleType name="SegmentIdType"> 
  <restriction base="string"> 
   <pattern value="[M|S|P|B|E|Vis|Vid|Au]\d+" /> 
  </restriction> 
 </simpleType> 
  
 <complexType name="MediaLocation"> 
  <sequence> 
   <element name="filePath" type="string" minOccurs="0" maxOccurs="1"/> 
   <element name="fileName" type="string" minOccurs="0" maxOccurs="1"/> 
   <element name="fileExtension" type="string" minOccurs="0" maxOccurs="1"/> 
   <element name="frameStart" type="integer" /> 
   <element name="frameEnd" type="integer" />  
  </sequence> 
 </complexType> 
 
 <complexType name="MediaDescription"> 
  <sequence> 
   <element name="author" type="string" /> 
   <element name="creationDate" type="date" /> 
   <element name="lastUpdate" type="date"  /> 
   <any minOccurs="0"/> 
  </sequence> 
 </complexType> 
 
 <simpleType name="Priority"> 
  <restriction base="string"> 
   <enumeration value="high"/> 
   <enumeration value="medium-high"/> 
   <enumeration value="medium"/> 
   <enumeration value="low-medium"/> 
   <enumeration value="low"/> 
  </restriction> 
 </simpleType> 
 
 <complexType name="Algorithm"> 
  <sequence> 
   <element name="filePath" type="string"/> 
   <element name="fileName" type="string"/> 
   <element name="fileExtension" type="string"/> 
   <element name="parameter" type="string" maxOccurs="unbounded"/> 
  </sequence> 
 </complexType> 
 
 
 <element name="preMatch" substitutionGroup="vid:videoSegment" type="vid:PreMatchType"/> 
 
 <element name="postMatch" substitutionGroup="vid:videoSegment"    
  type="vid:PostMatchType"/> 
 
 <element name="pbSequence" substitutionGroup="vid:videoSegment"    
  type="vid:PbSequenceType"/> 
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<element name="playScene" substitutionGroup="vid:videoSegment" type="vid:PlaySceneType"/> 
 
 <element name="breakScene" substitutionGroup="vid:videoSegment"    
  type="vid:BreakSceneType"/> 
 
 <complexType name="PreMatchType"> 
  <complexContent> 
   <extension base="vid:VideoSegmentType"> 
    <sequence> 
     <element name="commentator" type="string" minOccurs="0"  
      maxOccurs="unbounded"/> 
     <element name="previewSummary" type="string" minOccurs="0"  
      maxOccurs="unbounded"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="PostMatchType"> 
  <complexContent> 
   <extension base="vid:VideoSegmentType"> 
    <sequence> 
     <element name="commentator" type="string" minOccurs="0"  
      maxOccurs="unbounded"/> 
     <element name="reviewSummary" type="string" minOccurs="0" 
      maxOccurs="unbounded"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="PbSequenceType"> 
  <complexContent> 
   <extension base="vid:VideoSegmentType"> 
    <sequence> 
     <element name="teamAttackingId" type="string" minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="BreakSceneType"> 
  <complexContent> 
   <extension base="vid:VideoSegmentType"> 
    <sequence> 
     <element name="causeOfBreak" type="string" maxOccurs="unbounded"  
      minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="PlaySceneType"> 
  <complexContent> 
   <extension base="vid:VideoSegmentType"> 
    <sequence> 
     <element name="attackingTeamId" type="vid:SemObjIdType" minOccurs="0"/> 
     <element name="defendingTeamId" type="vid:SemObjIdType" minOccurs="0"/> 
     <element name="playingPosition" type="string" minOccurs="0"/> 
    </sequence> 
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   </extension> 
  </complexContent> 
 </complexType> 
 
 <element name="textFrame" substitutionGroup="vid:visualSegment"    
  type="vid:textFrameType"/> 
 
 <element name="faceFrame" substitutionGroup="vid:visualSegment"    
  type="vid:faceFrameType"/> 
 
 <element name="globalShot" substitutionGroup="vid:visualSegment"    
  type="vid:globalShotType"/> 
  
 <element name="zoominShot" substitutionGroup="vid:visualSegment"    
  type="vid:zoominShotType"/> 
 
 <element name="closeupShot" substitutionGroup="vid:visualSegment"    
  type="vid:closeupShotType"/> 
 
 <element name="replayScene" substitutionGroup="vid:visualSegment"    
  type="vid:replaySceneType"/> 
 
 <complexType name="textFrameType"> 
  <complexContent> 
   <extension base="vid:VisualSegmentType"> 
    <sequence> 
     <element name="textSize" type="integer" minOccurs="0"/> 
     <element name="textContent" type="string" minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="faceFrameType"> 
  <complexContent> 
   <extension base="vid:VisualSegmentType"> 
    <sequence> 
     <element name="numOfFace" type="integer" minOccurs="0"  
      maxOccurs="unbounded"/> 
     <element name="playerId" type="vid:SemObjIdType" minOccurs="0"  
      maxOccurs="unbounded"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="globalShotType"> 
  <complexContent> 
   <extension base="vid:VisualSegmentType"> 
    <sequence> 
     <element name="fieldColorRatio" type="integer" minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="zoominShotType"> 
  <complexContent> 
   <extension base="vid:VisualSegmentType"> 
    <sequence> 
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     <element name="fieldColorRatio" type="integer"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="closeupShotType"> 
  <complexContent> 
   <extension base="vid:VisualSegmentType"> 
    <sequence> 
     <element name="fieldColorRatio" type="integer"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="replaySceneType"> 
  <complexContent> 
   <extension base="vid:VisualSegmentType"> 
    <sequence> 
     <element name="logoBoundary" type="boolean"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <element name="whistle" substitutionGroup="vid:audioSegment" type="vid:WhistleType"/> 
 <element name="excitement" substitutionGroup="vid:audioSegment" `   
  type="vid:ExcitementType"/> 
 
 <complexType name="WhistleType"> 
  <complexContent> 
   <extension base="vid:AudioSegmentType"> 
    <sequence> 
     <element name="frequencyUpperBoundary" type="integer"/> 
     <element name="frequencyLowerBoundary" type="integer"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="ExcitementType"> 
  <complexContent> 
   <extension base="vid:AudioSegmentType"> 
    <sequence> 
     <element name="levelOfLoudness" type="integer" /> 
     <element name="maxPitch" type="integer"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="OverallSummary"> 
  <sequence> 
   <element name="whatAction" type="vid:SportVideoActionType" minOccurs="0"/> 
   <choice> 
    <element name="team" type="string" minOccurs="0" maxOccurs="2"/> 
    <element name="teamId" type="vid:SemObjIdType" minOccurs="0" maxOccurs="2"/> 
   </choice> 
   <choice> 
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    <element name="winnerTeam" type="string" minOccurs="0"/> 
    <element name="winnerTeamId" type="vid:SemObjIdType" minOccurs="0"/> 
   </choice> 
   <choice> 
    <element name="where" type="string" minOccurs="0"/> 
    <element name="place" type="vid:PlaceType" minOccurs="0"/> 
   </choice> 
   <element name="when" type="date" /> 
   <element name="matchStatistics" type="vid:MatchStatisticsType"/> 
  </sequence> 
 </complexType> 
 
 <simpleType name="SportVideoActionType"> 
  <restriction base="string"> 
   <pattern value="(soccer|basketball)-(national|international)- 
     (championsLeague|worldCup)" /> 
  </restriction> 
 </simpleType> 
  
 <complexType name="MatchStatisticsType"> 
  <sequence> 
   <element name="numOfGoals" minOccurs="0" maxOccurs="1"/> 
   <element name="numOfFouls" minOccurs="0" maxOccurs="1"/> 
   <element name="numOfShots" minOccurs="0" maxOccurs="1"/> 
  </sequence> 
 </complexType> 
  
 <complexType name="PlaceType"> 
  <sequence> 
   <element name="stadium" type="string" minOccurs="0" maxOccurs="1"/> 
   <element name="country" type="string" minOccurs="0" maxOccurs="1"/> 
  </sequence> 
 </complexType> 
  
 <complexType name="HierarchicalSummary"> 
  <sequence> 
   <element ref="vid:comprehensiveSummary" minOccurs="0" maxOccurs="1"/> 
   <element ref="vid:highlightSummary" minOccurs="0" maxOccurs="1"/> 
  </sequence> 
 </complexType> 
 
 <element name="comprehensiveSummary"> 
  <complexType> 
   <sequence> 
    <element name="pbSequence" minOccurs="0" maxOccurs="unbounded"> 
     <complexType> 
      <sequence> 
       <element name="highlightEvent" minOccurs="0"  
       maxOccurs="unbounded"> 
        <complexType> 
         <sequence> 
          <element name="keyFrame"  
          minOccurs="0" maxOccurs="unbounded"> 
           <complexType> 
            <sequence> 
             <element  
         name="visualFrameId" type="vid:SegmentIdType"/> 
            </sequence> 
           </complexType> 
          </element> 
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         </sequence> 
         <attribute name="eventId"  
          type="vid:SegmentIdType"/> 
        </complexType> 
       </element> 
       <element name="play" minOccurs="1" maxOccurs="unbounded"> 
        <complexType> 
          <attribute name="playId"  
           type="vid:SegmentIdType"/> 
        </complexType> 
       </element> 
       <element name="break" minOccurs="1" maxOccurs="unbounded"> 
        <complexType> 
         <sequence> 
          <element name="faceFrame"  
          minOccurs="0" maxOccurs="unbounded"> 
           <complexType> 
            <attribute  
         name="faceFrameId" type="vid:SegmentIdType" /> 
           </complexType> 
          </element> 
         </sequence> 
         <attribute name="breakId"  
          type="vid:SegmentIdType"/> 
        </complexType> 
       </element> 
      </sequence> 
      <attribute name="pbId" type="vid:SegmentIdType"/> 
     </complexType> 
    </element> 
   </sequence> 
  </complexType> 
 </element> 
 
 <element name="highlightSummary"> 
  <complexType> 
   <sequence> 
    <element name="summaryThemeList" type="vid:SummaryThemeList" /> 
    <element name="highlightCollectionList" type="vid:HighlightCollectionList"  
     minOccurs="0"/> 
   </sequence> 
  </complexType> 
 </element> 
 
 <complexType name="SummaryThemeList"> 
  <sequence> 
   <element name="summaryTheme" type="vid:SummaryThemeType" minOccurs="1"  
    maxOccurs="unbounded"/> 
  </sequence> 
 </complexType> 
 
 <complexType name="SummaryThemeType"> 
  <sequence> 
   <element name="themeContent" type="string"/> 
  </sequence> 
  <attribute name="themeId" type="vid:ThemeIdType"/> 
  <attribute name="parentThemeId" type="vid:ThemeIdType"/> 
 </complexType> 
 
 <simpleType name="ThemeIdType"> 
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  <restriction base="string"> 
   <pattern value="[T]\d+" /> 
  </restriction> 
 </simpleType> 
  
 <complexType name="HighlightCollectionList"> 
  <sequence> 
   <element ref="vid:highlightCollection" minOccurs="1" maxOccurs="unbounded" /> 
  </sequence> 
 </complexType> 
 
 <element name="highlightCollection"> 
  <complexType> 
   <sequence> 
    <element name="highlightEventId" type="vid:SegmentIdType" minOccurs="1"  
     maxOccurs="unbounded" /> 
   </sequence> 
   <attribute name="themeId" type="vid:ThemeIdType"/> 
  </complexType> 
 </element> 
 
 <element name="soccerVideo" substitutionGroup="vid:sportVideo"    
  type="vid:SoccerVideoType"/> 
 
 <complexType name="SoccerVideoType"> 
  <complexContent> 
   <extension base="vid:SportVideoType"> 
    <sequence> 
     <element name="sportCategory" type="string" default="periodGoal"/> 
     <element name="soccerDomainEventCollection"  
      type="vid:SoccerDomainEventCollectionType"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="SoccerDomainEventCollectionType"> 
  <sequence> 
   <element ref="vid:soccerDomainEvent" minOccurs="0" maxOccurs="unbounded"/> 
  </sequence> 
 </complexType> 
 
 <element name="soccerDomainEvent" abstract="true" type="vid:SoccerDomainEventType"/> 
 
 <complexType name="SoccerDomainEventType" abstract="true"> 
  <complexContent> 
   <extension base="vid:VideoSegmentType"> 
    <sequence> 
     <element name="teamBenefitedId" type="vid:SemObjIdType" minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
  
   
 <element name="soccerGoal" substitutionGroup="vid:soccerDomainEvent"    
  type="vid:SoccerGoalType"/> 
 
 <element name="soccerPenaltyKick" substitutionGroup="vid:soccerDomainEvent"  
  type="vid:SoccerPenaltyKickType"/> 
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 <element name="soccerCornerKick" substitutionGroup="vid:soccerDomainEvent"  
  type="vid:SoccerCornerKickType"/> 
 
 <element name="soccerDirectFreeKick" substitutionGroup="vid:soccerDomainEvent"  
  type="vid:SoccerDirectFeeKickType"/> 
 
 <element name="soccerIndirectFreeKick" substitutionGroup="vid:soccerDomainEvent"  
  type="vid:SoccerIndirectFreeKickType"/> 
 
 <element name="soccerFoul" substitutionGroup="vid:soccerDomainEvent"    
  type="vid:SoccerFoulType"/> 
 
 <element name="soccerCounterAttack" substitutionGroup="vid:soccerDomainEvent"  
  type="vid:SoccerCounterAttackType"/> 
 
 <complexType name="SoccerPenaltyKickType"> 
  <complexContent> 
   <extension base="vid:SoccerDomainEventType"> 
    <sequence> 
     <element name="kickerPlayerId" type="vid:SemObjIdType" minOccurs="0"/> 
     <element name="goalKeeperPlayerId" type="vid:SemObjIdType" minOccurs="0"/> 
     <element name="successful" type="boolean" minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="SoccerGoalType"> 
  <complexContent> 
   <extension base="vid:SoccerDomainEventType"> 
    <sequence> 
     <element name="scorerPlayerId" type="vid:SemObjIdType" minOccurs="0"/> 
     <element name="assistPlayerId" type="vid:SemObjIdType" minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
  
 <complexType name="SoccerCornerKickType"> 
  <complexContent> 
   <extension base="vid:SoccerDomainEventType"> 
    <sequence> 
     <element name="kickerPlayerId" type="vid:SemObjIdType" minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="SoccerDirectFeeKickType"> 
  <complexContent> 
   <extension base="vid:SoccerDomainEventType"> 
    <sequence> 
     <element name="kickerPlayerId" type="vid:SemObjIdType" minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="SoccerIndirectFreeKickType"> 
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  <complexContent> 
   <extension base="vid:SoccerDomainEventType"> 
    <sequence> 
     <element name="kickerPlayerId" type="vid:SemObjIdType" minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="SoccerFoulType"> 
  <complexContent> 
   <extension base="vid:SoccerDomainEventType"> 
    <sequence> 
     <element name="foulCategory" type="vid:SoccerFoulCategoryType"   
       minOccurs="0"/> 
     <element name="playerId" type="vid:SemObjIdType" minOccurs="0"/> 
     <element name="card" type="vid:SoccerCardType" minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <simpleType name="SoccerFoulCategoryType"> 
  <restriction base="string"> 
   <enumeration value="offside"/> 
   <enumeration value="offensive"/> 
   <enumeration value="defensive"/> 
  </restriction> 
 </simpleType> 
  
 <simpleType name="SoccerCardType"> 
  <restriction base="string"> 
   <enumeration value="yellow"/> 
   <enumeration value="red"/> 
  </restriction> 
 </simpleType> 
  
 <complexType name="SoccerCounterAttackType"> 
  <complexContent> 
   <extension base="vid:SoccerDomainEventType"> 
    <sequence> 
     <element name="playerId" type="vid:SemObjIdType" minOccurs="0"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <complexType name="DomainEventType"> 
  <complexContent> 
   <extension base="vid:VideoSegmentType"> 
    <sequence> 
     <element name="timeInMatch" type="string" minOccurs="0" maxOccurs="1" /> 
     <element name="abstractionLevel" type="vid:DomainEventAbstractionLevel"/> 
    </sequence> 
   </extension> 
  </complexContent> 
 </complexType> 
 
 <simpleType name="DomainEventAbstractionLevel"> 
  <restriction base="string"> 
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   <enumeration value="generic"/> 
   <enumeration value="domainSpecific"/> 
   <enumeration value="furtherTactical"/> 
  </restriction> 
 </simpleType> 
 
</schema>  
 273 
C. Appendix 3: XML-Based Sports 
Video Indexes Sample Data 
 
 <sportVideoLibrary> 
  
 <semanticObjectCollection> 
  <team> 
   <teamId>Tm1</teamId> 
   <teamType>clubTeam</teamType> 
   <teamShortName>Madrid</teamShortName> 
   <teamFullName>Real Madrid</teamFullName> 
  </team>   
   <team> 
   <teamId>Tm2</teamId> 
   <teamType>clubTeam</teamType> 
   <teamShortName>Juventus</teamShortName> 
   <teamFullName>FC Juventus</teamFullName> 
  </team> 
  <player> 
   <playerId>Pl1</playerId> 
   <playerShortName>Ronaldo</playerShortName> 
   <playerFullName>Luis Nazario de Lima</playerFullName> 
   <clubTeam>Tm1</clubTeam> 
   <position>forward</position> 
  </player> 
  <player> 
   <playerId>Pl2</playerId> 
   <playerShortName>Del Piero</playerShortName> 
   <playerFullName>Alessandro Del Piero</playerFullName> 
   <clubTeam>Tm2</clubTeam> 
   <position>forward</position> 
  </player> 
  <player> 
   <playerId>Pl3</playerId> 
   <playerShortName>Zidane</playerShortName> 
   <playerFullName>Zinedine Zidane</playerFullName> 
   <clubTeam>Tm1</clubTeam> 
   <position>forward</position> 
  </player> 
 </semanticObjectCollection> 
  
  
 <soccerVideo> 
  <segmentId>M1</segmentId> 
  <mediaLocation> 
   <filePath>C:\MyData\PhD\VideoSamples\Soccer_Juve-Madrid</filePath> 
   <fileName>juventus_madrid1</fileName> 
   <fileExtension>mpg</fileExtension> 
   <frameStart>1</frameStart> 
   <frameEnd>1200</frameEnd> 
  </mediaLocation> 
   
  <name>Soccer:ChampionsLeague04_Juve-Madrid</name> 
  <sportVideoComponent> 
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   <segmentCollection> 
    <pbSequence> 
     <segmentId>S1</segmentId> 
     <mediaLocation> 
      <frameStart>30</frameStart> 
      <frameEnd>49</frameEnd> 
     </mediaLocation> 
    </pbSequence> 
    <pbSequence> 
     <segmentId>S2</segmentId> 
     <mediaLocation> 
      <frameStart>50</frameStart> 
      <frameEnd>100</frameEnd> 
     </mediaLocation> 
    </pbSequence> 
    <playScene> 
     <segmentId>P1</segmentId> 
     <mediaLocation> 
      <frameStart>30</frameStart> 
      <frameEnd>36</frameEnd> 
     </mediaLocation> 
    </playScene> 
    <playScene> 
     <segmentId>P2</segmentId> 
     <mediaLocation> 
      <frameStart>37</frameStart> 
      <frameEnd>42</frameEnd> 
     </mediaLocation> 
    </playScene> 
    <breakScene> 
     <segmentId>B1</segmentId> 
     <mediaLocation> 
      <frameStart>42</frameStart> 
      <frameEnd>49</frameEnd> 
     </mediaLocation> 
    </breakScene> 
    <excitement> 
     <segmentId>Exc1</segmentId> 
     <mediaLocation> 
      <frameStart>50</frameStart> 
      <frameEnd>59</frameEnd> 
     </mediaLocation> 
    </excitement> 
    <text> 
     <segmentId>Txt1</segmentId> 
     <mediaLocation> 
      <frameStart>42</frameStart> 
      <frameEnd>49</frameEnd> 
     </mediaLocation> 
    </text> 
   </segmentCollection> 
   <syntacticRelationCollection> 
    <syntacticRelation> 
     <relationCategory>composedOf</relationCategory> 
     <sourceSegmentId>M1</sourceSegmentId> 
     <destinationSegmentId>S1</destinationSegmentId> 
    </syntacticRelation> 
   </syntacticRelationCollection> 
   <semanticRelationCollection> 
    <semanticRelation> 
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     <relationCategory>appearsIn</relationCategory> 
     <sourceSemObjId>Pl1</sourceSemObjId> 
     <destinationSegmentId>P1</destinationSegmentId> 
     <destinationSegmentId>B1</destinationSegmentId> 
    </semanticRelation> 
    <semanticRelation> 
     <relationCategory>appearsIn</relationCategory> 
     <sourceSemObjId>Pl2</sourceSemObjId> 
     <destinationSegmentId>P2</destinationSegmentId> 
     <destinationSegmentId>B1</destinationSegmentId> 
    </semanticRelation> 
   </semanticRelationCollection> 
  </sportVideoComponent> 
   
  <overallSummary> 
   <whatAction>soccer-international-championsLeague</whatAction> 
   <team>Tm2</team> 
   <team>Tm1</team> 
   <where>Santiago Barnebau</where> 
   <when>2002-12-01</when> 
   <matchStatistics> 
    <numOfGoals>4</numOfGoals> 
    <numOfFouls>10</numOfFouls> 
   </matchStatistics> 
  </overallSummary> 
  <hierarchicalSummary> 
   <comprehensiveSummary> 
    <pbSequence pbId="S1"> 
     <highlightEvent eventId="E1"/> 
     <play playId="P1"></play> 
     <break breakId="B1"></break> 
    </pbSequence> 
   </comprehensiveSummary> 
   <highlightSummary> 
    <summaryThemeList> 
     <summaryTheme themeId="T0"> 
      <themeContent>soccer</themeContent> 
     </summaryTheme> 
     <summaryTheme themeId="T01" parentThemeId="T0"> 
      <themeContent>foul</themeContent> 
     </summaryTheme> 
    </summaryThemeList> 
    <highlightCollectionList> 
     <highlightCollection themeId="T01"> 
      <highlightEventId>E1</highlightEventId> 
     </highlightCollection> 
    </highlightCollectionList> 
   </highlightSummary> 
  </hierarchicalSummary> 
   
  <sportCategory>periodGoal</sportCategory> 
  <soccerDomainEventCollection> 
   <soccerFoul> 
    <segmentId>E1</segmentId> 
    <mediaLocation> 
     <frameStart>30</frameStart> 
     <frameEnd>100</frameEnd> 
    </mediaLocation> 
   </soccerFoul> 
   <soccerGoal> 
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    <segmentId>E2</segmentId> 
    <mediaLocation> 
     <frameStart>350</frameStart> 
     <frameEnd>500</frameEnd> 
    </mediaLocation> 
    <teamBenefitedId>Tm1</teamBenefitedId> 
    <scorerPlayerId>Pl1</scorerPlayerId>  
   </soccerGoal> 
   <soccerGoal> 
    <segmentId>E6</segmentId> 
    <mediaLocation> 
     <frameStart>9000</frameStart> 
     <frameEnd>10000</frameEnd> 
    </mediaLocation> 
    <teamBenefitedId>Tm1</teamBenefitedId> 
    <scorerPlayerId>Pl1</scorerPlayerId>  
   </soccerGoal> 
   <soccerGoal> 
    <segmentId>E5</segmentId> 
    <mediaLocation> 
     <frameStart>800</frameStart> 
     <frameEnd>900</frameEnd> 
    </mediaLocation> 
    <teamBenefitedId>Tm2</teamBenefitedId> 
    <scorerPlayerId>Pl2</scorerPlayerId>  
   </soccerGoal> 
   <soccerFoul> 
    <segmentId>E3</segmentId> 
    <mediaLocation> 
     <frameStart>400</frameStart> 
     <frameEnd>500</frameEnd> 
    </mediaLocation> 
    <teamBenefitedId>Tm2</teamBenefitedId> 
    <playerId>Pl1</playerId>  
   </soccerFoul> 
  </soccerDomainEventCollection> 
   
 </soccerVideo> 
 
  
 <soccerVideo> 
  <segmentId>M2</segmentId> 
  <mediaLocation> 
   <filePath>C:\MyData\PhD\VideoSamples\</filePath> 
   <fileName>brazil_germany</fileName> 
   <fileExtension>mpg</fileExtension> 
   <frameStart>1</frameStart> 
   <frameEnd>15000</frameEnd> 
  </mediaLocation> 
  <sportCategory>periodGoal</sportCategory> 
  <overallSummary> 
   <whatAction>soccer-international-championsLeague</whatAction> 
   <team>Brazil</team> 
   <team>Germany</team> 
   <where>Santiago Barnebau</where> 
   <when>2002-12-01</when> 
   <matchStatistics> 
    <numOfGoals>4</numOfGoals> 
    <numOfFouls>10</numOfFouls> 
   </matchStatistics> 
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  </overallSummary> 
  <soccerDomainEventCollection> 
   <soccerFoul> 
    <segmentId>E21</segmentId> 
    <mediaLocation> 
     <frameStart>10</frameStart> 
     <frameEnd>60</frameEnd> 
    </mediaLocation> 
   </soccerFoul> 
   <soccerGoal> 
    <segmentId>E22</segmentId> 
    <mediaLocation> 
     <frameStart>350</frameStart> 
     <frameEnd>500</frameEnd> 
    </mediaLocation> 
    <teamBenefitedId>Tm1</teamBenefitedId> 
    <scorerPlayerId>Pl1</scorerPlayerId>  
   </soccerGoal> 
   <soccerShot> 
    <segmentId>E25</segmentId> 
    <mediaLocation> 
     <frameStart>800</frameStart> 
     <frameEnd>900</frameEnd> 
    </mediaLocation> 
    <teamBenefitedId>Tm2</teamBenefitedId> 
    <shooterPlayerId>Pl2</shooterPlayerId>  
   </soccerShot> 
   <soccerShot> 
    <segmentId>E23</segmentId> 
    <mediaLocation> 
     <frameStart>400</frameStart> 
     <frameEnd>500</frameEnd> 
    </mediaLocation> 
    <teamBenefitedId>Tm2</teamBenefitedId> 
    <shooterPlayerId>Pl1</shooterPlayerId>  
   </soccerShot> 
  </soccerDomainEventCollection> 
   
 </soccerVideo> 
 
</sportVideoLibrary> 
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D. Appendix 4: MPEG-7 Based Sport 
Video Indexes Sample Data 
 
<?xml version="1.0"?> 
<SportVidLib> 
 <Video genre="sport" type="soccer"> 
  <MatchSummary> 
   <Name>soccer: ManchesterUnited vs Deportivo2001</Name> 
   <SourceLocator>     
    <MediaUri>http://vidlib.org/soccer1.mpg</MediaUri> 
    <MediaTime> 
     <MediaRelTimePoint>PT0S</MediaRelTimePoint> 
     <MediaDuration>PT105M</MediaDuration> 
    </MediaTime> 
   </SourceLocator> 
   <MatchAnnotation> 
  <WhatAction>Soccer: Champions League Qualifying</WhatAction> 
    <HomeTeam>Manchester United soccer team</HomeTeam> 
    <VisitingTeam>Deportivo La Coruna soccer team</VisitingTeam> 
    <Where>Old Trafford, England </Where> 
    <When><Y>2001</Y><M>8</M><D>8</D></When> 
    <Winner>Deportivo La Coruna soccer team</Winner> 
    <FinalScore>H2-V3</FinalScore> 
    <MatchComment>A very thrilling lots of goals and exciting plays! </MatchComment> 
   </MatchAnnotation> 
  </MatchSummary> 
 
  <HierarchicalSummary> 
   <SummaryThemeList> 
    <SummaryTheme xml:lang="en" id="E0"> soccer </SummaryTheme> 
    <SummaryTheme xml:lang="en" id="E01" parentId="E0"> goals </SummaryTheme> 
   </SummaryThemeList> 
   <HighlightSummary id="MU_goals" themeIds="E01"> 
    <HighlightSegment id="MU_Goal_videoclip_1" level="0" duration="PT56S"> 
     <KeyAVclip> 
      <MediaTime> 
       <MediaRelTimePoint>PT8M31S 
        </MediaRelTimePoint> 
       <MediaDuration>PT56S</MediaDuration> 
      </MediaTime> 
     </KeyAVclip> 
     <HighlightSegmentAnnotation> 
      <Who>Van Nilestrooy</Who> 
      <Team>Manchester United soccer team</Team> 
      <Time>7M</Time> 
      <HighlightComment>Ryan Giggs displays a great control, then assists Van  
       Nilestrooy. It's Van Nilestrooy first goal in ChampionsLeague since he  
       joined Manchester United in 2001 
      </HighlightComment> 
     </HighlightSegmentAnnotation> 
    </HighlightSegment> 
    <HighlightSegment id="MU_Goal_videoclip_2" level="0" duration="PT45S"> 
     <KeyAVclip> 
      <MediaTime> 
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       <MediaRelTimePoint>PT42M10S 
        </MediaRelTimePoint> 
       <MediaDuration>PT45S</MediaDuration> 
      </MediaTime> 
     </KeyAVclip> 
     <HighlightSegmentAnnotation> 
      <Who>Van Nilestrooy</Who> 
      <Team>Manchester United soccer team</Team> 
      <Time>40M</Time> 
      <HighlightComment>Beckham gives an assist  
       while Van Nilestrooy  
       shows an incredible solo ability 
      </HighlightComment> 
     </HighlightSegmentAnnotation> 
    </HighlightSegment> 
   </HighlightSummary> 
   <HighlightSummary id="Deportivo_goals" themeIds="E01"> 
    <HighlightSegment id="Deportivo_Goal_videoclip_1" level="0" duration="PT46S"> 
     <KeyAVclip>       
      <MediaTime> 
       <MediaRelTimePoint  
        timeBase="../../mediaLocator[1]">PT38M 
       </MediaRelTimePoint> 
       <MediaDuration>PT46S</MediaDuration> 
      </MediaTime> 
     </KeyAVclip> 
     <HighlightSegmentAnnotation> 
      <Who>Sergio</Who> 
      <Team>Deportivo La Coruna soccer team </Team> 
      <Time>37M</Time> 
      <HighlightComment>This goal should not happen if MU goal keeper's 
       Fabien Barthez and his defender Brown didn't make such a  
       horrible mistake 
      </HighlightComment> 
     </HighlightSegmentAnnotation> 
    </HighlightSegment> 
    <HighlightSegment id="Deportivo_Goal_videoclip_2" level="0" duration="PT44S"> 
     <KeyAVclip>       
      <MediaTime> 
       <MediaRelTimePoint  
        timeBase="../../mediaLocator[1]">PT38M30S 
       </MediaRelTimePoint> 
       <MediaDuration>PT44</MediaDuration> 
      </MediaTime> 
     </KeyAVclip> 
     <HighlightSegmentAnnotation> 
      <Who>Diego Tristan </Who> 
      <Team>Deportivo La Coruna soccer team </Team> 
      <Time>39M</Time> 
      <HighlightComment> 
       Diego Tristan shows a superb header from an excellent cross assist 
      </HighlightComment> 
     </HighlightSegmentAnnotation> 
    </HighlightSegment> 
    <HighlightSegment id="Deportivo_Goal_videoclip_3" level="0" duration="PT58S"> 
     <KeyAVclip>       
      <MediaTime> 
       <MediaRelTimePoint  
        timeBase="../../mediaLocator[1]">PT01H09M00S 
       </MediaRelTimePoint> 
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       <MediaDuration>PT58S</MediaDuration> 
      </MediaTime> 
     </KeyAVclip> 
     <HighlightSegmentAnnotation> 
      <Who>Diego Tristan</Who> 
      <Team>Deportivo La Coruna soccer team </Team>    
     <time>60M</time> 
      <HighlightComment>Again! This goal should not happen if MU goal keeper's 
       Fabien Barthez and his defender Brown didn't make another  
       horrible mistake 
      </HighlightComment> 
     </HighlightSegmentAnnotation> 
    </HighlightSegment> 
   </HighlightSummary> 
  </HierarchicalSummary> 
 </Video> 
 <Video genre="sport" type="soccer"> 
  <MatchSummary> 
   <Name>Roma vs. Juventus2002</Name> 
   <SourceLocator>     
    <MediaUri>http://vidlib.org/soccer2.mpg</MediaUri> 
    <MediaTime> 
     <MediaRelTimePoint>PT0S</MediaRelTimePoint> 
     <MediaDuration>PT100M</MediaDuration> 
    </MediaTime> 
   </SourceLocator> 
   <MatchAnnotation> 
    <WhatAction>Soccer: Italian SerieA</WhatAction> 
    <HomeTeam>Roma soccer team</HomeTeam> 
    <VisitingTeam>Juventus soccer team</VisitingTeam> 
    <Where>Olympico, Roma </Where> 
    <When><Y>2002</Y><M>2</M><D>10</D></When> 
    <Winner>Draw</Winner> 
    <FinalScore>H0-V0</FinalScore> 
    <MatchComment>A very big match, although ended draw, Juventus shows a great 
     defence by avoiding any goal despite losing one player from the first . 
     half</MatchComment> 
   </MatchAnnotation> 
  </MatchSummary> 
 </Video> 
 <Video genre="sport" type="tennis"> 
  <MatchSummary> 
   <Name>Hingis vs. Capriati 2002 Australia</Name> 
   <SourceLocator>     
    <MediaUri>http://vidlib.org/tennis1.mpg</MediaUri> 
    <MediaTime> 
     <MediaRelTimePoint>PT0S</MediaRelTimePoint> 
     <MediaDuration>PT180M</MediaDuration> 
    </MediaTime> 
   </SourceLocator> 
   <MatchAnnotation> 
    <WhatAction>Tennis: Australian Open 2002 Ladies Final </WhatAction> 
    <Where>Australia </Where> 
    <When><Y>2002</Y><M>1</M><D>15</D></When> 
    <Winner>Capriati</Winner> 
    <MatchComment>An exciting match! In such a hot day, Capriati show a great  
     champion mentality. Coming back from losing the first set, until finally  
     wins.</MatchComment> 
   </MatchAnnotation> 
  </MatchSummary> 
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 </Video> 
</SportVidLib> 
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E. Appendix 5: User Study Proforma 
 
Main Objectives Verify if the browsing scheme is simple but smart (or 
powerful) 
Verify if the scenes are self-consumable 
Get feedback and suggestions for future work 
Participants Total of 20 (age, gender, cultural background, 
education, and environment are not the variables of our 
study) 
User Profiles: 
5 soccer fans who are keen to spend time watching the 
whole match 
5 soccer fans who just like to watch highlights or 
summarized version 
5 sport viewers who are not a big fan of soccer (to see 
if the browsing scheme can make them interested, as 
well as getting comparison with other sports) 
5 viewers who dislike sport (to get many useful 
feedback as to how make sport/soccer interesting to 
watch) 
Method of study Observation (based on 10 tasks) followed by some 
informal discussions 
Written Questionnaire (closed questions) which 
assesses users’ opinions and feedback 
Method of 
measurements 
and evaluation 
Summary of observations (highlighting important 
findings, events, and opinions) 
Statistics on the written questionnaires 
Important notes Users will be briefed with the browsing scheme 
concepts before starting the observation/questionnaire) 
Users know basic sport/soccer structure, play-break 
and highlight 
Users are familiar with standard GUI components (e.g. 
pop-up menu and button) 
Users do not need to know about the underlying 
architecture to benefit from the browsing scheme 
 
Table E.1. Summary of User Study Planning 
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Consent Form 
 
This study is part of a PhD candidature program (Deakin University) and author 
sincerely thanks the participants for their valuable time and opinion. Please sign this 
form if you agree with the next paragraph. 
 
The overall activities for the study will not exceed 15 minutes (including de-
briefing). The information obtained during this observation and questionnaire 
activities will be strictly used for evaluating the usefulness of a browsing scheme 
which has been developed by the author. Certain portions of the information will be 
summarized and highlighted and may be used for writing reports and/or scientific 
paper(s). However participants are not required to supply their personal details which 
will be kept in confidential. Moreover, age, gender, cultural background, education, 
and environment are not the variables of our study; therefore we will not document 
them. 
 
 
 
Signed and Dated, 
 
 
<Full name/dd-mm-yy> 
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*Rating: 
1: Disagree 
2: Agree 
3: Strongly agree 
If you rated 1, please provide the specific reason(s)  
If you rated 2, please provide a brief suggestion for future improvement. 
 
TASK1 
1. Select soccer Match to browse (juventus_madrid1) 
1.1 Examine the Details and Textual annotation information: 
Q1. The information is sufficient (rate on 1-3 scale*) 
2. (Within the current match), Select to browse using Collection of key events (Foul) 
3. (Within the current collection), Select a particular key event segment (E2: Foul) 
 4.1 Browse the Key Frames: (use prev and next buttons) 
Q2. The key frames sufficiently describe the event (rate on 1-3 scale) 
Q3. If I can browse key frames which belong to the whole match, it 
will help me to decide which match I’d be keener to watch (rate on 1-
3 scale) 
 4.2 Browse the Faces: 
Q4. The faces are descriptive (rate on 1-3 scale) 
Q5. The faces could be useful for ‘querying based on familiar face’ 
(rate on 1-3 scale) 
4.3 Play the video: 
Q6. The key event segment is self-consumable (rate on 1-3 scale)  
4. (Within the current key event segment), Browse and Play all of the play and break 
shots: 
Q7. The play and break segmentation is useful and enhancing my 
viewing experience (rate on 1-3 scale) 
 
TASK2 
1. Re-select the same match (juventus_madrid1) 
2. Select to browse using Play-break Sequence (S7) – you should notice that a 
sequence may contain one or more key event segments (which can be browsed 
individually within it): 
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Q8. Given the fact that the video is 20 minutes long, browsing the sequences 
sequentially will enhance my viewing efficiency (rate on 1-3 scale) 
Q9. If I can ask the system to remove the sequences which do not contain any key 
events, it will enhance a smarter browsing (rate on 1-3 scale) 
Q10. I would rather just browse on key events only (rate on 1-3 scale) 
2.1. Play the video (you should notice that the sequence is the ‘super-set’ of the key 
event you have just watched) 
Q11. The sequence contains some unnecessary portion of the key event - compared 
to the key event segment (rate on 1-3 scale) 
 
QUESTIONAIRES: 
Please tick if you are: 
1) A soccer fan that is keen to spend time watching a match as a whole 
2) A soccer fans that only have time to watch highlights or summarized version 
3) A sport viewer that is not a big fan of soccer (my favorite sport is ________ ) 
4) A TV viewer that dislikes sport programs (my favorite program is __________ ) 
 
Q12. If you tick: 
1) By browsing play-break sequences, I can still get the same details as if I 
watch the whole match, except now I have the choice of selecting/skipping 
scenes - like selecting tracks in a CD audio (rate on 1-3 scale) 
2) To have self-consumable highlights that can be automatically extracted by 
a ‘smart personal VCR’ from a ‘live’ match is better than waiting for 
broadcasted highlights (rate on 1-3 scale). 
2) This browsing scheme is effective to get the essence of a match without 
missing any details (rate on 1-3 scale). 
3) I would like to see a similar browsing scheme applied to my favorite sport 
(rate on 1-3 scale). 
3 or 4) Even I am not a fan of soccer, this browsing scheme would make me 
more interested to watch a soccer video (rate on 1-3 scale). 
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F. Appendix 6: Test Queries for the 
MPEG-7 Based Video Indexes 
 
In this section, the MPEG-7 based video indexes will be utilized using some simple 
and compex queries. 
Simple Queries 
 
Query1: Retrieve all highlight segments 
 
The simplest query example is to access a particular element. For example users 
want to display the highlight segments from all videos. We can do the query by using 
relative path expression to access elements 
$video/HierarchicalSummary/HighlightSummary/HighlightSegment 
 
However, we can alternatively use absolute path expression. Absolute path reduces 
the query length; it is less error-prone, and we do not have to know the path to access 
the element we need. Moreover, it does not get affected should the path is changed. 
$video//HighlightSegment 
 
Projection can also be done using For-Let-Where-Return (FLWR) expression (which 
looks more like SQL), however path expression is easier and more compact 
compared to FLWR expression. 
 For $h in $video//HighlightSegment  
Return $h 
 
Query2: Get all the sport types in the sport video library 
 
Another simplest query is when we need to display attribute. This query is very 
useful when the stored videos have many types of sport, such as soccer, tennis, and 
basketball. It is often useful for users to know what sport types they have, since if 
they can save some space from the video storage by deleting all of the videos if none 
of them is the type of sport user wants. 
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By using abbreviated step @, we can access the attributes of the current context node 
and its descendants.  
//Video/@type 
 
Query 3:  Find the first video from the video storage.  
 
Users can specifically choose which highlight number they want to watch. For 
example, (just like choosing a TV program channels using the remote control) users 
can watch the highlight segment (regardless what is inside it) by choosing the first, 
the second, the tenth, and so on. 
//HighlightSegment[1] 
 
And thus the second highlight segment is: 
//HighlightSegment[2]  
 
Moreover, we can also be more specific, for example to get only the first highlight 
Segment of the first video: 
//Video[1]/hierarchicalSummary/highlightSummary/highlightSegment[0] 
  
However, to get only the fist highlightSegment from each video, it gets quite tricky. 
We need a loop to test each video against the condition using a FLWR expression. 
for $video in //Video 
let $first := $video/HierarchicalSummary/ 
HighlightSummary/HighlightSegment[1] 
return 
 <Video> 
  $first 
 </Video> 
 
Query5: Get the match summary of only soccer sport videos.  
 
It is very important to be able to retrieve only a particular type of sport video 
summaries. We can achieve that using a selection condition on 1 attribute. 
//Video[@type ='soccer']/MatchSummary 
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Query 6: Get all match summaries which were hosted by Manchester United  
    and they won the game  
 
For example a user is a fan of Manchester United soccer team, and he/she wants to 
get all the matches, in which the favourite team hosts the game, as well as winning 
the match (since the team is more likely to win). We need use “and” to check two 
selection conditions. 
//Video[.//HomeTeam = ‘Manchester United soccer team'   
and MatchSummary/MatchAnnotation/Winner = 'Manchester United soccer team' 
]/MatchSummary 
 
 
 
Query 7: Display the highlightSummary of all Manchester united home match, 
    where Van Nilestrooy scores 
 
Since we are able to check on multiple selection conditions, we can do a lot of other 
useful queries, such as when the user wants to only watch Manchester United home 
match as he/she  likes the soccer stadium, and also to ensure that his/her favourite 
player such as Van Nilestrooy scores. 
//Video[.//HomeTeam =   
'Manchester United soccer team']/ 
HierarchicalSummary/HighlightSummary/ 
HighlightSegment[.//Who= 'Van Nilestrooy'] 
 
 
To be more precise, the query can be extended by making sure that the queried 
videos are only sport and it is soccer. This query will have the same result as query 7 
since our sport video library contains only sport soccer videos. 
//Video[@genre ='sport'] [@type ='soccer']  
[.//HomeTeam = 'Manchester United soccer team'] 
/HierarchicalSummary/HighlightSummary/ 
HighlightSegment[.//Player= 'Van Nilestrooy' '] 
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Complex queries 
 
Accessing the data (instead of the element) 
 
It is important to know this feature when we need to retrieve the data, rather than the 
element. 
 
Query 8: Retrieve the player name, without retrieving its element 
 
//Player/data( ) 
 
The result would return the string data (not the element) of the players that appear in 
our sport video library. The importance of accessing the actual data itself is evident 
when the query needs to use the actual data such as for comparison purposes. 
 
Re-constructing (regrouping) 
 
XQuery supports elements construction which is useful to structure the query results 
such as a dynamic summary. 
 
Query 9: Display all players appear in the video (just once), and for each player 
                Display the video match summary (in which the player appears). 
For $p in distinct-value (.//Who/data( ) ) 
Return 
 <result> 
  <player>{$p}</player> 
  {for $v in //Video, $p2 in 
   $v/HierarchicalSummary/HighlightSummary      
   HighlightSegment/HighlightSegmentAnnotation/ 
   Who/data( ) 
       where $p = $p2 
       return $v/MatchSummary 
  } 
</result> 
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Sorting  
 
It is often very useful to sort the result of the queries; especially when the result is 
quite long and user just want to scroll on the result quickly to find a particular name 
of player or team.  
 
Query10: Get all the video match summaries, sorted (ascending) by the 
    homeTeam 
 
//video/matchSummary order by .//HomeTeam/data( ) 
 
Quantification 
 
It is very useful to query according to the quantification. For example, there are two 
types of queries we can do. One is to ensure that we check that within a collection 
there are some elements that match the condition, or in some cases we want to ensure 
that all elements in that collection match the condition. For example, when a user 
does not like a particular player, they can do the following type of query. 
 
Query11: Select all video that has no player named “Van Nilestrooy”  
(find those videos which does not have any Van Nilestrooy’s goals) 
 
for $v in //Video 
where every $p in $v/HierarchicalSummary/HighlightSummary 
/HighlightSegment/HighlightSegmentAnnotation/Player 
    satisfies not( $p/data( ) = “Van Nilestrooy” ) 
return $v 
 
It should be noted that “not ( )” is an example of query prolog. 
 
Functions 
 
Built-in Functions 
Xquery has some built-in aggregation functions, such as avg (average), count, max, 
min, and sum. Other useful built-in functions would be distinct-value, and index 
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These types of aggregation functions are very useful for a lot of queries. For example 
when we want to discard all the videos that do not have any highlight segments 
(retaining those videos that has at least one goal) we can do the following query. 
 
Query12: Select the match summary from the videos in the sport video library 
that have at least 1 goal segments  
 
For $v in //Video 
Where count($v/HierarchicalSummary/HighlightSummary 
/HighlightSegment) >= 1 
Return $v/OverallSummary/MatchSummary 
 
By combining the features of aggregation and iteration, we can do more complex 
queries. For example when we want to display all players who appear in the video 
storage, and display all the goals scored by each of those players, and lastly we put 
the number of goals scored by each player (so that it becomes very clear who scores 
the most goals in the video storage) 
 
Query13: For each player, display all the highlight segment elements  
     and calculate the number of goals he score in that video. 
FOR $p IN DISTINCT-VALUE( //Who/data( ) ) 
LET $c := COUNT (//Video/hierarchicalSummary 
  highlightSummary/highlightSegment[.//Who/data( ) =$p] )  
RETURN 
 <result> 
  <player>{$p}</player> 
  <number of goals>$c</number of goals> 
  { FOR $v in //Video, $p2  
   $v/HierarchicalSummary/HighlightSummary 
  /HighlightSegment/HighlightSegmentAnnotation/Who/data( ) 
    WHERE $p = $p2    
         RETURN  $v/HierarchicalSummary/ 
    HighlightSummary/highlightSegment 
  } 
 </result> 
 
APPENDIX 6: TEST QUERIES FOR THE MPEG-7 BASED VIDEO INDEXES 
 293
User-defined (or customised) Functions 
 
XQuery allows us to define our own functions to make the queries more modular and 
concise. Although this feature is not useful for any extra type of queries, it is very 
useful to make the queries more compact, modular and therefore more re-usable. 
 
For example, recall how we can select all video in the current document that have no 
player named “Van Nilestrooy” (find that video which does not have any Van 
Nilestrooy’s goals -- because I don’t like him). 
 
The query was: 
for $v in //Video 
where every $p in $v/HierarchicalSummary/HighlightSummary 
/HighlightSegment/HighlightSegmentAnnotation/Player 
    satisfies not( $p/data( ) = “Van Nilestrooy” ) 
return $v 
We can define a new function  
Define function noplayer (xs: string $s, Video $v) returns xs:boolen{ 
 every $p in $v/HierarchicalSummary/HighlightSummary 
/HighlightSegment/HighlightSegmentAnnotation/Player 
    satisfies not( $p/data( ) = $s ) 
} 
The query can therefore be re-expressed as follows. 
for $v in //Video 
where noplayer (“Van Nilestrooy”, $v) 
return $v  
As it was mentioned, the benefit is obviously not only that the query becomes much 
more tidy, but also we can re-use the function for other queries, for example to get all 
the videos, which Beckham does not appear at all, we can do the following query: 
for $v in //Video 
where noplayer (“Beckham”, $v) 
return $v  
 
If - then - else condition 
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This feature is especially useful when we need to construct conditional elements. For 
example when we want to classify the video according to how many highlight 
Segments exist in each of the video, we can do the following query. 
 
Query 14: For each soccer video, display the match summary and give a 
comment according to the number of the highlight segments 
 
For $v in //Video 
Where $v/@type=”soccer” 
let $c := count($v/HierarchicalSummary/HighlightSummary/HighlightSegment) 
Return 
    <video> 
 { $v/MatchSummary } 
 {  if ($c >= 1 )  
    then <number of goals>more than one</number of goals> 
    else <number of goals>no goal!</number of goals> 
} 
    </video> 
 
Join 
 
Join is very essential for many type of queries, that needs to combine the results of 
more than one query results, or to query more than one XML document. 
 
For example, since in our proposed video summary, the only way to display the 
name of all the team, we need to combine the list of the homeTeam and 
visitingTeam. 
 
Query 15: Display all teams in the current document, either hosting or visiting. 
The simplest way to achieve this is by getting all the homeTeam nodes and joins 
them with the visitingTeam nodes. 
 
//HomeTeam | //VisitingTeam 
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G. Appendix 7: Sample Query 
Results 
 
Results from Q1 
<?xml version='1.0' encoding='UTF-8'?> 
<results> 
  <match id=" M1 "> 
    <pb> 
      <segmentId>S1</segmentId> 
      <mediaLocation> 
       
        <frameStart>30</frameStart> 
       
        <frameEnd>49</frameEnd> 
      
      </mediaLocation> 
      <playInPb> 
        <segmentId>P1</segmentId> 
        <mediaLocation> 
       
          <frameStart>30</frameStart> 
       
          <frameEnd>36</frameEnd> 
      
        </mediaLocation> 
      </playInPb> 
      <breakInPb> 
        <segmentId>B1</segmentId> 
        <mediaLocation> 
       
          <frameStart>42</frameStart> 
       
          <frameEnd>49</frameEnd> 
      
        </mediaLocation> 
      </breakInPb> 
    </pb> 
  </match> 
  <match id=" M2 "/> 
</results> 
 
 
Results from Q2 
 
<?xml version='1.0' encoding='UTF-8'?> 
<eventSummary> 
 
  <eventDetails> 
    <soccerFoul>   
      <segmentId>E1</segmentId>   
      <mediaLocation>   
        <frameStart>30</frameStart>    
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        <frameEnd>100</frameEnd>   
      </mediaLocation>   
    </soccerFoul> 
 
  </eventDetails> 
  <playRatio>18</playRatio> 
  <breakRatio>11</breakRatio> 
</eventSummary> 
 
 
Result for Q3 
 
To show an example of the generated summary, we provided a tree-view of the query 
result in Figure G.1. 
 
 
Figure G.1. Graphical Tree-View of the Result on Q3 
 
Results from Q4 
 
<?xml version='1.0' encoding='UTF-8'?> 
<FavoriteGamesSummary> 
 
  <SoccerVideos> 
    <GoalFeastMatch> 
      <segmentId>M1</segmentId> 
      <numOfGoals>3</numOfGoals> 
      <mediaLocation> 
    
        <filePath>C:\MyData\PhD\VideoSamples\Soccer_Juve-Madrid</filePath> 
    
        <fileName>juventus_madrid1</fileName> 
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        <fileExtension>mpg</fileExtension> 
    
        <frameStart>1</frameStart> 
    
        <frameEnd>1200</frameEnd> 
   
      </mediaLocation> 
    </GoalFeastMatch> 
  </SoccerVideos> 
 
  <SoccerVideos> 
    <FlowingMatch> 
      <segmentId>M2</segmentId> 
      <numOfFouls>1</numOfFouls> 
      <numOfWhistle>0</numOfWhistle> 
      <mediaLocation> 
    
        <filePath>C:\MyData\PhD\VideoSamples\</filePath> 
    
        <fileName>brazil_germany</fileName> 
    
        <fileExtension>mpg</fileExtension> 
    
        <frameStart>1</frameStart> 
    
        <frameEnd>15000</frameEnd> 
   
      </mediaLocation> 
    </FlowingMatch> 
  </SoccerVideos> 
</FavoriteGamesSummary> 
 
 
Result from Q5 
<?xml version='1.0' encoding='UTF-8'?> 
<RonaldoSummary> 
  <Details> 
    <playerFullName>Luis Nazario de Lima</playerFullName> 
    <playerShortName>Ronaldo</playerShortName> 
    <position>forward</position> 
  </Details> 
 
  <Goals> 
    <numOfGoals>1</numOfGoals> 
    <soccerGoal> 
      <segmentId>E2</segmentId> 
      <mediaLocation> 
        <frameStart>350</frameStart> 
        <frameEnd>500</frameEnd> 
      </mediaLocation> 
      <teamBenefitedId>Tm1</teamBenefitedId> 
      <scorerPlayerId>Pl1</scorerPlayerId>  
    </soccerGoal> 
  </Goals> 
</RonaldoSummary> 
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The result from this query has been presented using a graphical view as depicted in 
Figure G.2. 
 
 
Figure G.2. Graphical Tree-View of the Result on Q6 
 
 
Results from Q7 
<?xml version='1.0' encoding='UTF-8'?> 
<result> 
  <excitement>     
    <segmentId>Exc1</segmentId>    
    <mediaLocation>     
      <frameStart>50</frameStart>    
      <frameEnd>59</frameEnd>   
    </mediaLocation>  
  </excitement> 
  <text>   
    <segmentId>Txt1</segmentId>   
    <mediaLocation>    
      <frameStart>42</frameStart>    
      <frameEnd>49</frameEnd>   
    </mediaLocation>  
  </text> 
</result> 
 
Result from Q8 
<?xml version='1.0' encoding='UTF-8'?> 
<result> 
  <segmentId>M1</segmentId> 
  <segmentId>M2</segmentId> 
</result> 
 
Result from Q9 
<?xml version='1.0' encoding='UTF-8'?> 
<result> 
  <GoalEvent> 
    <segmentId>E2</segmentId> 
    <frameStart>350</frameStart> 
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    <frameEnd>500</frameEnd> 
  </GoalEvent> 
  <GoalEvent> 
    <segmentId>E6</segmentId> 
    <frameStart>9000</frameStart> 
    <frameEnd>10000</frameEnd> 
  </GoalEvent> 
  <GoalEvent> 
    <segmentId>E5</segmentId> 
    <frameStart>800</frameStart> 
    <frameEnd>900</frameEnd> 
  </GoalEvent> 
  <GoalEvent> 
    <segmentId>E22</segmentId> 
    <frameStart>350</frameStart> 
    <frameEnd>500</frameEnd> 
  </GoalEvent> 
</result> 
 
Result of Q10 - 1st Iteration 
<?xml version='1.0' encoding='UTF-8'?> 
<result> 
  <soccerWithAtLeastOneGoal> 
    <segmentId>M1</segmentId> 
    <overallSummary> 
      <whatAction>soccer-international-championsLeague</whatAction>  
      <team>Tm2</team>  
      <team>Tm1</team>  
      <where>Santiago Barnebau</where>  
      <when>2002-12-01</when>  
      <matchStatistics>   
        <numOfGoals>4</numOfGoals>   
        <numOfFouls>10</numOfFouls>  
      </matchStatistics> 
    </overallSummary> 
  </soccerWithAtLeastOneGoal> 
  <soccerWithAtLeastOneGoal> 
    <segmentId>M2</segmentId> 
    <overallSummary>  
      <whatAction>soccer-international-championsLeague</whatAction>  
      <team>Tm3</team>  
      <team>Tm4</team>  
      <where>Santiago Barnebau</where>   
      <when>2002-12-01</when>   
      <matchStatistics>    
        <numOfGoals>4</numOfGoals>    
        <numOfFouls>10</numOfFouls>   
      </matchStatistics>  
    </overallSummary> 
  </soccerWithAtLeastOneGoal> 
</result> 
 
Result of Q10 - 2nd Iteration 
<?xml version='1.0' encoding='UTF-8'?> 
<result> 
  <soccerWithAtLeastOneGoalwithRealMadrid> 
    <segmentId>M1</segmentId> 
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    <overallSummary   
      <whatAction>soccer-international-championsLeague</whatAction>  
      <team>Tm2</team>  
      <team>Tm1</team>  
      <where>Santiago Barnebau</where>  
      <when>2002-12-01</when>  
      <matchStatistics>   
        <numOfGoals>4</numOfGoals>   
        <numOfFouls>10</numOfFouls>  
      </matchStatistics> 
    </overallSummary> 
  </soccerWithAtLeastOneGoalwithRealMadrid> 
</result> 
 
 
 
 
