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INVERSE SPECTRAL THEORY AND THE MINKOWSKI
PROBLEM FOR THE SURFACE OF REVOLUTION
HIROSHI ISOZAKI AND EVGENY L. KOROTYAEV
Abstract. We solve the inverse spectral problem for rotationally symmetric
manifolds, which include the class of surfaces of revolution, by giving an ana-
lytic isomorphism from the space of spectral data onto the space of functions
describing the radius of rotation. An analogue of the Minkowski problem is
also solved.
1. Introduction and main results
1.1. The surface of revolution. Suppose we are given a surface of revolution M
in Rm+2 with m > 1. Using the coordinates (x, y) ∈ Rm+2 = R1 × Rm+1, M is
represented as
(1.1) y = f(x)ω, ω ∈ Sm, x ∈ I = [0, x0],
where f ∈ C2(I), f(x) > 0. Then the induced metric on M is
(1.2) ds2 =
(
1 + f ′(x)2
)
(dx)2 + f(x)2gSm ,
gSm being the standard metric on S
m. Making the change of variable t = t(x) by
(1.3)
dt
dx
=
√
1 + f ′(x)2,
we can rewrite ds2 as
(1.4)

ds2 = (dt)2 + r(t)2gSm , r(t) = f(x(t)),
0 6 t 6 t0 =
∫ x0
0
√
1 + f ′(x)2dx.
Then we have
|r′(t)| < 1,
since
(1.5) r′(t) = f ′(x(t))
dx
dt
=
f ′(x(t))√
1 + f ′(x(t))2
.
Now, the Laplace-Beltrami operator on M is written as
(1.6) ∆M =
1
rm
∂t (r
m∂t) +
∆Y
r2
,
where ∆Y is the Laplace-Beltrami operator on S
m. By imposing suitable boundary
conditions on t = 0 and t = t0, one can get the spectral data for M . We are
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interested in the inverse spectral problem, i.e. the recovery of M from its spectral
data. Note that in this setting, we are given the operator ∆Y . The value of t0
is not known a-priori, since it is computed from (1.4), which contains unknown
f(x). However, the eigenvalue problem for (1.6) is reduced to the 1-dimensional
Sturm-Liouville problem, and one can derive the value of t0 from the asymptotics
of eigenvalues. By virtue of (1.5), (1.3) is rewritten as
(1.7)
dx
dt
=
√
1− r′(t)2,
from which one can compute x(t) as well as x0. We can then recover f(x) from the
formula r(t) = f(x(t)) and the inverse function theorem.
We have thus seen that our problem is reduced to the inverse spectral problem
for (1.6) defined on [0, t0]× Y with suitable boundary condition. Since t0 is known
from the spectral asymptotics, we can assume without loss of generality that t0 = 1.
More precisely, in the general case, we have only to repeat the arguments below
with M = [0, 1]× Y replaced by M = [0, x0]× Y , where x0 is computed from (1.7)
and t0.
1.2. Rotationally symmetric manifold. Let us slightly generalize our problem.
Assume that we are given a compact m-dimensional Riemannian manifold (Y, g0)
(with or without boundary). We consider a cylindrical manifold M = [0, 1] × Y
with warped product metric
(1.8) g = (dx)2 + r2(x)g0.
The Laplace-Beltrami operator on M is written as
(1.9) ∆M =
1
r(x)m
∂x
(
r(x)m∂x
)
+
1
r2(x)
∆Y .
Two examples are given in Fig. 1, where Y = S1 and Fig. 2, where Y = [0, α]
with a suitable boundary condition on ∂Y .
x0
r(x)
1
Figure 1. The surface with Y = {y ∈ S1}.
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Figure 2. The surface of revolution of an angle α < pi
For the operator (1.9), we impose one of the following boundary conditions on
∂M = {0, 1} × Y : For y ∈ Y ,
(1.10)

Dirichlet b.c. f(0, y) = f(1, y) = 0,
Mixed b.c. f(0, y) = 0, f ′(1, y) + bf(1, y) = 0, b ∈ R,
Robin b.c. f ′(0, y)− af(0, y) = 0, f ′(1, y) + bf(1, y) = 0, a, b ∈ R.
The Laplacian −∆Y on Y has the discrete spectrum
0 6 E1 6 E2 6 E3 6 ...
with an associated orthonormal family of eigenfunctions Ψν , ν > 1, in L
2(Y ). Then,
we have the orthogonal decomposition
L2(M) = ⊕ν>1L 2ν (M),
L
2
ν (M) =
{
h(x, y) = f(x)Ψν(y) ;
∫ 1
0
|f(x)|2rm(x)dx <∞
}
, ν > 1.
Thus, −∆M is unitarily equivalent to a direct sum of one-dimensional operators,
−∆M ⋍ ⊕∞ν=1 (−∆ν) ,
(1.11) −∆ν = − 1
̺2
∂x
(
̺2∂x
)
+
Eν
r2
, ̺ = rm/2, on L2
(
[0, 1]; rm(x)dx
)
.
We call−∆ν a Sturm-Liouville operator. The boundary condition (1.10) is inherited
for −∆ν :
(1.12)

Dirichlet b.c. f(0) = f(1) = 0,
Mixed b.c. f(0) = 0, f ′(1) + bf(1) = 0, b ∈ R,
Robin b.c. f ′(0)− af(0) = 0, f ′(1) + bf(1) = 0, a, b ∈ R.
The operator −∆ν actually depends on
(1.13)
̺′
̺
and ρ(0) = r(0)m/2.
For our purpose, it is convenient to introduce a parameter q0 = ρ
′(0)/ρ(0) and put
(1.14)
ρ′(x)
ρ(x)
= q0 + q(x).
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Then r(x) is written as
(1.15) r(x) = r(0)e2Q(x)/m, Q(x) =
∫ x
0
(q0 + q(t))dt.
We then have
(1.16)
r′(0)
r(0)
=
2q0
m
, log
r(1)
r(0)
=
2
m
(
q0 +
∫ 1
0
q(x)dx
)
.
This implies that, if we are given either r(0) and r′(0), or r(0) and r(1), we can
reconstruct r(x) from q(x) for 0 6 x 6 1.
The problem we address in this paper is the characterization of the range of the
spectral data mapping
q → {µn(q), κn(q)}∞n=1 ,
where µn and κn are eigenvalues and norming constants for (1.11) with a fixed ν.
1.3. Function spaces. Let us introduce the following spaces of real functions
(1.17)
W
0
1 =
{
q ∈ L2(0, 1) ; q′ ∈ L2(0, 1), q(0) = q(1) = 0
}
,
Hα =
{
q ∈ L2(0, 1) ; q(α) ∈ L2(0, 1),
∫ 1
0
q(j)(x)dx = 0, ∀ j = 0, .., α
}
,
where α > 0, equipped with norms
‖q‖2
W 0
1
= ‖q′‖2 =
∫ 1
0
|q′(x)|2dx, ‖q‖2Hα = ‖q(α)‖2 =
∫ 1
0
|q(α)(x)|2dx.
Define the spaces of even functions L2even(0, 1), and of odd functions L
2
odd(0, 1) by
(1.18)
L2even(0, 1) =
{
q ∈ L2(0, 1) ; q(x) = q(1− x), ∀ x ∈ (0, 1)
}
,
L2odd(0, 1) =
{
q ∈ L2(0, 1) ; q(x) = −q(1− x), ∀ x ∈ (0, 1)
}
,
L2(0, 1) = L2even(0, 1)⊕ L2odd(0, 1)
and for ω = even or ω = odd we define
(1.19) W 0,ω1 = W
0
1 ∩ L2ω(0, 1), H ωα = Hα ∩ L2ω(0, 1), α > 0.
We also introduce the space ℓ2α of real sequences h = (hn)
∞
1 , equipped with the
norm
(1.20) ‖h‖2α = 2
∑
n>1
(2πn)2α|hn|2, α ∈ R,
and let ℓ2 = ℓ20. Finally we define the set M1 ⊂ ℓ2 by
(1.21) M1 =M1
(
(µ0n)
∞
n=1
)
=
{
(hn)
∞
n=1 ∈ ℓ2 ; µ01+h1<µ02+h2< . . .
}
,
where the sequence (µ0n)
∞
n=1 will be specified below.
1.4. Main results I. Spectral data mapping. We are now in a position to
stating our main results of this paper.
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1.4.1. Dirichlet boundary condition. First we consider −∆ν , ν > 1, on the interval
[0, 1] with Dirichlet boundary condition:
(1.22)
 −∆νf = −
1
̺2
(̺2f ′)′ +
Eν
r2
f, ̺ = rm/2, on (0, 1),
f(0) = f(1) = 0.
Denote by µn = µn(q), n = 1, 2 · · · , the eigenvalues of −∆ν . It is well-known that
all µn are simple and satisfy
µn = µ
0
n + c0 + µ˜n,
µ0n = (nπ)
2, (µ˜n)
∞
1 ∈ ℓ2,
c0 =
∫ 1
0
(
(q0 + q)
2 +
Eν
r2
)
dx,
(1.23)
where µ0n, n > 1, are the eigenvalues for the unperturbed case r = 1. Following
[21], [10], we introduce the norming constants
(1.24) κn(q) = log
∣∣∣∣̺(1)f ′n(1, q)f ′n(0, q)
∣∣∣∣ , n > 1,
where fn is the n-th eigenfunction of −∆ν . Note that f ′n(0) 6= 0 and f ′n(1) 6= 0.
Recall that
(1.25) q0 =
ρ′(0)
ρ(0)
.
Theorem 1.1. Fix ν > 1, and consider −∆ν with the Dirichlet boundary condition.
Assume either (i) or (ii) of the following conditions:
(i) q0 = 0,
(ii) ν = 1 and E1 = 0.
Then the mapping
Ψ : q 7→
(
(µ˜n(q))
∞
n=1 , (κn(q))
∞
n=1
)
defined by (1.23), (1.24) is a real-analytic isomorphism between W 01 and M1 × ℓ 21 ,
where M1 is defined by (1.21) with µ0n = (πn)2, n > 1. In particular, in the
symmetric case (the function q is odd and the manifold M is symmetric with respect
to the plane x = 12) the spectral data mapping
(1.26) µ˜ : W 0,odd1 ∋ q → (µ˜n)∞1 ∈ M1
is a real analytic isomorphism between W 0,odd1 and M1.
1.4.2. Mixed boundary condition. We next consider −∆ν , ν > 1, with mixed bound-
ary condition:
(1.27)
 −∆νf = −
1
ρ2
(ρ2f ′)′ +
Eν
r2
, ̺ = rm/2 on (0, 1),
f(0) = 0, f ′(1) + bf(1) = 0, (b, q) ∈ R×W 01 .
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Let µn = µn(q, b), n = 0, 1, 2, ... be the associated eigenvalues. They satisfy
µn(q, b) = µ
0
n + c0 + µ˜n(q, b),
µ0n = π
2(n+
1
2
)2 + 2b,
(µ˜n)
∞
1 ∈ ℓ2, c0 =
∫ 1
0
(
(q0 + q)
2 +
Eν
r2
)
dx.
(1.28)
where µ0n’s are the eigenvalues for for the unperturbed case r = 1. As in [15], we
introduce the norming constants
(1.29) χn(q, b) = log
∣∣∣∣̺(1)fn(1, q, b)f ′n(0, q, b)
∣∣∣∣ , n > 0,
where fn is the n-th eigenfunction satisfying f
′
n(0, q, b) 6= 0 and fn(1, q, b) 6= 0.
When q = b = 0, a simple calculation gives
(1.30) χ0n := χn(0, 0) = − logπ(n+ 12 ).
Theorem 1.2. For any fixed (b, q0, ν) ∈ R2×N, consider −∆ν with mixed boundary
condition. Assume either (i) or (ii) of the following conditions:
(i) q0 = 0,
(ii) ν = 1 and E1 = 0.
Then the mapping defined by (1.28)-(1.30)
Ψ : q 7→ ((µ˜n(q, b))∞n=1 , (χn−1(q, b)− χ0n−1)∞n=1)
is a real-analytic isomorphism between W 01 and M1 × ℓ21, where M1 is defined by
(1.21) with µ0n = (πn +
1
2 )
2 + 2b, n > 1. Moreover, for each (q, b) ∈ W 01 × R, the
following identity holds:
(1.31) b =
∞∑
n=0
(
2− e
χn(q,b)
|∂w∂λ (µn, q, b)|
)
,
where the function w(λ, q, b) is given by
(1.32) w(λ, q, b) = cos
√
λ ·
∞∏
n=0
λ− µn(q, b)
λ− µ0n
, λ ∈ C.
Here (1.31) and (1.32) converge uniformly on any bounded subsets in C.
1.4.3. Robin boundary conditions. The 3rd case is the Robin boundary condition:
(1.33)
 −∆νf = −
1
ρ2
(ρ2f ′)′ +
Eν
r2
, ̺ = rm/2 on (0, 1),
f ′(0)− af(0) = 0, f ′(1) + bf(1) = 0, (a, b, q) ∈ R2 ×W 01 .
Let µn = µn(q, a, b), n = 0, 1, 2, ... be the associated eigenvalues. It is well-known
that
µn = µ
0
n + c0 + µ˜n(q, a, b),
µ0n = (nπ)
2 + 2(a+ b), (µ˜n)
∞
1 ∈ ℓ2,
c0 =
∫ 1
0
(
(q0 + q)
2 +
Eν
r2
)
dx.
(1.34)
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Note µ0n, n > 0 are the eigenvalues for r = 1. The norming constants are defined
by
(1.35) φn(q, a, b) = log
∣∣∣∣̺(1)fn(1, q, a, b)fn(0, q, a, b)
∣∣∣∣ , n > 0,
where fn is the n-th eigenfunction. They satisfy fn(1, q, a, b) 6= 0 and fn(0, q, a, b) 6=
0.
Theorem 1.3. For any fixed (a, b, q0, ν) ∈ R3 × N, consider −∆ν with Robin
boundary condition. Suppose either (i) or (ii) of the following conditions hold:
(i) q0 = 0,
(ii) ν = 1 and E1 = 0.
Then the mapping defined by (1.34), (1.35)
(1.36) Ψa,b : q 7→
(
(µ˜n(q, a, b))
∞
n=1 , (φn(q, a, b))
∞
n=1
)
is a real-analytic isomorphism between W 01 and M1 × ℓ 21 , where M1 is defined by
(1.21) with µ0n = (πn)
2 + 2(a+ b), n > 1.
Remark. 1) In Theorems 1.1-1.3 we consider two cases: (i) q0 = 0, or (ii) ν = 1
and E1 = 0. The inverse problems for the cases: (1) q0 ∈ R, ν > 2 or (2) ν = 1 and
E1 6= 0 in Theorems 1.1-1.3 are still open.
2) We have the standard asymptotics (1.23), (1.28) and (1.33) for fixed ν. It is
interesting to determine the asymptotics uniformly in ν > 1.
1.5. Main results II. The curvature mapping. The Minkowski problem in
classical differential geometry asks the existence of a convex surface with a pre-
scribed Gaussian curvature. More precisely, for a given strictly positive real func-
tion F defined on a sphere, one seeks a strictly convex compact surface S, whose
Gaussian curvature at x is equal to F (n(x)), where n(x) denotes the outer unit
normal to S at x. The Minkowski problem was solved by Pogorelov [20] and by
Cheng-Yau [6].
We consider only the case m = dimY = 1. Note that our surface is not convex,
in general. We solve an analogue of the Minkowski problem in the case of the
surface of revolution by showing the existence of a bijection between the Gaussian
curvatures and the profiles of surfaces.
As it is well-known, the Gaussian curvature K is given by
(1.37) K = −r
′′
r
, ̺ = r
1
2 .
As above, we represent the profile r(x) in the following way:
(1.38) r(x) = r0e
2Q(x), Q(x) =
∫ x
0
(q0 + q(t))dt, (q0, q) ∈ R×W 01 .
Then we have
(1.39) K = −2q′ − 4(q0 + q)2.
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Note that if q = 0, then K = −4q20 < 0 is a negative constant. Letting
(1.40) K0 = 4
∫ 1
0
(2q0q + q
2)dx, G(q) = 2q′ + 4(q0 + q)
2 −K0,
we rewrite K into the form
(1.41) K = −G(q)−K0 − 4q20.
Theorem 1.4. Let the Gaussian curvature K and the profile r(x) be given by
(1.37), (1.38), where (q0, q) ∈ R × W 01 . Then the mapping G : W 01 → H0 defined
by
(1.42) q → G(q) = −K −K0 − 4q20
is a real analytic isomorphism between W 01 and H0. Moreover, the constant K0 is
uniquely defined by G(q).
Remark. This theorem also holds with W 01 replaced by H1.
Theorem 1.4 gives the mapping between K and the profile r. Thus Theorems 1.1
∼ 1.4 make the mapping
Gaussian curvature K → eigenvalues + norming constants
well-defined. We illustrate this by Theorem 1.5. We consider the Sturm-Liouville
problem with Robin boundary condition:
(1.43) − 1
̺2
(̺2f ′)′ +
Eν
r2
f = λf, f ′(0)− af(0) = 0, f ′(1) + bf(1) = 0.
Let ξ = G(q) ∈ H0 and A = (a, b, q0) ∈ R3. Let µn = µn(ξ, A), n = 0, 1, 2, ... be
the eigenvalues of (1.43). They satisfy
µn(ξ, A) = µ
0
n + c0 + µ˜n(ξ, A),
µ0n = (nπ)
2 + 2(a+ b), (µ˜n)
∞
1 ∈ ℓ2,
c0 =
∫ 1
0
(
q2 +
Eν
r2
)
dx.
(1.44)
Here µ0n, n > 0, are the unperturbed eigenvalues for the case r = 1. We introduce
the norming constants
(1.45) φn(ξ, A) = log
∣∣∣∣̺(1)fn(1, ξ, A)fn(0, ξ, A)
∣∣∣∣, n > 1,
where fn is the n-th eigenfunction. Note that fn(1, ξ, A) 6= 0 and fn(0, ξ, A) 6= 0.
Theorem 1.5. Let A = (a, b, q0) ∈ R3, ν > 1 be fixed and consider −∆ν with Robin
boundary condition. Assume either (i) or (ii) of the following conditions:
(i) q0 = 0,
(ii) ν = 1 and E1 = 0.
Then the mapping defined by (1.44), (1.45)
(1.46) ξ → ΦA(ξ) =
(
(µ˜n(ξ, A))
∞
n=1 , (φn(ξ, A))
∞
n=1
)
INVERSE SPECTRAL THEORY FOR THE SURFACE OF REVOLUTION 9
is a real-analytic isomorphism between H0 and M1 × ℓ 21 , where M1 is defined by
(1.21) with µ0n = (πn)
2 + 2(a+ b), n > 1.
1.6. Brief overview. There is an abundance of works devoted to the spectral
theory and inverse problems for the surface of revolution from the view points of
classical inverse Strum-Liouville theory, integrable systems, micro-local analysis,
see [1], [7], [8], [9], [19] and references therein. Bruning-Heintz [5] proved that
the symmetric metric is determined from the spectrum by using the 1-dimensional
Gel’fand-Levitan theory [16], [18].
For integrable systems associated with surfaces of revolution, see e.g. [12], [24],[3],
[22], [23] and references therein. Here we mention the work of Zelditch [25], which
proved that the isospectral revolutionary surfaces of simple length spectrum, with
some additional conditions, are isometric. In fact, the assumptions ensure the
existence of global action-angle variables for the geodesic flow, which entails that
the Laplacian has a global quantum normal form in terms of action operators. From
the singularity expansion of the trace of wave group, one can then reconstruct the
global quantum normal form, hence the metric. This argument, in due course,
recovers the result of [5]. Note, however, that the class of metrics considered is
shown to be residual in the class of metrics satisfying all the assumptions above
concerning the metric but not the simple length spectrum assumption.
In the proof we use the analytic approach of Trubowitz and his co-authors (see
[21] and references therein) plus its development for periodic systems [11]. Using
them we obtain the global transformation for inverse Sturm-Liouville theory [10].
Note that for [10] the results of inverse Sturm-Liouville theory [21], [15] and [13]
are important.
1.7. Plan of the paper. We start from proving Theorem 1.4, which is based on
an abstract theorem in non-linear functional analysis [11]. In Section 2, we do it
after preparing the estimates for the Riccati type mapping. The idea of the proof
of Theorems 1.1, 1.2 and 1.3 consists in converting the Sturm-Liouville equation
− 1
ρ2
(
ρ2f ′
)′
+
E
r2
= 0
to the Schro¨dinger equation
−y′′ + py = Ey
using some non-linear mapping. In Section 3, we explain the results for the isomor-
phic property of the spectral data mapping. The paper [10] has been prepared for
this purpose, and using the results there we shall prove Theorem 1.1, 1.2. and 1.3
in Section 4.
2. The curvature inverse problem and Riccati type mappings
2.1. Estimates for Riccati type mappings. We define the mapping G : H →
H0, where H = H1 or H = W 01 by
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(2.1)
{
p = G(q) = q′ + q2 + 2q0q − c0, c0 =
∫ 1
0 (q
2 + 2q0q)dx,
q0 = const ∈ R, q ∈ W 01 or q ∈ H1
,
Lemma 2.1. Let p be given by (2.1), where q ∈ H1 or q ∈ W 01 . Then the following
estimates hold true:
(2.2) ‖q′‖2 6 ‖p‖2 = ‖q′‖2 + ‖q2 + 2q0q − c0‖2,
(2.3) ‖p‖2 = ‖q′‖2 + ‖q2‖2 + 4q20‖q‖2 + 4q0(q3, 1)− c20,
(2.4) ‖p‖2 6 ‖q′‖2 + ‖q2‖2 + 4q20‖q‖2 + 4q0(q3, 1),
where (·, ·) is the scalar product in L2(0, 1).
Proof. Let h = q2 + 2q0q − c0. We have
‖p‖2 = ‖q′‖2 + ‖h‖2 + 2(q′, h),
(q′, h) = (q′, q2 + 2q0q − c0) = 0,
where the integration by parts has been used. This yields (2.2). We have
‖h‖2 = ‖q2 + 2q0q − c0‖2 = ‖q2 + 2q0q‖2 − 2(q2 + 2q0q, c0) + c20
= ‖q2 + 2q0q‖2 − c20 = ‖q2‖2 + 4q20c0 + 4q0(q2, q)− c20,
‖q2 + 2q0q‖2 = ‖q2‖2 + 4q20‖q‖2 + 4q0(q2, q) = ‖q2‖2 + 4q20‖q‖2 + 4q0(q3, 1)
and together with (2.2) this yields (2.3) and (2.4).
We show that that mapping G = G(q) = G(q, q0) in (2.1) is real analytic.
Lemma 2.2. Let H = H1 or H = W 01 and let q0 ∈ R. The mapping G : H → H0
given by (2.1) is real analytic and its gradient is given by
(2.5)
∂G(q)
∂q
f = f ′ + 2(q0 + q)f −
∫ 1
0
2(q0 + q)fdx, ∀ q, f ∈ H.
Moreover, the operator ∂G(q)∂q is invertible for all q ∈ H.
Proof. By the standard arguments (see [21]), we see that G(q) is real analytic and
its gradient is given by (2.5).
Due to (2.5), the linear operator ∂G(q)∂q : H → H0 is a sum of a boundedly
invertible operator and a compact operator for all q ∈ H. Hence ∂G(q)∂q is a Fredholm
operator. We prove that the operator ∂G(q)∂q is invertible by contradiction. Let
f ∈ H be a solution of the equation
(2.6)
∂G(q)
∂q
f = 0, f 6= 0,
for some fixed q ∈ H. Due to (2.5) we have the equation
(2.7)
∂G(q)
∂q
f = f ′ + 2(q0 + q)f − C = 0, C =
∫ 1
0
2(q0 + q)fdx.
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This implies
(2.8) (e2Qf)′ = Ce2Q, Q =
∫ x
0
(q0 + q)dt.
Let us first assume that the constant C = 0. Then we get (e2Qf)′ = 0, which
yields (e2Qf)(x) = (e2Qf)(0), x ∈ [0, 1]. If f ∈ W 01 , then we obtain (e2Qf) = 0 and
f = 0. If f ∈ H1, then we obtain (e2Qf)(x) = f(0) and f = e−2Qf(0). This gives
f = 0, since
∫ 1
0
fdt = 0. In any case, we have arrived at a contradiction.
Next let us assume that C 6= 0. Without loss of generality, we can assume that
C = 1. Then we get
(e2Qf)(x) = f(0) +
∫ x
0
e−2Qdt.
If f ∈ W 01 , then we obtain (e2Qf)(1) =
∫ 1
0 e
−2Qdt > 0, which gives a contradiction.
If f ∈ H1, then we obtain (e2Qf)(1) = f(0) +
∫ 1
0 e
−2Qdt > f(0), which again
gives a contradiction. Thus the operator ∂G∂q is invertible for all q ∈ H.
2.2. Analytic isomorphism. In order to prove Theorem 1.4 we use the ”direct
approach” in [11] based on nonlinear functional analysis. Our main tool is the
following theorem in [11].
Theorem 2.3. Let H,H1 be real separable Hilbert spaces equipped with norms
‖ · ‖, ‖ · ‖1. Suppose that the map f : H → H1 satisfies the following conditions:
i) f is real analytic and the operator ddqf has an inverse for all q ∈ H,
ii) there is a nondecreasing function η : [0,∞)→ [0,∞), η(0) = 0, such that ‖q‖ 6
η(‖f(q)‖1) for all q ∈ H,
iii) there exists a linear isomorphism f0 : H → H1 such that the mapping f − f0 :
H → H1 is compact.
Then f is a real analytic isomorphism between H and H1.
Proof of Theorem 1.4. We check all conditions in Theorem 2.3 for the mapping
ξ = G(q), q ∈ W 01 given by (1.40). The proof for the case q ∈ H1 is similar. We
rewrite this mapping in the form
ξ = G(v/2) = v′ + 2v0v + v
2 − c0, c0 =
∫ 1
0
(2v0v + v
2)dt,
where v = 2q ∈ W 01 and v0 = 2q0 is a constant.
Lemma 2.2 implies the assertion (i), and Lemma 2.1 the assertion (ii). Let us
check iii). We take a model mapping ξ0 by ξ0(v) = v
′. Suppose qν → q weakly
in W 01 as ν → ∞. Then qν → q strongly in H0 as ν → ∞, since the imbedding
mapping W 01 → H0 is compact. Hence the mapping q → ξ(v) − ξ0(v) is compact.
Therefore, all conditions in Theorem 2.3 hold true and the mappingG : W 01 → H0
is a real analytic isomorphism between W 01 and H0.
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3. Spectral data mapping for the case ν = 1 and E1 = 0
3.1. Unitary transformations. Consider the Sturm-Liouville operator −∆q de-
fined in L2((0, 1); ̺2dx), where ̺ = ̺(x) > 0, having the form
(3.1) −∆qf = − 1
̺2
(̺2f ′)′, ̺ = r
m
2 = eQ,
equipped with the boundary condition
(3.2) f ′(0)− af(0) = 0, f ′(1) + bf(1) = 0, a, b ∈ R ∪ {∞}.
Here Q′ is continuous on [0, 1]. We define the simple unitary transformation U by
(3.3) U : L2([0, 1], ̺2dx)→ L2([0, 1], dx), U f = ̺f.
We transform the operator −∆q into the Schro¨dinger operator Sp by
(3.4)
U (−∆q)U −1 = −̺−1∂x̺2∂x̺−1 = D∗D = Sp + c0, Sp = − d
2
dx2
+ p,
c0 =
∫ 1
0
(Q′′ + (Q′)2)dx, p = Q′′ + (Q′)2 − c0.
since using the identity ̺ = ̺0e
Q we obtained
(3.5)
D = ̺ ∂x ̺−1 = ∂x −Q′, D∗ =
(
̺ ∂x ̺
−1
)
∗
= −∂x −Q′,
D∗D = −(∂x +Q′)(∂x −Q′) = −∂2x +Q′′ + (Q′)2.
Here the operator Sp = − d2dx2 + p acts in L2([0, 1], dx). We describe the boundary
conditions for the operators ∆qf and Spy, where y = ̺f . We have the following
identities
(3.6)
y(0) = f(0), y′(0) = Q′(0)f(0) + f ′(0),
y(1) = ̺(1)f(1), y′(1) = Q′(1)̺(1)f(1) + ̺(1)f ′(1).
The identities (3.6) yield the relations between the boundary conditions for f for
∆q and y for Sp:
(3.7)
{
f ′(0)− af(0) = 0,
f ′(1) + bf(1) = 0,
⇔
{
y′(0)− (a+Q′(0))y(0) = 0,
y′(1) + (b −Q′(1))y(1) = 0, a, b ∈ R∪{∞}.
We consider the eigenvalue problems for −∆q and Sp on (0, 1) subject to (3.7).
Our second main theorem asserts that the above transformation −∆q → Sp pre-
serves the boundary conditions and spectral data.
Theorem 3.1. Let p = G(q), q ∈ W 01 , be defined by (2.1). Then the operators Sp
and −∆q, subject to the boundary condition (3.2), are unitarily equivalent. More-
over, they have the same eigenvalues and the norming constants.
Proof. Let p = G(q), q ∈ W 01 , be defined by (2.1). Then under the transforma-
tion y = U f = ̺f the operators Sp and −∆q are unitarily equivalent. Moreover,
due to y = ̺f and (3.2) the operators Sp and −∆q have the boundary conditions
given by (3.7). Using (3.6) we can define the same norming constants.
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Assume that the mapping p→ (eigenvalues + norming constants for the operator
Sp) gives the solution of the inverse problem for the operator Sp. Then, since the
mapping p→ q is an analytic isomorphism we obtain that the solution of the inverse
problem for the mapping p → (eigenvalues + norming constants for the operator
−∆q).
Similar arguments work for the operator −∆q and the associated inverse problem.
We will give a more precise explanation in the proof of Theorems 1.1 ∼ 1.3.
Therefore, the inverse problem for −∆q is solvable if and only if so is for Sp. In
this section, we consider the case E1 = 0, ν = 1.
3.2. Robin boundary condition. Consider the operator −∆qf = − 1̺2 (̺2f ′)′
subject to the boundary condition (3.2) for the case a, b ∈ R. We consider the case
q0 ∈ R and E1 = 0. Let A = (a, b, q0) ∈ R3. Let µn = µn(q, A), n > 0, be the
eigenvalues of ∆q. Then we have
µn(q, A) = µ
0
n + c0 + µ˜n(q, A), where (µ˜n)
∞
1 ∈ ℓ2, c0 = ‖q‖2,
and µ0n = (πn)
2+2(a+b), n > 0, denote the unperturbed eigenvalues. We introduce
the norming constants
(3.8) φn(q, A) = log
∣∣∣∣̺(1)fn(1, q, A)fn(0, q, A)
∣∣∣∣ , n > 0,
where fn is the n-th eigenfunction. Note that fn(1, q, A) 6= 0 and fn(0, q, A) 6= 0.
The inverse problem for Sp with Robin boundary condition was solved in [15].
Therefore, applying Theorem 1.4 and the result of the inverse problem for Sp [15],
we have the following theorem.
Theorem 3.2. Let E1 = 0 for ν = 1. For each A = (a, b, q0) ∈ R3, the mapping
ΨA : q 7→ ((µ˜n(q, A))∞n=1 ; (φn(q, A))∞n=1)
is a real-analytic isomorphism between W 01 and M1 × ℓ 21 , where M1 is given by
(1.21) with µ0n = (πn)
2 + 2(a+ b), n > 1.
Proof. Let q ∈ W 10 and A = (a, b, q0) ∈ R3. We consider the Sturm-Liouville
problem with the generic boundary conditions,
− 1
̺2
(̺2f ′)′ = λf, f ′(0)− af(0) = 0, f ′(1) + bf(1) = 0.
Let µn = µn(q, A), n = 0, 1, 2, ... be the eigenvalues of the Sturm-Liouville problem.
It is well known that
µn(q, A) = µ
0
n + c0 + µ˜n(q, A), where (µ˜n)
∞
1 ∈ ℓ2, c0 = ‖q‖2.
Following [15], we introduce the norming constants
(3.9) φn(q, A) = log
∣∣∣∣̺(1)fn(1, q, A)fn(0, q, A)
∣∣∣∣ , n > 0,
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where fn is the n-th eigenfunction. Thus for fixed A ∈ R3 we have the mapping
ΨA : q 7→ ΨA(q) = ((µ˜n(q, A))∞n=1 ; (φn(q, A))∞n=1)
Let p = G(q), q ∈ W 10 . We use Theorem 3.1. Consider the Sturm-Liouville
problem
Spy = −y′′ + p(x)y, y′(0)− a0y(0) = 0, y′(1) + b0y(1) = 0,
a, b, q0 ∈ R, a0 = a− q0, b0 = b+ q0.
Denote by σn = σn(p), n > 0 the eigenvalues of Sp and let κn(p) be the correspond-
ing norming constants given by
(3.10) κn(p) = log
∣∣∣∣yn(1, p, a0, b0)y′n(0, p, a0, b0)
∣∣∣∣ , n > 0.
Recall that due to [15] (see Prosition 5.4 in [15]) for each a0, b0 ∈ R the mapping
(3.11) Φa0,b0 : p 7→ Φa0,b0(p) = ((σ˜n(p))∞n=1 ; (κn(p))∞n=1)
is a real-analytic isomorphism between H0 and M1 × ℓ 21 .
Due to Theorem 1.4 we obtain the identity
Φa0,b0(G(q)) = ΨA(q), ∀ q ∈ W 10 .
The mapping ΨA(·) is the composition of two mappings Φa0,b0 and G, where each
of them is the corresponding analytic isomorphism (see (3.11) and Theorem1.4).
Then for each A ∈ R3 the mapping
ΨA : q 7→ ((µ˜n(q, A))∞n=1 ; (φn(q, A))∞n=1)
is a real-analytic isomorphism between W 10 and M1 × ℓ21.
3.3. Dirichlet boundary condition. On the interval [0, 1] we consider the oper-
ator −∆ν = − 1̺2 (̺2f ′)′ with Dirichlet boundary condition. We consider the case
ν = 1, q0 ∈ R and E1 = 0. Denote by µn = µn(q), n = 1, 2 · · · , the eigenvalues of
−∆1. It is well-known that all µn are simple and satisfy
(3.12) µn = µ
0
n + c0 + µ˜n, µ
0
n = (nπ)
2, (µ˜n)
∞
1 ∈ ℓ2, c0 =
∫ 1
0
(q0 + q)
2dx,
where µ0n = (πn)
2, n > 1, are the eigenvalues for the unperturbed case r = 1. We
introduce the norming constants
(3.13) κn(q) = log
∣∣∣∣̺(1)f ′n(1, q)f ′n(0, q)
∣∣∣∣ , n > 1,
where fn is the n-th eigenfunction of −∆ν . Note that f ′n(0) 6= 0 and f ′n(1) 6= 0.
The inverse problem for Sp with the Dirichlet boundary condition was solved in
[21]. Therefore, applying Theorem 1.4 and the result of the inverse problem for Sp
[21], we have the following theorem.
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Theorem 3.3. Let ν = 1 and E1 = 0. For any q0 ∈ R the mapping
Ψ : q 7→ ((µ˜n(q))∞n=1 ; (κn(q))∞n=1)
is a real-analytic isomorphism between W 01 and M1 × ℓ 21 , where M1 is given by
(1.21) with µ0n = (πn)
2, n > 1. In particular, in the symmetric case the spectral
mapping
(3.14) µ˜ : W 1,odd0 →M1, given by q → µ˜
is a real real analytic isomorphism between the Hilbert space W 1,odd0 and M1.
Proof. The proof repeats the proof of Theorem 3.2, based on Theorem 3.1 and
the well-known results from [21].
3.4. Mixed boundary condition. We consider the operator −∆ν = − 1ρ2 (ρ2f ′)′
with mixed boundary condition f(0) = 0, f ′(1)+bf(1) = 0, where (b, q) ∈ R×W 01 .
We consider the case ν = 1, q0 ∈ R and E1 = 0. Let µn = µn(q, b), n = 0, 1, 2, ...
be the associated eigenvalues. They satisfy
µn(q, b) = µ
0
n + c0 + µ˜n(q, b), (µ˜n)
∞
1 ∈ ℓ2, c0 =
∫ 1
0
(q0 + q)
2dx.(3.15)
where µ0n = π
2(n+ 12 )
2 +2b are the eigenvalues for for the unperturbed case r = 1.
We introduce the norming constants
(3.16) χn(q, b) = log
∣∣∣∣̺(1)fn(1, q, b)f ′n(0, q, b)
∣∣∣∣ , n > 0,
where fn is the n-th eigenfunction satisfying f
′
n(0, q, b) 6= 0 and fn(1, q, b) 6= 0.
When q = b = 0, a simple calculation gives χ0n := χn(0, 0) = − log π(n+ 12 ).
Theorem 3.4. Let ν = 1 and E1 = 0 and let b, q0 ∈ R. Consider the inverse
problem for (1.27) ∼ (1.30) for any fixed (b, q0) ∈ R2.
(i) The mapping
Ψ : q 7→ ((µ˜n(q, b))∞n=1 ; (χn−1(q, b)− χ0n−1)∞n=1)
is a real-analytic isomorphism between W 01 and M1 × ℓ21, where M1 is given by
(1.21) with µ0n = π
2(n+ 12 )
2 + 2b, n > 1.
(ii) For each (q; b) ∈ W 01 × R the following identity holds true:
(3.17) b =
+∞∑
n=0
(
2− e
χn(q,b)
|∂w∂λ (µn, q, b)|
)
,
where the function w(λ, q, b) is given by
(3.18) w(λ, q, b) = cos
√
λ ·
+∞∏
n=0
λ− µn(q, b)
λ− µ0n
, λ ∈ C.
Here both the product and the series converge uniformly on bounded subsets on the
complex plane.
Proof. The proof is based on Theorem 3.1 and the results from [15]. We omit
one, since it repeats the proof of Theorem 3.2.
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3.5. Inverse problem for the curvature. We define the simple unitary trans-
formation U by
U : L2([0, 1], rdx)→ L2([0, 1], dx), y = U f = r 12 f, ̺ = r 12 .
Proof of Theorem 1.5. Consider the inverse problem for (1.43)-(1.45) for fixed
A = (a, b, q0) ∈ R3.
i) Let q0 = 0, ν > 1. We have two mappings ξ = G(q) and
q → ΨA0(q) =
(
(µ˜n(q, A0))
∞
n=1 ; (φn(q, A0))
∞
n=1
)
and the composition of these mappings
(3.19) ξ → ΨA0(G−1(ξ)) = ΨA0 ◦G−1(ξ)
Then due to Theorems 1.2 and 1.4, we deduce that the mapping ΨA0 ◦ G−1 is a
real-analytic isomorphism between H0 andM1 × ℓ 21 , where M1 is given by (1.21)
with µ0n = (πn)
2 + 2(a+ b).
ii) Let q0 ∈ R, ν = 1, E1 = 0 and (a, b, q) ∈ R2 ×W 01 .
Consider the Sturm-Liouville operator −∆q given by
(3.20) −∆qf = − 1
̺2
(̺2f ′)′, f ′(0)− af(0) = 0, f ′(1) + bf(1) = 0.
Let µn = µn(q, a, b), n = 0, 1, 2, ... be the eigenvalues of the Sturm-Liouville problem
(3.20). It is well known that
(3.21) µn = µ
0
n + c0 + µ˜n(q, a, b), where (µ˜n)
∞
1 ∈ ℓ2, c0 = ‖q‖2.
Here µ0n = (πn)
2 + 2(a+ b), n > 1 are the unperturbed eigenvalues for r = 1. We
introduce the norming constants
(3.22) φn(q, a, b) = log
∣∣∣∣̺(1)fn(1, q, a, b)fn(0, q, a, b)
∣∣∣∣ , n > 0,
where fn is the n-th eigenfunction. Note that fn(1, a, q, b) 6= 0 and fn(0, q, a, b) 6= 0.
Under the transformation U : L2([0, 1], ̺2dx) → L2([0, 1], dx), given by y =
U f = ̺f , we obtain
U (−∆̺,u)U −1 = Sp + c0, Spy = −y′′ + py,
where due to (3.6) the function y satisfies the following boundary conditions
(3.23){
f ′(0)− af(0) = 0,
f ′(1) + bf(1) = 0,
⇔
{
y′(0)− (a+ q0)y(0) = 0,
y′(1) + (b− q0)y(1) = 0,
a, b ∈ R ∪ {∞}.
We have two mappings ξ = G(q) and
q → Ψa,b(q) =
(
(µ˜n(q, a, b))
∞
n=1 ; (φn(q, a, b))
∞
n=1
)
and the composition of these mappings
(3.24) ξ → Ψa,b(G−1(ξ)) = Ψa,b ◦G−1(ξ)
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Then due to Theorems 1.2 and 1.4, we deduce that the mapping Ψa,b ◦ G−1 is a
real-analytic isomorphism between H0 andM1× ℓ 21 , whereM1 is given by (1.21).
4. Spectral data mapping for the case q0 = 0
4.1. Non-linear mapping. In view of (3.1), we take ̺(x) as follows
(4.1) ̺(x) = eQ(x), Q =
∫ x
0
q(t)dt, q0 = 0.
We assume that the potential u = u(Q) is related to q is the following way.
Condition U. The function u(·) is real analytic and satisfies
(4.2) u′(t) 6 0, ∀ t ∈ R.
(4.3) ‖u′(Q)‖ 6 F (‖q‖), q ∈ W 01 ,
for some increasing function F : [0,∞) → [0,∞). Here ‖ · ‖ denotes the norm of
L2(0, 1).
Since ̺, u are related with q by (4.1) and the Condition U, we write ∆q instead
of ∆̺,u. Now, we recall the theorem from [10] about the following mapping
(4.4) p = P (q) = q′ + q2 + u(Q)− c0, c0 =
∫ 1
0
(q′ + q2 + u(Q))dx.
Theorem 4.1. The mapping P : W 01 → H0 given by (4.4) is a real analytic
isomorphism between the Hilbert spaces W 01 and H0. In particular, the operator
∂P
∂q has an inverse for each q ∈ W 01 . Moreover, it has the following properties.
(1) Let p = P (q), q ∈ W 10 . Then the following estimates hold true
(4.5)
‖q′‖2 6 ‖p‖2 6 ‖q′‖2 + 2‖q2‖2 + 2‖u‖2 − c20,
‖u‖ 6 ‖q‖F (‖q‖).
(2) The mapping P (q)− q′ : W 01 → H0 is compact.
Furthermore, the mapping q → p = P (q), q ∈ W 0,odd1 given by (4.4) is a real
analytic isomorphism between the Hilbert spaces W 0,odd1 and H
even
0 .
Remark. 1) The mapping q → p = q′ + q2 + u− c0 : H1 → H0 was considered
in [13]. In some cases the mapping H0 into H−1 is also useful (see [14], [2]).
2) In the case of inverse spectral theory for surfaces of revolution, we study the
case of the function u = E̺−
4
d . Here d + 1 > 2 is the dimension of the surface of
revolution and E > 0 is a constant.
Our second main theorem asserts that the mapping in Theorem 4.1 preserves the
boundary conditions and spectral data.
Theorem 4.2. Let p = P (q), q ∈ W 01 , be defined by (4.4). Then the operators
Sp and ∆q are unitarily equivalent. In particular, they have the same boundary
conditions, eigenvalues and the norming constants.
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Therefore, the inverse problem for ∆q is solvable if and only if so is for Sp. Let
us consider the following three cases separately.
4.2. Dirichlet boundary condition : a = b =∞. Consider the Sturm-Liouville
operator ∆q defined in L
2((0, 1); ̺2(x)dx), where ̺(x) = eQ(x), having the form
∆qf = − 1̺2 (̺2f ′)′+u(Q)f equipped with the boundary condition f(0) = f(1) = 0.
Here Q(x) =
∫ x
0
q(t)dt, q0 = 0 and u satisfies Condition U.
Denote by µn = µn(q), n > 1, the eigenvalues of ∆q subject to the boundary
condition f(0) = f(1) = 0 for the case a = b =∞. It is well-known that all µn are
simple and satisfy
µn = µ
0
n + c0 + µ˜n, where (µ˜n)
+∞
1 ∈ ℓ2, c0 =
∫ 1
0
(q2 + u)dt,
where µ0n = (πn)
2, n > 1, denote the unperturbed eigenvalues. The norming
constants are defined by
(4.6) κn(q) = log
∣∣∣∣̺(1)f ′n(1, q)f ′n(0, q)
∣∣∣∣ , n > 1,
where fn is the n-th eigenfunction. Note that f
′
n(0) 6= 0 and f ′n(1) 6= 0. We recall
theorem from [10].
Theorem 4.3. Let a = b =∞. Then the mapping
Ψ : q 7→ ((µ˜n(q))∞n=1 ; (κn(q))∞n=1)
is a real-analytic isomorphism between W 01 and M1 × ℓ 21 , where M1 is defined by
(1.21) with µ0n = (πn)
2, n > 1. In particular, in the symmetric case the spectral
mapping
(4.7) µ˜ : W 0,odd1 →M1, given by p→ µ˜
is a real real analytic isomorphism between the Hilbert space W 0,odd1 and M1.
4.3. Mixed boundary condition : a =∞, b ∈ R. Consider the Sturm-Liouville
operator ∆q defined in L
2((0, 1); ̺2(x)dx), where ̺(x) = eQ(x) > 0, having the
form ∆qf = − 1̺2 (̺2f ′)′ + u(Q)f equipped with the mixed boundary condition
f(0) = 0, f ′(1) + bf(1) = 0. Here Q =
∫ x
0 q(t)dt, q0 = 0 and u satisfies Condition
U.
Let µn = µn(q, b), n > 0, be the eigenvalues of −∆q subject to the boundary
condition f(0) = 0, f ′(1) + bf(1) = 0 for the case a =∞, b ∈ R. We then have
µn = µ
0
n + c0 + µ˜n(q, b), where (µ˜n)
∞
1 ∈ ℓ2, c0 =
∫ 1
0
(q2 + u)dt,
and µ0n = π
2(n+ 12 )
2+2b, n > 0, denote the unperturbed eigenvalues. The norming
constants are defined by
(4.8) χn(q, b) = log
∣∣∣∣̺(1)fn(1, q, b)f ′n(0, q, b)
∣∣∣∣ , n > 0,
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where fn is the n-th eigenfunction. Note that f
′
n(0, q, b) 6= 0 and fn(1, q, b) 6= 0. A
simple calculation gives
χ0n = χn(0, 0) = − log π(n+ 12 ), where
√
µ0n = π(n+
1
2 ).
We recall theorem from [10].
Theorem 4.4. i) For each fixed b ∈ R the mapping
Ψ : q 7→ ((µ˜n(q, b))∞n=1 ; (χn−1(q, b)− χ0n−1)∞n=1)
is a real-analytic isomorphism between W 01 and M1 × ℓ21, where M1 is defined by
(1.21) with µ0n = π
2(n+ 12 )
2 + 2b, n > 1.
ii) For each (q, b) ∈ W 10 × R the following identity holds true:
(4.9) b =
∞∑
n=0
(
2− e
χn(q,b)
|∂w∂λ (µn, q, b)|
)
,
where
(4.10) w(λ, q, b) = cos
√
λ ·
+∞∏
n=0
λ− µn(q, b)
λ− µ0n
, λ ∈ C.
Here both the product and the series converge uniformly on bounded subsets on the
complex plane.
4.4. Robin boundary condition : a, b ∈ R. Consider the Sturm-Liouville op-
erator ∆q defined in L
2((0, 1); ̺2(x)dx), where ̺(x) = eQ(x) > 0, having the
form ∆qf = − 1̺2 (̺2f ′)′ + u(Q)f equipped with the generic boundary condition
f ′(0) − af(0) = 0, f ′(1) + bf(1) = 0. Here Q = ∫ x0 q(t)dt, q0 = 0 and u satisfies
Condition U.
Let µn = µn(q, a, b), n > 0, be the eigenvalues of ∆q subject to the boundary
condition f ′(0)− af(0) = 0, f ′(1) + bf(1) = 0 for the case a, b ∈ R. Then we have
µn = µ
0
n + c0 + µ˜n(q, a, b), where (µ˜n)
∞
1 ∈ ℓ2, c0 =
∫ 1
0
(q2 + u)dt,
and µ0n = (πn)
2 + 2(a+ b) denote the unperturbed eigenvalues. We introduce the
norming constants
(4.11) φn(q, a, b) = log
∣∣∣∣̺(1)fn(1, q, a, b)fn(0, q, a, b)
∣∣∣∣ , n > 1,
where fn is the n-th eigenfunction. Note that fn(1, a, q, b) 6= 0 and fn(0, q, a, b) 6= 0.
We recall the results from [10].
Theorem 4.5. For any a, b ∈ R, the mapping
Ψa,b : q 7→ ((µ˜n(q, a, b))∞n=1 ; (φn(q, a, b))∞n=1)
is a real-analytic isomorphism between W 01 and M1 × ℓ 21 , where M1 is given by
(1.21) with µ0n = (πn)
2 + 2(a+ b).
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4.5. Proof of Theorems 1.1 ∼1.3. Recall that due to (1.2) we obtain that the
Laplacian on (M, g) is unitarily equivalent to a direct sum of one-dimensional
Schro¨dinger operators, namely, −∆(M,g) ⋍ ⊕ν>1∆ν , where the direct sum acts
in ⊕ν>1L2([0, 1], dx). We consider the inverse problem for the operator ∆ν for
fixed ν > 1 and q0 = 0.
Proof of Theorem 1.1. We consider the inverse problem for the operator ∆q
given by
(4.12)
∆ν = − 1
̺2
∂x̺
2∂x +
Eν
r2
,
̺ = r
m
2 = ̺0e
Q, Q(x) =
∫ x
0
(q0 + q)dt, q ∈ W 01 ,
under the Dirichlet boundary conditions f(0) = f(1) = 0 and for each ν > 1.
Consider the case q0 = 0. We apply Theorem 4.3 to our operator ∆ν , since the
function u = Eνr2 = Eνe
−
4
m
Q satisfies Condition U. Then Theorem 4.3 gives that
the mapping Ψ : q 7→ ((µ˜n(q))∞1 ; (κn(q))∞1 ) is a real-analytic isomorphism between
W
0
1 and M1 × ℓ 21 , where M1 is given by (1.21) with µ0n = (πn)2. In particular, in
the symmetric case the spectral mapping µ˜ : W 1,odd0 → M1 given by q → µ˜ is a
real real analytic isomorphism between the Hilbert space W 1,odd0 and M1.
The case ν = 1 and E1 = 0 has been considered in Theorem 3.3.
Proof of Theorem 1.2. We consider the inverse problem for the operator −∆ν
givn by (4.12), under the mixed boundary conditions f(0) = 0, f ′(1) + bf(1) = 0
for any fixed (b, ν) ∈ R× N.
Consider the case q0 = 0. We apply Theorem 4.4 to our operator −∆ν , since the
function u = Eνr2 = Eνe
−
4
m
Q satisfies Condition U. Then Theorem 4.4 gives that
the mapping
Ψ : q 7→ ((µ˜n(q, b))∞n=1 ; (χn−1(q, b)− χ0n−1)∞n=1)
is a real-analytic isomorphism between W 01 and M1 × ℓ21, where M1 is given by
(1.21) with µ0n = (πn+
1
2 )
2 + 2b. Moreover, for each (q; b) ∈ W 01 ×R the following
identity holds true:
(4.13) b =
+∞∑
n=0
(
2− e
χn(q,b)
|∂w∂λ (µn, q, b)|
)
,
where the function w(λ, q, b) is given by
(4.14) w(λ, q, b) = cos
√
λ ·
+∞∏
n=0
λ− µn(q, b)
λ− µ0n
, λ ∈ C.
where both the product and the series converge uniformly on bounded subsets on
the complex plane.
The case ν = 1 and E1 = 0 has been considered in Theorem 3.4.
Proof of Theorem 1.3. We consider the inverse problem for the operator −∆ν
given by(4.12), under the generic boundary conditions f ′(0) − af(0) = 0, f ′(1) +
bf(1) = 0 for any fixed (a, b, ν) ∈ R2 × N.
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Consider the case q0 = 0. We apply Theorem 4.5 to our operator −∆ν , since the
function u = Eνr2 = Eνe
−
4
m
Q satisfies Condition U. Then Theorem 4.5 gives that
the mapping
Ψa,b : q 7→ ((µ˜n(q, a, b))∞n=1 ; (φn(q, a, b))∞n=1)
is a real-analytic isomorphism between W 01 and M1 × ℓ 21 , where M1 is given by
(1.21) with µ0n = (πn)
2 + 2(a+ b).
The case ν = 1 and E1 = 0 has been considered in Theorem 3.2.
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