Short title: The WTC method.
1. Background. In 1983, seeking a generalization of the Painlev e (or Painlev e-Kowalewski) test for integrability b y i n v erse scattering, Weiss, Tabor and Carnevale (WTC) [14] showed that Burgers' equation, the Kortewegde Vries equations and a few others possess formal solutions of the form (x; t) X j0 u j (x; t)(x; t) j ;
in which the number of arbitrary coecients is equal to the order of the equation minus one, and is negative. The values of j such that u j is arbitrary are called resonances, and they are the roots of a polynomial which can be computed from the equation. It was rapidly noticed that the construction of this series is greatly simplied, if one lets = t (x) (reduced Ansatz, Kruskal), which essentially means that one may take as new time variable. The original formulation is sometimes more instructive, since one can in important cases derive a B acklund transformation and a Lax pair from it; is then related to the eigenfunction of the associated eigenvalue problem. The existence of such expansions has been proved for a large number of equations integrable by i n v erse scattering, suggesting that their existence is the basis of a test for integrability. Some equations do however have a commutator representation and admit solutions with more complicated movable singularities: the H. Dym equation requires fractional powers of , while the Chazy equation, a reduction of the self-dual Yang-Mills equations, has solutions with a movable natural boundary [1] . The status of the WTC test is described in the surveys [11, 13, 12, 15, 4] ; [13] and [4] contain extensive references. On the other hand, a large number of equations with polynomial nonlinearities have formal expansions of the form (x; t) X jk0 u j;k (x; t)(x; t) j [ln (x; t)] k ;
and the previous series corresponds to the vanishing of the coecients of the logarithmic terms. It seems that the presence of logarithms implies that the solutions in question have singularities which cluster in a self-similar fashion, and this is sometimes viewed as a possible symptom for non-integrable behavior (see e.g. Levine and Tabor [12] ). It becomes therefore important t o understand the structure of the series in more detail, since this seems to give some indication of the nature of`non-integrable behavior.' Also, the consideration of logarithmic series sheds some light on the mechanism of singularity formation in semilinear evolution equations (see [9] ), integrable or not, and provides new paradigms.
In terms of the reduced Ansatz, and taking as time variable, these more general series will be written t X jk0 u j;k (x)t j (ln t) k :
They will be referred to in the rest of the paper as WTC expansions, and the reduced Ansatz will always be used from now on.
Issues and results.
(a) The convergence of WTC expansions with or without logarithms was proved in a quite general setting in [9] ; the assumption is that the rst term of the expansion can be found, and the conclusion is that there is an integer l and at least one series t X j 0 ;:::;j l 0 u j 0 ;:::;j l (x)t j 0 [t ln t] j 1 : : : [ t (lnt) l ] j l ; (1) which converges for small jtj and solves the equation. A constructive procedure for estimating l and for computing the coecients follows from the proof. The convergence follows from the existence of analytic solutions for a`generalized Fuchsian equation.' The procedure is recalled, with a slight improvement, and applied to the equations of this paper in x4. The argument applies in any n umber of space dimensions, to equations as well as systems.
(b) The number l (`number of logarithms') in (1) was estimated rather crudely in [9] . For scalar equations of high order, it can be wide of the mark since it rests on the preliminary reduction to a large rst-order system, convenient for the convergence proof. We give a more realistic estimate for single equations, which is optimal in several cases. Thus, l = 1 suces if all resonances are simple and 1 is not a resonance. We also briey show that the logarithmic series can also sometimes be viewed as a series in t and t m ln t, where m can be estimated explicitly; here, the spacing of the resonances and the form of the nonlinear terms must be taken into account. Such a formulation comes up in connecting the presence of logarithms with the existence of self-similar clusters of singularities, see e.g. Levine and Tabor [12] .
(c) It is well-known that 1 is often, but not always, a resonance. Its occurrence can be formally explained using the arbitrariness of the singularity surface. 1 is not a resonance in the case of the Cauchy problem (WTC expansion with = 0, and no logarithms). Clarkson and Cosgrove [3] give a n umber of enlightening examples, and suggest that 1 is not a resonance if upon substitution of the series into the equation, only terms involving u 0 occur in the most singular terms, and if setting their sum equal to zero produces a non-trivial equation for u 0 . W e show that this is correct by giving a necessary and sucient condition for 1 to be a resonance (x2).
(d) We apply these results in x5 to a class of fth order model equations which occur in water wave models and several other applications (see Kichenassamy and Olver [10] for many references). Only two sets of parameter values (apart from the known integrable cases) had been investigated before from the point of view of the WTC method: (1) Jerey and Xu [8] considered the case when = 4, which is somewhat exceptional, most parameter values leading to = 2. They found that pure power expansions do not exist in general, by computing the compatibility condition at level 8. (2) Conte et al. [4] found one other case where four nonnegative resonances occur. As we show, there are, for general parameter values, 18 cases where there are four positive resonances for one choice of u 0 ; for four of them only does the other choice of u 0 also lead to the maximum number of positive resonances (viz. three) including the Sawada-Kotera, Kaup-Kuperschmidt and fth order KdV equations. None of the other cases leads to series which are entirely free of logarithms. There are nine further cases if we consider nonnegative resonances. Values of l for these equations can however be determined for all, and the results are summarized in Table 1 . For some parameter values, the equation degenerates to third order, and can in some cases have series solutions with two arbitrary coecients. These degenerate cases are also interesting in their having a second WTC series with = 1, which i s not of Cauchy-Kowalewska t ype. This example is similar to those of ClarksonCosgrove. A few other peculiarities are also noted.
(e) An important tool will be the analysis of the operator M = t 0 @=@t 0 + ( t 1 + t 0 ) @=@t 1 +: : : + ( t l + lt l 1 )@=@t l acting on homogeneous polynomials in (t 0 ; : : : ; t l ). Remarkably enough, the equation Mu= 0 expresses that u is a semi-invariant (also known as a source o f c ovariants) in the sense of the invariant theory of binary forms (see [7] , the introduction to which contains many modern references). The necessary material on invariant theory is included in x6 of the present paper.
The use of properties of M streamlines the construction of the WTC series. Note that the operator M also arises in a somewhat dierent context, in the construction of normal forms near critical points with nilpotent linear part [5, 6] .
3. Organization of the paper. x2 contains a more technical description of the WTC algorithm (with logarithms) for scalar equations, and examines when 1 can be a resonance.
It also contains some results which are used in x3.
x3 gives general results on the form of WTC expansions with logarithms, and shows how their convergence follows from the results of [9] , via a reduction to a Fuchsian system. This section also contains a reduction of general semilinear systems to Fuchsian form, which complements the results of x2. x4 shows gives better estimates for the \number of logarithms," based on properties of the operator M.
x5 applies the previous results to specic examples, which also illustrate possible pathologies.
The Appendix (x6) proves the properties of M that are needed in x4, and outlines the relation to invariant theory.
2. The WTC algorithm.
The WTC algorithm seeks singular solutions with power growth, for PDE with polynomial-type nonlinearities. The singularity is localized on a surface, near which the solutions behave like a p o w er of the distance to the surface. The leading behavior is determined in such a w a y that the top order derivatives balance some of the nonlinear terms.
For simplicity, w e consider only scalar equations with polynomial dependence on the unknown and its derivatives; it is not dicult to extend our 5 considerations to rational nonlinearities. The equation reads F[u] : = F ( t; x 1 ; : : : ; x n ; u ; @ t u; @ x 1 u ; : : : ) = 0 : (2) After a change of variables, we assume that the singularity occurs at t = 0 . Let m be the order of the equation, which will also be assumed to be the order of the highest time derivative. This means that the singularity surface is non-characteristic. All considerations are local, near (x; t) = ( 0 ; 0). The solution will be of the form u = u 0 (x)t (1 + o(1)) as t tends to zero, with u 0 6 = 0 .
More precisely, the original WTC test requires the existence of solutions of the form u(x; t) = X j 0 u j ( x ) t + j ; (3) while the weak Painlev e test requires u(x; t) = X j 0 u j ( x ) t + j=q ; (4) for some integer q; one usually also requires to be a fraction p=q, with gcd(p; q) = 1. On the other hand, \non-integrable" cases usually lead to the more general expansion u(x; t) = X j 0 ;:::;j l 0 u j 0 ;:::;j l (x)t +j 0 (t ln t) j 1 : : : ( t (ln t) l ) j l : (5) We will see that the latter is indeed the most general singular expansion in many cases. (4) 2.2 General Strategy. We are now in a position to outline the line of attack. We are interested in constructing solutions of the form u = u 0 t + l.o.t. , representing a balance of the top order time derivatives and some nonlinear term.
We will rst determine such that one may c hoose u 0 to satisfy the equation at highest order. To simplify the equation for u 0 , w e assume that the most singular terms one obtains upon substitution of (3) or (4) 
Thanks to our assumption, since no spatial derivatives enter at leading order, the leading term is determined by a n algebraic equation (P (u 0 ) = 0), instead of a dierential equation.
Once u 0 has been chosen among the roots of P, instead of constructing directly a recurrence relation for the higher-order terms in the expansion of the putative solution, it will be more ecient to show that there is a new unknown w, related to u by a formula of the form t u = u 0 + X qk 0 h q (x)t(lnt) q + tw(x; t); (12) which solves a Fuchsian equation:
where Q is a polynomial in its second argument, and the integer k 0 will be determined later. To this end, we will further require that the second most singular terms also do not involve space derivatives; this second assumption is not essential but simplies the procedure; the most general statement will be given elsewhere. Such an equation is said to be Fuchsian because it reduces to an ODE with a regular singular point a t t = 0, in the event that the G q do not depend on derivatives of w in the x variables.
The inductive construction of a formal solution of this equation will then be straightforward, the polynomial Q being related to the \resonance equation" as explained in x2.3.
For the needs of the proof of convergence of these series, we will establish that G q = G q (x ; t ; : : : ; t (ln t) l 0 ; fD j wg j<m ;ftD j @ J x wg j+jJjm; k<m )): Note the extra t factor in the derivative terms, which will be important i n x 3.
For the more detailed study of the structure of the formal solution in x4,
we also mention that the number l 0 of logarithmic terms in G q is twice the multiplicity o f 0 a s a r o o t o f r 7 ! Q(x; r) (or twice the multiplicity of 1 as a \resonance," as dened in x2.3).
Before turning to the execution of this program, let us close these preliminaries with a denition. Denition. We s a y that is an admissible balance if there is a non-zero u 0 which satises P(u 0 ) = 0 . Solutions corresponding to the same value of u 0 are said to belong to the same branch.
Remarks. 1) The restriction that no derivative terms occur at lowest order ensures not only that the equation for u 0 , but also the recursion relation for the higher-order coecients, be algebraic rather than dierential equations.
2) The denition means that it is reasonable to hope for a solution of the form u = u 0 t + l.o.t.
3) In many cases, one determines by requiring that the minimum in (10) be attained for two v alues of A, the corresponding monomials in F balancing each other.
4) The case P(u 0 ) 0 is somewhat degenerate, but occurs quite frequently, e.g., if = 0 and ft = 0 g is non-characteristic (Cauchy problem). Another example is studied in x5.3.
2.3 Resonances and reduction to a Fuchsian equation. Let us x u 0 among the roots of P. We assume that we are not in the case of the Cauchy problem, so that ( 1) : : : ( m + 1 ) 6 = 0 .
W e prove that under fairly general circumstances, the substitution (12) leads to a Fuchsian equation for w. In fact, we will establish that where the expressions F r can be c omputed r e cursively and may involve spatial derivatives of their arguments.
Remark: As already mentioned, an equation such as (13) is called Fuchsian, because it reduces to an ODE with a regular singular point at the origin if no x-derivatives are present. This form will be convenient to prove the convergence of formal series solutions in x3. It is for this purpose that we insist on the derivative terms in the r.h.s. to come only in the combination tD k @ J x w, instead of D k @ J x w. The presence of the logarithms is due to the fact that we also need the r.h.s. to vanish for t = 0 . This will be achieved only by choosing suitably the coecients h q .
Proof:
Step 1: First change of unknown. Let u = t v(x; t), and D = t@ t . W e h a v e, by induction on j, Note that this expression can be thought of as a rst-degree polynomial in (t 0 ; : : : ; t k 0 ), with coecients involving functions of x, and derivatives of w of the form tD k @ J x w.
Step 3: Substitution into 6. Let us now consider what happens upon substitution into each term of F. The result is a series in the t q , where the most singular term is t P(u 0 ).
I n a n utshell, we need to substitute and divide the equation by t +1 . The result will contain linear contributions in w, which generate the terms in Q(x; D)w in the theorem, terms in logarithms, containing only the h q , and higher-order terms. We need to factor an extra power of t in these terms. The terms involving space derivatives of w will immediately h a v e such a factor, because they only contribute, by assumptions, terms in t +k , k 2.
As for the others, the desired factor arises from products of tD j w terms, or from products t q t q 0 . They therefore end up having the form t t(ln t) q+q 0 (x; t; fD j wg). This yields the desired form of the equation.
More precisely, w e h a v e, from Step 2, u a = t ga pa a (x; t; ft q @h q g;ftD j wg jm ; ftD j @ J wg);
where @ stands for all space derivatives.
We n o w substitute this result into (6), which produces an expression of the form t P(u 0 ) + O ( t +1 (ln t) 2k 0 ). We need to divide this by t +1 , since the sum of the terms in t vanishes by the choice of u 0 .
To clarify the form of the result of this operation, we consider each term f a u a separately. Each such term contributes terms of degree g(a) p(a) + ( a ), or higher. We also know that g(a) p(a) + ( a ) , and this sum equals or + 1 only for terms which do not contain spatial derivatives.
The terms such that g(a) p(a)+ ( a )+2 still have a factor of t left after division by t +1 , and therefore already have the desired form. For the others, we will use the Taylor expansion of u a upto second order to extract the contributions in t and t +1 .
We therefore only need to consider two t ypes of terms: The function varphi 1 depends only on x.
Combining these equations, we reach the desired assertion.
Step (13) is in fact the second term in the expansion of u, u 0 being the rst. If r is a resonance, the condition F r 1 = 0 is called the compatibility condition (at level r). The resonance is said to be compatible if this compatibility condition holds identically.
2) It follows from the proof that k 0 = ( l 0 = 2) equals the multiplicity o f 1 as a resonance.
2.4 Is 1 a resonance? We give a necessary and sucient condition for Q(r 1) to be equal to zero for r = 1. We rst choose u 0 such that P(u 0 ) = 0 . T o prove the existence and convergence of series solutions for the equations of Th. 1, we follow the general strategy of [9] with minor improvements, see [9] for omitted proofs. The result will be a solution of the desired form, with some large value of l. The following section will show h o w to reduce the value of l.
We begin by proving (x3.1) that (18) can be replaced by a F uchsian system of the form (N + A)u = X q t q G q :
We then show ( x 3.2) that all such systems have holomorphic solutions provided that the eigenvalues of A have positive real parts, and then give a procedure (x3.3) whereby one can increase the eigenvalues of A by going to another extended system. This requires that l be suciently large. Applying this method to the system derived from (11), we conclude the existence and convergence of a formal series solution to (13) . Finally, w e give t w o general cases when this reduction is possible. The rst is a general reduction theorem for semilinear systems such a s are found in the theory of solitons for instance (x3.4). It provides a second, very general, proof of the existence of formal solutions, but is not convenient to determine the optimal value of l.
The second (x3.5) is the case in which w e are given the existence of an approximate solution to a very high order; we show that this information ensures that an innite formal series exists, and converges; thus, the existence of a formal series is shown to imply its convergence. This will be useful in one of the examples, where we will be able to construct a formal solution in a case when the procedures of x2 o r x 3.4 do not apply directly.
3.1. Reduction to a Fuchsian system. In the present situation, we start from the Fuchsian equation (13) . This theorem contains the Cauchy-Kowalewska theorem as a special case, since we m a y convert u t = F(t; x; u; @ x u) to the Fuchsian form tu t = tF(t; x; u; @ x u): However, it does not follow from the Cauchy-Kowalewska theorem, which would predict not one but innitely many solutions depending on the initial data.
3.3. Increasing the eigenvalues of A. Another general fact (see [9] )
is that if we start from a Fuchsian system with arbitrary constant A, of the form (N + A)u = X qk 0 t q f q (t 0 ; : : : ; t l ; x ; u ; @ x u ) ;
one can, if l is large enough, produce another system of the same form, the solutions of which generate solutions of (23), but in which the eigenvalues of A have been raised by one. Iterating the procedure, we m a y reduce ourselves to the situation of Step 1 in nitely many steps. We will write @ for @ x . More precisely, one seeks u in the form ( j0 is the Kronecker symbol.) Clearly, a n y solution of (26) generates a solution of (24), via (25). We n o w need to absorb jq f q (0; x ; u 0 ; @ u 0 ) i n to v. This is where the value of l matters. In fact, we need to be able to solve the system for the initial value of v, that is which holds for l large enough if A is nilpotent. Thus, if l has been chosen large enough at the outset, one may raise all the eigenvalues of A by 1 b y considering (26) instead of (24). Since A has at most nitely many nonnegative i n teger eigenvalues, we m a y reduce ourselves to the situation of Step 1 in nitely many steps.
3.4. Semilinear systems. We n o w show that rather general semilinear systems can be cast in the form (24), as soon as the rst term of a WTC-like expansion has been found. This proves at the same time the existence and the convergence of WTC expansions for such systems.
A crude estimate on the number l of logarithmic variables can be determined by following Step 2. We include the details for the convenience of the reader, since they are not very lengthy.
The system has the form
18 where a j = a j (x; t) = P k 0 a j k ( x ) t k , and t is again one-dimensional. All considerations are local near x = 0 , t = 0 . W e are interested in solutions which blow up on dened by t = (x); we seek u (t (x)) p=q v 0 (x) for integers p and q as below.
Four technical assumptions are now described. The role of our four assumptions is as follows: 1) Ensure that the blow-up surface is non-characteristic; 2) Require power growth for the nonlinearity; 3) Express that it is possible to compute the leading term so as to balance the derivatives with the nonlinearity; 4.1. Generalities. We s a w in the previous section that there is an integer l such that solutions in powers of t(ln t) j , j l, exist. This means that there is a series (5) with that value of l, and which solves the original equation (8) .
We give here a much more precise estimate of the optimal (i.e., smallest) value of l which e n ters in (5) . This estimate will be called l 0 .
As mentioned in the introduction, it seems that the structure of logarithmic WTC series can be thought of as giving a measure of how \non-integrable" the equation under consideration is.
Inessential functions. Note rst that since the variables (t 0 ; : : : ; t l )
play only an intermediate role, it is helpful to distinguish those functions which become zero upon replacing t j by t(ln t) j : Denition. We s a y that a polynomial (or a power series) P(t) is inessential if P(t; t ln t ; : : : ; t (lnt) l ) 0: It is proved in x6 that the space of inessential functions is invariant under N. Of course, inessential functions may i n v olve space variables as parameters.
A basic observation is that we m a y replace (18) by
where I q is any inessential polynomial. We will see that an appropriate choice of I q will enable us to considerably lower the value of l.
Role of semi-invariants.
For each resonance, the corresponding term in the formal solution contains arbitrary functions of t 0 ; : : : ; t l .These functions must satisfy, in the notation of x6, M r u = 0 ; 23 where r is the multiplicity of the resonance. Now, the homogeneous polynomials which satisfy Mu= 0 are known as semi-invariants or sources of covariants in the invariant theory of binary forms, see x6 for details. Except for pure powers of t 0 , they are all inessential (see x6). They have been classied [7] . In particular, there are such polynomials which i n v olve a n y given t l if the degree is chosen large enough. Thus, there are usually dierent formal solutions for every choice of l. H o w ever, Th. 4 below proves that they merely dier by inessential terms if l is large enough. is inessential, and therefore can be written P q t q J q (t). 24
Results and
We therefore consider the most general series solution of this equation and show that its essential part is independent o f J q . W e then compute the formal solution to some high order, and introduce the I q . The existence and convergence of the series solution then follows from x3.5.
where u g is a homogeneous polynomial in (t 0 ; : : : ; t l ), of degree g, i n to equation (18). Note that we consider, as in x3.5, the homogeneous parts of the series solution, rather than its coecients, for convenience. We rst prove, by induction on g, that u g is the sum of an essential and an inessential part, the former depending on (t 0 ; : : : ; t l 0 ), where l 0 is dened as in Th. 3. We then show that one may i n troduce inessential polynomials I q into the equation, in such a w a y that the resulting equation will have a solution where the inessential part is identically zero.
Step 1: The u g must be determined recursively from equations of the form Q(N)u g = X q t q fG q + J q g g 1 ;
where f g g indicates that one takes the homogeneous part of degree g only. where k is the multiplicity o f g as a resonance. The properties of M which we will need are proved in x6.
We deal in this step with the case k = 0. In that case, we merely need to check that the r.h.s. has the desired form, since u g will then be uniquely determined. Indeed, N is then invertible on the space of polynomials in (t 0 ; : : : ; t l 0 ).
Since fG q g g 1 involves only u 0 ,: : : , u g 1 , w e m a y use the induction hypothesis and write Now, w, Nw,: : : , and all their derivatives, are all inessential. Since inessential functions are stable by product with other functions (i.e., they form an ideal), we see that fG q + J q g g 1 is the sum of a polynomial in (t 0 ; : : : ; t l 0 ), and an inessential polynomial.
Step 2: We n o w assume k > 0. The earlier results about the form of G q still hold.
Using Th. 8 of x6, we m a y n o w assert that the general solution has the form u g = G(t 0 ; : : : ; t k + l 0 ) + inessential:
Therefore, we need to have l 0 k + l 0 . W e also see that the essential part of u g involves k arbitrary functions of x, because case (1) of that Theorem ensures that u g is determined, modulo inessentials, upto a combination of t g 0 ; : : : ; t g k +1 0 t k 1
1
. Since the solutions of M k v = t q J q for dierent J q 's dier by inessential polynomials, we see that the essential part of u does not depend on J q .
In practice, we t h us see that we h a v e to solve at each resonance an equation of the form M k u =known, and one can make use of the special form of the r.h.s. to further reduce the value of l, a s w e d o i n x 5.
Step 3: Introduction of I q . We n o w x g v ery large, and let v g be essential part of the formal solution we just computed, truncated at order g.
Dene I q (of degree g) so that v g is a formal solution upto order g of
W e m a y n o w apply Theorem 3 to conclude. Note that v g contains arbitrary functions of x corresponding to each resonance. This completes the proof of Theorem 4.
Step 4: Proof of Cor. 5. If all resonances are simple and greater than 1 (or if 1 is a simple and compatible resonance), an important simplication is that l 0 = k 0 = 0: no logarithms appear in the rst step of the reduction. If we assume that g is a simple resonance, and that for j < g , u g = u g ( t 0 ; t 1 ), we see that to nd u g , w e m ust solve an equation of the form MR(N)u g =t 0 F g (t 0 ; t 1 ) ;
where F g is a polynomial of degree g 1, and R(N) i s i n v ertible on the space of such polynomials. By case 3 of Th. 7, we m a y nd a solution which depends only on t 0 and t 1 . The argument i s n o w nished as in the general case.
Corollary 5 is therefore proved. Remarks: (1) If there is a single simple resonance r > 1, the solution is in fact given by a series in t 0 and t r 1 0 t 1 (i.e., t and t r ln t). Indeed, since 1 is not a resonance, we h a v e k +0=l 0 = 0, and we nd that the formal solution u = Results. We discuss the form of the singular expansion for all the cases where one branch has four nonnegative i n teger resonances. Apart from the fth order KdV, the Sawada-Kotera, and the Kaup-Kuperschmidt equations, we nd, in the \general case" when no two of the quantities , r and 3 + 2 v anish, 24 other cases including one which also has three positive resonances in its other branch. The results are summarized in Table 1 . Note that cases 3,10, and 16{20 possess families of sech 2 traveling waves, for appropriate values of q and , b y the results of [10] .
We then discuss the degenerate cases when this condition does not hold, which leads to 8 other cases, including third order equations. The third of these cases passes the WTC test in the sense that it has a singular expansion depending on three arbitrary functions. We also discuss for these third order equations the existence of solutions of the form x(u 0 + xu 1 + : : : ) : They are not given by the Cauchy-Kowalewska theorem if = 0, since u then multiplies the top order derivative. They can nevertheless be brought into Fuchsian form.
We n o w turn to a systematic WTC analysis of Eq. To study the second branch, it is convenient to note that one can assume u 0 = 1 b y scaling u. W e assume that this has been done. The other possible value of u 0 is then 120=r (except in Case 26 where r = 0, and there is only one branch). One then computes the resonances for the branch associated with this second root. The results are given in Table 1 , and are discussed below in more detail. Some of the more complicated entries were computed using Mathematica. W e recover the three known integrable cases, and nd one more equation with the maximal number of positive i n teger resonances.
Note that q and do not enter at this stage.
Logarithmic terms.
We are now i n terested in determining l 0 such that the singular solutions have the form u = u(t; t lnt ; : : : ; t (ln t) l 0 ; x ) ; or rather, as in x4, u = u(t 0 ; : : : ; t l ) = u e ( t 0 ; : : : ; t l 0 ) + inessential:
The general statements in x3 apply. W e h o w ever give slightly sharpened statements which take i n to account the particular features of the equation at hand. The results are summarized in the table, and are commented below. The main particular features of (37), which simplify the analysis, are 1. If 1 is a resonance, it is always compatible. In all cases, = 0 ; 1 ; 2 is possible, and corresponds to the solutions of the Cauchy problem (if 6 = 0, one may take = 0 ; : : : ; 4). However, in the third order case, one may not allow + uto vanish for x = 0, since the equation has the form (+u)u xxx = second-order terms). In this degenerate Cauchy-Kowalewska situation, there may exist solutions for which = 1 . A new resonance equation can then be computed. We i n v estigate this case separately; but rst, we give below a summary of the situation for singular solutions in cases (I){(VIII).
(IV) and (VI) correspond to the third order KdV and modied KdV equations, which are known to have the Painlev e property.
In case (I), leading order analysis leads to = =(+). One must compute separately the relevant compatibility condition in the exceptional cases where this ratio is an integer.
In 5.3 Degenerate Cauchy problems. In case = 0, but 6 = 0, so that the equation degenerates into a third order equation, we h a v e to deal with yet one more branch of solutions, namely those which v anish for x = (t). They are however not always given by the Cauchy-Kowalewska theorem.
We develop the calculations in this case in some detail, since this is another case where the leading order balance equation does not determine the rst term. As we will see, we m a y nevertheless re-cast the equation in Fuchsian form.
Let us rst note that by adding a constant t o u , and replacing t by t cx for a suitable c, one may, a s w e will, assume that = 0. The equation takes the form uu xxx + ( + 2 ) u x u xx + u t + fqu Thus, we nd that there is a formal solution for which u 0 is arbitrary, provided that ( + 2 ) = is not a positive i n teger. In case 3 + 2 = 0 , h o w ever, there is a resonance at level 2 which leaves the coecient u 2 arbitrary, provided the compatibility condition u 0 00 + [12qu 
