ABSTRACT. We formalize, at the level of D-modules, the notion that A-hypergeometric systems are equivariant versions of the classical hypergeometric equations. For this purpose, we construct a functor ΠÃ B on a suitable category of torus equivariant D-modules and show that it preserves key properties, such as holonomicity, regularity, and reducibility of monodromy representation. We also examine its effect on solutions, characteristic varieties, and singular loci. When applied to certain binomial D-modules, ΠÃ B produces saturations of the classical hypergeometric differential equations, a fact that sheds new light on the D-module theoretic properties of these classical systems.
INTRODUCTION
Hypergeometric systems of Horn type were introduced in the late nineteenth century as multivariate generalizations of the Gauss hypergeometric equation. While their series solutions have been studied extensively, few of these works answer D-module theoretic questions. Indeed, Horn systems depend on parameters whose variation impacts their properties as D-modules, and stratifying their parameter spaces accordingly is difficult.
Binomial D-modules are generalizations of the A-hypergeometric systems of Gelfand, Graev, Kapranov, and Zelevinsky [GGZ87, GKZ89, DMM10b] . They are torus equivariant, the parameters acting as characters. As it turns out, homogenization with respect to the torus action provides an isomorphism between the holomorphic solutions of a classical Horn system and its equivariant binomial counterpart; however, the D-modules themselves are related in a more subtle way.
In this article, we introduce an invariantizing functor ΠÃ B that, in particular, links Horn systems to certain binomial D-modules and induces the above homogenization process on solutions. This involves a general procedure for realizing as D-modules on (C * ) n−d the modules of invariants of (C * ) d -equivariant D-modules on (C * ) n . The construction of ΠÃ B and the study of its properties occupy Part I, while Part II is concerned with the application of ΠÃ B to binomial D-modules.
Outline for Part I. In §1, we provide background on D-modules and define the torus actions we will consider, while we introduce important categories of equivariant D-modules in §2. We work with the torus invariants functor for D-modules on X = (C * ) n in §3. OverX = C n in §4, we define and state initial properties of the functor ΠÃ B , while §5 provides more refined information.
Outline for Part II. In §6, we discuss binomial DX-modules, and we apply ΠÃ B to them in §7. This yields explicit characterizations of D-module properties for saturated Horn systems in terms of the parameter sets; in § §8-9, we consider other variants of Horn systems, see Definition 0.3. We conclude by explaining the relationship between the image under ΠÃ B of an A-hypergeometric system and the Horn-Kapranov uniformization of discriminantal varieties in §10.
Construction of the functor. Throughout, on any C-scheme, we mean by "differential operators" the sheaf of C-linear differential operators on the corresponding structure sheaf. Since we consider only products of affine spaces and tori as underlying manifolds, which are all D-affine, we may restrict our attention to global sections.
If T := (C * ) d acts onX := C n , then the action extends naturally to the differential operators onX. In order to produce D C n−d -modules from T -equivariant DX-modules, one could try GIT type constructions. However, the GIT quotient ofX by T is singular and would not fit our desired applications for Horn systems.
Instead, we restrict T -equivariant DX-modules to X :=X Var(x 1 · · · x n ), the open torus of X, and consider the family of toric maps from the quotient of X by T to the open torus Z in an affine spaceZ = C m , where m := n − d. This family is parametrized by invertible matricesÃ that extend A and the Gale duals B of A. Theorem 3.6 states that, over X, taking T -invariants and endowing the resulting module with a D Z -module structure, a functor denoted ∆Ã B , behaves well with respect to a number of D-module theoretic properties.
Returning toX, we produce a functor ΠÃ B that sends T -equivariant DX-modules to DZ-modules. With moderate restrictions on its source category, ΠÃ B preserves L-holonomicity, regular holonomicity, and reducibility of monodromy representation, as shown in Theorem 4.2. Under an additional irreducibility assumption in §5, we obtain an explicit presentation for ΠÃ B and describe its impact on solutions, characteristic varieties, and singular loci.
Binomial D-modules. In Part II, we consider an important class of equivariant DX-modules, whose images under the functor ΠÃ B are DZ-modules of hypergeometric type. We show that there is an equivalence between the (regular) holonomicity of a binomial DX-module M and ΠÃ B (M ).
Definition 0.1. For a d × n integer matrix A = (a ij ) ∈ Z d×n , let I be an A-graded binomial C[∂ x ]-ideal, meaning that I is generated by elements of the form ∂ The lattice basis binomial DX-module is DX/(I(B) + E − β ).
Horn hypergeometric systems. The explicit description of ΠÃ B in Corollary 5.8 yields a method to show that saturated Horn systems arise essentially by applying ΠÃ B to lattice basis binomial D-modules. Corollaries 7.2.(vi) and 7.5 characterize holonomicity, regularity, and reducibility of monodromy representation of saturated Horn systems. To explain the use of the word saturated, we now provide three ways of viewing Horn systems. (1) The Horn hypergeometric system associated to B and κ is the left DZ-ideal where Ω k 1 ,...,km is a ratio of products of ascending (or descending) factorials of integer linear combinations of the indices k 1 , . . . , k m , translated by certain fixed parameters. They have been extensively studied and include the (generalized) Gauss hypergeometric function(s), Appell functions, Horn series in two variables, Lauricella series, and Kampé de Feriét functions, among others.
All such series are solutions of systems of differential equations of the form Horn(B, κ), where the rows of B are determined by the factorials that appear in the series. Having k 1 ! · · · k m ! in the denominator of the series coefficients implies that B has an m × m identity submatrix, and the corresponding parameters κ j are zero. In particular, all of the above named hypergeometric series are solutions of normalized Horn systems, as in Definition 0.3.(3).
Once B and κ are fixed, the holomorphic solutions of the three types of Horn systems in Definition 0.3 coincide; however, the modules themselves are truly different. As illustrated in Example 9.1, it can happen that DZ/sHorn(B, κ) is holonomic while DZ/Horn(B, κ) is not.
For previous results about Horn D-modules, we are aware of only [Sad02, DMS05] . We show in Corollary 5.10 that saturated Horn systems are essentially captured by the image of ΠÃ B . This leads to precise results about saturated Horn systems in Theorems 7.1.(vi) and 6.7, in addition to our general results on images of binomial D-modules. We use alternate approaches in §8 and §9 to obtain results about normalized and usual Horn systems. In particular, we show that the holonomicity of DZ/Horn(B, κ) and DX/(I(B) + E − β ) is not equivalent; however, Theorem 9.4 provides a sufficient condition on κ to ensure the holonomicity of DZ/Horn(B, κ). We say that L = (L x , L ∂x ) ∈ Q 2n is a weight vector on DX if L x + L ∂x ≥ 0 coordinate-wise. Writing 1 n := (1, . . . , 1) ∈ Z n , we assume throughout that L x + L ∂x = c · 1 n for some c ∈ Q >0 . A weight vector L defines an increasing filtration L on DX by
<k DX := <k L DX. By our convention, the associated graded ring gr L DX is isomorphic to the coordinate ring of T * X ∼ = C 2n .
If P ∈ L k DX L <k DX, then P is said to have L-order k. For any P in L k DX L <k DX, we denote its symbol by in L (P ) :
The weight filtration induced by F = (F x , F ∂x ) := (0 n , 1 n ) ∈ Q 2n is called the order filtration on DX. Its kth filtered piece F k DX consists of all operators of order at most k. The associated graded ring of DX with respect to the order filtration is denoted by gr F DX. Denoting in F (∂ x i ) = ξ i and abusing language by writing x i for in F (x i ), we have gr
. We denote this set by Char L (M ); it is well-defined (see [SW08] for references), Zariski closed, and agrees with the zero set of the ideal ann(gr
The F -characteristic variety of M is called its characteristic variety, denoted Char(M ). We say that M is holonomic if its characteristic variety has dimension n. Bernstein's inequality says that the characteristic variety of a left DX-ideal has dimension at least n [Bern72]. Smith [Smi01] refined this result, showing that every component of Char L (M ) has dimension at least n.
The rank of the module M is rank(M ) :
The projection of Char(M ) Var(ξ 1 , . . . , ξ n ) onto the x-coordinates is called the singular locus of M , denoted Sing(M ). Any p ∈ Sing(M ) is called a singular point of M .
Let Y be a complex manifold of dimension n with a point p ∈ Y . The holonomic left D Ymodule M is said to be regular at p if for any curve C ⊆ Y passing through p, with smooth locus
are connections on C s with regular singular ODEs on a smooth compactification C of C s . (These sheaves are zero outside the range −n + 1 ≤ k ≤ 0.) The module M is regular holonomic if it is regular holonomic at every point p ∈X.
The notion of regularity is equivalent to requiring that the natural restriction map from formal to analytic solutions of M be an isomorphism in the derived category. As such, it generalizes the classical definition of regular (Fuchsian) singularities for an ordinary differential equation. Note that, since we consider a compactification of C, regular holonomicity on Y includes information about the behavior of (derived) solutions at infinity.
Regular holonomicity is a crucial property in the theory of D-modules. Bounded complexes of regular holonomic modules provide the input for the de Rham functor, which appears in the Riemann-Hilbert correspondence. A larger category cannot be used, as regularity is needed so that the DeRham functor is fully faithful. Moreover, regular holonomic modules are particularly suitable for computations. For example, the Frobenius algorithm for solving Fuchsian ODEs has been successfully generalized to regular holonomic systems in [SST00, §2.5].
The categories of holonomic and regular holonomic D Y -modules are Abelian and closed under the formation of extensions, and they form full subcategories of the category of D-modules. Both holonomicity and regularity are preserved by direct and inverse images along morphisms of smooth varieties. See [BGK + 87] for more details.
A holonomic left D Y -module M is said to have irreducible monodromy representation if the mod-
and C(Y ) are the rings of regular and rational functions on Y , respectively. If M does not have irreducible monodromy representation, then its solution space has a nontrivial proper subspace that is monodromy invariant, since the fundamental group of Y Sing(M ) is finitely presented. 
Theorem 1.1 (Kashiwara, see [SST00, Theorem 1.4.19]). Let J be a left DX-ideal such that DX/J is holonomic, and let p be a nonsingular point of DX/J. Then dim C (Sol p (DX/J)) is finite, independent of p, and equal to rank(DX/J).
Given w ∈ R n , (−w, w) ∈ R 2n induces a filtration on DX. Note that gr (−w,w) DX ∼ = DX, which is in contrast to the case in §1.1 for a weight vector L ∈ R 2n ; however, for P ∈ DX, we may analogously define in (−w,w) (P ) ∈ DX. If J ⊆ DX is a left DX-ideal, then set gr (−w,w) (J) := in (−w,w) (P ) | P ∈ J , which by abuse of notation, we view as a left DX-ideal. Definition 1.2. Let J ⊆ DX be a left DX-ideal. We say that w ∈ R n is a generic weight vector for DX/J if there exists an (n-dimensional) open rational polyhedral cone Σ ⊆ R n >0 with trivial lineality space such that w ∈ Σ and for all w ∈ Σ, gr (−w,w) (J) = gr (−w ,w ) (J).
Definition 1.3. Let J ⊆ DX be a left DX-ideal, and assume that w ∈ R n is a generic weight vector for DX/J. Write log(x) := (log(x 1 ), . . . , log(x n )). A formal solution φ of DX/J is called a basic Nilsson solution of DX/J in the direction of w if it has the form
for some vector v ∈ C n , such that the following conditions are satisfied:
(1) C is contained in Σ * ∩ Z n , where Σ is as in Definition 1.2. Here, Σ * is the dual cone of Σ, which consists of the vectors u ∈ R n with u · w ≥ 0 for all w ∈ Σ. (2) the p u are polynomials, and there exists k ∈ Z such that deg(p u ) ≤ k for all u ∈ C. (3) p 0 = 0. The set supp(φ) := {u ∈ C | p u = 0} is called the support of φ. The C-span of the basic Nilsson solutions of DX/J in the direction of w is called the space of formal Nilsson solutions of DX/J in the direction of w, denoted N w (DX/J). Theorem 1.4 ([SST00, Theorems 2.5.1 and 2.5.14]). Let J be a left DX-ideal such that DX/J is regular holonomic. If w ∈ R n is a generic weight vector for DX/J, then
Further, there is an open set U ⊆X Sing(DX/J) such that the basic Nilsson solutions of DX/J in the direction of w simultaneously converge at each p ∈ U and form a basis for Sol p (DX/J).
1.3. Torus actions in the Weyl algebra.
Convention 1.5. Fix a d × n integer matrix A of rank d whose columns span Z d as a lattice. We denote the columns of A by a 1 , . . . , a n . Throughout this article we assume that A is pointed; in other words, there exists h ∈ R d such that h · a i > 0 for all i = 1, . . . , n.
We consider the action of the torus T = (C * ) d onX given by
We let T denote the torus orbit of 1 n inX. By our assumptions on A, the map T → T given by t → t 1 n is an isomorphism of varieties. This torus action induces an action of T on DX via
(1.1)
An element P ∈ DX is torus homogeneous of weight a ∈ Z d if t P = t a P for all t ∈ T . A left DX-ideal is torus equivariant if and only if it is generated by torus homogeneous elements.
The torus action on DX imposes a multigrading, called the A-grading, given by
The grading group is ZA = Z d , the Abelian group generated by the columns of A. An element
x ∈ DX has degree a ∈ ZA = Z d if and only if Au − Av = a whenever λ u,v = 0. The term A-graded is used to emphasize that the torus action is defined by A.
The torus action also passes to germs of functions onX. For t ∈ T and x ∈X, denote t x := (t a 1 x 1 , . . . , t an x n ). A function that satisfies ϕ(t x) = t β ϕ(x 1 , . . . , x n ) for all t in an open subset of T has degree β ∈ C d . Note that any β ∈ C d may occur as a weight of a function. can be viewed as the set of β-eigenvectors for the Euler operators E of A from Definition 0.1. As β defines a character of T , the action of T on X (really, on T * X) can be viewed as an action of its Lie algebra. Loosely, the operators in E are the (Fourier transforms of the) pushforwards of generators of the Lie algebra of the torus. Thus, the solutions of the Euler operators E − β are precisely the functions which are infinitesimally torus homogeneous of weight β. In other words,
Remark 1.7. If J is an A-graded left DX-ideal, then any series solution of DX/J may be decomposed as a sum of A-homogeneous series, each of which is also a solution of DX/J. In particular, for a generic weight vector w, N w (DX/J) of Definition 1.3 is spanned by basic Nilsson series φ(x) = u∈C x v+u p u (log(x)) whose support is contained in
CATEGORIES OF A-GRADED D-MODULES
In this section, Y is either X orX, and D-mods(Y ) is the category of finitely generated D Ymodules. We introduce certain subcategories of D-mods(Y ) that will be used in this article, and prove some of their basic properties. Remark 2.2. Recall that T = T 1 n ∼ = T . The ring of differential operators on T is the subgroup
generated by the monomials x v with v ∈ Z n and the operators E 1 , . . . , E d . This is indeed a ring and is isomorphic to
is (isomorphic to) a polynomial ring in d variables generated by the T -equivariant vector fields on X. The containment DX ⊆ D X is such that we may endow DX with a [D T ]
T -action using the E i . We shall use this lifted action in the sequel without further mention. Definition 2.3. We denote by T -hol(Y ) the smallest full subcategory of A-mods(Y ) that contains each module M with the property that, for each homogeneous element γ ∈ M , the D T -module
Note that there is a natural functor from T -hol(X) to T -hol(X) given by restriction to X. Also, note that the categories A-mods(Y ), A-hol(Y ), and T -hol(Y ) are all Abelian, and A-mods(Y ) and A-hol(Y ) are clearly closed under extensions.
Lemma 2.4. The category T -hol(Y ) is closed under extensions. T . Therefore
is also holonomic because there is an exact sequence
is also holonomic. Indeed, the exact sequence
shows that it suffices to prove holonomicity for J 2 /(J 1 J 2 ), which is the quotient of the holonomic module (D T /J 1 ) k under the map induced by any surjection
Proof. We begin by proving the result when the matrix A consists of the top d rows of an n × n identity matrix and Y =X. In this case, the torus T is simply Var(
If M is a holonomic A-graded DX-module and γ ∈ M is a fixed homogeneous element, then the annihilator of γ is a holonomic A-graded ideal, say I := ann DX (γ). As such, the b-function b γ,i (s) for restriction to
, is nonzero) and satisfies
Here V
• i DX denotes the Kashiwara-Malgrange filtration on DX, which is given by V 
. Theorem 2.7 below completes this special case.
We next observe that the case Y = X follows from the case Y =X (for any fixed A). Indeed, if M is holonomic and A-graded on X, then the pushforward of M toX (which is just M , viewed as a DX-module) has the same properties and is therefore in T -hol(X) ⊇ T -hol(X).
We next consider Y = X but general A. The theory of elementary divisors ascertains the existence of matrices P ∈ GL(d, Z) and Q ∈ GL(n, Z) such that P AQ is the top d rows of a diagonal n × n matrix. Substituting P A for A is just a change of coordinates on the grading group and the Euler operators. On the other hand, replacing A by AQ corresponds to the change on the grading group and the Euler operators induced by the monomial change of coordinates x → x Q on X. This change is T -invariant on the category of D X -modules, and thus also on A-hol(X) and T -hol(X). Now ZA = Z d implies that P AQ can be chosen to equal the first d rows of an n × n identity matrix, which settles the case that A is arbitrary and Y = X.
Finally, we reduce the case Y =X to the case Y = X. To that end, use induction on n. Let i : X →X be the natural embedding and fix a module M in A-hol(X). For n = 0, the result is trivial. For n = 1, consider the exact sequence of local cohomology
The outer terms are supported in x 1 = 0. By Kashiwara equivalence, the case n = 0, and since T -hol(X) is closed under extensions, the proposition holds for M precisely if it holds for i * i * M . But we already proved it holds for i * M , so the case n = 1 is proven.
The general case is slightly more involved, but it suffices to indicate the case n = 2. Given i 1 : X 1 =X Var(x 1 ) →X and i 2 : X 2 = X 1 Var(x 2 ) → X 1 , there are two exact sequences:
By Kashiwara equivalence and the case n = 1, the outer terms in both sequences satisfy the proposition. As T -hol(X) is closed under extensions, the proposition holds for M if and only if it holds for i 1 * i 1 * M , and that happens if and only if it holds for i 2 * i 2 * i 1 * i 1 * M . However, the latter module is the pushforward toX of the restriction of M to X, so the case n = 2 follows from the case Y = X above.
Example 2.6. The module DX/(DX · E) is in T -hol(X) but does not belong to A-hol(X).
The following result can be used to give alternative descriptions for the objects of T -hol(Y ), where Y is still X orX. The equivalence of the second and last items in Theorem 2.7 was proven in [SST00, Proposition 2.3.6] for cyclic modules, using different methods.
Theorem 2.7. The following are equivalent for a finitely generated A-graded D T -module M :
Proof. The isomorphism between D T and D T in Remark 2.2 induces an equivalence of categories between A-mods(T ) and the category of finitely generated left D T -modules that are equivariant with respect to the action induced by T acting on itself by multiplication. Under this equivalence of categories, (regular) holonomic modules correspond to (regular) holonomic modules. Moreover,
with L x + L ∂x = c · 1 n for some c > 0 corresponds, under our isomorphism, to the filtration induced on D T by the weight vector
. Given these considerations, it is enough to prove the statements in the context of D T -modules.
First note that the module
Regularity follows from the fact that these are Fuchsian equations in disjoint variables, while Lholonomicity is clear. This implies that if I is an equivariant left D T -ideal whose degree zero part I 0 is an Artinian ideal in the polynomial ring C[t 1 ∂ t 1 , . . . , t d ∂ t d ], then the module D T /I is regular holonomic, and L -holonomic, since the categories involved are Abelian and closed under extensions. This shows that (4) implies (1), (2), and (3) in the cyclic case.
For the reverse implications, still in the cyclic case, suppose that I is an equivariant left
(1) is not Artinian, then D T /I has infinite rank, and therefore cannot be L -holonomic or regular holonomic. The previous sentence uses the fact that L -holonomic modules are holonomic [SST00, Theorem 1.4.12].
Finally, we consider the general case. Let M be a finitely generated A-graded equivariant D Tmodule. Since the categories involved are closed under extensions, it is not hard to show that M is holonomic (L-holonomic, regular holonomic) if and only if it has a finite composition chain such that each composition factor is cyclic and holonomic (L-holonomic, regular holonomic). Note that the maximal length of such a composition chain depends only on M (and is called the holonomic length of M ).
Let γ ∈ M , and let N be the T -submodule of M generated by γ. The C[E]-annihilator of γ as an element of M is equal to the C[E]-annihilator of γ as an element of N . Since N is cyclic, we have already shown that N satisfies (1), (2), or (3) precisely if it satisfies (4). But M/N has smaller holonomic length than M , so the result follows by induction.
TORUS INVARIANTS OF D X -MODULES
In this section, we consider the exact functor [−] T : M → M 0 on A-mods(X), which selects the A-degree zero part (that is, the torus invariant part) of a module M . The natural target of this functor is the category of T .
For our purposes, the important cases are those for which the composition X → X/T → Z is a monomial map. These situations are parameterized by two pieces of data: the possible splittings of X and the Gale duals of A. We encode this information in two matrices,Ã and B, and denote our invariants functor [−]
T by ∆Ã B , as defined in (3.1). We construct this functor in Definition 3.4 and then show in Theorem 3.6 that, upon restricting its source to T -hol(X), it behaves well with respect to several D-module theoretic properties.
Notation 3.1. If G is an integer p × q matrix then we denote by µ G the monomial morphism from
. . , v gq ), where g 1 , . . . , g q are the columns of G. We also denote the corresponding morphism on the structure sheaves by µ G . For example, µ A : T → X is the map with image T .
Recall that m = n − d and ZA = Z d . The splittings of X that factor through monomial maps from X to (X/T ) × T are in bijection with those matricesÃ ∈ GL(n, Z) whose top d rows agree with A. We denote the bottom n − d rows of suchÃ by A ⊥ . We let C ⊥ and C respectively denote the n × d and n × m matrices that form the left and right parts of the inverse matrixC toÃ. Note that µ C : X → X/T comes from a splitting of X.
Convention 3.2. An n×m integer matrix B is a Gale dual of A if the columns of B span ker Q (A). For the remainder of this article, fix a Gale dual B of A and a matrixÃ ∈ GL(n, Z) whose top d rows agree with A. SinceÃC is the identity, AC = 0. Thus the equation AB = 0 implies the existence of a full rank integer m × m matrix K such that B = CK, inducing
q has a monomial action on (C * ) p given by a matrix H, and let
be such that its top q rows agree with H, and denote its bottom p − q rows by H ⊥ . LetG = (H) −1 , and let G denote the matrix given by the final p − q columns ofG. Using v and y for the respective coordinates of (C
In accordance with Notation 3.1, the matrix G induces a quotient map
this we obtain an action of
We will apply Notation 3.3 in two cases. The first is forÃ and µ C : X → X/T , and the second is for K −1 and µ K : X/T → Z, where X/T has a trivial torus action. Note that the functors ΥÃ C and Υ K −1 K are related to the maps in the split Gale morphism X → X/T → Z attached to (Ã, B).
Definition 3.4. Using Convention 3.2 and Notation 3.3, define the functor
which sends a finitely generated
Example 3.5. Suppose thatÃ =C is an identity matrix and B = C. In this situation, we may write X = T × Z, and T acts on X by t (s, z) = (ts, z). Even in this case, it becomes apparent why, if we desire nice output, we must restrict ∆Ã B to T -hol(X). To wit, the torus invariants of
In order for M 0 to be a finitely generated D Z -module, more assumptions are needed to govern the impact of t∂ t ; the holonomicity requirement in the definition of T -hol(X) provides precisely that.
We are now prepared to state the main result of this section, which concerns the restriction of ∆Ã B to T -hol(X) (see Definition 2.3). This restriction guarantees that the output of the functor is a finitely generated D Z -module and compatible with a number of D-module theoretic properties. Recall from §2 that we have the following inclusions of categories:
is a finitely generated D Z -module, so that we have a restricted functor Proof of Theorem 3.6. This proof occupies the remainder of this section and will be accomplished through a series of reductions.
Lemma 3.7. If Theorem 3.6 holds when K is the identity matrix, then it holds in general.
Proof. We wish to show that, for general K, Theorem 3.6 holds for the functor Υ
K . Up to a coordinate change on the base and range, Υ 
This is compatible with z = y K , and the weights of λ and η are c.
(which as an underlying filtered set is exactly M ). Hence, (1) of Theorem 3.6 holds for Υ K −1 K . Part (2) follows from the fact that µ K (see Notation 3.1) is an algebraic coordinate change that induces (locally on X/T ) a diffeomorphism. Exponential solution growth along the germ of an embedded curve on X/T is then equivalent to such growth along its image in Z.
Here only the first half of (3) applies, and this follows because ∆Ã B , and thus Υ
We continue with the proof of Theorem 3.6, assuming now that K is the identity matrix. In parallel to the proof of Theorem 2.5, we next prove the theorem in the case of the simplest diagonal torus action. In this situation, we write X = T ×Z, where T acts on X by scaling the first factor, namely t (s, z) = (ts, z), so the matrix A consists of the first d rows of the n × n identity matrixÃ.
Lemma 3.8. IfÃ =C and K are identity matrices, then Theorem 3.6 holds.
Proof. SinceÃ is the identity map in this lemma, we suppress writing ΥÃ C in the remainder, so that
T represents ∆Ã B (M ). With a slight abuse of notation, write T = T and X = T × Z.
, L-holonomic A-graded modules on T × Z with Adegree zero morphisms, and regular holonomic A-graded modules on T × Z with A-degree zero morphisms are all Abelian categories that are closed under extensions. Thus, in order to show (1) and (2) of Theorem 3.6 in this case, it is enough by Theorem 2.7 to consider a module N for which there exists a β ∈ C d such that for each nonzero homogeneous element
T · γ for all γ ∈ N . In other words, each t i ∂ t i acts on N as a multiplication by some scalar β i .
T is a finitely generated D Z -module. To continue, note that since N = α∈ZA N 0 · t α and
For (1) and (2)
The module
is a regular connection on T .
It follows from (3.3) that N is L-holonomic if and only if [N ]
T is L -holonomic. Thus, (1) and (2) hold for N , from which the general case of the lemma follows.
We now consider (3), still assuming that for each homogeneous element γ ∈ N ,
From (3.2), we see that
T , and (3) holds for N .
For the general case of (3), suppose now that M is in T -hol(X) such that for some nonzero
where r > 1 and the C[t∂ t ]-annihilators of nonzero homogeneous elements γ (i) in the successive quotients
Since M is finitely generated, one may choose such a finite filtration that works simultaneously for all homogeneous elements of M . In particular, M does not have irreducible monodromy representation, since
(1) provides a nonzero nontrivial submodule of C(t, z) ⊗ C[t,z] M . At the same time, applying the exact functor
T to (3.5) also shows that [M ] T has reducible monodromy representation, completing the proof of (3), and thus of Lemma 3.8.
Continuing with the proof of Theorem 3.6, by Lemma 3.7 we are left to consider other choices for A in Lemma 3.8 with K still equal to the identity matrix, so that
m and consider the change of coordinates µÃ : X → X. The action of T on X given by identifying T with (C * ) d agrees with the action of T on X through µÃ. At the same time, µÃ identifies X /T with X/T , so since K is the identity matrix,
m . This implies parts (2) and (3) of Theorem 3.6. For part (1), note that the monomial map µÃ identifies the filtration on D X induced by L with the filtration on
We conclude this section with an example to illustrate how a module M with irreducible monodromy representation could have a reducible image under ∆Ã B .
Example 3.9. Consider the case thatÃ is the 2 × 2 identity matrix,
The fundamental group Z of the regular locus of ∆Ã B (M ) acts on the solution space by switching the two distinguished generators. In particular, f = exp( √ z) + exp(− √ z) generates a monodromy invariant subspace. As f is holomorphic on z = 0, ∞, it satisfies the first order equation
TORUS INVARIANTS AND DX -MODULES
Let i : X →X and j : Z →Z be the natural inclusions. In Convention 3.2, we fixed a splitting of X, encoded by an n × n matrixÃ, and a Gale dual B of A. In Theorem 3.6, we examined the functor ∆Ã B : T -hol(X) → D-mods(Z), which is given by taking torus invariants and adjusting module structure (see Definition 3.4).
Definition 4.1. The main subject of study in this article is the functor ΠÃ B on T -hol(X) given by
where j + is the D-module direct image and i * is the D-module inverse image.
In this section, we extend our results about ∆Ã B from §3 to statements for ΠÃ B . In §5, we provide further consequences when we further restrict the source category of ΠÃ B .
Note that functor ΠÃ B : T -hol(X) → D-mods(Z) is exact. Indeed, since i : X →X is faithfully flat, i * is exact. Note also that i * sends T -hol(X) to T -hol(X), the restricted source category for ∆Ã B . Since ∆Ã B essentially takes the A-degree 0 part of a module, it is exact. We thus obtain the result from the exactness of j + .
is a finitely generated DZ-module. In particular, ΠÃ B : T -hol(X) → D-mods(Z), and the following statements hold. Proof. Since T ⊆ X ⊆X, Theorem 2.7 ensures that, with input from T -hol(X), i * returns objects in T -hol(X). Therefore by Theorem 3.6 and the fact that the direct image functor j + will preserve finite generation, ΠÃ B (M ) is a finitely generated D Z -module when M is in T -hol(X). The properties considered in (1), (2), and (3) are compatible with the inverse and direct image functors in the directions of the implications stated, so the proof reduces to Theorem 3.6.
The reverse implications in the first two items of Theorem 4.2 do not hold, because the restriction i * of a module which is not (regular, L-) holonomic might be (regular, L-) holonomic. In Theorem 7.1, we show that these converses do hold for binomial DX-modules.
We conclude this section with a description of the characteristic varieties and singular loci of ΠÃ B (M ) in terms of those of ∆Ã B (M ). In §5.3, we will obtain more refined descriptions of these objects under additional assumptions. An application of the following Proposition 4.3 to the singular locus of the image under ΠÃ B of the A-hypergeometric system H A (β) can be found in §10.
Proposition 4.3. Let M be a nonzero regular holonomic module in T -hol(X), and recall that i : X →X is the natural inclusion. Then the characteristic variety of ΠÃ B (M ) is the union of the characteristic variety of ∆Ã B (D X ⊗ DX M ) with the coordinate hyperplane conormals inZ:
Further, the singular locus of ΠÃ B (M ) is the union of the singular locus of ∆Ã B (D X ⊗ DX M ) with the coordinate hyperplanes inZ:
implies that the characteristic variety of ΠÃ B (M ) is the union of the characteristic variety of ∆Ã B (i * M ) with the set of coordinate hyperplane conormals inZ. In addition, saturation and projection commute with taking associated graded objects, so the final statement holds.
TORUS INVARIANTS FOR A FIXED TORUS CHARACTER
In this section, let Y be X orX. We now restrict our attention to certain subcategories of T -hol(Y ) called T -irred(Y ) and T -irred(Y, β), over which we are able to obtain more detailed information about the functors ∆Ã B and ΠÃ B , still following Convention 3.2. We provide explicit expressions for these functors, show how they affect solutions, and, under certain assumptions on B, describe some of their geometric properties. In Corollary 5.10, we explain the relationship between lattice basis binomial DX-modules and saturated Horn DZ-modules.
To provide a D-module theoretic understanding of the definition of T -hol(Y ), we note the parallel to Theorem 2.7. Recall that each A-graded D T -module M has a filtration
such that for each i and each nonzero homogeneous element γ in
Thus, an A-graded D T -module M is irreducible if and only if there is such a filtration with r = 1.
In the sequel, we consider subcategories of T -irred(Y ) given by fixing β. To this end, let T -irred(Y, β) denote the subcategory of T -irred(Y ) given by objects M such that for each nonzero homogeneous element
5.1. Explicit expressions for the functors ∆Ã B and ΠÃ B . We provide explicit computations of ∆Ã B and ΠÃ B on T -irred(X, β). We begin by first relating
In addition, recall that the m × m matrix K from Convention 3.2 has full rank, and therefore its Smith normal form is an integer diagonal matrix with nonzero diagonal entries called the elementary divisors of K. Let κ := (κ 1 , . . . , κ m ) denote the elementary divisors of K.
Proposition 5.4. Let B be a Gale dual of A whose columns span ker Z (A) as a lattice, so that
T is C-spanned by monomials x Bv θ u , where v ∈ Z m and u ∈ N n . Denote the rows of B by B 1 , . . . , B n . For v ∈ Z m and u ∈ N n , define
This extends linearly to a surjective homomorphism of C-algebras
whose kernel is the (two-sided) [D X ] T -ideal generated by the sequence E − β.
Corollary 5.5. Let B be any Gale dual of A, and let κ and κ be as in Convention 5.3, and set
Then there is an isomorphism, denoted δ B,κ , given by the composition of
and the isomorphism induced by µ K :
where the comparison k < κ is component-wise and k/κ is the vector (k 1 /κ 1 , . . . , k m /κ m ).
Proof. The map δ C,κ+ε C is an isomorphism by Proposition 5.4, so it is enough to understand (5.2). First note that by identifying y i with z
By Convention 5.3, there are matrices P, Q ∈ GL(m, Z) such that P KQ is the diagonal matrix whose diagonal entries are the components of κ. The maps µ P and µ Q both induce isomorphisms of D Z ; for the matrix P , whose columns are denoted by p 1 , .
Since P and Q induce isomorphisms, we may assume that K is diagonal with diagonal entries κ 1 , . . . , κ m . In this case, the ring homomorphism
. This follows from two key identities that hold for any 1 ≤ i ≤ n and k ∈ Z:
For surjectivity, observe that z , we obtain the isomorphism
For a module M in T -irred(X, β) or T -irred(X, β), the isomorphism δ B,κ can be used to explicitly compute ∆Ã B (M ) or ΠÃ B (M ), respectively.
q is a presentation matrix for a module M in T -irred(X, β), and let κ and κ be as in Convention 5.3. Then the D Z -module ∆Ã B (M ) is presented up to isomorphism by
In particular, if J + E − β is a torus equivariant left D X -ideal, then there is an isomorphism
Proof. If K is not invertible over Z and M is irreducible, change coordinates so that K is diagonal with diagonal entries κ. Corollary 5.8. Suppose that φ : (DX) p → (DX) q is a presentation matrix for a module M in T -irred(X, β), and let κ and κ be as in Convention 5.3. Then the DZ-module ΠÃ B (M ) is isomorphic to the quotient of (DZ) q by
In particular, if I + E − β is a torus equivariant left DX-ideal, then there is an isomorphism
Note that if we change our choice of κ in Convention 5.3, we obtain different isomorphisms in Proposition 5.4 and Corollary 5.5. Thus, different choices of κ will produce (isomorphic) presentations of ∆Ã B (M ) (respectively, ΠÃ B (M )) if M is an element of T -irred(X, β) (respectively, T -irred(X, β)). Likewise, different choices of Gale duals B will also produce different isomorphisms, and therefore different presentations.
Example 5.9 (Example 5.6, first variant). We use Corollary 5.8 to apply ΠÃ B to the A-hypergeometric DX-module associated to A and β (see Example 0.2). Let C 1 , . . . , C 4 denote the rows of C. Under δ C,κ+ε C , the generators of
, and
Thus, under δ B,κ , the binomial generators of I A map to
(B 1 · η + κ 1 )(B 4 · η + κ 4 ), and (5.4)
(5.5)
Going modulo these equations in
, we obtain ΠÃ B (H A 2)). This result will be further exploited in Part II.
Corollary 5.10. If κ is as in Convention 5.3, then
Proof. If the columns of B span ker Z (A) as a lattice, then the statement follows immediately from the definitions of the systems, via Corollary 5.8. For an arbitrary choice of Gale dual B, we again apply Corollary 5.8. Since passage of z k/κ through the equations of sHorn(B, κ) results in a shift by Ck, the summands separate to yield the desired isomorphism. T / E − β .
Example 5.12 (Example 5.6, second variant). We now use Corollary 5.8 to compute ΠÃ B (DX/(I(B)+ E − β )). In this example,
. Since ε C = [1, 1, −5, 3] t , under δ B,κ , the binomials generating I(B) map respectively to
Then under δ B,κ , the expressions of (5.6) map to the generators of sHorn(B, κ), while y 2 times the expressions of (5.6) map respectively to
Similarly, we can compute y 2 2 times the expressions of (5.6). Together, these show that the image of the lattice basis binomial DX-module DX/(I(B) + E − β ) under ΠÃ B is isomorphic to
This agrees with Corollary 5.10.
Solution spaces.
We now consider the effect of ΠÃ B on solutions of objects in T -irred(X, β). Using b 1 , . . . , b m to denote the columns of a Gale dual B of A, the map µ B : X → Z given by Suppose that a module M in T -irred(X, β) is such that at a sufficiently generic (nonsingular) point p ∈ X, Sol p (M ) has a basis of basic Nilsson solutions in the direction of a generic weight vector w ∈ R n . (This occurs when M is regular holonomic, but regularity is not a necessary condition, see Theorems 1.4 and 6.5.) Then Sol p (M ) is spanned by vectors of the form φ = (φ 1 , . . . , φ r ), where the φ i are Nilsson solutions that converge at p. Further, by Remark 1.7, any solution φ of M can be written
, where L is a collection of m vectors that Z-span ker Z (A).
Theorem 5.13. Let M be a module in T -irred(X, β) and let p ∈ X be a generic nonsingular point of M so that µ B (p) = p B ∈ Z is a nonsingular point of ΠÃ B (M ). Choose κ so that Aκ = β and κC = 0. If Sol p (M ) has a basis of basic Nilsson solutions in the direction of a generic weight vector, then Sol p B (ΠÃ B (M )) is isomorphic to the sum over i ∈ {1, . . . , [ker Z (A) : ZB]} of the images of the maps Proof of Theorem 5.13. Since p ∈ X is nonsingular for M , restriction provides an isomorphism between the solutions of M at p and those of i Consider first the case that the columns of B do not Z-span ker Z (A). Then µ K : X/T → Z induces a | det(K)|-fold cover of Z, which induces an isomorphism between the solutions of ∆Ã B (M ) at p B and the sum over all sections of µ K of the image of the solution space of
T ). Thus, we have reduced the proof of the theorem to the case that the columns of B span ker Z (A) as a lattice, so that µ B is an isomorphism. We assume this case for the remainder of the proof; in particular, without loss of generality, we may assume that B = C = L .
Consider now the case that X = T × Z, where T = (C * ) d , and T × Z has a torus action given by t (s, z) = (t
. . , z n ). Let E denote the Euler operators on T × Z, viewed as elements in D T . If N is a module in T -irred(T × Z, β), then by the same argument used to obtain (3.2), N can be expressed as a module over
Suppose that (t 0 , z 0 ) ∈ T × Z is a generic nonsingular point of N . From (5.8), we see that
For the isomorphism (5.9), use the fact that
is spanned by the
. In particular, it is a one-dimensional C-vector space.
We now return to the general case that M is in T -irred(X, β). Let φ : X → T × Z be a Tequivariant change of coordinates, whose existence follows from the existence of a Smith normal form forÃ. Let C and C denote the appropriate C-matrices for X and T × Z, respectively. With (t 0 , z 0 ) := φ(p), since κC = 0, we have the following isomorphisms:
The final equality follows since Sol (t a 1 0 ,...,t an 0 ) (D T / E − β ) is spanned by the function x κ . In fact, it is spanned by any function x v such that Av = β, but observe that if Au = 0, then x u ≡ 1 on T .
Finally, note that two different versions of [−]
T are used above; however, they are compatible via the isomorphism φ because µ B = π 2 • φ : X → T × Z → Z.
Example 5.15. The assumption that the module M belongs to T -irred(X, β) is crucial for Theorem 5.13. The key fact here is that E − β is a maximal ideal in C[E].
Consider instead the case that d = m = 1 and X = T × Z, where T acts by scaling on the first factor. The torus equivariant module M := D T ×Z /D T ×Z · (t∂ t ) 3 , t∂ t − ∂ z is holonomic, and its solution space at a nonsingular point (t 0 , z 0 ) is Sol (t 0 ,z 0 ) (M ) = Span C {1, z + log(t), log 2 (t) + 2z log(t)}.
In this case, since ann C[E] (M ) = (t∂ t ) 3 , the operator t∂ t does not act as a constant on M , and therefore, the operator t∂ t − ∂ z cannot be written modulo ann C[E] (M ) as an element of D Z . This is the reason that the solutions of M are not as well-behaved as in Theorem 5.13.
Remark 5.16. Note that in the proof of Theorem 5.13, µ K is used to describe the behavior of solutions when the columns of B do not Z-span ker Z (A). Combining this argument with the direct sum decomposition in Corollary 5.10 reveals that for sufficiently generic p ∈ X, there is an isomorphism of solution spaces for lattice basis binomial and Horn hypergeometric D-modules:
.
Characteristic varieties and singular loci.
The homomorphism δ B,κ can be used to explain the image of the L-characteristic variety of M under ∆Ã B when M is in T -irred(X, β). T is already naturally a D Z -module that is isomorphic to ∆Ã B (M ). We now have the result, since taking torus invariants induces categorial quotients, which in this case separates orbits.
Combining Propositions 4.3 and 5.17, we can compute the characteristic variety and singular locus of ΠÃ B (M ) in terms of those for M under certain assumptions.
Corollary 5.18. Let M be a nonzero regular holonomic module in T -irred(X, β). If B has columns that Z-span ker Z (A), then Char(ΠÃ B (M )) and Sing(ΠÃ B (M )) are the unions of the geometric quotient of the Char(D X ⊗ DX M ) and Sing(D X ⊗ DX M ) with, respectively, the coordinate hyperplane conormals inZ and the coordinate hyperplanes inZ.
Part II: Binomial D-modules and hypergeometric systems
BINOMIAL D-MODULES
We introduced binomial D-modules in Definition 0.1 and Example 0.2. In this section, we summarize results from [DMM10b, CF12, BMW13] regarding the holonomicity and regularity of binomial D-modules. We also generalize results from [DMM12, SW12] to provide criteria for regular holonomicity and reducibility of monodromy representation for binomial D-modules. 6.1. Overview. The holonomicity of a binomial D-module is controlled by the primary decomposition of the underlying binomial ideal. Primary decomposition of binomial ideals has several special features. Eisenbud and Sturmfels have shown that the associated primes of a binomial ideal are binomial ideals themselves and that the primary decomposition of a binomial ideal can be chosen to be binomial [ES96] . A more detailed study of the primary components of a binomial ideal, geared towards applications to binomial D-modules, appears in [DMM10a] .
Binomial ideals can have two types of primary components, toral and Andean, according to how they behave with respect to the inherited torus action. We recall from [ES96] It is the Andean components of a binomial ideal that cause failure of holonomicity for the corresponding binomial DX-module. To make this precise, let V be an A-graded The following theorem collects results about binomial DX-modules. Except for items (iv) and (v), which are from [BMW13] and [CF12] respectively, all of these facts are proved in [DMM10b] . 
where the direct sum is over the primary components C of I. If β lies outside the union of qdeg(P I ) with the Andean arrangement of I, then M is isomorphic to the direct sum over the modules DX/(C + E − β ), where C lies in (6.1).
The Andean arrangement and all other quasidegree sets in Theorem 6.2 are unions of finitely many integer translates of subspaces of the form CA σ , where σ ⊆ {1, . . . , n}. If the Andean arrangement of I is not all of C d , then the other quasidegree sets are also proper subsets of C d .
The holonomicity of an A-hypergeometric system was first shown in [GGZ87, Ado94] , and information on the rank of these systems can be found in [MMW05, Berk11] .
6.2. Regular holonomicity and Nilsson series. We now discuss Nilsson solutions of binomial D-modules, generalizing statements in [DMM12] for A-hypergeometric systems. We will make use of a homogenization operation. In this direction, set
Given an A-graded binomial ideal I ⊆ C[∂ x ], let ρ(I) denote the homogenization of I with respect to an additional variable ∂ x 0 . Here, ∂ x 0 corresponds to a variable x 0 giving rise to coordinates (x 0 , x 1 , . . . , x n ) onX := C n+1 . Note that ρ(I) is ρ(A)-graded. For a fixed β 0 ∈ C and β ∈ C d , write E ρ − (β 0 , β) for the sequence of d + 1 Euler operators associated to ρ(A) and the vector (β 0 , β). We define the homogenization of the binomial D-module M = DX/(I + E − β ) to be
A vector w ∈ R n is a generic binomial weight vector for a binomial D-module M = DX/(I + E − β ), if it satisfies the conditions from Definition 1.2 and also, for all w ∈ Σ, we have gr w (I) = gr w (I). We say that w ∈ R n is a perturbation of w 0 ∈ R Proof. Since β is not in the Andean arrangement of I, we may assume that all primary components of I are toral. Since β 0 is generic and ρ commutes with taking primary decompositions, ρ(I) also has only toral primary components. Further, by Theorem 6.2.(ix), ρ(M, β 0 ) is isomorphic to DX/(ρ(C ) + E ρ − (β 0 , β) ), where the direct sum is over the toral primary components C of I. Since each ideal ρ(C ) is Z-graded, the result now follows from Theorem 6.2.(v).
We now generalize [Berk10, Theorem 7.3], which was first stated for A-hypergeometric systems.
Proposition 6.4. Let I ⊆ C[∂ x ] be an A-graded binomial ideal, and set M = DX/(I + E − β ). If β does not lie in the Andean arrangement of I and β 0 ∈ C is generic as in Proposition 6.3, then rank(M ) = rank(ρ (M, β 0 ) ).
Proof. We may assume that I is equal to the intersection of the C in (6.1). By Theorem 6.2.(i) and the genericity of β 0 , M and ρ(M, β 0 ) are holonomic and thus of finite rank. Given the collection {C } of toral primary components of I, we may extend
To compute the rank of M , we then apply Euler-Koszul homology to this resolution and follow the resulting spectral sequence, as in the proof of [BM09, Theorem 4.5]. That argument and the fact that the theorem has been proven for A-hypergeometric systems in [Berk10, Theorem 7 .3] imply that this procedure and its associated numerics are compatible with ρ, and this compatibility yields the desired result.
With the definitions of homogenization and Propositions 6.3 and 6.4 in hand, the necessary ingredients are in place to apply the original proof of [DMM12, Theorem 6.4] to arbitrary holonomic binomial D-modules. This result, appearing now in Theorem 6.5, provides a method to compute the rank of these modules via certain Nilsson solutions. Note also that the statement runs in parallel to Theorem 1.4, without requiring regular holonomicity.
Theorem 6.5. Let I ⊆ C[∂ x ] be an A-graded binomial ideal, and set M = DX/(I + E − β ). Assume that β does not lie in the Andean arrangement of I. If w ∈ R n is a generic binomial weight vector of M that is a perturbation of 1 n , then
Further, there exists an open set U ⊆X such that the basic Nilsson solutions of M in the direction of w simultaneously converge at each p ∈ U , and as such, they form a basis for Sol p (M ). 
Proof. The original proof of [DMM12, Proposition 7.4] can be applied, since ρ is commutes with taking primary decompositions. Note that Propositions 6.3 and 6.4 provide the binomial generalizations of the originally toric results needed in this proof.
6.3. Irreducible monodromy representation. We now characterize when a binomial D-module has reducible monodromy representation. To achieve this, we extend [SW12, Theorems 3.1 and 3.2] (see also [Beu11a, Sai11] ) on A-hypergeometric systems to arbitrary binomial D-modules.
Given σ ⊆ {1, . . . , n}, let A σ denote the submatrix of A given by the columns of A that lie in σ, and let I Aσ ⊆ C[∂ x i | i ∈ σ] denote the toric ideal given by A σ in the variables corresponding to σ.
A face G of A, denoted G A, is a subset G of the column set of A such that there is a linear functional φ G : ZA → Z that vanishes on G and is positive on any element of A G. If G A, then the parameter β ∈ C d is G-resonant if β ∈ ZA + CG. If β is H-resonant for all faces H properly containing G, but not for G itself, then G is called a resonance center for β. It is said that A is a pyramid over a face G if vol ZG (G) = vol ZA (A), where volume is a normalized (or simplicial) volume computed with respect to the given ambient lattices. (1) For some σ ⊆ {1, . . . , n}, the intersection of the toral components C of I for which β ∈ qdeg(C ) equals
2) For any σ as in (1), there is a unique resonance center G A σ of β, and A σ is a pyramid over G.
Proof. We may assume that I is equal to the intersection of the toral components C of I for which β ∈ qdeg(C ). If I is not prime, pick an associated prime of I. After possibly rescaling the variables, since β does not lie in the Andean arrangement of I, such an associated prime is of the form
M . Thus M always has reducible monodromy representation in this case.
We may now assume that I is prime. Then since β does not lie in the Andean arrangement of I, there exists a subset σ ⊆ {1, . . . , n} such that I = I Aσ + ∂ x i | i / ∈ σ , after possibly rescaling the variables. Since the pyramid condition implies the uniqueness of a resonance center G of β by [SW12, Lemma 2.9], we have reduced the proof of the statement for binomial D-modules to the A-hypergeometric setting, which was already proven in [SW12, Theorems 3.1 and 3.2].
TORUS INVARIANTS AND BINOMIAL DX -MODULES
In this section, we strengthen our results on the transfer of (regular) holonomicity through ΠÃ B from Theorem 4.2, still following Convention 3.2, in the case that the input is a binomial DX-module. Remark 7.3 provides an explicit description of the characteristic variety of ΠÃ B applied to a regular holonomic binomial DX-module.
Theorem 7.1. Let I ⊆ C[∂ x ] be an A-graded binomial ideal. Then the following hold for the binomial DX-module M = DX/(I + E − β ).
( (ix) If β does not lie in the union of qdeg(P I ) with the Andean arrangement of I, then ΠÃ B (M ) is isomorphic to the direct sum over the toral primary components C of I of the modules ΠÃ B (DX/(C + E − β )), where C lies in (6.1).
Proof. Only (vi) does not follow immediately from Theorem 7.1. For this, we must also use the decomposition of ΠÃ B (DX/(I(B) + E − Aκ )) from Corollary 5.10. Note that each summand in this decomposition is actually isomorphic to the first summand, DZ/sHorn(B, κ). The parameter shifts κ + Ck in the remaining summands are a red herring, thanks to the graded shifts induced by multiplication by z k/κ .
Proof of Theorem 7.1. The forward implication of (1) is Theorem 4.2.
(1). For the converse, we first define a map ψ B,κ :
T / E − β that is essentially an inverse to δ B,κ from (5.1), but without the assumption that the columns of B span ker Z (A) as a lattice. For notational convenience, assume that the first m rows of B are linearly independent. Call N the corresponding submatrix of B. Let N −1 i denote the ith row of N −1 . To define ψ B,κ , set
By the proof of Corollary 5.5, ψ B,κ is injective. Note also that ψ B,κ respects the L − and L−filtrations on its source and target, respectively. Therefore gr
, which we denote by Ψ B,κ . In addition, since the each fiber of Ψ B,κ is a T -orbit, it is of dimension d. It now follows that
Therefore ΠÃ B (M ) is not L -holonomic, completing the proof of (1).
To prove (2), since M is holonomic, by Theorem 6.5 there is a generic binomial weight vector w ∈ R n such that at a nonsingular point p, the basic Nilsson solutions of M in the direction of w span Sol p (M ). Thus Theorem 5.13 implies (2).
The forward implication of (3) is Theorem 4.2.(2), so it remains to establish the converse in the binomial setting. Suppose that M is not regular holonomic. Then by Theorem 6.6, there exists a generic weight vector w ∈ R n for M such that dim C N w (M ) < rank(M ). Thus by Theorem 5.13 applied to these Nilsson solutions, we see that, with = wB,
By slight perturbation of w, if necessary, will be a generic weight vector for ΠÃ B (M ). But then by (2), we see that dim C N (ΠÃ B (M )) < [ker Z (A) : ZB] · rank(M ) = rank(ΠÃ B (M )). Thus Theorem 1.4 implies that ΠÃ B (M ) cannot be regular holonomic.
Remark 7.3. Let I be an A-graded binomial C[∂ x ]-ideal, and assume that β ∈ C d lies outside of the Andean arrangement of I, so that M = DX/(I + E − β ) is holonomic. Theorem 4.3 in [CF12] states that Char(M ) is equal to the union of the characteristic varieties of the binomial DX-modules corresponding to associated primes of I whose components belong to (6.1). Since prime binomial ideals are isomorphic to toric ideals, it suffices to compute the characteristic varieties of A-hypergeometric systems, which is done explicitly by Schulze and Walther in [SW08] . Therefore, combining [CF12, SW08] with Proposition 5.17 yields a description of the characteristic variety of ∆Ã B (D X /(I + E − β )). If M is regular holonomic, then Proposition 4.3 provides an explicit description of Char(ΠÃ B (M )). 
by computation in Macaulay2 [M2] . Thus by Proposition 4.3,
On the other hand, Macaulay2 [M2] reveals that Horn(B, κ) ) cannot be obtained from those of DX/(I(B) + E − Aκ ). In particular, the holonomicity of DX/(I(B) + E − Aκ ) does not by itself guarantee the holonomicity of DZ/Horn(B, κ). However, we show in Theorem 9.4 that this will be the case under strong conditions on β. In this example, this assumption is equivalent to lying outside of the Andean arrangement of A. Example 9.1 will further address the subtleties of the holonomicity of (non-saturated) Horn D-modules.
We conclude this section by addressing the irreducibility of monodromy representation of Horn DZ-modules. Note first that Theorem 4.2 and Theorem 6.7 together provide a test for the reducibility of monodromy representation for the image of a binomial DX-module under ΠÃ B . Proof. Note that the three incarnations of Horn systems are isomorphic after tensoring with C(z), so it is enough to consider DZ/sHorn(B, κ). The result thus follows from combining Theorem 6.7 with Corollary 5.10 and Remark 5.16.
ON NORMALIZED HORN SYSTEMS
We now concentrate on a certain subclass of normalized Horn systems, whose members arise from matrices B that contain an m × m identity submatrix. For convenience in the notation, we assume that this identity submatrix is formed by the first m rows of B. Note that the most widely studied classical hypergeometric systems (e.g., Gauss 2 F 1 , its generalizations p F q , the Appell and Horn systems in two variables, the four Lauricella families of systems in m variables, etc.) satisfy this hypothesis (see Example 0.4). Thus the following results apply to all of these classical systems.
The approach of this section generalizes and makes more precise an idea of Beukers; namely, classical Horn systems can be obtained from their corresponding A-hypergeometric systems by setting certain variables equal to one (see [Beu11b, [11] [12] [13] ). , and the category of (regular) holonomic DZ-modules is closed under quotients of DX-modules, DZ/nHorn(B, κ) also fails to be (regular) holonomic.
By [SST00, §5.2], the restriction r * of a cyclic DX-module DX/J is given by
Note that the restriction of a cyclic DX-module is not necessarily cyclic. To establish Theorem 8.1, our first task is to show that the restriction module r * (DX/(I(B) + E − Aκ )) is indeed cyclic. To do this, we compute the b-function for the restriction (see [SST00, § §5.1-5.2]). 
Using our change of variables and multiplying by x j with m + 1 ≤ j ≤ n, we obtain
Taking initial terms with respect to (−w, w) of this expression, it follows that θ j ∈ gr (−w,w) (J) for each m + 1 ≤ j ≤ n. Therefore s = θ m+1 + · · · + θ n ∈ gr (−w,w) (J), and the result follows.
Proof of Theorem 8.1. By Lemma 8.3, r * (DX/(I(B) + E − Aκ )) is of the form DZ/J. In order to find the ideal J, we must to perform the intersection
and set x m+1 = · · · = x n = 1. We proceed by systematically producing elements of the intersection (8.2). Using the same argument as in the proof of Lemma 8.3, we see that for m + 1 ≤ j ≤ n, each θ j can be expressed as a linear combination of θ 1 , . . . , θ m and the parameters κ modulo DX · E − Aκ . By our assumption on B, θ j can be written explicitly as follows:
Now if P ∈ DX, then there is a monomial µ in x m+1 , . . . , x n so that the resulting operator µP can be written in terms of x 1 , . . . , x n , ∂ x 1 , . . . , ∂ xm and θ m+1 , . . . , θ n . In addition, working modulo DX · E − Aκ for j > m one can replace θ j by the expressions (8.3). Thus µP is an element of R m modulo R m · E − Aκ . If this procedure is applied to E i − (Aκ) i , the result is zero. We now apply it to one of the generators ∂ 
Note that setting x m+1 = · · · = x n = 1 in (8.4), we obtain the kth generator of the normalized Horn system nHorn(B, κ), since b jk < 0 implies j > m.
Now suppose that P is an element of the intersection (8.2). In particular, P belongs to I(B) + E − Aκ , so there are P 1 , . . . , P m , Q 1 , . . . , Q d ∈ DX such that
If we multiply P on the left by a monomial in x m+1 , . . . , x n and set x m+1 = · · · = x n = 1, the result is the same as if we set x m+1 = · · · = x n = 1 on P directly. Thus we choose an appropriate monomial µ such that
for some operatorsP 1 , . . . ,P m . But then, the result of setting x m+1 = · · · = x n = 1 on µP (the same as if this were done to P ) is a combination of the generators of nHorn(B, κ).
We have shown that r * (I(B) + E − Aκ ) contains the generators of nHorn(B, κ). Since the module DZ/nHorn(B, κ) has a nontrivial solution space, it follows that the b-function for restriction of I(B) + E − Aκ to Var(x m+1 − 1, . . . , x n − 1) is s. Thus r * (DZ/(I(B) + E − Aκ )) is indeed a nonzero cyclic DZ-module, and it is equal to DZ/nHorn(B, κ), completing the proof. 
Since the rank of DZ/Horn(B, κ) equals that of DZ/sHorn(B, κ) and DX/(I(B) + E − β ), which in this case is 6, this example provides an instance of a Horn system of finite rank that is not holonomic. On the other hand, we have seen that binomial DX-modules and saturated Horn DZ-modules of finite rank are necessarily holonomic by Theorems 6.2.(iii) and 7.1.(1).
In Theorem 9.4, the main result of this section, we provide a sufficient condition for the holonomicity of a Horn DZ-module by constraining the parameters. The key notions follow.
Let A be as in Convention 1.5 and let B be a Gale dual of A. If γ ⊆ {1, . . . , m}, we denote by B γ the matrix whose columns are the columns of B indexed by γ. Let A[γ] be a matrix for which B γ is a Gale dual, where we assume that the matrix A is included in A[γ] as its first d rows. We compute the Andean arrangement of I(B γ ) using the grading induced by the matrix A[γ]. Proof. This follows from the fact that Andean arrangements are unions of affine spaces.
Theorem 9.4. If β is completely toral for B and Aκ = β, then DZ/Horn(B, κ) is holonomic.
Before proving this theorem, we state some consequences. Note that these results generalize and refine previous work of Sadykov [Sad02] and Dickenstein, Matusevich, and Sadykov [DMS05] .
Corollary 9.5. If B has a completely toral parameter, then DZ/Horn(B, κ) is holonomic for generic choices of κ.
Proof. Since the set of completely toral parameters for B is Zariski open in affine d-space, the fact that it is nonempty implies that it is dense. Thus the result follows from Theorem 9.4. Proof. Since m = 2, the only possible matrices B γ for ∅ γ {1, 2} have one column. In this case, the Andean arrangement of I(B γ ) is empty, and therefore a parameter is toral for B if and only if it is completely toral for B. Since DX/(I(B) + E − Aκ ) is holonomic precisely when Aκ is toral, the result follows from Theorem 9.4.
Example 9.7 (Example 9.1, continued). The condition that Aκ be completely toral for B is sufficient to guarantee that DZ/Horn(B, κ) is holonomic, but it is not necessary. If we let B be B in Example 9.1 with third column multiplied by −1, then I(B) = I(B ). Using the same A, it follows that B and B have the same (empty set of) completely toral parameters. Thus, since Aκ = β = [2, 0, 0, 0] t is not completely toral for B, it is not completely toral for B . However, it is still the case that DZ/Horn(B , κ) is holonomic. To see why this might be the case, note that multiplying the third column of B by −1 corresponds to the change of variables z 3 → 1/z 3 . Thus the higher dimensional component that prevented the Horn module DZ/Horn(B, κ) from being holonomic does not appear in the characteristic variety of DZ/Horn(B , κ) because it is moved to infinity when B is replaced by B .
To prove Theorem 9.4, we describe the characteristic variety of a Horn module under the assumption that the parameter β is completely toral for B. To achieve this, for each subset γ ⊆ {1, . . . , m}, we show that the intersection of Char(DZ/Horn(B, κ)) with {(z, ζ) ∈ T * Z | z i = 0 if i ∈ γ, z i = 0 if i / ∈ γ} is naturally contained in the characteristic variety of a saturated Horn module arising from the matrix B γ . The completely toral condition on β guarantees that this saturated Horn module is holonomic, thus providing a bound the dimension of Char(DZ/Horn(B, κ)). We discuss this approach further after Corollary 9.10.
We first need some facts about the primary decomposition of lattice basis ideals. To begin, we study lattice ideals, which play a fundamental role in this primary decomposition. Our key lattice will be ZB, which is spanned by the columns of a Gale dual B of a matrix A.
Let L ⊆ Z n be a lattice. The ideal
is called a lattice ideal. Note that the toric ideal I A is the lattice ideal associated to ker Z (A).
Proposition 9.8. The variety Var( gr
Proof. Since the generators of the ideal gr F (I ZB ), gr F (E) are homogeneous with respect to the T -action on C[x ± , ξ] given by t x i = t a i x i and t ξ i = t −a i ξ i , the given variety is T -equivariant.
The rest of this argument is based on the fact that the binomial DX-module DX/(I ZB + E − β ) is holonomic for all parameters β, and its characteristic variety can be described set-theoretically. For the holonomicity statement, we use the primary decomposition of I ZB from [ES96] ; if g is the order of the finite group ker Z (A)/ZB, then there are g group homomorphisms ρ 1 , . . . , ρ g : ker Z (A) → C * , called partial characters, that extend the trivial character ZB → C * , so that The polyhedral subcomplex of the face lattice of conv({0, a 1 , . . . , a n }) consisting of faces not containing the origin is called the A-umbrella Φ(A). (More general umbrellas were introduced by Schulze and Walther in [SW08] in order to study L-characteristic varieties of A-hypergeometric systems. Here we need only consider the umbrella induced by the order filtration on the Weyl algebra DX.) Note that when the rational row span of A contains 1 n , Φ(A) is isomorphic to the face lattice of conv(A).
Notation 9.9. If σ ⊆ {1, . . . , n}, let A σ denote the matrix consisting of the columns of A indexed by σ, and let B σ denote the matrix consisting of the rows of B indexed by σ. For τ ⊆ {1, . . . , n}, let C τ be the closure of the conormal space to the T -orbit of the point 1 τ , where
, . . . , n} τ . Then C τ has dimension n and has defining ideal equal to the radical of ξ τ c , gr
, where ξ τ c = {ξ i | i ∈ τ c } and E τ is the sequence of Euler operators given by the matrix A τ . It is shown in [SW08] that Char(DX/H A (β)) = τ ∈Φ(A) C τ , which is equidimensional and set-theoretically independent of β.
If τ ⊆ {1, . . . , n}, then since C τ has dimension n, so does the ring
We claim that C[x ± ] ⊗ K τ is also of dimension n. If τ is not a pyramid, then the row span of A τ does not contain basis vectors. Thus a generic point on C τ has all x-coordinates nonzero, so
On the other hand, if τ is a pyramid over the ith column a i of
where (xξ) τ is the column vector whose components are x i ξ i for i ∈ τ , and similarly for (xξ) τ {i} .
In particular,
Note also that by the pyramid assumption and since τ and τ {i} belong to Φ(A), rank(B τ c ) = rank(B (τ {i}) c ). Iteration thus reduces this case to the non-pyramid case, as handled in the previous paragraph. This establishes the claim.
We next claim that for any τ , the generic T -orbit in C τ is of the full dimension d. To see this, observe that a generic point of C τ has ξ i = 0 for i ∈ τ . Moreover, if i / ∈ τ , then the variable x i is not involved in the definition of the ideal of C τ , so a generic point in C τ must be nonzero in the x-coordinates indexed by τ c . Since the orbit of a point with nonzero coordinates in ξ τ and x τ c has dimension d, the claim holds.
The above discussion regarding Char(DX/H A (β)) also applies to the study of the characteristic varieties of DX/(I(ρ j ) + E − β ), after a rescaling of the variables.
We now consider the ideal gr
The monomials in ξ that belong to gr F (I ZB ) also belong to gr
This implies that the monomial (ξ u ) g belongs to gr F (I ZB ). We conclude that, up to radical, gr F (I ZB ) and gr F (I A ) have the same monomials in ξ. This means that, in order to compute the dimension of Var( gr F (I ZB ), gr F (E) ) ⊆ T * X, we need only consider the components of this variety contained in the sets
Fixing τ ∈ Φ(A), consider the ideal gr
τ , where ξ τ := i∈τ ξ i . Since τ ∈ Φ(A), the ideal gr F (I ZB τ ) is the lattice ideal corresponding to B τ in the variables ξ τ and can be decomposed as an intersection of ideals that are isomorphic to gr F (I Aτ ), up to a rescaling of the variables. Thus the zero set of gr
, where the ρ τ,j are the partial characters appearing in the prime decomposition of I ZB τ . Since I(ρ τ,j ) is obtained from I Aτ by rescaling the variables, it follows that Var( gr
has dimension n with generic T -orbit of full dimension d, completing the proof. · [x 1 ξ 1 , . . . , x m ξ m ] t . Since this homomorphism is injective, it gives rise to a dominant morphism between the corresponding varieties. We conclude that dim(R) ≤ n − d = m because this morphism is also constant on T -orbits, the dimension of Var( gr F (I ZB ), gr F (E) )) ⊆ T * X is n, and the generic T -orbit (in every component) of this variety has dimension d.
Our next step towards a proof of Theorem 9.4 is to find the equations satisfied by the components of Char(DZ/Horn(B, κ)) that lie in T * Z = T * Z Var(z 1 . . . z m ). To do this, we first summarize facts about the primary decomposition of lattice basis ideals from [HS00, DMM10a] .
For each associated prime p of I(B), there exist subsets σ ⊆ {1, . . . , n} and ω ⊆ {1, . . . , m} such that p = C[∂ x ] · J + ∂ x i | i / ∈ σ and J ⊆ C[∂ x i | i ∈ σ] is one of the associated primes of the lattice ideal I ZBσ,ω , where B σ,ω is the submatrix of B whose rows are indexed by σ and whose columns are indexed by ω. Further, in order for B σ,ω to appear as a toral component in the primary decomposition of I(B), the matrix whose rows are B i for i / ∈ σ consists of a square, invertible block with columns indexed by j / ∈ ω, together with a zero block.
If p as above is associated to I(B), then so is C[∂ x ] · J + ∂ x i | / ∈ σ for every associated prime J of I ZBσ,ω . Recall that the associated primes of a lattice ideal are all isomorphic (by rescaling the variables) to the toric ideal arising from the saturation (QB σ,ω ) ∩ Z n of the lattice ZB σ,ω .
If p is a toral associated prime of I(B), then so are the other associated primes arising from the same lattice ideal I ZBσ,ω . Here, the p-primary component of I(B) is of the form (I(B)+C[∂ x ]·J) :
i∈σ ∂ x i ∞ + M σ , where J is an associated prime of I ZBσ,ω as above and M σ is a monomial ideal generated in the variables ∂ x j for j / ∈ σ. The monomial ideal M σ depends only on the rows of B indexed by {1, . . . , n} σ and is therefore the same in each primary component involving a fixed associated prime J of I ZBσ,ω . Consequently, I(B) + C[∂ x ] · I ZBσ,ω + M σ is contained in the intersection of the primary components of I(B) arising from the lattice ideal I ZBσ,ω .
We will also use that if p and p are two toral associated primes of I(B) arising from the same lattice ideal I ZBσ,ω with primary components C and C , then qdeg(C[∂ x ]/C ) = qdeg(C[∂ x ]/C ).
Lemma 9.11. Let S be a set of pairs (σ, ω), where σ ⊆ {1, . . . , n} and ω ⊆ {1, . . . , m}, such that if J is an associated prime of I ZBσ,ω , then J + ∂ x i | i / ∈ σ is a toral associated prime of I(B). Then for each pair (σ, ω) ∈ S , the ideal I ZBσ,ω + M σ is contained in the intersection of the primary components of I(B) arising from the lattice ZB σ,ω . Further, if Proof. It is enough to show that dim(R σ,ω ) ≤ m. Note that since √ M σ = ∂ x i | i / ∈ σ , the polynomials B i zζ, for i / ∈ σ, belong to the radical of i / ∈σ (B i zζ) u i | i / ∈σ ∂ x i u i ∈ M σ . Recall that the matrix with rows B i for i / ∈ σ consists of a square, invertible block with columns indexed by j / ∈ ω, as well as a zero block. Thus z j ζ j | j ∈ {1, . . . , m} ω belongs to the radical of We now consider the components of Char(DZ/Horn(B, κ)) that are contained in coordinate hyperplanes. To do this, fix γ ⊆ {1, . . . , m}, and note that it is enough to show that the components of Char(DZ/Horn(B, κ)) that are contained in Var( j / ∈γ z j ) but not in Var( j / ∈γ z j ) for any γ strictly containing γ are of dimension at most m. For simplicity of notation for the remainder of this proof, setB := B γ andÂ := A[γ].
By [DMM10b, Proposition 6.4], I(B) + E − β =Î + E − β , whereÎ is the intersection of the associated components C of I(B) for which β ∈ qdeg(C[∂ x ]/C ). (Here, quasidegrees are computed with respect to the A-grading.) Since β is completely toral for B, the components C that appear in the intersectionÎ are all toral components of I(B). By the discussion before Lemma 9.11,Î contains a product of ideals of the form I ZBσ,ω +M σ , where σ ⊆ {1, . . . , n}, ω ⊆ γ, andM σ is a monomial ideal whose radical is ∂ x i | i / ∈ σ and whose generators involve only those variables. Let S be the set of pairs (σ, ω) that appear in this product.
We claim that, with S γ := C[z, ζ, z ± γ ]/ z γ c , there is a surjection from S γ / (σ,ω)∈S J σ,ω to S γ /S γ · gr F (Horn(B, κ)), where J σ,ω ⊆ S γ are ideals with generators as in Lemma 9.11. With this surjection, Lemma 9.11 implies that the components of Char(DZ/Horn(B, κ)) contained in Var( j / ∈γ z j ) but not in Var( j / ∈γ z j ) for any γ γ have dimension at most m, as desired.
TORUS INVARIANTS AND THE HORN-KAPRANOV UNIFORMIZATION
In this section, we consider the singular locus of the image of an A-hypergeometric system under ΠÃ B , still following Convention 3.2. We show that our framework for constructing ΠÃ B can be thought of as a generalization of Kapranov's ideas in [Kap91] .
In this direction, we restrict our attention to the case that the Q-rowspan of A contains 1 n , so that the A-hypergeometric system DX/(I A + E − β ) = DX/H A (β) is regular holonomic for all β [Hot98, SW08] . This allows us to apply Proposition 4.3, which provides a precise description of the singular locus Sing(ΠÃ B (DX/H A (β))). Namely, it is the union of Sing(∆Ã B (DX/H A (β))) with the coordinate hyperplanes inZ. The former is a geometric quotient by the torus T of Sing(DX/H A (β)). We note that in [HT11] , Gröbner bases and D-module theory are used to determine the singular locus of the Lauricella F C system, as well as that of its associated binomial D-module.
The secondary polytope of A is the Newton polytope of the principal A-determinant, which is the defining equation for the codimension one part of Sing(DX/H A (β)). Since the principal Adeterminant is A-graded, its Newton polytope lies in an m-dimensional subspace of C n . Thus, as a direct consequence of Proposition 4.3, we have the following result. Since we have assumed that the rational row span of A contains the vector 1 n , the A-discriminant is the defining polynomial of the projection onto the x-coordinates of C [n] Var(ξ 1 , . . . , ξ n ), as long as this projection is a hypersurface. Otherwise, the A-discriminant is defined to be the polynomial 1. In the hypersurface case, the reduced A-discriminant is the polynomial ∇ A given by saturating x 1 · · · x n out of the principal A-determinant, and thus cuts out the intersection of the A-discriminantal hypersurface with (C * ) n . Note that the A-discriminant is A-graded, and thus ∇ A is invariant with respect to the torus action.
Since the algebraic counterpart of projection is elimination, we see that ∇ A , considered as a polynomial in 2n variables, vanishes on C [n] Var( x 1 · · · x n ∩ ξ 1 , . . . , ξ n ), and in particular on C Replacing zζ by (s 1 , . . . , s m ), it is now easy to see that the dehomogenized reduced A-discriminant is the defining equation for the variety with the desired parametrization:
known as the Horn-Kapranov uniformization.
