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Abstract
While feedback loops are known to play im-
portant roles in many complex systems (for
example, in economical, biological, chemi-
cal, physical, control and climatological sys-
tems), their existence is ignored in most of
the causal discovery literature, where systems
are typically assumed to be acyclic from the
outset. When applying causal discovery al-
gorithms designed for the acyclic setting on
data generated by a system that involves feed-
back, one would not expect to obtain correct
results, even in the infinite-sample limit. In this
work, we show that—surprisingly—the out-
put of the Fast Causal Inference (FCI) algo-
rithm is correct if it is applied to observational
data generated by a system that involves feed-
back. More specifically, we prove that for ob-
servational data generated by a simple and σ-
faithful Structural Causal Model (SCM), FCI
can be used to consistently estimate (i) the
presence and absence of causal relations, (ii)
the presence and absence of direct causal re-
lations, (iii) the absence of confounders, and
(iv) the absence of specific cycles in the causal
graph of the SCM.
1 INTRODUCTION
Causal discovery, i.e., establishing the presence or ab-
sence of causal relationships between observed variables,
is an important activity in many scientific disciplines.
Typical approaches to causal discovery from observa-
tional data are either score-based, or constraint-based
(or a combination of the two). The constraint-based ap-
proach, which we focus on in this work, is based on ex-
ploiting information in conditional independences in the
observed data to draw conclusions about the possible un-
derlying causal structure.
Although many systems of interest in various applica-
tion domains involve feedback loops or other types of
cyclic causal relationships, most of the existing liter-
ature on causal discovery from observational data ig-
nores this and assumes from the outset that the un-
derlying causal system is acyclic. Nonetheless, sev-
eral algorithms have been developed specifically for
the (possibly) cyclic setting, for example for the lin-
ear case (Richardson and Spirtes, 1999; Hyttinen et al.,
2010, 2012; Rothenha¨usler et al., 2015), and for a more
general class of models for which the d-separation
Markov property and faithfulness hold (Richardson,
1996; Hyttinen et al., 2014; Strobl, 2018). Recently, a
constraint-based algorithm was proposed that assumes
the σ-separation Markov and faithfulness properties
(Forre´ and Mooij, 2018).
The notion of σ-separation and the corresponding
Markov property were introduced by Forre´ and Mooij
(2017) as a non-trivial extension of d-separation to the
general cyclic setting. The Markov property based
on σ-separation is applicable in a very general setting,
while the (more familiar) Markov property based on d-
separation is limited to more specific settings (e.g., con-
tinuous variables with linear relations, or discrete vari-
ables, or the acyclic case). In this work, we will assume
only the (weaker) σ-separation Markov property to hold,
in combination with the (stronger) σ-separation faithful-
ness property. As discussed in (Forre´ and Mooij, 2017;
Bongers et al., 2020), this is an appropriate assumption
for a wide class of cyclic structural causal models with
non-linear functional relationships between non-discrete
variables, for example SCMs corresponding to the equi-
librium states of dynamical systems governed by differ-
ential equations (Bongers and Mooij, 2018).
One of the classic algorithms for constraint-based causal
discovery is the Fast Causal Inference (FCI) algorithm
(Spirtes et al., 1999; Zhang, 2008b). It was designed for
the acyclic case, assuming the Markov and faithfulness
properties based on d-separation. Recently, it was ob-
served that when run on data generated by cyclic causal
models, the accuracy of FCI is actually comparable to its
accuracy in the strictly acyclic setting (Figures 25, 26,
29, 31, 32 in Mooij et al., 2020). This is surprising, as
it is commonly believed that the application domain of
FCI is limited to acyclic causal systems, and one would
expect such serious model misspecification to typically
result in glaringly incorrect results.
In this work, we show that when FCI is applied on data
from a cyclic causal system, its output is still sound and
complete. This provides a practical causal discovery al-
gorithm that is able to handle hundreds or even thousands
of variables as long as the underlying causal model is
sparse enough. This provides a significant improvement
over the previous state-of-the-art for the σ-separation set-
ting, the algorithm proposed by (Forre´ and Mooij, 2018)
which is limited to about 5-7 variables because of a com-
binatorial explosion as the number of variables increases.
Other causal discovery algorithms that are known to be
sound also in the σ-separation setting are LCD (Cooper,
1997), ICP (Peters et al., 2016) and Y-structures (Mani,
2006), as shown in Mooij et al. (2020). Of all these algo-
rithms, FCI is the only complete algorithm that is appli-
cable to larger numbers of variables.
For simplicity, we assume no selection bias in this work,
but we expect that our results can be extended to allow
for selection bias as well. The results we derive in this
work are not limited to FCI, but apply to any constraint-
based causal discovery algorithm that solves the same
task as FCI does, i.e., that estimates the complete (di-
rected) partial ancestral graph based on conditional inde-
pendences in the data, e.g., FCI+ (Claassen et al., 2013).
Our results therefore make constraint-based causal dis-
covery in the presence of cycles as practical as it is in the
acyclic case, without requiring any modifications of the
algorithms.
Our work also provides the first characterization of the
σ-Markov equivalence class of directed mixed graphs.
Furthermore, we derive a criterion for how to read off
the absence or presence of direct causal relations from
partial ancestral graphs (which also applies to the acyclic
setting usually considered in the literature).
2 PRELIMINARIES
In the Supplementary Material, we introduce our no-
tation and terminology and provide the reader with a
summary of all the necessary definitions and results
from the graphical causal modeling and discovery lit-
erature. For more details, we refer the reader to
the relevant literature (Pearl, 2009; Spirtes et al., 2000;
Richardson and Spirtes, 2002; Zhang, 2006, 2008b,a;
Bongers et al., 2020; Forre´ and Mooij, 2017). Here, we
will only give a short high-level overview of the key no-
tions because of space constraints.
There exists a variety of graphical representations of
causal models. Most popular are directed acyclic graphs
(DAGs), presumably because of their simplicity. DAGs
are appropriate under the assumptions of causal suffi-
ciency (i.e., there are no latent common causes of the ob-
served variables), acyclicity (absence of feedback loops)
and no selection bias (i.e., there is no implicit condi-
tioning on a common effect of the observed variables).
DAGs have many convenient properties, amongst which
a Markov property (which has different equivalent for-
mulations, the most prominent one being in terms of the
notion of d-separation) and a simple causal interpreta-
tion. A more general class of graphs are acyclic di-
rected mixed graphs (ADMGs). These make use of ad-
ditional bidirected edges to represent latent confound-
ing, and have a similarly convenient Markov property
and causal interpretation. When also dropping the as-
sumption of acyclicity (thereby allowing for feedback),
one can make use of the more general class of directed
mixed graphs (DMGs). These graphs can be naturally
associated with (possibly cyclic) structural causal mod-
els (SCMs) and can represent feedback loops. The cor-
responding Markov properties and causal interpretation
is more subtle (Bongers et al., 2020) than in the acyclic
case. In this work, we will restrict ourselves to the sub-
class of simple SCMs, i.e., those SCMs for which any
subset of the structural equations has a unique solution
for the corresponding endogenous variables in terms of
the other variables appearing in these equations. Sim-
ple SCMs admit (sufficiently weak) cyclic interactions
but retain many of the convenient properties of acyclic
SCMs (Bongers et al., 2020). In particular, they satisfy
the σ-separation Markov property and their graphs have
an intuitive causal interpretation. The σ-separation cri-
terion is very similar to the d-separation criterion, with
the only difference being that σ-separation has as an ad-
ditional condition on a non-collider to block a path that
it has to point to a node in a different strongly connected
component.1
For constraint-based causal discovery, ADMGs provide
a more fine-grained representation than necessary, be-
cause one can only recover the Markov equivalence
class of ADMGs from conditional independences in ob-
servational data. A less expressive class of graphs,
1Two nodes in a DMG are said to be in the same strongly
connected component if and only if they are both ancestor of
each other.
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Figure 1: Relationships between various graphical repre-
sentations. We represent a DMG by a set of DMAGs.
maximal ancestral graphs (MAGs), were introduced by
Richardson and Spirtes (2002). Each ADMG induces a
MAG and each MAG represents a set of ADMGs. The
mapping from ADMG to MAG preserves the Markov
property and the ancestral relations. One of the prop-
erties that distinguishes MAGs from ADMGs is that
Markov-equivalentMAGs have the same adjacencies. In
addition to being able to handle latent variables, MAGs
can also represent implicit conditioning on a subset of
the variables, making use of undirected edges. There-
fore, they can be used to represent both latent variables
and selection bias.
Since in many cases, the true MAG is unknown, it is of-
ten convenient when performing causal reasoning or dis-
covery to be able to represent a set of hypotheticalMAGs
in a compact way. Furthermore, different MAGs may
be Markov equivalent. For these reasons, partial ances-
tral graphs (PAGs) were introduced (Zhang, 2006). A
PAG can be thought of as representing a set of MAGs.
The Fast Causal Inference (FCI) algorithm (Spirtes et al.,
1999; Zhang, 2008b) takes as input the conditional inde-
pendences that hold in the data (assumed to be Markov
and faithful w.r.t. a “true” ADMG), and outputs a PAG.
As shown in seminal work of Zhang (2008b); Ali et al.
(2009), the FCI algorithm is sound and complete, and
the PAG output by FCI represents the Markov equiva-
lence class of the true ADMG and MAG.
In this work, we will for simplicity assume no selection
bias. This means that we can restrict ourselves to MAGs
without undirected edges, which we refer to as directed
MAGs (DMAGs), and PAGs without undirected or circle-
tail edges, which we refer to as directed PAGs (DPAGs).
We will refer to the completely oriented DPAGs output
by FCI as CDPAGs.
3 EXTENSIONS TO THE CYCLIC
SETTING
The theory of MAGs and PAGs is rather intricate. A nat-
ural question is how this theory can be extendedwhen the
assumption of acyclicity is dropped. This does not seem
to be straightforward at first sight. An obvious approach
would be to generalize the notion of MAGs by adding
edge types that represent cycles. However, it would prob-
ably require a lot of effort to rederive and reformulate the
known results about MAGs and PAGs in this more gen-
eral setting. In this work, we take another approach: we
represent a (cyclic) DMG with a set of MAGs by con-
sidering the MAGs induced by all acyclifications of the
DMG. Acyclifications (to be defined formally in the next
section) are ADMGs that “mimic” the properties of the
DMG as closely as possible. Surprisingly, we can then
directly apply the existing acyclic theory ofMAGs, PAGs
and the FCI algorithm and we can show in this way eas-
ily that the model misspecification due to the presence of
cycles turns out to be harmless. Our strategy is illustrated
in Figure 1.
3.1 ACYCLIFICATIONS
Inspired by the “collapsed graph” construction intro-
duced by Spirtes (1994, 1995),2 Forre´ and Mooij (2017)
introduced a notion of acyclification for a class of graphi-
cal causal models termed HEDGes, but the same concept
can be defined for DMGs, which we will do here.
Definition 1 Given a DMG G = 〈V , E ,F〉. An acyclifi-
cation of G is an ADMG G′ = 〈V , E ′,F ′〉 with
1. the same nodes V;
2. for any pair of nodes {i, j} such that i 6∈ SCG(j):
(a) i → j ∈ E ′ iff there exists a node k such that
k ∈ SCG(j) and i→ k ∈ E;
(b) i ↔ j ∈ F ′ iff there exists a node k such that
k ∈ SCG(j) and i↔ k ∈ F ;
3. for any pair of distinct nodes {i, j} such that i ∈
SCG(j): i→ j ∈ E
′ or i← j ∈ E ′ or i↔ j ∈ F ′.
In words, all strongly connected components are made
fully-connected, edges between strongly connected com-
ponents are preserved, and any edge into a node in a
strongly connected component must be copied and made
adjacent to all nodes in the strongly connected compo-
nent. Note that a DMG may have multiple acyclifica-
tions. An example is given in Figure 2.
All acyclifications share certain “spurious” edges: the
additional incoming directed and adjacent bidirected
edges connecting nodes of two different strongly con-
nected components. These have no causal interpretation
but are necessary to correctly represent the σ-separation
2See also (Richardson, 1996).
properties as d-separation properties. The skeleton of
any acyclification G′ of G equals the skeleton of G plus
additional spurious adjacencies: the edges i −− j with
i ∗→ k and k ∈ SCG(j), and the edges i −− j with
i ∈ SCG(j) where i and j are not adjacent in G.
An important property of acyclifications is that they are
σ-separation-equivalent to the original DMG, i.e., their
σ-independence models agree:
Proposition 1 Given a DMG G and an acyclification G′
of G, then IMσ(G) = IMσ(G
′) = IMd(G
′).
Proof. This follows from Theorem 2.8.3 in
(Forre´ and Mooij, 2017). 
One particular acyclification that we will make use of
repeatedly will be denoted Gacy, and is obtained by re-
placing all strongly connected components of G by fully-
connected bidirected components without any directed
edges (i.e., if i ∈ SCG(j) then i ↔ j in G
′, but neither
i → j nor j → i in G′). Another useful set of acycli-
fications is obtained by replacing all strongly connected
components of G by arbitrary fully-connectedDAGs, and
optionally adding an arbitrary set of bidirected edges.
We will prove some further properties of acyclifications:
Proposition 2 Let G be a DMG.
(i) If i ∈ ANG(j) then there exists an acyclification G
′
of G with i ∈ ANG′(j);
(ii) If i /∈ ANG(j) then i /∈ ANG′(j) for all acyclifica-
tions G′ of G;
(iii) If i → j in G then there exists an acyclification G′
of G with i→ j in G′;
(iv) If i ↔ j in G then there exists an acyclification G′
of G with i↔ j in G′.
Proof. (i) If i ∈ ANG(j), then there exists a directed
path from i to j in G. Any such directed path visits each
strongly connected component of G at most once. We can
choose an acyclification G′ of G with a suitably chosen
DAG on each strongly connected component, in which
we can take the shortcut k → l instead of each longest
subpath k → u1 → · · · → un → l that consists entirely
of nodes within a single strongly connected component
of G. This yields a directed path from i to j in G′.
(ii) Let G′ be an acyclification of G. Each directed
edge k → l in G′ is either in G or corresponds with
k ∈ ANG(l). Hence all ancestral relations in G
′ must
be present in G as well.
(iii) If i→ j in G then either i /∈ SCG(j) and then i→ j
in any acyclification of G by definition, or otherwise if
i ∈ SCG(j) we can choose an acyclification that contains
the edge i→ j.
(iv) Any bidirected edge in G also occurs in Gacy. 
3.2 SOUNDNESS AND COMPLETENESS
The following fundamental observation follows immedi-
ately from Proposition 1:
Corollary 1 Given the σ-independence model IMσ(G)
of a DMG G as input, FCI outputs CDPAG(IMσ(G)), a
DPAG that contains all DMAGs induced by all acyclifi-
cations of G.
See also Figure 1. This immediately implies that the CD-
PAG output by FCI represents the σ-Markov equivalence
class of the true DMG:
Corollary 2 DMG G1 is σ-Markov equivalent to
DMG G2 if and only if CDPAG(IMσ(G1)) =
CDPAG(IMσ(G2)).
Proof. “Only if” holds by definition. For “If”, note that
Proposition 1 implies both IMσ(G1) = IMd(G
acy
1 ) and
IMσ(G2) = IMd(G
acy
2 ). From the d-separation com-
pleteness of FCI (Theorem 2 in the SupplementaryMate-
rial), it then follows that Gacy1 must be d-Markov equiva-
lent to Gacy2 , and hence G1 must be σ-Markov equivalent
to G2. 
In order to read off the independence model from the
CDPAG, one can follow the same procedure as in the
acyclic case: first construct a representative DMAG
(for details, see Zhang (2008b)) and then apply the d-
separation criterion to this DMAG.
3.3 IDENTIFIABLE NON-CYCLES
Strongly connected components in the DMG end up as a
specific pattern in the CDPAG:
Proposition 3 Let G be a DMG and P =
CDPAG(IMσ(G)) be its induced CDPAG. For two
nodes i 6= j: if j ∈ SCG(i) then i ◦−◦ j in P . If k ∗→ i in
P for a third node k /∈ SCG(i), then k ∗→ j in P as well.
Furthermore, if k ↔ i in P , then k → j is not in P .
Proof. Since no pair of nodes within a strongly con-
nected component of G can be σ-separated, each strongly
connected component of G ends up as a fully-connected
component in P . For two nodes i 6= j in the same
strongly connected component of G, there exists an acy-
clification of G in which i→ j and another one in which
G:
X1
X2
X3
X4
X5
X6 X7
X8 X9
X10
Gacy:
X1
X2
X3
X4
X5
X6 X7
X8 X9
X10
G′:
X1
X2
X3
X4
X5
X6 X7
X8 X9
X10
P :
X1
X2
X3
X4
X5
X6 X7
X8 X9
X10
Figure 2: From left to right: Directed mixed graph G, two of its acyclifications (Gacy and G′) and the induced CDPAG
P = CDPAG(IMσ(G)) = CDPAG(IMd(G
′)) = CDPAG(IMd(G
acy)).
i ← j, and hence the edge between i and j in P must
be oriented as i ◦−◦ j. The other statements follow from
Lemma A.1 in (Zhang, 2008b). 
Hence, any pair of nodes that does not fit this pattern can-
not be part of a cycle in G. For example, in the CDPAG
in Figure 2, only the nodes in {X3, X4, X5, X6} might
be part of a cycle. For all other pairs of nodes, it follows
from Proposition 3 that they cannot be part of a cycle.
3.4 IDENTIFIABLE (NON-)ANCESTRAL
RELATIONS
The following definition is needed in what follows.
Definition 2 A path v0, e1, v1, . . . , vn between nodes v0
and vn in a DPAG G = 〈V , E〉 is called a possibly di-
rected path from v0 to vn if for each i = 1, . . . , n, the
edge ei between vi−1 and vi is not into vi−1 (i.e., is of the
form vi−1 ◦−◦ vi, vi−1 ◦→vi, or vi−1 → vi). The path is
called uncovered if every subsequent triple is unshielded,
i.e., vi and vi−2 are not adjacent in G for i = 2, . . . , n.
Zhang (2006) conjectured the soundness and completess
of a criterion to read off all invariant ancestral relations
from a CDPAG, i.e., to identify the ancestral relations
that are present in all Markov equivalent ADMGs that
are represented by a CDPAG. Roumpelaki et al. (2016)
proved soundness of the criterion.3 We directly extend
their result to DMGs:
Proposition 4 Let G be a DMG, and P =
CDPAG(IMσ(G)) be its induced CDPAG. For two
nodes i 6= j ∈ P: If
• there is a directed path from i to j in P , or
• there exist uncovered possibly directed paths from i
to j in P of the form i, u, . . . , j and i, v, . . . , j such
that u, v are non-adjacent nodes in P ,
3They also claim to have proved completeness, but their
proof is flawed: the last part of the proof that aims to prove
that u, v are non-adjacent appears to be incomplete.
then i is ancestor of j according to G, i.e., i ∈ ANG(j).
Proof. By contradiction: if i /∈ ANG(j), then accord-
ing to Proposition 2(ii), i /∈ ANG′(j) for all acyclifi-
cations G′ of G. This would contradict Theorem 3.1 in
(Roumpelaki et al., 2016). 
As an example, from the CDPAG in Figure 2 it follows
thatX2 ∈ ANG(X4), andX2 ∈ ANG(X7).
Zhang (2006, p. 137) provides a sound and complete cri-
terion to read off definite non-ancestors from a CDPAG.
We can directly extend this criterion to DMGs:
Proposition 5 Let G be a DMG, and P =
CDPAG(IMσ(G)) be its induced CDPAG. For two
nodes i 6= j ∈ P: if there is no possibly-directed path
from i to j in P then i /∈ ANG(j).
Proof. If i ∈ ANG(j) then there is a directed path
from i to j in some acyclification G′ of G by Propo-
sition 2(i), and hence in DMAG(G′). Since P con-
tains DMAG(G′), this must correspond with a possibly-
directed path from i to j in P . 
As an example, from the CDPAG in Figure 2 we can read
off that X8 cannot be ancestor of X1 in G, nor the other
way around. However, X3 ◦−◦X6 → X7 is a possibly
directed path in the CDPAG, and so X3 may be (and in
this case is) ancestor ofX7 in G.
3.5 IDENTIFIABLE NON-CONFOUNDED
PAIRS
While in ADMGs confounding is indicated by bidirected
edges, in DMAGs confounding can also “hide” behind
directed edges. The following notion is helpful in this
regard:
Definition 3 (Zhang (2008a)) A directed edge i → j in
a DMAG is said to be visible if there is a node k not
adjacent to j, such that either there is an edge between
k and i that is into i, or there is a collider path between
k and i that is into i and every collider on the path is a
parent of j. Otherwise i→ j is said to be invisible.
The same notion applies to a DPAG, but is then called
definitely visible (and its negation possibly invisible).
Obviously, if a directed edge in a DPAG is definitely vis-
ible, it must be visible in all DMAGs in the DPAG.
For example in the CDPAG in Figure 2, edge X6 → X7
is definitely visible (by virtue of X2 → X6), as are all
edgesX2 → {X3, X4, X5, X6} (by virtue ofX8 ◦→X2,
orX9 ◦→X2).
The notion of (in)visibility is closely related with con-
founding, as shown by Zhang (2008a). We reformulate
and slightly extend Lemma 9 and 10 in (Zhang, 2008a)
in terms of ADMGs:
Lemma 1 LetH be a DMAG, and i→ j a directed edge
inH.
1. If i → j is visible in H, then for all ADMGs G
withDMAG(G) = H, there exists no inducing path
between i and j in G that is into i. In particular,
none of these ADMGs has a bidirected edge i↔ j.
2. If i → j is invisible in H, then there exists an
ADMG G with DMAG(G) = H in which the bidi-
rected edge i↔ j is present, and also an ADMG G˜
with DMAG(G˜) = H in which the bidirected edge
i↔ j is absent.
Proof. See (Zhang, 2008a). For the existence of G˜ with
said property, note that one can take G˜ = H. 
This provides us with a sufficient condition to read off
unconfounded pairs of nodes from CDPAGs, which we
directly formulate for the cyclic setting (and hence triv-
ially also applies in the acyclic setting):
Proposition 6 Let G be a DMG and P =
CDPAG(IMσ(G)) be its induced CDPAG. Let i 6= j
be two nodes in G. If i and j are not adjacent in P , or
if there is a directed edge i → j in P that is definitely
visible in P , then i↔ j is absent from G.
Proof. First assume that i and j are not adjacent in P .
If i ↔ j were present in G, it would be present in some
acyclification G′ of G by Proposition 2(iv). Hence there
would be an edge between i and j in DMAG(G′), and
hence also in CDPAG(IMd(DMAG(G
′))) = P , a con-
tradiction.
Now assume that i → j in P is definitely visible. Then
all DMAGs in P must contain i→ j, and this edge must
be visible in all these DMAGs. By Lemma 1, there can-
not be a bidirected edge i ↔ j in any ADMG that in-
duces a DMAG inP . If i↔ j were present in G, it would
be present in some acyclification G′ of G by Proposition
2(iv), which is a DMAG in P : contradiction. 
For example, from the CDPAG in Figure 2 one can infer
that there is no bidirected edge X2 ↔ X7 in the un-
derlying DMG G, as the two nodes are not adjacent in
the CDPAG, and also that there is no bidirected edge be-
tweenX2 and any node in {X3, X4, X5, X6} in G, as all
these edges are definitely visible in the CDPAG.
3.6 IDENTIFYING DIRECT (NON-)CAUSES
Contrary to ADMGs, a directed edge in a DMAG does
not necessarily correspond with a direct causal relation.
Borboudakis et al. (2012) propose the following termi-
nology:
Definition 4 A directed edge k → i in a DMAG H is
said to be definitely direct if k → i is present in all AD-
MGs in H. A directed edge k → i in a DMAG H is said
to be possibly-indirect if in H there exist ADMGs with
the edge k → i but also ADMGs without the edge k → i.
We will make use of the following result, for which we
give an alternative proof that we consider to be easier to
understand:
Proposition 7 (Theorem 3, Borboudakis et al. (2012))
Let k → i be a visible edge in a DMAG H. The edge
k → i is definitely direct if and only if for all vertices j
inH s.t. k → j → i inH, j → i is visible inH.
Proof. ⇐= : Pick any ADMG G in the DMAG H. Be-
cause the edge k → i is present in H, there must be an
inducing path between k and i in G. This must be a col-
lider path into i where each collider is ancestor of i. By
Zhang (2008a, Lemma 9), any such inducing path must
be out of k because k → i is visible. We now show that
the inducing path can only consist of a single edge un-
der the assumptions made. Assume the existence of an
inducing path between k and i in G that consists of two
or more edges. Denote its first collider (the one adjacent
to k) by j. Since the path is out of k and j is a collider,
the first edge is of the form k → j. Hence k → j in H.
Any collider on this inducing path must be ancestor of i,
and in particular, this implies the existence of an induc-
ing path in G between j and i that is into j. By Zhang
(2008a, Lemma 9), j → i is in H and is invisible, con-
tradicting the assumption. So any inducing path between
k and i in G must consist of a single edge, and is neces-
sarily of the form k → i. Since this must hold for any
ADMG G in H, k → i is definitely direct.
=⇒ : We will show that if there exists a vertex j in H
s.t. k → j → i in H and j → i is invisible, then k → i
is not definitely direct, i.e., there exists an ADMG G in
H in which k → i is absent. From the proof of Zhang
(2008a, Lemma 10) it follows that there is an ADMG
G with DMAG(G) = H that contains a bidirected edge
j ↔ i (in addition to the directed edge j → i). Let G˜
be the ADMG obtained by removing the directed edge
k → i from G. Since k ∈ ANG(j) and j ∈ ANG(i), there
must be directed paths in G from k to j and from j to i
that do not contain the directed edge k → i. Indeed, if the
directed path from k to j would contain the edge k → i
this would give a cycle between j and i, and similarly, if
the directed path from j to i would contain the edge k →
i this would give a cycle between k and j. Therefore, the
ancestral relations in G˜ are exactly the same as those in
G: any directed path in G that contains the edge k → i
corresponds with a directed walk in G˜ in which the edge
k → i has been replaced by the subwalk k → · · · →
j → · · · → i consisting of the concatenated directed
paths from k to j and from j to i. Since
• all ancestral relations are unchanged, and
• any inducing path in G that does not contain the
edge k→ i is also an inducing path in G˜, and
• any inducing path that contains the edge k → i cor-
responds with an inducing path in G˜ obtained by re-
placing the edge k → i by the edge k ↔ i, and
• removing an edge does not introduce new induced
paths,
we conclude that DMAG(G˜) = DMAG(G) = H. 
At this point we would like to emphasize that the ter-
minology of Definition 4, although very descriptive in
the acyclic setting, can be confusing in the cyclic setting
that we consider here. Indeed, it is possible that a di-
rected edge in a DMAG is definitely direct even though
it is not present in a DMG that has an acyclification in
the DMAG. For example, in Figure 2, the directed edge
X2 → X3 would be present in DMAG(G
′) and qualify
as definitely direct by Proposition 7, and hence it must
be present in all ADMGs inDMAG(G′) (not only in G′);
yet, it is not present in G, a DMG with acyclification G′
in DMAG(G′).
Borboudakis et al. (2012) also state the following claim,
for which we here provide a proof:
Proposition 8 LetH be a DMAG and k → i inH.
If there does not exist a directed path from k to i inH that
avoids the edge k → i, then k → i is definitely direct.
If there exists a directed path from k to i inH that avoids
the edge k → i, and k → i is invisible, then there exist
ADMGs G, G˜ such that k → i ∈ G, k → i /∈ G˜ and
DMAG(G) = DMAG(G˜) = H.
Proof. If there does not exist a directed path from k to i
in H that avoids the edge k → i, then such a path does
not exist in any ADMG G withDMAG(G) = H (by con-
tradiction: if an ADMG would contain such a path, also
its DMAG must contain it). Since k must be ancestor of
i in each ADMG in the DMAG, each such ADMG must
therefore necessarily contain the edge k → i. Hence k is
a direct cause of i in each underlying ADMG.
If there exists a directed path k = v0 → v1 → · · · →
vn = i from k to i inH that avoids the edge k→ i, con-
sider the ADMG G˜ obtained by copying all edges from
H, except that the directed edge k → i is replaced by
a bidirected edge k ↔ i. Denote by G the ADMG ob-
tained from G˜ by adding the directed edge k → i. In
the proof of Lemma 10 (Zhang, 2008) it is shown that
DMAG(G) = H. For i = 1, . . . , n, the edge vi−1 → vi
in H implies the existence of a directed path from vi−1
to vi in G. Suppose the edge k → i is on such a di-
rected path from vi−1 to vi. This can only happen if
i = n = 1, but then the original directed path is the sin-
gle edge k → i, a contradiction. Hence the directed edge
k → i occurs on none of the directed paths from vi−1 to
vi. This means that all these directed paths from vi−1 to
vi also exist in G˜. Hence, k is ancestor of i in G˜. But
this implies that all ancestral relations in G˜ coincide with
those in G (and hence with those inH): any directed path
in G˜ that contains k → i can be replaced by a directed
walk that contains the subwalk v0 → v1 → · · · → vn in-
stead. For any inducing path in G that contains the edge
k → i, this must be the first edge on the path. Hence,
by replacing it with k ↔ i we also obtain an inducing
path that is also in G˜. On the other hand, removing the
directed edge k → i (which keeps the ancestral relations
invariant) cannot introduce new inducing paths. Hence,
DMAG(G˜) = DMAG(G) = H. 
Note: there exists a directed path from k to i in DMAG
H that avoids the edge k → i if and only if there exists
a directed path from k to i in the DMG obtained fromH
by removing the edge k → i.
We now apply these results to read out the identified pres-
ence or absence of directed edges in the underlyingDMG
from a CDPAG:
Proposition 9 Let G be a DMG and P =
CDPAG(IMσ(G)) be its induced CDPAG. Let i 6= j be
two nodes in G. Then:
1. If i←∗ j in P , or i and j are not adjacent in P , then
i→ j is not present in G.
2. If i→ j in P , and
(a) there does not exist a possibly directed path
from i to j in P that avoids the edge i → j,
or
(b) i → j in P is definitely visible, and for all
possibly directed paths i ∗−∗ k ∗−∗ j from i to j
in P , the edge k → j is definitely visible in the
DPAG obtained from P by replacing the edge
between k and j by k → j,
then i→ j is present in G.
Proof. 1. If i→ j were present in G, it would be present
in some acyclification G′ of G by Proposition 2(iii), and
hence inDMAG(G′), a DMAG inP . This would contra-
dict i and j not being adjacent in P , and also contradict
i←∗ j in P .
2(a). if i→ j in P then i→ j in each DMAG in P . For
any DMAG H in P : if there were a directed path from
i to j in H that does not contain i → j, then this would
yield a possibly directed path from i to j in P that avoids
the edge i → j, contradicting the assumption. Hence
in no DMAG in P there is a directed path from i to j
that avoids the edge i → j. Therefore, by Proposition 8,
i→ j is definitely direct in all DMAGs in P . This means
that i→ j must be present in any ADMG in any DMAG
in P . Therefore, it must be present in all acyclifications
of G. It cannot be a spurious directed edge, because if it
were spurious, there would be an acyclification G′ of G
in which there is a directed path i → k → j with k ∈
SCG(j), which avoids the edge i → j: a contradiction.
Hence, the directed edge i→ j must actually be in G.
2(b). First note that any possibly directed path from i to j
consisting of two edges must consist of one of the three
edges {i ◦−◦ k, i ◦→ k, i → k} followed by one of the
three edges {k ◦−◦ j, k ◦→j, k→ j}. From (Lemma B.7,
Zhang, 2008a), it follows that i ◦−◦ k ◦−◦ j is not possi-
ble, since i→ j is in P . Consider the DPAG P ′ obtained
by replacing the potentially directed path by the directed
path i → k → j. If the edge k → j is definitely visible
in P ′, it is visible in all DMAGs in P ′, and by Propo-
sition 7, there is a directed edge i → j in all ADMGs
in P . Therefore, it must be present in all acyclifications
of G. It cannot be a spurious directed edge, because if it
were spurious, there would be an acyclification G′ of G
in which there is a path i → k → j with k ∈ SCG(j)
and such that k ↔ j is also present, and hence the edge
k → j cannot be visible. Hence, the directed edge i→ j
must actually be in G. 
As an example, the edgeX2 → X3 in the CDPAG in Fig-
ure 2 cannot be identified as being present in G because
both conditions are not satisfied: 2(a) because of the pos-
sibly directed pathX2 → X4 ◦−◦X3, 2(b) because of the
same path where the edge X4 → X3 would be possibly
invisible if oriented in that way. Also the edgeX1 → X3
in the CDPAG cannot be identified as being present in G.
The edgeX6 → X7 in the CDPAG, on the other hand, is
identifiably present in G.
3.7 CAUSAL DISCOVERY IN THE PRESENCE
OF CYCLES
In general, soundness of a constraint-based causal dis-
covery algorithm implies consistency of the algorithm
when using appropriate conditional independence tests.
We collect all our results so far to formulate:
Theorem 1 Let M be a simple (possibly cyclic) SCM
with graph G(M) that is σ-faithful (i.e., IM(M) ⊆
IMσ(G(M))). When using consistent conditional inde-
pendence tests on an i.i.d. sample of observational data
from the induced distribution PM(X) of M, FCI is a
consistent estimator of CDPAG(IMσ(G(M))), which
represents the σ-Markov equivalence class of G(M). In
addition, we get consistent esimates for:
1. the absence of causal cycles according to M (via
Proposition 3);
2. the absence/presence of (possibly indirect) causal
relations according to M (via Propositions 4 and
5);
3. the absence of confounders according to M (via
Proposition 6);
4. the absence/presence of direct causal relations ac-
cording toM (via Proposition 9).
Obviously, this result trivially applies also in the acyclic
setting (where σ-separation may be replaced by d-
separation).
4 CONCLUSION
Contrary to what one might have expected, the FCI algo-
rithm and the subsequent causal interpretation of the CD-
PAG that it outputs turns out to be robust against a seri-
ous form of model misspecification. Indeed, we showed
that the FCI algorithm does not need to be adapted when
applied on data generated by a possibly cyclic structural
causal model, even though it was originally designed to
apply only under the assumption of acyclicity. Further-
more, the sufficient conditions to read off invariant causal
features from the CDPAG turned out to remain applica-
ble as well in the cyclic setting.
Our results provide a considerable improvement in
scalability of constraint-based causal discovery in the
presence of cycles. While for the algorithm of
Forre´ and Mooij (2018), the current state-of-the-art of
complete causal discovery algorithms that can deal with
non-linear cycles, computation time explodes for more
than just a handful of variables, the FCI algorithm can
scale up to hundreds or thousands of variables (as long
as the underlying causal graph is sparse enough). This
makes causal discovery feasible in many problems from
various domains in which cycles cannot be excluded to
be present a priori.
Our results do raise several obvious questions. For in-
stance, can we arrive at provably complete criteria for
identifying causal features from CDPAGs? How to ex-
tend these results to allow for selection bias? Do these
results still apply if additional background knowledge is
available, e.g., as in recently proposed adaptations of FCI
(Mooij et al., 2020) for combining observational and in-
terventional data? What other interesting causal features
can be identified, and how? We postpone these interest-
ing research questions for future work.
Acknowledgements
We are indebted to Jiji Zhang for contributing the proof
of Theorem 2. We thank the reviewers for their construc-
tive feedback that helped us improve this paper. This
work was supported by the European Research Coun-
cil (ERC) under the European Union’s Horizon 2020
research and innovation programme (grant agreement
639466).
References
Ali, R. A., Richardson, T. S., and Spirtes, P. (2009).
Markov equivalence for ancestral graphs. The Annals
of Statistics, 37(5B):2808–2837.
Bongers, S., Forre´, P., Peters, J., Scho¨lkopf, B., and
Mooij, J. M. (2020). Foundations of structural causal
models with cycles and latent variables. arXiv.org
preprint, arXiv:1611.06221v3 [stat.ME].
Bongers, S. and Mooij, J. M. (2018). From ran-
dom differential equations to structural causal mod-
els: the stochastic case. arXiv.org preprint,
arXiv:1803.08784v2 [cs.AI].
Borboudakis, G., Triantafillou, S., and Tsamardinos, I.
(2012). Tools and algorithms for causally interpreting
directed edges in maximal ancestral graphs. In Pro-
ceedings of the Sixth European Workshop on Proba-
bilistic Graphical Models (PGM 2012), pages 35–42.
Claassen, T., Mooij, J. M., and Heskes, T. (2013). Learn-
ing sparse causal models is not NP-hard. In Proceed-
ings of the 29th Annual Conference on Uncertainty in
Artificial Intelligence (UAI-13), pages 172–181.
Cooper, G. F. (1997). A simple constraint-based algo-
rithm for efficiently mining observational databases
for causal relationships. Data Mining and Knowledge
Discovery, 1(2):203–224.
Forre´, P. and Mooij, J. M. (2017). Markov properties
for graphical models with cycles and latent variables.
arXiv.org preprint, arXiv:1710.08775 [math.ST].
Forre´, P. and Mooij, J. M. (2018). Constraint-based
causal discovery for non-linear structural causal mod-
els with cycles and latent confounders. In Proceedings
of the 34th Annual Conference on Uncertainty in Arti-
ficial Intelligence (UAI-18).
Hyttinen, A., Eberhardt, F., and Hoyer, P. (2010). Causal
discovery for linear cyclic models with latent vari-
ables. In Proceedings of the Fifth European Work-
shop on Probabilistic Graphical Models (PGM 2010),
pages 153–160.
Hyttinen, A., Eberhardt, F., and Hoyer, P. (2012). Learn-
ing linear cyclic causal models with latent variables.
Journal of Machine Learning Research, 13:3387–
3439.
Hyttinen, A., Eberhardt, F., and Ja¨rvisalo, M. (2014).
Constraint-based causal discovery: Conflict resolution
with answer set programming. In Proceedings of the
Thirtieth Conference on Uncertainty in Artificial Intel-
ligence, (UAI-14), pages 340–349.
Mani, S. (2006). A Bayesian Local Causal Discovery
Framework. PhD thesis, University of Pittsburg.
Meek, C. (1995). Strong completeness and faithfulness
in Bayesian networks. In Proceedings of the Eleventh
Conference on Uncertainty in Artificial Intelligence
(UAI 1995), pages 411–419.
Mooij, J. M., Magliacane, S., and Claassen, T.
(2020). Joint causal inference from multiple
contexts. arXiv.org preprint, arXiv:1611.10351v5
[cs.LG]. Forthcoming in Journal of Machine Learn-
ing Research.
Pearl, J. (1986). A constraint propagation approach to
probabilistic reasoning. In Proceedings of the First
Conference on Uncertainty in Artificial Intelligence
(UAI 1985), pages 357–370.
Pearl, J. (2009). Causality: Models, Reasoning and In-
ference. Cambridge University Press.
Peters, J., Bu¨hlmann, P., and Meinshausen, N. (2016).
Causal inference using invariant prediction: identifi-
cation and confidence intervals. Journal of the Royal
Statistical Society, Series B, 78(5):947–1012.
Richardson, T. (1996). Models of Feedback: Interpreta-
tion and Discovery. PhD thesis, Department of Phi-
losophy, Carnegie Mellon University.
Richardson, T. and Spirtes, P. (1999). Automated discov-
ery of linear feedback models. In Computation, Cau-
sation, and Discovery, pages 253–304. MIT Press.
Richardson, T. S. and Spirtes, P. (2002). Ancestral graph
Markov models. The Annals of Statistics, 30(4):962–
1030.
Rothenha¨usler, D., Heinze, C., Peters, J., and Mein-
shausen, N. (2015). BACKSHIFT: Learning causal
cyclic graphs from unknown shift interventions. In
Advances in Neural Information Processing Systems
28 (NIPS 2015), pages 1513–1521.
Roumpelaki, A., Borboudakis, G., Triantafillou, S., and
Tsamardinos, I. (2016). Marginal causal consistency
in constraint-based causal learning. In Proceedings of
the UAI 2016 Workshop on Causation: Foundation to
Application, number 1792 in CEUR Workshop Pro-
ceedings, pages 39–47.
Spirtes, P. (1994). Conditional independence in directed
cyclic graphical models for feedback. Technical Re-
port CMU-PHIL-54, Carnegie Mellon University.
Spirtes, P. (1995). Directed cyclic graphical represen-
tations of feedback models. In Proceedings of the
Eleventh Conference on Uncertainty in Artificial In-
telligence (UAI-95), pages 499–506.
Spirtes, P., Glymour, C., and Scheines, R. (2000). Causa-
tion, Prediction, and Search. MIT press, 2nd edition.
Spirtes, P., Meek, C., and Richardson, T. S. (1999). An
algorithm for causal inference in the presence of latent
variables and selection bias. In Computation, Cau-
sation and Discovery, chapter 6, pages 211–252. The
MIT Press.
Spirtes, P. and Verma, T. (1992). Equivalence of causal
models with latent variables. Technical Report CMU-
PHIL-33, Carnegie Mellon University.
Strobl, E. V. (2018). A constraint-based algorithm for
causal discovery with cycles, latent variables and se-
lection bias. International Journal of Data Science
and Analytics, 8:33–56.
Wright, S. (1921). Correlation and causation. Journal of
Agricultural Research, 20:557–585.
Zhang, J. (2006). Causal Inference and Reasoning in
Causally Insufficient Systems. PhD thesis, Carnegie
Mellon University.
Zhang, J. (2008a). Causal reasoning with ancestral
graphs. Journal of Machine Learning Research,
9:1437–1474.
Zhang, J. (2008b). On the completeness of orientation
rules for causal discovery in the presence of latent
confounders and selection bias. Artificial Intelligence,
172(16-17):1873–1896.
A SUPPLEMENT
In this supplement, we briefly state all required defini-
tions, notations and results from the literature to make
the paper more self-contained.
A.1 Graphs
Here we briefly discuss various types of graphs (di-
rected mixed graphs, maximal ancestral graphs, and
partial ancestral graphs) and their properties and re-
lationships from the causal discovery literature. For
more details, the reader may consult the relevant liter-
ature (Spirtes et al., 2000; Richardson and Spirtes, 2002;
Zhang, 2006, 2008b,a).
A.1.1 Directed Mixed Graphs (DMGs)
A Directed Mixed Graph (DMG) is a graph G =
〈V , E ,F〉 with nodes V and two types of edges: directed
edges E ⊆ {(i, j) : i, j ∈ V , i 6= j}, and bidirected
edges F ⊆ {{i, j} : i, j ∈ V , i 6= j}. We will denote
a directed edge (i, j) ∈ E as i → j or j ← i, and call i
a parent of j. We denote all parents of j in the graph G
as PAG(j) := {i ∈ V : i → j ∈ E}. We do not allow
for self-cycles i → i here, but multiple edges (at most
one of each type, i.e., at most three) between any pair of
distinct nodes are allowed. We will denote a bidirected
edge {i, j} ∈ F as i ↔ j or j ↔ i. Two nodes i, j ∈ V
are called adjacent in G if if i → j ∈ E or i ← j ∈ E or
i↔ j ∈ F .
A walk between two nodes i, j ∈ V is a tuple
〈i0, e1, i1, e2, i3, . . . , en, in〉 of alternating nodes and
edges in G (n ≥ 0), such that all i0, . . . , in ∈ V , all
e1, . . . , en ∈ E ∪ F , starting with node i0 = i and end-
ing with node in = j, and such that for all k = 1, . . . , n,
the edge ek connects the two nodes ik−1 and ik in G. If
the walk contains each node at most once, it is called a
path. A trivial walk (path) consists just of a single node
and zero edges. A directed walk (path) from i ∈ V to
j ∈ V is a walk (path) between i and j such that every
edge ek on the walk (path) is of the form ik−1 → ik,
i.e., every edge is directed and points away from i. By
repeatedly taking parents, we obtain the ancestors of j:
ANG(j) := {i ∈ V : i = i0 → i1 → i2 → · · · →
in = j in G}. Similarly, we define the descendants of i:
DEG(i) := {j ∈ V : i = i0 → i1 → i2 → · · · → in =
j in G}. In particular, each node is ancestor and descen-
dant of itself. A directed cycle is a directed path from i
to j such that in addition, j → i ∈ E . An almost directed
cycle is a directed path from i to j such that in addition,
j ↔ i ∈ F . All nodes on directed cycles passing through
i ∈ V together form the strongly connected component
SCG(i) := ANG(i) ∩ DEG(i) of i. We extend the defini-
tions to sets I ⊆ V by setting ANG(I) := ∪i∈IANG(i),
and similarly for DEG(I) and SCG(I).
A directed mixed graph G is acyclic if it does not con-
tain any directed cycle, in which case it is known as
an Acyclic Directed Mixed Graph (ADMG). A directed
mixed graph that does not contain bidirected edges is
known as a Directed Graph (DG). If a directed mixed
graph does not contain bidirected edges and is acyclic, it
is called a Directed Acyclic Graph (DAG).
A node ik on a walk (path) pi =
〈i0, e1, i1, e2, i3, . . . , en, in〉 in G is said to form a
collider on pi if it is a non-endpoint node (1 ≤ k < n)
and the two edges ek, ek+1 meet head-to-head on their
shared node ik (i.e., if the two subsequent edges are
of the form ik−1 → ik ← ik+1, ik−1 ↔ ik ← ik+1,
ik−1 → ik ↔ ik+1, or ik−1 ↔ ik ↔ ik+1). Oth-
erwise (that is, if it is an endpoint node, i.e., k = 0
or k = n, or if the two subsequent edges are of
the form ik−1 → ik → ik+1, ik−1 ← ik ← ik+1,
ik−1 ← ik → ik+1, ik−1 ↔ ik → ik+1, or
ik−1 ← ik ↔ ik+1), ik is called a non-collider on pi.
The important notion of d-separation was first proposed
by Pearl (1986) in the context of DAGs:
Definition 5 (d-separation) We say that a walk
〈i0 . . . in〉 in DMG G = 〈V , E ,F〉 is d-blocked by
C ⊆ V if:
(i) its first node i0 ∈ C or its last node in ∈ C, or
(ii) it contains a collider ik /∈ ANG(C), or
(iii) it contains a non-collider ik ∈ C.
If all paths in G between any node in set A ⊆ V and
any node in set B ⊆ V are d-blocked by a set C ⊆ V ,
we say that A is d-separated from B by C, and we write
A⊥dG B |C.
In the general cyclic case, the notion of d-separation is
too strong, as was already pointed out by Spirtes (1995).
A solution is to replace it with a non-trivial generaliza-
tion of d-separation, known as σ-separation:
Definition 6 (σ-separation (Forre´ and Mooij, 2017))
We say that a walk 〈i0 . . . in〉 in DMG G = 〈V , E ,F〉 is
σ-blocked by C ⊆ V if:
(i) its first node i0 ∈ C or its last node in ∈ C, or
(ii) it contains a collider ik /∈ ANG(C), or
(iii) it contains a non-collider ik ∈ C that points to a
neighboring node on the walk in another strongly-
connected component (i.e., ik−1 → ik → ik+1
or ik−1 ↔ ik → ik+1 with ik+1 /∈ SCG(ik),
ik−1 ← ik ← ik+1 or ik−1 ← ik ↔ ik+1 with
ik−1 /∈ SCG(ik), or ik−1 ← ik → ik+1 with
ik−1 /∈ SCG(ik) or ik+1 /∈ SCG(ik)).
If all paths in G between any node in set A ⊆ V and
any node in set B ⊆ V are σ-blocked by a set C ⊆ V ,
we say that A is σ-separated from B by C, and we write
A⊥σG B |C.
For a DMG G, define its d-independence model to be
IMd(G) := {〈A,B,C〉 : A,B,C ⊆ V , A
d
⊥
G
B |C},
i.e., the set of all d-separations entailed by the graph, and
its σ-independence model to be
IMσ(G) := {〈A,B,C〉 : A,B,C ⊆ V , A
σ
⊥
G
B |C},
i.e., the set of all σ-separations entailed by the graph.
For ADMGs, σ-separation is equivalent to d-separation,
and hence, if G is acyclic, then IMd(G) = IMσ(G).
We call two DMGs G1 and G2 σ-Markov equivalent
if IMσ(G1) = IMσ(G2), and d-Markov equivalent if
IMd(G1) = IMd(G2).
A.1.2 Directed Maximal Ancestral Graphs
(DMAGs)
The following graphical notion will be necessary for the
definition of DMAGs.
Definition 7 Let G = 〈V , E ,F〉 be an acyclic directed
mixed graph (ADMG). An inducing path between two
nodes u, v ∈ V is a path in G between u and v on which
every node (except for the endnodes) is a collider on the
path and an ancestor in G of an endnode of the path.
One can now define a DMAG as follows (Zhang, 2008a):
Definition 8 A directed mixed graph G = 〈V , E ,F〉 is
called a directed maximal ancestral graph (DMAG) if all
of the following conditions hold:
1. Between any two different nodes there is at most one
edge, and there are no self-cycles;
2. The graph contains no directed or almost directed
cycles (“ancestral”);
3. There is no inducing path between any two non-
adjacent nodes (“maximal”).
With the following procedure from
Richardson and Spirtes (2002), one can define the
DMAG induced by an ADMG:
Definition 9 Let G = 〈V , E ,F〉 be an ADMG. The di-
rected maximal ancestral graph induced by G is denoted
DMAG(G) and is defined as DMAG(G) = 〈V˜ , E˜ , F˜〉
such that V˜ = V and for each pair u, v ∈ V with u 6= v,
there is an edge in DMAG(G) between u and v if and
only if there is an inducing path between u and v in G,
and in that case the edge inDMAG(G) connecting u and
v is:


u→ v if u ∈ ANG(v),
u← v if v ∈ ANG(u),
u↔ v if u 6∈ ANG(v) and v 6∈ ANG(u).
This construction preserves important structure:
Proposition 10 Let G be an ADMG and H =
DMAG(G) its induced DMAG. Then, for two nodes u, v:
u ∈ ANG(v) if and only if u ∈ ANH(v). Also, for subsets
A,B,C of nodes: A⊥dHB |C if and only if A⊥
d
G B |C.
We sometimes identify a DMAG H with the set of AD-
MGs G that induce H, i.e., such that DMAG(G) = H.
For a DMAGH, we define its independence model to be
IM(H) := {〈A,B,C〉 : A,B,C ⊆ V , A
d
⊥
H
B |C},
i.e., the set of all d-separations entailed by the DMAG.
We call two DMAGs H1 and H2 Markov equivalent if
IM(H1) = IM(H2).
A.1.3 Directed Partial Ancestral Graphs (DPAGs)
Since in many cases, the true DMAG is unknown, it is
often convenient when performing causal reasoning to
be able to represent a set of hypothetical DMAGs in a
compact way. For this purpose, partial ancestral graphs
(PAGs) have been introduced (Zhang, 2006). Again,
since we are assuming no selection bias for simplicity,
we will only discuss directed PAGs (DPAGs), that is,
PAGs without undirected or circle-tail edges, i.e., edges
of the form {−−,−−◦ , ◦−−}.
Definition 10 We call a mixed graph G = 〈V , E〉 with
nodes V and edges E of the types {→,←,←◦ ,↔, ◦−
◦ , ◦→} a directed partial ancestral graph (DPAG) if all
of the following conditions hold:
1. Between any two different nodes there is at most one
edge, and there are no self-cycles;
2. The graph contains no directed or almost directed
cycles (“ancestral”);
3. There is no inducing path between any two non-
adjacent nodes (“maximal”).
Given a DMAGor DPAG, its induced skeleton is an undi-
rected graph with the same nodes and with an edge be-
tween any pair of nodes if and only if the two nodes
are adjacent in the DMAG or DPAG. We often identify
a DPAG with the set of all DMAGs that have the same
skeleton as the DPAG, have an arrowhead (tail) on each
edge mark for which the DPAG has an arrowhead (tail)
at that corresponding edge mark, and for each circle in
the DPAG, have either an arrowhead or a tail at the cor-
responding edge mark. Hence, the circles in a DPAG can
be thought of as to represent either an arrowhead or a tail.
We extend the definitions of (directed) walks, (directed)
paths and colliders for directed mixed graphs to apply
also to DPAGs. Edges of the form i ← j, i ←◦ j, i ↔ j
are called into i, and similarly, edges of the form i →
j, i ◦→ j, i ↔ j are called into j. Edges of the form
i→ j and j ← i are called out of i.
The following is a key result that explains the importance
of CPAGs.4
Theorem 2 Two MAGs H1,H2 are d-Markov
equivalent if and only if CPAG(IMd(H1)) =
CPAG(IMd(H2)).
Proof. We only give a proof for the “if” implication due
to Jiji Zhang [private communication], the “only if” im-
plication being obvious. Ali et al. (2009) showed that
twoMAGs areMarkov equivalent if and only if they have
the same skeletons and colliders with order. This im-
plies that colliders with order in any MAG are invariant
in the corresponding Markov equivalence class and, by
the soundness and arrowhead completeness of FCI, these
will appear as colliders in the correspondingCPAG. Con-
sider two MAGsH1 andH2 that are not Markov equiva-
lent. If they have different skeletons, their corresponding
CPAGs are not identical. If they do have the same skele-
tons, then there must be at least one collider with order in
H1 that is not a collider with order in H2, or vice versa.
By the definition of collider with order, this would imply
that there is at least one collider with order in H1 that is
not a collider in H2, or vice versa. Hence, because of
the soundness and arrowhead completeness of FCI, their
corresponding CPAGs are not identical. 
A.2 Structural Causal Models (SCMs)
In this subsection we state some of the basic definitions
and results regarding Structural Causal Models. Struc-
tural Causal Models (SCMs), also known as Structural
EquationModels (SEMs), were introduced a century ago
by (Wright, 1921) and popularized in AI by Pearl (2009).
We follow here the treatment in Bongers et al. (2020).
Definition 11 A Structural Causal Model (SCM) is a tu-
pleM = 〈I,J ,X ,E,f ,PE〉 of:
(i) a finite index set I for the endogenous variables in
4For DMAGs and POIPGs, this was already known for
an earlier version of FCI; see Corollary 6.4.1 in Spirtes et al.
(2000) and the proof in Spirtes and Verma (1992).
the model;
(ii) a finite index set J for the latent exogenous vari-
ables in the model (disjoint from I);
(iii) a product of standard measurable spaces X =∏
i∈I Xi, which define the domains of the endoge-
nous variables;
(iv) a product of standard measurable spaces E =∏
j∈J Ej , which define the domains of the exoge-
nous variables;
(v) a measurable function f : X ×E → X , the causal
mechanism;
(vi) a product probability measure PE =
∏
j∈J PEj on
E specifying the exogenous distribution.
Usually, the components of f do not depend on all vari-
ables, which is formalized by:
Definition 12 Let M be an SCM. We call i ∈ I ∪ J
a parent of k ∈ I if and only if there does not exist a
measurable function f˜k : X I\{i} × EJ\{i} → Xk such
that for PE -almost every e and for all x ∈ X , xk =
f˜k(xI\{i}, eJ\{i}) ⇐⇒ xk = fk(x, e).
This definition allows us to define the directed mixed
graph associated to an SCM (which corresponds with the
DMG in Figure 1, our starting point for this work):
Definition 13 Let M be an SCM. The induced graph
of M, denoted G(M), is defined as the directed mixed
graph with nodes I, directed edges i1 → i2 iff i1 is a
parent of i2, and bidirected edges i1 ↔ i2 iff there exists
j ∈ J such that j is parent of both i1 and i2.
If G(M) is acyclic, we call the SCM M acyclic, oth-
erwise we call the SCM cyclic. If G(M) contains no
bidirected edges, we call the endogenous variables in the
SCMM causally sufficient.
A pair of random variables (X,E) is called a solution
of the SCM M if X = (Xi)i∈I with Xi ∈ Xi for all
i ∈ I, E = (Ej)j∈J with Ej ∈ Ej for all j ∈ J , the
distribution P(E) is equal to the exogenous distribution
PE , and the structural equations:
Xi = fi(X,E) a.s.
hold for all i ∈ I.
For acyclic SCMs, solutions exist and have a unique dis-
tribution that is determined by the SCM. This is not gen-
erally the case in cyclic SCMs, as these could have no
solution at all, or could have multiple solutions with dif-
ferent distributions.
Definition 14 An SCM M is said to be uniquely solv-
able w.r.t. O ⊆ I if there exists a measurable mapping
gO : X (PAG(M)(O)\O)∩I × E PAG(M)(O)∩J → XO such
that for PE-almost every e for all x ∈ X :
xO = gO(x(PAG(M)(O)\O)∩I, ePAG(M)(O)∩J )
⇐⇒ xO = fO(x, e).
Loosely speaking: the structural equations for O have a
unique solution for XO in terms of the other variables
appearing in those equations. If M is uniquely solv-
able with respect to I (in particular, this holds if M is
acyclic), then it induces a unique observational distribu-
tion PM(X).
A.2.1 Simple Structural Causal Models
In this work we restrict attention to a particular subclass
of SCMs that has many convenient properties:
Definition 15 An SCM M is called simple if it is
uniquely solvable with respect to each subset O ⊆ I.
All acyclic SCMs are simple. The class of simple SCMs
can be thought of as a generalization of acyclic SCMs
that allows for (sufficiently weak) cyclic causal rela-
tions, but preserves many of the convenient properties
that acyclic SCMs have. Simple SCMs provide a spe-
cial case of the more general class of modular SCMs
(Forre´ and Mooij, 2017). One of the key aspects of
SCMs—which we do not discuss here in detail because
we do not make use of it in this work—is their causal
semantics, which is defined in terms of perfect interven-
tions.
Simple SCMs have the following nice properties. A
simple SCM induces a unique observational distribution.
The class of simple SCMs is closed under marginaliza-
tions and perfect interventions. Without loss of gener-
ality, one can assume that simple SCMs have no self-
cycles. The graph of a simple SCMs also has a straight-
forward causal interpretation:
Definition 16 Let M be a simple SCM. If i → j ∈
G(M) we call i a direct cause of j according to M. If
there exists a directed path i → · · · → j ∈ G(M), i.e.,
if i ∈ ANG(M)(j), then we call i a cause of j according
toM. If there exists a bidirected edge i ↔ j ∈ G(M),
then we call i and j confounded according toM.
The same graph G(M) of a simple SCM M also
represents the conditional independences that must
hold in the observational distribution PM(X) of M.
Forre´ and Mooij (2017) proved a Markov property for
the general class of modular SCMs, but we formulate it
here only for the special case of simple SCMs:
Theorem 3 (σ-Separation Markov Property) For any
solution (X,E) of a simple SCMM, and for all subsets
A,B,C ⊆ I of the endogenous variables:
A
σ
⊥
G(M)
B |C =⇒ XA ⊥
PM(X)
XB |XC .
In certain cases, amongst which the acyclic case, the fol-
lowing stronger Markov property holds:
Theorem 4 (d-Separation Markov Property) For any
solution (X,E) of an acyclic SCMM, and for all sub-
sets A,B,C ⊆ I of the endogenous variables:
A
d
⊥
G(M)
B |C =⇒ XA ⊥
PM(X)
XB |XC .
A.2.2 Faithfulness
For a simple SCMM with endogenous index set I and
observational distribution PM(X), we define its inde-
pendence model to be
IM(M) := {〈A,B,C〉 : A,B,C ⊆ I,XA ⊥
PM
XB |XC},
i.e., the set of all (conditional) independences that hold
in its (observational) distribution.
The typical starting point for constraint-based ap-
proaches to causal discovery from observational data is
to assume that the data is modelled by an (unknown)
SCMM, such that its observational distributionPM(X)
exists and satisfies a Markov property with respect to its
graph G(M). In other words, IM(M) ⊇ IMd(G(M))
in the acyclic case, and more generally, IM(M) ⊇
IMσ(G(M)) for simple SCMs.
In addition, one usually assumes the faithfulness assump-
tion to hold (Spirtes et al., 2000; Pearl, 2009), i.e., that
the graph explains all conditional independences present
in the observational distribution. We distinguish the d-
faithfulness assumption:
IM(M) ⊆ IMd(G(M))
and the σ-faithfulness assumption:
IM(M) ⊆ IMσ(G(M)).
Although for d-faithfulness there are some results that
this assumption holds generically (Meek, 1995), no such
results are known for σ-faithfulness, althoughwe do con-
jecture that such results can be shown.
