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At micrometer length scales of material removal, size effect is observed in 
mechanical micro-cutting where the energy per unit volume i.e. specific cutting energy 
increases nonlinearly as the uncut chip thickness is reduced from several hundred 
microns to a few microns (or less). There is no consensus in the literature on the cutting 
mechanism that causes this size effect.  Noticeable discrepancy is also observed in the 
surface roughness produced at small feeds in micro-cutting operations such as micro-
turning between the theoretical roughness estimated using only tool geometry and 
process kinematics and the measured roughness.  To date, there has been little effort 
made to develop a detailed process model for micro-cutting to accurately predict the size 
effect in specific cutting energy, and to develop a fundamental understanding of surface 
generation at the low feeds typical of micro-cutting processes. 
The main objective of this thesis is therefore to develop a predictive process 
model of micro-cutting of ductile metals that is capable of accurately predicting the size 
effect in specific cutting energy based on strain gradient based material strengthening 
considerations. In addition, this thesis attempts to explain the discrepancy between the 
theoretical and measured surface roughness at small feeds in micro-turning via a model 
that accounts for the size effect due to material strengthening.  
A coupled thermo-mechanical finite element model formulation incorporating 
strain gradient plasticity is developed to simulate orthogonal micro-cutting process. The 
thermo-mechanical model is experimentally validated in orthogonal micro-cutting of a 
strain rate insensitive aluminum alloy Al5083-H116. The model is then used to analyze 
 ix
the contributions of two major material strengthening factors to the size effect in specific 
cutting energy: strain gradient and temperature. The effects of cutting edge radius on the 
specific cutting energy and its role relative to the material length scale arising from strain 
gradient plasticity are also examined. The strain gradient plasticity based model of micro-
cutting is shown to contribute significantly to the size-effect at low cutting speeds and 
small uncut chip thickness levels (< 10µm). Temperature dependence of material flow 
stress is seen to cause size effect at relatively high cutting speeds and large uncut chip 
thickness. However, strain gradient strengthening is more dominant than the temperature 
effect at high cutting speeds and small uncut chip thickness values.  
A surface roughness model for micro-turning that incorporates the effects of 
kinematic roughness, cutting edge roughness and surface roughening due to plastic side 
flow is developed and shown to explain the observed discrepancy between the theoretical 
and measured surface roughness in micro-cutting. In addition, the model is found to 









The need for engineered component possessing three-dimensional micro/meso 
scale features and sub-micron surface finish keeps increasing rapidly in the fields of 
optics, die and molds, semiconductor and biomedical devices, to name a few. Specific 
applications include microscale pumps, valves and mixing devices, micro-fluidic systems, 
micro-molds, micro-holes for fiber optics and micro-nozzles for high-temperature jets [1-
11]. These applications require very tight tolerances, high quality surface finish, and both 
functional and structural requirements that demand the use of various engineering 
materials, including aluminum alloys, stainless steel, titanium, brass, plastics, ceramics, 
and composites. Mechanical micro-cutting, as an ultra-precision machining process, is 
becoming increasingly important for its capability of producing parts with three 
dimensional features ranging from a few microns to a few hundred microns in a wide 
range of materials. For the purpose of this thesis, micro-cutting is defined as a mechanical 
cutting process with uncut chip thickness varying from submicron to a few hundred 
microns. 
There are a number of issues in micro-scale cutting that are fundamentally 
different from macro-scale cutting. They include differences in the underlying 
mechanisms of the process, resulting in changes in the chip formation process, machining 
forces, specific energy and surface finish. For example, the tool cutting edge geometry 
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becomes comparable in size to the uncut chip thickness, which causes the effective rake 
angle to be negative. This in turn causes the ploughing and associated elastic-plastic 
deformation of the workpiece material to become much more dominant factors in the 
process. Furthermore, at micrometer length scales of material removal, the well known 
size effect is observed in micro-cutting where the specific cutting energy/force increases 
non-linearly with decrease in uncut chip thickness [12-18]. However, there exists no 
consensus on a phenomenological explanation of size-effect in micro-cutting. In recent 
experiments of micro- and nano-indentation, remarkable material strengthening behavior 
has been found at and below length scales of the order of a micrometer due to highly 
localized inhomogeneous deformation [19-23]. Intense strain gradient is also observed 
within the primary and secondary deformation zones in both macro- and micro-cutting, 
which suggests that the strain gradient in micro-cutting is an important factor that affects 
the material strength. To date, there has been little effort to systematically assimilate the 
effects of workpiece and tool material properties and cutting variables in micro-cutting to 
predict the size effect. In particular, no numerical modeling work on micro-cutting has 
considered the effects of strain gradient induced strengthening of the workpiece material.  
Moreover, most of the prior work attributes the size effect in cutting to a single factor 
such as inhomogeneous deformation, tool edge radius or ductile fracture energy and does 
not consider the possibility and roles of multiple factors and relative contribution to the 
size effect. 
It is also known that the machined surface roughness at low feeds (or uncut chip 
thickness) is often larger than the theoretical roughness estimated using only tool 
geometry and process kinematics [24]. The contribution of plastic deformation to surface 
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roughness needs to be considered since plastic deformation in the primary deformation 
zone often extends into the material adjacent to the machined surface and in the out-of-
plane direction to cause side flow. In micro-cutting, the uncut chip thickness is small that 
the effect of process kinematics on surface roughness becomes comparable to or less than 
the effect of plastic deformation. So far there has been little work done to account for the 
plastic deformation induced surface roughness in micro-cutting processes.  
Therefore, the focus of this thesis is to model and investigate the influence of 
strain gradient strengthening at the microscale on the size effect in specific cutting 
energy, as well as surface roughness in micro-cutting. To this end, strain gradient 
plasticity will be incorporated into a thermo-mechanical model of the orthogonal micro-
cutting process. The fundamental mechanism of size effect and surface roughening will 
be explained through a quantitative framework. The model developed for orthogonal 
micro-cutting constitutes the first step in developing a micro-cutting process simulation 
model for analysis of three dimensional operations such as micro-turning and micro-
milling in the future. It would also serve to provide a better physical understanding of 
material and cutting parameter interactions in micro-cutting and aid in optimizing the 
machining conditions. 
The research plan is divided into the following four areas: (1) Thermo-mechanical 
finite element modeling of the orthogonal micro-cutting process based on strain gradient 
plasticity, (2) Analysis of the size effect in specific cutting energy caused by strain 
gradient and the roles of other factors such as temperature and edge radius, (3) 
Developing a model-based approach to explain surface roughening due to plastic 
deformation in micro-cutting, and (4) Experimental validation of the models. 
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1.2 Problem Statement 
Thermo-mechanical modeling of macro- and micro-cutting processes has been 
carried out by a number of investigators. However, process modeling of micro-cutting 
including the effects of intense strain gradient within the primary and secondary 
deformation zones has not been considered. Also, little work has been done to analyze 
surface roughness generation in micro-cutting and in particular the influence of plastic 
deformation on the surface roughness. This is of vital importance in micro-cutting 
processes. 
Therefore, the specific objectives of this thesis are: 
 Thermo-mechanical modeling of chip formation, cutting forces and size effect 
in orthogonal micro-cutting, including the strain gradient effect. 
 Experimental verification of the developed finite element model. 
 Develop an understanding of the relative roles of strain gradient, temperature 
drop induced strengthening, and tool edge radius effects on the size effect in 
specific cutting energy in micro-cutting. 
 Analysis of the influence of plastic side flow of workpiece on the surface 
roughness of the machined surface 
 
1.3 Research Approach 
As has been stated previously, development of a simulation tool for the prediction 
of size effect and surface finish is of interest in micro-cutting. Prior to doing this, it is 
necessary to understand the fundamental mechanics in micro-cutting. Keeping this in 
mind, the research approach adopted in this thesis is as follows: 
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 Develop and validate a finite element model of orthogonal micro-cutting using 
a commercially available package to describe the thermo-mechanical aspects 
of the material removal process, taking into account chip formation, frictional 
effects and workpiece constitutive behavior. 
 Using the developed finite element model, analyze quantitatively the main 
factors that contribute to size effect in micro-cutting, understand the 
contributions of each factor to the nonlinear increase in specific cutting energy 
with decrease in uncut chip thickness and the conditions under which they are 
dominant.  
 Develop a model that accounts for the effects of plastic deformation in micro-
turning on surface roughness of the machined surface. 
 Experimentally validate the above models through measurement of cutting 
forces and surface roughness in orthogonal micro-cutting and micro-turning 
tests, respectively. 
 
1.4 Dissertation Outline 
Chapter II reviews the prior work in the field of modeling of machining processes. 
Previous attempts to explain the size effect and predict the surface roughness in micro-
cutting processes are discussed. A detailed description of the finite element modeling of 
orthogonal micro-cutting process is discussed in Chapter 3. The details of the orthogonal 
cutting experiments and validation of the finite element model are discussed in Chapter 4. 
Chapter 5 contains detailed analysis of the main factors that cause size effect in micro-
cutting. Modeling of the surface roughness in micro-cutting and validation of this aspect 
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are presented in Chapter 6. Finally, the main conclusions and contributions of this 




SURVEY OF PRIOR WORK 
 
This chapter summarizes the experimental observation of size effect in micro-
cutting and mechanisms that have been proposed to explain the size effect.  Current state 
of the art in modeling of machining processes is reviewed and particular emphasis is 
given to the application of finite element methods to machining. This is followed by an 
overview of the theory of strain gradient plasticity, which is proposed to correctly 
represent the material behavior in cutting process at the micron/submicron level. Prior 
work on the prediction of surface roughness in micro-cutting is also discussed. 
 
2.1 Size Effect in Micro-cutting 
Micro-cutting is characterized by very small amounts of material removal with 
uncut chip thickness values that vary from a few microns (or less) to several hundred 
microns. At these length scales of material removal, the well-known size effect 
phenomenon is expected to be prominent. In machining, the size effect is typically 
characterized by a non-linear increase in the specific cutting energy (or specific cutting 
force) as the uncut chip thickness is decreased. 
Experimental observations of size effect in machining of different materials under 
different cutting conditions have been reported in the literature. Backer and Shaw [12] 
reported size effect in turning tests performed on SAE 1112 steel (see Figure 2.1). Tests 
were performed on a 57.2 mm diameter bar premachined in the form of a thin-walled 
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tube having a wall thickness of 5 mm. A carbide tool with 0 degree rake angle and 5 
degree clearance angle was used for orthogonal cutting the end of the tube. Cutting tests 
were conducted at a cutting speed of 137.16 m/min with uncut chip thickness ranging 
from 58.4 µm to 294.6 µm.    
 
 Figure 2.1. Experimental specific cutting energy versus uncut chip thickness (SAE 
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Figure 2.2. Experimental specific cutting energy versus uncut chip thickness (plain 
carbon steel) [13]. 
 
Kopalinsky and Oxley [13] conducted turning tests on plain carbon steel of 
chemical composition 0.48%C, 0.3%Si, 0.13%S, 0.8%Mn and 0.019%P. The cutting tool 
used was black ceramic indexable tip with -5 degree rake angle and 2 degree clearance 
angle. The cutting edge radius of the tool was ground by a fine grit diamond wheel to a 
radius much smaller than 6 µm, which was the smallest value of uncut chip thickness 
used in their tests.  A cutting speed of 420 m/min was used. Their results, reproduced in 
Figure 2.2, also show a clear nonlinear scaling effect in the specific cutting energy with 
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Figure 2.3. Experimental specific cutting energy versus uncut chip thickness (workpiece 
material brass, cutting speed Vc = 0.1 m/min) [14]. 
 
Nakayama and Tamura [14] performed an experimental investigation on 
orthogonal cutting of brass.  The cutting speed was kept at 0.1 m/min in all their tests. 
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This speed was slow enough to avoid thermal and strain rate effects. High speed steel 
tools with an edge radius of 3~4 µm at different rake angles (0º, -20º, -40º) were used. 
Figure 2.3 shows their results. The size effect in the specific cutting and thrust forces is 
clearly evident at low cutting speed of 0.1 m/min. 
 Lucca et al. [15] conducted an experimental study of the effect of single crystal 
diamond tool edge geometry on the resulting cutting and thrust forces and specific energy 
in ultraprecision flycutting. Edge radii of newly sharpened single crystal diamond tools 
were measured in an atomic force microscope by scanning the AFM cantilever tip across 
the diamond tool edge normal to the rake and flank faces. Single crystal diamond tools 
with edge radius of 0.25 µm (±0.02µm) at different rake angles (0º, -10º, -20º and -30º) 
were used for cutting Te-Cu, which has a nominal chemical composition of 99.4-99.5% 
Cu and 0.5-0.6% Te. The experiments were conducted at a cutting speed of 7.6 m/min 
with the uncut chip thickness ranging from 20µm down to 10 nm.  Their results, shown in 




Figure 2.4. Experimental specific cutting energy versus uncut chip thickness (workpiece 
material Te-Cu) [15]. 
 
Furukawa et al. [16] also reported the presence of size effect in the specific 
cutting energy (see Figure 2.5) over an uncut chip thickness ranging from 0.5 to 10 µm in 
their investigation of micro-cutting of several different materials including Aluminum 
alloy, Oxygen Free Copper, Germanium, Fluorite (CaF2) and Acryl resin (PMMA).  The 
aluminum alloy is considered to be isotropic in a macro sense. Germanium is difficult to 
finish precisely because of its high hardness and brittleness. Fluorite is a single crystal 
used for ultraviolet ray components, and is not very hard but is very brittle. Acryl resin is 
a soft amorphous material used for optical components. A single crystal diamond tool 
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Figure 2.5. Experimental specific cutting energy versus uncut chip thickness [16]. 
 
Schimmel and Endres [17] and Kountanya [18] investigated the effect of tool 
edge geometry on cutting forces in orthogonal cutting with different edge radius cutting 
tools.  Orthogonal cutting experiments were performed on materials such as pure zinc, 
cast iron and Al-2024 at a cutting speed of 56.4 m/min, with carbide tools having edge 
radii ranging from a few microns to a few hundred microns. Figure 2.6 reproduces their 
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Figure 2.6. Experimental specific cutting energy versus uncut chip thickness (workpiece 
material pure zinc) [18]. 
 
Several efforts have been made to explain and predict the size effect in micro-
cutting. Most of the explanations offered to date can be classified as follows: 1) Material 
strengthening due to factors that vary with the uncut chip thickness, 2) Sub-surface 
deformation of the workpiece material, 3) Tool edge radius effects, and 4) Energy 
required to create new surfaces via ductile fracture. 
Shaw and Backer et al. [12] attributed the size effect to crystallographic defects 
such as grain boundaries, missing and impurity atoms, etc. They argued that since a 
significantly reduced number of imperfections are encountered when deformation takes 
place in a small volume, the material strength would be expected to increase and 
approach the theoretical strength.  
Larsen-basse and Oxley [25] explained the scaling phenomenon in machining in 
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empirical data drawn from experiments on plain carbon steel, which suggest that the 
maximum shear strain rate within the primary shear zone is inversely proportional to the 
uncut chip thickness. Therefore, a decrease in the uncut chip thickness will leave the 
strain occurring in the shear zone unchanged but the strain rate will increase inversely 
with the uncut chip thickness t. For most metals, an increase in the strain rate causes an 
increase in the flow stress with the strain-rate sensitivity of flow stress increasing rapidly 
in the range applicable to machining processes. This could therefore explain the increase 
in specific cutting energy with reduction in uncut chip thickness.  
Kopalinsky and Oxley [13] took into account the effect of temperature in later 
work and attributed the size effect in the specific cutting force to a decrease in the shear 
plane angle due to decrease in the tool-chip interface temperature. This, they contended, 
leads to an increase in the shear strength of the workpiece material. Furthermore, they 
acknowledge that the temperature effect does not explain the size effect observed at uncut 
chip thickness less than 50 µm, which is possibly because of the increasing sensitivity of 
flow stress to strain rate within this range. Marusich [26] also offers a similar explanation 
based on finite element simulations of orthogonal cutting at very high cutting speeds. 
Fang [27] recently presented a complex slip line model for orthogonal machining and 
attributed the size effect to the material constitutive behavior of varying shear flow stress 
with uncut chip thickness. 
Nakayama and Tamura [14] analyzed size effect in machining through micro-
cutting experiments performed at a very low cutting speed (0.1m/min) to minimize 
temperature and strain rate effects. They observed plastic flow in the subsurface layer of 
the workpiece and suggested that its contribution to size effect becomes important with 
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reduction in the uncut chip thickness. The main cause of this subsurface plastic flow is 
believed to be the extension of the shear zone below the machined surface. Therefore, 
they attribute the size effect to the fact that the energy consumed in plastic flow in the 
subsurface layer is not proportional to the uncut chip thickness and to the decrease in 
shear angle with a decrease in the uncut chip thickness.  
 
Figure 2.7. Illustration of effective negative rake angle and resultant force vector at small 
uncut chip thickness. 
 
Kim et al. [28] analyzed the effect of the tool edge radius on the cutting process 
using the finite element method. The model is based on an Eulerian formulation with 
tools of finite edge radius and a rigid-viscoplastic workpiece material. The cutting forces 
obtained from their finite element simulation are found to be in good agreement with 
their experimental data. They therefore concluded that the major cause of size effect is 
the tool edge radius. Lucca et al [15] studied the role of the effective negative rake angle 
induced by the tool edge radius (see Figure 2.7), when it becomes comparable to the 
uncut chip thickness. As the uncut chip thickness is decreased, a rotation of the resultant 
Uncut chip thickness t0 








force vector downward toward the workpiece is observed. The thrust force becomes the 
dominant component below a certain uncut chip thickness value. They suggest that the 
process can be thought of as transitioning from a cutting dominant process to a 
plowing/sliding indentation-dominant process when the uncut chip thickness is reduced. 
They attribute the size effect to the increasingly dominant plowing process. Similarly, 
Armarego and Brown [29] suggested that the increase in specific cutting force with 
decrease in uncut chip thickness was due to the greater relative contribution of the 
ploughing force arising from frictional rubbing and ploughing associated with material 
removal by a blunt tool.  
Masuko [30] introduced the concept of an additional indenting force component 
necessary to cause the cutting edge to penetrate the workpiece as an indenter. The 
indenting force component Rn is shown in Figure 2.8. Since this force should be 
independent of the uncut chip thickness, he concluded that this indenting force was 
responsible for the size effect. 
 
Figure 2.8. Illustration of additional indenting force component [29]. 
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Komanduri [31] also reported size effect due to tool edge radius at nanometer 
length scales by carrying out molecular dynamics simulations of orthogonal cutting at 
depths of cut of 0.362~12.172 nm and tool edge radii of 3.62~21.72 nm.  
Recent work by Atkins [32] attributes the size effect in cutting to the energy 
required for new surface creation via ductile fracture. The author found that the work 
associated with separation criteria in finite element models is close to the typical value of 
fracture toughness for the material in ductile fracture mechanics. He suggested that the 
energy required for the formation of new surface should not be considered negligible in 
metal cutting analysis. This energy is independent of the depth of cut and consequently 
its contribution to the overall specific energy should increase at small uncut chip 
thickness values.  
It is clear from the literature that the size effect in micro-cutting may arise due to 
multiple mechanisms. It is also clear that the size effect can arise when cutting with sharp 
tools [15] and when the effects of temperature and strain rate are negligible (i.e. at very 
low cutting speeds) [14]. Of the foregoing reasons based on material strengthening, none 








Table 2.1. Analogy between micro/nano-indentation and machining process [33]. 
Machining / Indentation Analogy 
 Indentation Machining 
Shear strain γ ≈ 0.36 γ ≈ 2~5 
Strain Gradient η = 4 γ / D η = 4 γ / t 
Hardness or 
specific force ( )bDGbCH s /4




Indentation diameter, D Uncut chip thickness, t 
 
Recently, Dinesh et al. [33] linked the size effect observed in micro-/nano- 
indentation to that in machining. The increase in hardness of a metallic material with 
decrease in indentation depth is a consequence of the dependence of the flow stress of the 
metal on the strain gradient. They suggested that the size-effect in machining can also be 
explained by the theory of strain-gradient plasticity since strain gradients in machining 
are very intense. Building upon the work in [33], Joshi and Melkote [34] presented an 
analytical model for orthogonal cutting that incorporates a material constitutive law with 
strain gradient effects. However, their model only considers strain gradient produced in 
the primary shear zone. 
Gradient plasticity appears to be the missing factor that is fundamental to 
developing a better understanding of the size effect due to material strengthening at very 
small values of uncut chip thickness. Consequently, the development of a strain gradient 




2.2 Finite Element Modeling of Machining Processes 
In 1944, Merchant [35] proposed the first analytical model that laid the 
framework for modeling of orthogonal machining processes. With the invention of the 
computer and the following rapid growth in computing power, finite element techniques 
have been widely used by investigators [36-46] with notable success in modeling the 
machining process. Previous work in finite element modeling of machining is reviewed 
in this section. 
 
(a) Eulerian formulation   (b) Lagrangian formulation 
Figure 2.9. Illustration of Eulerian and Lagrangian formulations. 
 
Two finite element formulations, Eulerian and Lagrangian, have been commonly 
used in the past to simulate machining processes [36-46]. In the Eulerian formulation (see 
Figure 2.9a), the finite element grid through which the material flows is fixed in space. 
The advantage of the Eulerian formulation is that the shapes of the elements do not 
change with time so that element distortion does not take place. However, an initial shape 
of the free surface of the chip has to be assumed and chip formation process cannot be 
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modeled. On the other hand, the Lagrangian method (see Figure 2.9b) involves a moving 
frame of reference. The mesh is attached to the material so that it moves along with the 
material. However, the elements change shape during the material flow and, in extreme 
cases, it may become necessary to replace the distorted elements by remeshing. Therefore, 
mesh rezoning or adaptive meshing is often required for these types of formulations [47]. 
In addition, a chip separation criterion needs to be specified to simulate chip formation 
[47]. 
Although the Eulerian approach possesses the advantage of no element distortion, 
it can only be used for steady-state analysis and cannot strictly model chip formation. 
With recent advances in hardware and software, an arbitrary Lagrangian-Eulerian 
formulation [48-52], which is a finite element formulation that lies between the pure 
Eulerian formulation and the pure Lagrangian formulation, is used by most of the major 
software packages such as ABAQUS®, DEFORM® for modeling material removal 
processes. In an arbitrary Lagrangian-Eulerian formulation, the mesh points move but not 
necessarily with the material. While the finite element mesh spans the complete analysis 
domain throughout the solution and its boundaries move with the movements of free 
surfaces and structural boundaries, the material moves relative to the mesh points. This 
approach is suitable for modeling large deformation processes, general free surfaces and 
interactions between fluid flows and structures. In light of this, the arbitrary Lagrangian-
Eulerian method is chosen and will form the backbone of the proposed work. 
Fully coupled thermal-stress analysis is needed when the stress analysis is 
dependent on the temperature distribution and the temperature distribution depends on 
the stress solution. Since machining problems include significant heating due to inelastic 
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deformation, which in turn changes the material properties, thermo-mechanical modeling 
is required to obtain stress, strain and temperature solutions simultaneously as the 
material is being cut.  
Finite element modeling machining is greatly influenced by the flow stress 
characteristics of the material in different cutting regimes. It is a well-known fact that the 
flow stress of the material is a function of the strain, strain rate and temperature [53]. A 
number of finite element studies [52, 54-57] have used the empirical flow stress 
equations combining power law strain hardening, power law or logarithmic strain-rate 
effects and linear or power law thermal softening and the most popular formulation is that 
of Johnson and Cook. Several modeling studies have shown the effectiveness of this 
material flow stress model [52, 54-57]. 
In recently reported micro- and nano-indentation tests, remarkable material 
strengthening behavior has been observed and this size dependence cannot be explained 
by the classical continuum plasticity theory. Based on the notion of geometrically 
necessary dislocations in dislocation mechanics, strain gradient plasticity theories have 
been proposed where strain gradient dependence of flow stress is introduced into the 
material constitutive model, e.g., Fleck and Hutchinson [22, 58], Gao and Huang [59], 
Acharya and Bassani [60].  
At the typical length scales of micro-cutting, since the depth of cut becomes 
comparable to the size of crystal grains, the effect of tool and workpiece anisotropy on 
micro-cutting process has been investigated by Zhou et al. [61] and Liang et al. [62]. 
Chuzhoy et al. [63] developed a finite element model for the orthogonal cutting of ductile 
iron taking into account the various phases of iron. This is the first attempt of finite 
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element modeling at the microstructure level to account for the heterogeneity of the 
workpiece material. 
An important feature of the micro-cutting process is that the tool edge radius is 
often comparable to the uncut chip thickness causing the effective rake angle to be 
negative. Kim et al. [28] and Yen [64] have considered tool edge geometry effects.  
For the calculation of temperature distribution, Jaeger’s moving heat source 
model [65] has been used by the majority of investigators [28, 38, 42, 48, 66, and 67]. 
Interaction between the chip and workpiece has been alternatively modeled as a simple 
Coulomb friction type interaction consisting of stick and slip regimes [39, 49, 67] or as a 
continuous relationship between frictional and normal components [40].  
A critical aspect of finite element based simulation of the cutting process is the 
specification of a chip separation criterion. Different types of chip separation techniques 
have been used in machining simulation and they basically fall into three categories. 
Node separation technique [38, 68-70] is geometry-based. A predefined parting line is 
used to separate the chip layer from the workpiece. At each point on the parting line, two 
nodes are tied together initially and share the same degrees of freedom. When the tool 
approaches the tied pair of nodes, the nodes separate when a pre-specified criterion is 
met. The commonly used criteria are the tool node distance, critical effective stress, and 
critical effective plastic strain. Element deletion technique [57] is also a geometry-based 
technique in which the chip layer is predetermined by a sacrificial element layer. This 
sacrificial element layer is positioned at the bottom of the chip layer. When the tool 
approaches a sacrificial element, the element is deleted based on a criterion such as the 
critical effective plastic strain or critical energy density. The major disadvantage of both 
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methods is that the chip is forced to separate along a pre-determined line. Hence, chip 
formation is not a natural product of the machining process.  
More recently the pure deformation technique [49-50, 52] has become popular 
with the aid of remeshing techniques. It involves no chip separation criterion since it 
treats the metal cutting process like an indentation process, or a pure deformation 
process. There is no pre-defined parting line and therefore the shape of the chip is not 
pre-determined. There is also no node separation or element removal involved in this 
method. Instead, as the tool advances, nodes of the workpiece move on the tool surface 
and the elements may deform strongly close to the tool tip. The severely distorted 
elements are replaced by new elements that are more regular in shape. The material that 
overlaps with the tool is removed during the remeshing step.  
The use of fracture to determine chip separation is controversial since there is no 
consensus in the literature on whether chip formation indeed occurs by fracture or not 
[24, 124]. Considering this, the pure deformation technique is the most favorable, in 
terms of ease of implementation as well as veracity of the results. 
Based on the above review, it can be concluded that fully thermo-mechanical 
coupled models using arbitrary Lagrangian-Eulerian finite element formulations have 
been successfully developed for macro-scale machining simulation. It is selected in this 
dissertation as the platform for process modeling of micro-cutting where size effects are 
dominant. So far no detailed model (finite element or other) is currently available to 
simulate chip formation in a micro-cutting process, especially one that accounts for strain 
gradient strengthening and its contribution to size effect. Therefore, the following section 
gives an overview of strain gradient plasticity theory.  
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2.3 Strain Gradient Plasticity 
Conventional local continuum mechanics assumes that stress at a material point is 
a function of state variables, such as strain, at the same point. This local assumption has 
long been proved to be adequate when the wavelength of the deformation field is much 
larger than the dominant microstructural length scale of the material. However, when the 
two length scales are comparable, the assumption is questionable as the material behavior 
at a point is influenced by the deformation of neighboring points. There is ample 
experimental evidence to indicate that there is a significant dependence of the material 
behavior on additional length/size parameters [19-23]. Figure 2.10 shows several 
plasticity theories and the corresponding typical minimum explicit length scale of 
resolution. Therefore, a generalized continuum theory that incorporates internal length 
scales or higher-order continuum structure will allow the inclusion of small length scale 
physics and eliminate mesh dependency in numerical solutions. Among diverse 
approaches to introduce the generalized continuum are: non-local (or gradient) continuum 
theory [71], micropolar (or cosserat) continuum theory [72] and rate dependent 




Figure 2.10. Plasticity theories and typical minimum explicit length scale of resolution at 
each scale [74]. 
 
In strain gradient plasticity, length scales are introduced through the coefficients 
of spatial gradients of strain components. Strain gradient plasticity is motivated by 
microscopic understanding of plasticity relating to dislocations. When a material is 
deformed, dislocation are generated, moved and stored in two ways. Statistically stored 
dislocations accumulate by trapping each other in a random way, while the geometrically 
stored dislocations are required for compatible deformation. Geometrically stored 
dislocations can be related to the gradient of plastic strain in material. Plastic strain 
gradients appear either because of geometry of loading or because of inhomogeneous 
deformation [22].  
A first attempt to incorporate length scale effects in elasticity was made by 
Toupin [72], Koiter [75] and Mindlin [76], who considered strain gradient elasticity 
theories, in which the elastic strain energy density is a function of strain as well as strain 
and rotation gradients. An independent rotation quantity θ was defined in addition to the 
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micro-curvature. Later, Mindlin [77] proposed a more general theory that includes not 
only micro-curvature, but also gradients of normal strain. 
Fleck and Hutchinson [58] and Fleck et. al [22] extended Toupin and Mindlin’s 
theory by including plasticity in their model. Multi-length parameters are introduced to 
account for the size effect at the micron scale. They later reformulated their strain 
gradient plasticity to employ only the displacement components and plastic strain as the 
primary variables in the variational statement of the boundary value problems [78]. 
Avoiding the second gradient of the primary variables, the new version [78] has an 
advantage over the earlier theory [58] in numerical implementation and in representation 
of elastic behavior.  
Aifantis [79, 80] and Zbib and Aifantis [81] introduced an internal length scale by 
including second- and fourth-order strain gradients into the yield condition of plasticity. 
The higher-order strain gradients allowed them to account for the thickness, spacing, and 
velocity of shear bands in metals. 
Acharya and Bassani [60] have considered possible formulations of strain 
gradient plasticity that retain the essential structure of conventional plasticity and obey 
thermodynamic restrictions. Their proposed formulation is a flow theory with strain 
gradient effects represented as an internal variable which acts to increase the current 
tangent-hardening modulus.  
Starting from the Taylor relation between the shear strength and dislocation 
density in a material, Nix and Gao [82] established a linear dependence of the square of 
the plastic flow stress on the strain gradient. They developed a dislocation model to 
estimate the density of geometrically necessary dislocations underneath a conical indenter 
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and derived a hardness formula. The estimated hardness from this formula agrees with 
the experimental result of depth dependence of the hardness of single crystal copper 
measured by McElhaney et.al [83].  
Gao and Huang et al. [59] proposed an alternative formulation of strain gradient 
plasticity in which the Taylor hardening model is adopted as a founding principle. Their 
theory of Mechanism-based strain gradient (MSG) is based on a multiscale, hierarchical 
framework linking the microscale notion of statistically stored and geometrically 
necessary dislocations to the mesoscale notion of plastic strain and strain gradient. At the 
microscale, the Taylor hardening model in dislocation mechanics is used to characterize 
dislocation interactions and their effect on the flow stress. At the mesoscale the 
constitutive equations are constructed by averaging microscale plasticity laws over a 
representative cell. 
Recently Gao and Huang [84] proposed a Taylor-based nonlocal theory of 
plasticity. Their theory is intended to link Taylor’s model of dislocation hardening to a 
nonlocal theory of plasticity in which the density of geometrically necessary dislocations 
is expressed as a nonlocal integral of the strain field.  
Several strain gradient plasticity based finite element formulations have been 
developed to verify the size effect observed in micro-indentation and microtorsion 
experiments. However, no strain gradient based finite element formulation has been used 
to analyze the size effect in micro cutting.  The focus of this thesis is to develop a finite 
element formulation, which incorporates strain gradient plasticity in order to address the 
intrinsic size effect in micro cutting. 
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2.4 Surface Roughness Prediction in Micro-cutting 
Surface roughness is principally influenced by the cutting variables, the 
workpiece material and the geometry of the tool. In machining, it generally consists of 
the following components: kinematic roughness, cutting edge roughness and roughness 
caused by other disruptive factors. Kinematic or theoretical roughness is a function of the 
relative motion between the workpiece and the tool and tool geometry. The size of the 
tool nose radius and the chosen feed rate determine the kinematic roughness. Kinematic 






≅          (2.1) 
where f is the feed, rn is the tool nose radius and Rth is the maximum peak-to-valley 
roughness height (see Figure 2.12). 
 
 








Figure 2.12. Illustration of kinematics/tool geometry induced surface roughness. 
 
However, experimental data (see Figure 2.13) shows that the maximum surface 
roughness Rexp of the machined samples is always larger than the theoretical value 
estimated using Eq. (2.1), particularly at low feeds i.e. low uncut chip thickness values.  
The surface roughness generated in machining is known to be influenced by the plastic 
deformation accompanying chip formation. In micro-cutting process, surface roughness 
that arises from plastic roughening tends to become more important than kinematic 
roughness when cutting is performed at small feeds. However, prior work on surface 
generation in micro-cutting has not addressed this fact adequately. In particular, previous 
effects to model the surface generation in cutting process do not account for the effect of 








Figure 2.13.  Discrepancy between theoretical roughness and measured roughness in 
turning of a steel [24]. 
 
It has been reported [85-89] that the surface roughness in turning is also affected 
by the depth of cut, cutting speed, tool wear, presence of built-up edge (BUE), workpiece 
hardness etc. However, due to lack of understanding of the surface roughening 
mechanism at the micron/submicron level and lack of physics-based surface roughness 
models, techniques such as regression analysis, neural network etc., are commonly 
employed [85-89]. In particular, the contribution of material deformation at the micron 
scale to surface roughening has not been accounted for in modeling the surface 
generation mechanism in micro-cutting process. 
A few studies on roughening of free surfaces of metallic materials due to plastic 
deformation have been reported in sheet metal forming [90-92]. Plastic deformation 
roughens a free surface by producing slip bands within grains along with relative rotation 
and sliding among the grains. It is reported that the horizontal surface roughness 
parameter in terms of correlation length is proportional to a specimen’s average grain 
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size, and the root mean square (RMS) roughness is mainly due to the relative rotation 
between the grains that increases linearly with the amount of plastic deformation. 
The effect of material swelling in ultra-precision diamond turning has been 
investigated [93] and a good correlation between the surface roughness and the amount of 
elastic recovery has been shown. Influences of vibration [94-96] and crystallographic 
orientation [97] on surface roughness in diamond turning have also been investigated. 
 
Figure 2.14. Illustration of surface roughness contribution of Spanzipfel [98]. 
 
Brammertz [98] analyzed the portion of material left behind the tool due to 
minimum uncut chip thickness and considered this so called “Spanzipfel” as the main 
source of the discrepancy between the theoretical and measured surface roughness at 
small feeds (see Figure 2.14). The second term in Eq. (2.2) proposed by Brammertz 















fR       (2.2) 
It is also seen from Figure 2.13 that the surface roughness increases with decrease 
in feed after reaching a minimum. Grzesik [99] proposed a revised model based on 
Brammertz’s work to account for this increasing trend in surface roughness below a 
certain feed by introducing the minimum uncut chip thickness as a function of the feed. 
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However, Shaw [24] suggested that the Spanzipfel will be plastically deformed 
and reduced in size as it comes into contact with the clearance face of the tool. He 
suggested that the contribution due to the plastic deformation of the material being 
pushed to the side by the secondary cutting edge is expected to be significant at very 
small values of feed and could be partly responsible for the rise in surface roughness at 
small feeds. He also hypothesized that the size effect in specific cutting energy at small 
uncut chip thickness levels had a role to play in causing the rise in roughness at small 
feeds. However, he did not present any model of surface generation that showed this 
hypothesis was true. 
So far, little work has been done to analyze plastic side flow induced surface 
roughness in micro-cutting. In this work the effect of plastic side flow on the surface 
roughness in a three-dimensional micro-cutting process such as turning will be analyzed. 
Specifically, a model for the surface roughening due to plastic side flow in micro-turning 




The size effect in micro-machining has been reported for a number of materials 
and over a range of cutting conditions. Explanations proposed to explain size effect falls 
into categories such as material strengthening, sub-surface deformation, tool edge radius 
effects, and energy required to create new surface via ductile fracture. For process 
modeling of machining, finite element techniques have been widely used. Specifically, 
fully thermo-mechanical coupled model using arbitrary Lagrangian-Eulerian finite 
element formulations have been developed successfully for macro-scale machining 
simulation. The strain gradient plasticity that was recently proposed to explain the size 
dependence of material strength in micro/nano indentation could account for size effect in 
micro-cutting, which is also characterized by steep strain gradient. The review also 
showed that there is lack of modeling work on the prediction of surface roughness in 
micro-cutting. Therefore, the following conclusions can be drawn from the literature 
review, 
 Size effect cannot be explained satisfactorily by a single mechanism. Multiple 
mechanisms including strain gradient strengthening could be responsible for 
size effect in micro-cutting. However, their relative contribution and 
dominance in specific cutting regimes have not been investigated. 
 No numerical modeling work has considered the effects of strain gradient on 
size effect in the micro-cutting process. 
 Discrepancy between the theoretical and measured roughness in three 
dimensional micro-cutting process such as micro-turning is found to be 
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significant at small feeds. The role of plastic side flow induced surface 





FINITE ELEMENT MODELING OF ORTHOGONAL MICRO-
CUTTING  
 
The previous chapter discussed the mechanism of size effect and surface finish 
generation in micro-cutting. These are the phenomenon that will be modeled using a 
finite element approach. In order to achieve this, a fully coupled thermo-mechanical finite 
element model incorporating strain gradient plasticity that represents the constitutive 
behavior of the workpiece material more accurately at micron/submicron level needs to 
be established first. This chapter details the following aspects of the finite element model: 
(a) Constitutive model, (b) Modeling of tool-chip interaction, (c) Modeling of chip 
separation, and (d) Modeling of the heat transfer. Several key techniques and the overall 
simulation approach employed are discussed in the latter part of this chapter. 
 
3.1 Constitutive Model 
A Taylor-based non-local theory of plasticity proposed by Gao and Huang [84] is 
chosen as the basis for the constitutive model used to represent the material behavior 
under highly localized inhomogeneous deformation in micro-machining. The rationale 
for choosing this formulation and its flow theory are described in the following section.   
3.1.1 Choice of Strain Gradient Plasticity Formulation 
Strain gradient plasticity theories proposed by Fleck and Hutchinson [22, 58], 
Gao and Huang [59] and Aifantis [60] involve the gradient of plastic strain in the 
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constitutive equations. Since strain gradients and higher order stresses enter the principle 
of virtual work as work conjugates, the order of the governing equations becomes higher 
such that additional boundary conditions must be imposed. The strain gradient quantities 
are the second-order spatial derivatives of displacement. Therefore, in order to guarantee 
convergence of a displacement-based finite element analysis upon mesh refinement, the 
interpolation of displacement should exhibit C1-continuity i.e. both displacement and its 
first order derivatives must be continuous across inter-element boundaries. Another 
solution is to employ a mixed formulation which takes the higher order terms as extra 
nodal degrees of freedom [100-101]. These difficulties in numerical implementation 
make these higher order theories unattractive and prohibit their application. In 
comparison with the above higher order theories, the Taylor based nonlocal theory of 
plasticity by Gao and Huang [84] retains the same order as classical continuum theories. 
A nonlocal theory does not require additional boundary conditions and the length scale is 
introduced into the constitutive equations via nonlocal variables expressed as an integral 
of local variables over all the material points. The key feature of the Taylor-based non-
local theory of plasticity is that it does not involve higher order terms and preserves the 
structure of classical continuum mechanics. Strain gradient enters the constitutive model 
as a non-local integral and affects the flow stress variation. Thus, it has the advantage of 
simpler implementation compared to other gradient plasticity theories [22, 58-60]. 
Therefore, Taylor based nonlocal theory of plasticity is chosen to be the basis of 




3.1.2 Non-local Theory Formulation 
From the viewpoint of dislocation mechanics, the metal material is work hardened 
due to the formation, motion and interaction of dislocations. Statistically stored 
dislocations accumulate by trapping each other in a random manner while geometrically 
necessary dislocations are required for compatible deformation and are related to the 
gradient of plastic strain. This theory links Taylor’s model of dislocation hardening to a 
non-local theory of plasticity in which the density of geometrically necessary dislocations 
is expressed as a non-local integral of the strain field. Preserving the structure of classical 
continuum theory, the balance law of the theory, i.e. the balance of angular and linear 
momentum, is identical to the classical theories. The Taylor dislocation model defines the 
shear flow stress τ in terms of the dislocation density ρ as ρατ Gb= , where the 
dislocation density ρ is composed of the density of statistically stored dislocations, ρs, 
and the geometrically necessary dislocations, ρg, α is an empirical factor ranging from 
0.1~0.5, G is the shear modulus and b is the Burgers vector. 
The density of statistically stored dislocation, ρs, can be determined from the 
uniaxial stress-strain law in the absence of strain gradient effects as, 
),,(3 TfGb refs εεσρασ &==       (3.1) 
where refσ  is the reference stress in uniaxial tension and ),,( Tf εε &  is the flow stress of 
the workpiece material. On the other hand, the density of geometrically necessary 
dislocations, ρg, can be related to the effective strain gradient η as, 
bg /2ηρ =           (3.2) 
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Based on these equations, a flow stress equation accounting for the effect of 
geometrically necessary dislocations can be written as,  
( ) ηεεσσ lTfref += ,,2 &        (3.3) 
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&     (3.5) 
The strain gradient tensor is defined as,  
kijijkjikijkijk u ,,,, εεεη −+==        (3.6) 
The effective strain gradient, which measures the density of geometrically 




ijkijkηηη =         (3.7) 
where the third order deviatoric strain gradient tensor 'ijkη  is given by, 
( )ippjkjppikijkijk ηδηδηη +−= 4
1'       (3.8) 
Writing the strain gradients as a nonlocal integral of strains, the density of 
geometrically necessary dislocations ρg can be linked to the strain gradient in such a way 
that it can be calculated from the strains without having to resort to the mesoscale. 
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Consider the Taylor expansion of a strain component εij in the neighborhood of the point 
x, 
)()()( 2, ξξεεξε Oxx mmijijij ++=+       (3.9) 
where ξ denotes the local coordinates centered at x. For a 2-dimensional problem, 
integrating Eq. (3.9) with ξk over a small representative area Acell containing x gives, 
∫ ∫ ∫+=+Acell Acell Acell mkmijkijkij dAdAxdAx ξξεξεξξε ,)()(    (3.10) 
where the characteristic size, lε, of Acell is assumed to be sufficiently small that higher 
order terms in lε are negligible. Therefore, the gradient term εij,k can be expressed in terms 
of an integral of strain ε, 
[ ] ( )∫ ∫ −−+= Acell Acell mkmijijkij dAdAxx
1
, )()( ξξξεξεε     (3.11) 
where ( ) 1−∫Acell mk dAξξ is the inverse of ∫Acell mk dAξξ . In the case of a square representative 
cell centered at x, Eq (3.11) reduces to  
∫= Acell kijkij dAI ξεε ε
1
,         (3.12) 
where Iε is the moment of inertia of the cell and is related to the edge length lε of the cube 
as follows, 




εε ξ        (3.13) 
Using Taylor series expansion of the strain components [84], the deviatoric strain 


















1 ξξεξδξδξεξεξεη  (3.14) 
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3.1.3 Flow Theory of Taylor-based Nonlocal Plasticity 
In the flow theory of Taylor-based nonlocal plasticity, the constitutive equations 
are expressed in rate form. The strain rates can be decomposed into a volumetric part and 
a deviatoric part as 
ijijkkij εδεε ′+= &&& 3
1         (3.15) 
where the volumetric strain rate is purely elastic and is related to the hydrostatic stress 







& =          (3.16) 




ijij εεε &&& +=′
'          (3.17) 
where the elastic strain rate 'eijε& is proportional to the deviatoric stress rate ijσ ′&  via the 










&          (3.18) 
The plastic strain rate pijε& is proportional to the deviatoric stress 
3/ijkkijij δσσσ −=′  by the association rule 
ij
p
ij σλε ′=&          (3.19) 




































=         (3.21) 
is the effective plastic strain rate and 2/3 ijije σσσ ′′= is the effective stress. Combining 















&&        (3.22) 
The effective plastic strain pε is obtained from the effective plastic strain rate 
pε& as 
∫= dtpp εε &          (3.23) 
For the flow theories of plasticity, it is useful to write the uniaxial stress-strain 
relation in terms of the plastic strain pε as 
( )Tf ppref ,,εεσσ &=         (3.24) 
where f  is a function of plastic strain, strain rate and temperature, and it is related to the 
elastic-plastic uniaxial stress-strain relation )(εσσ fref= as follows, 











εεεε &&     (3.25) 
The yield criteria is then given by 
( ) ηεεσσσ lTf pprefe +== ,,2 &       (3.26) 
Differentiating the square of Eq. (3.26) with respect to time gives the consistency 
condition 






1          (3.28) 
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&        (3.30) 
The constitutive equations of Taylor-based non-local theory of plasticity [84] are 
expressed in rate form as follows: 
kkkk kεσ && 3=          (3.31) 
































&   if σσ <e or 0<eσ&   (3.32) 
The constitutive model is implemented using the user subroutine UMAT available 
in ABAQUS®/Standard. The measures of stress and strain used are the “true” (Cauchy) 
stress and logarithmic strain. In a finite strain problem the stress and strain tensor are 










3.2 Evaluation of Strain Gradient as Integral of Strains 
 
Figure 3.1. A schematic diagram of the isoparametric transformation. 
 
In order to evaluate the strain gradient in an element, the strain components need 
to vary within the element. First order elements with linear shape functions generate 
constant strain and result in a zero strain gradient in the element. Thus, higher order 
elements (second order or higher) are required for full evaluation of the strain gradient 
within each element. The strain gradient evaluation algorithm used in this work is 
demonstrated for an 8-node quadratic element.  For an 8 node bi-quadratic fully 
integrated element used in the model, each element has 9 Gaussian integration points as 
shown in Figure 3.1. The isoparametric transformation is used such that each element is 






Figure 3.2. Extrapolation from an 8-node quad Gauss points. 
 
The finite element solution of strains and stresses are obtained at the Gaussian 
integration points, which are identified as 1’, 2’, 3’, 4’, 5’, 6’, 7’, 8’ and 9’ in Figure 3.2. 
To obtain the strain field within each element, the first step is to obtain the strain at the 
element nodal point. Each strain component is carried to the corner nodes 1 through 8 
through a bi-quadratic extrapolation based on the strain values at 1’ through 8’. To 
understand this extrapolation procedure more clearly, it is convenient to consider the 
region bounded by the Gauss points as an internal element or Gauss element. The Gauss 
element is also an 8-node quadrilateral. Its quadrilateral coordinates are denoted by r’ and 
s’. These are linked to r and s by the simple relations 
3
5/rr ′= ,    
3






















Table 3.1. Coordinate conversion between the quadrilateral element and its internal 
element. 
Corner 
node  r s r’ s’ 
Gauss 
node r s r’ s’ 
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Any scalar quantity v whose values v’i at the Gauss integration points are known 
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=         (3.42) 
Once the strains at the 8 nodal points are obtained, the strain at any specific point 
within the element can be calculated by interpolation using the shape functions. Next, a 
mesoscale cell centered at each element integration point as shown in Figure 3.3 is 
defined for the integration of the strain field.  The mesoscale cell is taken to be a square 
surrounding the Gaussian integration points in the isoparametric space. The size of the 
mesoscale cell in the isoparametric space must be small such that it is completely 
contained in the element. Specifically, for an element size of 2 in the isoparametric space, 
the mesoscale cell size must be less than 0.45 for the element with nine-point Gaussian 
integration. A wide range of the mesoscale cell sizes, 0.4, 0.2, 0.02, and 0.002, has been 
used in the study.  The differences in numerical results are shown to be less than 0.1%. 
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Therefore, 0.02 is used as the mesoscale cell size in the isoparametric space. It should be 
noted that there are two different levels of Gaussian integration in the finite element 
analysis for Taylor-based nonlocal theory. The first is at the element level, which is the 
same as in classical plasticity theories. Stresses and strains are evaluated at the Gaussian 
integration points in each element. The second is at the mesoscale cell level, which is 
special for Taylor-based nonlocal theory. There is a mesoscale cell surrounding each 
element-level Gaussian integration point. 
 
 
Figure 3.3. Mesoscale cell in an 8-node quadratic element. 
 
For a two dimensional plane strain problem, the non-zero strain gradient 
component at each Gaussian integration point includes η’111, η’121 (η’211), η’221, η’112, 


























































      (3.48) 
The Gauss-Legendre integration scheme is used for the two dimensional 
integration in isoparametric space in Eq. (3.43) ~ Eq. (3.48). Note that all the strain 
components in Eq. (3.43) ~ Eq. (3.48) within the mesoscale cell is relative strain with 
respect to the center point of the mesoscale cell. Third order of Gauss-Legendre 
integration is adequate for accurate numerical integration (see Eq. 3.49) and its abscissae 
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Table 3.2. Gauss-Legendre abscissae and weights. 
No. k rk, sk weight w(rk, sk) 
2 ±
3













3.3 Tool-Chip Interaction 
Two types of contact are involved in modeling of frictional interactions between 
the tool and the workpiece: 
 Contact between the rake face of the tool and the chip. 
 Contact between the flank face of the tool and the machined surface. 
Accurate representation of the frictional interaction between the tool and 
workpiece is vital to obtaining a reliable and realistic machining simulation. This is 
because of the intimate link between machining forces and the tool-workpiece interaction 
as well as the thermo-mechanical coupled effect of the system due to heat generation by 
frictional dissipation. However, the friction characteristic at the tool-chip interface is 
difficult to determine since it is influenced by many factors such as cutting speed, contact 
pressure, and temperature. Extensive studies have been performed on the mechanics of 
interaction along the tool-chip interface and several models have been developed. Of 
these, Zorev’s model [102], which reveals that two distinct regions of sliding and sticking 
on the interface exist, is widely accepted.  In the sliding region, the shear stress is a 
fraction of the normal contact pressure, p. As the shear stress reaches a limiting shear 
stress value, *τ , sticking occurs and the shear stress equals the limiting shear stress value 
regardless of the normal contact pressure. Plastic flow occurs in the sticking regime, 
whereas the same does not occur in the sliding regime. Further experimental work 
performed by Shirakashi and Usui [103] and Iwata et al.[37] revealed that a constant 
coefficient of friction was observed in the sliding regime, where the frictional shear stress 
was lower than a certain critical value, and a constant value of shear stress was observed 
in the sticking region. This critical value was found to be equal to the shear flow stress of 
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the work material. Also, Shaw [24] estimated that the critical value of contact pressure 
required for a rapid increase in the ratio of real area of contact to the apparent area of 
contact in a pin-on-disk experiment approached the flow stress of the material.  
 
Figure 3.4. Illustration of normal and shear stress distribution at the tool chip interface 
[24]. 
 
The coefficient of friction for the sliding region may be estimated from pin-on-
disc type experiments. Burwell and Strang [104] found that in order for subsurface plastic 
flow to take place in the weaker material when two materials are in contact, the value of 
the contact pressure equaled the shear flow stress of the material when the coefficient of 
friction approached 0.3.  
For the aluminum alloy Al5083-H116 chosen as workpiece material in this work, 
very limited machining data has been reported since the material is more commonly used 
in bulk deformation process. Radwan [105] reported the mean coefficient of friction 
during machining of Al5083-H34 using high speed steel and sintered carbide tools to be 
0.5~1.0. An average value of the coefficient of friction was estimated from the measured 
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frictional and normal forces in the experiments. However, the mean friction coefficient is 
expected to be less for machining Al5083-H116 with diamond tools. 
Based on the above observations of the mechanics of interaction along the tool-
chip and tool-work interfaces, the Coulomb friction model (see Eqs. (3.50)-(3.51)) seems 
to fit the machining problem most adequately. This model has been used with success by 
several researchers [39, 49, 106, and 107] and is chosen in this work to model the tool-
chip interaction. 
σµ=s  when *τσµ < (sliding)      (3.50) 
*τ=s  when *τσµ ≥ (sticking)      (3.51) 
where s is the frictional shear stress, 
µ is the coefficient of friction,  
σ is the frictional normal stress, and 
τ* is the shear flow stress of the workpiece material and equals to 3/yσ , σy is 
the uniaxial flow stress of the material in machining. 
A sensitivity analysis for the coefficient of friction was run at a cutting speed (Vc) 
of 200 m/min, uncut chip thickness (t) of 0.2 mm and a width of cut of 1 mm. A value of 
135 MPa, obtained from Equation (3.51), was used for *τ . The cutting tool has a 5 degree 
rake angle. Finite Element simulations were run with coefficient of friction values of 0.3, 
0.4 and 0.5. The cutting and thrust forces were compared with experimental values (see 
Page 91, 95 of Chapter 4 for details of the experiments). The results are shown in Table 
3.3. It can be seen that friction coefficient at the tool-chip interface has a large influence 
on both cutting forces and thrust forces, with the forces showing a slight increase with 
increasing values of µ. The best prediction of the cutting force was obtained for µ=0.3 
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while the best prediction of the thrust force was obtained for µ=0.5. However, values of 
µ=0.3 under-predicted the thrust force and µ=0.5 over-predicted the cutting force 
respectively by significant amounts. A value of µ=0.4, which is closer to the apparent 
friction coefficient derived from experimental data (see Page 95 of Chapter 4), gives 
reasonable prediction within 20% percentage error for both cutting and thrust forces. 
Using a constant coefficient of friction, shear flow stress τ* was varied by ±10% to 
examine its effect on machining forces. It was found that variation of the shear flow 
stress has little effect on the machining forces.  
Table 3.3. Friction coefficient sensitivity analysis. 
Fric. Coeff. (µ) Fc Sim. (N) Fc Exp. (N) Ft Sim. (N) Ft Exp. (N) 
0.3 136 26 






3.4 Chip Separation Modeling 
The pure deformation method of chip formation [49-50, 52] has been 
implemented in this work with the help of the adaptive remeshing technique. In the pure 
deformation method, the cutting process is likened to a metal forming operation. When 
the cutting tool advances, the material in front of the tool meets the tool and simply flow 
on the two sides of the tool. There is no need to debond any tied nodes or remove 
sacrificial elements to facilitate chip formation. Thus, a chip separation criterion can be 
avoided. Furthermore, there is no pre-defined parting line and therefore, the shape of the 
chip is not pre-determined. Instead, the material point, which is initially above the cutting 
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tool tip can be deformed and moved below the machined surface, which enables the 
modeling of subsurface material plastic flow. When cutting with a sharp tool, nodes in 
the workpiece move along the tool surface causing the elements to deform severely near 
the tool tip. The severely distorted elements usually cause convergence difficulties and 
should be replaced during the remeshing step by new elements that are more regular in 
shape. The small amount of material that overlaps the tool is removed during the 
remeshing step (see Figure 3.5). 
                               
Figure 3.5. Illustration of material separation using the pure deformation method. 
 
3.5 Heat Transfer Modeling 
In applications such as machining, substantial amounts of heat may be generated 
due to plastic deformation and friction at the tool-chip interface. The temperature attained 
can be quite high and have a considerable influence on the mechanical properties of the 
material. In the finite element model, heat generation due to plastic deformation and 
friction is modeled as a volume heat flux. Heat conduction is assumed as the primary 
mode of heat transfer, which occurs within the workpiece material and at the tool-chip 
interface. 
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The governing equation of heat transfer is as follows:  
∫∫∫ +=
VSV
m dVQdSqdVU &&ρ        (3.52) 
where V is the volume of solid material with surface area S, U&  is the material time rate of 
internal thermal energy, mρ is the mass density, q is the heat flux per unit area of the body 
flowing into the body, and Q&  is the heat supplied externally into the body per unit 
volume. 
The fraction of dissipated energy converted into heat due to plastic deformation 
and friction is assumed to be 0.9. Heat generated due to friction is distributed via a 
weighting factor of 0.5 between the two contact surfaces. 
3.6 Finite Element Model Set-Up 
There are many commercial finite element codes that are capable of modeling the 
machining process. Examples include DEFORM® 2D/3D, ABAQUS®, and Third Wave’s 
AdvantEdge® Classic.  Based on the modeling requirements noted above, the finite 
element package required for the present work must have the important feature of 
adaptive remeshing. A few of the aforementioned packages such as DEFORM®, 
AdvantEdge®, and MARC® 2D possess this feature.  However, the program should also 
provide the user with the flexibility to define a genuine strain gradient plasticity material 
model using higher order elements. Higher order elements are necessary for fully 
evaluating the strain gradient tensor since constant strain components in first order 
elements yield zero strain gradients. Although ABAQUS®/Standard does not have true 
adaptive remeshing capability, it is more flexible than some of the other codes as it 
allows user-defined subroutines and higher order elements. Consequently, the general 
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FEA package ABAQUS®/Standard was selected as the finite element platform for this 
work. 
A coupled temperature-displacement plane strain element is required for 
simulating the orthogonal metal cutting process. For a fully coupled simulation, 
ABAQUS® only allows fully integrated elements. However, as explained earlier, higher 
order elements are required for the evaluation of strain gradient at the element integration 
points. Therefore, an 8-node bi-quadratic displacement and bilinear temperature element 
was chosen to approximate the workpiece geometry.  
In order to aid the initial progress of the simulation, the shape of the workpiece at 
the end close to the cutting tool was altered as shown in Figure 3.6 prior to the start of 
simulation. As can be seen in Figures 3.6-3.7, a step was created to aid the fast transition 
from incipient to steady stage. Since the steady state mechanical response is of primary 
interest, the initial shape modification will not affect the overall results obtained in the 
steady stage.  
 




Figure 3.7. Region of workpiece showing modified initial shape for tool with a finite 
edge radius. 
 
Since the overall dimensions of the model were significantly larger than the area 
of interest, mesh refinement was necessary to keep the total number of elements to a 
minimum for computational efficiency. It is necessary to have a very fine mesh in the 
primary and secondary deformation zones to resolve the relatively steep stress and strain 
gradients present in these zones. An element size of several microns is desired in these 
zones. However, using the same mesh size throughout the workpiece increases the 
computational cost significantly. Therefore, the mesh pattern generated in each 
remeshing step was designed to be much denser in the vicinity of the two deformation 
zones, and coarser away from these zones. 
A mesh density windowing technique was used for mesh refinement. As seen in 
Figure 3.8, different mesh density windows were defined in and away from the major 
deformation zones. This approach reduces the number of elements by a factor of ten or 
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more and greatly reduces the computational cost while maintaining a sufficiently high 
resolution for the solution. 
 
 
Figure 3.8. Illustration of mesh density windows in mesh refinement scheme. 
 
The boundary conditions imposed on the model are shown in Figure 3.9. The 
nodes along the bottom side of the workpiece are constrained from movement in all 
directions.  The nodes along the top and right side of the tool are constrained against 
movement in the y-direction. They are given a velocity in the x-direction equal to the 
cutting speed. An initial temperature of 25oC was applied to all nodes in the model. 
Mesh density windows 
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Figure 3.9. Illustration of boundary condition prescribed in finite element model. 
 
Automatic time incrementation was used for the solution procedure. ABAQUS® 
determines a suitable time increment based on the model size and stiffness. Time 
increments during the solution procedure were found to be on the order of 10-9 seconds. 
Since the time integration step approaches zero, it may be concluded that the round-off 
and truncation errors are negligible.  
A summary of physical properties of the workpiece and tool materials is presented 
in the next chapter. The workpiece was modeled as elasto-plastic, whereas the tool was 












3.7 Overall Simulation Approach 
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Figure 3.10. Overall simulation approach. 
 
A flow chart summarizing the overall simulation approach is shown in Figure 
3.10.  Note that the complete simulation of one cutting pass consists of a large number of 
short analysis jobs. A DOS® script program is used to execute the loop without manual 
interruption.  ABAQUS® starts the simulation with initial model definition, stress/strain 
calculation is executed using ABAQUS®/Standard and remeshing criteria is checked 
during each time increment. Once the remeshing criterion is met and a remeshing step is 
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considered to be necessary, the current simulation stops and outputs all the results. Then 
the geometry profile of the workpiece and tool is extracted from the results and submitted 
to the remeshing module to generate a new mesh.  Next, the solution at the last step of the 
previous simulation job is mapped to the new simulation job as initial conditions. 
ABAQUS® then continues the cutting simulation by carrying out a new simulation 
subsequently.  The strain gradient plasticity based constitutive model is realized by using 
the user defined subroutine URDFIL. Reading from and writing to the external database 
file is realized by using the user defined subroutine UEXTERNALDB.  The solution 
mapping module is realized by using the ABAQUS® post-processing subroutine 
HKSMAIN. The remeshing module consisted of a pre-processor coded in FORTRAN 77 
plus the automatic mesh generator feature of ANSYS®.  
 
3.8 Hardware Details 
Table 3.4 gives the details of the different machines the simulations were run on. 
Typical models with dimension of 3 mm by 1 mm and smallest element size of 2 µm 
have about 3000 elements and 12000 nodes. ABAQUS® is not a very RAM intensive 
program, with 1 GB being found more than adequate for common simulations. However, 
it should be noted that the simulations performed in this work consist of hundreds of 
small jobs, which requires high I/O capability of the system.   
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Table 3.4. Configurations of computer systems used to run simulations. 
No. Machine Details
Intel Pentium IV processor @ 2.99 GHz
Windows XP ™ OS
2 GB RAM
Intel Pentium IV processor @ 2.53 GHz
Windows XP ™ OS
1 GB RAM
Intel Pentium IV processor @ 2.66 GHz
Windows XP ™ OS
1 GB RAM
Intel Pentium IV processor @ 2.20 GHz












3.9 Adaptive Remeshing 
As discussed earlier, adaptive remeshing was implemented to avoid convergence 
difficulties typically caused by severely distorted elements. The adaptive remeshing 
module developed in this work differs from the “adaptive meshing” feature available in 
ABAQUS® in that it has the capability of adjusting, refining and/or coarsening the mesh. 
Several remeshing criteria can be used to determine the best time to execute the 
remeshing step. During simulation, the remeshing criteria are checked at each time step 
to determine whether a remeshing step is required. Once the remeshing criterion is 
satisfied, the outline of the workpiece is stored and the automatic mesh generating 
module of ANSYS® is used to create a new mesh for this region. Subsequently, the 
solution is mapped from the old mesh to the new mesh. Several remeshing criteria such 
as interference depth, element shape, critical effective plastic strain, critical cutting 
distance and minimum time increment were investigated. Of these, interference depth, 
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critical cutting distance and minimum time increment were found to work the best for the 
simulations presented in this thesis. Details of these criteria are presented below. 
3.9.1 Interference Depth 
Interference depth is used as the main criteria in the sharp tool cutting simulation. 
ABAQUS®/Standard defines the contact conditions between two bodies using a strict 
“master-slave” algorithm. Generally, contact interactions occur between two surfaces. 
However, in the strict master-slave contact formulation used in ABAQUS®/Standard, 
only the master surface is used as a surface, where its geometry and orientation are taken 
into consideration. The direction of the slave surface's normal is not relevant in strict 
master-slave contact and a slave surface is recognized by the program as a group of nodes 
i.e. a node-based surface. The master surface that is attached to the sharp tool penetrates 
into the workpiece mesh at the tool tip as the tool advances. If too much penetration 
occurs, workpiece elements get badly distorted and make simulation results deviate from 
the correct solution. Also convergence issues arise with badly distorted elements. 
Therefore, interference depth is chosen as the remeshing criterion for the cutting 
simulation with sharp tool to prevent the workpiece elements near cutting tool tip from 
becoming severely distorted. This criterion was used for most sharp tool cutting 
simulations. Typical values of interference depth used varied from ¼ of the minimum 
element size to ¾ of the minimum element size. 
3.9.2 Cutting Distance  
In certain situations, element property based criteria do not work as nicely as 
expected. Then the remeshing step can be forced to occur by criteria such as cutting 
distance. When the cutting tool advances and exceeds certain critical distance, no matter 
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if the element shape is bad or not, or how much the maximum plastic strain is, a 
remeshing step is executed. This criterion was found to work well for the tool edge radius 
cases simulated and discussed in Chapter 5. A typical value used was two times of the 
minimum element size in the cutting zone. 
3.9.3 Minimum Time Increment 
The minimum time increment acts as an important supplemental remeshing 
criterion. By default, ABAQUS®/Standard automatically adjusts the size of the time 
increments to solve nonlinear problems efficiently. The user needs to suggest only the 
size of the first increment in each step of the simulation, after which ABAQUS®/Standard 
automatically adjusts the size of the increments. For highly nonlinear problems 
ABAQUS®/Standard has to reduce the increment size repeatedly to obtain a solution. The 
simulation usually fails to achieve convergence after too many cutbacks in the last time 
increment attempted.  Therefore, when the time increment during one analysis is reduced 
to a certain value, the simulation is considered to need a remeshing step. This remeshing 
criterion was used in combination with the critical cutting distance criterion in the tool 
edge radius simulations presented in Chapter 5. Typical value of minimum time 
increment used in these simulations was 1x10-11 s, which is 1% of the initial time 
increment for the first step. 
3.10 Solution Mapping Scheme 
The solution and state variables need to be mapped from the old mesh to the 
newly created mesh after each remeshing step. Discontinuity in the solution is inevitable 
because of changes in the mesh. Therefore, it is important to keep the cumulative error 
under control so that it will not adversely affect the results after several hundred 
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remeshing steps. Remeshing before the elements become excessively distorted and using 
a sufficiently fine mesh tend to reduce the discontinuity. For a micro-cutting simulation, 
which needs as many as several hundred remeshing steps, the solution mapping scheme is 
found to be important and needs to be chosen carefully. 
 
 
Figure 3.11. Illustration of ABAQUS solution mapping between old and new mesh. 
 
ABAQUS®/Standard employs a standard interpolation technique for solution 
mapping. Basically, the solution variables are first obtained at the nodes of the old mesh 
by extrapolating the values from the gauss integration points to the element nodes and 
then averaging these values over all elements abutting each node. Next, the location of 
each integration point in the new mesh is obtained with respect to the old mesh and the 
variables are then interpolated from the nodes of the old element to the integration points 
of the new element (see Figure 3.11). However, this technique works well only with 
first–order reduced integration elements. Problems arise from the extrapolation step when 
used with higher order elements. If a new gauss integration point is located near the 
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nodes of the old mesh, the solution error at the new gauss point will tend to be magnified 
due to extrapolation of the solution variables to the nodes of the old mesh prior to 
interpolating them to the integration point in the new element. This magnification effect 
can eventually make the cumulative error grow out of bounds.  
In the present work, the diffuse approximation method [108] was used to 
eliminate this error. Without extrapolating the solution to the nodes, a weighted least 
squares approximation is applied directly to a local window around the estimation points. 
The method is as follows. 
At a given gauss integration point x of the new mesh, let σ = <p(x, y)>{β} be the 
field to be estimated; <p(x, y)> is the polynomial basis and {β} is the coefficient vector 
depending on the coordinates (x, y). The coefficient vector {β} is determined by 
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where (xi, yi) and σi are the coordinates and the field values at the integration points of the 
old mesh, respectively. The approximation is based on the n closest neighbors of x (see 

























Figure 3.12. The diffuse approximation method. 
 
By avoiding the extrapolation step and directly estimating based on the exact 
solution at the old integration points, the diffuse approximation method yields a more 
accurate mapping of the solution and minimizes the cumulative error. 
The solution mapping scheme discussed above was coded in FORTRAN 77 and 
implemented as a post-processor in ABAQUS®/Standard thereby bypassing the default 
mapping routine available in the software.  
3.11 Achieving Convergence 
For an implicit algorithm, it is important to ensure convergence with reasonable 
time increments. In this section, some techniques that help in achieving convergence are 
described.  
The ABAQUS® software used in the simulation checks the largest residual force 
and compares this to the average force within the model in order to test for convergence. 
This method is not appropriate for the metal cutting process, as the average force in the 
model is small compared to the maximal forces occurring in the shear zone. This standard 
convergence criterion is therefore much too strict. Convergence controls have to be 
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adjusted accordingly and comparison has to be made to a typical value of the force within 
the shear zone. The same applies for the calculation of temperatures and heat flows. It 
can be ensured that this convergence criterion is strict enough by comparing the 
calculated corrections to the calculated increments during the iteration procedure and 
ensuring their smallness.  
Nonlinear static problems can be unstable due to change of the model due to 
remeshing. The instability is localized since only the new mesh within the cutting zone 
exhibits observable difference from the old mesh. After remeshing, the force equilibrium 
may not be fulfilled because of the mapping of the deformation and the material state 
variables. There will be a local transfer of strain energy from one part of the model to 
neighboring parts. This may cause initial deformations and thus lead to convergence 
problems that hinder the simulation restart. These kinds of problems have to be solved 
either dynamically or with the aid of artificial damping. ABAQUS®/Standard provides an 
automatic mechanism for stabilizing unstable quasi-static problems through the automatic 
addition of volume-proportional damping to the model. The mechanism is triggered by 
including the STABILIZE parameter in any nonlinear quasi-static procedure. Viscous 
forces of the form  
vMCF dv
*=          (3.55) 
are added to the global equilibrium equations  
0=−− vie FIP         (3.56) 
where M* is an artificial mass matrix calculated with unity density, Cd is a damping 
factor, tuv ∆∆= / is the vector of nodal velocities, and ∆t is the increment of time (which 
may or may not have a physical meaning in the context of the problem being solved).  
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In this work artificial damping has been introduced for the first 5x10-11 s of a 
simulation. This is a very short time period comparing to the whole time step so that this 
deformation is kept small. For most applications, the first increment of the step is stable 
without the need for damping. The damping factor is then determined in such a way that 
the extrapolated dissipated energy for the step is a small fraction of the extrapolated strain 
energy. The fraction is called the dissipated energy fraction and has a default value of 2.0 
×10–4.  However, for the case of restart analysis in machining, the first increment is 
unstable due to remeshing. In such cases it is not possible to obtain a solution to the first 
increment without applying some damping. Therefore, some damping is applied during 
the first increment. In many cases the amount of damping may not be appropriate and the 
damping factor used for the initial increment has to be chosen based on trial and error. 
The damping factor includes information not only about the amount of damping but also 
about mesh size and material behavior. 
Another source of convergence difficulties comes from remeshing of a contact 
problem. In a region of contact the new mesh must conform closely to the shape of the 
surface from the old analysis. This requirement is especially important for problems 
involving contact between two deformable bodies. If the surfaces defined by the new 
mesh are even slightly different from the surfaces in the old analysis, the contact 







In this chapter, a fully coupled thermo-mechanical finite element model 
incorporating strain gradient plasticity has been established. A Taylor-based nonlocal 
theory of plasticity was used in constitutive model. Coulomb friction model was chosen 
to model the tool-chip interaction. Sensitivity of critical parameters such as the 
coefficient of friction and the shear flow stress at the tool-chip interface were studied. 
Values of these parameters were then chosen such that errors in the predicted forces were 
minimized. Pure deformation technique is used for modeling of chip separation. Adaptive 
meshing and diffuse approximation method based solution mapping techniques have been 




MICRO-CUTTING MODEL VERIFICATION 
 
The previous chapter established a strain gradient based thermal-mechanical 
coupled finite element model that is aimed at accurately representing the constitutive 
behavior of a metallic material in micro/meso scale cutting.  In this chapter the proposed 
finite element model is verified by comparing the predicted cutting forces with measured 
forces obtained from a series of machining experiments. Two sets of orthogonal cutting 
experiments, at high and low cutting speeds, have been carried out on aluminum alloy 
Al5083-H116, a strain rate insensitive material. A detailed description of the machines, 
cutting tools, workpiece materials, experimental setup and the experimental procedure is 
presented in this chapter. 
 
4.1 Experimental Goal 
The goal of the experiments discussed in this chapter is to verify that the 
established finite element model for micro/meso scale cutting process is able to provide 
good predictions of the cutting forces. It is known that at the current stage, there is lack of 
reliable and robust techniques for measuring the cutting variables such as cutting 
temperature, shear strains within deformation zone, etc. However, cutting force 
measurement can be obtained with fairly good resolution and repeatability and is 
therefore chosen as the variable for verification purposes.  To demonstrate the capability 
of the established finite element model at different cutting conditions, one set of 
orthogonal cutting experiments was performed at low cutting speed and small uncut chip 
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thickness where the strain gradient effect is expected to be dominant. Another set of 
orthogonal cutting experiments was performed at high cutting speed and relative large 
uncut chip thickness where the strain gradient effect is expected to be negligible.  Due to 
variation in the edge radius of the cutting tool and convergence difficulties encountered 
when incorporating strain rate into the material constitutive model, edge radius and strain 
rate effects are minimized in the model verification by choosing an upsharp tool and a 
strain rate insensitive material AL5083-H116. 
 
4.2 High Precision Machines 
It has been highlighted by many researchers that one of the major disparities 
between macro-scale and micro scale machining is the positional accuracy and resolution 
requirement of the machines used. Further, miniaturization of engineering components is 
often limited by the accuracy and resolution of the machine tool’s actuation and sensor 
systems. However, recent technical developments in ultra-precision machines have 
significantly improved both the achievable accuracy and resolution of the machines. 
Therefore, to ensure the precise position and movement of cutting tools with respect to 
the workpiece in this experimental investigation, a Hardinge conquest T42SP lathe and a 
precision 2-axis motion control stage with excellent positioning and repetition accuracy 
were used. Detailed descriptions of the high precision machines used in this experimental 
investigation are presented in the following section. 
4.2.1 Hardinge Conquest T42SP Lathe 
 The Hardinge Conquest T42SP lathe, shown in Figure 4.1, is a 2-axis super 
precision Computer Numerical Control (CNC) lathe. The machine has a positioning 
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resolution of 1 µm in the X and Z axes and an overall axis repeatability of 0.76 µm. The 
minimum axial feed rate of the Hardinge lathe is 1 mm/min. It utilizes heavy duty linear 
guideways for improved positioning accuracy. The machine is also mounted on a 2200 kg 
HARCRETE® polymer composite base for increased vibration isolation. The Hardinge 
Conquest T42SP lathe was used in this study for orthogonal cutting experiments on 
Al5083-H116 with Polycrystalline Diamond (PCD) tools at relative high cutting speeds 
(≥200 m/min) and large uncut chip thickness values (≥20 µm).  
 
 
Figure 4.1. Hardinge Conquest T42SP Lathe. 
 
4.2.2 Precision 2-Axis Motion Control Stage   
The precision 2-axis motion control stage consists of two Aerotech ATS125 linear 
ball screw stages. The ATS125 with integral motor option directly couples a brushless 
motor to the ballscrew drive. This eliminates the flexible coupling typically present in 
screw driven stages and yields a stiffer system with higher servo bandwidth. The lack of a 
coupling also improves system reliability by removing a component susceptible to failure. 
The control stage has a maximum travel length of 600 mm and maximum speed of 36 
m/min. The resolution of the precision 2-axis motion control stage is within 0.1 µm.  For 
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a maximum travel distance of 100 mm, its accuracy is within 6 µm and straightness and 
flatness are within 5 µm. The precision 2-axis motion control stage, as shown in Figure 
4.2, was used in this study for orthogonal cutting experiments on Al5083-H116 with 
single crystal diamonds (SCD) tools at low cutting speeds (≤ 10m/min) and small uncut 
chip thicknesses (≤ 10µm). 
 
 
Figure 4.2. Precision 2-axis motion control stage. 
4.2.3 ZYGO NewView 200 White Light Interferometer 
The ZYGO NewView 200, shown in Figure 4.3, is a scanning white-light 
interferometer used for characterization of the surface texture. It is a high-resolution, non-
contact, non-destructive, three-dimensional surface measurement device. It is typically 
used for surface characterization of silicon wafers, automotive parts and machined 
components. This device utilizes the pairing of a highly precise vertical scanning 
transducer and a camera to generate a three-dimensional surface image of the sample. 
This is achieved by using the fringes produced by the optical path difference between the 
reference and reflected beam. The image of the surface is subsequently processed to 
 
2 axis precison 
stage
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provide a precise measurement of the surface topography of the sample. The ZYGO 
NewView 200 was used to measure the surface roughness of the machined samples.  
 
Figure 4.3. ZYGO NewView 200 white light interferometer. 
4.2.4 Cutting Force Dynamometers 
 A three-component piezoelectric cutting force dynamometer was used to measure 
the cutting forces in this study. Since the magnitude of the cutting forces in micro and 
nano scale cutting is expected to be small, an important requirement of the dynamometer 
used is that it should have a low threshold and high sensitivity so that it can accurately 
measure small fluctuations in the cutting forces. Two types of force dynamometers were 
used in the experimental investigation.  
A Kistler Type 9256C2 three-component force mini-dynamometer, shown in 
Figure 4.4, was used to measure the cutting forces in the micro scale cutting experiments. 
The type 9256C2 mini-dynamometer allows measurement of three extremely small 
orthogonal components of force due to its high sensitivity and low threshold (< 0.002 N). 
It can accurately measure force components as small as 0.001 N and has a working range 
of ±250 N.  
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A Kistler Type 9257 three-component force dynamometer, shown in Figure 4.5, 
was used to measure the cutting forces in experiments where the uncut chip thickness 
exceeded 10 µm. The Type 9257 dynamometer can measure force components as small 
as 0.01 N with a working range of ±5 kN.  
 
 
Figure 4.4. Kistler Type 9256C2, three-component force mini-dynamometer. 
 
 








4.3 Workpiece Material 
AL5083-H116 is an Al-Mg-Mn alloy developed for applications requiring a 
weldable moderate strength alloy having good corrosion resistance. As such it is an 
excellent all round alloy ideal for many applications. Superplasticity of Al5083-H116 
allows economical forming of complex components while retaining the high strength- 
and stiffness-to-weight ratios characteristic of aluminum alloys used in automotive, 
aerospace and military applications. As a non-heat-treatable alloy, microstructural 
damage incurred in the Heat affected zone (HAZ) in welding for Al5083-H116 is limited 
to recovery, recrystallization and grain growth. Thus, loss in strength in the HAZ is not 
nearly as severe as that experienced in heat-treatable alloys. For this reason, Al5083-
H116 alloy is popular for use in welded pressure vessels where reasonable joint strengths 
can be obtained in the as-welded condition without the need for post-weld heat treatment. 
Al5083-H116 allows a good compromise between formability and corrosion resistance, 
combined with moderate strength. Typical applications include automotive, rail, 
architectural and marine applications.  
According to a recent sensitivity study of material flow stress in machining by 
Fang [109], the predominant factor governing the material flow stress is either strain 
hardening or thermal softening, depending on the specific work material employed and 
the varying range of temperatures. Strain-rate hardening is reported as the least important 
factor governing the material flow stress, especially when machining aluminum alloys. It 
is also reported in [110] that aluminum alloy is one category of metal that possesses the 
smallest strain rate sensitivity exponent. Among aluminum alloys, Al5083-H116 is 
observed to have negative strain rate sensitivity at room temperature. Al5083-H116 has 
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been found to have the least strain rate sensitivity exponent based on available material 
data. Therefore, in this study, aluminum alloy Al5083-H116, a rate insensitive material 
with small strain rate hardening exponent [111, 112], is chosen as the workpiece material. 
The chemical composition of Al5083-H116 is given in Table 4.1. 
Table 4.1. Nominal chemical composition of Al5083-H116 [113]. 
Component Weight (%) 
Al 92.4 – 95.6 
Cr 0.05 – 0.25 
Cu Max 0.1 
Fe Max 0.4 
Mg 4 – 4.9 
Mn 0.4 – 1 
Other, each Max 0.05 
Other, total Max 0.15 
Si Max 0.4 
Ti Max 0.15 
Zn Max 0.25 
 
4.4 Cutting Tools 
The primary objective of this experimental work is to perform mechanical micro-
cutting of Al5083-H116 at small uncut chip thicknesses. As highlighted in an earlier 
section, it is well known that the edge radius of the cutting tool, shown in Figure 4.6, 
greatly influences various aspects of the cutting process (e.g. cutting forces, chip 
formation process, surface finish and power consumption) at the micro and nano scale. 
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Furthermore, the minimum thickness of cutting attainable is also known to be influenced 
by the sharpness of the cutting edge [114]. 
 
Figure 4.6. Schematic of cutting edge radius of cutting tool. 
 
However, due to lack of control over the edge radius of the cutting tool from the 
commercial tool supplier, using a cutting tool with the sharpest available cutting edge 
radius would effectively eliminate the edge radius effect until the cutting edge radius of 
the tool is of the same order of magnitude as the uncut chip thickness. In addition, a sharp 
tool would allow micro and nano scale cutting to be conducted at very small uncut chip 
thicknesses while producing continuous chips. Therefore, the main selection criterion of 











4.4.1 Single Crystal Diamond Tool 
Single crystal diamonds (SCD) are the hardest known material. In addition, SCD 
tools have the sharpest cutting edge radius currently available. Therefore, SCD tools are 
commonly used in micro and nano scale cutting of non-ferrous materials. 
SCD tools used in this study are made from natural diamond. Each SCD tool has a 
cutting edge width of 2 mm, a rake angle of 0˚ and a clearance angle of 5˚. An included 
angle of 85˚ provides strength to the cutting edge. The cutting edge radius of the SCD 
tools was measured and estimated to be approximately in the range of 65 nm to 100 nm.  
This was accomplished by fitting a circle on a highly magnified SEM image of the tool’s 
cutting edge. An example of the SEM image used to estimate the cutting edge radius of 
the tool is shown in Figure 4.7.  
 
Figure 4.7. SEM image of SCD tool [115]. 
 
4.4.2 Polycrystalline Diamond Tool 
Polycrystalline diamonds (PCD) tools are designed to machine non-ferrous and 
non-metallic materials at high speeds. They have proved that they can outperform many 
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ordinary tools in production applications. Tools with Polycrystalline Diamond blanks are 
made by brazing PCD blanks to steel shanks, then grinding the tool point to its final 
configuration with diamond wheels. PCD blank tools are replacing tools made with 
single crystal natural diamond, particularly where impact is high due to interrupted cuts. 
Significant performance increases are seen over the life of several tools because the 
properties of PCD blank tools are much more consistent then natural diamond tools. 
Also, natural diamond tools are much more susceptible to accidental impact damage.  
The sharpness of the PCD tool cutting edge used in this work is determined by the 
grinding process and usually is not as good as the SCD tools. In this study, PCD tool 
inserts NGP-3189L, Grade KD100 from Kennametal Inc. is used and trace analysis of the 
PCD tool edge gives a radius that is less than 7 µm. 
 
4.5 Experimental Setup 
A face turning (end turning of a tube) dry cutting operation simulating the 
orthogonal cutting process was conducted on the Hardinge Conquest T42SP lathe. A 
plane shaping dry cutting operation was conducted on the Precision 2-axis motion control 
stage. Since the two machines had different fixturing requirements, two different 
experimental setups were used. Both setups were designed to reduce the overhang of both 
the tool and workpiece in order to maintain the rigidity of the tool and workpiece. The 
design thus eliminated potential sources of errors caused by the deflection and vibration 




4.5.1 Setup on the Hardinge Conquest T42SP Lathe 
 The Hardinge Conquest T42SP lathe is built with a collet chuck, hence the 
workpiece, which was pre-machined to the form of tube can be directly mounted onto the 
lathe. The workpiece was held rigidly by the collet and its overhang was minimized. 
Light cuts were made with up-sharp turning tools to reduce the outer diameter of the 
workpiece to 38.1 mm. This ensured that the center axis of the workpiece was along the 
axis of rotation of the work spindle to minimize runout. The workpiece was subsequently 
bored internally to a diameter of 36.1 mm to form a tube of 1 mm wall thickness. The 
Kistler Type 9257 dynamometer was mounted onto the turret of the machine with the tool 
being subsequently mounted on the dynamometer. The configuration of the experimental 
setup in the Hardinge Conquest T42SP lathe is shown in Figure 4.8. The Hardinge 
Conquest T42SP lathe was used for orthogonal cutting experiments on Al5083-H116 
with Polycrystalline Diamond (PCD) tools at relative high cutting speeds (≥200 m/min) 
and large uncut chip thickness values (≥20 µm). 
 
Figure 4.8. Schematic of orthogonal cutting experiment carried out on Hardinge lathe. 
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4.5.2 Setup on the Precision 2-Axis Motion Control Stage 
 A precision 2-axis motion control stage (Aerotech ATS-125) was used. The 
workpiece was designed to be of cubic shape with a 1mm wide, 2 mm height ridge on 
one outer surface. The workpiece was fixed to the 2-axis stage and translated in the X and 
Y directions (see Figure 4.9). The SCD tool was mounted on a mini three component 
piezoelectric force dynamometer (Kistler Minidyne® 9256C2), which was fixed on a 
supporting stage. All components of the setup were mounted on an aluminum base plate 
and the entire setup was placed on a vibration isolation table. The depth of cut was 
imparted by moving the workpiece along the Y-axis and the cutting velocity was 
imparted by moving the workpiece along the X-axis. The precision 2-axis motion control 
stage was used for orthogonal cutting experiments on Al5083-H116 with single crystal 
diamonds (SCD) tools at low cutting speeds (≤ 10m/min) and small uncut chip 
thicknesses (≤ 10µm). 
 A schematic drawing of the relative position of workpiece and the tool are 
provided in Figure 4.9. 
 
Figure 4.9. Schematic of orthogonal micro-cutting carried out on a precision 2-axis 









4.6 Experiment Design and Procedure 
As stated earlier, the size effect in micro-cutting can arise from various factors 
such as the cutting temperature, strain rate and strain gradient. To verity the material 
strengthening due to strain gradient effects with decrease in uncut chip thickness, it is 
desirable to design the experimental conditions such that the effect of strain gradient is 
highlighted while the other effects are minimized. One more set of experiments is 
designed to be conducted under conditions where the strain gradient effect becomes 
negligible while other factors such as temperature in the secondary shear zone take over 
the dominant role of causing size effect. 
In order to minimize the edge radius effect, a single crystal diamond (SCD) tool 
and a polycrystalline diamond (PCD) tool with upsharp cutting edge were chosen. 
Scanning Electron Microscope (SEM) measurements of the cutting edge of the SCD tool 
shown in Figure 4.7 yields a radius of 65~100 nm. Trace analysis of PCD tool edge 
(Kennametal NGP-3189L, KD100) gives a radius that is less than 7 µm. Since the edge 
radius is less than 10% of the smallest uncut chip thickness used in the experiments with 
each tool, the tool edge radius influence is assumed to be negligible.  
The range of values for the cutting speed and uncut chip thickness were chosen as 
follows. At higher cutting speeds, a larger drop in cutting temperature is expected as the 
uncut chip thickness is decreased. A rough calculation based on Oxley’s method [116] 
shows that the temperature rise at a cutting speed of 10 m/min produces a negligible 
effect on the flow stress, while the temperature rise at a cutting speed of 200 m/min is 
large enough to have a considerable effect on the material flow stress. Further, as can be 
seen from Eq. (3.3), the strain gradient strengthening effect is prominent only when the 
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size of the inhomogeneous plastic flow, given by the uncut chip thickness in micro-
cutting, is comparable to the intrinsic material characteristic length, which for aluminum 
alloy Al5083-H116 is about 5.7 µm (calculated using Eq. (4) and α=0.3, G=26.4GPa, 
σref=228 MPa, b=0.256nm). Hence, the strain gradient effect becomes significant when 
the uncut chip thickness is of the order of a few microns. 
Orthogonal cutting experiments were therefore conducted at two cutting speeds: 
10 m/min and 200 m/min. At a cutting speed of 10 m/min, the uncut chip thickness was 
varied between 0.5 µm and 10 µm, a range where the strain gradient effect is expected to 
be dominant. At a cutting speed of 200 m/min, the uncut chip thickness was varied 
between 20 and 200 µm in order to highlight material strengthening due to a decrease in 
the secondary shear zone temperature with uncut chip thickness.   
Orthogonal cutting experiments at the cutting speed of 200 m/min were 
performed on the Hardinge T42SP super precision lathe with the PCD tool. The 
workpiece was in the form of tube of 1 mm wall thickness (see Figure 4.6). Cutting 
forces were measured with a piezoelectric force dynamometer (Kistler dynamometer® 
9257B). Three replications of the cutting tests were performed for each uncut chip 
thickness value. The tool was examined under the microscope before and after each 
cutting experiment to see if it had undergone any changes. Smearing of material on 
cutting tool was found to be negligible at a cutting speed of 200 m/min. The tool was 
subsequently used to conduct replications of the experiment. The force data collected in 
subsequent cutting experiments show good agreement with previous replications. This 
indicates that the cutting tool was not worn nor adversely affected by the smearing of the 
work material on it.   
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Due to the 1 mm/min minimum axial feed rate limit of the Hardinge lathe, 
orthogonal cutting tests at the cutting speed of 10 m/min could not be performed on this 
lathe for uncut chip thickness values ranging from 0.5 µm to 10 µm. Therefore, the set of 
experiments at low cutting speed and small uncut chip thickness were performed on the 
precision 2-axis motion control stage (Aerotech ATS-125). A workpiece with a 1 mm 
wide ridge was fixed to the 2-axis stage and translated in the X and Y directions (see 
Figure 4.9). The SCD tool was mounted on a mini three component piezoelectric force 
dynamometer (Kistler Minidyne® 9256C2). Figure 4.10 shows the image of the SCD 
tool during cutting of Al5083-H116 at 10 m/min. First, the workpiece was brought close 
to the cutting edge of the SCD tool carefully for initial engagement. A ramp section was 
created at the beginning of the ridge to facilitate a smooth transition from transient to 
steady state cutting.  Five replications of the cutting test were performed at each uncut 
chip thickness value. Again, the tool was examined under a microscope before and after 
each cutting experiment and the force data collected in subsequent cutting tests was 
compared with the previous replications. The force data showed good repeatability 
throughout the cutting experiments. 
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Figure 4.10. Orthogonal cutting of Al5083-H116 with SCD tool at 10 m/min.  
 
Tables 4.2 and 4.3 summarize the orthogonal cutting experimental conditions 
used for studying the strain gradient and temperature effects, respectively. 
 
Table 4.2. Experimental conditions highlighting the strain gradient effect. 
Machine Tool  Precision 2-axis motion control stage (Aerotech ATS-125)  
Cutting Speed (m/min) 10 
Uncut Chip Thickness (µm) 0.5, 1, 2, 5, 7.5, 10 
Cutting tool 
SCD tool 
00 rake, 50 clearance 
edge radius 65~100 nm 
Workpiece material Al5083-H116 







Table 4.3. Experimental conditions highlighting the temperature effect. 
Machine Tool Hardinge T42SP  
Cutting Speed (m/min) 200 
Uncut Chip Thickness (µm) 20, 50, 75, 100, 150, 200 
Cutting tool 
PCD tool 
50 rake, 110 clearance 
edge radius 7 µm 
Workpiece material Al5083-H116 
Dynamometer Kistler 9257B 
 
4.7 Model Verification 
Orthogonal cutting simulations were run with the full model, which includes 
strain, strain gradient and temperature effects, to validate the model predictions against 
the experimental data at the two cutting speeds for the two sets of uncut chip thickness. 
Flow stress data for Al5083-H116, derived from a hot torsion test, has been reported by 
Zhou and Clode [117].  The magnitude of the plastic strain in micro-cutting is found to 
fall within the range of strain of the flow stress data. Although the flow stress data for 
Al5083-H116 from the hot torsion test is obtained at a strain rate of 18.04 and 
temperature range from 350oC~550oC, it is assumed that the plastic behavior of Al5083-
H116 during cutting can still be correctly represented since the strain rate dependence of 
the flow stress for Al5083-H116 is negligible. A modified Johnson-Cook flow stress 
equation Eq. (4.1) was used to fit the flow stress data of Zhou and Clode reproduced in 
Figure 4.11 with a zero strain rate hardening exponent. The coefficients of the modified 
Johnson-Cook model are listed in Table 4.4 and were used to obtain the finite element 
simulation results presented in the paper.  
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There is little machining data in the literature for Al5083-H116 that could be used 
as a guide for determining the frictional interaction between the diamond tool and the 
chip. Therefore, in this study, the mean apparent friction coefficient derived from Eq. (4.2) 
is used in the Coulomb friction model presented earlier in Eqs. (3.50-3.51). A friction 
coefficient of 0.21 was used in the Coulomb friction model for the frictional interaction 
between the PCD tool and the Al5083-H116 at 200 m/min cutting speed.  A friction 
coefficient of 0.14 was used to represent the frictional interaction between the SCD tool 
and the Al5083-H116 at 10 m/min cutting speed.  Material properties of Al5083-H116 
and the diamond tools are given in Table 4.5 and 4.6, respectively. 
 
 
Figure 4.11. Flow stress data for Al5083-H116 [110]. 
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Table 4.4. Modified Johnson-Cook flow stress model coefficients for Al5083-H116. 
A (MPa) B (MPa) n c m 
167 300 0.12 0 0.89 
 
Table 4.5. Material properties of Al5083-H116.  
Density (Kg/m3) 2660 
Specific heat (J/kg °C) 900 
Thermal conductivity 
(W/m K) 117 
Coefficient of thermal 
expansion (µm/m °C  ) 12.6 
Melting temperature (°C) 591~638 
Yield strength (MPa) 228 
Young’s modulus (GPa) 71 
Shear modulus (GPa) 26.4 
Poisson’s ratio 0.33 
 
Table 4.6. Material properties of diamond tools [106]. 
Density (Kg/m3) 3500 
Specific heat (J/kg °C) 471.5 
Thermal conductivity 
(W/m k) 1500 
Coefficient of thermal 
expansion (µm/m °C  ) 2.0 
Melting temperature (°C) 4027 
Young’s modulus (GPa) 850 
Poisson’s ratio 0.1 
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force, Fc (N) 
Thrust 





20 21.38 11.40 1.56 0.99 
50 39.47 15.48 0.10 0.50 
75 53.11 19.79 0.94 1.01 
100 67.24 25.67 1.74 0.69 
150 103.98 45.98 1.93 3.21 
200 133.40 54.11 4.40 1.23 
 
Table 4.8. Comparison of measured and predicted cutting forces at 200 m/min (all forces 





















20 200 21.4 19.5 -8.78% 11.4 5 -56.15% 
50 200 39.5 40 1.34% 15.5 12.5 -19.23% 
75 200 53.1 55 3.56% 19.8 18 -9.04% 
100 200 67.2 73 8.57% 25.7 23 -10.40% 
150 200 104.0 105 0.98% 46.0 35 -23.88% 
200 200 133.4 130 -2.55% 54.1 43 -20.54% 
 Absolute avg. error 4.25% Absolute avg. error 23.21% 
 
Force data obtained from the cutting experiments performed on the Hardinge 
Lathe at a cutting speed of 200 m/min is reported in Table 4.7.  The good repeatability of 
the cutting force data proved that the cutting edge of the PCD tool was not significantly 
influenced by tool wear or smearing during cutting. The comparison between 
experimental and simulated cutting forces at 200 m/min from 20 µm uncut chip thickness 
to 200 µm uncut chip thickness is given in Table 4.8. The comparison is also presented in 
the plot shown in Figure 4.12. It can be seen that reasonably good agreement between the 
simulated results and measured forces is obtained. The maximum percentage error in the 
cutting force prediction is -8.78% and the absolute average percentage error is 4.25%. 
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The comparison of the measured and predicted thrust forces comparison is found to be 
not as good as for the cutting force.  The maximum percentage error is -56.15% and the 
absolute average percentage error is 23.21%. It is also observed that the maximum 
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Figure 4.12. Comparison of measured and predicted cutting forces at 200 m/min. 
 




force, Fc (N) 
Thrust 





0.5 0.97 0.37 0.10 0.06 
1 1.45 0.40 0.18 0.03 
2 2.47 0.45 0.27 0.08 
5 5.31 1.05 0.13 0.09 
7.5 7.71 1.56 0.10 0.07 




Table 4.10. Comparison of measured and predicted cutting forces at 10 m/min (all forces 





















0.5 10 0.97 0.95 -2.14% 0.37 0.10 -72.93% 
1 10 1.45 1.75 20.57% 0.40 0.25 -37.93% 
2 10 2.47 3.00 21.61% 0.45 0.50 11.71% 
5 10 5.31 5.80 9.20% 1.05 1.05 0.44% 
7.5 10 7.71 7.95 3.14% 1.56 1.45 -7.03% 
10 10 9.77 9.86 0.93% 1.90 1.84 -3.20% 
 Absolute avg. error 9.6% Absolute avg. error 22.2% 
 
The cutting force data obtained from cutting experiments on the precision 2-axis 
motion control stage at a cutting speed of 10 m/min are reported in Table 4.9. Again, 
good repeatability of the force data shows that the cutting edge of the SCD tool was not 
significantly affected by tool wear or smearing during cutting. The comparison between 
the measured and simulated cutting forces at 10 m/min from 0.5 µm uncut chip thickness 
to 10 µm uncut chip thickness is given in Table 4.10. The comparison is also presented in 
the plot shown in Figure 4.13. It can be seen that better agreement is obtained for the 
cutting force. The maximum percentage error in the predicted cutting force is 21.61% and 
the absolute average percentage error is 9.6%. The thrust forces comparison is found to 
be not as good as for the cutting force.  The maximum percentage error in the thrust force 
prediction is -72.93% and the absolute average percentage error is 22.2%. Similarly, it is 
observed that the maximum percentage error in the thrust force prediction occurs at the 
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Figure 4.13. Comparison of measured and predicted cutting forces at 10 m/min. 
 
As seen from Figures 4.12 and 4.13, the strain gradient based finite element 
model developed in this study gives reasonable predictions of the cutting and thrust 
forces at both cutting speeds. The sources of error in the force predictions could be due to 
the flow stress data at the machining condition not being accurately represented and the 
simple constant friction model applied at the tool-chip interface.  It is noticed that for 
both cutting speeds the simulated thrust forces are mostly under predicted compared to 
the measured thrust forces and that the percentage error increases when the uncut chip 
thickness is decreased. This could be caused by the use of a constant friction coefficient 
for the whole range of uncut chip thickness examined whereas the friction coefficient 
estimated from the measured forces shows an increasing trend with decrease in uncut 
chip thickness. Nevertheless, the model gives reasonable predictions in terms of the 
absolute error. In particular, the model yields good predictions of the cutting force 
component, which is necessary for the size effect analysis. Thus, the finite element model 
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is considered to be satisfactorily validated and is used in the following section to analyze 
the contribution of each material strengthening factor to the size effect in micro-cutting. 
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4.8 Summary 
 This chapter presented the experimental design and procedure employed in the 
micro-cutting model verification experiments. The technical specifications of the 
equipment used, selection of cutting tools, workpiece material and experimental setup 
were described in detail. Simulated forces from the established strain gradient based 
thermal-mechanical finite element model were compared to the measured force data. An 
absolute average percentage error of 4.25% for cutting force and an average percentage 
error of 23.21% for thrust force are obtained at a cutting speed of 200 m/min. An absolute 
average percentage error of 9.6% for cutting force and an absolute average percentage 
error of 22.2% for thrust force are obtained for orthogonal cutting tests at a cutting speed 
of 10 m/min. Thus, the established finite element model is considered to be satisfactorily 
validated and able to accurately represent the constitutive behavior of the Al5083-H116 
alloy in micro scale cutting. The model is used in the following chapter to analyze the 




SIZE EFFECT ANALYSIS 
 
The previous chapter dealt with the verification of a thermo-mechanical finite 
element model for simulating orthogonal micro cutting. The next step in analyzing the 
micro-cutting process is to apply the model developed in Chapter 3 and verified in 
Chapter 4 to quantitatively study the contribution of strain gradient strengthening as well 
as other material strengthening mechanisms to size effect. Three main factors, namely the 
strain gradient effect, temperature effect and edge radius effect are analyzed in this 
chapter. The temperature effect refers to the apparent increase in material strength 
associated with a decrease in cutting temperature due to a reduction in the uncut chip 
thickness. Their relative contribution to the size effect in specific cutting energy under 
certain conditions and domain of applicability are identified. In addition, the material 
length scales associated with the starting point of the nonlinearity in specific cutting 
energy are discussed. 
 
5.1 Material Strengthening Mechanisms in Micro-Cutting 
It is known that the flow stress of a metal is affected by strain, strain rate and 
temperature. Recent experimental evidence in micro/nano indentation also shows strain 
gradient dependence of flow stress at micron/submircon level length scales [19-23].  
Experimental observations of size effect reveal that the nonlinearity in specific cutting 
energy is likely an intrinsic material behavior.  A recent sensitivity study of material flow 
stress in machining by Fang [109] shows that strain-rate hardening is the least important 
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factor governing the material flow stress, especially when machining aluminum alloys. In 
this chapter, the aluminum alloy Al5083-H116, a rate insensitive material with a small 
strain rate hardening exponent [111-112], is chosen as the workpiece material to 
minimize strain rate effects. Therefore, the effects of strain gradient, temperature and 
edge radius on size effect are studied in this chapter. The workpiece and tool material 
properties used in the simulation presented in this chapter are the same as given in 
chapter 4 (see Tables 4.4-4.6). The tool geometry and frictional condition used in the 
simulations run at cutting speeds of 200 m/min and 10 m/min are also set to be the same 
as the corresponding cases presented in Chapter 4 (see Table 4.2-4.3 and page 88). 
 
5.2 Effect of Strain Gradient 
It was stated earlier that the material strength is strongly influenced by the strain 
gradient at micron/submicron level length scales. In micro-cutting, the material strength 
in the primary and secondary shear zones can be significantly affected by the intense 
strain gradient within the highly localized deformation zones.  Therefore, the magnitude 
and distribution of strain gradient within the deformation zones are examined first. Then, 
their effect on the distribution of effective plastic strain, effective stress and temperature 
are studied by comparing the results of finite element simulations with and without strain 
gradient. Specifically, the effect of strain gradient strengthening on specific cutting 
energy is analyzed. 
5.2.1 Strain Gradient Distribution in Deformation Zones 
Figure 5.1 shows the effective strain gradient distribution obtained from the finite 
element simulation at 10 µm uncut chip thickness and 10 m/min cutting speed. It is found 
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that very high strain gradients are present in the chip at the tool-chip interface and in the 
workpiece surface layers. As expected, a high strain gradient band is also present in the 
primary deformation zone. Analysis of the simulation results shows that the normal 
plastic strain components ε11 and ε22 (shown in Figures 5.2 and 5.3) contribute to the 
strain gradient in the primary deformation zone and secondary deformation zone at the 
tool-chip interface, while the high strain gradient in the surface layers comes mainly from 
the distribution of shear plastic strain ε12 (shown in Figure 5.4). With an effective strain 
gradient of several hundred and a calculated material length scale of 5.7 µm (calculated 
using Eq. (4) and α=0.3, G=26.4GPa, σref=228 MPa, b=0.256nm), it can be seen that the 
term associated with the strain gradient in Eq. (3.3) is significant compared to the other 
term. Consequently, the strain gradient strengthening effect is considerable. This also 
suggests that the effect will become even more dominant at smaller uncut chip thickness, 













Figure 5.3. Plastic strain component ε22 contour. 
 
 
Figure 5.4. Plastic strain component ε12 contour. 
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5.2.2 Effects of Strain Gradient Strengthening on the Distribution of Effective Plastic 
Strain, Effective Stress and Temperature   
In order to examine the effect of strain gradient on the distribution of effective 
plastic strain, effective stress and temperature, a comparison between the finite element 
model based on conventional plasticity and the finite element model with strain gradient 
plasticity is presented in Figures. 5.5-5.10 for the 2 µm uncut chip thickness and 240 
m/min cutting speed case. It is evident from the figures that all contour plots of the same 
variable in both cases exhibit a similar overall pattern. Examination of the chip shape 
suggests that it is easier for the chip to curl in the absence of strain gradient strengthening 
than in the presence of strain gradient strengthening.  
It can be seen from Figures 5.5 and 5.6 that higher effective plastic strain occurs 
in the secondary shear zone than in the primary shear zone in both cases. However, lower 
maximum effective plastic strain (= 3.32) is observed in Figure 5.6 compared to 3.46 in 
Figure 5.5, which is due to strain gradient strengthening and consequently reduced plastic 
deformation. The contours of von Mises stress in Figures 5.7-5.8 show that the maximum 
effective stress is higher with strain gradient effects (max. von Mises stress = 1.913E+3 
MPa) than without (max. von Mises stress = 8.483E+2 MPa). It can be also seen that the 
effective stress in the workpiece surface layers is higher for the case with strain gradient. 
A higher temperature (371.5, max.) is also predicted when the strain gradient effect is 
accounted for compared to when the strain gradient effect is not accounted for (341, 





Figure 5.5. Effective plastic strain contour (w/o strain gradient effects). 
 
 





Figure 5.7. von Mises Stress contour (w/o strain gradient effect). 
 
 





Figure 5.9. Temperature contour (w/o strain gradient effect). 
 
 




5.2.3 Strain Gradient Effects on Specific Cutting Energy 
In order to examine the strain gradient effect at a low cutting speed of 10 m/min, 
two sets of orthogonal cutting simulations were run at uncut chip thickness values 
ranging from 0.5 to 10 µm. The first set of simulations was run with all terms in Eq. (3.3) 
while the second set of simulations was run without the strain gradient term ηl  in Eq. 
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Figure 5.11. Variation of specific cutting energy with uncut chip thickness at 10 m/min. 
 
Figure 5.11 shows a plot of the specific cutting energy versus the uncut chip 
thickness with and without the strain gradient effect. The specific cutting energy was 
computed by dividing the total force acting on the tool in the cutting direction by the 
product of the workpiece width (unity) and uncut chip thickness. It can be seen that the 
specific cutting energy predicted by the model with strain gradient effect matches well 
with the experimental data and captures the size effect. For the model without strain 
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gradient effect, the predicted specific cutting energy remains fairly constant with decrease 
in uncut chip thickness. It is clear from Figure 5.11 that at a low cutting speed and for 
small uncut chip thickness, strain gradient strengthening is the dominant mechanism 
responsible for the size effect.  
Table 5.1. Predicted forces with and without strain gradient (SG) effect. 
Cutting force, Fc (sim.) (N) Thrust force, Ft (sim.) (N)Uncut chip 
thickness (µm) with SG w/o SG with SG w/o SG 
0.5 0.95 0.5 0.1 0.09 
1 1.75 1.01 0.25 0.2 
2 3 1.7 0.5 0.32 
5 5.8 4.12 1.05 0.78 
7.5 7.95 6.13 1.45 1.18 
10 9.86 8.03 1.84 1.55 
The predicted cutting and thrust forces with and without strain gradient effect are 
listed in Table 5.1.  It can be seen that strain gradient strengthening influences the cutting 
force significantly, especially at small uncut chip thickness values. The percent difference 
between the cutting force predicted with strain gradient effect and cutting force without 
strain gradient effect increases from 22% at 10 µm uncut chip thickness to 90% at 0.5 µm 
uncut chip thickness. This shows that it is important to consider the strain gradient effect 
in order to obtain accurate force predictions for cutting processes at micron/submicron 
uncut chip thickness levels. 
Figures 5.12 and 5.13 plot the temperature contours for 0.5 µm and 10 µm uncut 
chip thickness, respectively, at 10 m/min cutting speed. It can be seen from the plots that 
the temperature is uniformly distributed within the chip in both cases. The difference 
between the maximum temperatures is less than 15 oC, which suggests that the 
temperature effect is small at a cutting speed of 10 m/min. 
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Figure 5.13. Temperature contour for 10 µm uncut chip thickness and 10 m/min cutting 
speed. 
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5.3 Temperature Effects 
 
In machining, a large amount of heat is generated due to the plastic work and 
friction at the tool-chip interface. It is observed that the strength of the material is usually 
lowered by an increase in temperature and vice-versa. From dislocation mechanics, 
material strength in plastic deformation of metal crystals is determined by the motion of 
dislocations and their interactions. An increase in temperature increases the 
thermodynamic probability of the dislocations achieving sufficient energy to move past a 
peak in the potential thereby producing a softening effect on the flow stress. 
It is found that the temperature gradient within the chip changes with uncut chip 
thickness. Specifically, the maximum temperature within the secondary shear zone 
decreases with reduction in uncut chip thickness. The temperature drop in the secondary 
shear zone tends to have a hardening effect on the material strength, which in turn causes 
an increase in the cutting force and consequently the specific cutting energy. The 
temperature gradient within the deformation zones and the temperature drop induced 
hardening effect on the size effect observed in specific cutting energy are analyzed in this 
section. 
5.3.1 Temperature Gradient Within the Deformation Zones 
Figures 5.14 and 5.16 show the temperature contours within the workpiece for an 
uncut chip thickness of 75 µm and 7.5 µm, respectively, at 200 m/min. The temperature 
profile for both cases along the a-a direction across the chip thickness and along the b-b 
direction across the primary deformation zone are plotted versus distance from the origin 
o in Figures 5.15 and 5.17. Figure 5.14 shows that range of temperatures exists in the a-a 
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direction across the chip thickness and in the b-b direction across the primary 
deformation zone.  
 
 























Figure 5.15. Temperature gradient along a-a and b-b directions at 75 µm uncut chip 



































Figure 5.17. Temperature gradient along a-a and b-b directions at 7.5 µm uncut chip 
thickness and 200 m/min cutting speed. 
 
Figure 5.16 shows the temperature contour within the workpiece for an uncut chip 







shows a different pattern compared to the 75 µm uncut chip thickness case shown in 
Figure 5.14. The steady state temperature distribution shows a more uniformly distributed 
temperature profile within the chip. It can be seen from Figures 5.15 and 5.17 that steeper 
temperature gradient exists in the direction across the primary deformation zone than in 
the direction across the chip thickness for both cases. 
5.3.2 Temperature Effects on Specific Cutting Energy 
In order to examine the temperature effect at a cutting speed of 200 m/min, two 
sets of orthogonal cutting simulations were run from 20 to 200 µm uncut chip thickness.  
The first set of simulations was run with all terms in Eq. (3.3) while the second set of 
simulations was run without the temperature term in Eq. (3.5) (and hence in Eq. (3.3)). 
 Figure 5.18 shows a plot of the specific cutting energy versus uncut chip 
thickness with and without the temperature effect. It can be seen that the specific cutting 
energy predicted by the model including the temperature effect is in good agreement with 
the experimental data and captures the size effect. Simulations without the temperature 
effect show that the specific cutting energy remains fairly constant with reduction in 
uncut chip thickness. Clearly, at the higher cutting speed the temperature effect is 
dominant compared to the strain gradient effect, especially at large uncut chip thickness 
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Figure 5.20. Temperature contour at 200 µm uncut chip thickness and 200 m/min cutting 
speed. 
 
Figures 5.19 and 5.20 show the temperature contours for 20 µm and 200 µm uncut 
chip thickness at a cutting speed of 200 m/min. A significant difference in the maximum 
temperature (about 200 degree) within the secondary shear zone is observed, which 
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Figure 5.21. Variation of maximum temperature in the primary and secondary shear 
zones at 200 m/min cutting speed (PSZ: primary shear zone, SSZ: Secondary shear zone). 
 
The maximum temperatures in the primary and secondary shear zones versus 
uncut chip thickness are shown in Figure 5.21. It can be seen that the maximum 
temperature in the secondary shear zone drops by nearly 200oC while the maximum 
temperature in the primary shear zone remains almost unchanged with a decrease in 
uncut chip thickness from 200 µm to 20 µm. This directly supports the reasoning 
proposed by Kopalinsky and Oxley [13] and Marusich [26] that the size effect in 
machining at high cutting speeds and large uncut chip thickness is primarily caused by an 
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Figure 5.22. Variation of specific cutting energy with uncut chip thickness at 240 m/min. 
 
It is also of interest to examine the contributions of the two material strengthening 
factors, strain gradient strengthening and material strengthening due to a drop in the 
cutting temperature, at cutting conditions characterized by high cutting speed and small 
uncut chip thickness. Under such conditions, both temperature and strain gradient effects 
may contribute to the size effect in specific cutting energy. Therefore, orthogonal cutting 
simulations were run at a cutting speed of 240 m/min for uncut chip thickness values 
ranging from 0.5 to 10 µm. Figure 5.22 shows a plot of the specific cutting energy versus 
uncut chip thickness with and without strain gradient effect. It can be seen that the 
specific cutting energy predicted by the model with strain gradient almost doubles when 
the uncut chip thickness is reduced from 10 µm to 0.5 µm, while only about 10% of the 
increase is captured by the model without strain gradient effect. The plot shows that at a 
high cutting speed and small uncut chip thickness, strain gradient strengthening is more 
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Figure 5.23. Variation of maximum temperature in the primary and secondary shear 
zones at 240 m/min cutting speed (PSZ: primary shear zone, SSZ: Secondary shear zone). 
 
It is evident from Figure 5.23 that the temperature drop at the tool-chip interface 
is less prominent at high cutting speeds and small uncut chip thickness, which suggests 
that the temperature effect contributes only a small fraction of the size effect in micro-
cutting under such conditions. 
 
5.4 Tool Edge Radius Effects  
Tool edge radius has been studied by many researchers and linked to the size 
effect in micro-cutting. Since the edge radius of the cutting tool normally falls in the 
range of several microns to several hundred microns, it has been suggested that the edge 
radius is the main factor responsible for the size effect observed in micro-cutting [15, 28-
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30]. However, size effect is still observed in micro-cutting experiments with sharp tool 
[15] (where the edge radius of the tool is less than 10% of the uncut chip thickness). In 
previous literature review it has been established that the edge radius is not the only 
factor, but one of the factors that contributes to size effect.  
The tool edge radius is known to affect the micro-cutting process by changing the 
geometrical parameters such as the effective rake angle [15], enhancing the plowing 
effect [29] and introducing an indenting force component [30].  However, these studies 
are based on a mechanistic modeling approach, which does not realistically represent the 
condition in cutting with a radiused edge tool. In this section, a cutting tool with a finite 
edge radius is incorporated into the finite element model to study the edge radius effect 
and its contribution to size effect.  
Cutting tools with two different edge radii, 5 µm and 20 µm, are used in the 
cutting simulation. The tool with the edge radius of 5 µm is used in cutting simulations of 
uncut chip thickness ranging from 3 µm to 20 µm while the tool with the edge radius of 
20 µm is used in cutting simulations of uncut chip thickness ranging from 7.5 µm to 75 
µm.  
Orthogonal cutting simulations have been conducted with the two edge radii, with 
and without strain gradient effect, at a cutting speed of 200 m/min. The t/r ratio, ratio of 
uncut chip thickness t to edge radius r, varies from 0.375 to 3.75 and from 0.6 to 4.0 for 





Figure 5.24. Steady state von Mises stress contour for edge radius of 5 µm, uncut chip 
thickness of 3 µm, cutting speed of 200 m/min, w/o strain gradient effect. 
 
Figure 5.25. Steady state von Mises stress contour for edge radius of 5 µm, uncut chip 
thickness of 5 µm, cutting speed of 200 m/min, w/o strain gradient effect. 
t / r = 0.6 
t / r = 1 
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Figure 5.26. Steady state von Mises stress contour for edge radius of 5 µm, uncut chip 
thickness of 7.5 µm, cutting speed of 200 m/min, w/o strain gradient effect. 
 
Figure 5.27. Steady state von Mises stress contour for edge radius of 5 µm, uncut chip 
thickness of 10 µm, cutting speed of 200 m/min, w/o strain gradient effect. 
t / r = 1.5 
t / r = 2 
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Figure 5.28. Steady state von Mises stress contour for edge radius of 5 µm, uncut chip 
thickness of 20 µm, cutting speed of 200 m/min, w/o strain gradient effect. 
 
For the simulations without the strain gradient effect, the von Mises stress 
distribution in the workpiece is shown in Figures 5.24-5.28 for different t/r ratios. In call 
cases it can be seen that the zone of plastic deformation (in green) extends below the 
cutting edge.  It can be seen in Figure 5.30 that the specific cutting energy increases by 
about 100% when the t/r ratio decreases from 4 to 0.6, which indicates that size effect is 
captured by the simulation using a radiused edge tool even though the strain gradient 
effect is not included. Examining the maximum temperature drop at tool-chip interface 
from 75 µm to 7.5 µm uncut chip thickness for tool with 20 µm edge radius and sharp 
tool, larger temperature drop of 69 oC was predicted by sharp tool comparing to 41 oC 
predicted by edge radiused tool. However, for both cases the temperature drop is not 
significantly large to account for the size effect observed in simulations. This clearly 
t / r = 4 
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suggests that the presence of the tool edge radius is responsible for the observed size 
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Figure 5.29. Variation of specific cutting energy with t/r ratio for two edge radii, without 
strain gradient effect. 
However, comparison of the predicted specific cutting energy for the radiused 
edge tool with strain gradient effect and the predicted specific cutting energy without 
strain gradient effect, shown in Figure 5.31, reveals that when accounting only for the 
tool edge radius only a fraction of the total increase in specific cutting energy with 
decrease in uncut chip thickness is captured. The model prediction with strain gradient 
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Figure 5.30. Variation of specific cutting energy versus uncut chip thickness for radiused 
edge tool, with and without strain gradient effect. 
 
To investigate the underlying mechanisms for the size effect captured by the 
simulation using radiused edge tool even in the absence of the strain gradient effect, 
simulations were run using a sharp tool and a tool with 20 µm edge radius for the 200 
m/min cutting speed. The tool and workpiece material properties, boundary and initial 
conditions and friction interaction at two uncut chip thickness levels of 7.5 µm and 75 µm 
are set to the same (see page 58 in Chapter 3, Tables 4.4-4.6, page 88 in Chapter 4) 
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Figure 5.31. Active plastic yielding region for uncut chip thickness of 7.5 µm and sharp 
tool, 200 m/min cutting speed, w/o strain gradient. 
 
 
Figure 5.32. Active plastic yielding region for uncut chip thickness of 7.5 µm and 









Figure 5.33. Active plastic yielding region for uncut chip thickness of 75 µm and sharp 
tool, 200 m/min cutting speed, w/o strain gradient. 
 
 
Figure 5.34. Active plastic yielding region for uncut chip thickness of 75 µm and 








The active plastic yielding zones for the four cases can be identified by defining 
an element group that only includes the elements undergoing plastic deformation at the 
current instant. The shapes of the active plastic yielding zones for the sharp tool and the 
radiused edge tool at the two uncut chip thickness levels are shown in Figures 5.32-5.35.  
It can be seen that the plastic shear zones for the sharp tool are thinner compared to the 
plastic shear zones obtained for the radiused edge tool, which are wider and extend 
toward the rake face of the tool.  The difference in plastic shear zone size and shape 
shows that the edge radius of the tool changes the material flow pattern around the tool 
tip by expanding and widening the plastic shear zone.  
The tool-chip contact lengths for the four cases are also listed in Table 5.2.  It is 
observed that at 75 µm uncut chip thickness, the sharp tool and radiused edge tool yield 
comparable contact lengths. The contact length for the radiused edge tool is only about 
10% higher than for the sharp tool. However, the difference in contact lengths becomes 
larger at 7.5 µm uncut chip thickness, where the tool-chip contact length of radiused edge 
tool is 300% higher than for the sharp tool. This suggests that much higher energy 
associated with frictional interaction at the tool-chip interface is consumed at the small 
uncut chip thickness of 7.5 µm when using a radiused edge tool. Therefore, an additional 
reason for the size effect being captured by the radiused edge tool even in the absence of 
strain gradient effects is the increased frictional interaction at the tool-chip interface at 




Table 5.2. Tool-chip contact length  
Simulated tool-chip contact length (mm) 
 7.5 µm uncut chip 
thickness 
75 µm uncut chip 
thickness 
Sharp tool 0.01 0.11  
Tool with 20 µm edge radius 0.03 0.13 
 
5.5 Discussion of Length Scales in Micro-cutting 
The length scale commonly associated with the size effect in micro-cutting is the 
edge radius of the tool. A number of researchers [15, 28-30] have considered the edge 
radius as the primary reason for the observed nonlinearity in specific cutting energy. The 
argument made by these researchers is that the nonlinear increase in specific cutting 
energy occurs at an uncut chip thickness value close to the edge radius of the cutting tool.  
In the present work, the strain gradient plasticity is implemented to more 
accurately represent the material behavior in micro-cutting. As shown in Chapter 3, strain 
gradient based finite element model developed in this work can capture the size effect 
satisfactorily, especially at small uncut chip thickness levels. An additional material 
characteristic length scale, l, is introduced in strain gradient plasticity, as given in Eq. 
(3.4). The material length scale l in strain gradient plasticity is a function of material 
properties such as shear modulus, yield stress and the Burgers vector. It was shown 
earlier that the strain gradient effect is significant only when the product of the material 
length scale l and effective strain gradient η is comparable to or greater than the 
( )Tf ,,2 εε &  term in Eq. (3.3). In other words, under conditions where the strain gradient 
effect is dominant, the nonlinearity in specific cutting energy should start to occur at or 
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near the material length scale l. This was shown to be true for cases where the strain 
gradient strengthening effect is prominent, as shown in Figure 5.11. The purpose of this 
section is to examine the applicability of the two length scales – edge radius and the 
material length scale l - via analysis of data available in the literature.  
Since the increasing trend in specific cutting energy appears as a smooth curve, a 
criterion is needed to define the starting point of the nonlinear increase in specific cutting 
energy. In this work, the point where the curvature of specific cutting energy curve 
reaches maximum is considered as the starting point of the nonlinearity. It should be 
noted that the curvature calculation is affected by the scales of the x and y axes. 
Consequently, the specific cutting energy is plotted in a normalized coordinate system 
such that both axes are scaled to a [0, 1] range.  This is done by normalizing each axis by 






























52.1 25 Pure Zinc [17] 
90.1 134 
 56.4  17~508 
38.1 upsharp 
42.1 25.4 Al2024 [18] 
42.1 101.6 
52.8 56.4 8.8~508 
0.95 0.2  48 0.01~20 
56.1 396.9 Al6061-T6 [15,118] 
62.1 793.8 
3.7 300 11.9~498 
AISI 1045 
steel [13] 22 6 27.6 420 5~140 
Te-Cu [15] 0.9 0.25  7.6 0.01~20 
Oxygen free 
Cu [16] 2.01   6 0.51~10 
Brass [14] 10 3 ~ 4  0.1 2~50 
1.44 0.065 ~ 0.1 10 0.5~10 Al5083-H116 




Table 5.3 summarizes the length scale analysis performed using data from 
literature. The measured length scale in the table represents the uncut chip thickness at 
which specific cutting energy starts to deviate from linearity. This is established using the 
maximum curvature criterion defined earlier. Note that the material length scale l is 
estimated based on material properties using Eq. (3.4). In some cases, sufficient 
information about the workpiece material is not available in the referenced papers and 
consequently the material length scale cannot be computed reliably. These cases in the 
table have no number listed in the cell for material length scale.  
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It can be seen from Table 5.3 that the starting point of nonlinearity in specific 
cutting energy determined from the maximum curvature criterion does not always 
correspond to the size of the tool edge radius.  For several cases including Pure Zinc, 
Al2024, Al6061-T6 at 300 m/min, and Al5083-H116, it is significantly different from the 
tool edge radius. However, it is observed that the starting point of the nonlinearity is 
generally closer to the material length scale l especially for data generated at low cutting 
speed, where, as noted in earlier chapters, the strain gradient effect is dominant. For 
example, this observation can be made from the machining data for Pure Zinc, Al2024, 
Al6061-T6 at a cutting speed of 48 m/min, and Al5083-H116 at 10 m/min.  
Another interesting observation that can be made from the data in Table 5.3 is the 
relatively small change in the measured length scale with large changes in the tool edge 
radius for a given cutting speed.  For example, in the case of Al2024, a change in the tool 
edge radius from upsharp to 101.6 µm produces a minimal change in the measured length 
scale.  Similar observations can be made in the case of Pure Zinc where a five fold 
change in tool edge radius (from 5 to 25 µm) produces very little change in the measured 
length scale (from 54.1 to 52.1 µm).  However, a significant change in the cutting speed 
does lead to a noticeable change in the measured length scale.  This can be seen for 
Al6061-T6 and Al5083-H116.  This is consistent with the argument made earlier in this 
chapter that the contribution of the temperature drop in the secondary deformation zone 
with decrease in uncut chip thickness to size effect is more significant at higher cutting 
speeds. 
It is observed that under cutting conditions where the temperature effect is 
dominant, e.g. Al6061-T6 at cutting speed of 300 m/min, the starting point of the 
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nonlinearity is considerably different from the edge radius. This can be attributed to the 
material’s temperature softening sensitivity exponent since a material with higher 
temperature softening sensitivity exponent will be affected to a greater extent by a given 
temperature change. For cutting conditions where multiple factors potentially contribute 
to the size effect in machining, the starting point of the nonlinearity may be affected by 
multiple factors such as the tool edge radius, the material length scale l and the 
temperature softening sensitivity exponent. Therefore, the following observations can be 
made from the above analysis, 
 Under cutting conditions where the strain gradient effect is dominant, such as 
at low cutting speeds, small uncut chip thickness and negligible edge radius of 
the tool, the nonlinear increase in specific cutting energy starts at or near the 
material length scale l. 
 Under cutting conditions where the temperature effect is dominant, such as at 
high cutting speeds, large uncut chip thickness and negligible tool edge radius, 
the starting point of the nonlinearity in the specific cutting energy may be 
affected largely by material’s temperature softening sensitivity exponent. 
 For certain cutting conditions, the starting point of nonlinearity may be 
affected by multiple factors such as size of the edge radius, the material length 
scale l and the temperature softening sensitivity exponent. 
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5.6 Summary 
With the aim of understanding the contributions of different material 
strengthening factors to the size effect in micro-cutting, this chapter focused primarily on 
three factors: (i) strain gradient strengthening, (ii) the decrease in the secondary 
deformation zone cutting temperature, and (iii) edge radius.  These factors were analyzed 
using a strain gradient plasticity based finite element model of orthogonal micro cutting 
that was verified experimentally in Chapter 4 for micro cutting of Al5083-H116, a 
material with a small strain-rate hardening exponent.  The model was then used to 
simulate the size effect in micro cutting under conditions where the temperature and 
strain gradient effects are dominant. A cutting tool with finite edge radius was also 
incorporated in the simulation to examine the role of the edge radius on the size effect in 
specific cutting energy. The following conclusions can be drawn from this work: 
 The strain gradient plasticity based model of micro cutting is able to capture 
the size effect in specific cutting energy for the aluminum alloy Al5083-H116 
examined in this work. 
 Strain gradient strengthening contributes significantly to the size-effect at low 
cutting speed (< 10 m/min) and small uncut chip thickness (< 10µm). 
 Temperature dependence of flow stress plays a dominant role in causing size 
effect at relatively high cutting speeds (> 200 m/min) and large uncut chip 
thickness (> 20 µm). The size effect is caused by material strengthening due to 
a drop in the secondary shear zone temperature. 
 Strain gradient strengthening is more dominant than the temperature effect at 
high cutting speed (> 200 m/min) and small uncut chip thickness (< 10µm). It 
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is therefore necessary to consider the strain gradient effect, especially for 
micron/sub-micron levels of uncut chip thickness. 
 The radiused edge tool is able to capture a fraction of the size effect in micro-
cutting. The edge radius affects the material deformation process and thus 
contributes to the size effect in two ways: (i) by changing the material flow 
pattern around the tool tip by expanding and widening the plastic shear zone, 
and (ii) causing higher energy dissipation due to increased frictional 
interaction at the tool-chip interface at smaller uncut chip thickness values. 
 Under cutting conditions where the strain gradient effect is dominant, the 
nonlinear increase in specific cutting energy starts at the material length scale 
l. Under cutting conditions where the temperature effect is dominant, the 
starting point of nonlinearity is likely affected largely by material’s 
temperature softening sensitivity exponent. For certain cutting conditions the 
starting point of the nonlinearity in specific cutting energy may be affected by 
multiple factors such as the size of tool edge radius, the material length scale l 







SURFACE ROUGHNESS IN MICRO-CUTTING 
 
The previous chapter dealt with quantitative analysis of several material 
strengthening mechanisms that cause size effect in micro-cutting. In this chapter, a 
model-based approach is presented for the analysis of surface roughness generation in 
micro-cutting. Specifically, a model for predicting the surface roughness in micro-turning 
is presented in this chapter. The approach is based on a surface roughness model that 
takes into account the effect of plastic side flow, tool geometry, and process parameters. 
The roughness component associated with plastic side flow is modeled as a function of 
the material’s rheological factor, which is a measure of its ductility. The model is 
calibrated and evaluated through a series of micro-turning experiments. The results show 
that the model can predict satisfactorily the surface roughness of a diamond turned 
surface at small feeds (< 20 µm/rev).  
 
6.1 Surface Finish in Micro-Turning    
In a conventional turning operation, the surface finish left on the machined part is 
produced by the cutting tool with a nose radius. The use of a tool with nose radius 
introduces several complications: 
1. Ridges corresponding to the geometry of the tool nose and having a pitch 
equal to the axial feed are left behind on the finished surface. 
2. The uncut chip thickness gradually goes to zero at the secondary cutting 
edge and this causes uncertainty in the geometry of the cut at the trailing 
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edge, since for a given edge sharpness there is minimum uncut chip 
thickness that will be removed [98]. 
3. The metal at the trailing edge of the tool is subjected to high normal stress 
and will flow to the side to relieve this stress [24]. This in turn produces a 
furrow that contributes to the roughness, particularly in the case of a soft, 
ductile metal. 
In addition to these special roughness components, built up edge (BUE) 
roughness, roughness of the cutting edge, and roughness due to tool vibration may also be 
present.   
 
Figure 6.1. Illustration of turning operation showing primary and secondary cutting edges 
and characteristic wave-form left on the finished surface [24]. 
 
The first component of surface roughness is simply the geometric contribution of 
the tool nose geometry and the tool feed, as seen in Figure 6.1. This geometric 
component of surface roughness, also called kinematic or theoretical surface roughness, 














≅          (6.1) 
where f is the feed and rn is the tool nose radius. 
The kinematic surface roughness is considered to be the main factor responsible 
for the tool marks left on the machined surface and is commonly used to estimate the 
theoretical surface roughness in conventional cutting at large feeds. 
 
Figure 6.2. Comparison of measured and theoretical values of peak-to-valley roughness 
for tools of different nose radius at different feeds [24].  
 
Figure 6.2 shows a plot of the measured and theoretical peak-to-valley roughness 
when using sharp tools of different nose radii to machine a steel at different feeds. The 
theoretical surface roughness is shown to yield satisfactory predictions of the surface 
roughness at large feeds. However, mismatch between the measured and theoretical 
surface roughness is observed in turning at small feeds.  
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Figure 6.3. Comparison of measured and theoretical values of surface roughness 
(workpiece AISI 1045 steel, tool tungsten carbide) [24].  
 
It can be seen from Figure 6.3 that the kinematic surface roughness under-predicts 
the measured surface roughness in micro-turning, especially at small feeds. It has also 
been observed that surface roughness in micro-turning decreases with feed, reaches a 
minimum, and then increases with further reduction in feed. This trend can be clearly 
seen in Figure 6.3 and in micro-turning of Al5083-H116 alloy used in the current study 


































Figure 6.4. Comparison of measured and theoretical values of surface roughness for PCD 
diamond tool cutting of Al5083-H116 at 200 m/min. 
 
 
Figure 6.5. Illustration of surface roughness contribution of Spanzipfel [98]. 
 
Sokolowski [119] suggested that there is a minimum uncut chip thickness below 
which a chip will not form. When this occurs, rubbing takes place instead. Applying this 
idea to the secondary cutting edge of a turning tool, it is suggested that a small triangular 




been analyzed by Brammertz [98] who called it a Spanzipfel. An additional purely 
geometric term (see Eq. 6.2) was proposed by Brammertz to supplement the kinematic 
surface roughness to account for the contribution of the Spanzipfel to the surface 















fR        (6.2) 
Grzesik [99] proposed a revised model based on Brammertz’s work to account for 
the increasing trend in surface roughness below a certain feed by introducing the 
minimum uncut chip thickness as a function of the tool feed. 
However, as pointed out by Shaw [24, pp. 519], the Spanzipfel will be plastically 
deformed and made smaller as it comes into contact with the clearance surface of the tool. 
Consequently, it is not likely to completely account for the observed trend at small feeds. 
Sata [120] has studied the influence of material side flow on surface finish and 
has found that this component of roughness is zero for a brittle material such as brass, but 
may contribute up to 6 µm to the roughness when an alloy steel is machined.   
Shaw [24] also indicated that plastic side flow is most significant at very small 
feeds and could be partly responsible for the rise in surface roughness after reaching a 
minimum for feeds less than a certain value. According to Shaw, this is due in part to the 
fact that the specific cutting energy, and hence the mean stress on the tool face, increases 
rapidly as the feed decreases. This in turn will cause more plastic side flow along the 
secondary cutting edge. The furrow or ridge that is thus formed because of material side 
flow will add to the discrepancy between the measured and theoretical values of surface 
roughness. Although Shaw [24, pp. 516] forwarded this as a likely explanation, he did not 
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demonstrate its validity through modeling and analysis. The present paper attempts to do 
this explicitly. 
Therefore, in this study three roughness components, the kinematic or theoretical 
surface roughness, roughness of the cutting edge and the roughness associated with 
plastic side flow are considered to be the main factors that contribute to the surface finish 
at very small feeds. In particular, the surface roughening associated with plastic side flow 
is analyzed and modeled quantitatively.  
6.2 Plastic Side Flow Induced Surface Roughness 
The material around the cutting edge is subjected to sufficiently high pressure to 
cause the material to flow to the side (see Figure 6.6). As shown schematically in Figure 
6.7, the solid curve shows the profile left behind in the absence of side flow while the 
dotted curve shows the profile with side flow. It is evident from Figure 6.7 that the peak-
to-valley roughness is larger when side flow is present.  
 










Figure 6.7. Surface profile generated by tool with nose radius, with and without plastic 
side flow.  
 
Since the material pile up height at the trailing edge of the tool due to plastic side 
flow is dependent on the strength and ductility of the material, it is very likely that the 
increasing trend in surface roughness at low feeds, after reaching a minimum, is linked to 
the size effect in micro-turning. It is well-known that metals strengthen remarkably at the 
micron scale of deformation [19-23]. Size effect in micro-cutting shows that the specific 
cutting energy increases nonlinearly as the uncut chip thickness is decreased. This 
increase in specific cutting energy can arise from increase in material strength due to 
large strain gradient, temperature and strain rate effects. If the material directly in front of 
the tool face is strengthened much more than the material on the side, more plastic side 
flow will occur and the roughness due to plastic side flow will be greater. Therefore, the 
strain gradient based finite element model of micro-cutting developed and validated in 
chapter 3, 4 will be used to provide an estimate of the average flow stress in the shear 





Rp, plastic side flow induced 
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6.3 Proposed Surface Roughness Model 
The proposed surface roughness model is based on mechanical analysis of a 
scratch test performed on metals. The scratch test is used mainly to study the mechanical 
properties of materials near their surface. The scratch hardness and surface deformation 
depend in particular on the rheology of the material, the friction at the interface and the 
indenter geometry.   





=          (6.3) 
where θ is the semi-apical angle of the indenter, E is the Young’s modulus and yσ is the 
yield stress of the material. 
The rheological factor represents the ratio of the plastic strain caused by the 
indenter (εp ~ cot θ) and the portion of the elastic strain (εe ~ σo/E).   
Jardret et al. [121] have studied scratch resistance of elastoplastic materials such 
as metals and polymers. They have performed experiments with a Berkovich indenter and 
have measured the scratch morphology. They defined a depth ha, which is measured from 
the bottom of the scratch groove to the top of the lateral pile-up (see Figure 6.8), and is 
given by the following relation: 
3233.0ln3084.0 += x
h
ha        (6.4) 
where h is the contact depth. 
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Figure 6.8. Illustration of contact depth h and actual contact depth ha in a scratch test. 
 
Bucaille et al. [122] performed a three dimensional finite element analysis of 
scratching on elastic and perfectly plastic materials and obtained a similar form of 
equation with different coefficients.  
Since there exist similarities between a cutting test and the scratch test, the 
general form of Eq. (6.4) can be used to represent the roughness due to plastic side flow 
as a function of the rheological factor x.  However, the tool used in turning has a different 
geometry from the indenter used in a scratch test. Also, in a turning test, the tool is fed in 
a direction different from the cutting direction. Therefore, coefficients k1 and k2 in Eq. 
(6.5) need to be calibrated via actual turning tests for a range of conditions.   





=          (6.6) 
In the definition of the rheological factor x in Eq. (6.6), an average flow stress yσ  
which accounts for the hardening effect replaces the constant flow stress yσ  used for a 
perfect plastic material in Eq. (6.3). An additional variable e is introduced to account for 
h ha
Indent
Material pile up 
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the difference in material strength between the material in the front and material at either 
side of the tool.  The variable e is defined as the ratio of the average flow stress with 
strain gradient strengthening to the average flow stress without strain gradient 
strengthening. 
The revised model for surface roughness prediction in micro-turning consists of 
three components, kinematic surface roughness Rth, roughness associated with plastic 
side flow Rp  and roughness of the cutting edge Redge: 
[ ]edgepthtotal RRRR ++=        (6.7) 
 
 
Figure 6.9. Surface roughness due to a non-smooth cutting edge. 
 
Figure 6.9 shows the surface roughness component due to the roughness of the 
cutting edge Redge and how it contributes to the overall peak-to-valley roughness height.  
It is seen that the surface profile within each trough is caused directly by the non-smooth 
cutting edge. However, it is obvious that this component has little effect on the overall 
peak-to-valley surface roughness at conventional feeds. Its contribution to the overall 
peak-to-valley surface roughness becomes important only when the feed is decreased to a 
value so low that the roughness of the cutting edge is comparable to overall peak-to-
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valley surface roughness. Thus, in Eq. (6.7) the term Redge is inside a square bracket, 
which means that its inclusion in the total surface roughness is subject to certain 
conditions. 
6.4 Model Calibration  
6.4.1 Experimental Goal 
The objective of the calibration experiments is to establish a quantitative 
relationship between the peak-to-valley surface roughness induced by plastic side flow 
and the rheological factor x for aluminum alloy Al5083 H-116, the strain-rate insensitive 
material used in this study. This implies determination of the constants k1 and k2 in Eq. 
(6.5).  
6.4.2 Experimental Design and Procedure 
Turning tests were conducted on a Hardinge Conquest T42SP lathe. 
Polycrystalline diamond (PCD) tools (TP432, grade KD100) with 800 µm nose radius 
and toolholder CTGPR-164D were used for turning Al5083-H116. The toolholder 
together with the insert gave a side rake angle of 5 degrees, back rake angle of 0 degree, 
side cutting edge angle of 0 degree and a clearance angle of 11 degrees. 
A grooving test was initially conducted at a large feed of 2 mm/rev and the 
material pile up height at the two edges of the groove was measured using a white light 
interferometer (Zygo®). It was found that the height of material pile up at the two edges 
are comparable and therefore the material pile up height at smaller feeds was measured at 
the front edge instead of the trailing edge due to ease of measurement. Figure 6.10 shows 
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the surface profile of the material pile up near the edge of the groove at feed of 150 
µm/rev. 
 
Figure 6.10. Zygo measurement of material pile up height at the edge of groove for feed 
of 150 µm/rev. 
 
Longitudinal turning tests were performed on a solid round bar at a cutting speed 
of 200 m/min for four levels of feed, as listed in Table 6.1. The cutting speed of 200 
m/min was chosen to ensure that the surface finish is not affected by possible built up 
edge formation during cutting. Three replications of each test condition were performed. 
The responses measured in the experiments consisted of the material pile-up height at the 
leading edge of the groove, cut forces and the chip width and thickness. The thickness 




Material pile up 
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Table 6.1. Factor and factor levels for Rp model calibration tests. 
Feed  (µm/rev) 30 60 100 150 
Depth of cut (µm) 100 
Speed (m/min) 200 
 
The effect of depth of cut on material pile up height was examined by conducting 
turning tests at two different depths of cut, 50 µm and 150 µm. It was observed that the 
material pile up height is only slightly affected by the depth of cut within the range 
examined in this work. Thus, all calibration tests were conducted at 100 µm depth of cut. 
Note that the material pile up height is affected indirectly by the feed and depth of cut via 
the average flow stress yσ . It is found that the material pile up height is significantly 
affected by the feed, but only slightly affected by the depth of cut within the range 
examined. 
 
6.4.3 Rp Model Fitting 
 
Table 6.2 shows the cutting forces and chip geometry obtained from model 
calibration tests. These data were used to estimate the rheological factor x using an 
equivalent orthogonal cutting model. For this purpose, the three dimensional cutting 
conditions in turning were converted to their equivalent orthogonal cutting conditions. 
This was done via the use of an equivalent orthogonal uncut chip thickness. The 
determination of the equivalent uncut chip thickness should nominally consider the actual 
shape of undeformed chip cross-section in turning. It should be noted that the cross 
section of the undeformed chip in turning is not rectangular as in orthogonal cutting. 
Since the plastic deformation near the region of the undeformed chip cross section where 
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plastic side flow occurs is of primary interest, the equivalent uncut chip thickness in 
orthogonal cutting was assumed to be equal to the feed used in the turning tests.  
Table 6.2. Measured cutting forces and chip geometry in calibration tests. 
Feed 
(µm/rev) 
Cutting force, Fc 
(N) 






30 8.18 9.04 51 270 
60 10.67 8.63 69 345 
100 13.18 10.66 91 405 
150 15.69 12.69 94 645 
 
In order to evaluate the material rheological factor x, the average flow stress 
within the shear zone needs to be determined. The procedure to calculate the average 
flow stress within the shear zone is described by Eqs. (6.8)-(6.14). Since the inclination 
angle is calculated to be approximately 0 degree and the third direction (axial direction) 
force component signal was observed to be negligible, reasonable approximation of the 
average shear stress in three dimensional turning can be obtained by using orthogonal 
cutting equations with nominal angles. 
The inclination angle i and normal rake angle αn can be found from the known 
angles given earlier using Eqs. (6.8)-(6.9), 
( )sssb CCi sintancostantan 1 αα −= −      (6.8) 
[ ])sintancos(tancostan 1 sbssn CCi ααα += −     (6.9) 
where αb is the back rake angle, αs is the side rake angle, Cs is the side cutting edge angle. 
The inclination angle and normal rake angle are calculated to be approximately 0 degree 
and 5 degrees, respectively.  
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To estimate the average shear stress in the primary shear zone, the normal shear 


















tan 1        (6.10) 
where  r is the cutting ratio and is defined as, 
ct
tr =           (6.11) 
and t is the uncut chip thickness and tc the deformed chip thickness. 



















tan 1        (6.12) 












=       (6.13) 
where w is the width of the chip.  
Finally, the average flow stress was computed from 
3*τσ =y          (6.14) 
The plastic side flow induced surface roughness Rp at feeds of 30, 60, 100 and 
150 µm/rev were measured and are listed in Table 6.3. The rheological factor x can now 





Table 6.3. Rheological factor x and plastic side flow induced surface roughness Rp used 
for calibration. 


























Figure 6.11. Determination of coefficients k1 and k2. 
 
The data in Table 6.3 was fitted using Eq. (6.5) and the coefficients k1 and k2 were 
found to be 4.3408 and -23.814, respectively. The roughness Rp due to plastic side flow 
can now be established as a function of the material rheological factor x by the following 
equation,  




6.5 Effect of Cutting Edge Roughness, Redge  
A turning test was conducted at zero feed and a speed of 200 m/min using a fresh 
PCD tool to examine the roughness produced by a non-smooth cutting edge. This 
roughness component was measured by scanning the surface profile within each groove 
using the Zygo white light interferometer and the results show that the average roughness 
due to a non-smooth cutting edge is less than 2 µm. Therefore, this roughness component 
does not contribute significantly to the overall peak-to-valley roughness in the current 
study and will not be included in the total surface roughness calculation. 
 
6.6 Surface Roughness Prediction 
 
Micro-turning tests for surface roughness model validation were conducted on 
Al5083-H116 over a range of feed from 5 to 100 µm/rev.  Cutting conditions used are 
given in Table 6.4 and the experimental measurements of the peak-to-valley surface 
roughness are plotted against theoretical surface roughness in Figure 6.12. Note that the 
feeds used in the validation tests are different from the Rp model calibration tests. 
Table 6.4. Factor and factor levels for Al5083-H116. 
Feed  (µm/rev) 5 10 20 50 75 100 
Depth of cut (µm) 100 
Speed (m/min) 200 
 
 
The surface roughness model prediction (Eq. (6.7)) was compared against the 
experimental measurement of surface roughness in micro-turning.  First, the average flow 
stress with and without strain gradient strengthening for each feed was obtained from 
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orthogonal cutting simulations using the finite element model of orthogonal micro-cutting 
presented in chapter 3 and using the equivalent uncut chip thickness i.e. the feed. The 
average flow stresses σ’ (with strain gradient strengthening) and σ” (without strain 
gradient strengthening) and their ratio e are computed and listed in Table 6.5. 
Table 6.5. Average flow stress and surface roughness prediction for Al5083 H-116. 







5 375 295.5 0.79 2.30 3.34 
10 358.8 292.7 0.82 2.35 3.23 
20 339.5 290 0.85 2.39 3.07 
50 310.5 285 0.92 2.46 2.83 
75 297.45 280 0.94 2.54 2.80 
100 265 260 0.98 2.86 2.94 
 
The total surface roughness Rtotal’ in Table 6.5 was calculated from the average 
flow stress without strain gradient strengthening (e is assumed to be 1 in this case). The 
total surface roughness Rtotal” was calculated from the average flow stress with strain 
gradient strengthening and the e values listed in Table 6.5.  
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Figure 6.12. Surface roughness prediction using the developed model. 
 
The surface roughness predictions Rtotal’ and Rtotal’’ are plotted in Figure 6.12 and 
compared with the measured surface roughness Rexp and the theoretical peak-to-valley 
surface roughness Rth. It can be seen that for feeds greater than 50 µm/rev, both Rtotal’ and 
Rtotal’’ yield much better predictions than the theoretical surface roughness prediction 
since the additional roughness associated with plastic side flow is considered.  However, 
for feeds less than 50 µm/rev, Rtotal’ fails to predict the increasing trend when the feed is 
decreased further. The prediction of Rtotal”, which considers strain gradient strengthening 
of material in front of the tool face, is seen to capture this trend well. Therefore, it can be 
concluded that the increasing trend in surface roughness at low feeds is related to the size 
effect in micro-cutting arising from material strengthening due to strain gradient effects 
































accurate predictions of the surface roughness in micro-cutting, strain gradient 
strengthening is important and should be considered in the model. 






(µm) Rth error 
Rtotal" 
(µm) Rtotal" error 
5 3.32 0.004 0.73% 3.34 -99.88% 
10 2.95 0.02 10.15% 3.24 -99.47% 
20 3.28 0.06 -4.57% 3.13 -98.10% 
50 2.82 0.39 14.14% 3.22 -86.17% 
75 3.67 0.88 0.12% 3.68 -76.08% 
100 4.63 1.56 -2.68% 4.50 -66.24% 
 
Table 6.6 shows the surface roughness predicted by the theoretical surface 
roughness equation and the developed model. It can be seen that the theoretical surface 
roughness is very poor and the percentage error is more than 66% for all feeds. In 
contrast, significant improvement in roughness prediction is achieved using the surface 
roughness model developed in this paper. It can be seen that the percentage error of the 
prediction by the developed model is less than 15% for all feeds. 
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6.7 Summary 
 This chapter presented a model based approach for predicting the surface 
roughness in single point micro-turning of Al5083-H116.  The approach is based on a 
surface roughness model that takes into account the effect of plastic side flow, tool 
geometry, and process parameters. The model combined more accurate information of 
average flow stress of Al5083-H116 at the micron length scale from the previous strain 
gradient based finite element model and was evaluated through a series of turning 
experiments. The results show that the model can predict well the surface roughness of a 
diamond turned surface at small feeds. Therefore, the following conclusions can be 
drawn: 
 It is shown that most of the discrepancy between the theoretical surface roughness 
and measured surface roughness in micro-turning is due to the additional surface 
roughening caused by plastic side flow.    
 The increase in roughness after reaching a minimum can be attributed to increased 
side flow caused by the strain-gradient induced strengthening of the material 
directly ahead of the tool. 
 Significant improvement in roughness prediction is achieved using the developed 
surface roughness model. The percentage error of the prediction using the 






CONCLUSIONS AND RECOMMENDATIONS 
7.1 Conclusions 
A finite element model that incorporates strain gradient plasticity in process 
modeling of micro scale orthogonal cutting is developed in this thesis. The role of strain 
gradient strengthening on size effect and its relative contribution to size effect compared 
to other factors, such as temperature and edge radius, are analyzed. In addition, a model-
based approach is developed for prediction of the surface roughness in the micro-turning 
process. Better physical understanding of material and cutting parameter interactions in 
micro-cutting is achieved through this modeling effort. The following paragraphs 
summarize the key findings of this work. 
7.1.1 Size Effect Analysis in Micro-Cutting  
 Size effect cannot be explained satisfactorily by a single mechanism. Multiple 
mechanisms can be responsible for size effect in micro-cutting.  
 A constitutive model based on Tayor-based nonlocal theory of plasticity was 
developed to accurately represent the material strengthening behavior of 
Al5083-H116 at micron/submicron level. A fully coupled thermo-mechanical 
Finite Element model created in the ABAQUS®/Standard software was used 
to simulate orthogonal micro-cutting of Al5083-H116 using the developed 
material model. 
 The simulation procedure and the developed material model were validated 
successfully by comparing predicted machining forces with those determined 
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experimentally. An absolute average percentage error of 4.25% for cutting 
force and an average percentage error of 23.21% for thrust force are obtained 
at a cutting speed of 200 m/min. An absolute average percentage error of 
9.6% for cutting force and an absolute average percentage error of 22.2% for 
thrust force are obtained for orthogonal cutting tests at a cutting speed of 10 
m/min. 
 The strain gradient plasticity based model of orthogonal micro-cutting is able 
to capture the size effect in specific cutting energy for the aluminum alloy 
Al5083-H116 examined in this work. 
 Strain gradient strengthening contributes significantly to the size-effect at low 
cutting speed (< 10 m/min) and small uncut chip thickness (< 10µm). 
 Temperature dependence of flow stress plays a dominant role in causing size 
effect at relatively high cutting speeds (> 200 m/min) and large uncut chip 
thickness (> 20 µm). The size effect is caused by material strengthening due to 
a drop in the secondary shear zone temperature. 
 Strain gradient strengthening is more dominant than the temperature effect at 
high cutting speed (> 200 m/min) and small uncut chip thickness (< 10µm). It 
is therefore necessary to consider the strain gradient effect, especially for 
micron/sub-micron levels of uncut chip thickness. 
 The radiused edge tool is able to capture a fraction of the size effect in micro-
cutting. The edge radius affects the material deformation process and thus 
contributes to the size effect in two ways: (i) by changing the material flow 
pattern around the tool tip by expanding and widening the plastic shear zone, 
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and (ii) causing higher energy dissipation due to increased frictional 
interaction at the tool-chip interface at smaller uncut chip thickness values. 
 Under cutting conditions where the strain gradient effect is dominant, the 
nonlinear increase in specific cutting energy starts at the material length scale 
l. Under cutting conditions where the temperature effect is dominant, the 
starting point of nonlinearity is likely affected largely by material’s 
temperature softening sensitivity exponent. For certain cutting conditions the 
starting point of the nonlinearity in specific cutting energy may be affected by 
multiple factors such as the size of tool edge radius, the material length scale l 
and the temperature softening sensitivity exponent. 
7.1.2 Surface Roughness Prediction in Micro-Turning of Al5083-H116 
 It is shown that most of the discrepancy between the theoretical surface roughness 
and measured surface roughness in micro-turning is due to the additional surface 
roughening caused by plastic side flow.    
 The increase in roughness after reaching a minimum can be attributed to increased 
side flow caused by the strain-gradient induced strengthening of the material 
directly ahead of the tool. 
 Significant improvement in roughness prediction is achieved using the developed 
surface roughness model. The percentage error of the prediction using the 





7.2 Recommendations for Future Work 
7.2.1 Modeling Size Effect in Micro-Cutting 
 In order to examine the strain rate hardening and its effect on size effect in 
micro-cutting, a finite element model with constitutive model including strain 
rate hardening component needs to be developed. This will provide a 
complete model that can be used for a thorough analysis on all material 
strengthening mechanisms and their contribution to size effect.  
 Frictional interaction at the tool-chip interface is modeled with Coulomb 
friction using a constant friction coefficient, which leads to larger prediction 
errors in the thrust force at small uncut chip thickness.  It is observed that the 
friction coefficient has an increasing trend with the decrease in uncut chip 
thickness. Thus, the friction characteristic in microscale metal cutting needs to 
be investigated. 
 The use of work material flow stress data for Al5083-H116 obtained from hot 
torsion test in micro-cutting leads a certain degree of inaccuracy in the 
solution. Independent material tests should be performed to obtain flow stress 
of Al5083-H116 in the range of high temperature and high strain rate. 
 The validation procedure used machining forces as the only measure of 
accuracy of the developed finite element model. This should be expanded to 
include other metrics such as chip thickness, cutting temperatures and strains 
generated in the machined surface. 
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 The uncut chip thickness in micro-cutting approaches the grain size of the 
material and therefore the effect of grain size and micro-structural influence 
on the flow stress needs to be investigated.  
7.2.2 Prediction of Surface Roughness in Micro-Turning 
 In the present work, the average flow stress information is obtained from the 
equivalent orthogonal cutting condition. The strain gradient based finite 
element model should be extended to three-dimensions to provide a more 























7.5 9.9 10.24 1320.00 1365.33 0.375 
10 11.4 10.8 1140.00 1080.00 0.5 
20 16.1 10.5 805.00 525.00 1 
50 30.3 11 606.00 220.00 2.5 
75 42.5 11.2 566.67 149.33 3.75 
 


















3 3.55 2.75 1183.33 916.67 0.6 
5 4.83 2.86 966.00 572.00 1 
7.5 6.25 2.9 833.33 386.67 1.5 
10 7.75 3 775.00 300.00 2 






























20 20.0 21.0 23.1 21.4 1.6 
50 39.6 39.4 39.4 39.5 0.1 
75 53.5 52.0 53.8 53.1 0.9 
100 67.2 69.0 65.5 67.2 1.7 
150 101.9 105.8 104.3 104.0 1.9 
200 137.9 133.3 129.1 133.4 4.4 
 
 






















20 10.9 10.7 12.5 11.4 1.0 
50 15.0 15.5 16.0 15.5 0.5 
75 19.0 19.4 20.9 19.8 1.0 
100 25.9 26.2 24.9 25.7 0.7 
150 42.4 47.1 48.5 46.0 3.2 






Table B.3. Force data from orthogonal cutting tests at 10 m/min. 
Uncut chip thickness 
(µm) 
Cutting Force Fc 
(N) 
Thrust Force Ft 
(N) 
0.5 0.8195 0.2785 
0.5 0.9366 0.3621 
0.5 0.9666 0.4092 
0.5 1.0698 0.4203 
0.5 1.0614 0.4011 
1 1.2495 0.4415 
1 1.2846 0.3864 
1 1.6426 0.3821 
1 1.464 0.4307 
1 1.6164 0.3733 
2 2.939 0.5547 
2 2.3457 0.3597 
2 2.3031 0.3986 
2 2.3898 0.4398 
2 2.3573 0.4852 
5 5.2325 0.9926 
5 5.1497 0.9667 
5 5.2845 0.9937 
5 5.4666 1.1752 
5 5.4246 1.0989 
7.5 7.7623 1.5619 
7.5 7.6515 1.552 
7.5 7.6347 1.5232 
7.5 7.6305 1.4933 
7.5 7.8616 1.6678 
10 9.7068 1.8961 
10 9.7143 1.901 
10 9.6915 1.8443 
10 9.6997 1.8553 




Table B.4. Surface roughness measurement at feed of 100 µm/rev, Depth of cut of 100 
µm and cutting speed of 200 m/min (all units in µm). 
feed 100 µm/rev      
Point 1 Pv 6.725 Rms 0.869 Ra 0.692 
L1 4.471  0.859  0.692  
L2 4.069  0.82  0.663  
L3 4.334  0.908  0.724  
L4 5.055  0.895  0.723  
L5 4.148  0.805  0.658  
average 4.4154  0.8574  0.692  
Point 2 Pv 6.343 Rms 0.795 Ra 0.653 
L1 4.014  0.798  0.653  
L2 4.278  0.79  0.662  
L3 4.143  0.762  0.623  
L4 3.738  0.732  0.602  
L5 4.431  0.783  0.642  
average 4.1208  0.773  0.6364  
Point 3 Pv 7.262 Rms 0.871 Ra 0.698 
L1 4.598  0.851  0.702  
L2 4.489  0.787  0.64  
L3 4.7  0.842  0.69  
L4 5.03  0.906  0.721  
L5 5.157  0.862  0.675  
average 4.7948  0.8496  0.6856  
Point 4 Pv 7.569 Rms 0.949 Ra 0.752 
L1 5.149  0.928  0.737  
L2 5.009  0.928  0.739  
L3 5.897  0.977  0.79  
L4 4.798  0.896  0.71  
L5 5.069  0.953  0.758  
average 5.1844  0.9364  0.7468  
       








Table B.5. Surface roughness measurement at feed of 75 µm/rev, Depth of cut of 100 µm 
and cutting speed of 200 m/min (all units in µm). 
feed 75 µm/rev      
Point 1 Pv 6.106 Rms 0.644 Ra 0.498 
L1 3.485  0.613  0.471  
L2 3.373  0.565  0.441  
L3 3.797  0.628  0.484  
L4 3.739  0.684  0.542  
L5 3.822  0.648  0.499  
average 3.6432  0.6276  0.4874  
Point 2 Pv 6.24 Rms 0.587 Ra 0.457 
L1 3.604  0.571  0.439  
L2 3.475  0.568  0.454  
L3 3.069  0.547  0.44  
L4 3.153  0.521  0.422  
L5 3.531  0.619  0.477  
average 3.3664  0.5652  0.4464  
Point 3 Pv 6.185 Rms 0.59 Ra 0.459 
L1 3.968  0.618  0.469  
L2 3.302  0.577  0.453  
L3 4.279  0.629  0.479  
L4 3.205  0.586  0.467  
L5 3.015  0.543  0.433  
average 3.5538  0.5906  0.4602  
Point 4 Pv 5.906 Rms 0.649 Ra 0.497 
L1 4.206  0.651  0.491  
L2 3.986  0.628  0.49  
L3 4.41  0.613  0.467  
L4 3.974  0.606  0.483  
L5 4.102  0.627  0.503  
average 4.1356  0.625  0.4868  
       








Table B.6. Surface roughness measurement at feed of 50 µm/rev, Depth of cut of 100 µm 
and cutting speed of 200 m/min (all units in µm). 
feed 50 µm/rev      
Point 1 Pv 5.325 Rms 0.417 Ra 0.321 
L1 2.581  0.39  0.297  
L2 2.868  0.402  0.318  
L3 2.867  0.419  0.333  
L4 3.067  0.406  0.312  
L5 2.922  0.366  0.282  
average 2.861  0.3966  0.3084  
Point 2 Pv 4.687 Rms 0.399 Ra 0.305 
L1 2.373  0.385  0.299  
L2 2.563  0.398  0.318  
L3 2.53  0.388  0.304  
L4 2.355  0.337  0.259  
L5 2.728  0.385  0.292  
average 2.5098  0.3786  0.2944  
Point 3 Pv 6.309 Rms 0.48 Ra 0.361 
L1 3.746  0.528  0.378  
L2 3.117  0.439  0.341  
L3 2.543  0.388  0.305  
L4 2.927  0.473  0.373  
L5 2.424  0.441  0.343  
average 2.9514  0.4538  0.348  
Point 4 Pv 0.605 Rms 0.433 Ra 0.331 
L1 3.14  0.444  0.324  
L2 3.312  0.413  0.32  
L3 2.642  0.385  0.296  
L4 2.88  0.427  0.321  
L5 2.905  0.433  0.332  
average 2.9758  0.4204  0.3186  
       








Table B.7. Surface roughness measurement at feed of 20 µm/rev, Depth of cut of 100 µm 
and cutting speed of 200 m/min (all units in µm). 
feed 20 µm/rev      
Point 1 Pv 5.447 Rms 0.492 Ra 0.359 
L1 3.626  0.443  0.333  
L2 3.073  0.451  0.34  
L3 3.616  0.504  0.357  
L4 2.836  0.466  0.344  
L5 3.557  0.45  0.32  
average 3.3416  0.4628  0.3388  
Point 2 Pv 7.228 Rms 0.571 Ra 0.433 
L1 3.231  0.574  0.436  
L2 3.641  0.578  0.427  
L3 3.539  0.548  0.407  
L4 3.894  0.586  0.462  
L5 3.135  0.552  0.443  
average 3.488  0.5676  0.435  
Point 3 Pv 7.421 Rms 0.507 Ra 0.373 
L1 4.382  0.553  0.439  
L2 3.18  0.554  0.417  
L3 2.88  0.473  0.346  
L4 2.585  0.412  0.314  
L5 2.819  0.506  0.372  
average 3.1692  0.4996  0.3776  
Point 4 Pv 5.278 Rms 0.496 Ra 0.346 
L1 3.193  0.427  0.3  
L2 2.952  0.448  0.328  
L3 3.261  0.475  0.336  
L4 3.279  0.483  0.343  
L5 2.966  0.474  0.316  
average 3.1302  0.4614  0.3246  
       








Table B.8. Surface roughness measurement at feed of 10 µm/rev, Depth of cut of 100 µm 
and cutting speed of 200 m/min (all units in µm). 
feed 10 µm/rev      
Point 1 Pv 5.18 Rms 0.453 Ra 0.33 
L1 3.132  0.418  0.316  
L2 3.478  0.504  0.376  
L3 2.689  0.444  0.333  
L4 2.604  0.486  0.38  
L5 2.53  0.404  0.283  
average 2.8866  0.4512  0.3376  
Point 2 Pv 6.289 Rms 0.432 Ra 0.302 
L1 2.869  0.384  0.272  
L2 2.448  0.411  0.29  
L3 3.173  0.443  0.311  
L4 3.048  0.453  0.339  
L5 2.926  0.374  0.256  
average 2.8928  0.413  0.2936  
Point 3 Pv 6.02 Rms 0.547 Ra 0.425 
L1 3.401  0.58  0.45  
L2 0.972  0.501  0.394  
L3 3.476  0.559  0.432  
L4 2.676  0.465  0.364  
L5 4.073  0.599  0.459  
average 2.9196  0.5408  0.4198  
Point 4 Pv 6.507 Rms 0.439 Ra 0.309 
L1 3.67  0.494  0.358  
L2 3.259  0.413  0.3  
L3 2.766  0.388  0.279  
L4 2.532  0.444  0.334  
L5 3.196  0.449  0.321  
average 3.0846  0.4376  0.3184  
       








Table B.9. Surface roughness measurement at feed of 5 µm/rev, Depth of cut of 100 µm 
and cutting speed of 200 m/min (all units in µm). 
feed 5 µm/rev      
Point 1 Pv 5.507 Rms 0.595 Ra 0.459 
L1 3.712  0.595  0.468  
L2 2.869  0.56  0.457  
L3 3.959  0.647  0.502  
L4 3.318  0.512  0.391  
L5 3.383  0.56  0.433  
average 3.4482  0.5748  0.4502  
Point 2 Pv 6.125 Rms 0.593 Ra 0.455 
L1 3.722  0.612  0.47  
L2 3.902  0.597  0.46  
L3 3.115  0.555  0.435  
L4 3.206  0.557  0.428  
L5 3.642  0.614  0.461  
average 3.5174  0.587  0.4508  
Point 3 Pv 5.623 Rms 0.539 Ra 0.415 
L1 2.503  0.498  0.397  
L2 2.817  0.51  0.407  
L3 3.205  0.594  0.47  
L4 3.333  0.532  0.41  
L5 3.058  0.505  0.382  
average 2.9832  0.5278  0.4132  
Point 4 Pv 6.096 Rms 0.508 Ra 0.374 
L1 3.863  0.556  0.386  
L2 3.011  0.444  0.332  
L3 3.723  0.43  0.298  
L4 2.895  0.488  0.361  
L5 3.121  0.561  0.419  
average 3.3226  0.4958  0.3592  
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