Abstract. In this paper we develop a technique for transforming an internal memory tree data structure into an external storage structure. We show how the technique can be used to develop a search-tree-like structure, a priority-queue, a (one-dimensional) range-tree and a segment-tree, and give examples of how these structures can be used to develop ecient I/O-algorithms. All our algorithms are either extremely simple or straightforward generalizations of known internal memory algorithms | given the developed external data structures.
Introduction
In the last few years, more and more attention has been given to Input/Output (I/O) complexity of existing algorithms and to the development of new I/Oe cient algorithms. This is due to the fact that communication between fast internal memory and slower external storage is the bottleneck in many large-scale computations. The signi cance of this bottleneck is increasing as internal computation gets faster, and especially as parallel computing gains popularity 16]. Currently, technological advances are increasing CPU speed at an annual rate of 40-60% while disk transfer rates are only increasing by 7-10% annually 18] .
A lot of work has already been done on designing I/O-variants of known internal memory data structures (e.g. 10, 11, 12, 14, 15, 19] ), but practically all these data structures are designed to be used in on-line settings, where queries should be answered immediately and within a good worst case number of I/O's. This e ectively means that using these structures to solve o -line problems yields non-optimal algorithms, because they are not able to take full advantage of the large internal memory. Therefore a number of researchers have developed techniques and algorithms for solving large-scale o -line problems without using external storage data structures 1, 7, 8] .
In this paper we develop external storage data structures that take advantage of the large main memory. This is done by only requiring good amortized performance of the operations on the structures, and by allowing search operations to be batched. The data structures developed can then be used in simple and e ective algorithms for computational geometry and graph problems. As pointed out in 7] and 8] problems from these two areas arise in many large-scale computations, e.g in object-oriented, deductive and spatial databases, VLSI design and simulation programs, geographic informations systems, constraint logic programming, statistics, virtual reality systems, and computer graphics.
I/O-Model and Previous Results
We will be working in an I/O-model introduced by Aggarwal and Vitter 1] . The I/O-model has the following parameters: N = # of elements in the problem instance M = # of elements that can t into main memory B = # of elements per block An I/O-operation in the model is a swap of B elements from internal memory with B consecutive elements from external storage. The measure of performance we consider is the number of such I/Os needed to solve a given problem. Internal computation is for free. The model captures the essential parameters of many of the I/O-systems in use today. 4 In 22] the I/O-model is extended with a parameter D. Here the secondary storage is partitioned into D distinct disk drives, and if no two blocks come from the same disk, D blocks can be transferred per I/O. Furthermore, the model can be extended such that we have more than one internal processor (see e.g. 13]), and a number of authors have considered further extended models, with so-called multilevel hierarchical memories (see e.g. 13] or 21]), which aim to capture the fact that large-scale computer systems contain many levels of memory.
Early work on I/O-algorithms concentrated on algorithms for sorting and permutation-related problems in the single disk model 1] as well as in the extended versions of the I/O-model 13, 21, 22] . External sorting requires (n log m n) I/Os, 5 which is the external storage equivalent of the well-known (N log N) time bound for sorting in internal memory. Note that this means that O( log m n B )
is the I/O-bound corresponding to the O(log N) bound on the operations on many internal memory data structures. More recently researchers have designed 4 The quotients N=B (the number of blocks in the problem) and M=B (the number of blocks that t into internal memory) play an important role in the study of I/O-complexity. Therefore, we will use n as shorthand for N=B and m for M=B. Furthermore, we will say that an algorithm uses a linear number of I/O-operations if it uses at most O(n) I/Os to solve a problem of size N. 5 We de ne for convenience log m n = maxf1; (log n)=(log m)g.
external memory algorithms for a number of problems in di erent areas. Most notably I/O-e cient algorithms have been developed for a large number of computational geometry 4, 8] and graph problems 7] . In 3] a general connection between the comparison-complexity and the I/O-complexity of a given problem is shown.
Our Results
In this paper we develop a technique for transforming an internal memory tree data structure into an external storage data structure. We use our technique to develop a number of external storage data structures, which in turn can be used to develop optimal algorithms for problems from all the di erent areas previously considered with respect to I/O-complexity. All these algorithms are either extremely simple or straightforward generalizations of known internal memory algorithms | given the developed external storage data structures. This is in contrast to the I/O-algorithms developed so far, as they are all very I/O-speci c. Using our technique we on the other hand manage to isolate all the I/O-speci c parts of the algorithms in the data structures, which is nice from a software engineering point of view. Ultimately, one would like to give the task of transforming an ordinary internal memory algorithm into a good external storage one to the compiler. More speci cally, the results in this paper are the following:
Sorting: We develop a simple dynamic tree structure (The Bu er Tree) with operations insert, delete and write. We prove amortized I/O-bounds of O( log m n B )
on the rst two operations and O(n) on the last. Using the structure we can sort N elements with the standard tree-sort algorithm in the optimal number of I/Os. This algorithm is then an alternative to the sorting algorithms developed so far. Apart from being simple, the algorithm is the rst I/O-algorithm that does not need all the elements to be present at the start of the algorithm.
Graph-algorithms: We extend the bu er tree with a deletemin operation in order to obtain an external storage priority-queue. We prove an O( log m n B ) amortized bound on the number of I/Os used by this operation. Using the structure it is straightforward to develop an extremely simple algorithm for \circuit-like" computations as de ned in 7] . This algorithm is then an alternative to the \time-forward processing technique" developed in the same paper. The time-forward processing technique only works for large values of m, while our algorithm works for all m. In 7] the time-forward processing technique is used to develop an efcient I/O-algorithm for external-memory list-ranking, which in turn is used to develop e cient algorithms for a large number of graph-problems. All these algorithms thus inherit the constraint on m and our new algorithm removes it from all of them.
Computational Geometry: We also extend the bu er tree with a batched rangesearch operation in order to obtain an external (one-dimensional) range tree structure. We prove an O( log m n B + r) amortized bound on the number of I/Os used by the operation. Here r is the number of blocks reported. Furthermore, we use our technique to develop an external version of the segment tree with operations insert/delete and batched stabbing queries with the same I/Obounds as the corresponding operations on the range-tree structure. The two structures enable us to solve the orthogonal segment intersection, the batched range searching, and the isothetic rectangle intersection problems in the optimal number of I/O-operations. We can solve these problems with exactly the same plane-sweep algorithms as are used in internal memory. Optimal | and e cient in practice 6] | algorithms for the three problems are also developed in 8], but as noted earlier, these algorithms are very I/O-speci c. A note should also be made on the fact that the search operations are batched. Batched here means that we will not immediately get the result of a search operation. Furthermore, parts of the result will be reported at di erent times. This su ces in the plane-sweep algorithms we are considering, as the sequence of operations done on the data structure during the algorithms does not depend on the results of the queries in the sequence.
Even though we will not go into the details in this extended abstract we can also prove, using a technique similar to the one used in 13] , that all the developed structures can be modi ed to work in the D-disk model | that is, the I/O-bounds can be divided by D. Furthermore, the structures are also internalmemory optimal in the sense that we can prove an amortized O(log N) bound on the number of comparisons used by the (update and search) operations. This means that the developed sorting algorithm, as well as the three computational geometry algorithms, are all internal memory optimal. We believe that our technique and the developed structures will be useful in the development of further external-memory algorithms. In 4] an extension of the external segment tree is used to develop e cient new external algorithms for a number of important problems involving segments in the plane. Finally, we believe that algorithms relying on our structures will be e ective in practice due to relatively small constants in the asymptotic bounds. We plan to implement some of the structures in the transparent parallel I/O environment (TPIE) developed by Vengro 20] .
The main organization of the rest of this paper is the following: In the next section we sketch our general technique. In section 3 we then develop the basic bu er tree structure which can be use to sort, and in section 4 and 5 we extend this structure with a deletemin and batched rangesearch operation, respectively. The external version of the segment tree is developed in section 6. 6 
A Sketch of the Technique
In this section, we will sketch the main ideas in our transformation technique. When we want to transform an internal memory tree data structure into an external version of the structure, we start by grouping the (binary) nodes in the structure into \super-nodes" with fan-out (m) | that is, fan-out equal to the number of blocks that t into internal memory. We furthermore group the leaves together into blocks getting a O(log m n) \super-node height". To each of the super-nodes we then assign a \bu er" of size (m) blocks. Note that no bu ers are assigned to the leaves. As the number of super-nodes on the level right above the leaves is O(n=m), this means that the total number of bu ers in the structure is O(n=m). Note also that a similar idea is used in 11].
Operations on the structure | updates as well as queries | are then done in a \lazy" fashion. If we for example are working on a search-tree structure and want to insert an element among the leaves, we do not right away search all the way down the tree to nd the place among the leaves to insert the element. Instead, we wait until we have collected a block of insertions (or other operations), and then we insert this block in the bu er of the root. When a bu er \runs full" the elements in the bu er are \pushed" one level down to bu ers on the next level. We call this a bu er-emptying process. Deletions or other and perhaps more complicated updates, as well as queries, are basically done in the same way as insertions. This means that we can have several insertions and deletions of the same element in the tree, and we therefore time-stamp the elements when we insert them in the top bu er. It also means that the queries get batched in the sense that the result of a query may be generated (and reported) in a lazy fashion by several bu er-emptying processes.
The main requirement needed to show the I/O-bounds mentioned in the introduction is that we should be able to empty a bu er in O(m + r) I/Ooperations. Here r is the number of blocks reported by query-operations in the emptied bu er. If this is the case, we can do an amortization argument by associating a number of credits to each block of elements in the tree. More precisely each block in the bu er of node x must hold O(the height of the tree rooted at x) credits. As we only do a bu er-emptying process when the bu er runs full, that is, when it contains (m) blocks, and as we can charge the r-term to the queries that cause the reports, the blocks in the bu er can pay for the emptyingprocess as they all get pushed one level down. On insertion in the root bu er we then have to give each update-element O( log m n B ) credits and each query-element O( log m n B + r) credits, and this gives us the desired bounds. Of course we also need to consider e.g. rebalancing of the transformed structure. We will return to this, as well as the details in other operations, in later sections. Note however already now that the amortization argument holds as long as the fan-out of the super-nodes is (m c ) for 0 < c 1. We will use this fact in the development of the external segment tree.
The Bu er Tree
In this section we will develop the basic structure | the bu er tree | and only consider the operations needed in order to use the structure in a simple sorting algorithm. In later sections we will then extend this basic structure in order to obtain an external priority-queue and an external (one-dimensional) range tree. for a precise de nition). As discussed in section 2, we do the following when we want to do an update on the bu er tree; we construct a new element consisting of the element to be inserted or deleted, a time stamp, and an indication of whether the element is to be inserted or deleted. When we have collected B such elements in internal memory, we insert the block in the bu er of the root. If the bu er of the root still contains less than m=2 blocks we stop. Otherwise, we empty the bu er. The bu er-emptying process is simple. We just load the bu er and the super-node (the partitioning/routing elements) into internal memory | this costs O(m) I/Os. We then remove insert-delete \matches" between the elements from the bu er, and partition them according to the partitioning elements. Finally, we output them to the appropriate bu ers. This again uses O(m) I/Os. If the bu er of any super-node now contains more than m=2 blocks the emptying-process is recursively applied on these nodes.
We will not go into details about the balancing algorithm, that is, what happens when an update-element reaches a leaf. Basically the I/O-balancing algorithm works like the internal memory algorithm. Details are contained in 2]. Using a result due to Huddleston and Mehlhorn 9] we can prove an amortized rebalancing cost of O(1=B) for each update operation. In 9] it is proven that using a particular balancing algorithm, the number of rebalance-operations in an . In order to use the transformed structure in a simple sorting algorithm, we also need a empty/write-operation that empties all the bu ers, and then reports the elements in the leaves in sorted order. The emptying of all bu ers can easily be done just by performing a bu er-emptying process on all super-nodes in the tree | from the top. As emptying one bu er need O(m) I/Os and as the total number of bu ers in the tree is O(n=m), we have the following: Theorem 2. The I/O-cost of emptying all bu ers of a bu er tree and reporting all the remaining elements in sorted order is O(n). Here N is the number of insert and delete operations performed on the structure. 4 An External Priority-queue Normally, we can use a search-tree structure to implement a priority-queue because we know that the smallest element in a search-tree is in the leftmost leaf. The same strategy can be used to implement an external priority-queue based on the bu er tree. There are a couple of problems though, because using the bu er tree we cannot be sure that the smallest element is in the leftmost leaf, as there can be smaller elements in the bu ers of the super-nodes on the leftmost path. There is, however, a simple strategy for doing a deletemin operation in the desired amortized I/O-bound. When we want to perform a deletemin operation on the bu er tree, we simply do a bu er-emptying process on all super-nodes on the path from the root to the leftmost leaf. To do this we use O(m log m n) I/Os. Hereafter we can be sure not only that the leftmost leaf consists of the B smallest elements, but that (at least) the 1 4 m B smallest elements in the tree are in the sons (leaves) of the leftmost super-node. If we delete these elements and holds them in internal memory, we can answer the next 1 4 m B deletemin operations without doing any I/Os. Of course we then also have to check insertions against the minimal elements in internal memory. This can be done in a straightforward way and a simple amortization argument gives us the following: 5 An External (One-Dimensional) Range-tree Structure In this section we will extend the bu er tree with a range-search operation in order to obtain an external (one-dimensional) range-tree structure. In subsection 5.1 we discuss an alternative to the report algorithm we developed in section 3 which we need in order to develop the actual range search algorithm in subsection 5.2.
A Report Operation
As discussed in section 3 we can report all elements in a (sub|) bu er tree just by emptying all the bu ers of the tree and report all the elements in the leaves of the resulting tree. This algorithm uses O(n) I/Os, if n is the number of blocks in the leaves of the original tree. We would however like the algorithm to use O(n a ) I/Os | where n a is the actual number of blocks reported. This number could be as small as zero, as a lot of elements could be deleted by delete-elements in the bu ers. But if n d is the number of blocks occupied by delete-elements in 1. Make two sorted lists for each level of the tree (ij and dj) in the following way:
For each level do the following for all bu ers, starting from the leftmost bu er: Load the bu er and remove \matching" insert-and delete-elements. Output the insert-and the delete-elements again in two di erent lists in sorted order. 2. Push the elements downwards by doing the following for all levels j from the top:
\Merge" dj with ij+1 removing insert/delete matches. Merge dj and dj+1 into dj+1. Merge ij and ij+1 into ij+1. 3. Merge the two lists and do the following for all super-nodes on the last level, starting from the leftmost super-node: While more than m=2 blocks from the list go to the same super-node, put m=2 blocks in the bu er and do a bu er-emptying process on it. Put the remaining blocks in the bu er and continue with the next bu er. Finally, do a bu er-emptying process on all super-nodes on the last level. the tree, we have that n = n a + n d . This means that we can charge the n d part to the delete-elements (adding O(1=B) to the number of I/Os used by a delete operation), and get that each report-operation costs O(n a ) I/Os amortized. Note that it is crucial that the delete elements are removed form the tree. For reasons that will become clear in the next subsection, we would also like to be able to report the elements in a (sub|) bu er tree without doing bu er-emptying processes on anything else than the super-nodes on the last level of the tree. In gure 2 we present such an algorithm for emptying all bu ers in a bu er tree. In step one we make two sorted list for each level of the tree we want empty. These lists contain insert-and delete-elements, respectively. For level j, the insertion list i j contains insertion-elements that do not have a matching delete-element on level j. Similar for the delete list d j . It should be clear that the number of I/O-operations used to make all these lists is proportional to the number of blocks in the bu ers of the tree | that is, m O(n=m) = O(n). In step two we then \push" the elements downwards, ending up with a list of (undeleted) insert-elements and a list of (unused) delete-elements. That the merging process overall uses O(n) I/Os follows from the following argument: Every level in the tree contains more super-nodes than all the levels above it together. This means that the number of I/Os used to \merge" for example d j and i j+1 is bounded by a constant times the maximal number of blocks on level j + 1. The bound then follows from the fact that the total number of blocks in the tree is bounded by O(n). Finally, in step three we process the leaves. By observing that the number of I/Os used to do bu er-emptying processes on full bu ers must be O(n) | as this is a bound on the number of blocks in the lists | and that the number of bu er-emptying processes performed on non-full bu ers is bounded by the number of bu ers on the last level, it follows that also this step uses O(n) I/Os.
By the discussion in the start of this subsection we then have the following: Lemma 4. The elements in a bu er tree with n leaves containing only update elements can be reported in O(n a ) I/Os. After the report process all bu ers of the tree are empty.
The Rangesearch Operation
The rangesearch(x 1 ; x 2 ) operation on a bu er tree should report all the (nondeleted) elements in the tree between element x 1 and element x 2 . When we perform a rangesearch, we make a new element that contain the interval x 1 ; x 2 ] and a time stamp, and insert it in the tree. We then have to modify our bu eremptying process in order to deal with the new rangesearch-elements. When we meet a rangesearch-element in a bu er-emptying process, we rst determine whether x 1 and x 2 are contained in the same sub-tree among the sub-trees rooted at the sons of the super-node in question. If this is the case we insert the rangesearch-element in the corresponding bu er. Otherwise we \split" the element in two | one for x 1 and one for x 2 | and report the elements in the sub-trees that are completely contained in the interval. The splitting only occurs once and hereafter the rangesearch-elements are pushed downwards in the bu er-emptying processes like the insert-elements, while elements in the trees completely contained in the interval are reported. This means that our rangesearch operation gets batched. Assuming that we have a report-algorithm that reports the elements in a bu er tree in O(n a ) I/Os amortized, the following theorem follows by the standard credit argument: However, the report-algorithm presented in the last section has to be modi ed when we have rangesearch-elements in the tree. As the modi cation is technically complicated we will not go into the details in this abstract but just refer to 2]. The main problem is that one should remember to report \matches" between insert-and rangesearch-elements in the bu ers of the tree that is emptied. This is also the reason why just doing bu er-emptying processes on all the nodes will not work. The idea in the algorithm | that is, the idea of making a sorted lists for each element-type on each level and then merging them from the top | is nevertheless the same.
An External Segment Tree
In this section we will sketch how our technique can be used to develop an external version of the segment tree. The segment tree is a well-known data structure used to maintain a dynamically changing set of segments whose endpoints belongs to a xed set. Given a query point, the structure returns all segments that contains the point. Such queries are called stabbing queries. Basically the internal memory segment tree is a binary tree on top of the sorted set of endpoints, All segments that are not long are called short segments and are not stored in any multi-slab list. Instead, they are passed down to lower levels of the tree where they may span recursively de ned slabs and be stored. AB and EF are examples of short segments. Additionally, the portions of long segments that do not completely span slabs are treated as small segments. There are at most two such synthetically generated short segments for each long segment. Its easy to realize that total space utilization is O(n log m n) blocks, because a segment is stored in at most 2 super-nodes on each level.
Given an external segment tree a stabbing query can be answered simply by proceeding down a path in the tree searching for the query value, and at each super-node encountered report all the long segments associated with each of the multi-slabs that span the query value.
Operations on the External Segment Tree
Usually, when we use a segment tree to solve e.g. the batched range searching problem, we use the operations insert, delete and query. However, a delete operation is really not necessary, as we in the plane-sweep algorithm we use the structure in always know at which \time" a segment should be deleted when we insert it in the tree. So in our implementation of the external segment tree we will not support the delete operation, but require that a delete-time is given when a segment is inserted in the tree.
It is easy to realize how the base structure can be build in O(n) I/Ooperations given the endpoints in sorted order. When we want to perform an insert or a query operation on the bu ered segment tree we do as sketched in section 2. We make a new element with the segment or query-point in question, a time-stamp, and | if the element is an insert-element | a delete-time. When we have collected a block of such elements, we insert them in the bu er of the root. If the bu er of the root now contains more than m=2 elements, we perform a bu er-emptying process on it.
The bu er-emptying process is like in the bu er tree case. We simply load the elements in the bu er and report the appropriate \intersection" between query points and segments from the bu er, and between query points and segments in the relevant multi-slab lists. Then segments from the bu er that spans one or more slabs are stored in the relevant multi-slab list. Finally, the elements from the bu er, along with new short segments, are partitioned and send one level down to the relevant bu ers on the next level. As before we also need to be able to empty all the bu ers while reporting the appropriate segments in O(n + r) I/Os. To do so the empty algorithm sketched in section 3 almost applies, that is, in order to empty the tree we essentially just have to do a bu er-emptying process on all bu ers. Details will appear in the full paper.
