Value function iteration is one of the standard tools for the solution of dynamic general equilibrium models if the dimension of the state space is one ore two. We consider three kinds of models: the deterministic and the stochastic growth model and a simple heterogenous agent model. Each model is solved with six different algorithms: (1) simple value function iteration as compared to (2) smart value function iteration neglects the special structure of the problem. (3) Full and (4) modified policy iteration are methods to speed up convergence. (5) linear and (6) cubic interpolation between the grid points are methods that enhance precision and reduce the size of the grid. We evaluate the algorithms with respect to speed and accuracy. Accuracy is defined as the maximum absolute value of the residual of the Euler equation that determines the household's savings. We demonstrate that the run time of all algorithms can be reduced substantially if the value function is initialized stepwise, starting on a coarse grid and increasing the number of grid points successively until the desired size is reached. We find that value function iteration with cubic spline interpolation between grid points dominates the other methods if a high level of accuracy is needed.
Introduction
Value function iteration is among the most prominent methods in order to solve Dynamic General Equilibrium (DGE) models. It is often used as a reference case for the comparison of numerical methods because of its known accuracy as in the seminal work by Taylor and Uhlig (1990) on the solution methods of nonlinear stochastic growth models or in later studies on the computation of the standard real business cycle model with flexible labor supply by Aruoba et al. (2006) and Heer and Maußner (2008) . Value function iteration is safe, reliable, and easy to implement. As one of its main disadvantages, it is slow in speed. Therefore, it is often applied in models where the dimension of the state space is low, usually one or two dimensions. In this paper, we will analyze various forms of value function iteration and consider the implications for speed and efficiency. We find that computational time can be reduced significantly if an initial guess of the value function is computed on a coarse grid which is refined stepwise until the desired number of grid points, and thus, accuracy, is achieved. Depending on the method and the size of the final grid we are able to reduce run time in the deterministic Ramsey model between forteen and several ten thousand percent.
We use value function iteration to compute the infinite-horizon Ramsey model with a representative agent. The consideration of value function iteration and possible ways to increase its computational speed, however, is also very important for the computation of heterogeneous-agent economies where agents may differ with regard to their individual state variable, for example assets or age. In these cases, value function iteration may be one of the very few feasible solution methods since local methods like perturbation methods, which are most often applied to the solution of business cycle models in practise, break down.
1 Similarly, the use of non-local methods like projection methods or parameterized expectations may not be applicable since they are particularly vulnerable to a change of behavior in the policy function if a constraint becomes binding. For example, the labor supply of households may become zero if wealth exceeds a certain threshold value. As a consequence, the optimal labor supply function displays a kink at this point and function approximation methods may behave poorly.
2 To study the sensitivity of our results in such an economy, we also apply the different methods to the computation of a simple heterogeneous agent model with a binding borrowing constraint.
In addition, the application of value function iteration methods may not be confined to one-or two-dimensional problems: 1) With the advance of computer technology, three or four-dimensional problems may soon be solvable with value function iteration for acceptable accuracy. 2) In many applications, the curvature of the value function with respect to some state variables may be so small that few grid points in some dimensions of the state variable will be sufficient.
3 3) Often, we need a good initial value for methods that rely upon the approximation of a function over a large interval. In our own work, we demonstrate in a model of the equity premium that projection methods do not find the solution if the initialization is not very close to the solution and we therefore had to apply time-consuming genetic search algorithms (see Heer/Maußner 2009, Chapter 6.3) . 4) The dimension of the individual state space may sometimes be larger than the dimension of the variables that are actually needed for the arguments of the value function. For example, Erosa and Ventura (2002) consider a household optimization problem where the individual household has the three-dimensional state variable consisting of his individual productivity, real money, and capital. They solve the problem in two steps. In the first step, they compute the value function as a function of wealth, which is the sum of money and capital, and individual productivity. In a second stage, they solve the optimal portfolio problem how to allocate wealth on money and capital.
In the following, we consider various value function iteration methods for the computation of the infinite-horizon Ramsey model. 4 In Section 2, we describe our six different methods of computation. As an illustration, we will apply these value function iteration methods to the computation of the deterministic Ramsey model. In Section 3, we present our findings: 1) Initializing the value function stepwise reduces run time considerably. In one case it reduces run time from five hours and 27 minutes to one hour and 25 minutes, thus, saving more than four hours. 2) Interpolation between grid points with cubic splines delivers highly accurate solutions with errors in the range between 1.4E-4 and 4.1E-7 for grids of sizes between 10 and 1000 points, respectively. 3) Except for linear interpolation on a grid with 10 points no other method is able to compute as precise a solution at the same short run time of less than six seconds. 4) Modified policy function iteration is superior to Howard's algorithm. In Section 4, we extend our analysis to the two-dimensional case. We consider two applications: the stochastic growth model and a simple heterogeneous agent model. In this extended framework simple value function iteration is no longer feasible as the computational time becomes prohibitive. Thus, in Section 5 we determine ranking of the methods based on the time they need to solve our three models for given levels of accuracy. We find that value function iteration with cubic spline interpolation is still the dominant algorithm in the case of high accuracy. In the deterministic and stochastic Ramsey model value function iteration with linear interpolation computes less accurate solutions faster than the former method, since it requires less floating point operations per iteration. Full policy iteration dominates modified policy iteration only in two out of six simulations. Section 6 concludes.
Description of the algorithms
In this section, we present the following six different forms of the value function iteration algorithm that we will analyze with regard to speed and accuracy: 1. Simple value function iteration, 2. smart value function iteration that exploits the monotonicity of the policy function and the concavity of the value function, 3. policy function iteration, 4. modified policy function iteration, 5. value function iteration with linear interpolation between grid-points, 6. value function iteration with cubic interpolation between grid-points.
The algorithms are best explained by means of an example. We choose the deterministic infinite-horizon Ramsey model that serves as the basic structure for most business-cycle and growth models. Henceforth we will refer to this framework as Model 1. 4 We conjecture that our main result also carries over to finite-horizon models like the Overlapping Generations model. In these models, value function iteration is usually much faster than in infinitehorizon models as the value function is found in one iteration starting in the last period of the agent's life, even though there is a trade-off as the value function has to be computed and stored for each age. Our results suggest that value function iteration with cubic spline interpolation is a very fast and accurate method for these kinds of models as well.
Model 1
We assume that a fictitious planer 5 equipped with initial capital K 0 chooses a sequence of future capital stocks fK t g 1 t¼1 that maximizes the life-time utility of a representative household
subject to the economy's resource constraint
and non-negativity constraints on consumption C t and the capital stock K tþ1 . The utility function uðC t Þ is strictly concave and twice continuously differentiable. The function f ðK t Þ ¼ FðN; K t Þ þ ð1 À dÞK t determines the economy's current resources as the sum of output FðN; K t Þ produced from a fixed amount of labor N 1 and capital services K t and the amount of capital left after depreciation, which occurs at the rate d 2 ð0; 1Þ. The function f is also strictly concave and twice continuously differentiable. Value function iteration rests on a recursive formulation of this maximization problem in terms of the Bellman equation:
This is a functional equation in the unknown value function v. Once we know this function, we can solve for K 0 as a function h of the current capital stock K. The function K 0 ¼ hðKÞ is known as the policy function. Our aim is to obtain an approximationĥ h of this function, which is sufficiently close to the true h. The optimal sequence of capital stocks monotonically approaches the stationary solution K Ã determined from the condition bf 0 ðK Ã Þ ¼ 1. Thus, the economy will stay in the inter-
. In order to solve the model numerically, we compute its solution on a discrete set of n points. In this way, we transform our problem from solving the functional equation (1) in the space of continuous functions (an infinite dimensional object) to the much nicer problem of determining a vector of n elements. 6 Our next decision concerns the number of points n. A fine grid k ¼ fK 1 ; K 2 ; :::K n g, K i < K iþ1 , i ¼ 1; 2; :::; n, provides a good approximation. On the other hand, the number of function evaluations that are necessary to perform the maximization step on the right hand-side (rhs) of the Bellman equation increases with n so that computation time places a limit on n. We will discuss the relation between accuracy and computation time below. For the moment being, we consider a given number of grid-points n. A related question concerns the distance between neighboring points in the grid. In our applications, we will work with equally spaced points D ¼ K iþ1 À K i for all i ¼ 1; 2; :::; n À 1. Yet, as the policy and the value function of the original problem 5 Equally, we could have considered the decentralized economy where the household optimizes his intertemporal consumption and supplies his labor and capital in competitive factor markets. 6 Note, however, that the stationary solution of this new problem will differ from K Ã . For this reason we will use K K > K Ã as an upper bound of the state space.
are more curved for low values of the capital stock, the approximation is less accurate in this range. As one solution to this problem, one might choose an unequally-spaced grid with more points in the lower interval of state space; for instance
2 , or choose a grid with constant logarithmic distance, D ¼ ln K iþ1 À ln K i . However, one can show that neither grid type dominates uniformly across applications. In our discrete model the value function is a vector v of n elements. Its ith element holds the life-time utility U 0 obtained from a sequence of capital stocks that is optimal for the given initial capital stock K 0 ¼ K i 2 k. The associated policy function can be represented by a vector h of indices. As before, let i denote the index of K i 2 k, and let j 2 1; 2; :::; n denote the index of K 0 ¼ K j 2 k, that is, the maximizer of the rhs of the Bellman equation for a given K i . Then,ĥ h i ¼ j. The vector v can be determined by iterating over
Successive iterations will converge linearly at the rate b to the solution v Ã of the discrete valued infinite-horizon Ramsey model according to the contraction mapping theorem. Ã that is very simple to program. First, we initialize the value function. One potential candidate for the choice of the initial value function v 0 is the zero vector. We will also discuss a more elaborate initialization below. In the next step, we find a new value and policy function by iterating over all next-period capital stocks K 0 ¼ K j that imply strictly positive consumption. Let nðiÞ denote the index of the largest grid point K 0 ¼ K nðiÞ that implies non-negative consumption, i. e. if f ðK i Þ < K n , nðiÞ satisfies K nðiÞ < f ðK i Þ <¼ K nðiÞþ1 and nðiÞ ¼ n otherwise. For each i ¼ 1; ::; n:
Step 1: compute
Step 2: Find the index j Ã such that w j Ã ! w j 8j ¼ 1; :::; nðiÞ:
Step 3: Set h
In the final step, we check if the value function is close to its stationary solution. Let kv 0 À v 1 k 1 denote the largest absolute value of the difference between the respective elements of v 0 and v 1 . The contraction mapping theorem implies that kv 1 À v Ã k eð1 À bÞ for each e > 0. That is, the error from accepting v 1 as solution instead of the true solution v Ã cannot exceed eð1 À bÞ. In our applications, we set e ¼ 0:01.
Method 2: Smart Value Function Iteration. We can improve upon the method 1, if we take advantage of the specific nature of the problem. First, we can exploit the monotonicity of the policy function, that is:
As a consequence, once we find the optimal index j Second, we can shorten the number of computations in the maximization Step 2, since the function
is strictly concave. 8 A strictly concave function f defined over a grid of n points either takes its maximum at one of the two boundary points or in the interior of the grid. In the first case the function is decreasing (increasing) over the whole grid, if the maximum is the first (last) point of the grid. In the second case the function is first increasing and then decreasing. As a consequence, we can pick the mid-point of the grid, K m , and the point next to it, K mþ1 , and determine whether the maximum is to the left of K m (if fðK m Þ > fðK mþ1 Þ) or to the right of K m (if fðK mþ1 Þ > fðK m Þ). Thus, in the next step we can reduce the search to a grid with about half the size of the original grid. Kremer (2001 165f.) , proves that search based on this principle needs at most log 2 ðnÞ steps to reduce the grid to a set of three points that contains the maximum. For instance, instead of 1000 function evaluations, binary search requires no more than 13. We describe this principle in more detail in the following algorithm: Algorithm 2.1 Binary Search Purpose: Find the maximum of a strictly concave function f ðxÞ defined over a grid of n points x ¼ fx 1 ; :::; x n g Steps:
Step 1: Initialize: Put i min ¼ 1 and i max ¼ n.
Step 2: Select two points: i l ¼ floorðði min þ i max Þ=2Þ and i u ¼ i l þ 1, where floorðiÞ denotes the largest integer less than or equal to i 2 R.
Step
Step 4: If i max À i min ¼ 2, stop and choose the largest element among f ðx imin Þ, fðx iminþ1 Þ, and f ðx imax Þ. Otherwise return to Step 2.
Finally, the closer the value function gets to its stationary solution, the less likely it is that the policy function changes with further iterations. So usually one can terminate the algorithm, if the policy function has remained unchanged for a number of consecutive iterations. Algorithm 2.2 summarizes our second method:
Algorithm 2.2 (Value Function Iteration in the Deterministic Growth Model) Purpose: Find an approximate policy function of the recursive problem (1) Steps:
Step 1: Choose a grid k ¼ ½K 1 ; K 2 ; :::; K n ; K i < K j ; i < j ¼ 1; 2; :::n:
Step 2: Initialize the value function: 8i ¼ 1; :::; n set
where K Ã denotes the stationary solution to the continuous-valued Ramsey problem.
Step 3: Compute a new value function and the associated policy function, v 1 and h 1 , respectively: Put j Ã 0 1. For i ¼ 1; 2; :::; n, and j Ã iÀ1 use Algorithm 2.1 to find the index j
Step 4: Check for convergence: If kv 0 À v 1 k 1 < eð1 À bÞ, e 2 R þþ (or if the policy function has remained unchanged for a number of consecutive iterations) stop, else replace v 0 with v 1 and h 0 with h 1 and return to step 3.
Method 3: Policy Function Iteration. Value function iteration is a slow procedure since it converges linearly at the rate b, that is, successive iterates obey
for a given norm kvk. Howard's improvement algorithm or policy function iteration is a method to enhance convergence. Each time a policy function h s is computed, we solve for the value function that would occur, if the policy were followed forever. This value function is then used in the next step to obtain a new policy function h sþ1 . As pointed out by Puterman and Brumelle (1979) , this method is akin to Newton's method for locating the zero of a function so that quadratic convergence can be achieved under certain conditions. The value function that results from following a given policy h forever is defined by
This is a system of n linear equations in the unknown elements v i . We shall write this system in matrix-vector notation. Towards this purpose we define the vector u ¼ ½u 1 ; u 2 ; :::; u n , u i ¼ uðf ðK i Þ À K j ÞÞ, where, as before, j is the index of the optimal next-period capital stock K j given the current capital stock K i . Furthermore, we introduce a matrix Q with zeros everywhere except for its row i and column j elements, which equal one. The above equations may then be written as
Policy function iterations may either be started with a given value function or a given policy function. In the first case, we compute the initial policy function by performing
Step 3 of Algorithm 2.2 once. The difference occurs at the end of Step 3, where we set
Q 1 is the matrix obtained from the policy function h 1 as explained above.
If n is large, Q is a sizeable object and one may encounter a memory limit on the personal computer. For instance, if the grid contains 10,000 points Q has 10 8 elements. Stored as double precision this matrix requires 0.8 gigabyte of memory. Fortunately, Q is a sparse matrix and many linear algebra routines are able to handle this data type.
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Method 4: Modified Policy Iteration. If it is not possible to implement the solution of the large linear system or if it becomes too time consuming to solve this system, there is an alternative to full policy iteration. Modified policy iteration with k steps computes the value function v 1 at the end of Step 3 of Algorithm 2.2 in the following steps:
The parameter k is set by the user. Its optimal value depends on the number of grid points n and will be discussed in the next section. As proved by Puterman and Shin (1978) this algorithm achieves linear convergence at rate b kþ1 (as opposed to b for value function iteration) close to the optimal value of the current-period utility function.
Methods 5 and 6: Interpolation Between Grid-Points. Applying methods 1-4, we confine the evaluation of the next-period value vðK 0 Þ to the grid points k ¼ fK 1 ; K 2 ; :::; K n g. In methods 5 and 6, we also evaluate vðK 0 Þ off grid points using interpolation techniques. We will consider two kinds of function approximation: linear interpolation (method 5) and cubic spline interpolation (method 6). The two interpolation schemes assume that a function y ¼ f ðxÞ is tabulated for discrete pairs ðx i ; y i Þ. Linear interpolation computeŝ y y ' f ðxÞ for x 2 ½x i ; x iþ1 by drawing a straight line between the points ðx i ; y i Þ and ðx iþ1 ; y iþ1 Þ. The cubic spline determines a functionf f i ðxÞ ¼ a i þ b i x þ c i x 2 þ d i x 3 that connects neighboring points and where the first and the second derivatives agree at the nodes. 10 The first method provides a smooth function between grid points that is continuous (but not differentiable) at the nodes ðK i ; v i Þ. The second method determines a smooth (continuously differentiable) function over the complete set of points ðK i ; v i Þ. Since the current-period utility function is smooth anywhere, we are able to approximate the rhs of the Bellman equation (2) by a continuous functionf fðKÞ:
wherev v is determined by interpolation, either linearly or cubically.
In the interval ½K jÀ1 ; K jþ1 the maximum off f is located either at the end-points or in the interior. For this reason, we need a method that is able to deal with both boundary and interior solutions of a one-dimensional optimization problem. In order to locate the maximum, we use Golden Section Search.
Accordingly, for methods 5 and 6, we need to modify Step 3 of Algorithm 2.2 in the following way: we determine j Ã i as before and then refine the solution. First, assume that j Ã i is the index neither of the first nor of the last grid-point so that the optimum of (2) lies in the continuous interval
Instead of storing the index j Ã i , we now locate the maximum of (5) in I j with the aid of Golden Section Search and store the maximizer K 0 ðiÞ 2 I j in the vector h in position i.f fðK 0 ðiÞÞ is stored in v i . If j Ã i ¼ 1, we evaluate (5) at a point close to K 1 . If this returns a smaller value than the one at K 1 , we know that the maximizer is equal to K 1 . Otherwise, we locate K 0 ðiÞ in
Choice of the Initial Value Function. The time needed for any of our methods to converge depends critically on the initial value function. In Heer and Maußner (2009) we discuss several different choices for v 0 . Here we advocate for the stepwise computation of an appropriate initial value function. On a small grid, methods 1 through 4 require only a few seconds to converge, irrespective of the choice of the initial value function. Given the solution on the small grid, we successively increase the size of the grid until the desired number of grid points is reached which delivers the required accuracy of the solution. In each step we use the previous solution and interpolate linearly between the grid points to obtain the new starting value for the value function. In the case of methods 5 and 6, we always use method 4 to find an initial value function iteratively, since these methods converge very slowly. In summary, we use the six different algorithms to compute the approximate solution of the infinite-horizon Ramsey model with uðCÞ ¼ ½C 1Àg À 1=ð1 À gÞ and FðN; KÞ ¼ K a providing us with the solutions C t ¼ĥ h C ðK t Þ and K tþ1 ¼ĥ h K ðK t Þ for consumption and the capital stock, respectively.
Measure of Accuracy. We evaluate their performance with respect to computation time and accuracy as measured by the error e in the Euler equation:
Euler residual e provides a unit-free measure of the percentage error in the first-order equation of the household and is a standard measure of accuracy in similar studies like Aruoba et al. (2006) or Heer and Maußner (2008) .
Calibration. The parameters of the model are set equal to a ¼ 0:27, b ¼ 0:994, g ¼ 2:0, and d ¼ 0:011. Our parameters are chosen in accordance with empirical observations from the West German economy during [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] . 1 À a equals the average wage share in gross domestic product at factor prices assuming that self-employed earn the average wage of employees. b is chosen so that the annual real rate of return is approximately equal to 6 %. The quarterly depreciation rate d equals 1.1 % in West Germany. Finally, as the empirical evidence from microceconometric studies for the intertemporal elasticity of substitution 1=g varies between values of 1/4 and 1 we follow Heer and Maußner (2009) .
They choose g ¼ 2:0 in order to have a favorable match between the empirical variances of aggregate variables and those implied by their RBC model.
Computation. We used a workstation with a quad core 2.66 gigahertz processor and 12 gigabyte of RAM.
12 The value and the policy functions are computed on a grid of n points over the interval ½0:75K Ã ; 1:25K Ã . We stopped iterations if the maximum absolute difference between successive approximations of the value function became smaller than 0:01ð1 À bÞ or if the policy function remained unchanged in 30 consecutive iterations (this latter criterium is only applicable for methods 1 through 4). Modified policy iterations use k ¼ 35. The Euler equation residuals are computed for 20,000 equally spaced points in the interval ½0:75K Ã ; 1:25K Ã . Linear -and in the case of method 6 -cubic interpolation was used to compute the policy function between the elements of the vector h.
Evaluating the algorithms in model 1
In Table 1 we present our results with respect to run time, and Table 2 provides information on the accuracy of the solutions in terms of the maximum absolute value of the 20,000 Euler equation residuals. For each method the respective third line gives run time and precision relative to method 6 for n ¼ 10. These numbers should be independent of the machine and the operating system.
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The first row of Table 1 demonstrates that computation time becomes prohibitive for simple value function iteration if n is getting large. Even on a grid of 5,000 points the algorithm requires more than two and a half hours to converge. For this size of the grid, iterative initialization saves more than one hour of run time. For the same n, Algorithm 2.2 needs just two and a half minutes, and modified policy iteration (method 4) requires less than four seconds. The rows labeled 3 and 4 in Table 1 convey a second finding. Policy iteration requires more time than modified policy iteration for the number of grid points considered in our experiments.
14 The time needed to solve the large linear system (3) slows down the algorithm. For a sizable grid of n ¼ 10; 000 points, method 4 is more than twice as fast as method 3. Intuitively, one would think that full policy iteration is slower than modified policy iteration at larger grids since it requires more time to solve the respective sparse linear system. However, and more importantly, there is a second reason. Without iterative initialization method 3 requires much more time to converge than method 4. Thus, a second reason for the relative worse performance of method 3 as compared to method 4 is slow convergence if the initial solution is far from the final value function. The key parameter determining the speed of method 4 is the number of iterations with a given policy function k. Small values of k reduce the computational time spent on step (4), but the algorithm needs more iterations to converge. If k is small relative to n and if the initial value function is far from the final solution, the algorithm may not even converge in a reasonable number of steps. For instance, if n=10,000 and k <¼25, the algo- 12 The source code is available in the Gauss program Model_1.g. All computer codes can be found in the electronic data archive of the Journal of Statistics and Econometrics under 'http://www.jbnst.de/'. 13 We had to recognize that the run time is not absolutely stable between different runs of the program on the same machine. We attribute this finding to background work of the operating system. 14 The speed of method 3 also depends on the linear sparse matrix solver. The Gauss command Sparse Solve implements the sparse LU factorization of Demmel et al. (1999) .
rithm had not converged after 1,000 iterations. Table 3 displays the relation between run time and the number of steps k in modified policy iteration. In the range k=25 and k=35 the differences in run time are small and the minimizer (the boxed values) is also in this range. Our choice of k=35 in our simulations, thus, is well justified.
In Table 2 , we present our results with respect to the precision of the algorithms. In the case of methods 1 through 4 the Euler equation residuals are almost proportional to the size of the grid. They are of the order of magnitude 0.04 for n=250 and decrease to about 0.001 for n=10,000. It, thus, requires a sizable grid to obtain an accurate solution. Note also that the precision of methods 1-4 is of the same order of magnitude for a given size n of the grid (see Table 2 ).
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Adding interpolation between grid-points to Step 3 of Algorithm 2.2 increases the accuracy of the solution considerably. Even for a grid of n=10 we obtain Euler equation residuals that are almost ten times smaller than those obtained from methods 1 through 4 for n=10,000.
As can be seen from Tables 1 and 2 , high precision of 4.E-5 can be obtained from method 5 for n ¼ 5000. The algorithm needs about 25 minutes to compute this solution, and iterative initialization saves over one hour of run time. Method 6 obtains an even higher precision of 4.E-7 in about two and a half minutes, and, thus, is the method of choice in Model 1. Note, also, that we are not able to increase the precision of this method if we increase n beyond 5000 points.
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In the next section we extend our algorithms to a stochastic framework. We introduce two further models: the stochastic growth model and a simple heterogenous agent model. Though the algorithms to compute the value function in both models are essentially the same, there is one important difference: in the stochastic growth model we can confine the grid for the capital stock to a small interval around the stationary solution of the deterministic growth model considered in this section. In a heterogenous agent environment, however, the admissible assets are in a much larger interval and the value function is more curved at the lower endpoint of this interval. In this section, we extend our analysis from a one-dimensional to a two-dimensional value function problem. We, therefore, introduce a productivity shock in the deterministic infinite-horizon model. 16 To obtain the very small errors of orders 1.E-5 or even 1.E-7 in the case of the iterative initialization of the value function, we had to adjust the stopping criterium downwards for methods 5 and 6. Otherwise, the algorithms stopped to early. The Model. Production Y t in period t is now given by: Y t ¼ Z t f ðK t Þ: The stochastic productivity Z t is assumed to follow a stationary stochastic process. The central planner maximizes the expected discounted life-time utility:
subject to the resource constraint
and non-negativity constraints on consumption C t and the capital stock K tþ1 . Expectations E are taken conditional on the information available at time t ¼ 0. We can also reformulate the problem in a recursive representation. As the problem is independent of time, we, again, drop the time index. The solution of the problem is a value function vðK; ZÞ that solves the Bellman equation vðK; ZÞ ¼ max
where E½ÁjZ is the mathematical expectations operator conditional on the realization of Z at the time the decision on K 0 is to be made, uðZ; K;
Approximations of E½ÁjZ. As in the previous section, we replace the original problem by a discrete valued problem and approximate the value function by an n Â m matrix V ¼ ðv ij Þ, whose row i and column j argument gives the value of the optimal policy, if the current state of the system is the pair ðK i ; Z j Þ, K i 2 k ¼ fK 1 ; K 2 ; :::; K n g, Z j 2 z ¼ fZ 1 ; Z 2 ; :::; Z m g. The further procedure depends on the model's assumptions with respect to Z. There are models that assume that Z is governed by a Markov chain with realizations given by the set z and transition probabilities given by a matrix P ¼ ðp jl Þ, whose row j and column l element is the probability of moving from Z j to state Z l . Given z and the matrix P, the Bellman equation of the discrete valued problem is
p jl v rl ; i ¼ 1; 2; :::; n; j ¼ 1; 2; :::; m; ð8Þ where we use d ij as a shorthand for the set d Ki;Zj . As in the previous section, we can use iterations over this equation to determine the matrix V. Suppose, as it is often the case in the modelling of business cycle fluctuations, that ln Z follows an AR(1)-process:
1Þ; e 0 $ Nð0; 1Þ:
As explained in Heer and Maußner (2009) , the best way to tackle this case is to use Tauchen's algorithm that provides a Markov chain approximation of the process (9) (see Tauchen, 1986) . To use this algorithm, one must provide the size of the interval I Z ¼ ½Z 1 ; Z m and the number of grid-points m. The algorithm determines the grid z ¼ fZ 1 ; Z 2 ; :::; Z m g and the matrix of transition probabilities P ¼ ðp jl Þ so that the discrete-valued Bellman equation (8) still applies. The boundaries of z must be chosen so that Z remains in the interval I Z .
The Basic Algorithm. The problem that we, thus, have to solve, is to determine V iteratively from 
This process will also deliver the policy function H ¼ ðh ij Þ. In our basic algorithm, this matrix stores the index k Ã ij of the optimal next-period state variable K 0 r 2 k in its ith row and jth column element. The pair of indices ði; jÞ denotes the current state of the system, that is, ðK i ; Z j Þ. We assume that the value function v of our original problem is concave in K and that the policy function h is monotone in K so that we can continue to use all of the methods encountered in Section 2. As we have seen in Section 3, a reasonable fast algorithm should at least exploit the concavity of v and the monotonicity of h. Our basic algorithm, thus, consists of steps 1, 2.1, and 2.2i of Algorithm 4.1. We first discuss the choice of k and V 0 in
Step 1 before we turn to methods that accelerate convergence and increase precision in Step 2.
Algorithm 4.1 (Value Function Iteration 2) Purpose: Find an approximate policy function of the recursive problem (7) given a Markov chain with elements z ¼ fZ 1 ; Z 2 ; :::; Z m g and transition matrix P.
Steps:
Step 1: Choose a grid k ¼ K 1 ; K 2 ; :::; K n f g ; K i < K j ; i < j ¼ 1; 2; :::n; and initialize V 0 .
Step 2: Compute a new value function V 1 and an associated policy function H 1 : For each j ¼ 1; 2; :::; m repeat these steps:
Step 2.1: Initialize: k Step 2.3: (optional, if Step 2.2.i was taken) Set w 1 ¼Ṽ V 1 , and for l ¼ 1; 2; :::; k iterate over
and replace V 1 by the respective elements of w kþ1 .
Step 3: Check for convergence: if Choice of k and V 0 This choice is a bit more delicate than the respective step of Algorithm 2.2. In the deterministic growth model considered in the previous sections the optimal sequence of capital stocks is either increasing or decreasing, depending on the given initial capital stock K 0 . This makes the choice of k easy. In a stochastic model, the future path of K depends on the expected path of Z, and we do not know in advance whether for any given pair ðK i ; Z j Þ the optimal policy is to either increase or decrease K. For this reason, our policy to choose k is "guess and verify''. We will start with a small interval. If the policy function hits the boundaries of this interval, that is, if h ij ¼ 1 or h ij ¼ n for any pair of indices, we will enlarge k. In the case of the stochastic growth model an educated guess is the following: If the current shock is Z j and we assume that Z ¼ Z j forever, the sequence of capital stocks will approach K Ã j determined from
Approximate lower and upper bounds are, thus, given by K Ã 1 and K Ã m , respectively. Since, the stationary solution of the discrete-valued problem will not be equal to the solution of the continuous-valued problem, K 1 (K n ) should be chosen as a fraction (a multiple) of K
In the previous section we have shown that an iterative initialization of the value function reduces run time considerably. Thus, we also use this strategy in the stochastic context. Acceleration. In Section 3, we discovered that policy function iteration is a method to accelerate convergence. This method assumes that a given policy H 1 is maintained forever. In the context of the Bellman equation (8) this provides a linear system of equation in the nm unknowns v ij (for the moment, we suppress the superscript of V):
p jl v hijl ; u ij :¼ uðZ j ; K i ; K hij Þ; i ¼ 1; 2; :::; n; j ¼ 1; 2; :::; m:
In matrix notation, this may be written as
vec V (vec U) is the nm column vector obtained from vertically stacking the rows of V (U). The nm Â nm matrix Q ¼ ðq rc Þ is obtained from H and P. It has elements q rc ¼ p jl , r ¼ ðj À 1Þn þ i, c ¼ ðl À 1Þn þ h ij and zeros elsewhere. Even for a grid z with only a few elements m, Q is much larger than its respective counterpart in equation (3), and one must use sparse matrix method to solve equation (13).
Interpolation. We know from the results obtained in Section 3 that interpolation between the points of k is one way to increase the precision of the solution. Within the current framework the objective is to obtain a continuous functionf fðKÞ that approximates the rhs of (7) given the tabulated value function in the matrix V and the grid k. We achieve this by defininĝ
The functionv v l ðKÞ is obtained from interpolation between two neighboring points K i and K iþ1 from k and the respective points v il and v iþ1l from the matrix V. Thus, each time the functionf fðKÞ is called by the maximization routine, m interpolation steps must be performed. For this reason, interpolation in the context of a stochastic model is much more time consuming than in the case of a deterministic model. Our algorithm allows for either linear or cubic interpolation in the optional Step 2.2.ii.
Measuring Accuracy. We use the functions uðCÞ ¼ ½C 1Àg À 1=ð1 À gÞ and f ðKÞ ¼ K a and measure the accuracy of the solution by the residuals of the Euler equation
We use Gauss-Hermite quadrature to evaluate the integral on the right-hand side of the previous equation. Again, C, C 0 and K 0 are computed by the policy functions. For example, the police function for consumption is given bŷ
The policy function for the next-period capital stockĥ h K is obtained from bilinear interpolation between the elements of the matrix H. The residuals are computed over a grid of 200 2 points over the interval ½0:75K Ã ; 1:25K Ã Â ½0:95; 1:05.
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Calibration. The parameters a, b, d, and g are set as in the model of Section 3. For the parameters of the technology process, q ¼ 0:90 and r ¼ 0:0072, we use the estimates obtained by Heer and Maussner (2009) who fit an AR(1) process to the time series for German productivity. The value and the policy function are computed on a grid of n Â m points. The size of the interval I Z ¼ ½Z 1 ; Z m equals 11 times the unconditional standard deviation of the AR(1)-process in equation (9). We stopped iterations, if the maximum absolute difference between successive approximations of the value function became smaller than 0:01ð1 À bÞ or if the policy function remained unchanged in 50 consecutive iterations (this latter criterium is only applicable for methods 2 and 4.) Modified 17 To save on computational time we did not use the same number of points, i. e., 20,000, that we used in Section 3. We found that the difference between the maximum Euler residual on a grid over ½0:75K Ã ; 1:25K Ã with 200 and a grid with 20,000 points, respectively, is small. policy iterations use k ¼ 35. The stochastic process for the productivity shock (9) is approximated by a Markov chain with m ¼ 9 points. 4.2 Model 3: A simple heterogeneous agent model As a third model we will consider a very simple model of an exchange economy that is based upon Huggett (1993) . In our model, agents are heterogeneous with regard to their wealth a and their employment status e 2 fe h ; e l g. Employment is stochastic. Households are either employed, e ¼ e h , or unemployed, e ¼ e l , in which cases they receive the income yðe h Þ and yðe l Þ, respectively, with yðe h Þ > yðe l Þ. In addition, they face a borrowing constraint a t >¼ a a in each period t. In order to compute the solution for such a model, we need to compute the value function over a much larger interval than, for example, in the deterministic Ramsey model. Moreover, the value function is characterized by much more curvature at and in the proximity of the borrowing constraint. In our model, unemployed agents with minimum wealth a ¼ a a would like to accumulate higher debt but cannot do so. As a consequence, the computation of the policy function is prone to higher inaccuracy and/or lower speed.
The Model. The model follows Huggett (1993) with some simplifications. In our economy, households hold a single asset a that cannot be stored but can be deposited at a central credit authority at an interest rate r t . The central credit authority administers the credit balances of all households without any transaction cost and without any fees. Furthermore, it sets an interest rate r and imposes a credit constraint a a a. The budget constraint of the household in period t is given by
where c t , again, denotes consumption in period t.
The employment process follows a first-order Markov process with transition probability pðe 0 jeÞ ¼ Probðe tþ1 ¼ e 0 je t ¼ eÞ > 0 for e 0 ; e 2 fe h ; e l g. The agent maximizes expected discounted utility:
where b < 1 denotes the discount factor and instantaneous utility uðÁÞ is a CES function of consumption:
As in the previous two sections, 1=g denotes the intertemporal elasticity of substitution. We further assume that insurance markets are missing and that households cannot pool their assets and income. As a consequence, households build up different levels of wealth a depending on their employment histories. For such an economy, it is possible to define a stationary equilibrium in which the distribution of assets is invariant and the interest rate r is constant and set such that the credit market clears. The net credit balance of all households is equal to zero and the central credit authority has zero profits.
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Calibration. The income of the employed and unemployed are set equal to yðe h Þ ¼ 1 and yðe l Þ ¼ 0:1, respectively. One model period corresponds to 8.5 weeks so that 6 periods are equal to one year. The transition probabilities are calibrated such that the average duration of the low income shock (unemployment) is two model periods and the standard deviation of annual earnings is 20 %: The equilibrium unemployment rate is 13 %. 20 Huggett (1993) sets the discount factor equal to b ¼ 0:99322 implying an annual discount rate of 0.96. To allow for a comparison of our results to those in previous sections, we set the risk aversion coefficient g equal to 2. For the credit limit a a, we consider a value a a ¼ À2. A credit limit of À5:3 corresponds to one year's average income. Finally, we choose an interest rate r ¼ À2:357% which is found to be the interest rate in the stationary equilibrium of our economy.
Computation. We compute the policy functions of the households over the interval a 2 ½À2; 3 for the employment types e 2 fe h ; e l g. The upper limit of the interval is non-binding such that in the stationary equilibrium households only hold wealth levels below it. Besides, we employ the same computational techniques as in the previous subsection except that we now consider the individual employment status rather than the aggregate productivity level as the exogenous stochastic state variable. The Euler equation residual e is computed from:
where c 0 denotes next-period consumption. Different from our procedure in the models of the previous two sections, however, we do not compute the Euler equation residuals over the complete interval ½À2; 3, but only for those agents that are not credit-constrained.
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19 The equilibrium concept and the uniqueness and existence of the solution is described in more detail in Huggett (1993) . The computation of the invariant distribution is explained in Chapter 7.3.1 in Heer and Maußner (2009) . 20 Heer and Maußner (2009) explain in Chapter 12.2 how to compute the ergodic distribution. 21 The source code is available in the Gauss program Model_3.g from Alfred Maußner's homepage. 22 In the case of the credit constrained agent, the Euler equation for the savings decision is u 0 ðc t Þ ¼ k t þ bE t u 0 ðc tþ1 Þð1 þ rÞ; where k t is the Lagrange multiplier of the constraint a tþ1 ! a a. We can determine c t as well as u 0 ðc tþ1 Þ from the approximate policy function of the agent. However, we have to use the optimality condition to back out k t so that the Euler equation residual is zero per construction.
Evaluation
In this section we consider the relative performance of methods 2 through 6 with regard to the solution of our three models. We do not consider method 1, since we know from Section 3 that this is definitely the worst method to use. All solutions were computed on a workstation with quad core, 2.66 gigahertz CPU, and 12 gigabyte of RAM. For each method we first determined the size of the grid that provides a given accuracy in terms of the maximum absolute value of the Euler equation residuals. We know from Table 2 that methods 2-4 require large grids to achieve an accuracy in the order of magnitude of 1.E-3. Therefore we limit attention to two sets of solutions. Table 4 ranks the methods according to the run time, if the desired accuracy is about 1.E-3. Table 5 rests on maximum Euler equations residuals around 1.E-2.
Smart value function iteration (method 2) performs worst in all our simulations. The trade-off, which determines the ranking of the remaining methods, is between high precision on small grids but many floating point operations (flops) per iteration on the one hand and low precision on small grids but few flops on the other. Methods 5 and 6 must compute the connecting line between neighboring grid points, whereby cubic spline interpolation is computationally more intensive than linear interpolation. In addition, both methods have to use an optimization routine to locate the maximizer of the right hand side of the Bellman equation between neighboring grid points. Methods 2 through 4 lack these steps. Therefore, it is not surprising that method 6 ranks first, when a small grid achieves the required accuracy. This happens in Models 2 and 3 for 1.E-3. For Model 1 both methods need only 3 points to achieve an accuracy that is even higher than the required precision of E-2 and E-3, respectively. Since both methods need only fractions of a second to compute the solution, it happened in some runs (10 out of 100) that method 5 (which needs less flops than method 6 per iteration) was slower than method 6. We attribute this imprecision in time measurement to the environment (hard-and software) in which we run our models. To account for it, we report averages of runtime from 100 consecutive solutions of both models. Table 5 shows, that, for low accuracy, linear interpolation is faster than cubic interpolation for Models 1 and 2. Both methods need only 3 or 4 grid points in this case. In the case of Model 3, even method 6 requires a relatively large grid of n=305 points to yield a precision below 1.E-2. For a smaller grid the policy function of the unemployed agent near the borrowing constraint is not sufficiently accurate. However, with n=305 points the method cannot compete in speed with methods 3 and 4, which rank first and second, respectively. Since method 5 requires over three times more grid points than method 6, it ranks fifth, though it requires less flops than method 6 per iteration. Note, that there are only two simulations in which full policy iteration is faster than modified policy iteration. In summary, cubic spline interpolation dominates the other algorithms in case of high accuracy, while for low accuracy linear interpolation is faster. Nevertheless, methods without interpolation are viable alternatives: They rank second in both stochastic models with highly accurate solutions, and they rank top in the case of Model 3 when less precise solutions are aimed at. Remember, however, that these results depend upon our strategy to obtain a good initial guess of the value function, and that we use modified policy iteration (method 4) to obtain this guess in the case of methods 5 and 6.
Conclusion
We consider six different variants of value function iteration to solve three kinds of dynamic general equilibrium models. Our first method, simple value function iteration, serves an illustrative purpose only and cannot compete in speed with any other method. For this reason, we restrict attention to methods 2 through 6. We rank these methods based on the time they need to compute a solution of a given accuracy. We measure accuracy as the maximum absolute value of the error in the model's respective Euler equation. We are able to reduce the run time of all methods considerably via an iterative initialization of the value function. Based on this strategy method 6, smart value function iteration with cubic spline interpolation, is the fastet method to solve all three models with a relatively high accuracy of about 1.E-3. Methods 5 (smart value function iteration with linear interpolation) computes solutions with larger error of about 1.E-2 in less time than method 6 in the case of the deterministic and the stochastic Ramsey model. Methods 3 and 4 (full policy iteration and modified policy iteration, respectively) solve our heterogenous agent model faster than both methods that rely upon interpolation of the value function, if the required precision is about 1.E-2. In addition, we find that except in two out of six simulations modified policy iteration is faster than full policy iteration. We, therefore, carefully advocate the use of value function iteration with cubic spline interpolation where the initial value is found in a tatô nnement process over a coarser grid with the help of modified policy function iteration. If our results generalize to more complex models with three-or four-dimensional state space is an open question which requires more experience in a variety of alternative models.
