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1. Introduction  
Viruses are an important cause of human disease, often because they are highly 
transmittable from human to human. A key tool from population genetics that can be 
applied to the study of viruses is coalescent theory.  Coalescent theory predicts genealogical 
tree shapes as a function of how the studied organisms are evolving. Therefore, under its 
model assumptions, coalescent theory can be used to infer aspects of the demographic 
history of evolving organisms. For example, there are characteristics of tree shapes that 
imply whether the organism population has been constant, growing, or shrinking in size 
over time.  
This chapter reviews some of the successes of coalescent theory in the context of inferring 
aspects of virus evolution, using human immunodeficiency (HIV) and influenza viruses as 
case studies. Next, the chapter describes limitations of coalescent theory, even as extended 
to allow some forms of selection, population subdivision, and viral recombination. The 
relatively new goal to predict influenza virus evolution (rather than infer past evolution) is 
used to emphasize modeling needs beyond standard or extended coalescent theory models. 
A new small-scale simulation that combines viral fitness with demographic population 
structures such as family and work groups is then described as an example extension to 
coalescent theory models. 
Prediction goals include early detection of highly lethal new strains and improved vaccine 
designs that anticipate future evolutionary directions. Regardless which evolutionary model 
is used to predict virus evolution, because real virus evolution is complex beyond current 
understanding, there will be substantial model error. Model error, model parameter 
estimation error, and purely random effects can combine to make some forecast goals 
unattainable. In these cases the most appropriate prediction is similar to what is often said 
about stock markets: there will be change.  
2. Background 
Humans are susceptible to many viral pathogens, including the human immunodeficiency 
virus (HIV) and the influenza virus. Although it is a relatively new goal in population genetics, 
predicting virus evolution can help with vaccine design and with other mitigation strategies 
(Bush et al., 1999; Ferguson and Anderson, 2002; Plotkin et al., 2002; Rambaut et al., 2008). 
Using estimated phylogenetic (genealogical) tree shapes to infer aspects of evolution such as 
organism growth rates has received far more attention to date (Felsenstein et al., 1999; Innan 
and Stephan, 2000; Pybus et al., 2000; Stephens and Connelly, 2000; Ewing et al., 2004) 
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This chapter focuses on HIV and the influenza virus in the context of what might be 
predicted about virus evolution. Influenza is a highly transmittable disease that infects 
millions each year, resulting in many deaths. HIV is also transmittable through risky 
behaviors and it too results in many deaths each year. 
In population genetics, coalescent theory (Kingman, 1982; Stephens and Donnelly, 2000; 
Burr et al., 2001; Ewing et al., 2004;) is a key tool that predicts genealogical tree shapes as a 
function of how the studied organisms (taxa) are evolving. Therefore, under its model 
assumptions, coalescent theory can be used to infer aspects of the demographic history of 
evolving organisms. For example, there are characteristics of tree shapes that imply whether 
the organism population has been constant, growing, or shrinking in size over time (Pybus 
et al., 2000).  
This chapter will first review some of the successes of coalescent theory in the context of 
inferring aspects of virus evolution, using HIV ( Rodrigo et al., 1999; Burr et al., 2001; 
Rambaut et al., 2001)  and influenza viruses (Ferguson and Anderson, 2002; Plotkin et al., 
2002, Burr et al., 2002) as case studies. Next, the chapter describes limitations of coalescent 
theory, even as extended to allow some forms of serial sampling, selection, population 
subdivision, and viral recombination (Excoffier and Foll, 2011). The relatively new goal to 
predict influenza virus evolution (rather than infer past evolution) is used to emphasize 
modeling needs beyond standard or extended coalescent theory models. A new small-scale 
simulation that combines viral fitness with demographic population structures such as 
family and work groups is then described as an example extension to coalescent theory 
models. 
Most genetic data analyses rely on a forward model that specifies evolutionary forces and 
associated probabilities describing how offspring are generated.  Evolutionary forces 
include drift, mutation, recombination, migration, and selection. Drift refers to random 
change over successive generations due to finite population sizes. In the absences of 
mutation and selection, the fraction of a population of size N having a given trait drifts 
randomly somewhat like the number of heads in a set of N coin tosses. Mutations are 
changes in the DNA sequence that occur for many reasons. Recombination (“reassortment” 
in the case of influenza) refers to sections of genome that are broken and then recombined, 
resulting in large genetic differences between offspring and parents, and complicating 
phylogenetic analyses because different genome sections can have different genealogies. 
Migration refers to exchange of genetic material among partly isolated subpopulations. 
There are many other evolutionary forces, too many to describe here. 
For simulating DNA sequences from a population, the state of art invokes coalescent theory, 
which uses simplified models of the forward evolutionary process. These simplifications 
allow inverse analytical solutions and corresponding simulation software, but with 
questionable assumptions. This is done in order to avoid having to simulate directly from 
the forward model and track the evolutionary histories. Sample genealogies can instead be 
simulated by running time from the present toward the past and tracking probabilistically 
when lineages coalesce to share a common ancestor. An example genealogy of a sample 
taken at a single time from a population that is maintaining a constant population size is 
given in Figure 1. These coalescent-based simulated sample units are then used to infer how 
a population is evolving using features of the associated phylogenetic tree (Pybus et al., 
2000). In addition, analytical approximations used in inference invoke the same model 
assumptions used in coalescent theory. 
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Agent-based models (Eubank et al., 2004) provide a richer framework than classical 
epidemiology models of disease spread, such as the susceptible-infected-recovered (SIR) 
model. Because agent-based models track individual rather than aggregate behavior, they 
are believed to more reliably predict, for example, the impact of candidate mitigation 
strategies such as vaccinations and isolation. In an analogous way, we describe predictions 
for virus evolution that probably will require a higher-fidelity modeling framework than 
coalescent theory and its extensions.  
The following sections include HIV and influenza examples of using coalescent theory to infer 
aspects of prior evolution, limitations of coalescent theory to infer future HIV and influenza 
evolution, introduces the new small-scale simulation that combines viral fitness with 
demographic features, and discusses limitations of our current ability to predict viral evolution. 
 
 
Fig. 1. The most recent common ancestor and sample genealogy from an evolving 
population. At time t a sample is collected, and at time 0 in the past, all individuals in the 
sample coalesce to share a common ancestor.  For simplicity here, the population size is 
assumed to be constant over time, with each individual at time 0 represented by a dot (not 
all individuals are shown). 
3. HIV and influenza examples 
3.1 Example 1: HIV 
Within host. A coalescent model within individuals has been applied (Rodrigo et al., 1999) 
to analyze HIV-1 viral load data from infected individuals after the administration of an 
HIV-1 inhibitor to estimate the HIV generation time in vivo. The estimate was 1-2 days, 
which agreed well with an estimate based on a different approach (Perelson et al, 1996), 
although it assumed nonrecombining DNA sequences from a population of constant 
effective size N. Consider samples from two sample times, separated by d days. The number 
of days per generation is estimated as dn(n-c)/2Nc where c is the number of coalescent events 
that have occurred, d is the number of days between samples. The method assumed: (a) the 
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population size N is constant; (b) the estimated phylogeny is the same as the true genealogy 
of the sampled individuals, and (c) the exchangeability assumption that each individual 
virus has the same propensity to reproduce. Implicit in (b) is the further assumption that 
recombination, migration, and selection do not interfere with the ability to estimate the true 
phylogeny. Further, an approximate technique for accommodating serial samples is 
required, which has recently become available (Excoffier and Foll, 2011). 
Between host. An example (Burr et al., 2001) involves whether the 8 to 10 approximately 
equidistant subtypes of HIV-1 (type M) could have arisen under available models of how 
HIV is evolving (Fig. 1). To examine this, coalescent theory was used to simulate DNA data 
from a very simplified forward model of how HIV is evolving at both the macro and micro 
levels (see Section 4.1). This provided a reference distribution against which to compare the 
data. If features of the observed data (such as the ratio of the between-subtype to within-
subtype genetic distance) are in the tail of the coalescent-theory-based reference distribution 
of those same features, then the forward model used to simulate the data is not credible.  
Examples of phylogenetic trees estimated from coalescent-based simulated data are given in 
the right box of four subplots in Figure 2.  Notice that subtypes are expected to arise in 
examples (b), (c), and (d), but not in (a). Subplot (a) is the classic “star phylogeny” that arises 
when the underlying population size is growing rapidly, forcing most coalescent events to 
occur early in the growth period, and all at nearly the same time.  
 
Simulated data: 4 macro growth rates
(c) N = N0, then N= N0 e
rt
(a) N = N0 e
rt (b) N = N0
(d) N is quadratic 
from1970 to 1990  
Fig. 2. HIV, env region.  Consensus trees (of 100 bootstrap samples) using maximum 
likelihood for real (the left plot) HIV (env gene) sequences and for coalescent-based 
simulated (the four right plots) sequences under different assumptions about the time 
behavior of the number of infecteds N.  
3.2 Example 2: Influenza 
Figure 3 shows a principal coordinate (PC) plot (Venables and Ripley, 1999) of a 129-by-129 
distance matrix based on the nucleoprotein (NP) region of 129 influenza viruses isolated 
Real HIV (env gene)
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from humans, swine, and avian hosts. PCs provide a low dimensional way to represent a 
distance matrix. For this data, all pairs of distances can be quite accurately reproduced using 
only the first two PCs as in Figure 3. It is known that the NP region maintains a type of 
“species signature” such as depicted in Figure 3 (Burr et al., 1999, 2002; Chen et al., 2006). A 
key aspect of influenza evolution is the fact that avian and swine hosts occasionally act as 
“reassortment vessels” for human influenza, resulting in dramatically different strains that 
evade effective human immune response. As an aside, the term “reassortment” seems to be 
applied only to influenza, presumably because its genome consists of eight distinct 
segments. For our purposes, “reassortment” is the same as recombination, in which sections 
of the genome get recombined (Forrest and Webster, 2010). 
Figure 4 shows a PC plot of a distance matrix based on the hamagglutinin (HA) region of 
influenza viruses. Figure 5 is a phylogenetic tree built using neighbor joining (Swofford et 
al., 2000) of the same HA sequences.  
Figures 4 and 5 illustrate (Nelson and Holmes, 2007) that the HA region appears to display 
the effects of positive selection due to the cactus-like structure with most lineages dying out. 
This cactus shape is unlike the classic “star-like” shape HIV trees of type M as in Figure 2. 
Such a cactus shape can also arise without positive selection from a combination of serially 
sampled taxa and sequential random population bottlenecks (which can occur in influenza 
due to its strong seasonality). Therefore, the cactus shape by itself can indicate but does not 
prove that positive selection is in effect. More formally, the statistical notion of identifiability 
probably does not hold in this context. Model identifiability implies that as sample size 
increases toward infinity, model parameters can be uniquely estimated (see Section 6). 
 
 
Fig. 3. Principal coordinate plot of the evolutionary distances among 129 influenza viruses 
extracted from human (H), avian (A), and swine (S) hosts. Distances are computed for the 
Nucleoprotein region of the virus, which exhibits species signatures. Among the 129, there 
are 14 “misidentified” taxa. However,the human (H) that is clustered with the avian group 
was known to have been infected by poultry. There are 44 avian, 57 humans, and 28 swine, 
all available from www.flu.lanl.gov. 
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Fig. 4. Principal coordinate plot of the influenza viruses (HA region) found in humans. Digit 
= year, Black = 1960’s, Red  =  1980’s, Green = 1990’s. Genetic drift and strain extinctions are 
known to occur (cactus shape of typical tree). 
 
 
 
 
Fig. 5. Neighbor joining tree of the same HA sequences in humans that was used in Fig. 3. 
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Fig. 6. Genetic distance versus time (top) and versus difference in space (bottom) for the HA 
region. 
4. Limitations of coalescent theory for predicting HIV and influenza evolution 
Coalescent theory leads to tremendous insights and powerful simulation and inference 
tools. However, limitations of coalescent techniques include (a)-(d) as follows: 
a. Little is known concerning accuracy and robustness of coalescent theory’s restrictive 
assumptions in many settings, although some forward models are known not to be well 
approximated by any coalescent model (depending on the relative time scales of 
various evolutionary effects such as drift, migration, and selection) (Sjodin et al., 2005); 
b. Inference methods (Pybus et al., 2000; Stephens and Donnelly, 2000) invoke coalescent 
approximations to estimate the probability of candidate branching orders as part of the 
inference process. This leads to the undesirable situation of forcing a zero mismatch 
between the inference method’s assumptions and the assumptions regarding how the 
population is evolving;                         
c. Coalescent theory is expanding along with associated software for implementation, but 
no current coalescent-based software includes all extensions to the original coalescent 
theory. However, one new option (Excoffier and Foll, 2011) for coalescent-based 
software includes many of the standard evolutionary features such as serial sampling, 
recombination, and geographic isolation; 
d. Building trees supports inferences regarding, for example, whether a virus strain 
appears to be a natural branch from historical strains, or whether the strain seems to 
have made an unnatural leap indicating bioengineering. However, key coalescent 
assumptions that are violated by both HIV and influenza viruses are that all subtypes 
are equally transmissible and there is no recombination. Therefore, although to a 
limited extent and under restrictive assumptions, extensions to coalescent theory have 
Genetic distance 
Difference in time (yrs) 
Genetic distance 
Difference in space (arbitrary units) 
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been made to accommodate recombination, selection, overlapping generations, and 
population subdivision, there are cases where the theory is either inadequate or the 
sensitivity of its conclusions to its assumptions is unknown. The corresponding 
inference quality using estimated trees is also unknown; the state of the art is therefore 
to quantify precision, but not accuracy.  
The forward model is a key component of total uncertainty associated with population 
genetics inferences. The current approach is: specify an amenable-to-coalescent-theory 
forward model for how a population is evolving that includes for example, population size, 
structure, and selection effects; identify the coalescent effective population size Ne (Sjodin et 
al., 2005) in the nearest available coalescent model, which is often a complicated task. Then, 
use the closest coalescent model to simulate sample genealogies under restrictive 
assumptions about the population and the sampling process. The Neffective  notion arose from 
coalescent theory by mapping the actual population size N in a population that violates 
some coalescent assumptions (such as nonoverlapping generations) to a different size 
Neffective such that in some aspects,  the actual and model populations evolve probabilistically 
in approximately the same manner. Coalescent theory was originally applied to macroscopic 
populations such as plants and animals (for example, Innan and Stephan, 2000); it has also 
been applied to microscopic populations such as DNA sequences from virus populations 
(for example, Rodrigo et al, 1999).  
Coalescent theory will continue to provide insight into evolutionary processes; however, it 
is currently unknown how robust associated inferences are with respect to model violations. 
For example, Innan and Stephan [5] assumed the wild plant Arabidopsis thaliana (useful for 
genetic studies because of its well known demographic history and genome) consists of 
many isolated colonies, each having negligible genetic variation within a colony. They 
applied a coalescent model (correcting for the growing population size of A. thalina) to 
simulate the probability distribution of Tajima's D statistic against which to compare the 
observed D in real samples, as a test for selection. Tajima's D statistic  is based on the 
difference between two estimates of the amount of variation (one using the number of sites 
having genetic variation and the other based on pairwisedifferences between individuals). 
They concluded that there was evidence for selection (distinguishing the type of selection, 
such as balancing or purifying is a separate challenge). Because of the simplifications 
inherent in the coalescent approach, it is currently unknown how robust the evidence for 
selection is in this for A. thalina. 
4.1 Example 1: HIV 
Coalescent models of HIV reproduction within an individual might be adequate (Rodrigo et 
al., 1999); however, these would become prohibitively unwieldy if all HIV-infected humans 
were modeled. For example, all models must specify the macro components such as the 
reproductive rate in susceptible populations and/or subpopulations.     
As mentioned in Section 3.1, an  investigation into the development of the HIV subtypes led 
to an application of coalescent theory to model the population dynamics of HIV (Burr et al., 
2001). Figure 2 illustrates the approach taken. Various features (such as the ratio of the 
between-subtype to within-subtype genetic distance) involving the subtypes of real HIV 
sequences (env gene) were compared to the same features in corresponding coalescent-
based simulated data. However, it became apparent that it would be necessary to 
implement a model that made less restrictive assumptions than coalescent theory (Burr et 
al., 2001). 
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One possible new way to simulate sequences is to track each HIV case by geographic region 
including all known transmission routes such as sex, needles, blood transfusions, and 
mother-to-child, and track the genealogy of each case. One would then sample ~100 
simulated sequences from around the world or in specified regions at a snapshot in time, or 
distributed in time, and distributed spatially in either case. With careful bookkeeping one 
could deduce the sample genealogy (which 2 samples coalesced first to their most recent 
common ancestor (MRCA), which samples coalesced next, etc.) back in time until all 100 
sequences coalesced to the single MRCA. This would produce 99 coalescent times and 
sample identities, which define the genealogy of the sample. This genealogy could also be 
thought of as the true evolutionary tree for the sample to be compared to coalescent-based 
genealogies. 
Related to the origin of the HIV subtypes is the goal to predict the stability of the subtypes 
because current vaccine design approaches rely on “mosaic” pseudo-HIV viruses that 
exploit the known characteristic or representative sequence of each subtype (Barouch et al., 
2010). Although a few new subtypes have been defined since the original, the M clade trees 
with 8-10 subtypes have been remarkably stable over time (Korber and Myers, 1992; Burr et 
al., 2001). Both within-host and between-host modeling efforts should allow for multiple 
viral sequence types within hosts, because within-host variation in contemporaneous HIV 
sequences isolated from various regions of the genome exhibit substantial variation, easily 
up to 10% differences. 
4.2 Example 2: Influenza 
Imagine a particularly bad flu season. Not only does it appear that more people are infected 
than normal by early November, but there are anomalous deaths. Could this be a bio attack 
or perhaps a another human-to-human transmittable version of the swine-origin influenza 
A (H1N1) virus?  
As Figure 6 suggests, there is empirical evidence that a time gap of three or more years is 
sufficient for a temporal signature. For example, strains isolated in 1993 should be 
genetically distinct from strains in 1996 or later (Burr et al., 1999). Therefore, we might be 
suspicious in 2012 if the strain looks like a 2008 strain. However, the empirical evidence 
assumes a constant population size because the genetic distance between two samples 
depends on the coalescent time since they evolved from the same ancestral sequence. And 
the time since the two samples shared a common ancestor depends on several factors, 
including how the population is structured and the size and growth rate of the population. 
If some of these factors change dramatically, then the three-year rule would become either 
shorter or longer. Currently, coalescent methods either hold these factors constant over time, 
or extensions to the approximations have not been implemented. Therefore, empirical 
reconstructions of phylogenetic trees such as those in Burr et al. (1999) are incomplete for 
assessing the robustness of candidate signatures. The corresponding inferences thus have 
unknown reliability.  
The Neffective concept is part of the success of coalescent theory, including in the influenza 
context Bedford et al (2010) estimate  Neffective for influenza A using a coalescent model that 
includes subdivision and  migration. Bayesian Evolutionary Analysis Sampling Trees 
(BEAST, Pybus et al., 2007) was used to estimate  assuming both N and  are constant over 
time. In this example, it could be important that observed and reported influenza mutation 
rates need not be stable over time for several reasons, including the fact that  Neffective 
changes with time. 
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In influenza, genome reassortment, selection, the presence of multiple strains and multiple 
hosts, and host immunity all complicate matters. Given what is known about influenza 
evolution, what might we predict today about influenza evolution? Two related prediction 
goals to consider for influenza are: (1) in a given year, predict which new strains are most 
likely to be in the surviving lineage, and (2) predict the prevalent strains in the next year, so 
that vaccine design can be most effective. 
Concerning prediction goal (1), Bush et al (1999) proposed a prediction method that 
involved whether influenza isolates on lineages having the most changes in positively 
selected codes were “more fit” that other isolates.  At least 18 of the 329 AA codons in H3 
HA1 are thought to experience positive selection, with mutations favoring new variants that 
can escape host immunity. An AA sequence was defined as “more fit” if it is more closely 
related to surviving lineages than another contemporary strain. 
Concerning prediction goal (2) the world health organization (WHO) recommends three 
strains to target in the vaccine for each flu season. Plotkin et al. (2002) use non-hierarchical 
clustering over time to evaluate the number of HA1 sequences within each cluster over time. 
This leads to a sequence-based algorithm to choose vaccine strains and the recommended 
strains differed from the WHO recommendation in 9 of 16 years in the study period from 
1985 to 2000. A limitation of the Plotkin et al (2002) study is the biased sampling used by 
WHO in which novel strains are deliberately overrepresented in the database. 
The new small-scaled agent-based simulation described in Section 5 addresses both 
prediction goals 1 and 2. 
5. New small-scale agent-based simulation for influenza 
In choosing/developing an evolutionary model it is of course important to consider the 
modeling goals. What are the prediction goals?  How should the dynamic host/pathogen 
system  be modeled? Which hosts should be included?  Human, swine, avian, other? Is it 
sufficient to use a detailed model of a region such as New York state and a less detailed 
model of the outside region? 
The basic susceptible-infected-recovered (SIR) model in classical epidemiology 
mathematically describes average population behavior using differential equations to move 
from S to I to R. This SIR model has been extended in various ways including structures 
such as contact groups and stochastic effects such as varying contact rates (Burr and 
Chowell, 2008,2009). Figure 7 gives examples of different simulated outbreak shapes in a 
small population of 1000 individuals. The number of newly infected is plotted each day for 
the simulated data. The small population is either (a) an unstructured population with all 
individuals equally in contact with all other individuals; (b) a randomly generated network 
model in which individuals are only exposed to member of their own clique, but some 
individuals belong to multiple cliques. (c) A network model with cliques assigned to nodes 
in a lattice; (d) a more realistic spatial network in which cliques belong to small geographic 
regions. A clique is a small group of individuals for which the contact probability is 
relatively high and assumed to be the same between each member of the clique. Various 
signatures of non-homogeneity using the shape of typical outbreak curves were developed 
for such network models, which were then shown to be detectably different from outbreak 
curves from the basic SIR model with  homogeneous individuals all equally mutually 
exposed (Burr and Chowell, 2008). One concept that arose in Burr and Chowell (2008) is that 
predictions of the total number of infected based on the basis SIR model were often quite 
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wrong in the structured population. This is an example of using failed predictions to 
determine that more fidelity is needed than the SIR model provides. 
There has been progress toward merging SIR models with viral fitness. Minayev and 
Ferguson (2009a, 2009b) extended SIR models by including two key notions: cross immunity 
to similar strains in a host that has been previously infected by a similar strain, and transient 
strain-transcending immunity. 
At least two related empirical studies have been published, both previously mentioned 
(Bush et al., 1999; Plotkin et al, 2002) In Bush et al. (1999), the number of AA changes in a 
lineage appeared to convey a selective advantage in the following sense. The lineage for 
which the most AA changes occurred were more likely to be represented in the surviving 
lineages. That is, mutation conveys selective advantage, which is believed to be the case 
simply because the human host has some immunity to prior strains. At this point, “strain” 
will be defined following Plotkin et al. (2002) as arising from cluster analyses bases on the 
Manhattan metric that counts the number of AA differences between pairs of sequences. 
With that definition of a strain, and using 2 AA changes as the threshold above which a new 
strain is defined, Plotkin et al. (2002) reported empirical assessment of the number of strains 
by calendar year in influenza samples. 
5.1 Evidence of departures from standard models 
Graves and Picard (1999) report evidence of violations of the classic SIR model for influenza. 
Signatures of departure from SIR (Burr et al., 2006) characterize departures from the “one 
season fits all” assumption (which assumes each flu season occurs like clockwork, peaking 
in the winter during the same weeks, etc) using a hierarchical model that captures year-to-
year variation in baseline, and peak onset and duration (Burr et al., 2006).  Burr and Chowell 
(2008) use a reference distribution of simulated outbreak curve shapes to assess whether a 
collection of simulated and real outbreak curves follow SIR-type models. On that basis, 
many real outbreaks do not follow SIR-type models. 
5.2 Description of the new small-scale simulation 
In the context of predicting viral evolution as considered here, the SIR-type model must be 
extended include population demographics and characteristics of the virus. Minayev and 
Ferguson (2009a,b) develop one approach to include viral characteristics. Our approach to 
be described in this section is similar, but is entirely stochastic and allows for demographic 
structure. With the present implementation, population sizes of approximately 10,000 can 
complete in reasonable (tens of minutes) run times, so the simulation is “small-scale.” 
Here is pseudo code to describe the new simulation. In some cases, parameter names such 
as “average.duration.of.infection” are used to clarify. 
Pseudo-simulation code (Example R (R, 2004) code named flu1( )) 
1. Initialize the population matrix and the matrix of AA sequence. 
pop.matrix is N rows (individuals) and 30 columns with: 
Column 1 is current age.  
Column 2 is infection status (0 = susceptible, 1 = infected, 2 = recovered and not susceptible). 
Column 3 is the number of times the individual has been infected. 
Column 4 is the family group. Column 5 is the work group. Column 6 is the "other group." 
Column 7 is the time of first infection. Column 8 is an integer denoting the AA sequence of 
infection 1. Column 9 is the donor ID for infection 1. 
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(a) Unstructured population, SIR model
Day
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0
(b) Random network
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(c) Lattice network
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0
(d) Spatial network
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0
5
0
0
No. of newly infected individuals each day
 
Fig. 7. Example time series of newly infected individuals in simulated SIR models of 
populations of 1000 individuals. (a) basic SIR model; (b) a randomly generated network model 
in which individuals are only exposed to member of their own clique, but some individuals 
belong to multiple cliques. (c) A network model with cliques assigned to nodes in a lattice; (d) 
a more realistic spatial network in which cliques belong to small geographic regions.  
Columns 10-12 are the same as columns 7-9, but for the second infection by the individual. 
A maximum of 30 infections is allowed and then each new infection is recorded in the last 3 
columns by writing over the previous data. 
AA. seq.matrix begins with 2 rows (by default) and 329 AA sites (columns). 
The default is to being with two random but distinct AA sequences. 
At each time step (the default time step is 1 day), any of several events can occur: 
2. There is a probability for each individual to change status from S (0) to I (1), or from I 
(1) to R (2), or from R back to S. 
Any susceptible (S) individuals that an infect (I) individual contacts in the respective family, 
work, and other groups leads to a probability of infection determined by two parameters. 
First, there is a force of infection parameter for each of the three group types that 
characterizes how strongly individuals in the three group types interact. Second, the 
similarity of the infected individual's current strain to the closest strain of a given 
susceptible is computed and the cross-immunity function  is calculated.  
The value of the function in Minayev and Ferguson (2009b) alters the transmission 
probability accordingly. Cross immunity modeled by  decreases to zero as a smooth 
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function of time (examples given below), with an average of 10 year total immunity from 
identical strains.  And, values of .a and .b in  can be altered to decease or increase the 
degree of cross-immunity as a function of the Manhattan distance between strains. The 
cross-immunity concept is that S individuals who have had the strain of the potential donor 
I are less susceptible to infection. As Plotkin et al (2002) describe, ideally a distance measure 
between two sequences should somehow reflect immuniological properties of the 
corresponding viral proteins. Although steps have been taken in that direction (Lapedes and 
Farber, 2001), more research is required before similar metrics can be defensibly applied in 
modeling contexts such as our new small-scale simulation. 
Any newly infected host will have the donor strain, but the simulation allows for mutation 
to a new strain. There are 329 H3 HA1 (Bush et al., 1999) amino acid (AA) sites with one 
estimate of the effective mutation rate N being 0.0057 nucleotide substitutions per site per 
year. Of the 329 AA sites, at least 18 have exhibited positive selection effects (Plotkin et al., 
2002). Here we will not consider estimation error in N, so the simulation default value is 
N = 0.0057 x 3 = 0.171 per AA site per year. A technical issue arises here because we use the 
actual popluation size N rather than the effective size Neffective. It would be more appropriate 
to use Neffective, but that value is currently unknown in the context of this model population. 
In future work, Neffective could be defined and estimated on the basis of the number of 
observed distinct sequences during outbreak.  
If a newly infected incurs any mutations, add the new strain to  AA.seq.matrix, increasing 
the number of rows by one. Columns in pop.matrix identify which strains each host has had 
in the sequence matrix of all strains ever experienced in the model population 
3. Any infected can recover. 
The per-step recovery probability is 1/(average.duration .of. infection). The time to recovery 
is therefore a geometric random variable with average duration  
average.duration.of.infection. 
4. Any recovered can lose immunity. 
The time t from recovery to immunity is random, with t ~ Normal(avg.time.to.immunity,). 
The default simulation values are  
avg.time.to.immunity=10 years and  = 1 year. 
If at any time step (day) the number of infected is 0, then the infection would die out. 
Therefore, a reintroduction of new infected occurs at a random time with a user-specified 
average value with default value of 1 year, representing the typical time gap between outbreaks. 
Figure 8 plots the percent currently infected at each time step for one 7-year realization of 
10,000 individuals. A key output of flu1 is the current strain of each infected individual at 
each time step. This allows us to consider strategies in Bush et al (1999) and in Plotkin et al. 
(2002) for prediction goals (1) and (2) described earlier in this section. Figure 9 plots four of 
the eight strains that emerged during the 7 simulated years. Following Plotkin et al. (2002), 
sequences were regarded as being the same strain if the number of AA differences among 
the 18 positively-selected AA sites is 2 or less. Equivalently, sequences were regarded as 
being distinct strains if the number of AA differences is 3 or more.  Figures 8 and 9 used the 
values .a = 0.4,.b = 0.95. 
Experimentation with flu1 to generate multiple realizations of outbreaks having identical 
parameter values allows us to examine the role of chance in our models. Experimentation 
with flu1 with different parameter values allows us to examine the effects of parameter 
changes. Small numerical experiments with flu1 to date has lead to the following 
following conclusions: 
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1. The .a and .b in are as critical to the size of each outbreak as the overall transmission 
probabilities within the family, group, and other groups. For example, the function 
takes values  0.990, 0.891, 0.792, 0.693, 0.594, 0.495, 0.396, 0.297, 0.198, 0.099, 0.000,… 
for distances of 1, 2, …, 11,…  respectively, for .a = 0.1,.b = 0.99, and takes values 0.8, 
0.4, and 0.0, for  distances of 1, 2, 3 …, respectively for .a = 0.5,.b = 0.8. The modeled 
transmission probability is multiplied by 1- so for .a = 0.1,.b = 0.99 there is very little 
chance of a susceptible individual acquiring influenza from a host having an AA 
sequence that differs in only 1 position among 18 positions from a strain the susceptible 
has had within the duration of immunity (10 years on average for example).  This 
means that a single AA mutation can have dramatically different effects on 
transmission probability depending on .a and .b.  Qualitatively, this is anticipated 
because if immunity to a new strain is very high in individuals with previous infection 
by a similar older strain, then the average outbreak size will be small if previous 
outbreaks due to the older strain were large. 
2. The values of .a and .b in are also critical to the typical number of strains maintained 
in the population and to whether change occurrence of a large number of mutations in a 
newly infected will have strong selective advantage by avoiding the collective immune 
experiences of available human hosts. It is currently unknown whether the observed 
number of strains could adequately provide a model such as flu1 with estimates of .a 
and .b (See section 6). 
3. As expected, the group structures can lead to outbreak shapes that differ from classic 
SIR outbreak shapes (Burr and Chowell, 2008). This is evident in comparing the 
outbreak shapes in Figure 8 to the SIR-model outbreak in Figure 7a for example. The 
shapes in Figure 8 fall off very sharply, more like the spatial network in Figure 7d. 
4. In population genetics, the composite parameter effective2N   where  is the 
mutation rate determines the rate of genetic changes and the expected amount of 
diversity in a random sample (see Section 6). The effectiveN  concept for influenza 
sequences was addressed in Bedford et al. (2010), but as mentioned in Section 4, 
observed genetic diversity is interpreted in the context of idealized evolutionary models 
that are amenable to coalescent theory. More experiments with flu1 are planned, and 
if possible, an approximate coalescent model as implemented in available software will 
be applied so that the adequacy of coalescent-based approximations can be evaluated in 
the context of simulated flu outbreaks. We caution that many genetic effects of 
influenza evolution are omitted from flu1 and from any available coalescent-based 
simulation. 
6. Model Identifiability and Inference 
Model identifiability is a key statistical concept. A model is identifiable if its parameters can 
be accurately and precisely estimated as the sample size increases toward infinity. In 
population genetics, a key parameter that arises from coalescent theory considerations is the 
composite parameter
 effective
2N  , which determines the rate of genetic changes. Many 
studies address methods to estimate  but because effectiveN and the mutation rate  enter  as a product, they are confounded, leading to a lack of identifiability unless auxiliary data 
is used to separately estimate effectiveN or  and a strict evolutionary clock is assumed, 
meaning that  is constant over time and lineages.  
www.intechopen.com
 
Predicting Virus Evolution 
 
283 
 
Fig. 8. Example simulated outbreaks from flu1. The number currently infected is plotted by 
day for years. 
For a particular evolutionary model, inference is possible using Bayesian evolutionary 
analysis, for example, by using BEAST (Pybus et al., 2000) that relies on Markov Chain 
Monte Carlo, resulting in a posterior distribution on model parameters. The Bayesian 
approach allows one to repeatedly sample from the posterior probability of model 
parameters, and then generate hypothetical future genetic data for each set of model 
parameter values. This approach provides an envelope of possible future multivariate time 
series of genetic data from each sampled subject. It is computationally challenging even for a 
given model of evolution.  
In Burr and Chowell (2008), in simulated data from models with demographic structure but 
no host immunity or viral strain information, predictions from SIR models with parameters 
estimated from the early portion of an outbreak were often badly wrong. Such bad 
prediction errors can indicate model violations, perhaps eventually leading to more 
appropriate models. To our knowledge, using prediction quality to assess model adequacy 
in this context is new. However it is possible that multiple wrong models provide adequate 
predictions, so model identifiability remains a research topic in this area. 
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Fig. 9. Percent infected by day with strain 1, 2, 3 or 4 for the same simulated 7 years as in 
Figure 8. 
7. Conclusions/summary 
Coalescent theory and its success in some contexts at inferring aspects of past virus 
evolution were described. Then the argument was made that relatively new goals to predict 
aspects of virus evolution will require higher fidelity modeling that is anticipated to be 
available via coalescent theory or its extensions.                                                                                                         
As a step toward high fidelity modeling, a small-scale agent based simulation was described 
and example results presented. For influenza, two prediction goals were considered: (1) in a 
given year, predict which new strains are most likely to be in the surviving lineage, and (2) 
predict the prevalent strains in the next year, so that vaccine design can be most effective. 
The new small-scale simulation code flu1in R can provide insight into the feasibility of 
meeting these goals, but it too makes restrictive modeling assumptions with unknown 
accuracy. A related concept was described that involves using prediction quality on 
simulated data that follows an assumed model to assess whether prediction performance on 
corresponding real data indicates model violations. Model violations that are evident from 
poor prediction quality can help prioritize future upgrades to the models. 
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