Instrumental variables are often associated with low estimator precision. This paper explores efficiency gains which might be achievable using moment conditions which are nonlinear in the disturbances and are based on flexible parametric families for error distributions. We show that these estimators can achieve the semiparametric efficiency bound when the true error distribution is a member of the parametric family. Monte Carlo simulations demonstrate low efficiency loss in the case of normal error distributions and potentially significant efficiency improvements in the case of thick-tailed and/or skewed error distributions.
Introduction
Instrumental variables (IV) estimation is important in economics. A common finding is that the precision of IV estimators is low. This paper explores potential efficiency gains that might result from using moment conditions that are nonlinear in the disturbances. It is known that this approach can produce large efficiency gains in regression models. The hope is that such efficiency gains might also be present when models are estimated by IV. These gains could help in overcoming the low efficiency of IV estimators.
A simple approach to improving efficiency in IV estimation based on nonlinear functions of the residuals is to use flexible parametric families of disturbance distributions. This approach has proven useful in a variety of settings. For example, McDonald and Newey (1988) present a generalized t distribution which can be used to obtain partially adaptive estimators of regression parameters. McDonald and White (1993) use the generalized t and an exponential generalized beta distribution to show substantial efficiency gains can be obtained from partially adaptive estimators in applications characterized by skewed and/or thick tailed error distributions. Hansen, McDonald, and Theodossiou (2005) consider some additional partially adaptive regression estimators and find similar efficiency gains.
Here we follow an iterative approach to estimation with flexible distributions. We use residuals from a preliminary IV estimator to estimate the location, shape, and scale parameters for a density. We do this by quasi maximum likelihood on the residual distribution although other ways to estimate the parameters could be used. The product of the instrumental variables and the location score for the density, evaluated at the estimated distributional parameters, is then used to form moment conditions for nonlinear IV estimation. We give consistency and asymptotic normality results for the estimator of the structural parameters. We also show that the asymptotic variance of the structural slope estimator does not depend on the estimator of the distributional parameters.
To help motivate the form of our estimator we derive the semiparametric efficiency bound for the structural slope estimators when the disturbance is independent of the instruments and the reduced form is unrestricted. This bound depends on the marginal distribution of the error and on the conditional expectation of the endogenous variable. When the reduced form for the endogenous right-hand side variables happens to be linear and additively separable in an independent disturbance, our nonlinear IV estimator achieves the semiparametric bound when the true distribution is included in the parametric family. Thus, the estimator has a "local" efficiency property, attaining the semiparametric bound is some cases.
To evaluate efficiency gains in practice we consider several empirical examples and carry out some Monte Carlo work. The empirical applications are taken from Card (1995) and Angrist and Krueger (1991) . We find that there can be substantial efficiency gains in estimation from using more flexible distributions. We also find evidence of potentially large efficiency gains in the Monte Carlo work.
Previous work on IV estimation with nonlinear functions of the residuals includes Newey(1990a Newey( , 1990b , Chernozhukov and Hansen (2005) , and Honore and Hu (2004) . Newey (1990a Newey ( , 1990b considers efficiency in nonlinear simultaneous equations with disturbances independent of instruments, which specializes to the case considered here. Chernozhukov and Hansen (2005) consider IV estimation where the residual function corresponds to regression quantiles. Honore and Hu (2004) also consider estimation based on residual ranks. Section 2 of the paper introduces the model and estimators. The flexible distributions we consider are described in Section 3. Section 4 gives the asymptotic theory, including the semiparametric variance bound. Section 5 reports results from the empirical applications with the results from the Monte Carlo simulations included in Section 6. Section 7 concludes.
The Model and Estimators
The model we consider is a regression model with a disturbance that is independent of instruments. This model takes the form 0 [ ] 0, ( ), and independent.
where y i is a left-hand side endogenous variable, X i is a p×1 vector of right-hand side variables,
ε is a scalar disturbance, and Z i is an m×1 vector of instrumental variables that is a function of variables z i that are independent of the disturbance. We will assume throughout that the first element of X i and of Z i is 1, so that the mean zero restriction is just a normalization.
The nonlinear instrumental variables estimators (NLIV) we consider are based on a parametric family of pdf's. Let ) , ( γ ε f denote a member of this family with parameter vector γ.
This parameter vector may include location, scale, and shape parameters. In keeping with the normalization adopted above we will restrict the parameters so that the f(ɛ,γ) has mean zero.
Also, let
If X i were exogenous we could form an estimator of the parameters by maximizing
where γ~is a preliminary estimator of γ. This estimator has a first-order
. We generalize this estimator to the instrumental variables case by replacing X i with Z i outside ρ to form moment conditions. These moment conditions take the form
The estimator is obtained by minimizing a quadratic form in ) ( β g where the weighting matrix is the usual one for NLIV. The estimator is given by
The asymptotic variance of the slope parameters, the coefficients of the nonconstant elements of X i , can be estimated in the usual way for NLIV. Let and
] be the selection matrix that picks out the last p-1 rows of β, where 0 is a (p-1)×1
vector of zeros and I is a p-1 dimensional identity matrix. An estimator of the asymptotic variance of the slope parameter estimators is βŜ
This variance estimator does not account for the presence of the preliminary estimator γ~, but turns out to be consistent for the asymptotic variance of the slope parameter estimators under equation (1). In contrast, the asymptotic variance of the first component of will depend on βˆγ~ in the usual way for two-step estimators. For simplicity and because interest often centers on slope coefficients we omit results on the asymptotic distribution of the first element of . βT he NLIV estimator depends on a preliminary estimator γ~ of γ. Two different approaches to estimation of γ are a quasi-maximum likelihood estimation (QMLE) and an approach that minimizes a scalar that affects the asymptotic distribution of the slope coefficients.
Both are based on residuals where is a preliminary estimator, such as limited for some γ. The second approach is to minimize an estimator of a scalar that can affect the asymptotic variance. This estimator takes the form
When there is a reduced form for X i that is linear in Z i with a disturbance independent of Z i this estimator will minimize the asymptotic variance of , as will be shown below. In general though this βŜ γ~ need not minimize the asymptotic variance and so there will be no clear choice between the two estimators of γ in terms of asymptotic efficiency.
Distributions
Many distributions could be considered in the generalized IV estimation procedure outlined in the previous section. The use of such distributions as the normal or Laplace would not model distributions that are both thick-tailed and asymmetric, both of which are often observed with economic and financial data. The skewed generalized t, the exponential generalized beta of the second kind, and inverse hyperbolic sine distributions involve a small number of distributional parameters and permit modeling a wider range of data characteristics than the normal, Laplace, t, and many other common distributions. These distributions will be defined with basic properties and special cases summarized.
Skewed Generalized t distribution (SGT)
The skewed generalized t distribution (SGT) was obtained by Theodossiou (1998) and can be defined by ( 
where B(.,.) is the beta function, m is the mode of y and the parameters p and q control the height and tails of the density. The parameter φ is a scale parameter and λ determines the degree of skewness with the area to the left of the mode equal to ( ) 
The parameter p in the SGED controls the height and tails of the density and λ controls the skewness. The SGED is symmetric for λ = 0 and positively (negatively) skewed for positive (negative) values of λ. The symmetric SGED is also known as the generalized power (Subbotin 
Figure 1. SGT distribution tree

Exponential generalized beta of the second kind (EGB2)
The four parameter EGB2 distribution is defined by the probability density function ( ) 
Inverse hyperbolic sine (IHS)
The hyperbolic sine pdf was proposed by Johnson (1949) The pdf of y can be written as and (-∞,∞), respectively.
Large Sample Properties
In this Section we give an account of the asymptotic theory of the estimator. To keep things relatively simple we restrict ) , ( γ ε ρ to be smooth in γ, although the non-smooth case could be considered as in McDonald and Newey (1988) . The first condition imposes the model of equation (1) and identification.
The next condition imposes smoothness and dominance conditions. and all γ in a neighborhood of γ*,
The final condition imposes rank conditions for asymptotic normality.
Assumption 3:
is nonsingular, and
To describe the asymptotic variance of the slope coefficients let
The asymptotic variance of will be ].
The following result shows the consistency and asymptotic normality of the slope coefficient estimator . βŜ
We now turn to the efficiency of the slope estimators. We motivated the estimator by analogy with the exogenous X case, but it is not clear a priori what the efficiency properties of such an estimator might be. In particular, the form of the estimator seems to use only information about the marginal distribution of ε , and one might wonder whether more information is available. We analyze efficiency in the semiparametric model where the only substantive assumption imposed is independence of z andε . This is a "limited information" semiparametric model, where no restrictions are placed on the conditional distribution of the endogenous regressors given the instruments z and the disturbanceε . This model also does not restrict the form of the distribution of ε or the other random variables.
We derive the efficiency bound without a full statement of regularity conditions to avoid much additional notation and clutter. This corresponds to a "formal" derivation, as is common in the semiparametric efficiency literature, e.g. see Newey (1990a) . To state the efficiency result let x denote the nonconstant elements of X, so that .
The following result is based on equation (23) of Newey (1990a) and further calculations.
Theorem 2:
In the semiparametric model of equation (1) When there is an additively-separable, reduced-form π(z)+η for x the efficient score takes a more familiar form. In that case s* is analogous to the efficient score in a linear model with exogenous regressors, where the regressors are replaced by the reduced-form variables π(z). In particular, when the disturbance is Gaussian, the bound corresponds to the variance of an efficient instrumental variables estimator. More generally, it corresponds to a GMM estimator where the location score for the disturbance appears in place of the disturbance itself.
We also find that when the reduced form is additive, the asymptotic variance of the NLIV estimator depends only on the scalar function
and could be minimized by choosing α* and γ* to minimize that function. Also, the NLIV estimator will attain the semiparametric variance bound when the reduced form is linear in Z, additive in an independent error, and the parametric family ) (
includes the truth at α* and γ*. That is, among all estimators that are consistent, asymptotically normal, and satisfy appropriate regularity conditions under the semiparametric model of equation (1), the estimator we consider will be efficient under the aforementioned conditions. This kind of efficiency property is sometimes termed "local efficiency," referring to the efficiency of the estimator over a subset of the whole semiparametric model.
is not additive in z andε , attaining efficiency would require an approach different than NLIV based on flexible families of distributions. We focus here on NLIV because it is relatively simple and parsimonious and seems likely to capture much of the efficiency gain available from non-Gaussian disturbances.
Applications
In this section we apply the NLIV estimators described in section 2 to two models previously discussed in the literature. The first application is to the problem considered by Card (1995) which uses 1976 wage and education data from the 1966 cohort from the NLS to estimate returns to education. The second example uses the model outlined by Angrist and Krueger (1991) with quarter as birth as instrumental variables to estimate returns to education based on the 1980
Census for men born between 1930 and 1939. Each of these models and related data sets will be briefly summarized in Table 1 . We start by estimating the parameters of the structural equation using ordinary least squares (OLS) and limited information maximum likelihood (LIML) for the two examples and are report the estimated schooling coefficients in Table 2 . Figures 2 and 3 depict the estimated distributions of the first-step LIML residuals for the two examples. The Card residual distribution is much more similar to a normal than is the residual distribution for the AngristKrueger data, though the SGT provides an improved fit in both cases. We also report the 2-step NLIV estimates of 1 β based on the t, GT, EGB2, IHS, ST, and SGT pdf's with first step estimated by LIML in Table 2 
) which provides a measure of the strength of the instruments. It takes on a rather small value, 13, in the Card data and is large, 108, in the Angrist and Krueger data.
Simulation Results
We investigate the properties of some NLIV estimators using Monte Carlo simulations which are similar to the data generating process considered in Newey and Windmeijer (2005) . To complete the data generating process for the Monte Carlo study observations of the exogenous variables (instruments) will be generated as
The reduced form coefficients ( ) π will be specified to be of the form Results for the normal error distribution are summarized in Table 3 . In this case, the median sample bias is minimized by LIML among the estimators we consider. The median bias appears to decrease as ( The impact of a skewed and leptokurtic error distribution on estimator performance can be seen in Table 5 . We note that the inter-quartile range tends to decrease with improvements in the relative efficiency of the NLIV estimators relative to LIML as ( 2 μ /K) increases. Some of these efficiency improvements exceed sixty percent. As in the thick-tailed case above, the improvements in efficiency are not necessarily accompanied by large increases in bias relative to LIML. Not surprisingly, the NLIV estimators based on possibly skewed pdf's show the greatest improvement with the exception of the SGT which seems to need a larger sample size to accurately model the underlying error distribution.
Summary and conclusions
In this paper, we consider efficiency gains that might be available using moment conditions which are nonlinear in the disturbances. The nonlinear functions we consider are based on the use of flexible parametric families of disturbance distributions. The AngristKrueger (1991) study of the returns to education provides an example in which the structural error distribution appears to be non-normal and in which nonlinear instrumental variables (NLIV) estimators are associated with smaller standard errors than conventional IV estimators.
Monte Carlo simulations demonstrate that while NLIV estimators may be associated with modest efficiency loss in the case of normal error distributions, they offer the possibility of significant efficiency improvements in the presence of thick-tailed and/or skewed error distributions.
Appendix: Proofs of Theorems
Proof of Theorem 1: Let e 1 denote the first unit vector and β*=β 0 +α*e 1 . By Assumption 1,
by the law of large numbers (LLN) and the continuous mapping
By Assumption 2 and a standard uniform convergence argument,
It follows as in the proof of Theorem 2.6 of Newey and McFadden (1994) 
Also, the objective function Q(β) has a unique minimum at β*, so it follows as in the proof of Theorem 2.6 of Newey and McFadden (1994) 
It follows by standard arguments that for any ,
and any *,
, and e 1 is the first unit vector. It then follows by an expansion that
It also follows by standard GMM arguments that
By the Lindberg-Levy central limit theorem, ). , 0 ( / *) , (
Premultiplying by S we obtain (by Se 1 =0),
giving the first conclusion. The second conclusion also follows by a standard argument. Q.E.D.
Proof of Theorem 2:
Here let δ denote the slope coefficients Sβ. By the assumption that z and ε are independent the joint pdf of ε , z, and X takes the form
where f and g denote the marginal densities of ε and z respectively, and h is the conditional pdf of X given z and ε . Substituting y-x′δ for ε and differentiating we find the score for δ to be
Applying eq. (23) of Newey (1990a) Note also that by interchanging the order of differentiation and integration we have
Then applying iterated expectations gives the first conclusion.
Next, if x=π(z)+η for η independent of Z we have
Note that and that
giving the third conclusion.
For the fourth conclusion, note that when i π ′ is a linear combination of Z i
Furthermore, if f 0 ( ε )=f(ε -α*,γ*) then ρ 0 ( ε )=ρ(ε ) and the information matrix equality for a 
