Abstract. It has been showed by Byde [5] that it is possible to attach a Delaunaytype end to a compact nondegenerate manifold of positive constant scalar curvature, provided it is locally conformally flat in a neighborhood of the attaching point. The resulting manifold is noncompact with the same constant scalar curvature. The main goal of this paper is to generalize this result. We will construct a one-parameter family of solutions to the positive singular Yamabe problem for any compact non-degenerate manifold with Weyl tensor vanishing to sufficiently high order at the singular point. If the dimension is at most 5, no condition on the Weyl tensor is needed. We will use perturbation techniques and gluing methods.
Introduction
In 1960 Yamabe [43] claimed that every n−dimensional compact Riemannian manifold M, n ≥ 3, has a conformal metric of constant scalar curvature. Unfortunately, in 1968, Trudinger discovered an error in the proof. In 1984 Schoen [37] , after the works of Yamabe [43] , Trudinger [42] and Aubin [4] , was able to complete the proof of The Yamabe Problem:
Let (M n , g 0 ) be an n−dimensional compact Riemannian manifold (without boundary) of dimension n ≥ 3. Find a metric conformal to g 0 with constant scalar curvature. See [19] and [41] for excellent reviews of the problem.
It is then natural to ask whether every noncompact Riemannian manifold of dimension n ≥ 3 is conformally equivalent to a complete manifold with constant scalar curvature. For noncompact manifolds with a simple structure at infinity, this question may be studied by solving the so-called singular Yamabe problem: Given (M, g 0 ) an n−dimensional compact Riemannian manifold of dimension n ≥ 3 and a nonempty closed set X in M, find a complete metric g on M\X conformal to g 0 with constant scalar curvature. In analytical terms, since we may write g = u 4/(n−2) g 0 , this problem is equivalent to finding a positive function u satisfying where ∆ g 0 is the Laplace-Beltrami operator associated with the metric g 0 , R g 0 denotes the scalar curvature of the metric g 0 , and K is a constant. We remark that the metric g will be complete if u tends to infinity with a sufficiently fast rate.
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The singular Yamabe problem has been extensively studied in recent years, and many existence results as well as obstructions to existence are known. This problem was considered initially in the negative case by Loewner and Nirenberg [22] , when M is the sphere S n with its standard metric. In the series of papers [1] - [3] Aviles and McOwen have studied the case when M is arbitrary. For a solution to exist on a general n−dimensional compact Riemannian manifold (M, g 0 ), the size of X and the sign of R g must be related to one another: it is known that if a solution exists with R g < 0, then dim X > (n − 2)/2, while if a solution exists with R g ≥ 0, then dim X ≤ (n − 2)/2 and in addition the first eigenvalue of the conformal Laplacian of g 0 must be nonnegative. Here the dimension is to be interpreted as Hausdorff dimension. Unfortunately, only partial converses to these statements are known. For example, Aviles and McOwen [2] proved that when X is a closed smooth submanifold of dimension k, a solution for (1.1) exists with R g < 0 if and only if k > (n − 2)/2. We direct the reader to the papers [1] - [3] , [11] , [12] , [22] , [27] - [29] , [32] - [34] , [36] , [39] , [40] and the references contained therein.
In the constant negative scalar curvature case, it is possible to use the maximum principle, and solutions are constructed using barriers regardless of the dimension of X. See [1] - [3] , [11] , [12] for more details.
Much is known about the constant positive scalar curvature case. When M is the round sphere S n and X is a single point, by a result of Caffarelli, Gidas, Spruck [9] , it is known that there is no solution of (1.1). See [32] for a different proof. In the case where M is the sphere with its standard metric, in 1988, R. Schoen [39] constructed solutions with R g > 0 on the complement of certain sets of Hausdorff dimension less than (n − 2)/2. In particular, he produced solutions to (1.1) when X is a finite set of points of at least two elements. Using a different method, later in 1999, Mazzeo and Pacard proved the following existence result: Theorem 1.1 [29] ). Suppose that X = X ′ ∪ X ′′ is a disjoint union of submanifolds in S n , where X ′ = {p 1 , . . . , p k } is a collection of points, and X ′′ = ∪ m j=1 X j where dim X j = k j . Suppose further that 0 < k j ≤ (n − 2)/2 for each j, and either k = 0 or k ≥ 2. Then there exists a complete metric g on S n \X conformal to the standard metric on S n , which has constant positive scalar curvature n(n − 1).
Also, it is known that if X is a finite set of at least two elements, and M = S n , the moduli space of solutions has dimension equal to the cardinality of X (see [32] ).
The first result for arbitrary compact Riemannian manifolds in the positive case appeared in 1996. Mazzeo and Pacard [27] established the following result: Their method does not apply to the case in which X contains isolated points. If X = {p}, an existence result was obtained by Byde in 2003 under an extra assumption. It can be stated as follows: Theorem 1.3 (A. Byde, [5] ). Let (M, g 0 ) be any n−dimensional compact Riemannian manifold of constant scalar curvature n(n − 1), nondegenerate about 1, and let p ∈ M be a point in a neighborhood of which g 0 is conformally flat. There is a constant ε 0 > 0 and a one-parameter family of complete metrics g ε on M\{p} defined for ε ∈ (0, ε 0 ), conformal to g 0 , with constant scalar curvature n(n − 1). Moreover, g ε → g 0 uniformly on compact sets in M\{p} as ε → 0.
See [5] , [26] , [29] , [32] and [34] for more details about the positive singular Yamabe problem.
This work is concerned with the positive singular Yamabe problem in the case X is a single point (or when X is finite, more generally). Our main result is the construction of solutions to the singular Yamabe problem under a condition on the Weyl tensor. If the dimension is at most 5, no condition on the Weyl tensor is needed, as we will see below. We will use the gluing method, similar to that employed by Byde [5] , Jleli [13] , Jleli and Pacard [14] , Kaabachi and Pacard [15] , Kapouleas [16] , Mazzeo and Pacard [28] , [29] , Mazzeo, Pacard and Pollack [30] , [31] , and other authors. Our result generalizes the result of Byde, Theorem 1.3, and it reads as follows: For the gluing procedure to work, there are two restrictions on the data (M, g 0 , X): non-degeneracy and the Weyl vanishing condition. The non-degeneracy is defined as follows (see [5] , [17] and [33] ):
∆ g is the Laplace operator of the metric g and R g is the scalar curvature of g. Here C k,α (M) are the standard Hölder spaces on M, and the D subscript indicates the restriction to functions vanishing on the boundary of M (if there is one).
Although it is the surjectivity that is used in the nonlinear analysis, it is usually easier to check injectivity. This is a corollary of the non-degeneracy condition on M in conjunction with self-adjointness. For example, it is clear that the round sphere S n is degenerate because L 1 g 0 = ∆ g 0 + n annihilates the restrictions of linear functions on R n+1 to S n . As it was already expected by Chruściel and Pollack [10] , when 3 ≤ n ≤ 5 we do not need any hypothesis about the Weyl tensor, that is, in this case, (1.1) has a solution for any nondegenerate compact manifold M and X = {p} with p ∈ M arbitrary. We will show in Section 5 that the product manifolds S 2 (k 1 ) × S 2 (k 2 ) and S 2 (k 3 ) × S 2 (k 4 ) are nondegenerate except for countably many values of k 1 /k 2 and k 3 /k 4 . Therefore our Main Theorem applies to these manifolds. We notice that they are not locally conformally flat.
Byde proved his theorem assuming that M is conformally flat in a neighborhood of p. With this assumption, the problem gets simplified since in the neighborhood of p the metric is conformal to the standard metric of R n , and in this case it is possible to transfer the metric on M\{p} to cylindrical coordinates, where there is a family of well-known Delaunay-type solutions. In our case we only have that the Weyl tensor vanishes to sufficiently high order at p. Since the singular Yamabe problem is conformally invariant, we can work in conformal normal coordinates. In such coordinates it is more convenient to work with the Taylor expansion of the metric, instead of dealing with derivatives of the Weyl tensor. As indicated in [17] , we get some simplifications. In fact, this assumption will be fundamental to solve the problem locally in Section 3. We will exploit the fact that the first term in the expansion of the scalar curvature, in conformal normal coordinate, is orthogonal to the low eigenmodes. Pollack [36] has indicated that it would be possible to find solutions with one singular point with some Weyl vanishing condition, as opposed to the case of the round metric on S n . The motivation for n− 6 2 in the Main Theorem comes from the Weyl Vanishing Conjecture (see [38] ). It states that if a sequence v i of solutions to the equation
Here W g denotes the Weyl tensor of the metric g. This conjecture has been proved by Marques for n ≤ 7 in [23] , Li and Zhang for n ≤ 9 in [20] and for n ≤ 11 in [21] , and by Khuri, Marques and Schoen for n ≤ 24 in [17] . The Weyl Vanishing Conjecture was in fact one of the essential pieces of the program proposed by Schoen in [38] to establish compactness in high dimensions (see [17] ). In [24] , based on the works of Brendle [6] and Brendle and Marques [8] , Marques constructs counterexamples for any n ≥ 25. The order n−6 2 comes up naturally in our method, but we do not know if it is the optimal one (see Remark 3.5 .)
The Delaunay metrics form the local asymptotic models for isolated singularities of locally conformally flat constant positive scalar curvature metrics, see [9] and [18] . In dimensions 3 ≤ n ≤ 5 this also holds in the non-conformally flat setting. In [25] , Marques proved that if 3 ≤ n ≤ 5 then every solution of the equation (1.1) with a nonremovable isolated singularity is asymptotic to a Delaunay-type solutions. This motivates us to seek solutions that are asymptotic to Delaunay. We use a perturbation argument together with the fixed point method to find solutions close to a Delaunay-type solution in a small ball centered at p with radius r. We also construct solutions in the complement of this ball. After that, we show that for small enough r the two metrics can be made to have exactly matching Cauchy data. Therefore (via elliptic regularity theory) they match up to all orders. See [14] for an application of the method.
We will indicate in the end of this paper how to handle the case of more than one point. We prove: The organization of this paper is as follows. In Section 2 we record some notation that will be used throughout the paper. We review some results concerning the Delaunay-type solutions, as well as the function spaces on which the linearized operator will be defined. We will recall some results about the Poisson operator for the Laplace operator ∆ defined in B r (0)\{0} ⊂ R n and in R n \B r (0). Finally, we will review some results concerning conformal normal coordinates and scalar curvature in these coordinates.
In Section 3, with the assumption on the Weyl tensor and using a fixed point argument we construct a family of constant scalar curvature metrics in a small ball centered at p ∈ M, which depends on n + 2 parameters with prescribed Dirichlet data. Moreover, each element of this family is asymptotically Delaunay.
In Section 4, we use the non-degeneracy of the metric g 0 to find a right inverse for the operator L 1 g 0 in a suitable function space. After that, we use a fixed point argument to construct a family of constant scalar curvature metrics in the complement of a small ball centered at p ∈ M, which also depends on n + 2 parameters with prescribed Dirichlet data. Each element of this family is a perturbation of the metric g 0 .
In Section 5, we put the results obtained in previous sections together to find a solution for the positive singular Yamabe problem with only one singular point. Using a fixed point argument, we examine suitable choices of the parameter sets on each piece so that the Cauchy data can be made to match up to be C 1 at the boundary of the ball. The ellipticity of the constant scalar curvature equation then immediately implies that the glued solutions are smooth.
Finally, in Section 6, we briefly explain the changes that need to be made in order to deal with more than one singular point.
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Preliminaries
In this section we record some notation and results that will be used frequently, throughout the rest of the work and sometimes without comment.
2.1. Notation. Let us denote by θ → e j (θ), for j ∈ N, the eigenfunction of the Laplace operator on S n−1 with corresponding eigenvalue λ j . That is,
These eigenfunctions are restrictions to S n−1 ⊂ R n of homogeneous harmonic polynomials in R n . We further assume that these eigenvalues are counted with multiplicity, namely λ 0 = 0, λ 1 = · · · = λ n = n − 1, λ n+1 = 2n, . . . and λ j ≤ λ j+1 , and that the eigenfunctions has L 2 −norm equal to 1. The i−th eigenvalue counted without multiplicity is i(i + n − 2).
It will be necessary to divide the function space defined on S n−1 r , the sphere with radius r > 0, into high and low eigenmode components.
If the eigenfunction decomposition of the function φ ∈ L 2 (S n−1 r ) is given by
then we define the projection π ′′ r onto the high eigenmode by the formula
The low eigenmode on S n−1 r is spanned by the constant functions and the restrictions to S n−1 r of linear functions on R n . We always will use the variable θ for points in S n−1 , and use the expression a · θ to denote the dot-product of a vector a ∈ R n with θ considered as a unit vector in R n . We will use the symbols c, C, with or without subscript, to denote various positive constants.
Constant scalar curvature equation.
It is well known that if the metric g 0 has scalar curvature R g 0 , and the metric g = u 4/(n−2) g 0 has scalar curvature R g , then u satisfies the equation
see [19] and [41] . In this work we seek solutions to the singular Yamabe problem (1.1) when (M n , g 0 ) is an n−dimensional compact nondegenerate Riemannian, manifold with constant scalar curvature n(n − 1), X is a single point {p}, by using a method employed by [5] , [13] , [14] , [28] - [31] , [34] and others. Thus, we need to find a solution u for the equation (2.1) with R g constant, requiring that u tends to infinity on approach to p.
We introduce the quasi-linear mapping H g ,
and seek functions u that are close to a function u 0 , so that
is the Conformal Laplacian. The operator L g obeys the following relation concerning conformal changes of the metric
The method of finding solutions to (1.1) used in this work is to linearize about a function u 0 , not necessarily a solution. Expanding H g about u 0 gives
where the non-linear remainder term Q u 0 (u) is independent of the metric, and given by
It is important to emphasize here that in this work (M n , g 0 ) always will be a compact Riemannian manifold of dimension n ≥ 3 with constant scalar curvature n(n − 1) and nondegenerate about the constant function 1. This implies that (2.2) is equal to
and the operator L
2.3. Delaunay-type solutions. In Section 3 we will construct a family of singular solutions to the Yamabe Problem in the punctured ball of radius r centered at p, B r (p)\{p} ⊂ M, conformal to the metric g 0 , with prescribed high eigenmode boundary data at ∂B r (p). It is natural to require that the solution is asymptotic to a Delaunay-type solution, called by some authors Fowler solutions. We recall some well known facts about the Delaunay-type solutions that will be used extensively in the rest of the work. See [29] and [32] for facts not proved here.
If g = u 4 n−2 δ is a complete metric in R n \{0} with constant scalar curvature R g = n(n − 1) conformal to the Euclidean standard metric δ on R n , then u(x) → ∞ when x → 0 and u is a solution of the equation
It is well known that u is rotationally invariant (see [9] , Theorem 8.1), and thus the equation it satisfies may be reduced to an ordinary differential equation.
Therefore, if we define v(t) := e 2−n 2 t u(e −t θ) = |x| n−2 2 u(x), where t = − log |x| and θ = x |x| , then we get that
Because of their similarity with the CMC surfaces of revolution discovered by Delaunay a solution of this ODE is called Delaunay-type solution.
Setting w := v ′ this equation is transformed into a first order Hamiltonian system
, whose Hamiltonian energy, given by
is constant along solutions of (2.7). We summarize the basic properties of this solutions in the next proposition (see Proposition 1 in [29] ).
This solution is periodic, and for all t ∈ R we have v(t) ∈ (0, 1). This solution can be indexed by the parameter ε = v(0) ∈ (0, ((n − 2)/n) (n−2)/4 ), which is the smaller of the two values v assumes when v
We will write the solution of (2.7) given by Proposition 2.1 as v ε , where v ε (0) = min v ε = ε ∈ (0, ((n − 2)/n) (n−2)/4 ) and the corresponding solution of (2.6) as
Although we do not know them explicitly, the next proposition gives sufficient information about their behavior as ε tends to zero for our purposes.
Proposition 2.2. For any
and any x ∈ R n \{0} with |x| ≤ 1, the Delaunay-type solution u ε (x) satisfies the estimates
for some positive constant c n that depends only on n.
Proof. See [29] .
As indicate by Mazzeo-Pacard [29] , there are some important variations of these solutions, leading to a (2n+2)−dimensional family of Delaunay-type solutions. For our purpose, it is enough to consider the family of solutions where only translations along Delaunay axis and of the "point at infinity" are allowed. Therefore, we will work with the following family of solutions of (2.6)
See [29] for details. In Section 3 we will find solutions to the singular Yamabe problem in the punctured ball B r (p)\{p} only with prescribed high eigenmode Dirichlet data, so we need other parameters to control the low eigenmode. The parameters a ∈ R n and R ∈ R + in (2.9) will allow us to have control over the low eigenmode. The first corollary is a direct consequence of (2.9) and it will control the space spanned by the coordinates functions, and the second one follows from Proposition 2.2 and it will control the space spanned by the constant functions in the sphere.
Corollary 2.1. There exists a constant r 0 ∈ (0, 1), such that for any x and a in R n with |x| ≤ 1, |a||x| < r 0 , R ∈ R + , and ε ∈ (0, ((n − 2)/n) (n−2)/4 ) the solution u ε,R,a satisfies the estimates
) and
Proof. Using the Taylor's expansion we obtain that
for some t a,x ∈ R with 0 < |t a,x | < log
for |a||x| < r 0 and some r 0 ∈ (0, 1). Observe that t a,x → 0 as |a||x| → 0. Now, by the equation (2.7) and the fact that
where H is defined in (2.8), it follows that |v ′ ε | ≤ c n v ε , |v ′′ ε | ≤ c n v ε , for some constant c n that depends only on n.
Since − log |x| + log R ≤ 0 if R ≤ |x|, and v ε (t) ≤ εe n−2 2 |t| , for all t ∈ R (see [29] ), we obtain that
2 , for some constant c > 0 that does not depend on x, ε, R and a.
Therefore, from (2.9), 0 < v ε (t) ≤ 1 and
for |a||x| < r 0 and some r 0 ∈ (0, 1), we deduce the result.
Corollary 2.2.
For any ε ∈ (0, ((n − 2)/n) (n−2)/4 ) and any x in R n with |x| ≤ 1, the function u ε,R := u ε,R,0 satisfies the estimates
Proof. Use Proposition 2.2 and the fact that
2.4. Function spaces. Now, we will define some function spaces that we will use in this work. The first one is the weighted Hölder spaces in the punctured ball. They are the most convenient spaces to define the linearized operator. The second one appears so naturally in our results that it is more helpful to put its definition here. Finally, the third one is the weighted Hölder spaces in which the exterior analysis will be carried out. These are essentially the same weighted spaces as in [13] , [14] and [29] .
Then, for any µ ∈ R, the space C k,α µ (B r (0)\{0}) is the collection of functions u that are locally in C k,α (B r (0)\{0}) and for which the norm
is finite.
The one result about these that we shall use frequently, and without comment, is that to check if a function u is an element of some C 0,α µ , say, it is sufficient to check that |u(x)| ≤ C|x| µ and |∇u(x)| ≤ C|x| µ−1 . In particular, the function |x|
r ) for which the norm φ (k,α),r is finite.
The next lemma show a relation between the norm of Definition 2.1 and 2.2. To prove it use the decomposition of the function spaces in the sphere. Lemma 2.3. Let α ∈ (0, 1) and r > 0 be constants. Then, there exists a constant c > 0 that does not depend on r, such that
Here, u r is the restriction of u to the sphere of radius r, S
Remark 2.4. We often will write π 
where the norm · (k,α),ν,r 1 is the one defined in Definition 2.1.
µ (M r ) to be the space of restriction of elements of C k,α µ (M\{p}) to M r and Ω r,s , respectively. These spaces is endowed with the following norm
2.5. The linearized operator. Let us fix one of the solutions of (2.6), u ε,R,a given by (2.9). Hence, u ε,R,a satisfies H δ (u ε,R,a ) = 0. The linearization of H δ at u ε,R,a is defined by (2.14)
where L u ε,R,a δ is given by (2.3). In [29] , Mazzeo and Pacard studied the operator L ε,R := L ε,R,0 defined in weighted Hölder spaces. They showed that there exists a suitable right inverse with two important features, the corresponding right inverse has norm bounded independently of ε and R when the weight is chosen carefully, and the weight can be improved if the right inverse is defined in the high eigenmode. These properties will be fundamental in Section 3. To summarize, they establish the following result.
with the norm bounded independently of ε and R, such that for f ∈ C 0,α µ−2
.
µ (B 1 (0)\{0})) and we may take µ ∈ (−n, 2).
Proof. The statement in [29] is that for each fixed R the norm of G ε,R is independent of ε, but this bound might depend on R. In [5] , Byde observed that the norm of G ε,R also does not depend on R.
We will work in B r (0)\{0} with 0 < r ≤ 1, then it is convenient to study the operator L ε,R in function spaces defined in B r (0)\{0}.
Let f ∈ C 0,α µ−2 (B 1 (0)\{0}) and w ∈ C 2,α µ (B 1 (0)\{0}) be solution of (2.15). Considering
where c > 0 is a constant that does not depend on ε, r and R. Thus, we obtain the following corollary.
with norm bounded independently of ε, R and r, such that for each f ∈ C
µ (B r (0)\{0})) and we may take µ ∈ (−n, 2).
In fact, we will work with the solution u ε,R,a , and so, we need to find an inverse to L ε,R,a with norm bounded independently of ε, R, a and r. But this is the content of the next corollary, whose proof is a perturbation argument.
+ , a ∈ R n and 0 < r ≤ 1 with |a|r ≤ r 0 for some r 0 ∈ (0, 1), there is an operator G ε,R,r,a : C
with norm bounded independently of ε, R, r and a, such that for each f
Proof. We will use a perturbation argument. Thus, [σ,2σ] , where c > 0 does not depend on ε, R, a and r.
Note that
ε (− log |x| + log R)
Therefore, from (2.9) and the expansion |x − a|x|
), we get
From the proof of Corollary 2.1 we know that |v
where the constant c > 0 does not depend on ε, R and a. The estimate for the full Hölder norm is similar. Hence
where c > 0 is a constant that does not depend on ε, R, a and r.
Therefore, L ε,R,a has a bounded right inverse for small enough |a|r and this inverse has norm bounded independently of ε, R, a and r. In fact, if we choose r 0 so that r 0 ≤
This implies that L ε,R,a • G ε,R,r has a bounded right inverse given by
and it has norm bounded independently of ε, R, a and r, in fact less than 1. Therefore we define a right inverse of L ε,R,a as G ε,R,r,a :
2.6. Poisson operator associated to the Laplacian ∆.
, we need to find some way to prescribe the high eigenmode boundary data at ∂B r (0). This is done using the Poisson operator associated to the Laplacian ∆. Proposition 2.4. Given α ∈ (0, 1), there is a bounded operator For µ ≤ 2 and 0 < r ≤ 1 we can define an analogous operator,
where φ(θ) := φ r (rθ). By Proposition 2.4 we deduce that
where the constant C > 0 does not depend on r and the norm φ r (2,α),r is defined in Definition 2.2.
2.6.2. Laplacian ∆ in R n \B r (0). For the same reason as before we will need a Poisson operator associated to the Laplacian ∆ defined in R n \B r (0). Proposition 2.5. Assume that ϕ ∈ C 2,α (S n−1 ) and let Q 1 (ϕ) be the only solution of
which tends to 0 at ∞. Then
Proof. See Lemma 13.25 in [13] .
Here the space C k,α µ (R n \B r (0)) is the collection of functions u that are locally in C k,α (R n \B r (0)) and for which the norm
Remark 2.6. In this case, it is very useful to know an explicit expression for Q 1 , since it has a component in the space spanned by the coordinate functions and this will be important to control this space in Section 5. Hence, if we write ϕ =
with ϕ belonging to the eigenspace associated to the eigenvalue i(i + n − 2), then
where ϕ r (x) := ϕ(r −1 x). From Proposition 2.5, we deduce that
where C > 0 is a constant that does not depend on r.
Conformal normal coordinates.
Since our problem is conformally invariant, in Section 3 we will work in conformal normal coordinates. In this section we introduce some notation and an asymptotic expansion for the scalar curvature in conformal normal coordinates, which will be essential in the interior analysis of Section 3.
Theorem 2.7 (Lee-Parker, [19] ). Let M n be an n−dimensional Riemannian manifold and P ∈ M. For each N ≥ 2 there is a conformal metric g on M such that
where r = |x| in g−normal coordinates at P. In these coordinates, if N ≥ 5, the scalar curvature of g satisfies R g = O(r 2 ).
In conformal normal coordinates it is more convenient to work with the Taylor expansion of the metric. In such coordinates, we will always write In what follows, we write
Lemma 2.8. The functions h i j satisfy the following properties:
a)
where N ′ is as big as we want.
This lemma plays a central role in our argument for n ≥ 8 in Section 3. Using this notation we obtain the following proposition whose proof can be found in [6] and [17] . Proposition 2.6. There exists a constant C > 0 such that
and C depends only on n and |h| C N (B r (0)) .
Interior Analysis
Now that we have a right inverse for the operator L ε,R,a and a Poisson operator associated to the Laplacian ∆, we are ready to show the existence of solutions with prescribed boundary data for the equation H g 0 (v) = 0 in a small punctured ball B r (p)\{p} ⊂ M. The point p is a nonremovable singularity, that is, u blows-up at p. In fact, the hypothesis on the Weyl tensor is fundamental for our construction if n ≥ 6. But, if 3 ≤ n ≤ 5 we do not need any additional hypothesis on the point p. We do not know whether it is possible to show the Main Theorem assuming the Weyl tensor vanishes up to order less than n−6 2 . This should be an interesting question.
First we will explain how to use the assumption on the Weyl tensor to reduce the problem to a problem of finding a fixed point of a map, (3.8) and (3.12) . After that, we will show that these maps has a fixed point for suitable parameters. , and g will be a smooth conformal metric to g 0 in M given by Theorem 2.7, with N a large number. Hence, by the proof of Theorem 2.7 in [19] , we can find some smooth function
n−2 g 0 and F (x) = 1 + O(|x| 2 ) in g−normal coordinates at p. In this section we will work in these coordinates around p, in the ball B r 1 (p) with 0 < r 1 ≤ 1 fixed.
Recall that (M, g 0 ) is an n−dimensional compact Riemannian manifold with R g 0 = n(n − 1), n ≥ 3, and the Weyl tensor W g 0 at p satisfies the condition
Since the Weyl tensor is conformally invariant, it follows that W g , the Weyl tensor of the metric g, satisfies the same condition. Note that if 3 ≤ n ≤ 5 then the condition on W g does not exist. From Theorem 2.7 the scalar curvature satisfies R g = O(|x| 2 ), but for n ≥ 8 we can improve this decay, using the assumption of the Weyl tensor. This assumption implies h i j = O(|x| d+1 ) (see [7] ) and it follows from Proposition 2.6 that
We conclude that R g = O(|x| d−1 ). On the other hand, for n = 6 and 7 we have d = 2 and in this case, we will consider R g = O(|x| 2 ), given directly by Theorem 2.7.
The main goal of this section is to solve the PDE
in B r (0)\{0} ⊂ R n for some 0 < r ≤ r 1 , ε > 0, R > 0 and a ∈ R n , with u ε,R,a + v > 0 and prescribed Dirichlet data, where the operator H g is defined in (2.2) and u ε,R,a in (2.9).
To solve this equation, we will use the method used by Byde and others, the fixed point method on Banach spaces. In [5] , Byde solves an equation like this assuming that g is conformally flat in a neighborhood of p, and thus he uses directly the right inverse of L ε,R given by Corollary 2.4, to reduce the problem to a problem of fixed point. The main difference here is that we work with metrics not necessarily conformally flat, so we need to rearrange the terms of the equation (3. 3) in such a way that we can apply the right inverse of L ε,R,a .
For 
since u ε,R,a solves the equation (2.6). Here L ε,R,a is defined as in (2.14),
and Q u ε,R,a is defined in (2.4).
Remark 3.1. Throughout this work we will consider |a|r ε ≤ 1/2 with r ε = ε s , s restricted to (
From this and (2.9) it follows that there are constants C 1 > 0 and C 2 > 0 that do not depend on ε, R and a, so that
for every x in B r ε (0)\{0}. These restrictions are made to ensure some conditions that we need in the next lemma and in Section 5. for all x ∈ B r ε (0)\{0}. Using (3.6), we get
for small enough ε > 0, since |x| ≤ r ε . Thus, by (2.4), we can write (u ε,R,a + stw)
From (3.7) we deduce that
and |(u ε,R,a + stw)
2 , for some constant C > 0 independent of ε, a and R.
The estimate for the full Hölder norm is similar. Hence, we conclude that (u ε,R,a + stw)
Therefore, Proof. Initially, note that by (2.18) we obtain
Now it is enough to show that the other terms have the decay O(|x| µ−2 ). Using the expansion (2.10), it follows that
). Moreover, since in conformal normal coordinates ∆ g = ∆ + O(|x| N ) when applied to functions that depend only on |x|, where N can be any big number (see proof of Theorem 3.5 in [41] , for example), we get
where N ′ is big for N big.
, using (3.6) we get the same decay for the remaining terms. Hence the assertion follows. 
Let us now consider n ≥ 8. Since (B r ε (0)\{0}) for µ > 1. Hence we cannot use G ε,R,r ε ,a directly. To overcome this difficulty we will consider the expansion (2.10), the expansion (3.2) and use the fact that ∂ i ∂ j h i j is orthogonal to {1, x 1 
This is because u ε,R depends only on |x|.
Again by Corollary 2.3
for some constant c > 0 that does not depend on ε and R, since
. Considering the expansion (2.10) and substituting v for w ε,R + v in the equation (3.4), we obtain (3.11) , we have that the right hand side of (3.11) belongs to C 0,α µ−2 (B r ε (0)\{0}).
Proof. As before in Lemma 3.3, we obtain
Therefore, the assertion follows, since for the remaining terms we obtain the same estimate. 
In fact, we will show that the map N ε (R, a, φ, ·) is a contraction for small enough ε > 0, and as a consequence of this we will get that the fixed point is continuous with respect to the parameters ε, R, a and φ. 
The next lemma will be very useful to show Proposition 3.1. To prove it use the Laplacian in local coordinates. 
Complete Delaunay-type ends.
The previous discussion tells us that to solve the equation (3.3) with prescribed boundary data on a small sphere centered at 0, we have to show that the map N ε (R, a, φ, ·), defined in (3.8) for 3 ≤ n ≤ 7 and in (3.12) for n ≥ 8, has a fixed point. To do this, we will show that this map is a contraction using the fact that the right inverse G ε,R,r ε ,a of L ε,R,a in the punctured ball B r ε (0)\{0}, given by Corollary 2.4, has norm bounded independently of ε, R, a and r ε . Next we will prove the main result of this section. This will solve the singular Yamabe problem locally.
Remark 3.7. To ensure some estimates that we will need, from now on, we will consider R 2−n 2 , i = 1, 2, we will have (3.14)
It will follow from this that for all v ∈ C 2,α µ (B r ε (0)\{0}) in the ball of radius τr
we will get
Hence we conclude that the map N ε (R, a, φ, ·) will have a fixed point belonging to the ball of radius τr
Since G ε,R,r ε ,a is bounded independently of ε, R and a, it follows that
where c > 0 is a constant that does not depend on ε, R and a.
Using local coordinates we obtain that
2 ), by (2.10). The condition µ < 3/2 implies
As in the proof of Lemma 3.3 we have that (∆ − ∆ g )u ε,R = O(|x| N ), and from this we obtain
′ is as big as we want. Hence, from (3.15) and (3.16), we get
≤ 1, with δ 2 > 0. From Lemma 3.6 and (2.18), we conclude that
and we have (3.6), we get that (3.19) R g u ε,R,a (0,α),µ−2,r ε ≤ cr
Using (2.18), we also get .18), we obtain
Let us estimate the norm u
). Hence, using (2.18), we deduce that
and by the choice of R, R 
−1 r ε , and then
−1 , we can take λ such that Therefore, from (3.17), (3.18), (3.19) , (3.20) , (3.21) and (3.26) it follows (3.13) for small enough ε > 0.
For the same reason as before,
where c > 0 is a constant independent of ε, R and a. From Lemma 3.6 and R g = O(|x| 2 ) we obtain
,µ,r ε . As before, Lemma 3.2 and (2.18) imply
Therefore, from (3.27), (3.28) and (3.29), we deduce (3.14) provided v 1 , v 2 belong to the ball of radius τr
where c > 0 does not depend on ε, R and a.
From (2.18), (3.10), Lemma 3.2 and the fact that
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Finally, by the proof of Corollary 2.4 we have u 31), (3.32), (3.33), (3.34) and (3.35) , we deduce (3.14) for ε > 0 small enough. Now, we have
As before we obtain
By Lemma 3.2 and (2.18), we obtain
Therefore, from (3.36), (3.37) and (3.38), we deduce (3.14) provided v 1 , v 2 belong to the ball of radius τr
We summarize the main result of this section in the next theorem. 
where w ε,R ≡ 0 for 3 ≤ n ≤ 7 and w ε,R ∈ π
Moreover,
for some constants δ 3 > 0 that does not depend on ε, R, a and φ i , i = 1, 2.
Proof. The solution U ε,R,a,φ is the fixed point of the map N ε (R, a, φ, ·) given by Proposition 3.1 with the estimate (3.39). Use the fact that U ε,R,a,φ is a fixed point of the map N ε (R, a, φ, ·) to show that
From this we obtain the inequality (3.40).
We will write the full conformal factor of the resulting constant scalar curvature metric with respect to the metric g as A ε (R, a, φ) := u ε,R,a + w ε,R + v φ + U ε,R,a,φ , in conformal normal coordinates. More precisely, the previous analysis says that the metricĝ = A ε (R, a, φ) 4 n−2 g is defined in B r ε (p)\{p} ⊂ M, it is complete and has constant scalar curvature Rĝ = n(n−1). The completeness follows from the estimate
for some constant c > 0.
Exterior Analysis
In Section 3 we have found a family of constant scalar curvature metrics on B r ε (p)\{p} ⊂ M, conformal to g 0 and with prescribed high eigenmode data. Now we will use the same method of the previous section to perturb the metric g 0 and build a family of constant scalar curvature metrics on the complement of some suitable ball centered at p in M.
First, using the non-degeneracy we find a right inverse for the operator L In contrast with the previous section, in which we worked with conformal normal coordinates, in this section it is better to work with the constant scalar curvature metric, since in this case the constant function 1 satisfies H g 0 (1) = 0. Hence, in this section, (M n , g 0 ) is an n−dimensional nondegenerate compact Riemannian manifold of constant scalar curvature R g 0 = n(n − 1). (p) . Let r 1 ∈ (0, 1) and Ψ : B r 1 (0) → M be a normal coordinate system with respect to g = F 4 n−2 g 0 on M centered at p, where F is defined in Section 3. We denote by G p (x) the Green's function for L 1 g 0 = ∆ g 0 + n, the linearization of H g 0 about the constant function 1, with pole at p (the origin in our coordinate system). We assume that G p (x) is normalized such that in the coordinates Ψ we have lim
Analysis in M\B r
In these coordinates we have that
. Our goal in this section is to solve the equation
with λ ∈ R, r ∈ (0, r 1 ) and prescribed boundary data on ∂B r (p). In fact, we will get a solution with prescribed boundary data, except in the space spanned by the constant functions.
To solve this equation we will use basically the same techniques that were used in Proposition 3.1. We linearize H g 0 about 1 to get , we will follow the method of Jleli in [13] . This problem is approached by decomposing f as the sum of two functions, one of them with support contained in an annulus inside Ψ (B r 1 (0) ). Inside the annulus we transfer the problem to normal coordinates and solve. For the remainder term we use the right invertibility of L 1 g 0 on M which is a consequence of the non-degeneracy.
The next two lemmas allow us to use a perturbation argument in the annulus contained in Ψ(B r 1 (0)). Lemma 4.1. Fix any ν ∈ R. There exists C > 0 independent of r and s such that if
Proof. Use the Laplacian in local coordinates.
Lemma 4.2.
Assume that ν ∈ (1 − n, 2 − n) is fixed and that 0 < 2r < s ≤ r 1 . Then there exists an operatorG
(Ω r,s ) , for some constant C > 0 that does not depend on s and r.
Proof. See lemma 13.23 in [13] and [14] . Proposition 4.1. Fix ν ∈ (1 − n, 2 − n). There exists r 2 < 1 4 r 1 such that, for all r ∈ (0, r 2 ) we can define an operator
with the property that, for all f ∈ C 
, where the constant C > 0 is independent of r and r 1 .
Since
, the function
. We can consider that h is defined on the whole M with h ≡ 0 in B 1 2 r 1 (p). By (4.2) we get
, with the constant C r 1 > 0 independent of r.
has a bounded inverse, we can define the function
where χ is a smooth, radial function equal to 1 in M 2r 2 , vanishing in B r 2 (p) and satisfying |∂ r χ(x)| ≤ c|x| −1 and |∂ 2 r χ(x)| ≤ c|x| −2 for all x ∈ B 2r 2 (0) and some r 2 ∈ (r, 
(M r ) , since ν < 0, where the constant C r 1 > 0 is independent of r and r 2 .
Define an application F r,g 0 :
From (4.2), (4.3) and (4.4) we obtain
since 1 − n < ν < 2 − n implies that 2 − ν > 0 and −1 − ν > 0, for some constant C > 0 independent of r and r 2 . The assertion follows from a perturbation argument by (4.5) and (4.6), as in the proof of Corollary 2.4.
4.3.
Constant scalar curvature metrics on M\B r (p). In this section we will solve the equation (4.1) using the method employed in the interior analysis, the fixed point method. In fact we will find a family of metrics with parameters λ ∈ R, 0 < r < r 1 and some boundary data. 
Finally, substituting u := u ϕ + v in equation (4.1), we have that to show the existence of a solution of the equation (4.1) it is enough to show that for suitable λ ∈ R, and ϕ ∈ C 2,α (S
has a fixed point for small enough r > 0. We will show that M r (λ, ϕ, ·) is a contraction, and as a consequence the fixed point will depend continuously on the parameters r, λ and ϕ. 
Proof. As in Proposition 3.1 we will show that 
(Ω r,r 1 ) , for some constant c > 0 independent of r. Note that |λG p | ≤ cr 
) ≤ c, and (4.12)
where c > 0 is a constant independent of r. Thus, by (4.11) and (4.12) we have
where the constant C > 0 does not depend on r and δ
for all x ∈ Ω r,r 1 , we get 0 < c < 1 + t(λG p + u ϕ ) < C for every 0 ≤ t ≤ 1. Again, using (4.7) and |λ∇G p | ≤ cr From (4.11) we obtain
since n ≥ 3, δ 4 < 1/2, r ≤ σ and ν > 3/2 − n implies that 6 + 2d − ν − n − 2δ 4 > 5/2 + d − ν − n/2 and 9/2 − ν − 2n < 0. Therefore (4.14)
and from (4.13) and (4.14), we get
for some constant δ ′′ > 0 independent of r.
, we obtain
where the term with σ −2 appears only for σ >
2 r 1 (0). Therefore, using that 3 − n − ν > 0 and δ 4 ∈ (0, 1/2) we get
with n − 1 + ν − δ 4 > 0. Therefore, by (4.15) and (4.16) we obtain (4.9) for r > 0 small enough. For the same reason as before, we have
where
, since for small enough r > 0 we have 0 < c < 1 + sz t < C. This implies
with the constant C > 0 independent of r. Then, by (4.12), we have
and
Therefore, we deduce (4.10) for small enough r > 0.
From Proposition 4.2 we get the main result of this section. 
for some constant δ 5 > 0 small enough independent of r.
Proof. The solution V λ,ϕ is the fixed point of M r (λ, ϕ, ·) given by Proposition 4.2 with the estimate (4.17). The inequality (4.18) follows similarly to (3.40).
Define f := 1/F , where F is the function defined in Section 3.1. We have g 0 = f 4 n−2 g with f = 1 + O(|x| 2 ) in conformal normal coordinates centered at p. We will denote the full conformal factor of the resulting constant scalar curvature metric in M r with respect to the metric g as B r (λ, ϕ), that is, the metric g = B r (λ, ϕ) 4 n−2 g has constant scalar curvature Rg = n(n − 1), where B r (λ, ϕ) := f + λ f G p + f u ϕ + f V λ,ϕ .
Constant Scalar Curvature on M\{p}
The main task of this section is to prove the following theorem: Therefore we conclude that only countably many of these products are degenerate.
In previous sections we have constructed a family of constant scalar curvature metrics on B r ε (p), conformal to g 0 and singular at p, with parameters ε ∈ (0, ε 0 ) for some ε 0 > 0, R > 0, a ∈ R n and high eigenmode boundary data φ. We have also constructed a family of constant scalar curvature metrics on M r = M\B r (p) conformal to g 0 with parameters r ∈ (0, r 2 ) for some r 2 > 0, λ ∈ R and boundary data ϕ L 2 −orthogonal to the constant functions. In this section we examine suitable choices of the parameter sets on each piece so that the Cauchy data can be made to match up to be C 1 at the boundary of B r ε (p). In this way we obtain a weak solution to H g 0 (u) = 0 on M\{p}. It follows from elliptic regularity theory and the ellipticity of H g 0 that the glued solutions are smooth metric.
To do this we will split the equation that the Cauchy data must satisfy in an equation corresponding to the high eigenmode, another one corresponding to the space spanned by the constant functions, and n equations corresponding to the space spanned by the coordinate functions. , with ν ∈ (3/2 − n, 2 − n) and γ > 0 is a constant independent of ε and β.
Recall that r ε = ε s with (d + 1 − δ 1 ) −1 < s < 4(d − 2 + 3n/2) −1 , see Remark 3.1. For example, we can choose δ 1 = 1/8n and s = 2(n − 1 − 1/2n) −1 . We want to show that there are parameters, R ∈ R + , a ∈ R n , λ ∈ R and ϕ, φ ∈ C 2,α (S . We have to derive an estimate for φ ϑ (2,α),r ε . To do this, we will use the inequality (2.12) in Lemma 2.3. But before, from (2.11) in Corollary 2.1, we obtain 
