ABSTRACT The purpose of this paper is to design a positive fault detection filter for positive Markov jump linear systems (MJLSs) using 1 and − performance indices, which represent respectively, robustness and fault sensitivity. First, by converting the MJLS to an associated deterministic system, sufficient conditions are derived for the positivity, stochastic stability and 1 / − performance of an augmented system consisting of the original system and the fault detection filter. Then an iterative linear programming (LP) algorithm is provided to solve these bilinear conditions, with two numerical examples presented to show the superiority of the developed approach over the existing ones. 
I. INTRODUCTION
In the past decades, tremendous attention has been paid to a class of remarkable systems of great practicality whose state variables and outputs are all nonnegative for all nonnegative initial values and inputs, this class of systems are normally referred to as positive systems. Lots of peculiar properties and applications tied to various models for positive systems were proposed in [1] and considerable results concerning positive systems were obtained successively. For instance, analysis of the nonnegative and compartmental dynamic systems can be found in [2] , [3] . As presented in [4] , [5] , the design problem of state-feedback controllers for positive systems was investigated by the method of linear matrix inequality (LMI) and LP, respectively. In recent work, [6] tackled successfully the static output-feedback stabilization problem for positive linear systems.
With the increasing complexity of modern systems and accuracy requirements of their components, enormous attention has been received to the research on fault detection problem for several decades so as to deal with frequent failures during industrial processes. A widely-used approach of fault detection problem is to construct a residual generator consisting of the predesigned filter and original plant model. Specifically, a residual signal, once generated, will be used to compare against a threshold based on the residual
The associate editor coordinating the review of this article and approving it for publication was Heng Wang. evaluation function. When the value of residual evaluation function surpasses the threshold, a possible fault may occur. So far, a large number of contributions on the study of fault detection problem have been made. For example, the design of observer or filter for fault detection was formulated in [7] - [11] . The H ∞ /H − performance based method, as an extensively accepted approach to fault detection problem for general systems, can be found in [12] - [16] . In recent years, [17] proposed that it is more suitable to employ L 1 and L ∞ indices in positive systems, which also motivated the study of ∞ -gain analysis for various positive systems [18] - [20] and fault detection under L 1 /L − ( 1 / − ) performance [21] - [23] .
From a practical point of view, it is difficult for a system to keep its original parameters all the time without any change, which may bring about some unavoidable uncertainties for systems to be analyzed. For this purpose, considerable attention was devoted to researches on stochastic dynamic systems, such as Markov jump systems, whose structures or parameters may change in a certain transition probability. Recently, many results concerning Markov jump systems have been obtained, see for example [24] - [29] . In addition, it is often another noticeable issue that time delay may place unpredictable effects on system performance, which leads to a great deal of attention in research to the analysis of Markov jump systems with time delay [30] - [32] .
This paper investigates the existence of the 1 / − fault detection filter for positive MJLS with time delay. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ More specifically, a description of the original MJLS and a positive filter scheme are given first, based on which, the augmented positive MJLS can be constructed. Followed by it, sufficient conditions are derived to ensure the existence of a positive fault detection filter with 1 / − performance by converting the augmented positive MJLS to an associated deterministic system. Nevertheless, the same filter parameters are coupled with different variables in these conditions. For the purpose of achieving the desired filter paremeters, it is assumed in [21] that decision variables in the LP characterizing L 1 and L − indices are equal, which is inappropriate when there exists no sensor fault in the original system. Furthermore, the problem of fault detection for switched positive systems without time delay [23] was investigated based on this assumption as well. Different from them, the fault detection filter is designed for MJLS with time delay, with an algorithm developed to deal with the bilinear problem in our work. The rest of the paper is summarized as follows. The establishment of the augmented MJLS is formulated in Section 2. In Section 3, we focus on the construction of the deterministic system as mentioned above, which is used to demonstrate that the augmented MJLS is positive, stochastically stable, and satisfies 1 / − performance. Combining the conditions derived before with an optimization goal, parameters of the target filter can be obtained by an iterative LP algorithm. Two examples presented in Section 4 show that the developed approach outperforms the existing ones. At last, we give the summary of this paper in Section 5.
Notations : In this paper, R, R n (R n + ), R n×m + stand for the real set, the n-dimensional real (positive real) vector space, the set of (n × m)-dimensional nonnegative matrices, respectively. Matrix A with all its entries nonnegative (positive, nonpositive, negative) is represented by A 0( 0, 0, ≺ 0). I n is the n-dimensional identity matrix, 0 is a matrix having appropriate dimensions with 0 in all its entries, and 1 denotes the column vector with compatible dimensions for algebraic operations whose elements are all 1. A T is the transpose of matrix A, ⊗ denotes the Kronecker product and diag(A i ) means a matrix with A i in its diagonal and 0 else. The 1-norm of a vector x ∈ R n can be denoted as
E{x} means the mathematical expectation of x, and its 1 -norm can be expressed as
we say x(k) with finite 1 -norm is in 1 space.
II. PROBLEM FORMULATION
This paper investigates the fault detection filter scheme for the discrete-time MJLS with time delay described by
where x(k) ∈ R n x , w(k) ∈ R n w , f (k) ∈ R n f , and y(k) ∈ R n y denote the state, disturbance input, fault input, and measured output, respectively. f (k) in state equation represents plant fault while that in output equation is the so-called sensor fault. Without loss of generality, it is assumed that w(k) 1 ≤ δ w, 1 , where δ w, 1 denotes the upper bound of 1 -norm for the disturbance input. Additionally, d ∈ N is a known constant time delay, nonnegative initial state is denoted as φ(θ ) 0.
{r k , k} ∈ N is the Markov chain taking values in a finite set M = {1, 2, . . . , m}, m ∈ R + , and the (one-step) transition probability is given by
Then, we define the n-step transition probability as
where P is the one-step transition probability matrix, P n denotes the n-step transition probability matrix and n
For simplicity, the coefficient matrices of system (1) are denoted
, which are known constant matrices with appropriate dimensions.
Remark 1: Note that the direct evolution of n steps for Markov chain is equivalent to that it first evolves n − k steps, then k steps, which can be described by the following equation
where i n denotes the nth transition, and P 0 denotes the probability of the initial system mode. 
Definition 2: System (1) is called stochastically stable if for every initial condition φ(θ) 0 and r 0 ∈ M, we have:
Remark 2: Generally speaking, H ∞ performance, namely 2 -gain, is selected to characterize the energy of general systems, which is applicable to general Markov jump systems as well [33] . However, for positive systems, 1 / ∞ -gain is obviously superior to 2 -gain in terms of analyzing system dynamic behavior [17] . Moreover, since the states and output signals are all restricted in the first orthant, the 1-norm of a vector can be simplified as the sum of its elements without taking absolute value for each component.
The fault detection approach in this paper is based on the generation of residual signals consisting of the original system and a filter. To this end, the following positive filter is designed first:
where x f (k) ∈ R n x , y f (k) ∈ R n z and x f (θ ) 0 are the state, output, and the initial state, respectively. Similarly, filter matrices are denoted by A fi , B fi , C fi , D fi , which are all nonnegative for each i ∈ M to guarantee the positivity of system (4) .
with
where i = 1, 2, . . . , m, and r(k) is the required residual signal. It is desired that the positive fault detection filter (4) can well eliminate the impact of disturbances on system (1) and be sensitive enough to fault signals, that is, residuals of system (5) are often required to be as small as possible in the absence of fault signals and produce obvious amplitude rise in fault cases. Thus, the following definitions are given to describe the above two performances.
Definition 3: For a given scalar γ > 0, augmented positive MJLS (5) is said to satisfy the 1 -gain performance under zero initial conditions if the following condition holds:
Definition 4: For a given scalar β > 0, augmented positive MJLS (5) is said to satisfy − performance under zero initial conditions if the following condition holds:
Remark 3: The − performance here, contrary to 1 -gain index and different from the H − index investigated in [12] - [16] , is considered to describe the lower bound of the 1 -gain from faults to residuals with faults in 1 space.
Based on the above definitions, sufficient conditions for the existence of a positive fault detection filter (4) with 1 / − performance can be obtained.
Definition 5: For given two scalars γ > 0 and β > 0, augmented positive MJLS (5) is said to satisfy 1 / − performance if the following conditions hold: 1) Augmented positive MJLS (5) is stochastically stable when there exist no disturbances and faults. 2) (7) and (8) hold under zero initial conditions.
Since the residual generator is established, we are in the position to give a criterion concerning when faults can be detected. For this purpose, a residual evaluation function and threshold are required. Below is the selected residual evaluation function:
where T is the evaluation time. Based on the selected residual evaluation function, the threshold can be chosen as
where
Since it is unrealistic for a residual signal to evaluate over the whole time, choosing an evaluation time window will be more reasonable. However, the threshold J th (T ) given in (10) varies due to arbitrarily chosen evaluation time T . For this purpose, the threshold J th is used for calculation, where J th = sup 1 , which is not respect to the evaluation time window.
It is significantly noticeable that the threshold setting is based on all unknown inputs, hence, the threshold computation can be treated as an optimization problem [34] , which is formulated as follows:
where the expression given in (11) is the extensively known 1 performance of positive systems. In order to avoid repeated depiction, sufficient conditions for the augmented positive MJLS (5) which immediately follow it, will be presented in Theorem 2 in the sequel. Then, the threshold can be obtained as
which implies a constant threshold. Therefore, it may be inappropriate for the threshold to change with respect to the simulation time as presented in [21] , [23] . Furthermore, set γ * 0 = min γ 0 with γ 0 subject to sup
worth noting that the calculated threshold will be bigger than the chosen one in (10) since γ * is greater than γ * 0 , which characterizes the minimal effect of unknown disturbances on residual signals in the interval k ∈ [0, T ]. Specifically,
Remark 4: Note that the major objective of fault detection problem in this paper is to reduce false alarms, and the fact that the calculated threshold is larger than the selected one may lead to some acceptable missing alarms. But it ensures, to a greater extent, zero false alarm rate at the expense of these missing alarm rate. However, in some cases, it is required to achieve the missing alarm rate as low as possible. To this end, one can choose the threshold smaller than J th within the scope of some acceptable false alarm rate.
Since the residual evaluation and threshold are set, the fault detection mechanism can be constructed based on the following relationship:
After the formulation of fault detection problem, the remaining significant task is the stochastic stability and 1 / − performance analysis for the augmented positive MJLS (5) with time delay. For this purpose, the following positive linear system with time delay is required for consideration:
with the coefficient matrices all nonnegative. Then, several results are introduced for later development.
Lemma 2 ( [1]):
The positive system (12) is internally stable (asymptotically stable when
Lemma 3 ( [32] ): For a given scalar γ > 0, the positive system (12) is internally stable and satisfies z 1 < γ w 1 with f (k) = 0 if and only if there exists a column vector v 0, such that the following conditions hold:
Proposition 1: Assume that the positive system (12) is stochastically stable with w(k) = 0, f (k) = 0. For a given scalar β > 0, the positive system (12) satisfies z 1 > β f 1 with w(k) = 0 if there exists a real column vector v s , such that the following conditions hold:
Proof 1: Define an auxiliary functional as follows:
From (15)- (16) we have
, summing both sides of the above inequality from 0 to ∞ yields
III. MAIN RESULTS
In this section, we first give the conditions of stochastic stability for the positive MJLS (5) (ii) The following deterministic system is asymptotically stable:
(iii) There exist vectors v i1 0, v i2 0, i ∈ M, such that the following conditions hold:
A. 1 -GAIN PERFORMANCE ANALYSIS
In this subsection, sufficient and necessary conditions of the positivity, stochastic stability, and 1 -gain performance for the MJLS (5) when f (k) = 0 are given in the following theorem.
Theorem 2: For a given scalar γ > 0, the augmented MJLS (5) with f (k) = 0 is positive, stochastically stable and satisfies 1 -gain performance, that is, r 1 < γ w 1 if and only if there exist vectors v j1 0, v j2 0, j = 1, 2, . . . , m, such that
Proof 2: Consider the positivity of system (5) first. Obviously, by [1] , conditions (20) are equivalent to the nonnegativity of coefficient matrices of system (5), which ensure the positivity of system (5).
Next, by using the equivalence of stability and 1 -gain between system (5) and its associated deterministic system, we can complete the proof of (21)- (23), which is omitted here for its similarity to that of Theorem 2 in [32] .
Note that this theorem together with the optimization objective of minimizing γ , directly follows γ * which is required for the threshold computation. In other words, γ * can be straightforwardly obtained by minimizing γ subject to (20) 
-(23).
Proposition 2: System (5) is positive and stochastically stable with
then, filter parameters A fi , B fi , C fi , D fi can be obtained by solving the above LP problem if it is feasible, and A fi , B fi can be solved as
Proof 3: Define
then substitute (26) into (24) and (25) and (20) hold. By Theorem 1 and 2, positivity and stochastic stability of augmented MJLS (5) can be guaranteed.
B. − PERFORMANCE ANALYSIS
In this subsection, we are committed to design a positive filter with high sensitivity for well fault detection, which is described by the so-called − performance. Without loss of generality, we suppose w(k) = 0 so as to consider exclusively the influence of faults on residuals. 
Proof 4:
Here we aim to prove the equivalence of − performance between system (5) and its associated deterministic system. Using the indicator function [35] given by
and defining
we have
Thus, the deterministic system can be obtained as follows:
Note that
and consequently,
which implies that system (5) and (31) have the same − index. Hence, by Proposition 1, the positive MJLS (5) satisfies stochastic stability and − performance if the deterministic system (31) is stochastically stable and featured by − performance, which can be described by
where (6) and (32) into (34), we get that (27) - (29) hold.
Based on the above analysis, we are here to give sufficient conditions for the presence of positive fault detection filter with both robustness and sensitivity as shown in the following theorem, and the proof can be completed by Theorem 2 and 3.
Theorem 4: For given positive scalars γ > 0, β > 0, the augmented MJLS (5) (20)- (23) and (27)- (29) hold.
Although we have the system (5) satisfying 1 / − performance, the purpose of enhancing the robustness against disturbances and increasing the sensitivity to faults requires the following optimization:
Remark 5: The optimal indicator is not unique, one can also choose γ /β or γ 2 − β 2 as the optimization objective, and it is enough to select any one of them.
Remark 6: Note that the filter parameters A fi , B fi (i = 1, 2, . . . , m) are coupled withṽ i2 andṽ si2 in (21)- (23) and (27)- (29), respectively, which is rather difficult to find the solution of filter parameters. However, one can see that whatever A fi , B fi orṽ i2 ,ṽ si2 are fixed, it turns out to be a LP problem with respect to the other variables. Hence, the following algorithm is given to solve this problem.
D. ALGORITHM
Step 1: Denote κ as the κth step where variables are, and set κ = 1. Then find the initial filter parameters
. . .m that make system (5) positive and stochastically stable. By Proposition 2, initial filter parameters can be solved by the following LP problem:
and we have
by minimizing γ κ − β κ subject to:
Step 3:
fi by minimizing γ κ − β κ subject to:
Step 4:
fi , then go back to step 2.
In this subsection, we assume that decision variables characterizing 1 and − indices are the same for a sensor faulty system. Then, sufficient conditions for the existence of the target filter under this assumption are given in the following theorem. Since it can be viewed as a special case of Theorem 4, the proof can be completed easily and is omitted. 
Without loss of generality, mixed 1 / − performance of a sensor healthy system is considered in this subsection and it is in accordance with our intuition that sensor fault does not occur throughout the whole working process. In the following, the augmented sensor healthy system is constructed first and then sufficient conditions for the existence of the target filter are given in a theorem. Similarly, by virtue of Theorem 4, one can immediately accomplish the proof.
Consider the MJLS (1) without sensor fault, with the desired positive filter (4), the augmented sensor healthy system can be obtained as follows:
and
, 
Moreover, in order to obtain γ * for the threshold computation, the following theorem, which can be established easily according to Theorem 2, is required and its proof is omitted.
Theorem 7: For a given positive scalar γ > 0, the augmented sensor healthy MJLS (36) with f (k) = 0 is positive, stochastically stable and satisfies 1 -gain performance, if there exist positive vectors v j1 , v j2 ∈ R n x + , j = 1, 2, . . . , m, such that (37)-(40) hold. Based on Theorem 7, γ * can be straightforwardly achieved by minimizing γ subject to (37)-(40). 
IV. NUMERICAL EXAMPLES
The Markov chain and states of system (1) are depicted in Fig.1 and Fig.2 , respectively. Fig.3 shows the trajectory of residual signal generated by the augmented positive MJLS (5) . By the application of Theorem 2 and the optimization objective of minimizing γ , we have γ * = 0.5386, which together with δ w, 1 = 1.1461 directly yields the threshold J th = 0.6173. In Fig.4 , one can see the evolution of residual evaluation function with and without fault signal, represented by J r and J th , respectively. When k = 12, J r (12) = 0.6641 > J th = 0.6173, which implies that the fault can be detected successfully 2 instants after its occurrence.
Furthermore, it is worth noting that there is no numerical relationship between γ and β, which may lead to unbounded optimal problem when γ is rather small and β is far larger than γ . However, from a realistic perspective, it is completely possible for a system with both good robustness against disturbances and high sensitivity to faults. Theoretically, the restrictive relationship between these two performance indices, as depicted in Fig.5 where γ is taken from 6 to 7 with the interval of 0.1, is that a filter will be of higher sensitivity if its robustness requirement is relaxed.
For the purpose of exhibiting the superiority of our approach, Theorem 5 is applied together with the aforementioned optimization objective (35) , and the initial conditions, disturbance inputs and fault signals remain unchanged. Then we have the optimal γ − β = 0.5085 with γ = 0.5095, β = 0.0010, filter parameters can be obtained as in Fig.9 , shows the evolution of residual evaluation function for both fault case and fault-free case. When k = 12, J r (12) = 0.0133 > J th = 0.0011, which implies fault can be detected 2 instants after its occurrence. However, in the absence of sensor faults, L − index conditions of Theorem 2 in [21] will not hold for the positivity of all system matrices and decision variables. In fact, even without this assumption, fault sensitivity condition is not achievable as long as the decision variable characterizing L − index is positive as presented in [21] . It can be seen from this example that fault sensitivity condition with the aforementioned assumption only holds in the presence of sensor faults, which contradicts with our intuition. Moreover, it should be pointed out that negative decision variable characterizing L − index may be more suitable for fault sensitivity analysis.
V. CONCLUSION
This paper investigates the mixed 1 / − positive fault detection filter design problem for positive Markov jump linear systems with time delay. Sufficient conditions for the existence of the target filter are obtained by constructing an associated deterministic system of the augmented positive MJLS, then the derived bilinear conditions are dealt successfully with an iterative LP algorithm. Different from the existing approach which shows more conservatism especially in the absence of sensor faults, we abandon the assumption that decision variables characterizing 1 and − indices are equal and develop an iterative LP algorithm instead. The effectiveness and superiority of this technique is demonstrated via two numerical examples. Furthermore, through simulation, an interesting result is found that decision variables in the LP characterizing 1 and − indices are the opposite. A theoretical proof for this finding is currently under investigation, but is out of the scope of this paper.
