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ABSTRACT
The movement of river water into subsurface, near-streambed sediments and its return to
the main channel after relatively short travel pathways is known as Hyporheic Exchange Flow
(HEF). Hyporheic exchange brings both solutes and particles into high specific surface area
environments, where they suffer biogeochemical transformations which impact a stream’s water
quality and ecology. These processes, which are the basis for the self-purification capacity of
river systems, depend on the quantity and travel time of flow within the sediments. Most
previous research has focused on the net, larger-scale exchange processes between stream water
and sediments, but not on the flow within the sediment itself. This work aims to depict travel
times of HEF in sediments at high spatial and temporal resolutions, combining realistic physical
models and high-resolution measurements of hyporheic flow. We performed a series of
laboratory experiments to depict actual HEF travel times, using heat and solute tracers in a onedimensional, forced convective column, for three different porous materials. Innovative,
inexpensive sensors were designed and fabricated to measure electrical conductivity, obtaining
solute breakthrough curves (BTCs) in real-time, at high temporal and spatial resolution, using a
conservative solute tracer. Thermal BTCs were obtained from using a heat tracer in the same
experiments and conditions, using temperature loggers. Solute and thermal BTCs were
consistent and highly repeatable under the same conditions. Travel times were estimated from
both solute and thermal BTCs based on the average lag times between successive BTCs.
Estimated travel times varied by material type with results showing that travel times using heat
tracers were lower than those using solute tracers. One-dimensional heat and solute transport
equations were modeled numerically using the finite differences technique. Collected BTCs were
used to calibrate the model and estimate material properties (i.e., porosity and thermal
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dispersivity) and effective velocity. The applicability of using heat and solute tracers was also
tested and compared in a three-dimensional configuration to mimic flow conditions in river bar
sediments. This research enriches the knowledge of HEF travel time estimation and will have
impact on its applications.
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1 INTRODUCTION
Alluvial streams continuously interact with the underlying groundwater systems by
exchanging water through the sediments in the streambed and surrounding riparian areas. When
a stream’s surface water seeps into shallow near-stream sediments (downwelling), flows through
them along relatively short pathways, and finally returns to the stream water column (upwelling),
the surface water-groundwater interaction is known as Hyporheic Exchange Flow (HEF).
HEF is an essential component of a healthy stream ecosystem because it strongly impacts
its biogeochemistry. Fluvial sediments provide extensive habitat for a wide range of
invertebrates and, more importantly, microorganisms. The large specific surface area (i.e., total
area of grain surfaces per unit volume) of mixtures of silt, sand, and gravel constitutes a substrate
for biofilms to grow. This fact, together with the ability of such deposits to conduct river water,
results in hyporheic processing. The living organisms within this zone contribute to this process
by acting as decomposers that break down organic material and transform nutrients. Through
crucial biogeochemical reactions and nutrient transformations, riverbeds where HEF occurs
function as natural bioreactors. For example, downwelling flows transport several vital
substances and solutes for microorganisms such as dissolved oxygen, dissolved and particulate
organic carbon, as well as other nutrients from the stream to the subsurface sediments. The
advective travel time of HEF and the contact with microorganisms in the sediments enable
extensive biogeochemical reactions and transformations of nutrients (Triska et al., 1993a;
Findlay, 1995; Grimm and Fisher, 1984). As microorganisms consume organic nutrients and
dissolved oxygen, they release waste products that are carried out by the upwelling flow. The
processes along HEF pathways result in concentration gradients and possible changes from
aerobic to anaerobic conditions, which depend on biogeochemical reaction time, the initial
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oxygen/nutrient concentration, flow velocity, and the length of the flow path (expressed as a
travel time). The upwelling flows return reduced elements and transformed solutes into the river,
which can be a source of inorganic nutrients, e.g., to streams that are recovering after flood
events. The hyporheic zone can be described as “the river’s liver” as it enhances the river’s
capacity for auto depuration by attenuating different pollutants and helps moderate fluctuations
in stream temperature (Fischer et al., 2005). Furthermore, anoxic hyporheic sediments might be
hotspots for anaerobic metabolic processes (i.e., methanogenesis and denitrification), leading to
greenhouse gases emissions (e.g., CH4 and N2O; Schade et al., 2016). Hyporheic flow and the
accompanying biogeochemical processes impact ecosystem services provided by streams and
play important roles in-stream water quality and quantity management (Boulton et al., 1998;
Tonina and Buffington, 2009).
Hyporheic exchange flows are primarily induced by the spatial variation of the hydraulic
head caused by geomorphic features in the stream, such as meanders (Boano et al., 2006; 2014),
pool and riffle sequences (Kasahara and Wondzell, 2003), dunes (Elliott and Brooks, 1997), and
bars (Tonina and Buffington, 2007). The length and direction of the flow paths also depend on
the properties of the sediment such as hydraulic conductivity, which determines the timescale of
the flow. Most relevant research into hyporheic exchange flow has focused on smaller-scale,
submerged bed features, such as dunes and ripples (e.g., Cardenas and Wilson, 2007; Stonedahl
et al., 2010; Packman and Brooks, 2001; Elliott and Brooks, 1997). At larger scales of
geomorphic organization, HEF has been studied in pool-riffle sequences of gravel-bed rivers
(GBRs) in the combined field and modeling works of Storey et al. (2003), Anderson (2005), and
Gooseff et al. (2003), the flume experiments of Tonina and Buffington (2007), the field study of
Käser et al. (2009), and the numerical simulations of Trauth et al. (2013). A limitation of all

2

these works is that they focus almost exclusively on flow exchange in the submerged part of the
bed, not through emergent fluvial landforms such as river bars. Indeed, studies of HEF through
emergent, large-scale river landforms, such as bars and islands, are very limited; e.g., Shope et
al. (2012) indicate that “fluid flow and transport patterns through channel bars have largely been
overlooked”, while Trauth et al. (2015) concur that “the effects of hyporheic exchange on solute
transformations in nonsubmerged features, including fluvial islands or instream gravel bars, have
received less attention, although these morphological structures occur frequently in gravel bed
rivers”. There is a scarcity of field studies that map hyporheic flow paths in large fluvial islands,
even under simpler, natural steady-state conditions (Francis et al., 2010; Dent et al., 2007).
Therefore, the role of river bars in surface water and groundwater interaction is poorly
understood even though those geomorphic features seem to produce most hyporheic processing
in braided river systems (Wondzell and Gooseff, 2003: Francis et al., 2010; Shope et al., 2012).
Specifically, HEF patterns within river bars need more investigation, at adequate spatial and
temporal scales.
Those studies that have examined hyporheic flow in river bars (e.g., Fernald et al., 2006;
Dent et al., 2007; Francis et al., 2010; Drex et al., 2010; Zarnetske et al., 2011; and Trauth et al.,
2015) have focused either on the net exchange among multiple bars, but not within the bar itself
(Fernald et al., 2006), or have used a rather limited number of measurements, that are insufficient
to represent the actual HEF velocities or travel times within the bar. In many cases, HEF has
been simulated across whole bars or islands using computer models (e.g., Drex et al., 2010 and
Trauth et al., 2015), based on those limited measurements, together with overly simplified
assumptions (e.g., spatial uniformity of the hydraulic conductivity). The magnitude and direction
of HEF is influenced by the depth of measurement into the sediments, which has not been
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accounted for in previous studies (Tonina and Buffington, 2009). Dent et al. (2007) is one of the
limited studies we could find in the literature where piezometric levels were measured at
multiple depths (2 or 3, according to location). The actual spatial variability of HEF patterns
within river bars is still very poorly understood. In general, the knowledge of the spatial and
temporal patterns of HEF across scales can be described as fragmentary (Magliozzi et al., 2017).
Thus, there is a need for high-resolution measurements in all three dimensions to characterize the
spatial variability within the bar (Kalbus et al., 2006). Benjankar et al. (2015) state that a
potential limitation of their research could be the spatial measurement resolution (cells of 1 m by
1 m), which may introduce uncertainty in their simulations to predict flux quantity. To overcome
this factor, studies are needed that examine the role that measurement resolution plays in
depicting HEF patterns. Adequate resolutions are needed in field studies that provide sufficiently
precise HEF measurement framework so that the correct integration with models of the
biogeochemical processes can be achieved.
To understand the role of river bars as natural bioreactors, a better understanding of the
spatial variability of HEF velocities and travel times along the bar is required. Understanding the
transport of solutes in bar sediments requires estimates of HEF flux, while understanding the fate
of those solutes requires estimates of HEF travel times and reaction rates. HEF travel time is a
good measure to assess the reactive potential of hyporheic zones, because solute consumption in
hyporheic sediments is directly correlated with HEF travel time (Trauth et al., 2015). Thus, the
spatial variability of HEF travel time is critical in studying the biogeochemical processes that
occur within a river bar.
Several methods can be used to estimate HEF velocities and travel time; the most
common ones include estimating specific discharge from piezometer data (hydraulic gradient,
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hydraulic tests), heat-tracer methods (based on vertical temperature profiles within the
streambed), and mass balance approaches (solute tracer methods). Most of the methods applied
in the subsurface provide point estimates since they are based on point measurements (e.g., head
gradient, hydraulic conductivity, temperature, solute concentration). The classical method of
estimating HEF flux, and thus travel time, by measuring head gradients and sediment properties
has some constraints related to the cumbersome amount of work and number of measurements
that are needed, the heterogeneity of the spatially-varying sediments, and the necessity of
conducting the measurements under steady-state hydraulic conditions (e.g., the same stream
discharge). It is noteworthy that this method does not provide a description of the true path of the
flow, although it does yield an estimate of Darcian velocity. Measuring the true or actual travel
time of the flow within bar sediments requires novel methods to trace and detect HEF at
adequate spatial and temporal resolutions (Kalbus et al., 2006).
Heat as a tracer is considered to be a standard method in estimating the vertical exchange
flux between stream and streambed because temperature can be easily and quickly measured
using data loggers. Most studies in the literature compare the diel water temperature fluctuations
between the stream and the streambed, over a period of time (days to months), in order to
estimate the vertical flux (Schmidt et al., 2006), but none of them has used temperature to
investigate velocity, and thus travel times along HEF paths within a bar. The need to measure
temperature fluctuations at high spatial and temporal resolution is one of the reasons why it has
been difficult to study HEF at the bar scale using diel temperature variations, since these have
small amplitudes that are not sufficient for neither modeling nor analysis.
Different solutes have been used as tracers at the reach scale to estimate the actual
advective travel time of HEF (Zarnetske et al., 2011). Solute tracers can be detected by
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measuring the solute concentration (or the electrical conductivity when salt is used). Tracers
should be detected at high spatial resolution in order to catch the solute plume, which requires
high temporal resolution (Schmidt et al., 2012). The lack of quick (real-time) and inexpensive
sensors that can measure electrical conductivity at high temporal resolutions limits the use of
such solute tracers at the geomorphic unit scale (e.g., bars) and could be one of the reasons why
such studies are scarce. There is a need to develop methodologies that investigate the spatial
variability of HEF travel times within bar sediments, using tracers at high temporal and spatial
resolutions, which can be used to generate useful knowledge that can be easily upscaled to the
reach and watershed scales. Another serious concern is that the spatial variability of HEF travel
times in three dimensions (x, y, z) is poorly understood and has not been thoroughly investigated
at the bar scale.
In order to address overlooked but critical concerns and gaps in past research related to
HEF mapping, we developed a new experimental method to depict actual HEF travel times
within bar sediments, using both solute and heat as tracers. The comparison between heat and
solute tracers under the same conditions and experimental design enhance the understanding of
both tracers’ mechanisms and, eventually, of travel time in porous sediments. In fact, as Rau et
al. (2014) commented, little work has been done using both heat and solute to investigate flow
and transport processes at same conditions. Novel setup and instruments were developed to
facilitate using both types of tracers, to examine HEF actual travel time distribution at high
spatial and temporal resolutions. This methodology is easy and quick to perform, inexpensive,
does not require extensive work, gives real-time data, and is applicable to field conditions. The
experiments were conducted in a lab environment to make sure that all conditions and
assumptions required to estimate HEF travel time are fulfilled (e.g., same hydraulic conditions,
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homogenous sediments, controlled initial water temperature, etc.). Also, conducting the
experiments in the lab minimized contamination and disruption of the results by unrelated factors
or variables (Aziz, 2017). It is easier to conduct experiments in the lab, as it requires less effort
and time, and a smaller budget. In a lab setting, many variables that have influence on the
experiment can be evaluated separately or in a combined way, ensuring an accurately-controlled
environment for the experiment (Huang and Van Genuchten, 1995).
To achieve the above goal, the following objectives were investigated:
Objective-1: To generate breakthrough curves (BTCs) for electrical conductivity expressed in
voltage at high temporal resolution, in real time, at different locations along a porous medium, in
a one-dimensional configuration. The BTCs will be generated instantaneously while injecting the
solute at different locations, to trace HEF in a one-dimensional forced convective porous
column, to minimize the lateral dispersion effect. State-of-the-art innovative sensors will be
designed and fabricated to obtain BTCs by measuring electrical conductivity expressed as a
voltage in the test sediments. The voltage changes can be detected at very fine spatial resolutions
(down to ~ 25 centimeters or even less if needed) and at high temporal resolutions (down to ~
one Hertz or higher).
Objective-2: To evaluate the applicability of using heat as an experimental tracer in the same 1-D
columns used for the solute tracer tests, generating temperature time series (thermal BTCs)
analogous to the BTCs obtained with solute tracers. The use of temperature (heat) as a tracer will
be examined at high temporal and spatial resolutions, for the same conditions and experimental
design used for the solute tracer. Thermal BTCs will be matched and compared with voltage
BTCs at the same locations.
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Objective-3: To model thermal and solute BTCs using numerical analysis to solve both the
advection-dispersion equation (for solute transport) and the convection-conduction equation (for
heat transport) and calibrate the materials properties with velocities.
Objective-4: To estimate travel times of the flow from the voltage and thermal BTCs generated
from the one-dimensional test. Travel times will be estimated using the average of lagging times
between BTCs at successive locations.
Objective-5: To evaluate the applicability of the one-dimensional column tests to threedimensional configurations in order to mimic field conditions and depict convective and
dispersive behavior of solute and thermal front propagation with time.
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2 LITERATURE REVIEW
The term “hyporheic” was first proposed by the Romanian scientist Traian Orghidan, in
an article where he described near-stream alluvia as rich and unique ecosystems, stressing the
influence of both groundwater and stream properties (Orghidan, 1955, translated by Käser 2010).
Since then, hyporheic science has grown dramatically, attracting many researchers.
Many studies from the mid- to late-1980’s, like those by Grimm and Fisher (1984),
Triska et al. (1989a) and Stanford and Ward (1988) focused on the possible effects of the
hyporheic zone on stream ecological processes. Later, in the early 1990’s, many milestone
studies built a conceptual understanding of the hydrological and ecological processes that occur
in the hyporheic zone and how they influence stream ecosystems (e.g., White, 1993; Stanford
and Ward, 1993; Bencala, 1993). After this period, a new trend arose in HEF studies, focusing
on process-based or descriptive studies, using empirical approaches. Emerging technologies such
as sensors, electrodes, and loggers, were incorporated for measuring and estimating the
hydrological and biogeochemical processes surrounding HEF (e.g., Hatch et al., 2006; Dent et
al., 2007; Zarnetske et al., 2011). Quantifying the roles that the hyporheic zone plays in streams
has proven difficult, because the exchange processes are site dependent and variable in time and
space (Vogt et al., 2010a; Wondzell, 2011). However, these exchanges must follow the laws of
flow in saturated porous media (Kalbus et al., 2006).
HEF MEASUREMENT METHODS
Even though many studies have examined hyporheic exchange flow in the last two
decades, the measurements and data collection are still not easy to perform (Kasahara and
Wondzell, 2003). The classical method of estimating HEF characteristics is based on a
combination of measuring head gradients, hydraulic conductivity and porosity of bed materials,
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and stream stage (Dent et al., 2007; Derx et al., 2010; Francis et al., 2010). This requires a large
number of observation wells (Gooseff et al., 2003) and that all measurements are made
approximately at the same moment (Kalbus et al., 2006), because these variables are influenced
by hydraulic conditions and sediments conditions (e.g., clogging) that can change in space and
time. With these data, water flux (i.e., specific discharge or Darcy velocity) can be calculated
from the measurements based on Darcy’s law (1856), which can then be corrected by porosity to
estimate the actual water velocities. Estimating travel time using this method is misleading
because it assumes that the length of the flow path is the distance between measurement points
locations. However, as the actual flow path might not be a straight line between measuring
points, it therefore remains unknown (Schmidt et al., 2012). Measuring the actual travel times of
the flow within bar sediments requires different methods to trace and detect HEF at the adequate
spatial and temporal resolution.
Heat as Tracer
The use of heat as a tracer to characterize HEF has increased in recent research, because
of the availability of commercialized sensors and data loggers that can trace and measure heat in
a simple way, at high temporal resolutions (Schmidt et al., 2006). Heat as a tracer is considered
to be an effective method for estimating HEF velocities because the thermal conductivity of the
sediments has much less variation than its hydraulic conductivity, and is roughly independent of
sediment texture (Constantz, 2008). Temperature measurements are relatively inexpensive,
quick, accurate, and easy to perform (Kalbus et al., 2006; Constantz, 2008). Temperature profiles
have been used to estimate the exchange flow velocity between stream and subsurface, based on
the heat transport equation developed in the 1960’s (e.g., Lapham, 1989; Conant, 2004; Hatch et
al., 2006; Gordon et al., 2012). Pioneering studies in the 1960’s used temperature as a tracer to
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measure groundwater recharge, discharge rate, exchange with surface water, velocities, and
hydraulic conductivities; this was possible because groundwater temperatures are relatively
stable throughout the year while stream temperatures vary strongly on a diel and seasonal basis.
Therefore, differences in temperature between groundwater and surface water can be used to
quantify water fluxes at their interfaces (Kalbus et al., 2006).
Heat is transported in the subsurface as a combination of two processes: convection and
conduction. Convective heat transport is the thermal energy transported by the water flowing in
the subsurface, while conductive heat transport is that transported by conduction (or thermal
dispersion) through the solid and fluid phases of the sediment (Anderson, 2005). In other words,
heat flows between two points in the streambed sediment, being transported within the flowing
water by convective heat flow and, if the points are at different temperatures, by thermal
conduction through nonmoving solids and fluids (conductive heat flow; Shi et al., 2016).
The theory of using streambed temperatures to quantify ground water flow is based on
the interaction between heat conduction processes and water convection. Heat movement
between the water column and the streambed can be traced by continuous monitoring of
temperature profiles (changes over time) of the stream water in the column and within the
streambed. The temperature time series can immediately indicate the general character of the
flow regime and permit identification of strongly gaining or strongly losing conditions. For
example, thermal responses between stream and groundwater systems for gaining and losing
streams are illustrated in Figure 1. The time series show diel patterns in water temperature for instream water, as well as water beneath the streambed: in panel A, the stream displays a large
daily variation in water temperature, while the temperature of the sediment fluid beneath the
streambed has only a slight diel variation, because water is flowing up from depths where
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temperatures are mostly constant at diel time scales (case of groundwater discharge to a strongly
gaining reach). In panel B, on the other hand, fluctuations in streambed temperature closely
follow in-stream fluctuations, because water is flowing down from the water column, where
temperature strongly varies on a 24-h cycle (case of groundwater recharge from a losing reach;
Constantz and Stonestrom, 2003).

Figure 1.Thermal responses in gaining stream (Panel A) and in losing stream (Panel B) (Constantz
and Stonestrom, 2003).
Based on the difference in temperature time series between groundwater and surface
water, groundwater discharge or recharge zones (losing reaches or gaining reaches) can be
delineated (Constantz and Stonestrom, 2003; Conant, 2004). Gaining reaches are characterized
by relatively stable sediment temperatures and damped daily variations in surface water
temperatures, whereas losing reaches are characterized by highly variable sediment and surface
water temperatures (Winter et al., 1998; Conant, 2004).
Groundwater velocity can be quantified by using temperature time-series to solve and
analyze the three-dimensional heat-flow equation (Equation 2.1) which is also known as the
convection –conduction equation (Lapham, 1989; Hatch et al., 2006; Keery et al., 2007;
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Swanson and Cardenas, 2010; Gordon et al., 2012). The 3-D heat flow equation can be written
as:
𝜌𝑓 𝑐𝑓
𝑘𝑒 𝜕𝑇 2 𝜕𝑇 2 𝜕𝑇 2
𝜕𝑇
𝜕𝑇
𝜕𝑇
𝜕𝑇
(𝑞𝑥
)=
( 2 + 2 + 2 )−
+ 𝑞𝑦
+ 𝑞𝑧
𝜌𝑐 𝜕𝑥
𝜕𝑦
𝜕𝑧
𝜌𝑐
𝜕𝑥
𝜕𝑦
𝜕𝑧
𝜕𝑡

2.1

Where: T is the bulk temperature as a function of (x, y, z, t), t is time, q is the specific discharge
or water flux,

𝑘𝑒
𝜌𝑐

is the effective thermal diffusivity (thermal dispersion tensor), 𝑘𝑒 is the

effective bulk thermal conductivity, ρf is the density of fluid, cf is the specific heat of fluid, ρ is
the density of the saturated sediment-fluid system, c is the specific heat of the saturated
sediment-fluid system, and x, y and z are distances along the respective coordinate axes. Keep in
mind that ρf cf is the volumetric heat capacity of the fluid while ρ c is the volumetric heat
capacity of the sediments-fluid system.
The heat transfer equation shows the relationship between ground water flow and
temperature changes in a saturated sediment-fluid system. The equation depicts the two
processes of heat transfer: convection and conduction, where convective heat transported by
flowing water in the sediments is presented in the second term on the left side of the equation,
𝜌 𝑓 𝑐𝑓
𝜌𝑐

(𝑞𝑥

𝜕𝑇

+ 𝑞𝑦
𝜕𝑥

𝜕𝑇

+ 𝑞𝑧
𝜕𝑦

𝜕𝑇
𝜕𝑧

). The specific discharge (q) can be corrected dividing by the

effective porosity (n), in order to get the actual mean velocity of the fluid in pores (vf).
Conductive heat, transported by conduction (or thermal dispersion) through the solid and fluid
phases is represented by the first term on the left side of the equation,

𝑘𝑒
𝜌𝑐

(

𝜕𝑇 2
𝜕𝑥 2

+

𝜕𝑇 2
𝜕𝑦 2

+

𝜕𝑇 2
𝜕𝑧 2

).

Different analytical or numerical methods are used to solve the above equation, with their
own sets of assumptions. The main ones are that the sediments are fully saturated, and that ke, ρf,
𝑘

cf, ρ, and c are constant. The effective thermal diffusivity (𝜌𝑐𝑒 ) is typically represented in two
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terms: one includes the effects of conduction through the sediment-fluid system while the other
considers the effects of thermal dispersion which is produced from velocity variations within the
pore space as shown in Equation (2.2) (Hatch et al., 2006; Cranswick et al., 2013).
𝑘𝑒
𝜌𝑐

=

𝑘0
𝜌𝑐

𝜌 𝑓 𝑐𝑓

+𝛽|

𝜌𝑐

(2.2)

𝑞|

𝑘

Where 𝜌𝑐𝑒 is the effective thermal diffusivity, ke is the effective bulk thermal conductivity,
𝑘0 is the thermal conductivity of the sediment-fluid system or the bulk thermal conductivity, 𝛽
is the thermal dispersivity, and q is the specific discharge or water flux. Both q and vf are distinct
from the thermal front velocity v, despite all having the same units. The relationships between
these terms are shown in Equations (2.3) to (2.5). The thermal front velocity is less than the fluid
velocity since

𝜌 𝑓 𝑐𝑓
𝑛𝜌𝑐

< 1.

𝑞

𝑣𝑓 = 𝑛

(2.3)

𝜌 𝑓 𝑐𝑓

𝑣 = 𝑞(
𝑣=(

𝜌𝑐

)

(2.4)

𝜌𝑓 𝑐𝑓
)𝑣
𝑛𝜌 𝑐 𝑓

(2.5)

In large groundwater systems with low flow rates, the effective thermal conductivity (ke)
is equal to the baseline thermal conductivity (ko) because the thermal dispersivity (β) is zero or
has little influence (Bear, 1972; Anderson, 2005; Gordon et al., 2012; Swanson and Cardenas,
𝑘

2010). In such systems, thermal diffusivity (𝜌𝑐𝑒 ) is in the order of 10-2 to 10-3 cm2/s (Swanson
and Cardenas, 2010).
Most of the studies that used temperature time series to estimate HEF velocities focused
on the vertical exchange between stream and streambed and assumed that the heat flow was
governed by the one-dimensional convection-conduction heat transfer equation (Stallman’s
14

equation, 1965), given as Equation (2.6) below. This equation is mathematically equivalent to a
stationary heat source with water moving through a porous material assuming a uniform flow.
Another assumption to validate the use of this equation is that temperatures at the boundary
interface between all phases (solid and liquid) need to be equal, which is known as the
assumption of local thermal equilibrium (LTE, e.g., Stallman, 1965; Rau et al., 2013; Pastore et
al., 2016).
𝜕𝑇 𝑘𝑒 𝜕 2 𝑇 𝜌𝑓 𝑐𝑓 𝜕𝑇
=
−
𝑞
𝜕𝑡 𝜌 𝑐 𝜕𝑧 2
𝜌𝑐
𝜕𝑧

(2.6)

In here, T is temperature as a function of (z, t), t is time, z is depth, and the rest of the
terms are as defined above. The Stallman analytical solution describes transient temperature
changes along a one-dimensional half-space (sediments underlying the surface water) with a
time-periodic temperature boundary condition at the origin. The one-dimensional equation of
heat transport has been solved in different ways in several studies (Anderson, 2005), giving a
periodic variation of temperature in terms of both depth and time (Equation (2.7)):
𝑣𝑧

T(z, t) = A exp (2𝑘 −
𝑒

𝑧
2𝑘𝑒

√

𝛼+ 𝑣 2
2

) cos (

2𝜋𝑡
𝑃

𝑧

− 2𝑘 √
𝑒

𝛼+ 𝑣 2
2

)(

2𝜋𝑡
𝑃

𝑧

− 2𝑘 √
𝑒

𝛼+ 𝑣 2
2

)

(2.7)

where A is the amplitude of the temperature variation, P is the period of the temperature
variations (P = 1/freq, where freq is frequency), v is the thermal front velocity, and α is defined
in Equation (2.8):

∝ = √𝑣 4 +

8𝜋𝑘𝑒 2
𝑃

(2.8)

The first term on the right-hand side of the periodic variation of temperature (Eqn. 2.7) defines
the damping of the amplitude of temperature variations with depth into the streambed, while the
second term defines the time-phase shift with depth (Constantz, 2008). The ratio of amplitude
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variations between pairs of temperature measurement points located at different depths (Ar =
Ad/As, where s and d denote the shallower and deeper measurement points, respectively) and the
phase shift between the two measurement points (ΔΦ) can be extracted from the temperature
time series and used to solve for the thermal front velocity (v) using either Equation 2.9 or 2.10,
as shown in Figure 2.

𝑣𝐴𝑟 =

2𝑘𝑒
𝛼 + 𝑣2
𝑙𝑛𝐴𝑟 + √
∆𝑧
2

(2.9)

∆𝛷4𝜋𝑘𝑒 2
)
𝑣∆𝛷 = √ 𝛼 − 2 (
𝑃∆𝑧

(2.10)

Figure 2. A: Streambed piezometer and temperature records at different depths, B: Temperature
vs. time record showing reduction in amplitude (ΔA) and phase shift (ΔΦ) with greater depths
(Hatch et al., 2006).
The phase shift (ΔΦ) is defined as a lag time between the two temperature signals or the
time delay between arrival of the peak or trough of a thermal wave at the two depths. Once the
thermal front velocity (v) is determined, fluid velocities can be estimated from the relationship
between fluid velocity and thermal front velocity (Equation 2.5).
Two or three-dimensional heat transport studies are limited to a few numerical analyses
of hyporheic temperature distributions between streams and streambed, because more complex
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systems for numerical analysis are required to generate relations equivalent to the thermal front
velocity equations (e.g., Malard et al., 2002; Constantz and Stonestrom, 2003; Hatch et al., 2006;
Cardenas and Wilson, 2007; Gordon et al., 2012; Marzadri et al., 2013a). Gordon et al. (2012)
presented the computer program Vertical Fluid Heat Transport Solver (VFLUX), that automates
the whole process of calculating the vertical flux rates from raw temperature time series in
shallow beds of streams.
The natural water temperature fluctuation (seasonal or diel) between the surface and
subsurface systems can be used to calculate the mixing, relative proportion, or the direction of
surface-groundwater flow in the near-streambed sediments. However, temperature is not a
conservative tracer; it is affected by heat stored in the sediments and is variable at diel and
seasonal time scales (Boano et al., 2014). Although methods based on natural water temperature
fluctuations are useful in determining the vertical fluxes of water between stream and streambed,
they are not easily utilized for studies at the scale of emergent landforms and in estimating the
lateral and longitudinal exchange and spatial extent of hyporheic flow patterns (White, 1990). Of
all the studies that have used temperature as a tracer, most estimate the vertical flux between
stream and streambed (e.g., Malard et al., 2002; Constantz and Stonestrom, 2003; Conant, 2004;
Hatch et al., 2006; Schmidt et al., 2006; Cardenas and Wilson, 2007; Keery et al., 2007; Vogt et
al., 2010a; Gordon et al., 2012), and only a few focus on hyporheic flow exchange at pool-riffle
sequences ( e.g., Marzadri et al., 2013a) and in river bars (e.g., Marzadri et al., 2013b).
Furthermore, the two latter studies investigated HEF flux at the reach scale, including multiple
bars and pool-riffle sequences, and did so at low spatial and temporal resolutions, over long
windows of detection (days to months). Conant (2004) was one of the earliest researchers who
measured streambed temperatures and related them to stream and subsurface exchange over
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relatively short windows of detection (two days, with measurements every 15 minutes).
Investigations of the spatial variation of exchange processes and flow paths at the bar scale
require measurements at much higher spatial and temporal resolutions (Kalbus, 2006), but water
temperature measurements at such resolutions or frequencies have smaller amplitudes, that will
not penetrate far before being damped below instrumental resolution (Mazardi et al., 2013 b).
This can limit the use of natural temperature fluctuations to quantify HEF at the scale of
morphological units with high spatial and temporal resolutions. Also, using natural diel
temperature fluctuations to estimate travel time between stream and subsurface is not a rapid
method, because it requires days of measurements to get enough data. Thus, the window of
detection is longer than the advective travel time of HEF in bars, which is in the range of hours,
if not less (Dent et al., 2007, Zarnetske et al., 2011). Therefore, a novel method is needed, that
allows to use heat as a tracer over the scale of morphological units (e.g., river bars), at much
higher spatial and temporal resolutions.
Solute as a Tracer
Similarly to heat, different solutes have been used as tracers to quantify exchange rates in
subsurface sediments (Dent et al., 2007; Zarnetske et al., 2011). Passive and conservative tracers
(salt, rhodamine, and various chlorides) can be used to estimate the actual advective travel time
of the flow in sediments by monitoring solute or tracer concentrations (Tonina and Buffington,
2009; Schmidt et al., 2012). Solute transport in the subsurface is a combination of two processes:
advection (convection) and dispersion. Advective transport refers to the solute that is transported
by the flowing water in the subsurface, while dispersive transport is that solute transported by
hydrodynamic dispersion through fluid phase only (Salehin et al., 2004). In the literature, both
convection and advection are terms that have been used for both heat and solute transport,
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causing some confusion for the reader. In this research we differentiate between them and use
convection for heat transport and advection for solute transport as indicated by Anderson (2005).
The three-dimensional flow of solute transport is described in Equation (2.11) (Leij and
van Genuchten, 2002):
𝜕𝐶
𝜕𝐶 2
𝜕𝐶 2
𝜕𝐶 2
𝜕𝐶
𝜕𝐶
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+
𝐷
+
𝐷
− 𝑣𝑓𝑥
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− 𝑣𝑓𝑧
𝑦
𝑧
2
2
2
𝜕𝑡
𝜕𝑥
𝜕𝑦
𝜕𝑧
𝜕𝑥
𝜕𝑦
𝜕𝑧

(2.11)

Where C is the volume-averaged solution concentration, t is time, vf is fluid velocity (𝑣𝑓 = 𝑞/𝑛𝑒 ,
where q is water flux, and 𝑛𝑒 is the effective porosity), D is the solute dispersion coefficient, also
known as the hydrodynamic dispersion coefficient, and x, y and z are distances.
The equation of solute transport shows the two processes of advection and dispersion.
𝜕𝐶

𝜕𝐶

𝜕𝐶

Advective solute transport is presented in the term −𝑣𝑓𝑥 𝜕𝑥 − 𝑣𝑓𝑦 𝜕𝑦 − 𝑣𝑓𝑧 𝜕𝑧 , while dispersive
solute transport is represented in the term 𝐷𝑥

𝜕𝐶 2

+ 𝐷𝑦
𝜕𝑥 2

𝜕𝐶 2

𝜕𝐶 2

+ 𝐷𝑧 𝜕𝑧 2 , which includes the effect
𝜕𝑦 2

of both molecular diffusion and mechanical dispersion. The hydrodynamic dispersion
coefficient (D), or dispersion coefficient, is the sum of the molecular diffusion and mechanical
dispersion coefficients, as described in Equation (2.12). The hydrodynamic dispersion coefficient
(D) results from the effects of molecular diffusion and mechanical dispersion, which is due to
local velocity variations within the pore spaces, as shown in Equation (2.12). Solute
concentrations have less attenuation across the sediment than temperature fluctuations, and
propagate over longer distances, because heat is conducted through both sediment particles and
the water in the interstitial spaces, while solutes are dispersed by water flow and diffusion, but
the latter acts only in pore spaces (Vogt et al., 2010a).
𝐷=

𝐷0
+ 𝛼 𝑣𝑓
𝜏

(2.12)
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Here, 𝐷0 is the molecular diffusion coefficient of the solute in water, τ is the tortuosity factor
(greater than 1), α is the dispersivity factor, and 𝑣𝑓 is fluid velocity. The molecular diffusion
coefficient can be neglected when the local velocities are high in the pore spaces, so that the
effect of the mechanical dispersion is much larger than that of molecular diffusion. In most of the
studies, the dispersion coefficient (D) is represented by the mechanical dispersion coefficient,
which is a function of the dispersivity factor and fluid velocity. The dispersivity is considered a
uniform characteristic of the entire medium (Bear, 1972) and is in the order of 0.1 to 5 cm for
homogeneous sandy columns (Huang and Van Genuchten, 1995). However, studies that
investigate the hydrodynamic dispersion coefficient in porous media are relatively scarce (Shi et
al., 2016).
The one-dimensional solute transport equation is a partial differential equation known as
the Advection-Dispersion Equation (ADE) which is shown in Equation (2.13) (Huang et al.,
1995; Elliott and Brooks, 1997; Leij and van Genuchten, 2002; Shi et al., 2016).
𝜕𝐶
𝜕𝐶 2
𝜕𝐶
= 𝐷 2 − 𝑣𝑓
𝜕𝑡
𝜕𝑥
𝜕𝑥

(2.13)

The one-dimensional advection–dispersion equation (ADE) has been solved in different
ways, analytically and numerically (Bear,1972; Leij and van Genuchten, 2002; Van der Zee and
Leijnse, 2013; Shi et al., 2016). One of the analytical solutions to the ADE is described below:
𝑡

𝑥

𝐶(𝑥, 𝑡)⁄𝐶0 = ∫0 2𝜏√𝜋𝐷𝜏 𝑒𝑥𝑝 (−

(𝑥−𝑣𝑓 𝜏)2
4𝐷𝜏

) 𝑓(𝑢)𝑑𝜏

(2.14)

Where C is the solute concentration, x is distance, t is time, Co is the initial concentration, vf is
the flow velocity, D is the dispersion coefficient, 𝑓 is a function defining the input signal of the
upstream injection where 𝑢 = 𝑡 − 𝜏 , and τ is the tortuosity factor. The flow velocities along with
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the dispersion coefficient are estimated from fitting the modeling solution of Equation (2.14)
with the experimental data of solute concentration over time (Shi et al., 2016).
The three-dimensional advection-dispersion equation is solved using numerical solutions.
For example, Konikow et al. (1996) developed the MOC3D computer model for calculating the
transient changes in the concentration of a single solute in a three-dimensional groundwater flow
field. The model includes simultaneous numerical solution of two partial differential equations:
the groundwater flow equation and the solute-transport equation.
Most of the studies that have used tracers to estimate HEF travel times were conducted at reach
and subreach scales; the migration of the tracer was monitored by measuring its actual
concentration at observation sites located downstream of the injection point over periods of days.
High temporal resolution of such measurements is usually restricted due to the labor intensity
needed to conduct such a test, and there can be issues over a long period because of variation of
hydraulic conditions. Besides the requirement of intensive sampling and lab work, measuring
solute concentrations is an expensive procedure. If salt (e.g., NaCl) is used as a tracer, though,
the electrical conductivity (EC) of the water becomes a good proxy measure or detector of the
tracer, instead of its concentration (Zarnetske et al., 2011). Electrical conductivity can be
measured using probes or sensors at different frequencies, which can be linked to data
acquisition systems, so the measured values are recorded. Other sensors have an internal
memory, so they log the measured values automatically, but these are expensive. Electrical
conductivity breakthrough curves (for example, as a measure of Cl− transport) at different depths
can be used to measure the residence time or travel time of the solute in the sediments (Figure 3;
Zarnetske et al., 2011). The breakthrough curves are plots that show relative concentration of a
given substance (ratio of the actual concentration to the source concentration) versus time. The

21

travel time of HEF is obtained from the breakthrough curve as median travel time, which is the
time to peak for a pulse tracer injection and time to reach half the maximum concentration (or
plateau concentration) for a continuous tracer injection (Runkel, 2002; Dent et al., 2007;
Zarnetske et al., 2011; Drummond et al., 2012). Also, travel times of the flow in sediments can
be estimated by the time lags between the input and the output signals of electrical conductivity
curves. This time lag between two continuous signals is considered as the dominant advective
travel time of the tracer and is equivalent to the timing difference between the peaks of
breakthrough curves of a tracer pulse at different locations, which can be estimated by cross
correlation (Vogt et al., 2010b; Schmidt et al., 2012).

Figure 3. EC breakthrough curves (Zarnetske et al., 2011).
The tracer should be monitored at high spatial (x, y, z) resolution, otherwise its plume
might be missed or lost. In previous research, the shortest interval for measuring solute transport,
either through its concentration (e.g., Dent et al., 2007) or as EC measurements (e.g., Zarnetske
et al., 2011) is 1-minute. Schmidt et al. (2012) emphasize the need to detect flow exchanges
between the water column and the subsurface at high temporal resolution, although they only
measured EC at intervals of 10 minutes. High spatial resolutions (down to a few centimeters)
require high temporal resolutions (a few seconds) to be able to detect the passage of the tracer.
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One of the limitations in this regard could be the affordability of sensors that can measure
electrical conductivity at short intervals (down to one second) over many locations. Tracers such
as Sodium Chloride (NaCl) have a low cost and high resistance to decay, but most electrical
conductivity meter or probes fail to detect and measure at low concentration which might be the
case in river bars sediments (Tonina, 2005). Therefore, there is a need for developing novel
methods to explore the spatial variability of actual HEF travel times within bar sediments, using
solute tracers at high temporal and spatial resolutions.
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3 METHODOLOGY
Laboratory experimental design setups have been developed to detect actual HEF travel
times, at very fine spatial resolutions, and corresponding high temporal resolutions, using
methods based on both heat and solute transport, with modifications. The experiments aim to
examine solute and heat transport separately, as experimental tracers, but under the exact same
conditions, reproducing the case of naturally occurring HEF in bar sediments, but for uniform,
known sediments. The solute tracer is detected by measuring electrical conductivities (expressed
as voltages) using new, innovative sensors at high temporal and spatial resolutions, in real time.
The induced heat tracer is detected by measuring temperature fluctuations in time, using
temperature loggers, also at high temporal and spatial resolutions. A complete sensor system has
been designed and fabricated that is capable of detecting real-time electrical conductivity
variations (expressed as voltages) at high temporal and spatial resolutions and logging the
observed time series. The behavior of solute vs. heat tracers is examined in two specifically
designed hydraulic apparatuses that replicate flow conditions in the hyporheic zone, assuming
that the laws of flow in saturated porous media hold (Kalbus et al., 2006). The first apparatus
mimics HEF in one-dimension force-convective/advective transport column, to validate the
tracer-detection methodology with fewer variables, minimizing the effects of lateral dispersion.
The second apparatus mimics HEF in three dimensions, representing the flow conditions that
would be found in a river bar with uniform sediments, under which there is a uniform
background flow. This chapter describes the design, layout, and testing of this experimental setup. It is divided into two sections: Firstly, laboratory setups, which includes design and
description of the devices, loggers, sensors, and apparatuses used in the experiments, and
secondly, injection tests, which explains the experimental procedures and the used materials.
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LABORATORY SETUPS
Temperature Loggers
Maxim Integrated iButton (Model DS1922L) are used to measure and record the
temperature in the experiments. These loggers measure temperature from -40°C to +85°C, down
to a 1s resolution, and record the results in a protected memory section devices, using their
stainless-steel covers as an electronic communications interface. The iButtons can be
programmed to start recording at any specific time. The devices communicate through their 1Wire® interface so the recorded temperature time series can be downloaded as shown in Figure
4.

Figure 4. One-Wire interface to program and download iButton data, depicting an actual
temperature time series.
Voltage Sensors, Circuit-Board Design, and Fabrication
Voltage sensors were designed to detect the change in voltage in water when injecting a
saline solution as a tracer, because it is easier to measure and record voltage than electrical
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conductivity (EC). Voltage can be detected using a conductivity sensor, where an electric current
is circulated between two metal plates in the water sample and the conductance between the
plates (how readily the current flows) is measured. The higher the concentration of salt in the
water, the stronger the current flow, the lesser the voltage, and the higher the EC between the
sensors’ plates. The voltage sensors were made out of two silver plates (one-sided silver circuit
board) separated by a plastic spacer, as shown in Figure 5. The plates were drawn using Dip
Trace® software and then cut using a milling machine to get accurate dimensions. The plates and
the spacer were sanded with 45 degrees angles at their edges to best glue them with
cyanoacrylate. The plates are 1.2 cm x 1.2 cm with a thickness of 1.66 mm. The plastic spacer is
1.2 cm x 1.2 cm with a thickness of 1.14 mm. The space between the plates (L) is 9.72 mm.
Based on the dimension of both plates and spacer, the cell constant ( 𝐾 = 𝐿⁄𝑎 ; where L is the
distance between the plates and a is the area of the plate) for the sensors is 0.78 cm-1, which is
within the typical range for measuring low electrical conductivities.

Figure 5. Example of the voltage sensors used in the experiments.
In order to measure the changes in voltage between sensors plates, reflecting changes in
salt concentration, a circuit was designed. The basic component of the designed circuit is based
on the salt circuit (Figure 6) with some modifications. Basically, a resistor (R1) was added to the
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salt circuit (Figure 7) to measure the voltage change passing between sensor plates. Additional
components were added to the circuit, which are described below.

Figure 6. Salt circuit (https://sensorex.com/blog/2017/11/29/conductivity-cell-constants/).

Figure 7. Initial sensor circuit.
The circuit board for each sensor has the following components, as shown in Figure 8,
Figure 9, and Figure 10: AC Source (18V AC Power Transformer 2 Amp) set up to 9 volts
(center-tabbed ); 1 kOhm Trimpot Trimmer potentiometer 3296 W, which can be adjusted based
on the injected salt concentration and the used AC voltage; 1 Amp 100 Volt DF01M Full Wave
Bridge Rectifier, used to convert the AC source to DC output; a 220 uF 35V 105c Radial
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Electrolytic Capacitor, used to smoothen the DC; an X RadioShack 1K-Ohm 1/2-Watt 5%
Carbon Film Resistor, used to discharge the stored voltage from the capacitor. As was the case
for the sensor plates, the circuit board was drawn using Dip Trace® software and cut by the
milling machine.

Figure 8. Schematic of one sensor circuit.

Figure 9. Photo of the circuit board with five sensors.
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Figure 10. (A) Layout of top of the circuit board, and (B) Printed wiring of bottom of the circuit
board for five sensors.
In the calibration process of the voltage sensors, standardized solutions of Sodium
Chloride (NaCl) were used, which were prepared in the Chemistry Lab at UT Martin. Different
solution concentrations ranging from 0 to 6 g/L were prepared. The sensors were placed in each
solution separately and the corresponding voltage was measured. The non-linear relationships
between concentrations and voltages were fitted using SRS1 Cubic Spline Functions in Excel.
Figure 11 shows an example of the relationships between concentration and voltage for one of
the Replicates, for all five sensors. The calibration results were used to back calculate solute
concentration from voltage data.
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Figure 11. Concentration-voltage relationships for the five different sensors.
Voltage data collection system
A Vernier data acquisition system was used to measure and collect voltage data from the sensors
connected to it. It included a Vernier Lab Pro® interface, a voltage probes that connects the
interface with the circuit, and a connector to link the interface with the computer. Because regular
voltage probes gave misleading measurements, as they share a common ground, we used special
differential voltage probes, that can measure up to 6 volts. A digital display variable AC voltage
regulator (110V single-phase Variac® transformer 2000W 20Amp automobile regulator) was used
to adjust the input AC to 6 volts. The Lab Pro devices communicate through Logger Pro 3.15®
software as shown in Figure 12. Each Lab Pro interface has four input channels, each connected
to a voltage sensor. Several interfaces can be connected simultaneously to measure voltage at
multiple locations. The layout of the system is shown in Figure 13.
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Figure 12. Logger Pro® 3.15, depicting voltage changes.

Figure 13. Data collection System layout for 20 sensors.

31

One-Dimensional Apparatus Description
The 1-D apparatus is built of a 4-ft long, vertical, clear PVC pipe with a blue tint with
3.998" ID, 4.500" OD, and 0.251" wall thickness. The pipe was connected from the bottom with
a three-port valve of 1 1/2in.-2in. The valve was connected from two sides with 1-1/2" ID low
pressure clear flexible PVC heavy duty tubing. Each tube was connected to a reservoir with
water at a known head (Tank 2); one side was for tap water as a source of water at regular room
temperature, while the other side was for injecting warm or saline water. Two more reservoirs
(Tank 1) above the known head reservoirs (Tank 2) were used as a continuous source for the tap
water/injected water. Each reservoir (5-gallon bucket) was controlled with a 1-1/2” valve. Figure
14 shows a photo of the apparatus and setup, while Figure 15 is a schematic of it. The pipe was
connected to the valve by using a PVC reducer coupling. The coupler was filled with Styrofoam
balls of different sizes, thus minimizing the volume of water in order to conserve water
temperature or salt concentration during injection. The coupler outlet was covered with PVC
mesh and very fine fishing net, to hold the sand. The connections of the valve, tubes, pipe, and
the coupler are shown in Figure 16.
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Figure 14. Photo of the 1-D column apparatus and setup.

Figure 15. Schematic diagram of the 1-D column experiment.
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Figure 16. (A) The coupler design and the Styrofoam balls, (B) the coupler before being attached
to both tubes and pipe, (C) the valve, tubes, and pipe after assembling.
Three-Dimensional Apparatus Description
The 3-D apparatus is a large permeameter that was originally developed, built for, and
used in Regmi’s (2019) experiments, but was modified to suit the 3-D experiments for this
research. The apparatus is made of acrylic sheets of 0.5” thickness and is composed of three
main areas: the inflow tank (Tank A), the experimental section with porous medium (Tank B),
and the outflow tank (Tank C), as shown in Figure 20. Tank A is 16” W × 12” L × 34” H, Tank
B is 16” W × 42” L × 12” H and Tank C is 16” W × 12” L × 16” H (Figure 17). The head in the
inlet tank is adjustable while it is fixed in the outlet tank.
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Figure 17. 3-D apparatus (modified from Regmi, 2019).
The experimental section is separated from the inlet and outlet tanks by screens; these
consist of nylon mesh, to keep particles from exiting the tank, and a steel mesh that supports the
net material and is structurally rigid enough to support the thrust of the sand. The top lid of the
experimental section is removable and is locked in place by means of screw nuts. It has
originally three openings or portals: the first is located at 17” from the edge of the inlet tank A
and is used to install the injection piezometer, while the second and the third are in the middle
and towards the end of experimental section (B), respectively, and were used as wiring ports for
the voltage sensors. The injection piezometer was built from Schedule 40 PVC pipe of nominal
diameter ¾”, with OD = 1.050” and ID = 0.804” (Figure 18) and was screened over ten inches
and threaded from the bottom to be easily fixed into tank C. A slot was made in the experimental
section to support the mesh used to hold the loggers, as well as the voltage sensors, at specific
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locations within the experimental section. The slot is almost 15” away from the injection
piezometer.

Figure 18. The injection piezometer.
A holder was designed and printed at UT Martin Engineering labs to hold and fix the
temperature loggers and voltage sensors in position inside the 3D apparatus. The holder’s
dimensions are 15.5 in x 11.5 in. Inventor software was used to draw and design the holder and
3-D printed using ABS (Acrylonitrile Butadiene Styrene) material (Figure 19).

Figure 19. ABS holder to fix the temperature loggers and voltage sensors.
EXPERIMENTAL PROCEDURES
One-Dimensional Procedure
The first step when running the experiment was to prepare the loggers and the sensors.
The temperature loggers (iButtons) were programmed to measure temperature every one second
(highest resolution) and to start measuring and recording at a specific time. The voltage sensors
were wrapped with fishing net (a nylon mesh) to prevent sand from getting into them, as shown
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in Figure 20. Both loggers and voltage sensors were attached to a glass rod centered along the
axis of the column, at five locations, at 0.00 m, 0.25 m, 0.50 m, 0.75 m, and 1.00 m from the
bottom of the rod/column, as shown in Figure 21. The column was then filled with material.

Figure 20. Voltage sensors wrapped with fishing net (a nylon mesh).

Figure 21. Attaching the loggers and voltage sensors on the glass rod.
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Tank 2 reservoirs were set at a specified head before tap water started to flow through the
column from tap water Tank 2. Water was allowed to flow until the whole system reached
steady-state conditions. At a specified time, warm water at 40 ºC was continuously injected from
injected water Tank 2 while the tap water was simultaneously closed. This temperature was
chosen to minimize the water density change (less than 0.8 %) but still be adequate to be
detected using temperature loggers. During the injection of warm water, the inlet temperature
and the outlet temperature were regularly measured using a thermometer. The injection stopped
when the temperature of the outlet water reached a steady maximum temperature. While running
the experiment, the discharge was measured regularly.
Once the warm water injection procedure was completed, the system was flushed with
tap water until all temperatures equalized and steady-state was reached again. The voltage
sensors were hooked to the Vernier system, with the Lab Pro programmed to measure the voltage
at a frequency of 10 Hz. A saline water solution with concentration 6 g/L (NaCl) was used to fill
Tank 2 and the same procedure was repeated, as the case for warm water injection. The Lab Pro
collected data in real-time during the experiment. The solution concentration of 6 g/L was
chosen as that minimum concentration that can be detected by our sensors but that still causes
only a very slight change in the density of the water (less than 0.2 %) at 20 °C.
Materials properties: Three materials were used: fine sand, coarse sand, and glass beads,
selected to provide a range of flow velocities for the experimental head conditions. The fine sand
was sieved out from washed concrete sand bought from a local sand quarry using standard
ASTM sieves, collecting the sediment retained between sieves number 30 and 16. The coarse
sand was purchased from APAC-Central; sizes were retained between sieve numbers 12 and 8.
Glass beads were manufactured spheres with a 3.50 mm diameter and purchased from Ceroglass.
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For all materials, densities, specific gravities, and porosity were estimated in accordance with
ASTM standards. Specific heat capacities and thermal conductivities were obtained from the
manufacturer and/or literature corresponding to material density and type (Lapham, 1989). Table
1 shows the materials properties. Specific discharge (q) and fluid velocity (vf) data are

summarized in Table 2.
Table 1. Materials properties

Material
Fine
Sand
Coarse
Sand
Glass
Beads

Bulk
Particle
Solid
Dry
Size
Density Porosity
Density
(D50)
kg/m3
3
kg/m
mm

Specific
Heat
Capacity
kJ/kg C

Thermal
Conductivity
W/m C

1606

2590

0.380

0.89

0.800

0.84 - 1.42

1588

2570

0.382

1.900

0.800

1.21 -2.47

1533

2578

0.405

3.500

0.840

0.220

Table 2. Specific discharge and fluid velocity for all materials at two heads.

Fine Sand

q at head
42 (cm/s)
0.15

vf at head
42 (cm/s)
0.40

q at head 60
(cm/s)
0.21

vf at head 60
(cm/s)
0.56

Coarse Sand

0.37

0.98

0.48

1.27

Glass Beads

1.72

4.23

2.19

5.39

Material

Three-Dimensional Procedure
The first step in running the experiment was to prepare the loggers and the sensors in a
similar way to the 1-D column test. Both voltage sensors and temperature loggers were fixed on
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the ABS holder and wrapped with nylon net to prevent sand from getting into them, and were
then installed in the slot (15” from the injection piezometer). Figure 22 shows the locations of
the temperature loggers and voltage sensors on the measuring cross-section. The experiment
section was filled with wet compacted fine sand, and then the top was sealed with the foam and
lid. Water was allowed to flow from the inlet tank through the experimental section to the outlet
tank until the whole system reached steady-state. Then, warm water at 44°C was continuously
injected into the injection piezometer using a pump, at a rate of 500 ml/min, while water
temperature at the inlet and the outlet tank were regularly measured. Figure 23 is a schematic
diagram of the experiment in the 3-D apparatus, while Figure 24 is a picture of it. After the
injection was stopped, the system was flushed with tap water until temperatures equalized. The
voltage sensors were hooked to the Vernier system, with the Lab Pro software programmed to
measure voltage at a frequency of 10 Hz. The same procedure previously described for warm
water injections was then followed for the saline water injections. The Lab Pro collected data in
real time during the experiment injecting salt water at a concentration of 6 g/L.
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Figure 22. The temperature loggers and voltage sensors attached to the holder.

Figure 23. Schematic diagram of the 3-D apparatus, showing location of injection and placement
of sensors at measuring cross-section with ABS holder.
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Figure 24. 3-D apparatus set up filled with fine sand; logger and sensors are in place while injecting
the tracer.
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4 RESULTS AND DISCUSSION
This chapter summarizes the results of this research as follows: We first present the realtime solute BTCs obtained using the fabricated voltage sensing system, and then introduce the
thermal BTCs that were collected using temperature loggers; both solute and heat travel times
are estimated from the solute and thermal BTCs, respectively. The one-dimensional experimental
results using the forced convective transport column apparatus are presented for three different
materials: fine sand, coarse sand, and glass beads, while only fine sand was used in the threedimensional experiment. Numerical models are fit to the 1-D solute and heat transport. The
following sections present these results and discuss them based on the research objectives.
SOLUTE BTCs
The designed voltage-sensing system to estimate electrical conductivity was tested using
a one-dimensional column apparatus, for the three materials listed above. Each experimental
setup was performed at two different heads of 42 cm and 60 cm, with two replicates in each case.
For these two heads, the average flow rates measured for each material were, respectively (in
cm3/s): Fine sand (12.3, 17.2), coarse sand (30.3, 39.2), and glass beads (138.9, 177.3).
The voltage sensor-system allowed us to measure and record the voltages at different
locations in the column and instantly generate the solute BTCs with the aid of Logger Pro 3.15
software, at a frequency of 10 Hz. Five sensors were located along the column, every 25 cm (at 0
cm, 25 cm, 50 cm, 75 cm, and 100 cm from its entrance at the bottom). Solute tracer was injected
in the apparatus once the flow reached a steady state at the specified head, and the data were then
collected. The injection period varied between 4 and15 minutes, based on the porous material
used, where fine sand required the longest injection time followed by coarse sand and then the
glass beads. Figure 25 25 shows a snapshot example of five solute BTCs for fine sand,
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simultaneously detected in real time. All experiments were repeated twice for each material and
head. An example of the two replicate measurements of solute BTCs (for all five sensors in the
1-D column, with fine sand, for a head of 42 cm) is shown in Figure 26; the method yields
consistent and highly repeatable results, as both replicates are virtually identical for each one of
the five sensors.

Figure 25. Solute BTCs for five sensors in 1-D column with fine sand, for a head of 42 cm.
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Figure 26. Comparison of two replicates for solute BTCs for five sensors in 1-D column with fine
sand, for a head of 42 cm.
All BTCs were truncated to show the voltage variation from the beginning of detection,
at the first sensor, until all sensors had reached their maximum values at their respective
plateaus. The truncation of BTCs was needed to better represent the time offsets of the voltage
detection and curve plateau for each sensor, and was also used later in calculating the travel
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times, as will be discussed in another section. BTCs were smoothed at their plateau value using
moving averages, and curves where then normalized as a proportion of the plateau value.
Solute BTCs for the case of fine sand at a 42 cm head (first replicate) are shown in Figure
27. It should be noted that the time required to generate all five BTCs was longest when using
fine sand at a head of 42 cm (500 s at a flow rate of 12.3 cm3/s), but it went sharply down to 40 s
when using glass beads at a head of 60 cm, with a discharge of 177.3 cm3/s. Visual observations
show that all BTCs have a relatively sharp front (steep gradient); however, solute BTCs were
steeper and smoother for glass beads, as compared to the coarse and fine sand materials. All
solute BTCs for all three materials and both heads are presented in Appendix A.

Figure 27. Solute BTCs for all five sensors in fine sand, for a 42 cm head (first replicate).

The shape of the solute BTCs depends on which term is dominant in the advectiondispersion equation of solute transport (Eq. 2.13). Advective solute transport is represented by
𝜕𝐶 2

𝜕𝐶

the term 𝑣𝑓 𝜕𝑥 while dispersive solute transport is represented by the term 𝐷 𝜕𝑥 2 . For example, if
the dominant process in solute transport is dispersion (relatively low flow velocities and
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relatively high material’s dispersivities), then the equation becomes parabolic. Higher
dispersivity of the material results in a less sharp solute front (Trauth et al., 2015). On the other
hand, if the dominant process is advective transport, then the equation becomes hyperbolic like
those that describe the propagation of a wave or a shock front (Konikow et al. 1996). All our
solute BTCs have relatively sharp fronts, with steep concentration gradients. Figure 28 shows

the steepness of the gradients for all materials used. It can be noted here that the BTCs for
glass beads display steeper gradients than those for the other materials, because of the high
flow velocity in that case.

Figure 28. Solute BTCs at Sensor 4 for all materials, at a head of 42 cm.
THERMAL BTCs
The use of heat as an experimental tracer was examined in the same one-dimensional
apparatus setup used for solute injection. Warm water at a temperature of 40 ºC was injected into
the experimental column for all three materials and for both testing heads. Again, two replicates
were taken, except in fine sand, because of the memory limitation of the temperature loggers.
The discharges were basically the same as for the solute experiments, with only very slight
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differences (< 0.2% for the fine and coarse sand; < 0.8% for the glass beads). Temperature
loggers were installed at five locations in the column, 25 cm apart, at the same locations as used
for the voltage sensors. The loggers were set to record the temperature during the tests at their
highest sampling frequency of 1Hz. The injection period varied between 4 and 15 minutes, based
on the tested material, where fine sand required the longest injection time followed by coarse
sand and then the glass beads. After the test was completed, the data were downloaded from the
loggers and imported into Logger Pro 3.15 software to draw thermal BTCs. An example of
thermal BTCs for the fine sand for all five loggers is shown in Figure 29. Similarly to solute
BTCs, the replicates for all materials and heads showed highly consistent results.

Figure 29. Thermal BTCs for all five sensors in fine sand, at a head of 42 cm.
As was done for the solute BTCs, thermal BTCs were also truncated to better display the
temperature variation from the beginning of detection at the first sensor until all sensors had
reached their maximum values at their plateaus. Truncating the BTCs was needed to better
48

represent the time offsets of the temperature detection and curve plateau for each sensor. After
that, the BTCs were also normalized as a proportion of the plateau. Thermal BTCs for all
materials and heads are shown in Appendix A. The time required to generate all five BTCs was
the longest at 800 s, in the case of fine sand at the lower, 42 cm head, for a flow of 12.3 cm3/s,
whereas it went down to 120 s using glass beads with the higher, 60 cm head, for a discharge of
177.3 cm3/s. Visual observations show that thermal BTCs were steeper and smoother when using
glass beads, as compared to those obtained for coarse and fine sand. It was also noted that the
thermal BTCs between Logger #1 and Logger #2 had a bigger lag than the rest of the BTCs, in
the case of the coarse sand and glass beads (Figure 30). This might be related to the fact that
Logger #1 was located closest to the transition zone, at the entrance of the column (coupler tube),
where injected warm water was diluted with tap water. This dilution effect was detected at the
higher flow rates, for coarse sand and glass beads, but was not noticed for the fine sand, with
lower flow rates.
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Figure 30. Thermal BTCs for all five sensors for coarse sand and glass beads, at a 42 cm head, for
the first replicate.

Thermal BTCs shapes can be described by the same fundamental advection and
dispersion relationship previously established for solute. The shape of thermal BTCs for onedimensional transport is described by the terms in the convection-conduction equation of heat
transport (Eq. 2.6), depending on which one is dominant. Convective heat transport is
represented in the term

𝜌𝑓𝑐𝑓
𝜌𝑐

𝑞 or

𝜌𝑓𝑐𝑓
𝜌𝑐

𝑛𝑣𝑓 while conductive heat transport or thermal dispersion

𝑘 𝜕2𝑇

is represented in the term 𝜌𝑐𝑒 𝜕𝑧 2 . If the dominant process in heat transport is conduction, then the
equation becomes parabolic. On the other hand, if the dominant process is convective transport,
then the BTCs display a sharp front and the equation becomes hyperbolic (Konikow et al. 1996).
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All our thermal BTCs have relatively sharp fronts with steep temperature gradients, but not as
steep as the solute BTCs. Figure 31 displays the steepness of the gradients for all three different
materials. Thermal BTCs in glass beads show the steepest gradient.

Figure 31. Thermal BTCs obtained at Sensor 4 for the three different materials, for a head of 42
cm.

MODELING HEAT AND SOLUTE TRANSPORT
Heat and solute transport were modeled using a numerical solution for one dimensional
forced convective/advective flow in a porous column test. Equation (2.6), that includes the heat
conduction and convection terms, describes the transport of thermal energy as water flows in a
porous medium under uniform flow and local thermal equilibrium conditions. The local thermal
equilibrium (LTE) implies that the time period of interaction between the solid and fluid phases
is sufficient to exchange energy between the two phases. Under LTE conditions, only one energy
equation is sufficient to describe heat transport, as the temperatures at the boundary interface
between solid and liquid are equal. In such case, averaged thermal properties of both phases are
used (Equation (4.1), Rau et al., 2012, and Pastore, 2016). Equation (4.1) is written in a similar
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way to the solute equation as shown in Equation (4.2), using a retardation factor (R) and effective
thermal dispersion coefficient (𝐷𝑒𝑓𝑓 ).
The possible occurrence of a local thermal equilibrium between the two phases can be
evaluated using the Damköhler number, a dimensionless ratio that relates convective transport
timescales to energy exchange timescales between fluid and solid phases (Equation 4.1). The
Damköhler number (𝐷𝑎 ) is basically the ratio of the transport time to the time required to reach
thermal equilibrium. It is inversely proportional to the solid particle diameter, as described in
Equation 4.2. 𝐷𝑎 greater than 1 indicates conditions that support assuming thermal local
equilibrium. For modeling purposes, the governing equation for heat transport (Equation 4.3) is
written in a similar way to the solute equation as shown in Equation (4.4).
𝐷𝑎 =

ℎ∗ 𝑠𝑓 𝐿

4.1

𝜌𝑓 𝑐𝑓 𝑣𝑓
−1

𝑑𝑝
𝑑𝑝
ℎ = (
+
)
10𝐾𝑠 𝑁𝑢(𝑃𝑟, 𝑅𝑒)𝐾𝑓
∗

(1 +
𝜕𝑇

(1−𝑛)𝜌𝑠 𝑐𝑠 𝜕𝑇𝑓
𝑛𝜌𝑓 𝑐𝑓

R 𝜕𝑡𝑓 = 𝐷𝑒𝑓𝑓

)

𝜕𝑡

𝜕𝑇𝑓 2
𝜕𝑥 2

=

𝑘𝑒𝑓𝑓 𝜕𝑇𝑓 2
𝜌𝑓 𝑐𝑓 𝜕𝑥 2

− 𝑣𝑓

− 𝑣𝑓

4.2
𝜕𝑇𝑓

4.3

𝜕𝑥

𝜕𝑇𝑓

4.4

𝜕𝑥

Where: ℎ∗ is the convective heat transfer coefficient, 𝑠𝑓 is the specific surface area of the solids, L
is the characteristic length (set equal to the average grain size diameter, 𝑑𝑝 ), Nu is the Nusselt
number, Pr is the Prandtl number, Re is the Reynolds number, 𝑇𝑓 is the fluid temperature, t is
time, 𝑘𝑒𝑓𝑓 is the effective thermal conductivity in the fluid phase, 𝑣𝑓 is the fluid velocity, 𝜌𝑓 is
the density of the fluid, 𝑐𝑓 is the specific heat of the fluid, 𝜌𝑠 is the density of the solid phase, 𝑐𝑠
is the specific heat of the solid phase, n is the porosity, x is the distance, R is the retardation
factor, and 𝐷𝑒𝑓𝑓 is the effective thermal dispersion.
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A Damköhler number (𝐷𝑎 ) much smaller than one indicates local thermal nonequilibrium
(LTNE) conditions, where the time period of interaction between the solid and fluid phases is not
sufficient to exchange energy between the two phases. In such case, each phase will have
different temperatures and will need to be modelled using a separate equation to describe heat
transport, as shown in Equations (4.5) and (4.6):
𝜕𝑇𝑓 𝑘𝑒𝑓𝑓 𝜕 2 𝑇𝑓
𝜕𝑇𝑓
=
−𝑣𝑓
+ 𝛼 ∗ (𝑇𝑠 − 𝑇𝐹 )
2
𝜕𝑡
𝜌𝑓 𝑐𝑓 𝜕𝑥
𝜕𝑥
(1−𝑛)𝜌𝑠 𝑐𝑠 𝜕𝑇𝑠

(

𝑛𝜌𝑓 𝑐𝑓

)

𝜕𝑡

=

1−𝑛
𝑛

𝑘𝑠

𝜕2 𝑇𝑠

𝜌𝑓 𝑐𝑓 𝜕𝑥 2

4.5

− 𝛼 ∗ (𝑇𝑠 − 𝑇𝐹 )

𝑘

Where 𝐷𝑒𝑓𝑓 = 𝜌𝑒𝑓𝑓
, 𝛼∗ =
𝑐
𝑓 𝑓

ℎ𝑠𝑓
𝑛𝜌𝑓 𝑐𝑓

4.6

, 𝑇𝑠 is the temperature of the solid phase, and the

other terms were defined previously. The last term in both equations is the sink and source term
that indicates the thermal interaction between the solid and fluid phases.
The heat transport equation was modeled numerically in MATLAB, using the finite differences
approach for both local thermal equilibrium (LTE) and local thermal nonequilibrium (LTNE);
the code is shown in Appendix B. Both models were solved through explicit numerical
modeling. LTNE used the split operator method to include the sink-source term 𝛼 ∗ (𝑇𝑠 − 𝑇𝐹 ).
The BTCs at the first location (first sensor) were used as boundary condition in the model, to
then solve for the BTCs at the downstream locations. To evaluate transport behavior along the
porous column we applied a macroscopic mean transport equation with calibrated (effective)
parameters: effective porosity (ne), represented by the interconnected pores that support the fluid
flow, excluding the dead end pores, and which is numerically smaller than the total porosity, and
the effective velocity (veff ), which is the average effective pore fluid velocity (Huang and van
Genuchten, 1995; Rau et al., 2013).
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Table 1 shows the heat transport model parameters, 𝐷𝑎 and thermal conditions for all
three materials, at the two tested heads. The Damköhler number was much higher than one for
fine sand and coarse sand, but close to one in the case of the glass beads, validating the use of
local thermal equilibrium (LTE) model to describe the behavior of convective heat transport for
fine and coarse sand the two experimental heads. The heat transport model for fine and coarse
sand was highly sensitive to porosity and velocity, but had low sensitivity to effective thermal
conductivity. The modeled versus measured (experimental) BTCs for fine and coarse sand, at the
two tested heads are presented in Appendix C. The results of the heat transport modelling
showed a good agreement between the measured and fitted BTCs for both the fine and coarse
sand, as exemplified by Figure 32, for the case of fine sand at the 42 cm head. The calibrated
effective velocity (veff) and porosity (ne) had slight discrepancies from the measured values. It
was noted that calibrating keff only had a very small impact on the fitted BTCs. Because the 𝐷𝑎
for glass beads was so close to one, we modeled their BTCs using both LTE and LTNE, as
shown in Figure 33. In the case of glass beads, there was not a good agreement between fitted
and measured BTCs, such as that obtained for fine and coarse sand, using either LTE or LTNE.
We have no clear explanation for this except that 𝐷𝑎 close to one might be considered as a
critical value. Since convective transport time is almost equal to exchange transport time in the
case of glass beads, the heat transport behavior is influenced by local thermal non-equilibrium
more than local thermal equilibrium (Pastore, 2018).
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Table 3. Heat transport model parameters, Damköhler numbers and thermal condition for all
materials.

Material
Fine Sand
Coarse Sand
Glass Beads

Head
(cm)

veff
(cm/s)

ne

keff
(W/m.K)

Da

Thermal
Condition

42
60
42
60
42
60

0.38
0.45
1.00
1.17
3.86
4.75

0.340
0.340
0.342
0.342
0.355
0.355

0.42
0.42
1.2
1.2
2.0
2.0

880
810
170
150
1.37
1.29

LTE
LTE
LTE
LTE
LTNE
LTNE

Figure 32. Heat transport model best fits for fine sand, at a 42 cm head, using the LTE model.
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LTE

LTNE

Figure 33. Heat transport models best fits for glass beads, for head 42 cm, using both LTE and
LTNE model.

56

The case of solute transport is similar to that of two-phase heat transport with one phase
muted for the conductive transport mechanism (Rau et al., 2014). The solute transport equation is
similar to the heat equation with a retardation factor equal to one (i.e., no interaction between
solute and solid, Konikow et al., 1996; Leij and van Genuchten, 2002; and Van der Zee and
Leijnse, 2013) as shown in Equation (4.7):
𝜕𝐶

R 𝜕𝑡 = 𝐷𝑒𝑓𝑓

𝜕2 𝐶
𝜕𝑥 2

𝜕𝐶

− 𝑣𝑓 𝜕𝑥

4.7

Where 𝐷𝑒𝑓𝑓 = 𝛼𝑣𝑓 , C is the solute concentration, t is time, 𝑣𝑓 is the fluid velocity, R is the
retardation factor, 𝐷𝑒𝑓𝑓 is the effective solute dispersion coefficient, 𝛼 is solute dispersivity, and
x is distance.
The solute transport equation was solved numerically in a manner similar to the LTE
equation, as described previously. The model shows sensitivity to dispersivity (𝛼) and fluid
velocity (𝑣𝑓 ) and was calibrated using those parameter values that result in the best fit of the
BTCs at all locations. The calibrated (effective) velocity (veff) had a slight discrepancy from the
𝑞

originally- estimated values from the experiment (as 𝑛 ). The calibrated dispersivities (𝛼) for all
materials were within the theoretical values was obtained from the literature, ranging from 0.1 to
5 cm (Huang and van Genuchten, 1995) except for glass beads at a head of 60 cm. Calibrated
parameters 𝛼 and 𝑣𝑒𝑓𝑓 for all materials at the two different experimental heads are shown in
Table 2. The modeled versus measured (experimental) BTCs for all materials at the two tested
heads are presented in Appendix C. The results of the solute transport model showed a
satisfactory agreement between the measured and fitted BTCs for all materials, including the
glass beads; Figure 34 shows the model fit for all solute BTCs, for the case of fine sand at 42 cm
head.
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Table 4. Solute transport model parameters for all three materials.

Material
Fine Sand

Coarse Sand

Glass Beads

Head (cm)

veff (cm/s)

α (cm)

42

0.28

0.22

60

0.45

0.21

42

1.18

0.18

60

1.37

0.16

42

4.58

0.10

60

5.57

0.08

Figure 34. Solute transport model best fits for fine sand at heads 42 cm.
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The combined effect of convective-conductive heat transport and advective- dispersive
solute transport can be characterized by the thermal Péclet number (𝑃𝑒 𝑡 ), which is the ratio of
convective to conductive heat transport as described in Equation (4.9). Similarly to the thermal
Péclet number, we have the solute Péclet number (𝑃𝑒 𝑠 ), which is the ratio of advection to
dispersion, described in Equation (4.10). The dominant process is convection if Pe is much
larger than one and conduction if Pe is much smaller than one. In our forced convective heat and
solute transport column experiments for all materials and heads, Péclet Numbers were always
greater than one, as shown in Table 5, which indicates that convective transport of heat and
advective transport of solute were dominant.
𝑃𝑒 𝑡 =

𝜌 𝑓 𝑐𝑓
𝑛𝑣𝑓 𝐿
𝑘0

𝑃𝑒 𝑠 =

𝑣𝑓 𝐿
𝐷𝑜

4.9

4.10

Table 5. Thermal and solute Péclet numbers for all materials, at the two tested heads.

Material
Fine Sand
Coarse Sand
Glass Beads

Head (cm)

Solute Pe

Thermal Pe

42
60
42
60
42
60

17
28
157
182
11194
13614

23
28
133
156
8212
11003
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TRAVEL TIME ESTIMATION
Travel times for both solute and heat tracer injections in the 1-D water column
experiment were estimated using the measured solute and thermal BTC data. Collected data to
generate one single BTC contained thousands of entries from each sensor, depending on the
material, water head difference, injection period, and sampling frequency. It was necessary to
use a computational tool in the process of calculations and further analyses. RStudio®, an opensource programming language and data software that has a broad range of packages and tools
used for visualization and computation, was used to write the codes to estimate travel times from
the generated data as will be shown later.
Based on the literature, the travel time can be calculated from BTCs using median time
(Tmed or T50), also termed fiftieth percentile, defined as that time required to reach a
concentration of solute equal to one half the plateau value (Runkel, 2002; Dent et al., 2007;
Zarnetske et al., 2011; and Drummond et al., 2012). Figure 35 shows an illustration of a Tmed
calculation from a normalized BTC.

Figure 35. Illustration of Tmed calculation from BTC.
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Also following the literature, travel time was estimated using median time of one single
BTC relative to beginning of injection. In our experiment, travel time is estimated as the time
difference (lag) between successive sensors’ BTCs. Multiple i-th percentile times were used
instead of only the fiftieth percentile, to better represent the lag variation between BTCs.
Differences between the 10th, 25th, 50th, and 75th percentile times between successive BTCs were
used to estimate travel time and then averaged. Figure 36 shows an illustration of travel time
calculation using Tmed, while Figure 37 shows the travel time based on the 10th, 25th, 50th and 75th
percentile times. RStudio code was used to calculate T10, T25, T50, T75. The code for estimating
travel times is given in Appendix B.

Figure 36. Illustration of travel time calculation between successive sensors using differences in
Tmed.

61

Figure 37. Variation in travel times computed as the differences in the i-th percentile of solute
travel time for fine sand, for a head of 42 cm.
Solute Travel Time
Solute travel times (Solute TTs) over the 25 cm distance between sensors were estimated
for all three materials (fine sand, coarse sand, and glass beads) and two different heads, in both
replicates. Solute TTs for fine sand, for heads of 42 and 60 cm and over the two different
replicates are summarized in Table 6. Figure 38 is a graphical presentation of the corresponding
calculated travel times. Solute TTs computed from data obtained in both replicates are very close
to each other, for both experimental heads. Average solute travel time for fine sand for the 42 cm
head was 89.4 ± 11.3 seconds with a coefficient of variation (CV) equal to 12.6 % (N = 8).
Average solute travel time for fine sand for the 60 cm head was 57.2 ± 7.7 seconds with a CV
equal to 13.5 % (N = 8). The low value for both CVs indicates that solute travel times calculated
between different consecutive pairs of sensors have a low level of dispersion around the mean
and therefore the times are precise. It should be noted that travel times between Sensor 2 and
Sensor 3 showed higher values than all other travel times, in both replicates. This is explained by
the bag containing Sensor 2 having shifted away from its location during the column-filling
process, resulting in both consistently lower-than-average travel times between 1 and 2 but
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consistently higher-than-average travel times between 2 and 3. Average solute travel time for
coarse sand for a 42 cm head was 20.8 ± 4.6 seconds with a CV equal to 22.1%, while for glass
beads at the same head it was 5.4 ± 0.8 seconds with a 15.3 % CV (N = 8 in all cases). All travel
time results for all materials, heads, and replicates are available in Appendix D.
Table 6. Solute TTs in seconds for fine sand for heads of 42 and 60 cm, over two replicates.

Head: 42 cm
Sensor #

Head: 60 cm

Replicate 1

Replicate 2

Replicate 1

Replicate 2

1 and 2

73.8

75.2

45.2

48.1

2 and 3

104.2

102.1

63.2

68.8

3 and 4

88.2

88.4

54.9

58.8

4 and 5

86.2

97.0

57.9

60.7
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Figure 38. Solute TT in seconds for fine sand at heads of 42 and 60 cm, for two replicates.
In order to evaluate any effects of the sampling resolution on our results, solute travel
times were also estimated over longer distances. The solute average travel times for distances of
25, 50, and 100 cm for each combination of material and experimental head, and for the two
replicates, are shown in Appendix D. The travel time for 25 cm was estimated as the average
time between successive sensors (N = 8), while that for 50 cm was estimated as the average time
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between sensor pairs #1 and #3, #2 and #4, and #3 and #5 (N = 6), that for 75 cm as the average
between sensor pairs #1 and #4, and #2 and # 5 (N = 4), and finally that for 100 cm as the travel
time between sensor pairs #1 and # 5 (N = 2). In each case, the computation was averaged over
both replicates. For each one of these longer distances, for each combination of material and
head, travel times were highly similar, with differences < 1 s in all cases, except for one case in
fine sand, where there was a < 2 s difference in travel times at 75 cm and at 50 cm, because of
the explained shift in position of Sensor 2 during the fine sand experiment. Figure 39 shows the
travel time variation at longer distances for each combination of tested material and head. The
relationship between travel time and distance is linear for all material and heads, indicating that
the velocity is constant along the column, as should be expected by the continuity principle.

Figure 39. Solute travel times at different distances for fine sand, for two heads.
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Heat Travel Times
Heat travel times (Heat TTs) were estimated for all three materials at the same two heads.
The loggers that measure and record temperature had a memory of two hours only, when
sampling at 1 Hz, which limited replication under the same setup. For the fine sand, no
replication could be made because of its low flow rate, so the results reported below are averaged
over . Average heat travel time for fine sand at head 42 cm was 101.6 ± 12.0 seconds, while at
head 60 cm it was 68.0 ± 9.0 seconds (N = 4 in each case, as there was no replication). Average
heat travel times are precise for both heads, with a low CV of 14%. For coarse sand, the average
heat travel times were 37.0 ± 7.3 seconds at head 42 cm and 34.7 ± 6.9 seconds at head 60 cm,
with similar CVs of 20 % (N = 8 in both cases). The higher dispersion might be related to the
variation in logger one measurements described earlier, caused by the dilution effect. If travel
times between loggers one and two are excluded, the average travel time would be 33.5 ± 3.8
seconds, and 31.5 ± 3.2 seconds, also with a CV equal to 10 %, for heads of 42 and 60 cm (N = 6
in each case). Average heat TT for glass beads, for 42 cm and 60 cm heads were 11.3 ± 4.8 and
9.0 ± 5.2 seconds, respectively with CVs of 43 % and 55 % (N = 8 in each case). The results of
heat travel time for all materials are summarized in Appendix D. The high values for both CVs
are also explained by the dilution effect explained earlier at logger number one, resulting in high
travel time between loggers one and two (Table 7; Figure 40). If travel times between logger one
and two are eliminated, CV values decrease to 18 % at both heads with average travel times of
8.8 ± 1.6 and 6.8 ± 1.2 seconds, respectively (N = 6 in both cases).
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Table 7. Heat TTs in seconds for glass beads, for heads of 42 and 60 cm, over two replicates.

Head: 42 cm

Head: 60 cm

Sensor #

Replicate 1

Replicate 2

Replicate 1

Replicate 2

1 and 2

18.3

19.3

17.8

17.8

2 and 3

6.5

7

5.75

5.5

3 and 4

9.5

10.3

6

7

4 and 5

9.75

9.5

8

8.3

Figure 40. Heat TTs in seconds for glass beads, for heads of 42 and 60 cm, over two replicates.
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Heat travel times were estimated at longer distances to evaluate the spatial resolution
effect. The heat travel times for distances of 25, 50, 75 cm and 100 cm for each material and
experimental head are shown in Appendix D. The travel times for 25 cm was estimated as the
average time between successive sensors, while that for 50 cm was estimated as the average time
between Sensor pairs #1 and #3, #2 and #4, and #3 and #5, that for 75 cm between Sensor pairs
#2 and # 5, and #1 and #4, and finally that for 100 cm between Sensor pairs #1 and # 5. In each
case, the computation was over both replicates. Travel times over different spatial resolutions
showed slight differences in the results. Figure 41 shows the variation of the travel times over
longer distances, for glass beads for two heads.

Figure 41. Heat travel times over different distances for glass beads.
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Solute vs. Heat Travel Times
The average solute TTs and average heat TTs in seconds for the three materials and two
different experimental heads between successive sensors/loggers (25 cm apart) are summarized
in Appendix D. Figure 42 is a graphical presentation of the same results. Heat and solute TT in
fine sand at head 42 cm of lowest velocity of 0.42 cm/s are slower than that in coarse sand which
is in turn slower than the one in glass beads at head 60 cm of highest velocity 5.39 cm/s. The
travel time between successive sensors/loggers (25 cm apart) at the lowest velocity is 89.4 s
using solute and 101.6 s using heat, while it is 4.2 s using solute and 9.5 s using heat at the
highest velocity.

Figure 42. Summary of solute vs. heat average TTs for the three different materials and two
different heads.
For all combinations of material and experimental head, the average heat travel time is
higher than the average solute travel time, as shown in Figure 53. The heat BTC always lags
behind the solute BTC, for any given location, material, and head . Figure 43 shows comparisons
between solute and thermal BTCs at one location, for the three different materials, at the lower
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experimental head of 42 cm. It can be seen that heat TTs are higher than solute TTs. This can be
related to the fact that the convective transport of heat is slower than the corresponding advective
transport of solute, because the heat capacity of the solid grains will retard the advance of the
thermal front (Rau et al., 2014). Even though conduction occurs through both the solid and fluid
phases, conductive heat transport is more rapid than diffusive solute transport (Pastore et al.,
2016).
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Figure 43. Comparisons between solute and thermal BTCs at one location, for the three different
materials, at the lower experimental head of 42 cm.
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THREE-DIMENSIONAL EXPERIMENT
The applicability of the results from our one-dimensional column tests to threedimensional configurations that mimic field conditions in river bar sediments was evaluated in
the lab using the 3D apparatus, for the case of fine sand. The convective and dispersive behavior
of both solute and thermal fronts propagation was depicted through time. The sensors and
loggers’ layout on the measuring cross-section is shown in Figure 44. A solution containing 6
g/L of NaCl was injected in the apparatus for 20 minutes, at a specified head with flow velocity
of 0.22 cm/s and the resulting solute BTCs were depicted in real time. Sensors started to detect
the tracer at different times, varying from 115 seconds to 380 seconds, based on their location.
Solute BTCs for all sensors were depicted and reached their plateau, except at locations one and
two, at the top of the holder, which did not detect any signal, i.e., missed the plume. The first
sensors to detect the solute were sensors #6 and #11 with an initial detection time of 115 s from
the injection time. The last sensor to detect the solute was sensor #5, with an initial detection
time of 380 s from injection time. Unlike what happened in our one-dimensional experiments,
the voltage of the sensors did not reach the designated maximum capacity for each sensor,
because the injected solute was diluted by the background tap water flowing through the
apparatus at all times. Figure 45 shows a snapshot example of BTCs for all sensors.
After completing the solute injection, we proceeded with the thermal experiment. Warm
water at 44°C was injected for 20 minutes following the same procedure for the solute injection,
with the same setup, head, and velocity. The temperature of the background tap water flow was
about 13 °C. All loggers detected a small increase in water temperature, excepting loggers one
and two, at the top of the holder, which missed the warm plume, as was the case for the solute
experiment. As happened with the solute BTCs, loggers started to detect the heat at different
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times based on their location in the test cross-section, varying from 100 s to 380 s. The first
locations to detect the heat were also loggers #6 and #11, with an initial detection time of 100 s
from injection time. The last logger to detect the heat was #5, with an initial detection time of
380 s from injection time. The plateau temperature was 15.5 °C in most of the loggers, while the
temperature of the background tap water was 13 °C. The rather small changes in water
temperature, as compared to the 1-D experiment, is related to the dilution of the injected warm
water within the background flow of tap water in the apparatus (which emulated HEF). This
might be an issue in actual river settings as the dilution could be potentially high, so that the
thermal front would be difficult to capture at long distances, even when sampling at a high 1Hz
frequency. Figure 46 shows the propagation of both solute and thermal tracers at 200 s from the
beginning of injection, using 3D Field® software. Both solute and thermal front propagations
were similar, not uniform or symmetrical, but following the same preferential flow patterns. This
means that there is little or no influence on the plume behavior due the changes in water density
when using solute or heat, and the preferential or background tap water is the dominant flow. All
thermal and solute front propagation at different times are shown in Appendix E.

Figure 44. The locations of the sensors and loggers on the holder in test cross-section of the 3-D
apparatus.
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Figure 45. A snapshot of solute BTCs in the 3-D apparatus.
.
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Figure 46. Thermal and solute front propagation at 200 seconds in the 3-D experiment at different
times.
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A further encouraging result is the coincidence in those locations detecting the passage
of the tracers first and last. Using both the solute and heat tracers, the first locations to detect the
arrival of the tracers were #6 and # 11, while the last arrival was at location #5. The solute
fronts’ arrival at most of the locations were faster or equal to the thermal fronts’ arrival except at
those locations that first detected the initial arrival of the tracers (#6 and #11). Front propagation
depends on the mechanisms of transport and their relative dominance. The dominant mechanism
plays a role in the explanation of which tracer is faster. Solute and heat might be in a different
transport regime even at same velocity and still have different dominant mechanisms. Rau et al.
(2014) state that “at the Darcy velocity where advection dominates the solute transport,
conduction will dominate the heat transport mechanism”. This also might be related to the
discrete, step-like nature of the measurements by the temperature loggers and their sensitivity to
temperature changes only above 0.5 °C. The comparison of solute and thermal BTCs at location
number 3 is shown in Figure 47. All thermal and solute BTCs at all locations are shown in
Appendix E.

Figure 47. Thermal vs. solute BTCs for location 3 in the 3-D experiment.
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FIELD IMPLEMENTATION
This discussion of field implementation conditions focusses on the general implications
of our experiments with solute and heat tracers, as they relate to actual HEF patterns in nature. It
is offered as a basis for future consideration and investigation of how our results might pan out in
the context of the potential range of variability expected for HEF travel times distribution in river
bars. Depicting the distribution of travel times within a bar is the physical basis needed for
understanding those biogeochemical transformations that are a function of HEF travel time.
The results of both 1-D and 3-D experiments indicate that the proposed methods are
applicable to field investigations to map travel time in a bar sediment, with the possible
exception of open-framework (i.e., clean) gravels, in which travel times could be exceedingly
short. Mapping HEF travel times requires a high spatial resolution regardless of the size of the
bar, to ensure an adequate depiction of the HEF pattern. Nested piezometers with spatial
resolutions of the same order of magnitude as used in our 1-D and 3-D experiments (for
example, with an x, y, z grid spaced at 50 cm x 50 cm x 25 cm, see Figure 48), covering a whole
bar, can be used for both injecting the tracers and monitoring the resulting solute and thermal
plumes. Sensors and loggers, can be installed inside the piezometers and not buried in sediment
as was the case in the lab environment, simultaneously making the installation process easier and
protecting the sensors. For the field tracer injection process, any piezometer can be used, as long
as there are other piezometers located further downstream, allowing for a wide range of injection
locations. An illustration of a high-resolution, nested-piezometer grid in a river bar, that can be
used for tracer injection/monitoring purposes, is shown in Figure 48.
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Figure 48. An illustration of a grid of nested piezometers in a river bar.
The implementation of solute versus heat tracing in a specific river bar will depend on
HEF velocity and sediment’s properties. Based on the findings of our 1-D experimental work,
the use of heat tracers can be effective in fine and coarse sands, when flow velocity is less than a
few cm/s. When modeling heat transport for the coarser glass beads, with higher velocities, it
was clear that the results did not fully agree with the measured thermal data. On the other hand,
solute tracer did not show such limitations. In natural river bars, the median travel time for flow
to cover the whole bar length has varied from less than one to tens of hours. For example, in
Zarnetske et al. (2011), the average median travel time was 28.5 h over a flow path length up to
4.2 m, with velocity of almost 0.004 cm/s. This is much slower than the velocity used in our 3-D
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experiment (0.22 cm/s) where the travel time was determined for both tracers over a distance of
30 cm length, with a smaller attenuation for the solute than for the heat. In similar conditions to
those depicted in Zarnetske et al. (2011) and Dent et al. (2007) both heat and solute plumes could
be well captured using our methods, for very-high spatial and temporal resolutions.
One of the possible concerns in a natural river bar environment is the dilution of the
tracer due to the background hyporheic flow, whose effects were more obvious for the heat than
the solute tracer attenuation, in our 3-D experiment. Also, the heterogeneity of natural bar
sediments could amplify heat front retardation effects more than the homogeneous sediments
used in our experiments, because of the variations in specific heat capacities of the solids, but
this requires more research in future work. Our 3-D experiment was similar to a field
environment in using a background “hyporheic” flow, which caused the dilution of the injected
tracers, but differed from natural conditions by using a uniform, isotropic, and homogeneous
material. The dilution and attenuation issue of the tracer could be solved by injecting warmer
water with temperatures above 40 °C, but at the same time monitoring water density changes.
Another solution would be to use temperature loggers that are sensitive to temperature changes
smaller than 0.5 C. In the case of the solute tracer, higher salt concentrations can be used if too
much dilution is expected to occur, (even though our methodology was able to detect very low
concentrations). In this case, both possible water density changes as well as environmental
effects should be considered.
THIS RESEARCH’S CONTRIBUTIONS
This work addresses pending challenges in the HEF scientific arena in several aspects, in
particular with respect to quantifying HEF at the scale of river bars and islands. Current
knowledge regarding the flow and transport patterns within bar sediments is limited (Trauth et
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al., 2015), even though advective travel times of HEF in river bar sediments are critical in
determining the fate of transported nutrients (Triska et al., 1993a). This research was performed
in a controlled laboratory environment, but focused on evaluating modified methods to better
estimate HEF travel time in porous sediments in the field, at higher spatial and temporal
resolutions than reported up to now.
This work contributes to the methodology of depicting travel time using both solute and
heat tracers. In the case of solute tracers, our designed and fabricated voltage sensors allowed for
easy, quick measurement, and were capable of measuring at multiple locations simultaneously,
in real time, without extensive work unlike other previously-used methods (Gooseff et al., 2003;
Kalbus et al., 2006). Our sensors measure voltage as a proxy to detect the solute tracer instead of
using expensive electrical conductivity probes; unlike most EC probes, our sensors are highly
sensitive to low concentrations of salt (Tonina, 2005). Our sensor system, used in conjunction
with a high-resolution grid of nested piezometers, would allow for depicting the actual travel
time between multiple locations within the sediments, much improving the prediction of the
actual path of HEF, a problem that Schmidt et al. (2012) considered difficult to solve. The
voltage sensor system was able to successfully obtain solute breakthrough curves (solute BTCs).
Heat was successfully used as an experimental injection tracer, in a new perspective to
measure travel time in porous sediments, as compared to the classical approach of using it only
as a natural tracer. Natural diel water temperature variations within bar sediments have small
amplitudes and will not penetrate far before being damped (Marzadri et al., 2013b). Also, the
window of detection using diel water temperature cycles (e.g., days, months) is typically much
bigger than the advective travel times of HEF in bars (e.g., hours or minutes, Dent et al., 2007),
so there is a scale mismatch. Our method utilized controlled heat injections in the porous
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sediment, successfully obtaining thermal breakthrough curves (thermal BTCs) for locations
further downstream.
Our research studied the spatial and temporal resolutions for HEF travel time detection
which are needed to ensure that flow travel times are being represented at adequate spatial and
temporal scales over the whole bar. High spatial resolution demands high temporal resolutions,
to be able to detect the propagation of the tracers (Kalbus, 2006). The developed sensors measure
at a very high temporal resolution (every 0.1 second), whereas the highest temporal resolution
for EC probes and meters used in most research was between 60 seconds (Zarnetske et al., 2011)
and 10 minutes (Schmidt et al., 2012). The temperature loggers that we used measure
temperature variations every 1 second. Previous research examining diel water temperature
variations to quantify HEF was conducted with loggers with one-minute resolution at the most
(Hatch et al., 2006).
As suggested by previous researchers (e.g., Rau et al., 2013) we investigated solute and
heat tracers under the same conditions, to gain deeper insights in comparing transport
mechanisms and how they are affected by the porous sediment and flow properties. Most
previous research has assumed local thermal equilibrium between the solid and liquid phases in
heat transport modeling, without validating such assumption (Lapham,1989; Hatch et al., 2006;
Keery et al., 2007; Vogt et al., 2010b; Schmidt et al., 2012). We have numerically modeled the
heat-transport equation for both local thermal equilibrium and non-equilibrium, and validated the
proper condition using the Damköhler number. Thermal and solute BTCs were calibrated for
effective pore-water velocities and effective porosity and dispersivity in the case of solute. Our
calibrated model is a useful tool to predict thermal and solute BTCs at any location along a onedimensional configuration, and eventually estimate travel times. Our model was successfully
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fitted to BTCs at four different locations, as compared to previous work fitting one BTC only
(Pastore, 2016).
Our measured BTCs can be used to directly estimate travel times, without the need to
measure any hydraulic parameters or materials properties which are needed in other methods for
estimating HEF travel time (e.g., Wondzell and Swanson, 1996; Cardenas et al., 2004; Tonina
and Buffington, 2009; Francis et al., 2010).
Our 3-D experiment mimicked the flow conditions within a river bar, depicting the
propagation of the thermal and solute front and following plume. A unique feature in our
experimental methodology is the injection of the tracers into the sediment itself, compared to all
previous research that injected in the stream channel upstream of the fluvial feature (Runkel,
2002; Dent et al., 2007; Zarnetske et al., 2011). Our voltage sensors were able to successfully
detect the tracer despite the dilution of the solute within the used resolution, which has been
previously considered as a concern in the field (Battin et al., 2003, Runkel, 2002; Drummond et
al., 2012).
Future work involves injecting both tracers at the same time in both 1-D and 3-D
laboratory experiments, as well as in the field, over a wider range of homogeneous and
heterogenous sediments.
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5 CONCLUSIONS
We have developed a series of laboratory experiments to detect travel times in saturated
porous sediments at high spatial and temporal resolution. Our experiments examined solute and
heat transport as experimental tracers separately, but under the exact same conditions. The
experiments aimed to reproduce some of the features of naturally occurring HEF in bar
sediments.
Solute and heat tracers were injected in the forced convective transport column in 1D, for
three different materials at two different heads. Solute BTCs were obtained using the fabricated
voltage sensors system in real time, obtaining consistent and highly repeatable results. The shape
of the solute BTCs varied as a function of the material and the flow velocity, but they all showed
sharp fronts, meaning that advection was the dominant process in the transport. Thermal BTCs
were obtained from temperature loggers and were also consistent, displaying sharp fronts similar
to those for the solute BTCs.
Heat and solute transport in 1-D column were numerically modeled. The assumption of
local thermal equilibrium in heat transport was found to be valid, and the fitted thermal BTCs
were in good agreement with the measured ones, for both fine and coarse sand. On the other
hand, the modeled thermal BTCs did not show a good fit with the measured ones, in the case of
glass beads. In the case of the solute BTCs, they were in good agreement with the measured ones
for all the materials at both heads. All models were calibrated for effective pore-water velocities
and materials properties such as porosity, and effective thermal conductivity for heat transport
and dispersivity for solute. The calibrated model is a useful tool to predict thermal and solute
BTCs at any location in the one-dimensional configuration.
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Travel times were successfully estimated using BTCs at successive locations. Heat travel
times were slower than the corresponding solute travel times, for all materials and heads.
Convective transport of heat is clearly slower than advective solute transport, because the heat
capacity of the solid grains retards the advance of the thermal front.
Solute and heat travel times were also estimated over longer distances, showing very
small variations in velocity.
Solute and heat tracer injection experiments in the 3D conditions mimicked the
applicability of those tracers for the general conditions found within river bar sediments. The
solute BTCs were easier to detect with the real-time feature, and because our voltage sensor
system has a higher sensitivity to low solute concentration than what can be achieved using heat
tracers. As a result, the thermal BTCs looked like discrete steps and showed only small
temperature variations. Solute concentrations have less attenuation across the sediment than
temperature fluctuations, and propagate over longer distances. The solute front was faster than
the thermal front in most of the locations. These results call for further experimental work to
improve the knowledge of the key parameters that govern heat and solute propagation in porous
media in three dimensions, to further validate the applicability of the method for use in the field.
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APPENDICES
Appendix A

Figure A1. Solute BTCs for all five sensors in fine sand, for two heads, for the first replicate.
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Figure A2. Solute BTCs for all five sensors in coarse sand, for two heads, for the first replicate.
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Figure A3. Solute BTCs for all five sensors in glass beads, for two heads, for the first replicate.
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Figure A4. Thermal BTCs for all five sensors in fine sand, for two heads, for the first replicate.
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Figure A5. Thermal BTCs for all five sensors in coarse sand, for two heads, for the first
replicate.
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Figure A6. Thermal BTCs for all five sensors in glass beads, for two heads, for the first replicate.
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Appendix B
Heat Transport code:
Please contact ealqusai@utm.edu for the code.

100

Solute Transport code:
Please contact ealqusai@utm.edu for the code.

101

RStudio Code for Travel Time estimation:
Please contact ealqusai@utm.edu for the code.
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Appendix C

Fine Sand
Head 42

Fine Sand
Head 42

Fine Sand
Head 60

Figure C1. Heat transport model best fits for fine sand, for the two different heads, using the LTE
model.
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Coarse Sand Head 42

Coarse Sand Head 60

Figure C2. Heat transport model best fits for coarse sand, for the two different heads, using the
LTE model.
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Glass Beads Head 42

Glass Beads Head 60

Figure C3. Heat transport model best fits for glass beads, for the two different heads, using LTE
model.
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Glass Beads Head 42

Glass Beads Head 60

Figure C4. Heat transport model best fits for glass beads, for the two different heads, using
LTNE model.
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.

Fine Sand Head 42

Fine Sand Head 60

Figure C5. Solute transport model best fits for fine sand at the two tested heads.
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Coarse Sand Head 42

Coarse Sand Head 60

Figure C6. Solute transport model best fits for coarse sand at the two tested heads.
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Glass Beads Head 42

Glass Beads Head 60

Figure C7. Solute transport model best fits for glass beads at the two tested heads
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Appendix D
Table D1. Solute travel times (in seconds) for fine sand for heads of 42 and 60 cm, over two
replicates.

Head: 42 cm

Head: 60 cm

Sensor #

Replicate 1

Replicate 2

Replicate 1

Replicate 2

1 and 2

73.8

75.2

45.2

48.1

2 and 3

104.2

102.1

63.2

68.8

3 and 4

88.2

88.4

54.9

58.8

4 and 5

86.2

97.0

57.9

60.7

Table D2. Solute travel times (in seconds) for coarse sand, for heads of 42 and 60 cm, over two
replicates.

Head: 42 cm
Sensor #

Head: 60 cm

Replicate 1

Replicate 2

Replicate 1

Replicate 2

1 and 2

16.7

16.7

14.5

15.2

2 and 3

23.3

24.5

20.4

21.5

3 and 4

16.3

16.7

15.8

16.7

4 and 5

25.9

26.5

19.8

21.3
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Table D3. Solute travel times (in seconds) for glass beads, for heads of 42 and 60 cm, over two
replicates.

Head: 42 cm

Head: 60 cm

Sensor #

Replicate 1

Replicate 2

Replicate 1

Replicate 2

1 and 2

4.1

4.5

3.6

3.5

2 and 3

6.1

5.9

4.3

4.4

3 and 4

4.9

5.3

4.0

4.0

4 and 5

6.1

6.3

4.9

4.9

Table D4. Solute travel times over different distances (in seconds).

Material

Head
(cm)

Solute TT Solute TT Solute TT
over 25
over 50
over 75
cm
cm
cm

Solute TT
over 100
cm

42

89.4

182.9

274.4

357.4

60

57.2

117.2

175.8

228.8

Coarse
Sand

42

20.8

41.2

61.8

80.9

60

18.1

36.6

54.9

71.5

Glass
Beads

42

5.4

10.9

16.3

21.6

60

4.2

8.4

12.5

16.7

Fine Sand
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Table D5. Heat travel times (in seconds), for fine sand and heads of 42 and 60 cm.

Sensor #

Head: 42 cm

Head: 60 cm

1 and 2

90.8

80.3

2 and 3

114.5

96.3

3 and 4

103.5

82.3

4 and 5

97.8

72.8

Table D6. Heat travel times (in seconds) for coarse sand, for heads of 42 and 60 cm, over two
replicates.

Head: 42 cm
Sensors#

Head: 60 cm

Replicate 1

Replicate 2

Replicate 1

Replicate 2

1 and 2

47.8

47.5

43.8

46.3

2 and 3

33.3

32.3

28

31

3 and 4

34.5

40

33.3

35

4 and 5

28.5

32.5

27

33.3

Table D7. Heat travel times (in seconds) for glass beads, for heads of 42 and 60 cm, over two
replicates.

Head: 42 cm

Head: 60 cm

Sensor #

Replicate 1

Replicate 2

Replicate 1

Replicate 2

1 and 2

18.3

19.3

17.8

17.8

2 and 3

6.5

7

5.75

5.5

3 and 4

9.5

10.3

6

7

4 and 5

9.75

9.5

8

8.3
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Table D8. Heat travel times over different distances (in seconds).

Material
Fine Sand
Coarse
Sand
Glass
Beads

Head
(cm)
42
60
42
60
42
60

Heat TT
over 25
cm
101.6
82.9
37.0
34.7
11.3
9.5

Heat TT
over 50
cm
208.2
170.0
72.7
67.5
20.5
16.7

Heat TT
over 75
cm
312.3
255.0
109.1
101.2
30.8
25.1

Heat TT
over 100
cm
406.5
331.5
148.1
138.8
45.0
38.0

Table D9. Average solute and heat travel times (in seconds) for three materials at two different
heads of both replicates, over 25 cm distances.

Material
Fine Sand
Coarse Sand
Glass Beads

Head (cm)

Solute TT (s)

Heat TT (s)

42
60
42
60
42
60

89.4
57.2
20.8
18.1
5.4
4.2

101.6
82.9
37.0
34.7
11.3
9.5

113

Appendix E

Figure E1. Thermal and solute front propagation 300 second in the 3-D experiment.
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Figure E2. Thermal and solute front propagation at 400 second in the 3-D experiment.
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Figure E3. Thermal and solute front propagation at 600 second in the 3-D experiment.

116

Figure E4. Thermal vs. solute BTCs for all locations in the 3-D experiment.
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