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In recent years we have witnessed an explosively increasing presence of mo-
bile devices in people’s daily lives. The progress in fabrication techniques
of mobile chips and the widespread deployment of advanced wireless trans-
mission technologies have successfully transformed a mobile device into a
portable multimedia entertainment hub. Killer applications such as HD
video streaming and video calling, once considered only possible on PCs
due to their demanding processing requirement, now have become very
popular on mobile platforms such as smartphones and tablets, etc. More-
over, in recent years mobile devices are increasingly utilized as a “second
screen” to provide an enhanced viewing experience to content on TV and
monitors.
However, mobile platforms are severely constrained by two factors, en-
ergy and bandwidth. Over the recent decades, the capacity of batteries
did not enjoy a growth rate proportional to the rapid improvement of the
processing capabilities of the mobile devices. What is worse, a battery
can drain very fast for mobile video calls, as they require the simultaneous
running of both an encoder and a decoder that entails a nearly full-speed
execution of many power-hungry hardware components such as graphical
display, CPU and network interface card, etc. As a consequence, the user
satisfaction will be severely degraded as a result of a limited service dura-
tion.
Mobile platforms also suffer from the scarcity and fast varying quality
of the network bandwidth and it is more challenging to ensure a sustained
quality of service in a wireless environment, compared to a wired one. It
has long been a heated research area on the efficient utilization and fair
allocation of the limited bandwidth resources in a wireless network, and the
popularity of HTTP streaming in recent years has been requesting for an
effective scheduling solution for the bandwidth distribution among different
types of clients.
To improve the multimedia consumption experience on mobile platforms
in spite of energy and bandwidth constraints, in this thesis we establish
an energy aware and bandwidth efficient multimedia system. Specifically,
we target two popular applications, video calling and HTTP streaming
and propose an effective transmission and processing framework for mo-
vi
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bile multimedia. We investigate and propose several energy conservation
schemes targeting the CPU and wireless network interface card to reduce
the power consumption during mobile video calls. We also design an Access
Point centric scheduler for HTTP streaming in multirate WiFi networks to
achieve a fair and efficient bandwidth distribution scheme among streaming
clients. Our work can be roughly categorized as follows:
1) Workload Complexity Reduction of MPEG-4 on Mobile Platforms.
We present a detailed oﬄine profiling and analysis for the workload of
MPEG-4 (MPEG-4 Part 2). Based on the analysis, we propose several
discrete coding sets by combining the most efficient coding parameters, in
terms of workload and output quality, for both the encoder and decoder.
A framework has been developed that dynamically selects the coding set
and applies Dynamic Voltage and Frequency Scaling (DVFS) to reduce the
energy consumption on CPU while ensuring an acceptable coding quality.
2) Energy Efficient Mobile Call Framework with Adaptive Coding of
H.264. For H.264 which has a much higher coding complexity and larger
parameter space than MPEG-4, we utilize the texture similarities between
spatially and temporally adjoining macroblocks for workload reduction.
The control of the quality-complexity tradeoff is unified through the tuning
of a single parameter adaptive to the execution environment. To satisfy
the short latency requirement imposed by interactive communications, we
derive a dynamic upper bound for the encoder buffer by feeding back the
execution conditions of both calling participants.
3) Adaptive Packet Transmission Scheme for Mobile Video Calls. We
design an RTP packet transmission scheme for mobile video calls with
delay-sensitive multimedia traffic. We utilize the dynamic Power Save
Mode (PSM) widely available in the current WiFi deployments by aggre-
gating the available queuing time for each packet, so that considerable
energy can be saved on the WiFi network interface card (NIC).
4) Access Point Centric DASH scheduling in Multirate 802.11 Wireless
Networks. We propose the design of a cross-layer AP (Access Point) centric
streaming scheduler for DASH (Dynamic Adaptive Streaming over HTTP)
in multirate 802.11 wireless networks. Residing at the AP, the scheduler
achieves proportional fairness at the packet level by implementing weighted
fair queuing. At the request level, the scheduler uses URL redirection to
vii
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modify the bitrate version requested by the client when necessary to reduce
playback freezes and quality fluctuations.
Our work demonstrates that the proposed framework effectively com-
bats the two primary constraints, energy and bandwidth, on mobile plat-
forms. It can reduce the power consumption of mobile devices and provide a
fair and effective bandwidth allocation scheme in wireless networks. There-
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Mobile devices are emerging as portable multimedia entertainment hubs
that have completely revolutionized people’s daily lives. There is an ob-
served trend that the annual shipment of mobile devices, including smart-
phones, tablets, etc., keeps increasing at a steady rate while the market
share for the traditional PC shrinks, as demonstrated in Gartner’s pre-
diction [21]. There are several contributing reasons for this trend. First,
the progress in the chip design and the fabrication techniques, together
with the maturity of highly integrated system on chip (SoC) solutions,
has greatly lowered the manufacturing cost of mobile devices. Second,
the widespread deployment of advanced wireless transmission technologies,
such as WiFi, 3G, 4G, etc., have established a seamless global communi-
cation network that enables people to stay connected on the go. Third,
the latest generation of mobile operating systems such as iOS and An-
droid provide consumers with a huge collection of mobile apps. These apps
give consumers unique experiences unheard of in the PC era, by taking
advantage of touch-based interaction and various hardware components in-
tegrated into the mobile devices. Figure 1.1 illustrates the prediction of
global mobile data traffic per month by Cisco [22] over a time span of 5
years, which clearly shows that mobile traffic is expected to increase nearly
1
CHAPTER 1. INTRODUCTION
eleven fold between 2013 to 2018.
Figure 1.1: Estimation of global mobile traffic per month by Cisco [22].
Video calls, as a convenient communication means, was traditionally
considered a “killer” application only suitable for PCs or executed with
dedicated hardware components, because of its demanding requirement
on bandwidth and processing capability. Thanks to the technological ad-
vances, it is gaining great popularity on mobile platforms in recent years,
where is termed “Mobile VoIP” or “Mobile Video Calls”. Various apps
featuring mobile video call, such as Apple’s Facetime, Google’s Hangouts,
Microsoft’s Skype, etc., have successfully established a considerable user
base. In a report published by Juniper Research [20], mobile video calling
users are expected to exceed 130 million by 2016.
However, mobile devices are powered by batteries, and the growth rate
of battery capacity per volume (weight) has been far lagging behind the
expansion of the mobile platform processing capabilities over the years.
What is worse, compared to other applications, the constrained capacity
has a more undesirable influence on mobile video call, as the latter requires
the simultaneous running of both an encoder and a decoder that entails a
nearly full-speed execution of many power-hungry hardware modules such
as camera, graphical display, CPU and network interface card, etc. As a
consequence, a user engaged in a video call would possibly be forced to
terminate halfway through as the battery drains very fast and the user
finally gets frustrated by the limited service duration. Recent trends show
that more and more mobile devices are designed with a slim body and a
2
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large display screen. This leaves only space for a tiny and compact battery,
aggravating the incompatibility between the growing mobile processing de-
mands and the constraint of battery capacity in the coming years.
On-demand video streaming, similar to video calls, is another domi-
nant and pervasive application on mobile platforms. According to a Cisco
report [22] it is estimated that over two-thirds of the world’s mobile data
traffic will be video by 2018. Of the various video streaming formats
and specifications, MPEG-DASH [23] (Dynamic Adaptive Streaming over
HTTP) streaming has been gaining great popularity in recent years and var-
ious commercial standards and implementations have been launched, such
as Apple’s HTTP Live Streaming (HLS)1, Microsoft’s Smooth Streaming2
and Adobe’s HTTP Dynamic Streaming3. Companies like Hulu and Net-
flix are also using DASH for over-the-top (OTT) streaming services, which
refers to the delivery of multimedia content over the internet without the
involvement of an operator for the cable or satellite broadcast television
system.
Mobile video streaming gained popularity with the founding of the
video-sharing website YouTube in 2005 and the introduction of the iPhone
in 2007, which at that time only supported 2G networks. Traditional mul-
timedia streaming services require the deployment of specifically designed
streaming servers and client players, combined with application layer trans-
mission protocols (Real-time Transport Protocol (RTP) [14], Real Time
Messaging Protocol (RTMP) [19] for Flash video4, etc.) as well as control
protocols (Real Time Streaming Protocol (RTSP) [9], Session Description
Protocol (SDP) [17], etc). DASH, on the other hand, encapsulates multi-
media content into HTTP segments and transmits them using the HTTP
protocol. With a simple configuration to existing HTTP servers, DASH
enjoys extremely easy deployment and firewall traversal. Like usual web
pages, the DASH traffic can be replicated at content delivery networks
(CDN) and cached at gateways for faster access. Because of the trans-
mission reliance guaranteed by TCP, DASH clients are less vulnerable to







to be a primary traffic pattern in the foreseeable future.
However, for years in the industry the quality instability of video
streaming has long been a daunting problem, which is intimately corre-
lated to the quality instability of the servicing network. In particular,
mobile video streaming is a severe sufferer of this problem due to the fre-
quent instability of the wireless network environments. It has long been a
heated research area to improve the efficient utilization and fair allocation
of the limited bandwidth resources in a wireless network.
Another issue worth noting is that, multimedia packets are inherently
delay-sensitive but error-tolerant to some degree. DASH, on the other
hand, is transmitting them on top of TCP, which assumes the payload to
be delay-tolerant and error-sensitive. As a consequence of this mismatch,
DASH clients are vulnerable to playback freezes as they are forced to wait
for re-transmissions or late-arriving packets and this can easily result in
playback freezes due to buffer underruns. Thus a large playout buffer and
long initial buffering time are required for smooth playing as TCP provides
no delay guarantees.
Even more challenging, DASH depends on the estimation of the through-
put at the application layer for bandwidth estimation and bitrate adjust-
ment at the client or server side, which is laid over TCP and subject to
various network congestion control mechanisms. As a result, the estimation
can be over-sensitive or sluggish, and may not truly reflect the underlying
bandwidth changes in the wireless network, which is subject to fading and
interference, etc. Furthermore, as is observed by Akhshabi et al. [25] in
wired networks, if multiple DASH clients are sharing a LAN network, the
router or the gateway becomes the bottleneck and the bitrate allocated to
each client can be seriously affected by the stream starting time as well
as the interplay between the different rate adaptation logics adopted by
each client. As a result, it becomes a non-trivial task to ensure a fair
bandwidth allocation and achieve a good QoE (Quality of Experience) for
DASH clients in a wireless network.
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1.2 Motivation: An Energy Aware and Band-
width Efficient Multimedia System
Following the introduction, it can be observed that energy and bandwidth
have become two significant resource constraints that greatly influence the
user experience on mobile platforms. Our work in this thesis is therefore
aimed at providing a solution, an energy aware and bandwidth efficient
multimedia system, given the limited capacity of batteries and the unfair
distribution of bandwidth for several different mobile applications. Specif-
ically, we target two applications scenarios, video calling and streaming.
Given the limited battery capacity that powers mobile devices, video call-
ing on mobile platforms requires an effective energy conservation solution
so as to extend the servicing time. The popularity of HTTP streaming in
recent years has been the driving force for the investigation of an effective
scheduling solution for the bandwidth allocation and distribution among
different types of clients in a wireless network.
1.3 Research Work and Contributions
In this thesis we focus on the coding and transmission of video streams on
wireless mobile platforms. We establish an energy efficient video calling
framework on mobile platforms primarily through reducing energy con-
sumption of the CPU and wireless network interface card (WNIC). For
HTTP streaming in multirate 802.11 wireless networks, we present an Ac-
cess Point (AP) centric scheduler that schedules packet transmissions and
distributes available bandwidth to each DASH client. We present a more
detailed explanation of our contributions in the following subsections.
1.3.1 Workload Complexity Reduction of MPEG-4
on Mobile Platforms
Of the various embedded hardware components, the CPU plays an essential
and pivotal role for the normal functioning of a mobile device and therefore
is a primary energy consumer, especially during the execution of intensive
workloads such as video coding. As a power management technique, Dy-
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namic Voltage and Frequency Scaling (DVFS) is usually applied to adjust
the frequency and voltage of a CPU and we can take advantage of DVFS to
reduce CPU power consumption. However, this comes with reduced work
that can be completed in unit time, which could have a detrimental impact
on the quality of time-sensitive video coding jobs.
To solve this problem, we present a detailed oﬄine profiling and com-
plexity analysis for the coding workload of a popular video codec, MPEG-4
(MPEG-4 Part 2) on different videos [79]. Based on the analysis, we pro-
pose several discrete coding sets for videos of different motion levels, by
combining the most utility aware coding parameters for both the encoder
and decoder. A framework has been developed that dynamically selects the
coding set and applies DVFS to reduce the energy consumption on CPU
while ensuring an acceptable coding quality.
The contributions of this work can be listed as follows:
• Realtime Adaptive Video Processing. We propose a realtime
adaption framework for MPEG-4 video processing. First we select
the most efficient encoding and decoding parameters for videos of
different motion levels through extensive oﬄine profiling and analysis.
Then we design a feedback algorithm to adaptively apply different
coding parameters while monitoring the system performance online
during a video call to meet the computation requirements.
• CPU Parameter Tuning through Execution Feedback. We
design a feedback mechanism that integrates energy saving techniques
through the tuning of hardware parameters. Specifically we utilize
Dynamic Voltage and Frequency Scaling (DVFS) to control the power
consumption on CPU. In this way graceful quality loss can be traded
for maximal reduction of energy consumption.
1.3.2 Energy Efficient Mobile Call Framework with
Adaptive Coding of H.264
Currently H.264 is one of the most used compression standards for video
streaming and conferencing. Compared to its predecessor MPEG-4, H.264
has a much improved coding efficiency by achieving similar qualities with
6
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less bits. However, this comes at a cost of higher coding complexity and a
larger parameter space. If we continue to apply the analysis approach we
designed for MPEG-4, we will face a considerable number of coding sets
generated by tuning of the large parameter space. It is also a challeng-
ing work to dynamically apply this huge coding set to different videos in
realtime.
Instead, through oﬄine profiling, we explore the mechanisms of H.264
coding and utilize the texture similarity between spatially and temporally
adjoining macroblocks to reduce the coding workload [81]. We control the
quality-complexity tradeoff with a single parameter, which greatly simpli-
fies the control procedure. To maintain a small communication latency in
realtime video calls, we derive an upper bound for the encoder buffer and
associate it with a single parameter tuning for coding workload reduction,
as well as DVFS for energy reduction of the CPU.
In summary, our contribution are listed as follows.
• Unified and Simplified Complexity Control. We identify that
by making use of the texture similarity between spatially and tempo-
rally adjoining macroblocks, we can greatly reduce the coding work-
load by modifying the macroblock coding mode, number of reference
frames and the subpixel refinement strength. We then identify that
the workload control of coding work can be unified through a single
parameter.
• Encoder Buffer Control for Interactive Communication. To
satisfy the short latency requirement imposed by interactive commu-
nication, we derive a dynamic upper bound for the encoder buffer by
periodically feeding back the execution conditions from both video
calling participants. Then DVFS is applied to guarantee this up-
per bound as well as utilize the reduced processing requirement to
decrease CPU energy consumption.
1.3.3 Adaptive Packet Transmission Scheme for Mo-
bile Video Calls
A video call involves many power-consuming hardware components. On
a modern smartphone, the power consumption of the network interface
7
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can reach up to 7 times that of the CPU and RAM during data trans-
mission [34]. Even in the idle state, the network interface still has a high
level of maintenance power (WiFi) [24] or tail power (3G and 4G) [59]. As
the fast draining of a battery results in mobile video calls of limited dura-
tion, generating a huge gap against user expectation, it remains a critical
and challenging problem to reduce the energy consumption of the network
interface.
We design an RTP packet transmission scheme for mobile video calls
with delay-sensitive multimedia traffic [82]. We utilize the dynamic Power
Save Mode (PSM) widely available in current WiFi deployments by ag-
gregating the available queuing time for each packet, so that considerable
energy can be saved on the WiFi wireless network interface card (WNIC).
• Adaptive RTP Transmission at Application Layer. We design
an adaptive RTP packet transmission scheme for simultaneous audio
and video traffic, which requires media synchronization and incurs
various coding delays. The delay components during the video call-
ing are modeled and inferred during the system execution to derive
the maximal allowable queuing time for encoded multimedia packets.
Then a packet sending and receiving schedule is designed to balance
the tradeoff between calling quality and energy saving on the WiFi
network inferface card. Unlike previous cross-layer approaches that
force the WiFi cards into state transitions from applications accord-
ing to pre-calculated sleep intervals, which can harm the underlying
communication behavior between a client and its access point, we
only schedule the traffic from the application layer.
• Implementation on Real Video Call System. We implement
our adaptive transmission into a real video call system and evalu-
ate its performance. The effects under different WiFi configurations
are compared and possible reasons contributing to the performance
variations are analyzed as well.
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1.3.4 Access Point Centric DASH Scheduling in Mul-
tirate 802.11 Wireless Networks
DASH streaming has been in need of an effective scheduling solution for
the bandwidth allocation and distribution among different types of clients
in a wireless network. As the scheduling policy at the client side is not
included in the standard, work is ongoing to find good solutions. Various
approaches have been proposed in the past, placing the scheduler at the
client or server side.
We notice that a WiFi WLAN network is usually configured in infras-
tructure mode, where all clients wishing to communicate beyond the current
LAN have to associate themselves with the AP. All incoming and outgoing
traffic has to be routed to the AP first. Therefore the AP arbitrates the
network resource allocation in a wireless LAN, and it has a better knowl-
edge of the network transmission situation than any individual client or the
streaming server. Leveraging this fact, we propose a scheduler residing in
the AP in multirate 802.11 wireless networks [80]. Extensive simulations
with the popular network simulator ns-2 show that, under various scenar-
ios, the scheduler improves the clients’ playback experiences and achieves a
fairer bandwidth allocation while keeping a high utilization of the available
bandwidth resource.
Our contributions to this work can be summarized as follows.
• Proportional Fairness. To achieve proportional fairness at the
packet level, the scheduler implements weighted fair queuing and dy-
namically adjusts the weight of each client queue with regard to the
underlying physical transmission rate.
• Request Redirection. At the request level, the scheduler has a
complementary function to the client-side rate adaptation and uses
URL redirection to change the bitrate version requested by the client
when necessary to reduce possible playback freezes and quality fluc-




The remaining parts of the thesis are organized as follows. We will begin
with a detailed survey of the related work and techniques in Chapter 2.
Then Chapter 3 presents the workload complexity reduction of MPEG-
4 on mobile platforms. Chapter 4 describes an energy efficient mobile
call framework with adaptive coding of H.264. In Chapter 5 we propose
an adaptive packet transmission scheme for mobile video calls. Then we
describe the design of an Access Point centric DASH scheduler in multirate
802.11 wireless networks in Chapter 6. In the end, we conclude in Chapter 7




In this chapter we provide a literature review of prior related research work.
We roughly classify them into four fields: workload adaptation of video cod-
ing, hardware energy conservation, the design of energy-optimized multi-
media systems, as well as quality adaptation in adaptive HTTP streaming.






Figure 2.1: The processing flow of an H.264 video encoder.
To facilitate the survey of video coding scalability we first provide an
overview of the functionalities of an H.264 codec. Most video codecs adopt
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Figure 2.2: The processing flow of an H.264 video decoder.
a macroblock-oriented motion compensation approach, which explores the
temporal and spatial redundancies between and across frames to reduce
the bit size of the encoded video. Figure 2.1 and Figure 2.2 illustrate
the processing flow for an H.264 encoder and decoder, respectively. The
encoder consists of Intra Prediction (IP), Inter Prediction or Motion Esti-
mation (ME), Discrete Cosine Transform (DCT), Quantization (QUANT)
and Entropy Coding (EC). The encoder also has a built-in decoder, as
shown in dark green blocks in Figure 2.1, which generates the reference
frames used for the motion estimation process. The processing flow of the
H.264 decoder can be regarded as an inverse process of the encoding. Next
we briefly explain the functionality of each module.
• Intra Prediction (IP). Intra Prediction tries to explore the spa-
tial similarities by predicting the pixel values from neighboring mac-
roblocks within the same frame.
• Motion Estimation (ME) Motion Estimation explores the sim-
ilarities between temporally consecutive frames and tries to find a
motion vector (MV) that best describes the motion displacement.
• Discrete Cosine Transform (DCT). During DCT, pixel value
expressed in the spatial domain are transformed to frequency domain.
After the transform, information contained in the original signal has
been concentrated in the low-frequency components.
• Quantization (QUANT).Quantization is a lossy compression tech-
nique that compresses a range of value to a single quantum according
12
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to a quantization matrix.
• Entropy Coding (EC). The entropy coding is utilized to compress
the running binary sequence generated from a zigzag scan of all the
elements in the quantized matrix. H.264 adopts two entropy coding
approaches, Context-Adaptive Binary Arithmetic Coding (CABAC)
and Context-Adaptive Variable Length Coding (CAVLC).
• Deblocking Filter (DF). Deblocking Filter modifies the pixel val-
ues at the edges of a transform block by an adaptive filtering process.
It smoothes the sharp edges at block boundaries and reduces the
“blockiness” commonly observed in prior video codecs encoded in
low bitrates.
Recently, the specification for the next generation video coding standard,
the High Efficiency Video Coding (HEVC)1, has been ratified. It introduces
several new features such as a Coding Tree Unit (CTU) up to 64×64 pixels
and built-in support for parallel coding (Wavefront Parallel Processing).
But the general workflow and adopted techniques remain the same as for
H.264.
The complexity of each module can be fine-tuned at the macroblock
level with different control parameters, generating videos of various qual-
ities at different workloads. To mitigate the request for large processing
capabilities and energy consumption inherent in video applications, various
methods for workload scalability of different functional components have
been proposed.
2.1.1 Decoding Workload Adaptation
Peng et al. [90] suggested properly pruning the DCT data within mac-
roblocks to scale the computational complexity. After DCT transforma-
tion, the energy of DCT coefficients is dissipated along the zigzag scanning
line of the 8x8 block, with DC and low frequency AC parts in the upper-
left corner and high frequency AC parts in the lower-right corner. Pruning
the data along the zigzag line gradually from the lower-right corner to the
upper-left corner gives minimal output quality degradation while achieving
1www.hevc.info
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a considerable computation reduction. Ji et al. [65] proposed a substitution
of pixel interpolation modes in motion compensation. Based on the accu-
racy of motion vectors, motion estimation can be implemented in fullpel,
halfpel or quarterpel, the latter two of which require heavy pixel interpo-
lation of reference frames. As a result, the workload can be reduced by
rounding the motion vector to the nearest integer value and skipping the
interpolation step. Decoder complexity can be reduced by dropping frames.
Huang et al. [62] defined a transcoding mechanism with a corresponding
distortion metric for dropping I, P and B frames, respectively. It adaptively
drops frames to reduce the decoder workload on terminal devices. The de-
coder workload could also be adapted in cooperation with the encoder, such
as introduced by Wang et al. [111] who adopted decoding-complexity aware
encoding, where a rate-distortion-complexity framework is established with
respect to the given constraints of bit rate and computational complexity.
Encoding parameters are selected in the way that the output bitstream
would require lightweight processing power at the decoder side.
2.1.2 Encoding Workload Adaptation
For the encoding workload, most research efforts have been devoted to the
workload scaling of motion estimation, which is the most computationally
intensive task during video encoding.
Ji et al. [64] proposed to decrease the search range and motion vector
resolution for complexity reduction. The search range defines the bounding
region in the reference frames within which motion vectors are searched.
Shafique et al. [98] adopted a pixel decimation pattern and adaptive stop-
ping criteria. Pixel decimation simplifies the computation of SAD (Sum of
Absolute Difference) on a macroblock basis by skipping pixel comparisons
in a predefined form. For example, pixels of even or odd number columns
are skipped. An adaptive stopping criteria sets an adaptive threshold for
early termination in the motion estimation according to the amount of com-
putation allocated to the current macroblock before the motion estimation
process starts. By oﬄine profiling, the authors also established several
optimal operational levels in terms of average computation workload. To
curtail the set of possible coding modes, Zhou et al. [120] proposed a fast
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inter mode decision by utilizing the predictive motion vectors in neigh-
boring regions, as they often exhibit the same coding mode due to the
continuity of video motion, and comparing modes of different block sizes
to exclude the low-possibility coding modes. Huang et al. [61] proposed a
two-step context-based adaptive method to speed up the motion estima-
tion with multiple reference frames. First the available information after
intra-prediction and motion estimation from the previous reference frame is
analyzed. Then detection of all-zero residues, SKIP mode and complexity
of texture, sampling defects and motion vector inconsistency are applied
to determine if it is necessary to search more frames. In this way a lot of
unnecessary searching that achieves no better coding performance can be
saved. Given the large number of intra prediction directions introduced
in HEVC, Wallendael et al. [106] proposed a low complexity intra mode
prediction algorithm. It is achieved by exploiting the correlation between
the prediction directions of the neighboring prediction units and that of the
encoded prediction unit, so that more efficient intra mode signaling can be
achieved with minimal impact on encoder and decoder complexity.
Instead of the traditional Full Search which compares every position
within the search range, various searching strategies have been proposed
to accelerate the motion vector matching process. Unsymmetrical-cross
Multi-Hexagon-grid Search (UMHexagonS), proposed by Chen et al. [37],
performs the search in four steps in a hierarchical manner. It utilizes un-
symmetrical cross search to avoid local minimum by putting emphasis on
horizontal motion patterns, and uses diamond search strategy in fractional
motion vector search. Simple UMHexagonS, proposed by Yi et al. [116],
is an improved and simplified version of UMHexagonS. It only uses in-
formation within the same frame to reduce the large amount of memory
required by UMHexagonS. It proposes a simpler early termination tech-
nique by checking the convergence condition multiple times and replaces
the float point multiplication with shift and comparison operations. En-
hanced Predictive Zonal Search (EPZS), proposed by Tourapis [104], adds
some prediction sets to motion vector to increase the possibility of early
termination. It uses a small diamond pattern to improve the accuracy of
prediction and extends the search pattern to a multidimensional version
to reduce the computation and accelerate the searching process. Wang et
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al. [109] exploited the geographical sensor information such as the GPS
and compass data to detect transitions between two sub-shots based on the
variations of both the camera location and the shooting direction. Then
camera motion information is utilized to simplify the HEX motion vector
searching algorithm in H.264.
2.1.3 Hardware-Assisted Coding
Apart from the complexity adaptation through software approaches, hard-
ware design and implementation are also possible to accelerate the pro-
cessing speed of multimedia tasks. Such targets are usually realized with
a special system-on-chip (SoC) designs or additional computing units such
as a GPU.
Hu et al. [60] described a highly integrated application specific sili-
con core which performs H.264 video decoding. Within the decoder cir-
cuit a number of architectural optimizations have been implemented to
greatly reduce the circuit area and the overall power consumption. Em-
phasis has been taken on the management and utilization of the frame
memory with bit-aligned access, memory bandwidth requirement and row
store buffer. Deng et al. [45] proposed a systolic architecture for an im-
proved version of the motion estimation algorithm. They derived a 4x4
PE array architecture for the smallest block in MB partitions, and used
this array to construct the motion estimation through a three-dimensional
dependence graph (DG) and signal flow graph (SFG). Zrida et al. [122]
designed a high-level architecture-independent parallelization methodology
for an optimized model of an H.264/AVC encoder. Task-merging and data-
partitioning were explored to optimize concurrency between processes, and
an encoder model based on the Kahn Process Network (KPN) model of
computation was proposed with a good computation and communication
workload balance. Li et al. [77] proposed a uniform VLSI architecture for
an efficient processing of the 4 × 4 intra directional modes in HEVC. The
architecture is implemented by a register array and a flexible reference sam-
ple selection technique and it does not need to project the samples from
the side reference to the main reference. Wang et al. [110] proposed an ar-
chitecture design for the parallel processing of the HEVC workload, where
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motion estimation with variable block sizes (VBSME), fractional-pixel im-
age interpolation and border padding processes are oﬄoaded to GPU. A
fast Prediction Unit partition mode decision algorithm was also proposed
to balance the workload between CPU and GPU.
2.1.4 Summary
Although the processing speed of hardware keeps increasing, the computa-
tional complexity of the latest video codecs keeps increasing as well, as a
direct response to consumers’ consistently growing need for high definition
(HD) content. Therefore it becomes an urgent task to design and adapt the
coding workload so that the multimedia content can make use of the lat-
est codec and is transmittable and playable across different mobile devices
which exhibit disparate processing capabilities.
2.2 Hardware Energy Conservation
Due to the fast development of mobile computing and comparatively slow
improvement in battery capacity, power management for resource-demanding
multimedia applications on mobile platforms has long been an important
research focus. Table 2.1 illustrates the power consumption of different
hardware components in a mobile phone measured by Perrucci et al. [92].
We can see from the table that the CPU, NIC and graphical display are
large power consumers and the power is closely related to their operat-
ing states. As a result, some researchers are trying to reduce the energy
consumption on these hardware components. Next we will introduce some
work on energy management for the CPU, NIC and graphical display, re-
spectively.
2.2.1 CPU
The power consumption of the CMOS circuits can be divided into a static
component and a dynamic component. The static power refers to the power
used when the transistor is not in the process of switching and is essentially
determined by the supply voltage and the total current flow [97]. Dynamic
power, on the other hand, is the sum of transient power and capacitive
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Table 2.1: Energy consumption for different parts of Nokia N95 [92].
Hardware Action Power [mW] Energy [J]
WiFi NIC
Infrastructure Mode
In connection 868 8.2
In disconnection 135 0.4
Idle 58
Idle in power save mode 26
Downloading at 4.5Mbps 1450
3G NIC












Black background 60% 98.65
Black background 100% 259.65
White background 20% 196.56
White background 60% 254.16
White background 100% 527.05
Screensaver mode 13.86
load power. It measures the power consumed when the device changes
logic states and charges the load capacitance. The dynamic power P can
be modeled as
P = CV 2fclk (2.1)
where C, V and fclk denote the effective switched capacitance, supply volt-
age and clock frequency, respectively [32]. C is usually regarded as constant
under different working states. It is clear from the model that V and fclk
can be lowered to reduce the energy consumption. This has led to the
technique called Dynamic Voltage and Frequency Scaling (DVFS), a power
management in computer architecture that dynamic adjusts the voltage
and (or) frequency of a hardware component during execution. However,
downscaling of voltage and frequency results in a limited processing power
that requires a longer execution time for the same workload. This will gen-
erally lead to a system performance degradation for real time work where
a large deadline miss ratio is not permitted. That means an appropriate
DVFS algorithm should be applied that adjusts the CPU working state
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according to the actual system requirement.
Choi et al. [41] designed a DVFS technique by predicting the workload
of the incoming frames using a frame-based history. The required decoding
time for each frame is separated into a frame-dependent (FD) part and a
frame-independent (FI) part. The FD part varies according to the frame
type while the FI part remains constant. Then the frequency is adjusted
according to the predicted workload requirement without violating the time
constraint. Yuan et al. [117] proposed a stochastic soft real-time scheduler
to increase the voltage level adaptively. The scheduling decision is made
assuming that the cycle demands of frames are conforming to a certain
probability distribution, which is obtained through online profiling and es-
timation. Cao et al. [33] analyzed the optimality of DVFS algorithms by
deriving a lower bound for energy consumption, and proposed a linear pro-
gramming (LP) approach to obtain the optimal oﬄine scheduling solution.
For applicability, a robust and simplified sequential LP approach for the
online solutions was proposed as well. Ma et al. [83] proposed a complexity
model for H.264/AVC video decoding by decomposing the entire decoder
into several decoding modules (DM). The complexity of each DM was mod-
eled by the product of the average complexity of one CU and the number
of required CUs. This model was used to predict the required clock fre-
quency and hence perform DVFS for energy efficient video decoding. Chi et
al. [39] adapted the Wavefront Parallel Processing (WPP) coding and im-
plemented it on multi- and many-core processors. They applied DVFS and
demonstrated that exploiting more parallelism by increasing the number of
cores can improve the energy efficiency.
2.2.2 Network Interface Card
A wireless network interface card has several working states (transmit, re-
ceive, idle, sleep). Each state consumes different levels of power, with the
sleep state consuming the least. It was found in experiments by Shye et
al. [99] that power consumption by wireless communication can be modeled
by linear regression, and the energy increases in proportion to the trans-
mission rate, but the minimum power consumed by an NIC in the working
state is still much larger than in the sleep state or the power save state,
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as illustrated in Table 2.1. Therefore considerable energy can be saved by
turning an NIC into the sleep state as long as possible, instead of limiting
the transmission rate.
During video streaming, Tamai et al. [101] shortened the working
time to supply power to the network card using periodic bulk transfer
and buffered playback. Videos are transmitted at the maximum available
bandwidth that is larger than the rate necessary for sustaining a smooth
streaming, and the transmitted segments are stored at a local buffer. Then
the NIC is turned off while playing back the buffered data until the buffer
becomes empty. For Voice over IP (VoIP) traffic, Pyles et al. [94] proposed
SiFi, which leverages a statistical analysis on historical data and builds an
empirical distribution function to predict the future silence periods during
which a network card will be put into the PSM mode. Choi et al. [40]
utilized a two-way Brady model to classify the talking session into talk-
spurts and mutual silence periods, and applied two kinds of PSM for each.
Namboodiri et al. [88] forcibly put the WiFi interface into sleep based on
the calculated playout deadline for each voice packet. Since network I/O
is largely driven by user interactions, Crk et al. [42] predicted the network
traffic by monitoring the users’ interaction with applications through the
capture and classification of mouse events. Then the NIC was adaptively
switched according to traffic modeling and prediction. Dogar et al. [46]
exploited the bandwidth discrepancy between wired and wireless connec-
tions and proposed Catnap, which defers packet transmissions by combin-
ing small data blocks into big chunks and creating some idle periods to
enable the mobile clients to sleep during data transfer.
2.2.3 Graphical Display
The backlight accounts for a significant percentage of the total energy con-
sumed on a mobile device, especially with the trend that large resolution
displays are becoming the mainstream configuration for current mobile
phones. Therefore research work has been carried out trying to save energy
on the graphical display.
Cheng et al. [38] analyzed the power consuming pattern of LCD dis-
plays. LCD’s pixels are non-luminous and require external lighting, and the
20
CHAPTER 2. LITERATURE REVIEW
perceptual luminance intensity of the LCD display is determined by back-
light brightness and pixel luminance, which can compensate for each other.
While pixel luminance does not have a noticeable impact on the energy
consumption, backlight illumination results in high energy consumption.
Therefore dimming the backlight level while compensating for it with the
pixel luminance proves an effective way to conserve battery power. Based
on this, the author proposed a Quality Adaptive Backlight Scaling (QABS)
scheme with luminance compensation by incorporating the video quality
into the backlight switching strategy. In [35], a Dynamic Backlight Lumi-
nance Scaling (DLS) scheme was proposed. DLS dynamically scales the
luminance of the backlight as the image on the LCD panel changes. For
more aggressive power saving, DLS may also perform active color modifi-
cation. Based on different scenarios, three compensation strategies are dis-
cussed, that is, brightness compensation, image enhancement and context
processing. Dong et al. [47] presented a comprehensive treatment of power
modeling of Organic Light-Emitting Diode (OLED) displays, an emerging
display technology that provides a much wider viewing angle and higher
image quality than the traditional LCD. In contrast to LCD, OLED does
not require external lighting because its pixels are emissive. Through ex-
tensive measurement, the author provided models that estimate the power
consumption based on pixel, image, and code, respectively. A statistical
learning-based image-level model was utilized. It divides the image into
much smaller windows and solves a linear programming problem for each
window by preparing a training set for the window at every position within
an image, so as to largely reduce the computation while keeping a low
error rate. So et al. [100] designed an all-phosphorescent AMOLED pixel
architecture which utilized a deep blue sub-pixel design to reduce the power
consumption by 33% compared to an equivalent conventional RGB display.
For the display of games on the mobile device, Anand et al. [26] leveraged
the tone mapping techniques to dynamically increase the image brightness
so as to reduce the LCD backlight levels. To overcome the non-linear na-
ture of a Gamma function, they used adaptive thresholds to apply different
Gamma values to images with differing brightness levels. These adaptive
thresholds help to save significant amounts of power while preserving the
image quality.
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2.2.4 Summary
In the near future there is an increasing gap between the limited battery
capacity and the demanding energy consumption of mobile devices. A lot
of research work remains to be done investigating the relationship between
the level of power consumption and the working states of various hardware
components, and properly applying the research findings to achieve an
optimal working state in terms of energy usage and user satisfaction.
2.3 Energy-Optimized Multimedia Systems
While the traditional layer-separated protocols and solutions can achieve
some degree of energy reduction and maintain a certain level of QoS, they
might fail to do so in a realistic cross-layer scenario or a multimedia trans-
mission system, due to the complicated interactions among different layers
and different entities, and the influences from the network environment.
As a result, a more efficient energy conservation technique requires a holis-
tic design approach that not only considers parameter adjustment in each
single layer or entity, but also unique interaction mechanisms across layers,
as well as the influence from the external environment. Next we introduce
some work on several fields of energy-optimized multimedia systems. Note
that some of the work involves multiple approaches and can be classified
in more than one category.
2.3.1 Cross-Layer Adaptive Coding Framework
Some research methods leverage the information across different layers of
the operating system to adaptively adjust the parameters of the coding
workload so as to reduce the power consumption or meet the energy con-
straint of mobile platforms.
Yuan et al. [118] traded off multimedia quality against energy by lever-
aging a hierarchy of global and internal adaptations. The proposed frame-
work, GRACE1, coordinates the adaptation of CPU speed in the hard-
ware layer, CPU scheduling in the OS layer and multimedia quality in the
application layer in response to system changes at both fine and coarse
time granularity. The adaptation decision is triggered by both the number
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of tasks executed simultaneously and the patterns of input data for each
task. He et al. [51][50] developed an analytical power-rate-distortion (P-
R-D) framework by including power consumption into the traditional R-D
analysis. Based on this theoretic model, a dynamic rate control mechanism
and a fully parameterized video encoding architecture can be established
that is fully scalable in computational complexity under energy constraints.
Ji et al. [65] proposed ESVD, an energy scalable video decoding framework
on low-power devices. It introduces a utility theoretical analysis during the
energy resource allocation process to maximize the resource utilization. It
adapts the energy resources to different energy budgets and generates scal-
able video decoding output.
2.3.2 Computation Oﬄoading to the Cloud
Some research approaches leverage the computing power in the cloud and
oﬄoad the computing tasks of the mobile device so as to increase applica-
tion quality and save energy. Such computing tasks are usually related to
high definition multimedia and rich user interactions. However, the avail-
ability of the network connection, the available bandwidth and the energy
consumed for the transmission must be taken into account before the of-
floading decision is made.
Cuervo et al. [43] proposed MAUI, a system that executes fine-grained
energy-aware oﬄoading of mobile code to the cloud infrastructure. MAUI
takes advantages of a managed code environment to support a fine-grained
code oﬄoad to maximize energy savings and relieves the burden on the pro-
grammer. Kemp et al. [71] designed a computation oﬄoading framework
for smartphones and implemented it on the Android OS. A runtime system
is integrated which at runtime decides whether a part of an application will
be executed locally or remotely, depending on the availability of the com-
puting resources in the cloud. Kwon et al. [74] proposed a fault-tolerant
distributed mobile execution framework. The energy consuming work is
executed in the cloud and the execution state is checkpointed and trans-
ferred across the mobile device and the cloud. Once the client loses the
connection to the cloud, the oﬄoading is interrupted and the application
reverts to executing locally from the latest checkpoint.
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2.3.3 Server and Middleware-Assisted Rate Adapta-
tion
Some research work leverage the server or a middleware to transcode the
media to meet the energy constraints of the receiving devices, or reshape
the traffic to certain patterns to reduce the working duration of the network
interface card.
Hsu et al. [58] utilized Scalable Video Coding (SVC) in a video stream-
ing service to achieve the desired viewing time on a mobile terminal. SVC
encodes the same video into a base layer and several enhancement layers.
While the base layer, which has the lowest quality, requires the least bitrate
to transmit and the least processing power to decode and play, the enhance-
ment layer can add to the video quality at the price of increased bitrate and
energy consumption. The proposed algorithm takes the desired watch time
as input and returns a substream with the highest quality without violating
the energy constraint. Mohapatra et al. [86] utilized a middleware to per-
form end-to-end adaptations. The middleware has a global adaptor, which
is located at a proxy server and responsible for receiving control informa-
tion about remote adaptations and taking corresponding steps, and a local
coordinator, which is located at the mobile terminals and provides access
to the operating system and the hardware modules through the adaptors
implemented at that operating system level. Each of these local coordi-
nator modules uses information available at the global adaptor to adapt
the power states of the power consuming components. Hoque et al. [54]
designed a proxy-based traffic shaper for audio streaming to mobile plat-
forms. The proxy reshapes the usually constant bit rate audio traffic into
bursts and can be configured to work for both WiFi PSM clients and 3G
clients.
2.3.4 Error-Resilient Coding and Transmission
Another dimension for consideration comes from the heterogeneous network
environment. During wireless transmission, the variability of bandwidth,
the shadowing and multipath effects often result in unreliable transmission
that exerts a detrimental impact on the QoS as well as on the energy con-
sumption. Therefore it is becoming an urgent task to achieve a satisfactory
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QoS over a fading channel with minimum power consumption.
Kim et al. [72] proposed a power-aware error resilient coding scheme
based on the network error probability and the user expectation in video
communication. To mitigate the effect of error propagation, intracoded
macroblocks are frequently inserted into the bitstream according to a pre-
defined matrix. Each entry of the matrix represents the updated probability
of transmission correctness for the corresponding MB, where a lower value
leads to more intracoded MBs. Katsaggelos et al. [69] presented a general
framework for the joint consideration of source coding and transmission
energy consumption in a wireless video transmission system. A number of
coding and transmission parameters are adapted based on the source con-
tent and the available channel state information (CSI), such as the fading
level and average noise power. These parameters include the power used
for transmitting each bit, the modulation mode, and the channel coding
rate at the link layer or physical layer, etc. Li et al. [121] developed a video
communication framework through joint video summarization and trans-
mission adaptation over a slow fading wireless channel. The wireless chan-
nel is modeled as a band-limited, additive white Gaussian noise (AWGN)
channel with discrete time and slow block fading. Then an energy efficient
summarization is formulated as a dynamic programming (DP) problem
with regard to the unique packet arrival and delay characteristics. Due to
the polynomial computational complexity of DP problem, a greedy heuris-
tic solution was proposed as well that has close-to-optimal performance for
mobile devices. Fu et al. [48] formulated the problem of multi-user wireless
video transmission as a Multi-User Markov Decision Process (MUMDP)
by explicitly considering the users’ heterogeneous video traffic characteris-
tics, the time-varying network conditions as well as the dynamic coupling
among the users’ resource allocations across time. MUMDP is decomposed
into multiple local MDPs using Lagrangian relaxation, so that each indi-
vidual wireless user can solve its local MDP individually and the network
coordinator can update the Lagrangian multipliers such that the long-term
video quality of all users is maximized.
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2.3.5 Power-Aware 802.11 WLAN Design
Due to the adoption of Carrier Sense Multiple Access/Collision Avoidance
(CSMA/CA) as the Medium Access Control (MAC) mechanism, in 802.11
WLANs large amounts of frame overheads are generated, especially for
small packets. As a result, this leaves little space for the network interface
card to transit to sleep mode to save energy. Some researchers redesigned a
power-ware 802.11 network, either by modifying the communication proto-
col, the behavior of the Access Point, or the MAC frame format. It should
be noted that such redesigns might not be compatible with the current
standard.
Observing that voice packets can tolerate some packet loss in a VoIP
application, Tsao et al. [105] dynamically disabled the MAC-layer acknowl-
edgement for each transmitted voice packet to reduce the consumed time
and energy, based on the current packet loss rate and the target voice qual-
ity. Rozner et al. [96] proposed NAPman, which implements an energy-
aware fair scheduling algorithm for both the CAM (Constantly Awake
Mode) and the PSM clients to minimize the WiFi radio wake up time
and eliminate unnecessary retransmissions. Manweiler et al. [84] executed
a TDMA-like scheme by dynamically rescheduling an AP’s beaconing time
in a circle to minimize the beacon overlap with nearby APs. Comparable to
DVFS for CPUs, Zhang et al. [119] proposed to adaptively downclock the
radio of the network chips during idle listening and reverting back to full
clock rate state if a packet is detected to appear on the interface. Chen et
al. [36] proposed M-PSM, Mobility-Aware Power Save Mode for the 802.11
networks. It exploits additional power-saving opportunities by consider-
ing the user mobility and the detailed traffic condition when making the
sleep/wakeup schedules for Wi-Fi interfaces.
2.3.6 Summary
As the scale of multimedia systems and the diversity of network connec-
tions continue to increase, the working state of a single mobile device is
closely associated with its surrounding environment. To achieve the best
energy-QoS tradeoff, both the system influences and internal interaction
between different layers should be taken into account. The design, analy-
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sis and optimization of a power-aware multimedia system would be a very
interesting and promising research field.
2.4 Quality Adaptation in HTTP Streaming
DASH streaming has been gaining great popularity in recent years and
various commercial standards and implementations have been launched,
such as Apple’s HTTP Live Streaming (HLS), Microsoft’s Smooth Stream-
ing and Adobe’s HTTP Dynamic Streaming. Companies like Hulu [3] and
Netflix [5] are also using DASH for over-the-top (OTT) streaming services.
Through the efforts of the MPEG group2, the MPEG-DASH has become
an ISO standard [23]. Traditional multimedia streaming services require
the deployment of specifically designed streaming servers, combined with
application layer transmission (RTP, RTMP, etc.) and control protocols
(RTSP, SDP, etc). DASH, on the other hand, encapsulates multimedia
content into HTTP segments and transmits them using the HTTP pro-
tocol. With a simple configuration to the existing HTTP servers, DASH
enjoys extremely easy deployment and firewall traversal. Like usual web
pages, the DASH traffic can be replicated at CDNs and cached at gateways
for faster access. Because of the transmission reliance guaranteed by TCP,
DASH clients are less vulnerable to complex packet loss handling overhead
and DASH streaming is expected to be a primary traffic pattern in the
future.
2.4.1 Architecture of DASH Streaming
Figure 2.3 illustrates the architecture of DASH streaming. At the server
side a media file is transcoded into several versions, each with different
bitrates representing different qualities (and possibly with different reso-
lutions) and we call each of these bitrate versions a representation of
the original media content. For each of the representations, the video is
split into a continuous sequence of small chunks (segments). Each of the
chunks contains some media content of fixed duration, commonly in 5 s or
10 s. It is important to note that each of these chunks is a file that can be
2http://mpeg.chiariglione.org/
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Figure 2.3: Architecture of the DASH streaming.
independently decoded and played.
When a client makes an initial query for a specific media resource
through an HTTP GET request, the server replies with a manifest (playlist)
file which contains the addresses or URLs of all the available representa-
tions for that resource and the client can choose different bitrate versions
for each chunk once the streaming process starts. Based on the network
condition, chunks from a specific bitrate version that best match the es-
timated bandwidth will be transmitted to the client in sequence. This
indicates that the streaming bitrate can adapt to the available bandwidth
instead of being fixed at the beginning.
Bandwidth utilization efficiency, quality stability and resource fairness
are the primary goals people want to achieve in a multimedia streaming
system. Various approaches on rate adaptation and resource scheduling
have been proposed in the past. We roughly classify them into client-side,
server-side and intermediary approaches. In the following we provide a
review for each of them.
2.4.2 Client-side Approaches
In client-side approaches, the client measures the bandwidth and makes
bitrate selection decisions. This is also the fundamental idea behind DASH.
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The client side adaptation shortens the response time to network changes
and relieves the burden on the server, and is deemed more appropriate for
large scale deployments. Research work on the client side has focused on
bandwidth estimation and bitrate switch techniques.
To increase the bitrate switching stability, Liu et al. [78] proposed a
rate switching method based on smoothed HTTP throughput. To switch
up the bitrate, the buffered media duration has to be larger than a prede-
fined minimum and the measured throughput has to be much larger than
the currently requested representation. Such a combination of conservative
stepwise increase and aggressive decrease method is similar to the AIMD
(Additive Increase/Multiplicative Decrease) feedback control algorithm in
TCP. Tian et al. [103] investigated the buffered video time at the client side
and concluded that it could serve as a good feedback signal, as it reflects
the mismatch between the video rate and the realtime TCP throughput.
Then they integrated a proportional-integral-derivative (PID) controller
into the video rate adaptation logic to avoid buffer overflow and control
rate oscillations. Jiang et al. [66] proposed a suite of techniques called
FESTIVE that uses the harmonic mean of the measured bandwidth for
decision making. It includes a randomized request scheduler, which avoids
global synchronization of requesting times and ensures that the request
time is independent of each client’s streaming start time. It also has a
stateful bitrate selector to ensure that the bitrate will finally converge to
a fair allocation. A delayed birate update is included as well to ensure a
certain degree of switching stability. Miller et al. [85] closely watched the
buffer state and requested the next bitrate by comparing the current buffer
level with several predefined thresholds. A higher buffer level grants more
aggressive bitrate upswitch and vice versa. It also introduces a “fast-start”
phase to help the client to ramp up its bitrate quickly at the beginning
of the streaming, where initially the lowest bitrate level is always chosen.
Hao et al. [49] proposed an alternative approach that leveraged the GPS
positioning sensor integrated in most mobile devices. The user collects the
available bandwidth in each location and uploads these data to a server.
During the streaming process the user can query the server for the available
bandwidth at a particular location to better predict the near future band-
width availability. Interested readers may refer to the work by Thang et
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al. [102], which presented a more thorough investigation and evaluation of
the client-side rate adaptation methods for DASH streaming.
Although the client side adaptation is not further explored in this
thesis, it can be combined with our AP-centric approach to further enhance
the viewing experience at the client side. It is demonstrated in Chapter 6
that our scheduling framework works well with many different types of
client-side rate adaptation logics.
2.4.3 Server-side Approaches
A server-side approach can rely on the advantage that the server has a
panoramic overview of the system and a direct control of the network re-
source allocation. Cicco et al. [44] proposed a control theory based Quality
Adaptation Controller (QAC) at the streaming server. It takes as input
the queue length of the sender buffer and uses a proportional-integral (PI)
controller to select a bitrate level that matches the average available band-
width. Akhshabi et al. [25] observed that the bitrate oscillation was largely
caused by the discrete on-off streaming pattern and deployed a server based
traffic shaping mechanism to reduce the detected bandwidth oscillation of
clients. This is achieved by shaping the downloading rate of each chunk to
be equal to its average encoding rate and keeping the client in a continuous
downloading state.
However, like other server-side approaches, for every client the server
has to maintain a state and continuously update the state, which suffer
from scalability issues. They also exhibit a long feedback loop, as it takes
at least a Round Trip Time (RTT) for the measure to take effect at the
client side.
2.4.4 Intermediary Approaches
Intermediary approaches put the decision making procedure on an inter-
mediate entity along the end to end network path. Houdaille et al. [56]
implemented a dedicated traffic manager at the residential gateway. The
manager constrains the clients to stay within their limits, which is calcu-
lated with regard to the total available bandwidth and the target bitrate
each client requests. This ensures that the delivery of optimal quality of
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experience can be reached to the maximum number of streaming clients
sharing the bottleneck bandwidth. Pu et al. [93] established a Wireless
DASH (WiDASH) proxy for the cellular broadband networks, located at
the edge between the Internet and the wireless core networks (such as
NodeB in UMTS). WiDASH takes advantage of both split TCP and paral-
lel TCP for wired and wireless connections, and dynamically assigns DASH
packets a priority inversely proportional to the rate of the video stream. It
formalizes the rate distortion tradeoff into a quadratic cost function which
considers bitrate fluctuation, playback jitter and a video’s distortion of mul-
tiple clients. With unreliable wireless links and a stochastic video source,
Hou et al. [55] adopted an online scheduling policy called Earliest Positive-
Debt Deadline First (EPDF) at the AP to satisfy the delay-throughput
performance for multiple live video streams. Yan et al. [114] proposed a
QoE continuum driven HTTP streaming scheduler at NodeB in a 3G HS-
DPA (High-Speed Downlink Packet Access) cellular network. The QoE
continuum is modeled as a function of the cumulative playback quality
and the smoothness and quality adaptation of multiple users are jointly
optimized with regard to the QoE history and the channel status.
Compared to server-side approaches, decisions made at an intermedi-
ary entity can take effect sooner at the serviced clients as they are physi-
cally closer. Moreover, the intermediary entity does not have as serious a
scalability issue as the server, because due to the limitations in the phys-
ical transmission capacity, especially in inefficient wireless networks, the
number of clients that can be serviced by an intermediary entity is very
constrained.
2.4.5 Summary
Due to its simple configuration and adaptivity to network conditions, DASH
streaming is gaining great popularity in recent years and is expected to
become a mainstream streaming technology. To ensure a sustained user
experience, bandwidth utilization efficiency, quality stability and resource
fairness are the primary goals for rate adaptation logics. As a result of the
bandwidth fluctuation, the overlay on top of TCP that implements con-
gestion control and the complex interactions between the server and client
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and between the clients themselves, it is still a challenging task to achieve
these goals and much research work needs to be done in the future.
Compared to earlier approaches, continuous observation of the network
conditions and the playback freeze reduction for DASH streaming are the
top priorities for our AP-centric scheduler, while at the same time non-
DASH traffic can also receive guaranteed service. Moreover, our scheduler
does not replace the function of the rate adaptation logic at the client side.
Instead it serves a complementary role.
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Workload Complexity Reduction of
MPEG-4 on Mobile Platforms
3.1 Introduction
In this chapter we propose an integrated framework with complexity adap-
tation and energy conservation for mobile video calls using MPEG-4. We
explore the complexity-quality design space for MPEG-4 [15] through de-
tailed profiling and choose the most efficient coding parameters in terms of
workload and output quality, taking into account a video’s context changes
in a mobile scenario. We design a feedback-based adaptation mechanism
where execution conditions of coding work, such as video quality, buffer
size, coding delay, etc., are continuously fed back. According to various
measured metrics, it adaptively applies different coding parameters to the
system. Unlike previous approaches, no intermediate proxy or transcoding
is needed for adaptation which will incur additional delay. Moreover, the
energy conservation approach of Dynamic Voltage and Frequency Scaling
(DVFS) has been integrated into our adaptation framework. In this way
we manage to sustain QoS while considerably reducing the workload and
energy consumption.
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Figure 3.1: System framework for mobile video calls. The white blocks
show the coding module and the solid arrows show its workflow. The blue
blocks show the proposed feedback module with its workflow indicated in
dashed arrows.
The structure of our video call system on a mobile device is shown
in Figure 3.1. The white blocks show the coding module with its work-
flow indicated in solid arrows. Like any other video conferencing system,
the coding module has an encoder and a decoder. The encoder contin-
uously reads frames from the front-facing camera and encodes them into
a compressed bitstream that is to be transmitted to the receiver through
a wireless network. The decoder, on the other hand, reads the received
bitstream from network and decodes them into complete frames for display
on the screen.
The blue blocks show the feedback module proposed in this chapter
and the dashed arrows indicate its workflow. The feedback module consists
of a Frame Drop Module that decides when and how to drop frames,
a Threshold Adaptor as well as an Encoding and Decoding Sets
Selection Module that decide which coding parameters should be se-
lected for the current frames, a CPU Adaptor that implement DVFS.
The Decision Module controls all other modules’ behaviors. Next we
take a deeper look at the coding module for workload reduction while the
control mechanism and feedback algorithm for the feedback module will be
explained in Section 3.5.
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3.3 Complexity Scalability of MPEG-4
MPEG-4, like most video codecs, adopts a macroblock-oriented motion
compensation approach, which explores the temporal and spatial redun-
dancy between and across frames to reduce the encoded video size. Its
encoder consists of many modules such as Motion Estimation (ME), Dis-
crete Cosine Transform (DCT), Quantization (QUANT) and Entropy En-
coding (EE). The decoder can be regarded as a simplified inverse process
of encoding. The complexity of each module can be fine-tuned at the mac-
roblock level with different control parameters, generating videos of various
qualities at different workloads.
3.3.1 Profiling Environment
In order to explore the quality-complexity (energy) design space, we con-
ducted extensive experiments and profiled the output and workloads of the
main functional modules for the MPEG-4 coding workload with various
coding options. We utilize Xvid1, an open source implementation of the
MPEG-4 standard as the video codec for analysis and experiments. We se-
lected ten 150-frame video sequences in QCIF (176×144) format. Eight of
them are from a standard MPEG test video set2 and the other two, labvideo
and cityvideo are excerpts of the long videos that we filmed ourselves and
used for execution experiments in Section 3.6. We ran all profiling work
on the SimpleScalar3 platform, configured with the MIPS instruction set.
SimpleScalar is a computer architecture simulator capable of proving many
performance metrics about the executed programs on it, such as the CPU
cache hit rate, the processor cycles, etc. For the analysis of the profiling
results, the workload is quantized as the number of simulated processor
cycles on SimpleScalar.
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3.3.2 Encoder Adaptation
Of the various components in the encoding process, Motion Estimation
(ME) is generally regarded as the most computationally intensive process.
Our profiling results show that on average motion estimation takes about
65% of the total workload during the encoding process for every inter-coded
frame. Therefore we only explore the workload scalability in the motion
estimation component. During motion estimation, the encoder searches
through the reference frames, trying to find a best matching motion vector
(MV) for the current macroblock in terms of minimal pixel SAD (Sum of






|ci,j − ri,j| (3.1)
As we can see, the metric adds up the absolute difference of pixel values
over a macroblock with size N × N . Here ci,j and ri,j denote the pixel
value at position (i, j) of the current and reference macroblocks, respec-
tively. It is clear that a smaller SAD value indicates a smaller difference
between the two macroblocks. We extend the SAD concept and define the
Motion Level, MotionL to be the average SAD between two consecutive











|ci,j − ri,j| (3.2)
W and H denote the width and height of a frame and M , K denote the
number of macroblocks along the horizontal and vertical direction of a
frame. We will show that video sequences with similar averaged MotionL
show comparatively similar workloads using the same encoding parameters.
Frame Level Selection
For a frame, the workload of the motion estimation module is controlled
by three parameters: search precision, search range and selection of com-
pensation mode.
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• Search Precision. The MPEG-4 standard defines fullpel, halfpel and
quarterpel precision for motion vectors. The halfpel and quarterpel
search, achieved through interpolation of fullpel reference frames, re-
fines the search process and increases the compensation accuracy at
the cost of additional complexity.
• Search Range. The search range defines the bounding region in the
reference frame within which the motion estimation process tries to
find the optimal motion vector. A larger search range increases the
possibility of finding a good motion vector, while a smaller one re-
duces the number of searches and comparisons.
• Compensation Mode Selection. The Compensation Mode defines
specifications on the Motion Estimation procedure, such as the num-
ber of motion vectors to use for one macroblock, the source of ref-
erence frames, etc. The MPEG-4 standard defines three compen-
sation modes (INTRA, INTER, INTER4V) for P frames, and four
modes (DIRECT, BACKWARD, FORWARD, INTERPOLATE) for
B frames. I frame (Intra-coded frame) refers to a self-contained frame
that can be independently decoded. P frame (Predictive frame), on
the other hand, holds only the difference between the current frame
and the preceeding frame, and thus it needs the information of the
preceeding frame to be fully decoded. B frame (Bi-predictive frame)
holds the differences between the current frame and both the pre-
ceeding and the following frames. Although there are some early
termination techniques that terminate the motion estimation process
when a small SAD threshold is met, most macroblocks still traverse
all compensation modes and choose the best mode that produces the
minimal SAD, which results in excessively large workloads. Therefore
the available modes can be restricted for selection before the motion
estimation process starts. To validate this approach, we select five
encoded videos from the test sets and count the total times each cod-
ing mode is adopted among all the macroblocks. We then draw the
percentage of adoption for different coding modes against MotionL
in Figure 3.2. We can see clearly that the DIRECT mode for B
frames and the INTER mode for P frames almost dominate in the
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case of small MotionL, and their percentages decrease as MotionL
increases. This indicates to us that the motion level serves as an
effective criterion for mode selection.




































Figure 3.2: The adoption percentages of coding modes among all mac-
roblocks with regard to Motion Level (MotionL). The upper graph is for
P frames while the lower graph is for B frames.
To summarize, in Table 3.1 we list all the workload reduction options for
encoding and there are 12 combinations in total, each of which is referred
to as an Encoding Set. To select the most appropriate encoding set for dif-
ferent videos, we encode the ten test videos with all encoding options, and
record the resulting complexities and qualities. To quantitatively evaluate






∆SAD, the average percentage by which the final matching SAD value
increases compared to the original approach in Xvid, serves as the indica-
tor of quality loss due to simplification in the motion estimation process.
Similarly, ∆COUNT is the average reduction in the number of performed
searches and SAD computations per macroblock. Clearly, we are looking
for encoding sets that produce the highest utility. In Figure 3.3 we plot
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Item Parameter
Search Range original, half range, quarter range
Precision fullpel, half and quarter pel
Coding Mode all, DIRECT and INTER only
Table 3.1: Available encoding options.
the ∆SAD versus ∆COUNT relationship for one test video football, which
consists of fast-moving sports scenes. The asterisks represent different en-
coding sets. The asterisks aligning around the fitting curve give better
results since they have the highest Util. We set an upper bound of 10% on
the SAD value increase, and choose the option with maximal complexity
reduction for each video. After processing all videos we observe that videos
with similar motion level tend to have similar performances for the same
encoding option and the selected encoding sets fall into three clusters. As
such, we select these three sets L1, L2 and L3 as listed in Table 3.1 which
provide the best optimizations for video frames with high, medium and low
MotionL values.
















Figure 3.3: ∆SAD versus ∆COUNT relationship for video football in
different encoding sets. Asterisks aligning around the fitting curve have
the highest utility values.
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Level Range Precision Mode MotionL
L1 full subpel all high
L2 half fullpel DIRECT,INTER only medium
L3 quarter fullpel DIRECT,INTER only low
Table 3.2: Selected encoding sets for adaptation.
Macroblock Level Tuning
Previously we use a specific encoding set for a frame depending on its
motion level. This encoding set will be applied to all macroblocks within
the frame, which is undesirable. For one macroblock, a large MotionL
against the previous frame suggests that it has to search on a large range
to find the best matching motion vector and vice versa. Uniform encoding
sets will lead to a quality degradation for some parts of a frame with high
SAD, as well as workload waste for other parts with low SAD. To solve this
problem, we perform a macroblock tuning within frames given a quality
set as follows: After we derive the SAD value for the frame, we record the
position of macroblocks that generate the largest and smallest 10% of SAD.
During motion estimation, if we meet macroblocks belonging to the highest
10%, their search range will be enlarged to 2 times the original one defined
in the selected encoding set. Conversely, the search range for macroblocks
belonging to the lowest 10% will be further halved to save workload.
3.3.3 Decoder Adaptation
In the past there have been various research approaches on complexity
scalability on video decoders, which can be roughly classified into two cat-
egories: sender scalability and receiver scalability. Sender scalability relies
on the sender (streaming server) to adapt the decoding complexity, and
this is achieved either through Scalable Video Coding (SVC) [113], or Proxy
Transcoding [101]. In SVC, videos are encoded into a base layer and several
enhancement layers. These layers are scheduled for transmission accord-
ing to the network conditions and processing capacity at the receiver side.
Proxy Transcoding utilizes an intermediate proxy between the server and
the receiver to transcode the video stream into a specified format suitable
for the receiver to decode. However, SVC is computationally expensive at
the encoder side, which is unbearable for mobile platforms, while Proxy
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Transcoding incurs additional processing delay and fails in scalability in
point-to-point communication. Therefore, sender scalability is more suit-
able for media streaming service such as Video-on-Demand (VoD) and is
not applicable in our scenario.
On the other hand, receiver scalability refers to the approach where
the decoding process is dissembled into several components and the re-
ceiver chooses to simplify or ignore some components so as to decrease the
workload. Existing methods primarily include Huffman Coefficient Discard
and Fullpel Compensation Replacement. Huffman coefficient discard [62]
discards the high frequency parts of Huffman codes to simplify the pro-
cess of Variable Length Decoding (VLD) and Inverse Quantization (IQ).
Fullpel compensation replacement [65] replaces halfpel and quarterpel mo-
tion compensation with fullpel ones by rounding motion vectors to the
nearest integer value such that computationally intensive pixel interpola-
tions are saved.
In order to test the efficacy of receiver scalability approaches mentioned
above in terms of quality and workload reduction, we first decode the ten
test videos with the standard decoding process (SDP) in Xvid where no
workload reduction measure is taken. We refer this decoding set as D0.
Then the following decoding measures are tested as well:
• 30% Huffman codes drop
• 50% Huffman codes drop
• 70% Huffman codes drop
• Fullpel MC replacement
The workloads are measured as average processor cycles per frame, and
∆WorkRed denotes the percentage of workload reduction compared to D0.
For the decoder, as the original raw frames are not available, we cannot
measure the quality loss by PSNR between raw frames and decoder output.
As an alternative, we define the relative quality ∆RelQ to be the average
PSNR between the output frames by SDP and by the complexity reduction
measures mentioned above, where higher ∆RelQ is desirable as it indicates
a smaller difference between decoded frames. An upper bound of 50 dB
is set for output frames of identical contents. We select four videos from
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test sets with different MotionL (grandma: 2.57; labvideo: 9.91; cityvideo:
19.76; husky : 26.03). The decoding results on ∆WorkRed and ∆RelQ are
depicted in Figure 3.4.

































Figure 3.4: Workload Reduction ∆WorkRed and Relative Quality ∆RelQ
for different decoding sets.
We can see from Figure 3.4 that for dropping Huffman codes, the
workload reduction can rarely exceed 5%, while fullpel MC can reduce
the workload by about 20% on average. This is due to the reason that
VLD+IQ usually take up a small portion of workload compared to MC.
Our profiling results show that on average VLD+IQ take up 20.8% while
MC takes up 47.7% of the decoding workload. Moreover, Fullpel MC gives
graceful quality reduction comparable to Huffman codes dropping. As such,
we will adopt Fullpel MC as the only workload reduction approach at the
decoder side and refer to this decoding set as D1.
3.4 Metrics for System QoS and PowerModel
We define quality metrics and a power model to evaluate the system per-
formance and energy consumption. During execution, the measurements
will be monitored by the feedback module for adaptive decisions.
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3.4.1 Methodology for Real-time Performance Mon-
itoring
For the encoder, the following metrics are evaluated:
• Encoder Frame Drop Rate (EDrop). Frames may have to be dropped
to reduce the delay and complexity in delay sensitive real-time sce-
narios. A large drop rate should be avoided as it will incur motion
jitter at the decoder side.
• Encoder PSNR (PSNR). PSNR averaged over the encoded frames,
which is affected by frame’s motion level and selected encoding sets.
• Encoder Queue Time (EQT ). The average queuing delay in the buffer
before a frame is fed into the encoder. A large queue time will produce
a noticeable delay undesirable for communication.
For the decoder, the quality loss comes from frame drops and Fullpel Com-
pensation Replacements. Please note that due to the frame dependencies
between I, P and B frames in the decoding process, I and P frames are
never dropped so as to preserve a long dependency chain. If it is neces-
sary to drop frames, only the 1st B frame in a consecutive B frame group
are dropped and replaced by the previous P or I frame in display order.
The same principle applies to fullpel replacement as well. As we can see,
the quality loss in B frame drops comes from the difference between the
dropped B frame and the replacing frame. We define Relative Quality Loss
QLbd to be the PSNR loss due to the frame replacement against identi-
cal frame content. However, during decoding direct PSNR calculation is
not applicable since the dropped frame cannot produce any output and
no reference frame can be utilized. There are methods that deal with no-
reference PSNR calculation for compressed video and image sequences [31],
but they require going through the decoding process and thus cannot be
applied here.
We know that generally speaking larger B frames contain more infor-
mation, and a higher QLbd will be observed as a result of a discard. So
frame size may be a useful indicator of quality loss. Through our profiling,
we find that QLbd can be approximated by a log function of the frame size
ratio, as shown in Figure 3.5. By regression, we get the fitting function
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Figure 3.5: Relative Quality Loss QLbd with regard to frame size ratio
SB+SD
SI
due to B frame discard.




where SB, SD and SI denote the size of the discarded B frame, previously
displayed frame, and I frame in the current GOP, respectively. A similar
formula can be derived for relative quality loss QLcr due to fullpel com-
pensation replacement.




The corresponding symbols have the same meanings as in the previous
equation. Suppose Nbd and Ncr denote the number of frames that are
dropped and we performed fullpel MC replacement during the whole de-














Consequently, for the decoder we evaluate the following metrics:
• Decoder Frame Drop Rate (DDrop).
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• Decoder Relative Quality Loss (QL).
• Decoder Queue Time (DQT ).
3.4.2 Power Model
To evaluate the energy consumed during video processing and transmission,
we build a power model for the CPU and discuss possible approaches that
can be utilized for energy saving. For CMOS circuits, the dynamic power
P can be modeled as
P = CV 2fclk (3.7)
where C, V and fclk denote the effective switched capacitance, supply volt-
age and clock frequency, respectively [32]. C is usually regarded as constant
under different working states. It is clear from the model that V and fclk
can be lowered to reduce energy consumption. However, downscaling of
voltage and frequency denotes limited processing power that results in a
longer execution time for the same workload. This will generally lead to
system performance degradation for real time work where a large deadline
miss ratio is not permitted. That means an appropriate DVFS algorithm
should be applied that adjusts the CPU working state according to actual
system requirements. The details of DVFS will be discussed in Section 3.5.
3.5 Algorithms for Adaptive System
As is shown in Figure 3.1, the system can be dissembled into two main
functional components: theCoding Module and the Feedback Module.
3.5.1 Coding Module
The encoder and decoder continuously fetch frames from buffers after fin-
ishing their previous work. If the frame drop module indicates that the
current frame should be dropped, for the encoder it will be discarded im-
mediately while for the decoder it will be discarded if the current frame
satisfies the dropping condition (1st B frame in a consecutive B frame
group). Otherwise a corresponding coding set will be selected from Table
3.2, designated by the coding sets selection module.
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3.5.2 Feedback Module
The execution parameters of the system include:
• Coding set. It decides the most suitable encoding and decoding set
for the current system.
• Frame drop pattern. It decides if frames in the buffer should be
dropped and their dropping rate.
• CPU working state. It decides the present voltage and frequency of
the CPU.
The feedback module keeps monitoring the execution conditions, and makes
decisions to adaptively change the execution parameters for the system
through the decision module. To avoid frequent changes in system set-
tings, the decision for adaptation is made only after the encoder finishes
a complete GOP. In interactive video applications the GOP size is usually
small for error correction purposes. Algorithm 1 demonstrates the work-
flow of the decision module and its details are discussed below.
Threshold Adaptation and Coding Set Assignment
Once a frame’s coding work has been completed, its corresponding statistics
(execution time, frame size, buffer queue size, etc.) are sent to the decision
module, which keeps collecting statistics until the GOP size threshold is
reached. It is assumed that the change in motion level is gradual between
successive frames since an abrupt context switch like a scene cut is unlikely
in a video call scenario. So line 7 predicts the motion level for the next
GOP based on the amount and change rate of recent GOPs, where αft
and βft are two smoothing coefficients. Line 8 calculates the difference
between the averaged encoding time of current GOP frames and the stan-
dard encoding time (inverse of frame rate), which is used for motion level
threshold adaptation at lines 10 to 11. Line 9 gets a similar value for
the decoder. Based on the current threshold and predicted motion level,
proper coding sets of the encoder and the decoder are assigned for the
next GOP, as lines 12 to 23 shows. We use adaptive thresholds instead
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Algorithm 1 Workflow of Decision Module
1: for each frame do
2: CollectStats(Encoder,Decoder);
3: if !GOP Size Reached then
4: continue;
5: end if
6: // Coding Set Selection
7: MotionL = αft×prevMotionL+βft× (MotionL−prevMotionL);
8: ∆EncT ime = EncT ime− StdEncT ime;
9: ∆DecT ime = DecT ime− StdDecT ime;
10: ThreshL = ThreshL + λ×∆EncT ime;
11: ThreshH = ThreshH + λ×∆EncT ime;
12: if MotionL < ThreshL then
13: SetEncoderSet(L3);










24: // Frame Drop and Hardware Control
25: FrameDropAndHardware();
26: // Reset Statistics.
27: ResetStats(Encoder,Decoder);
28: end for
of fixed ones for two reasons. First, the exact value for a fixed threshold
is difficult to determine due to various context changes that could happen
during a video call. Second, it helps to maintain fair use of computational
resources of the system. From the equation we know that the threshold
change is proportional to the deviation of the encoding time. For a positive
deviation, which indicates the previous encoding speed is slow and a buffer
overflow may be incurred, the thresholds are increased. As a result, for the
next GOP it has a larger possibility to be assigned a lower encoding set
that reduces the total execution time and prevents the buffer occupancy
rate from increasing, and vice versa. Similarly, a threshold decrease will
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Algorithm 2 Frame Drop and Hardware Control
1: // Algorithm for FrameDropAndHardware();
2: if DV FS ENABLE then
3: // Check if system overload with bad performance




8: // Normal check
9: if BufferRatio < ThL then
10: CurFreq–;









more likely assign higher encoding sets that better utilize free resources
and improve output quality.
Frame Drop Decision and Hardware Control
Algorithm 2 shows the details of the frame drop decision and hardware
control. After the NIC is set into a working state, it starts sending out
encoded frames queued in the buffer, and at the same time fetching received
data. When the buffer is cleared, it will be transitioned into sleep mode
until the next wake up. For the frame drop decision, in the traditional
approach video frames are dropped once the buffer overflows. However,
this is not desirable for real-time communication due to the large coding
delay proportional to the buffer size. In such cases, frames having resided
long in the buffer become “stale” and should be discarded, so that resources
can be devoted to new frames. As such, the frame drop decision is based on
the buffer occupancy rate (BOR) and the availability of DVFS. In an ideal
case, the buffer occupancy rate should remain small and almost invariant.
If DVFS is not available, which means that the computational power is
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fixed, frames will be discarded once the BOR reaches a specific threshold,
and the drop rate is proportional to BOR, as line 18 shows. On the other
hand, if DVFS is available, the CPU frequency will be adjusted according to
BOR. If BOR is below ThL or above ThH , the frequency will be switched
to the next lower or higher level. If the highest frequency level has been
reached in the previous round and BOR still remains high, more frames will
be dropped and the coding set will be further lowered to help the system
get rid of such state as soon as possible.
3.6 Experimental Evaluation
3.6.1 Experimental Setup
We established a video call connection between a server and a ThinkPad
W500 laptop through an in-campus WiFi network, which is tested to be
with sufficient bandwidth and negligible loss rate. The laptop is equipped
with a 2.8GHz IntelR©Core 2 Duo T9600 processor, 4GB RAM, and IntelR©
Wireless WiFi Link 5300AGN NIC, running under Linux with kernel ver-
sion 2.6.32. The processor supports DVFS through an ACPI interface4
at four different frequency levels, 0.8GHz, 1.6GHz, 2.13GHz and 2.8GHz.
Both sides continuously perform decoding after receiving encoded video
streams from the other side and sending bistreams after encoding. Live
webcam recording is not adopted as encoder source as this cannot guar-
antee the same video content in different experiments, which is important
for accurate and objective comparisons of various approaches. Instead, us-
ing MicrosoftR©LifeCam HD5000, an HD webcam, we recorded two videos
in raw YUV format at resolution 640 × 480, and then rescaled them to
640 × 360. Both videos are 2 minutes long. The first low-motion video,
lab is featuring a person talking and walking around in a lab, while the
second high-motion video, city features the scenic view of the Singapore
downtown from a tour bus. In each experiment, the same video is used at
both sides, and the raw frames are read one by one from hard disk every
40ms to simulate a 25 fps scenario. The GOP size, and the encoder and
decoder buffer sizes are all set to 25. We then evaluate the system perfor-
4www.acpi.info
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Table 3.3: Dynamic power parameters for a T9600 CPU [18][32].
mance of the laptop in terms of encoder and decoder metrics discussed in
Section 3.4.1. Due to disturbances in the operating system at both sides
and in the network transmission, in different runs small variances in system
performance are observed for the same scenario. To minimize such effects,
for each scenario we run the system five times and get the averaged result
as the final performance.
3.6.2 Parameter Calculation for Energy Model
From the Intel specification [18] we know that the T9600 has a thermal
design power (TDP) of 35W, and a supply voltage range between 1.05V-
1.2125V. This is the maximum power consumption of both static and dy-
namic power. We assume C to be a constant among different CPU work-
ing states, and TDP to be the power consumption at the highest frequency
2.8GHz, and calculate the supply voltage for each frequency level according
to the linear relationship between V and fclk observed in [32], and a static
power of 7.7W. We get the CPU dynamic power as shown in Table 3.3.
3.6.3 Experimental Result
The results are shown for two scenarios. The first scenario features a fixed
frequency setting and system performances are compared with no regard
to energy consumption. The second scenario integrates an energy saving
approach on hardware and considers both performance and energy con-
sumption in the evaluation.
Fixed Frequency
We fix the CPU frequency at 800MHz and video calls are executed at two
different bitrates, 400kps and 600kps for both resolutions. The perfor-
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mances of our algorithm (A) with standard approach (S) are evaluated.
The complete results for video resolution 640×360 and 640×480 are listed
in Tables 3.4 and 3.5, respectively. To illustrate the differences in QoS, we
plot three metrics (EDrop, EQT , DQT ) in Figure 3.6.














(a) Encoder Drop Rate (EDrop) (640x360)
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(b) Encoder Queuing Time (EQT)(640x360)
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(c) Decoder Queuing Time (DQT)(640x360)
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(d) Encoder Drop Rate (EDrop)(640x480)
standard
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(e) Encoder Queuing Time (EQT)(640x480)
standard
adaptive























(f) Decoder Queuing Time (DQT)(640x480)
standard
adaptive
Figure 3.6: Comparison of system performance at fixed frequency (Figures
a, b and c are for resolution 640×360. Figures d, e and f are for resolution
640× 480.
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Vid. BR(kbps) App EDrop(%) PSNR(dB) EQT(ms) DDrop(%) QL DQT(ms)
lab
400
S 4.19 32.81 102.64 0 0 47.74
A 0 32.62 9.62 0 0 11.08
600
S 6.13 35.88 123.64 0 0.85 64.08
A 0 35.53 16.81 0 0 13.73
city
400
S 14.32 28.92 181.30 3.26 3.01 133.80
A 0.66 28.88 32.08 0 0 17.31
600
S 13.79 30.19 175.84 4.26 5.73 149.76
A 1.32 29.96 51.36 0 0 18.94
Table 3.4: Performance comparison at resolution 640× 360 with fixed fre-
quency.
Vid. BR(kbps) App EDrop(%) PSNR(dB) EQT(ms) DDrop(%) QL DQT(ms)
lab
400
S 20.78 31.28 226.52 1.46 2.90 84.64
A 8.06 30.99 98.28 0 0 38.96
600
S 23.78 33.66 285.32 3.73 3.04 111.36
A 7.66 33.67 103.72 0 0 44.08
city
400
S 31.97 29.28 369.96 9.20 5.56 150.08
A 13.52 29.12 153.16 2.45 2.11 45.04
600
S 31.11 29.35 361.16 10.20 6.15 155.06
A 14.32 29.27 158.12 2.93 2.36 45.80
Table 3.5: Performance comparison at resolution 640× 480 with fixed fre-
quency.
From Tables 3.4 and 3.5 we can see that the performance degrades as
the resolution goes larger, due to the CPU operating frequency limit (fixed
at 0.8GHz). A small performance degradation is also observed on most
metrics as bitrate and motion levels increase. At resolution 640× 360, the
adaptive system can guarantee the frame drop rate to be less than 1.5% for
high motion video, and only up to 0.35 dB PSNR loss for the encoder, and
no quality loss for the decoder, where no frame drop or fullpel compensation
measures have to be taken. Moreover, the average queuing delay for the
encoder (EQT ) and the decoder (DQT ) can be reduced by 82.53% and
82.44% on average, respectively. At resolution 640×480, where 33.3% more
macroblocks have to be processed for each frame, the encoder frame drop
rates are reduced by 60.17% at the cost of 0.18dB PSNR loss on an average
basis, as well as a 58.83% reduction for EQT . The effect of a large drop
rate reduction and little quality loss can be reflected by OPSNR, which
shows at least a 3.7 dB increase than standard practice. For the decoder,
the frame drop rate is reduced by at least 73.37%, up to no frame drop.
The DQT is roughly controlled within a frame’s display time (40ms). The
decrease in QLoss value also demonstrates the effectiveness of adaptivity.
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Adaptive Frequency
In this scenario we fix the bitrate at 400kbps. For the standard approach
(S), we set the frequency at the highest available (2.8GHz) and send every
frame once it is encoded. For the adaptive approach (A), DVFS is em-
ployed. The performances are shown in Table 3.6. Figure 3.7 demonstrates
the dynamic energy consumption of the CPU. In Table 3.6 OPSNR and
all decoder metrics are omitted to save space, since in all cases the DQT
remains below 20ms and QLoss keeps at zero, which indicates no frame
drop or fullpel MC occur during the whole decoding process.
From Table 3.6 we can see that compared with results under fixed
frequency, the performances are improved dramatically, especially for the
large resolution, as sufficient processing power is provided when necessary.
Under energy saving mode, while the adaptive approach still shows com-
parable performance with the standard practices that are executed at the
highest frequency, its energy consumption is decreased impressively, as Fig-
ure 3.7 shows. With DVFS, the dynamic energy consumption of CPU is
reduced by 52.04% on average.


















Figure 3.7: Dynamic energy consumption of CPU with DVFS.
3.7 Overhead Computation
As SimpleScalar does not support multi-threading, the whole system can-
not be compiled and run on it to get the exact workload in terms of pro-
cessor cycles. As such, we run the encoding and decoding processes for one
video clip separately on SimpleScalar and the sum of the coding workloads
is denoted as WLCODE. Then the feedback module is extracted into a
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Vid. Res. App EDrop(%) PSNR(dB) EQT(ms)
lab
640x360
S 0 33.99 1.24
A 0 34.02 2.12
640x480
S 0 32.77 18.96
A 0.33 32.71 18.92
city
640x360
S 0 28.57 25.04
A 0 29.32 27.36
640x480
S 1.46 28.28 44.04
A 3.86 28.29 51.72
Table 3.6: Performance comparison at 400kbps with adaptive frequency.
single program and executed with execution statistics profiled from a real
scenario, and its workload is denoted as WLFB. The overhead of the feed-
back module OverH is computed as the ratio of WLFB over WLCODE.
For lab and city, OverH are 0.92% and 0.87%, respectively, which demon-
strates that our feedback module incurs very little overhead during system
execution.
3.8 Summary
In this chapter we present the complexity adaptation of MPEG-4 and en-
ergy conservation for mobile video calls. We integrate the selected encoding
and decoding sets for videos of different motion levels into a feedback algo-
rithm. We also utilize the hardware energy saving approach of DVFS for
the CPU to minimize energy consumption while still achieving satisfactory




An Energy Efficient Mobile Call
Framework with Adaptive Coding of
H.264
4.1 Introduction
Following the work in Chapter 3, in this chapter we develop an energy-aware
H.264 coding optimization framework for video calls on mobile platforms.
H.264 is one of the most widely used compression standards for video
streaming and video conferences nowadays due to its excellent compression
efficiency. Compared to its predecessor MPEG-4, H.264 introduced sev-
eral new coding techniques. For example, it greatly extends the number
of reference frames and also supports weighted referencing, so that it is
more likely to find a best matching motion vector in this enlarged range of
candidates. Moreover, it supports the mixing of different partitioning and
coding schemes within one macroblock, which is especially useful for frames
with complex motions. As a result of these introduced features, H.264 has
a much improved coding efficiency by achieving similar qualities with less
required bits.
For interactive communications a stringent requirement for delay and
Quality of Service (QoS) during multimedia delivery should be achieved.
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It would be a challenging task to guarantee the coding efficiency of H.264
in a video conference conducted on a mobile platform, while at the same
time reducing its energy consumption given the power constraint of mobile
devices, as the benefits of H.264 come with a cost of much increased coding
complexity and a larger parameter space for tuning. If we continue to apply
the analysis approach we designed for MPEG-4, where we select the most
efficient coding sets with regard to the video’s contents, coding workload
and output quality, we will encounter a considerable number of candidate
coding sets by the combination of various coding parameters. It is also
a challenging task to dynamically apply this huge coding set to different
videos in realtime.
Through oﬄine profiling, we explore the mechanisms of H.264 coding
and utilize the texture similarity between spatially and temporally adjoin-
ing macroblocks to reduce the coding workload, and control the quality-
complexity tradeoff with a single parameter, adaptive to the system envi-
ronment. To satisfy the short latency requirement imposed by interactive
communication, we derive a dynamic upper bound for the encoder buffer
by periodically feeding back the execution conditions from both video call
clients. Then Dynamic Voltage and Frequency Scaling (DVFS) is applied
to guarantee this upper bound as well as utilize the reduced processing
requirement to decrease the energy consumption of CPU.
4.2 Complexity Scalability of H.264
An H.264 encoder consists of several modules such as Motion Estimation
(ME), Discrete Cosine Transform (DCT), Quantization (QUANT) and En-
tropy Coding (EC). The workflow of the decoder can be seen as an inverse
process of the encoding. The complexity of each module can be fine-tuned
at the macroblock level with different control parameters, generating videos
of various qualities requiring different workloads. In order to explore the
quality-complexity (energy) design space, we conducted extensive experi-
ments and profiled the output and workloads of the main functional mod-
ules with various coding options. We adopted x264, one of the most widely
used open source implementation of H.264 as the encoder and the built-in
H.264 decoder of FFmpeg for our analysis and experiments. We selected
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a set of raw video sequences in QCIF (176 × 144) resolution from a stan-
dard set of MPEG test videos1. We ran all the profiling work on the
SimpleScalar platform configured with an MIPS instruction set, which can
accurately record the processor cycles for each executed program. The
results are discussed in the following sections.
4.2.1 Complexity Adaptation of H.264 Encoder
H.264 provides a number of parameters in different components of the en-
coding process for fine-tuning down to the sub-macroblock level. However,
Motion Estimation (ME) is generally regarded as the most computation-
ally intensive process. Our profiling results show that on average motion
estimation alone occupies 81.26% of the total workload per frame. There-
fore we concentrate on the workload scalability during motion estimation,
when the encoder searches through the reference frames, trying to find the
best matching motion vector (MV) for the current macroblock according
to a Lagrangian cost function:
J = D + λQPR (4.1)
where D denotes the distortion represented by SAD (Sum of Absolute
Differences) or SATD (Sum of Absolute Transformed Differences), and R
denotes the required number of bits to encode the motion vector and resid-
ual coefficients. λQP is the Lagrangian multiplier usually dependent on
the quantization parameter QP . Compared with previous codecs, H.264
remarkably increases the coding efficiency at the cost of additional complex-
ity, which primarily stems from the more aggressive motion vector search
strategy that adopts a flexible macroblock coding mode, multiple reference
frames and subpixel refinement. In the following section we will discuss
each of them.
Flexible Macroblock Coding Mode
H.264 allows a 16x16 macroblock to be divided into 16x8, 8x16 and 8x8
sub-blocks, and one 8x8 block can be further partitioned into 8x4, 4x8 and
1media.xiph.org/video/derf/
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Table 4.1: Partition Level, Coding Modes and Base Texture Complexity.
Partition Level Coding Mode BTC
P0 SKIP (DIRECT) 0
P1 16X16 0.2000
P2 16X8 or 8X16 0.3170
P3 8X8 0.4644
P4 8X4 or 4X8 0.6340
P5 4X4 0.8175
PI INTRA 1
4x4 sub-blocks. Each of these sub-macroblocks can have their own motion
vectors and reference frames. Although there are some early termination
techniques such as the adoption of the SKIP mode where no residual coef-
ficients are transmitted and the whole macroblock pixels are reconstructed
from reference frames, most macroblocks still search through each of these
coding modes to minimize the Lagrangian cost.
However, our profiling results show two important observations. The
first is that if a macroblock is composed of smooth and slowly-varying pixel
values, the motion estimation process is likely to terminate after trying
the SKIP and 16x16 modes, otherwise more complex modes have to be
explored. We assign a Partition Level Pk to each coding mode as shown
in Table 4.1 and use NPk to represent the number of independent motion
vector a partition level Pk has within an encoded 16x16 macroblock. Since
each partitioned sub-block has a motion vector to represent its local motion,
NPk serves as an indicator of texture complexity. We define a normalized







The calculated BTC are shown in Table 4.1. We assign the highest value
(unit value) to INTRA mode where motion vector is not applicable, as
INTRA will be adopted if no inter prediction can produce a satisfactory
result and thus it signifies the most complex texture. If a macroblock
adopts mixed partition levels, such as Figure 4.1 shows, the BTC for the
whole macroblock is averaged over each 4x4 sub-block.
The second observation is that coding modes with similar BTC always
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Figure 4.1: Example of a macroblock partition in H.264.
appear in a clustered fashion, both spatially and temporally. Figure 4.2
plots the BTC for the 6th frame of the test video football, with the colors
of the macroblocks representing their BTC values. We can see that mac-
roblocks with similar colors tend to be clustered. This can be explained
by the continuous and smooth transitions of motions usually present in
natural videos. This provides us with the insight that spatially and tempo-
rally neighboring macroblocks that have been coded before provide useful
information on how the current macroblock should be encoded. Our idea
is to predict a complexity value for the current macroblock by averaging
the BTC of neighboring macroblocks, and only try coding modes with a














Figure 4.2: BTC of the 6th frame of video football.
However, this approach can easily lead to a tendency for simpler modes
and large quality degradation, as the adopted coding mode will never ex-
ceed the maximal mode in neighboring macroblocks, whose coding modes
have already been constrained previously and may not be the optimal
ones. To compensate for this, we propose a Composite Texture Complexity
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(CTC) by increasing BTC with a penalty for quality loss PQL:
CTC = BTC + αPQL (4.3)







qpmax, qpmin and qpcur indicate the maximal, minimal and current quan-
tization parameter used by the codec. We divide one macroblock into 16
sub-blocks, each with size 4x4. After motion prediction, DCT transfor-
mation and quantization, Non-Zero Indication (NZI) is set to 1 if there
are any non-zero value residual coefficients inside each of these 4x4 sub-
blocks. Quality loss in video compression comes from the quantization of
the residual coefficient matrix after motion prediction, and a large quanti-
zation parameter is likely to remove more details. A matching coding mode
can effectively reduce the quality loss as the residual matrix will be very
sparse. Therefore PQL serves as a good indicator of how much details have
been quantized out. α is a coefficient ranging from 0 to 1, functioning as a
tradeoff between quality and speed. A large α value means that we assign
a higher penalty to the predicted complexity due to quality loss and vice
versa.
Assume the current macroblock is indexed by a triplet (i, j, t) where
(i, j) denotes the spatial position within the current frame and t denotes
the current frame index. The composite texture complexity of the current
macroblock TC(i,j,t) is predicted as follows:
CTC(i,j,t) = CTC(i−1,j,t) + CTC(i,j−1,t)
+CTC(i−1,j−1,t) + CTC(i,j,t−1)
(4.5)
That is, the CTC of the current macroblock is averaged between the im-
mediate top, left, and top-left neighboring macroblocks and the co-located
macroblock in the previous frame. The averaged value is only taken from
existent neighbors in case any of them are not available (e.g., top neighbors
are not available for first-row macroblocks).
60
CHAPTER 4. AN ENERGY EFFICIENT MOBILE CALL
FRAMEWORK WITH ADAPTIVE CODING OF H.264
As shown in Table 4.1, the BTC values for each partitioning mode
serve as a group of escalated thresholds for coding mode restriction. Before
encoding one macroblock, we calculate the predicted CTC according to
Equation 4.5, and start motion prediction from the lowest coding mode as
shown in Table 4.1. Once we proceed to the next coding mode, we check if
the predicted CTC exceeds the BTC value for next mode, and the motion
prediction process will terminate once the above condition does not hold.
Note that our proposed restriction is orthogonal to the early termination
implemented in x264 as we make no modification to the Lagrangian cost
function and they can be combined to further accelerate the coding speed.
Multiple Reference Frames
H.264 allows multiple frames to be maintained for motion prediction and
the encoder has a higher opportunity to find a best matching motion vector.
The increased computation is directly proportional to the increased number
of reference frames. Again, we utilize the knowledge from neighboring
macroblocks and restrain the maximal number of available reference frames.
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Figure 4.3: Illustration of weights for neighboring macroblocks.
given weights shown in Figure 4.3. Blocks in light color represent the co-
located macroblock in the previous frames while the blocks in dark color
represent immediate top, left and topleft macroblocks in the current frame.
Sub-blocks more spatially adjacent to the current macroblock are given
higher weights. The reason we choose size 8x8 instead of 4x4 is that in
H.264 sub-blocks within one 8x8 block must point to the same reference
frame. Initially the weights for all reference frames are set to zero. Then
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for each of the neighboring sub-blocks, its weight is added to the reference
frame the sub-block utilizes. Finally the index of the reference frame with
the highest weight is set as the maximal number of references available to






(w(i)− αP iQL)θ(i, k)
]
(4.6)
where M is the number of available 4x4 neighboring sub-blocks and w(i)
denotes their assigned weights. θ(i, k) takes only value 0 or 1, denoting
whether or not the sub-block i utilizes reference frame k. αP iQL is the
penalty for quality loss that has the same meaning as it has for Equation
4.3.
Subpixel Refinement
H.264 defines Subpel Refinement Strength (SRS) as the refinement gran-
ularity of motion vectors. Once a fullpel motion vector is finally selected,
around its neighboring regions a quarterpel refinement on luma pixels and
a one-eighth-pel refinement on chroma pixels may be conducted according
to SRS. A high SRS provides a detailed, sharper image with computational
overhead incurred by pixel filtering and interpolation. We know that for
human eyes, moving regions attract more attention than static ones [57].
This inspires us to adaptively control SRS according to texture complexity.
For one macroblock, its SRS is decided by the following equation:




SRS0 is the default basic strength. α, M and PQL have the same meanings
as in Equation 4.6. We can see that higher texture complexity in neigh-
boring macroblocks will result in a higher SRS to be applied to the current
macroblock.
Combined Effects on Coding Performance
The strength of computation reduction can be uniformly controlled through
parameter α. Our method is applied to ten test videos with α ranging from
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0 to 1 with a step size of 0.1. The results of only four videos are shown
in Figure 4.4, as other videos exhibit similar results. motion estimation
Workload refers to the required percentage of the workload in motion es-
timation compared to the original approach in x264. PSNR Loss refers to
the quality loss due to our approach. We can see that the required com-
putation during motion estimation grows in proportion to α, with PSNR
Loss decreasing with the increase of α. Moreover, the bitrates increase only
1.69% in the worst case. This shows that α serves as a good tuning knob
between quality and speed.









































Figure 4.4: Motion Estimation Workload and PSNR Loss as a function of
α.
4.2.2 Complexity Adaptation of H.264 Decoder
Workload scalability of decoders can be classified into sender scalability
and receiver scalability. Sender scalability relies on the sender to adapt the
decoding complexity either through Scalable Video Coding (SVC) [113],
or Proxy Transcoding [101]. However, SVC is computationally expensive
while Proxy Transcoding incurs additional processing delays. On the other
hand, receiver scalability lets the receiver simplify or ignore some decoding
components. However, such an approach is not worth the effort as the
workload of the decoder is trivial compared with the encoder. Our profiling
results show that for H.264 the workload of the decoder is on average only
8.67% of the encoder at the same frame resolution. As a result we will
focus on the complexity reduction of the encoder and leave the decoding
63
CHAPTER 4. AN ENERGY EFFICIENT MOBILE CALL
FRAMEWORK WITH ADAPTIVE CODING OF H.264
process unchanged.
4.3 System Design
4.3.1 Derivation of Buffer Limit
During video calling, the system performs a round robin scheduling to check
if there is any raw video frame to encode as well as any video packets to
fetch and decode from the network interface. The processing time for a
raw video frame Tpe can be expressed as:
Tpe = Tenc + Tpkt + Tsnd (4.8)
Tenc, Tpkt and Tsnd stand for encoding, packetization and delivery time.
Similarly, the processing time for a received frame Tpd is:
Tpd = Trev + Tdpkt + Tdec + Tdisp (4.9)
Trev, Tdpkt, Tdec and Tdisp stand for receiving, depacketization, decoding
and image rendering time on the display. Suppose two clients, Client 1 and
Client 2, are communicating through a video call. Suppose at a certain
time 0 there are Nenc raw frames in the encoder buffer of Client 1. Assume
no buffer overflow happens, and suppose T1 is the time instant when the
last frame at time 0 is sent out. During T1, the system must process all
Nenc frames for the encoder, and suppose it processes Ndec frames for the
decoder. Since the encoder buffer is never emptied during T1 (otherwise
the system completes all encoding jobs in advance, which contradicts the
definition of T1) and the system adopts a round robin processing manner,
Ndec could be up to Nenc. Accordingly, we have
T1 > TpeNenc + TpdNenc (4.10)
Let Tnet represent the network transmission time from Client 1 to Client
2, and T2 be the time it takes to queue, decode and display this packet at
Client 2. Note that just as is the case for Client 1, T2 includes the time to
decode previous frames in the decoder buffer and the time to encode raw
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frames. Then the one way packet latency Tdelay can be represented as:
Tdelay = T1 + Tnet + T2 (4.11)
Tdelay should be upper-bounded for interactive applications. Suppose Tdelay
is bounded at Tdmax, and Tnet and T2 are known, then the following in-
equality holds:
Nenc 6
Tdmax − Tnet − T2
Tpe + Tpd
(4.12)
We define the derived maximum frame number in the buffer as Nmenc. N
m
enc
is inversely proportional to the average frame processing time Tpe + Tpd,
which can be controlled by the tradeoff parameter α and fcpu, the CPU
frequency.
4.3.2 Adaptation Workflow
We divide the total program running time into small Decision Periods Td.
At the end of each decision period, we calculate the average value for Tpe
and Tpd in the last Td. Tnet and T2 are derived by feedback from the
other client in communication, with details explained in the experimental
section. Then we can calculate Tmenc according to Equation 4.12. We define





where Ncur is the current raw frame number in the encoder buffer. We set
α = 1−EBR (4.14)
α has the same meaning as in Equation 4.3. If the buffer ratio EBR is
high, we use a small α to accelerate the coding speed, while a low EBR
imposes more penalty for higher video quality. Once EBR reaches 1, we
increase fcpu to the next higher level as the current processing capability is
not sufficient to maintain a low buffer level even when α has decreased to
0. If the maximum fcpu is reached, we have to drop frames in the encoder
buffer. On the other hand, if EBR falls below a certain threshold thβ, we
decrease fcpu to the next lower level to save energy.
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4.4 Experiments
4.4.1 Experimental Setup
We established a video call connection between a desktop and a ThinkPad
W500 laptop through a WiFi network. The laptop was equipped with
an IntelR©Core 2 Duo T9600 processor, which supports DVFS through the
ACPI interface at four frequency levels: 0.8GHz, 1.6GHz, 2.13GHz and
2.8GHz. The power model for this CPU has been listed in Chapter 3.
We implemented our adaptation framework into Linphone2, an open
source software client for making video calls on the internet. Linphone uses
SIP for connection management, RTP for video packet transmission and
RTCP for flow control. To obtain Tnet and T2 in Equation 4.11, we calculate
the round trip time (RTT) by using the timestamp value within the sender
report (SR) in RTCP, as specified in RFC 1889. Then RTT is halved to
approximate Tnet. We then extend the application-specific message (APP)
in RTCP to enable clients to exchange T2 periodically. To reduce variation
noise, we use the average of the last five measurements of Tnet and T2 to
calculate Nmenc. We set Td to 1 s, thβ to 0.2 and Tdmax to 300 ms according
to a recommendation from G.114 of ITU-T [12]. To facilitate a results
comparison, we cannot use live video streams from a camera. Instead, we
recorded two two-minute videos in raw YUV format, a low-motion campus
and a high-motion city video, at SVGA resolution (800×600) and rescaled
them to PAL size (768× 576). We read one frame every 40 ms to emulate
a 25 fps scenario. The bitrate was fixed at 384 kbps. We performed our
tests five times and the results were averaged.
4.4.2 Results
Table 4.2 and Figure 4.5, Figure 4.6 as well as Figure 4.7 illustrate the com-
parison of several performance metrics between our adaptive approach, as
specified by A and the non-adaptive approach, as specified by N. EQT
stands for average queuing time for frames in the encoder buffer. We can
see that our approach results in at most 0.44 dB PSNR loss, while reduc-
ing the drop rate by 56.45% and the queuing time by 57.93% on average.
2www.linphone.org
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Table 4.2: Comparison of performance metrics between non-adaptive (N)
and adaptive (A) approaches.
Video. Res. App




N 9.84 31.51 347.58
A 4.89 31.11 159.28
PAL
N 7.92 32.22 302.29
A 2.76 31.75 108.75
city
SVGA
N 12.83 29.31 371.35
A 4.95 28.97 183.24
PAL
N 8.07 29.57 314.93
A 4.12 29.03 116.87
Figure 4.8 shows the overall energy consumption of the CPU, which is the
sum of consumption from both static and dynamic power. It shows that
our approach reduces the energy consumption by 36.69% on average.




















Figure 4.5: Encoder frame drop rate during the video call.
4.5 Discussion
4.5.1 Hardware-assisted Coding
More and more mobile devices are taking advantage of the built-in GPU
to oﬄoad the computation intensive tasks of video coding process, such
as motion estimation and pixel interpolation from CPU, whose processing
burden can be reduced. However, due to the internal working mechanism
of video coding and the inherent data and workflow dependency, not all
tasks can be easily parallelized and there is a clear tradeoff between degree
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Figure 4.6: PSNR of encoded videos during the video call.



























Figure 4.7: Encoder queuing time during the video call.
of parallelism and quality loss. Moreover, GPU is a sophisticated hard-
ware component with massive parallelism and also consumes significant
power when running tasks. Therefore the adaptive video coding approach
as proposed in this chapter can still benefit the system by reducing the
executed workload for video processing while still maintaing the quality of
the output, whether it being executed on CPU or GPU.
4.5.2 Applicability to Other Codecs
MPEG-4 and H.264 are both mainstream and dominant codecs in their re-
spective ages and the performance improvement in even a small part of the
coding process can generate valuable benefits. Moreover, as stated in the
thesis, most video codecs have a similar block based motion compensated
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Figure 4.8: Overall energy consumption of CPU during the video call.
workflow. The improvement made on one particular codec could possibly
be adapted to other contemporary codecs as well. For example, Jim et
al. [28] provide a technical overview of VP8, a competitior of H.264 devel-
oped by Google. It reveals that VP8 also adopts flexibly multiple reference
frames, subpixel interpolation and arbitrary block patterns, which are ex-
actly the points where we improve in the thesis for H.264. The latest video
codecs in development, VP9 and HEVC, adopt a quadtree coding struc-
ture or a Coding Tree Unit (CTU) that support a coding block size of up
to 64×64. Our approach can be applied here to reduce the complexities
involved in block partitioning.
4.6 Summary
We develop a cross-layer energy-aware optimization framework for video
calling on mobile platforms with H.264. We utilize the texture similarity
between the spatially and temporally consecutive macroblocks in H.264
to reduce the coding workload and control the quality-complexity tradeoff
with a single parameter. DVFS is applied to utilize the reduced coding
workload and guarantee a small communication latency. Experiments show
that our framework can sustain a high QoS while considerably reducing




Scheme for Mobile Video Calls
5.1 Introduction
Video calling has acquired great popularity on mobile platforms in recent
years with the advances in video codec efficiency and transmission band-
width increase, especially the widespread deployment of 3G/4G networks
and WiFi wireless LANs. However, a video call involves many power hun-
gry hardware components in simultaneous execution and mobile devices are
usually powered by capacity constrained batteries. On a modern smart-
phone, the power consumption of the WiFi interface can reach up to 7
times that of CPU and RAM during data transmission [34], and the WiFi
interface has a very high maintenance energy in idle state compared to
the cellular radio interface [24]. The fast draining of battery results in
mobile video calls of limited duration, generating a hugh gap against user
expectation.
To reduce the power consumption of the WiFi interface, Power Save
Mode (PSM) was proposed [10], which enables the device to transit to a
low-power sleeping state during idle network intervals. However, as PSM
will incur additional delays, it is primarily intended for delay-tolerant ap-
plications such as web browsing and file download, etc., and was regarded
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as not applicable to time-critical applications.
In this chapter, by utilizing dynamic PSM widely available in cur-
rent WiFi deployment, we design a packet transmission scheme for delay-
sensitive multimedia traffic and show that considerable energy on the WiFi
interface can be saved by aggregating the available queuing time for each
packet, with negligible impact on the communication quality.
5.2 Background
5.2.1 Power Save Mode
Modern WiFi network interfaces have at least two power modes: Con-
stantly Awake Mode (CAM) where the device stays awake all the time,
and Power Save Mode (PSM) where the device periodically wakes up and
goes back to sleep in the idling state to save energy [10]. In PSM, the
devices informs the AP (Access Point) of their state transition by send-
ing a Null Frame with the power management bit either set to 1 (going
to sleep) or 0 (going to wake up or remain in the current awake state).
The AP will buffer all inbound packets destined for the device in sleep
state, and broadcasts beacon frames to all associated devices at a sched-
uled time interval. Upon reception of a beacon frame, the device can check
the Traffic Indication Map (TIM) element to see if there is any buffered
data destined for itself. Based on how the device will react to receive the
buffered data, PSM can be further classified into static (legacy) PSM [10]
and dynamic PSM [73]. In static PSM, the client sends a Power Save Poll
(PS-Poll) frame to poll each frame from the AP and goes back to sleep
immediately if there is no more buffered data. Since the reception of ev-
ery buffered frame will initiate a PS-Poll and an acknowledgement frame,
the delay incurred by static PSM is generally regarded as unacceptable for
even web browsing [73]. In dynamic PSM, however, the client switches to
CAM directly in case of any buffered data, and it goes back to PSM if
no network activity is observed for a predefined timeout period after data
reception. Compared with static PSM, dynamic PSM effectively shortens
the transmission delay at the price of less sleeping opportunities.
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5.2.2 IEEE 802.11e
A quality of Service (QoS) guarantee was proposed in the IEEE 802.11e
amendment [16], inside which Unscheduled Automatic Power Save Deliv-
ery (UAPSD) is supposed to better support real-time two-way traffic like
VoIP [76][91], as an outbound packet from the client can trigger all buffered
frames at an AP to be released, negating the beacon waiting and frame
polling delays. However, due to the introduction of a more complicated
scheduling at the MAC layer such as Service Period and Transmit Oppor-
tunity, UAPSD requires clients and APs to be upgraded from the current
legacy deployment and is therefore still in limited availability at present.
We checked the WiFi Alliance website1 and found that up to June 2014, of
all the certified wireless WiFi network adapters, only 11.85% support the
WMM (WiFi Multimedia) Power Save feature currently (WMM is a subset
of 802.11e and uses UAPSD to provide enhanced power saving).
Because of the low transmission efficiency of static PSM and the lim-
ited availability of UAPSD, in this chapter we use dynamic PSM to design
our adaptive transmission scheme for video calling and show that it works
effectively in current WiFi deployments.
5.3 Transmission Analysis
5.3.1 State Transitions under Dynamic PSM
In dynamic PSM, a sleeping client can wake up either to send a frame,
or to receive frames if there is any buffered data at the AP. Figure 5.1
shows the state transitions in three consecutive beacon intervals. For better
illustration purpose the acknowledgement frames for every Data and Null
Frame are not drawn. We use Tbc to represent the beacon interval, Tout for
the timeout interval and δ for the transmission time of one frame between
a client and its associated AP. Suppose there is a beacon frame arriving at
the client side at t0, t1 and t2, respectively, and the beacon at t1 indicates
that there are Nin buffered frames at the AP. At the reception of each
beacon the client uses Ttim for beacon checking. Here we assume that a
client runs a check at every beacon frame (the WiFi standard defines an
1http://www.wi-fi.org/certified-products-advanced-search
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Figure 5.1: WiFi interface state transitions in adaptive PSM.
integer DTIM value, which enables the configured client to check only once
for every DTIM number of beacons. A DTIM value larger than 1 will incur
at least 200 ms latency (100 ms for typical Tbc), and is thus impractical for
video calls).
In the 1st case as shown in Figure 5.1 (a), the sleeping client transits
to CAM at tθ (t0 < tθ < t1) to send Nout data frames to the network.
Since a Null frame is needed to notify the AP of every state transition and
all Null and Data frames require acknowledge frames, it takes a total of
2δ(Nout + 1) to complete the transmission. Then the client waits for the
timeout value Ttout, and hence uses another 2δ for a Null frame before going
back to sleep. It wakes up again to receive Nin buffered data at t2 and this
takes a duration of 2δ(Nin + 1). We can see that the sleeping time Tsleep
for the client during the three beacon intervals is:
Tsleep = 3Tbc − (3Tcheck + 2Ttout + 2δ(Nout +Nin + 4)) (5.1)
In the 2nd case as shown in Figure 5.1 (b), the client defers the transmission
of the Nout outbound packets to the time when it receives the Nin inbound
packets. Since the AP knows that the client is in CAM state, a Null frame
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is not necessary for outbound transmission. The sleeping time for the client
is:
Tsleep = 3Tbc − (3Tcheck + Ttout + 2δ(Nout +Nin + 2)) (5.2)
Compared to the 1st case, the client sleeps Ttout+4δ longer. Since a timeout
period is needed for every transition from CAM to PSM and a state transi-
tion incurs overhead (Null frame), in the 2nd case it wakes up only once to
process both inbound and outbound traffic. This reminds us that we can
reduce state transitions and create more sleep opportunities by merging
inbound and outbound traffic timings. We can either defer the reception
to the next transmission timing, or defer the transmission to the next re-
ception timing. However, in PSM the device cannot defer the reception
of buffered packets that have been broadcast by beacon frames, otherwise
they will be dropped at the AP. This means that we must schedule the
timing of the outbound packets to be as close as possible to the reception
of inbound packets.



























Figure 5.2: Delay components of video call frames under dynamic PSM.
As Figure 5.2 shows, in a typical video call, two clients communicate
with each other through a direct network connection. As a network inac-
tivity period of Ttout is required for entering sleep state, both participating
clients have to send packets in batch to create longer networking inactiv-
ity, which will inevitably incur additional latencies. The total end-to-end
latency for a packet, which is the delay from the packet generation time at
one client to the playout time at another client, should be upper bounded
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to enable smooth playout, otherwise noticeable jitter will greatly degrade
user experiences. We set this upper bound as Tmax. Figure 5.2 illustrates
the delay components of a multimedia packet. The two participants of a
video call, termed Client 1 and Client 2, are associated with two different
APs and the two APs are connected through a wired network (we omit the
case where the two clients are associated to the same AP, which is a simpli-
fied version of our assumption). We use Tlat1, Tlat2 and Tnet to denote the
processing time at Client 1, Client 2 and the network transmission latency,
respectively. Then the following condition must be met:
Tlat1 + Tlat2 + Tnet ≤ Tmax (5.3)
Suppose at Client 1 a video or audio packet is generated at an interval
of Tgen ms. After Tenc ms encoding and Tpkt packetization delay, it waits in
a queuing buffer for Tqueue before it is sent out. Then Tlat1 can be expressed
as
Tlat1 = Tenc + Tpkt + Tqueue (5.4)
When the packet is received by Client 2 from AP2, it is not directly sent
to the decoder. Instead, it is usually queued into a de-jitter buffer first to
minimize delay variations and sort packets arriving out of order [115]. This
queuing will incur a de-jitter delay as Tjitter. Then Tlat2 can be expressed
as:
Tlat2 = Tjitter + Tdepkt + Tdec (5.5)
where Tdepkt and Tdec represent the de-packetization and decoding latency.
Tnet includes the transmission time from Client 1 to AP1, AP1 to AP2,
and AP2 to Client 2. As we have analyzed in Section 5.3.1, if Client 1
stays in CAM before sending, it takes δ time to send this frame, otherwise
3δ is needed. For simplicity we assume 3δ is required for the delivery of
every outbound packet. The hardware transitional latency for the inter-
face card from PSM to CAM is not accounted for since we will show in
the experimental section that such time proves trivial and can be safely
neglected. We define the transmission time in a wired network from AP1
to AP2 as Twan. Suppose AP2 receives the packet at tr, it either transmits
it directly to Client 2 if Client 2 happens to be awake, which takes δ time,
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or otherwise the packet must wait in the AP’s transmission buffer first. If
Client 2 remains asleep until the delivery time of the next beacon frame at
tnb (tnb > tr), the packet will be delivered after this beacon’s broadcasting.
However, Client 2 may wake up to send frames at some time between tr
and tnb, which enables the AP to deliver inbound packets immediately af-
ter reception of outbound packets from Client 2 as the AP knows that the
client has transitioned to CAM state. To summarize, Tnet can be expressed
as
Tnet = 3δ + Twan + TAP + δ (5.6)
TAP refers to the buffering time at the AP, ranging from 0 to Tbc, the
beacon interval. This shows that Tnet is composed of a relatively stable
part, 4δ + Twan, and a highly volatile part, Twan. From Inequation 5.3 and
Equation 5.4 we can deduce that the queuing time for outbound packets
should satisfy:
Tqueue ≤ Tmax − Tenc − Tpkt − Tlat2 − Tnet (5.7)
For each client, its own processing time (Tenc+Tpkt) can be obtained during
execution. To get Tlat2 and Tnet, however, the client has to receive feedback
from the other client (peer client). If both clients are working properly, Tlat1
and Tlat2 should be stable as well. Combining Equation 5.6 and Inequation
5.7, we rewrite the above inequation as
Tqueue + TAP ≤ Tmax − Tenc − Tpkt − Tlat2 − 4δ − Twan (5.8)
We refer to the left part of the inequation as Quota Time Tqt. This means
that if we know the processing latencies at both clients and the network
transmission latency (excluding buffering time at AP), we can obtain a
maximal sum of the buffering time at its own transmission queue and at
the receiver’s AP before delivery. During program executions we have to
decide how to allocate the correct portions for each part so that the playout
deadline for each packet can be met and the interface can have a long
duration of sleep.
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5.4 Transmission Schedule Design
We use SIP (Session Initiation Protocol) [11] to establish and manage the
calling session and RTP (Real-time Transport Protocol) [14] to transmit
media packets. RTCP (RTP Control Protocol) [13] is utilized to provide
execution feedbacks to each client. The generated audio and video packets
are queued into the same transmit buffer.
5.4.1 Session Establishment
The two participants establish a video call connection by SIP. Apart from
the ordinary parameters exchanged in this phase by SIP such as supported
codecs and transmission bitrates, we add several textual fields so that the
following parameters are exchanged as well: beacon interval (Tbc), timeout
value (Ttout) and initial de-jitter buffer size (Tjitter). As at this time Tdepkt
and Tdec are not available (actual processing has not started yet), we use
the packet generation interval Tgen as a conservative estimate, as in most
cases Tdepkt+Tdec is much smaller than Tgen. With these parameters each
client can obtain an initial estimation of Tlat2 from each other.
5.4.2 Exchange of Execution Condition
We make use of RTCP to enable the two clients to exchange instantaneous
information on their execution conditions. As in a video call each client
works both as a sender and a receiver, they will transmit and receive a
Sender Report (SR) and a Receiver Report (RR) at a regular interval Trtcp.
According to the RTCP specification [14], each client can acquire its peer’s
packet loss rate PRl since the last report. We extend RTCP so that the
packet miss rate PRm, averaged decoding time Tdec and de-packetization
time Tdepkt since the last report are exchanged as well. While Tdec and
Tdepkt help the client to calculate a correct quota time Tqt, PRp and PRm
are utilized in the decision making procedure, as shown in Section 5.4.4.
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5.4.3 Estimation of Network Latency
According to RTCP, the Round Trip Time (RTT) can be derived as:
RTT = NTPrecv −Delaysr −NTPsend (5.9)






















Figure 5.3: RTT calculations in WiFi CAM (a) and PSM (b) states.
ating client sends a SR to its peer client and Delaysr is the delay between
the time when the peer receives this SR and sends a RR as a response.
NTPrecv is the timestamp when this RR is received by the initiating client.
Half of the RTT is utilized to estimate the network transmission latency.
However, calculation of the RTT according to Equation 5.9 is only appli-
cable to the CAM state in a WiFi network. As Figure 5.3 (b) indicates,
since this RTT calculation involves two transmitted RTCP packets, under
WiFi PSM it is actually a sum of the transmission latency in the wired
network, latency between the AP and the clients, and the possible buffer-
ing time at the APs in both directions before being delivered to clients. To
differentiate those elements we make the following modifications. After the
peer client receives SR, it checks the difference Tdiff between the receiving
time and the last network activity (receiving or sending) time. If Tdiff is
smaller than Ttout, it means that the network interface has remained active
since the last network activity and when this RTCP packet was delivered
to itself immediately without buffering at the AP, otherwise it may have
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been buffered at the AP for a duration upper bounded by Tdiff−Ttout. This
maximal buffer time, denoted as T lAP , is transmitted back in RR. When the
initiating client receives this RR, it also calculates a corresponding T sAP as
the maximum buffering time at its associated AP. Then RTT is calculated
as:
RTT = NTPrecv −Delaysr −NTPsend −





That is, we take half of the upper bound as an estimation of the actual
buffering time at both APs. If both T lAP and T
s
AP are zero then the cal-
culation is the same as with Equation 5.9. If the derived RTT is not a
positive value, this indicates that the actual buffering latencies at the two
APs are much smaller than T sAP + T
l
AP . In this case we disregard the short
buffering time and recalculate RTT according to Equation 5.9. Combined





Each time we receive an RTCP packet and derive a new Twan value, the
current estimation Twan is updated by an infinite impulse response (IIR)
filter:
Twan = αscTwan + (1− αsc)RTT ; (5.12)
where αsc is a smoothing coefficient utilized to prevent occasional spike
values.
5.4.4 Making Transmission Decisions
Figure 5.4 demonstrates the flow chart of transmission decisions. Each
outbound packet is denoted as P nk where k represents the batch number
and n the queuing sequence into this batch. We divide the total program
running time into many small Decision Periods Td. In each Td, we try to
fetch inbound packets from the network interface and then make a sending
decision based on the queued packets in the transmission buffer. Although
these packets are generated at different times, they will be delivered to-
gether in a batch. As such we only have to care about the “oldest” packet
(the earliest queued packet) in the buffer currently, i.e, P 1k , and guarantee
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Figure 5.4: Flow chart of transmission decisions.
that it meets the end-to-end latency requirement. When P 1k arrives in the
transmit buffer, its maximal quota time is calculated as Tqt according to
Equation 5.8. If Tqt is larger than the beacon interval Tbc used by the re-
ceiver side, we decide not to send in this decision period. This is because
P 1k will still meet its deadline even if it is buffered at the receiver’s AP for
a maximum of Tbc duration. Then Tqt is reduced by Td since only Td later
we will make the next decision and this also means that the queuing time
in the transmit buffer has increased by Td. On the other hand, if Tqt is less
than or equal to zero, we must send the packets immediately as P 1k can
only meet its playout deadline if it happens not to be buffered at all at the
receiver side’s AP. In cases other than the above two, the sending decision
is based on the following conditions.
Number of Received Packets
If in this Td we successfully receive inbound packets, we know that the
interface must have transitioned to the CAM state. As we have analyzed
in Section 5.3.1, we will send all packets in the transmission buffer at once
to reduce network state transitions.
Packet Miss Ratio
If in this Td a packet miss happens for play out and there are no more
inbound packets queued in the de-jitter buffer, this indicates that packets
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from the other client failed to arrive in time. We know that either the
inbound packets have not arrived at the AP, or currently they are buffered
at the AP and waiting to be delivered at the next beacon interval. To
prevent further play misses, we send packets immediately as this will enable
possibly buffered packets at the AP to be delivered right now, instead of
being deferred to the next beacon time.
State Feedback from RTCP
Each client checks the packet loss rate PRpl and miss rate PRpm of the peer
client from the most recently received RTCP packet. We know that packet
misses can be reduced if all packets are sent out early and received in time
for playback, while packet losses happen due to problems during network
transmission such as congestion and queuing at routers, etc. Apart from the
transmission path, a bursty transmission of UDP packets through WiFi can
also increase packet losses and have a negative impact on effective network
throughput. The poor performance of WiFi in dealing with bursty traffic
is due to its Distributed Coordination Function (DCF) for access control
at the MAC layer, in which case a large portion of time is spent on sensing
for a free medium and considerable framing overheads are generated [107].
This indicates that a large packet loss rate, as well as packet miss rate from
the peer client can both be incurred if we accumulate too many packets
before each outbound delivery. As such we use the Packet Unavailable Rate
PRun to denote the sum of PRpl and PRpm, where we set an upper bound
as PRmaxun , as a high PRun will inevitably undermine user experiences. If we
check that the current PRun exceeds the upper bound, the current packets
will be released immediately, otherwise the remaining quota time will be
reduced by a value proportional to PRun to accelerate its delivery process:
Tqt = Tqt(1− PRun/PR
max
un ) (5.13)
To conclude, once we derive the sum of the buffering time at the trans-
mit queue and at the peer client’s AP, we allocate a dynamic portion to
each and make the transmission decision, according to the play deadline,
the packet reception time, the packet misses as well as the execution con-
ditions of the peer client.
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We established two independent 802.11g wireless networks as follows. Two
desktop computers, each equipped with a TP-LINK WN951N PCI adapter,
operate as two APs with hostapd, a user space daemon for AP management
that provides more control options compared with commercial hardware
wireless routers. To reduce radio interference, the two APs are placed 5 me-
ters apart and configured to be operating in the two frequency channels far-
thest from each other in the 2.4GHz band (Channel 1 and 11, respectively).
Two laptop computers, each equipped with a D-Link DWA-652 Cardbus
adapter, are associated with each of these two APs, working as video call
clients. We use laptops instead of mobile phones and tablets due to their
easy modification and compilation of kernel modules. DWA-652 uses the
Atheros AR5008 chipset inside, which is operated by the mac80211 driver
under Linux. The specifications for the AR5008 are listed in Table 5.2.
We measure the transition delays by instrumenting a time function around
the state transition code. As we cannot find the detailed specification for
AR5008, its power profiles are taken from a similar chipset, the Atheros
AR5213 [119]. We modified mac80211 and enables it to write a times-
tamped record to a log file each time a state transition occurs to calculate
the total sleep duration.
We implemented our framework into Linphone, which is used as the
software client for video calls. To conduct repeatable experiments, we can-
not use live multimedia streams from the camera and sound card. Instead,
we recorded a two-minute long video clip that features a guided tour around
our campus2, extracted its audio and video track and converted them into
raw WAV and YUV formats, which are read frame by frame from disk to
simulate a real-time media stream. The parameters adopted for the trans-
mission scheme and coding are listed in Table 5.1 and Table 5.3. Tmax is
set according to recommendations of ITU-T [12]. Note that δ is obtained
by averaging the halved ping results between the AP and the clients.3 The
2Campus video has more dynamic and complex scenes than a conference video, in-
troducing large coding delay variations.
3Actually this is not the exact transmission time for a frame between an AP and its
clients, which takes only 2-5 µs according to our packet sniffing records from Wireshark,
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beacon checking time for the network interface is automatically deducted
in the record file.
Table 5.1: Parameters adopted for transmission.
Params Value Params Value
Tbc 100 ms Tmax 300 ms
Tjitter 60 ms Trtcp 2 s
Td 5 ms PR
max
un 0.05
δ 0.78 ms αsc 0.8
Table 5.2: Specifications of AR5008.
Params Value
Transit Time (Awake to Sleep) 4-5 µs
Transit Time (Sleep to Awake) 56-58 µs
Power (Awake) 219.6 mW
Power (Sleep) 10.8 mW
Table 5.3: Parameters adopted for audio and video codec.
Params Audio Video
Codec Speex H.264
Sampling Interval 20 ms 40 ms (25 fps)
Bitrate 28 kbps 192 kps
Sampling Frequency 32k Hz N.A
Resolution N.A 480 × 360
5.5.2 Processing of Video Packets
In the communication session, audio and video frames are processed mostly
in the same way. However, some attention should be paid to video packets.
Packet Size
For audio packets, the frame miss rate and the packet miss rate denote
the same thing since every RTP packet contains one frame. For video
packets, however, this is not always the case since some encoded video
frames (mainly I frames) are much larger and need to be packetized in
but rather a statistical averaged mean time that takes into account the much larger
medium contention overhead.
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several consecutive RTP packets. As a result, a missed video frame may
correspond to several RTP packets. In the decoding process we append
each decoded video frame with the number of RTP packets that hold this
frame. If it misses the playout deadline, the RTP packet number will be
utilized to calculate the packet miss ratio.
Frame Dependency
Videos are encoded by exploring the texture similarities between neighbor-
ing frames, which creates frame dependencies, especially for B frames. As
frames are transmitted in encoding order, not display order, at the receiver
side this introduces additional latency of at least one frame interval for B
frames. In our experiment we disable the usage of B frames at the cost of
some coding efficiency loss.
5.5.3 Evaluation Criteria
To evaluate the effectiveness of our framework the following criteria are
employed.
• Packet Loss Rate (PRl). Ratio of RTP packets that fail to be deliv-
ered to the receiving client.
• Packet Miss Rate (RPm). Ratio of RTP packets delivered to the
receiver but still dropped since their playout deadlines have been
missed.
• Play Jitter (Jittplay) Interarrival Jitter, defined as the mean deviation
of the time difference in packet spacing at the receiver, is a widely
adopted measure to quantify the quality of VoIP traffic. In our sce-
nario, however, the interarrival jitter will give a biased evaluation
since all packets are scheduled to be sent and received in bursts. In-
stead, we adopt the Play Jitter proposed by Wang et al. [112], defined
as the mean of the standard deviation of the inter-frame playout time
over the entire talking session.
• Percentage of Sleep Time (Psp). The percentage of time the WiFi
interface stays in the sleep state. This measures only the actual sleep
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duration and excludes the time the interface wakes up to check beacon
frames in PSM state.
• Average Sleep Duration (Dsp). Each sleep duration is expected to be
long enough to counteract the negative effects of state transitions, as
each transition from PSM to CAM incurs a latency and ramp energy
overhead [27], although this ramp energy is not counted in our simple
energy model.
• Energy Usage (E). Energy consumed by the network interface during
the video calling session.
5.5.4 Experimental Results
Each experiment is run 5 times and the results are averaged. The result
of only one client is demonstrated. As the two clients play a completely
equal role in the communication session, the results from each client are
consistent and similar with each other.
Default Timeout Interval
In this section we evaluate the performance of our transmission scheme
under the default timeout value of 100 ms, as adopted by mac80211. The
results are demonstrated in Table 5.4, in comparison with normal trans-
mission, where packets are generated and sent directly without buffering.
In the table, A stands for Audio and V stands for Video. Jittplay, Psp,
Dsp and E stand for play jitter, percentage of sleep time, average sleep
duration and energy use, respectively. We can see from Table 5.4 that with
normal transmission the WiFi interface remains in CAM state and never
goes to sleep, as the 100 ms timeout value is much larger than the packet
generation intervals. While our adaptive transmission scheme has 13.74%
savings of energy consumption on the network interface, its performance
in terms of packet loss, packet miss and play jitter is still comparable to
normal transmissions. Compared with the audio stream, the video stream
has a slightly smaller PRm and larger PRl, since on average video packets
are much larger than audio ones, which makes them more susceptible to
being dropped at routers and APs. Moreover, their large play interval (40
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Table 5.4: Performance comparison between adaptive and normal trans-
mission with a 100 ms timeout.










Psp (%) - 0.0 14.445
Dsp (ms) - 0.0 40.202
E (J) - 26.352 22.731
ms) makes them more immune to play jitters caused by late arrivals of
inbound packets.
























Figure 5.5: Transmission and reception time of audio RTP packets from 10
s to 12 s.
Figure 5.5 illustrates the transmission and reception time of audio RTP
packets in a two-second interval (10 s – 12 s). The X-axis indicates the run-
ning time while the Y-axis indicates the RTP sequence number. It shows
that packets are sent and received in batch and most packet transmissions
immediately follow the end of receptions, eliminating extra timeouts. Fig-
ure 5.6 illustrates the Cumulative Distribution Function (CDF) of the sleep
duration. We can see that 68.9% of the sleep intervals lasts no less than 50
ms.
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CDF of Sleep Duration
Figure 5.6: Cumulative Distribution Function (CDF) of sleep duration with
100 ms timeout.
Variable Timeout Interval
It can be observed from the results in Section 5.5.4 that the sleep percentage
is not significant. This is due to the adoption of a large timeout value
(100 ms), as on average only 40 ms can be utilized for actual sleep during
a network inactivity of 140 ms. The adoption of a large timeout value in
dynamic PSM is to prevent the drastic increase of measured RTT, which has
a detrimental effect on TCP throughput with congestion control. However,
this is not a necessary concern for UDP traffic. This reminds us that the
timeout value can be shortened to enable more sleep opportunities. As
such, we chose another four timeout values, i.e., 80 ms, 60 ms, 40 ms and
20 ms, and reran the experiments.
Figure 5.7 shows the packet loss rate, miss rate and play jitter while
Table 5.5 demonstrates the sleep conditions and power consumption of the
network interface under variable timeout settings. The results of normal
transmissions are omitted here as in all cases the interface remains in CAM
state for almost all the time and therefore the results are nearly identical
to the 100 ms settings, except that under a 20 ms timeout setting a negli-
gible 0.73% sleep percentage is observed, due to the small variations in the
encoding latency for audio frames.
Table 5.5 shows that energy savings increase with the decrease of the
timeout value, while the performance for the video call slightly decreases
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Figure 5.7: Packet loss rate, miss rate and play jitter with variable timeout.
Table 5.5: Sleeping conditions and energy consumptions between different
timeout values.
Params 80 ms 60 ms 40 ms 20 ms
PRl (%)
A 0.150 1.118 3.453 5.907
V 0.712 1.282 3.876 6.361
PRm (%)
A 1.740 2.478 1.747 4.392
V 0.671 0.643 1.290 2.861
Jittplay (ms)
A 3.460 3.951 5.725 12.52
V 4.820 5.261 7.754 13.500
Psp (%) - 18.564 23.019 30.754 27.132
Dsp (ms) - 45.883 47.322 50.015 32.169
E (J) - 21.717 20.589 18.835 19.586
but is still within acceptable ranges. With a 40 ms timeout setting the en-
ergy savings reach 28.53%. However, the 20 ms case is an exception. It was
assumed to be the most energy-saving setting since the smaller the time-
out value, the faster the interface turns into sleep state. However, energy
savings are not the most. This is caused by the high packet loss rate under
such settings, which triggers the delivery of outbound packets frequently
before they can stay long in the queuing buffer. This is due to the variable
latencies experienced by packets transmitted through a network, as packets
sent in a batch may not be arriving at a receiver’s AP simultaneously. Most
APs adopt a normal scheduling algorithm by putting all inbound packets
into the tail of a long transmission queue and thus a late-arriving packet for
PSM clients would be served much later [96]. As a result, after a short time-
out value the client believes that all inbound packets have been received
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and goes to sleep, and the late packets are eventually dropped by the AP
due to buffer overflow. This also explains why static PSM performs poorly
in interactive applications, as it can be viewed as an “extreme” dynamic
PSM with a zero timeout.
Experiments Conclusion
The contention-based access control prevents large bursty traffic and the
fair scheduling at AP prevents the adoption of too small timeout values. It
clearly shows that due to the inner working mechanism of WiFi there is a
tradeoff between energy savings and application performance. To get a sat-
isfactory performance for interactive applications under dynamic PSM, the
timeout value should be carefully chosen with regard to network conditions,
scheduling policy and processing capabilities at the APs.
Suppose Tnvar is the maximum variation in the network latency for
packets sent in a batch and L is the queuable packet length at the AP’s
buffer. Suppose it takes a duration of γ for the AP to process one packet.
Then we can derive a minimal length for the timeout value to prevent
packet loss at the AP as:
minTtout = Tnvar + γL (5.14)
5.5.5 Overhead Measurement
During the program execution, we measured the time the adaptive trans-
mission decision takes. The results shows that it takes as little as 0.236% of
the total computation time. Although we extended the RTCP to exchange
more execution conditions during the calling session at a more frequent rate
(every 5 s as default), our profiling shows that this generates only 1.47%
communication overhead.
5.6 Summary
In this chapter, by utilizing the dynamic Power Save Mode (PSM), we
propose an adaptive RTP packet transmission scheme for real-time multi-
media traffic. It involves no communication overhead between applications
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and the kernel driver. The experimental results show that considerable
energy of the WiFi interface can be saved while a comparable application
performance can be maintained.
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Access Point Centric Scheduling for
HTTP Streaming in Multirate 802.11
Wireless Networks
6.1 Introduction
In this chapter we present a scheduler in multirate WiFi networks for
adaptive HTTP streaming, integrated into the Access Point. We will use
MPEG-DASH [23] as the streaming standard.
In a WiFi network configured in the infrastructure mode, the AP arbi-
trates the network resource allocation in a wireless LAN. As the streaming
server is on the wired side of the Internet and the clients are assumed to be
on the wireless side, the AP has a better knowledge of the network trans-
mission situation than any individual client or the streaming server. Lever-
aging this fact, the proposed scheduler is residing in the AP. To achieve
proportional fairness at the packet level, the scheduler implements weighted
fair queuing and dynamically adjusts the weight of each client queue with
regard to the underlying physical transmission rate. At the request level,
the scheduler has a complementary function to the client-side rate adap-
tation and uses URL redirection to change the bitrate version requested
by the client when necessary to reduce the possible playback freezes and
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quality fluctuations at the client side. In summary, our scheduler improves
the clients’ playback experiences and achieves a fairer bandwidth allocation
while keeping a high utilization of the available bandwidth resource.
6.2 Fair Queuing in Wireless Network
In 802.11 networks, data can be transmitted at the radio frontend with
different modulation schemes. While more complex modulations provide
higher physical bitrates, they carry more bits in each transmitted symbol
and are therefore more susceptible to noise and interference, leading to
transmission failures. Such failures result in successive retransmission at-
tempts until the packets are eventually delivered or discarded if a maximal
number of retransmissions have been reached, wasting bandwidth resources.
To solve this problem, rate adaptation at the physical layer has been
proposed, which determines the optimal data transmission rate (and corre-
spondingly the modulation mode) given the current wireless channel con-
ditions. They can be roughly classified into frame loss based methods,
such as ARF (Auto Rate Fallback) [68] and AARF (Adaptive Auto Rate
Fallback) [75], or signal strength based methods such as RBAR (Receiver
Based Auto Rate) [53] and RSSLA (Received Signal Strength Link Adap-
tation) [89].
However, the contention based channel access method (CSMA/CA) at
the MAC layer in WiFi networks, combined with multirate modulation, can
lead to a serious degradation of overall network throughput, as indicated by
Heusse et al. [52]. As it guarantees an equal channel access probability for
all clients, low-bitrate clients are actually prioritized as they can occupy the
channel for a longer duration for the transmission of an equal-sized packet.
On the other hand, Proportional Fairness, proposed by Kelly et al. [70],
which allocates application level bitrates to clients in proportion to their
achievable bitrates at the physical layer due to the adopted modulation
scheme, achieves a good balance between fairness and throughput. So our
objective is to achieve proportional fairness at the AP in a multirate WiFi
network.
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6.3 System Design
DASH client












Figure 6.1: Architecture of AP centric scheduling in a DASH streaming
system.
Figure 6.1 demonstrates the architecture of the proposed AP centric
scheduler in a DASH streaming system. The mobile clients are connected to
the AP and request multimedia resources from different streaming servers.
As the WiFi network is configured in infrastructure mode, all incoming and
outgoing traffic passes through the AP. The cross-layer scheduler resides at
the AP, consisting of three integral modules: Info Collector at the physical
and MAC layers, Packet Scheduler at the MAC and LLC layers, and URL
Redirector at the application layer.
In this Chapter we will not elaborate on the working mechanism of
DASH streaming. Interested readers can refer to Chapter 2 for a detailed
explanation.
6.3.1 Info Collector
The role of the Info Collector is to collect various low level wireless trans-
mission details, such as the transmission time for a MAC frame, the average
number of transmission attempts, the time for the contention period, etc. It
then calculates the physically achievable transmission bitrate to each client
if it is the only client in the WiFi network. The sampling is inspired by the
SampleRate method proposed by Bicket et al. [30]. Suppose Pi denotes a
successfully transmitted unicast packet (excluding 802.11 control and man-
agement frames). The size of the packet is s(Pi) and its transmission time
t(Pi) at the MAC layer can be expressed as:
t(Pi) = tcont(N) + k(tov + ttr) + tack (6.1)
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where tcont(N) denotes the time spent in the contention procedure with N−
1 other hosts before the packet is put onto the physical layer. tov denotes the
sensing overhead, ttr denotes the actual transmission time in the wireless
medium, and tack denotes the transmission time of the acknowledgement
frame while k signifies the total number of transmission attempts before
receiving an acknowledgment. The maximal transmission rate of client i






Note that dropped frames due to unsuccessful transmissions are not in-
cluded in the calculation. Ri takes into account not only the condition of
the transmission medium, but also the possible effect of the rate adapta-
tion policy adopted at the physical layer. RTi can be regarded as a client’s
receiving capacity as it denotes the maximum bitrate the client can receive
from the AP if it is the only client.
6.3.2 Packet Scheduler
At the data link layer, there is a separate queue for each associated client i.
To implement proportional fairness, we adopt the WF 2Q (Worst-case Fair
Weighted Fair Queuing) proposed by Bennett et al. [29], which, compared
with weighted fair queuing, can guarantee a tighter bound of the service
rate at any time. The weight of each queue Wi is initialized as 1.0. As R
T
i







RTmax is the maximum of all R
T
i within the sampling time window T , used
to ensure that at any time the maximal weight among all clients remains
1.0 and to reduce large weight variations.
6.3.3 URL Redirector
The client-side rate adaptation is usually myopic, as its decision depends
only on the throughput change at this particular client and it has no idea
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what causes the throughput change (transmission capacity variation of the
wireless medium, interplay between competing clients, etc.). Such clients
are prone to playback freeze if they cannot react appropriately by selecting
the correct bitrate version during the whole streaming session. In compar-
ison, the AP arbitrates the bandwidth allocation of all associated mobile
clients and it has a comprehensive overview of the wireless transmission ca-
pacity of each client. Taking advantage of this ability, the role of the URL
Redirector is to modify the bitrate version of a request from a DASH client
to another bitrate, i.e., to “redirect” the URL representing a requested bi-
rate version to another URL when necessary. Figure 6.2 demonstrates the
workflow of the URL Redirector during the DASH streaming process.
The AP uses a simple packet parser to detect and analyze DASH
traffic. For text-based DASH packets (e.g., an HTTP GET request from
a client, the resource manifest file response from the server) that do not
contain actual multimedia traffic, their textual contents will be analyzed.
As shown in Figure 6.2, when a client i starts a DASH connection by making
a query for a specific resource, a DASH state machine will be initiated at
the AP to keep track of the streaming state for that client. When a resource
manifest file is sent back from the server, the AP also sets up a resource
entry that records the collection of bitrate versions available at the server
side for Client i and we represent the set as Sbwi . Assume the media resource
is segmented into N chunks. The client will start requesting each of the
chunks i sequentially at bitrate ki. Then the Media Request Analyzer
will analyze the chunk request and change the bitrate to k′i. Note that
k′i and ki could be equal if the analyzer decides that a URL redirection
is not necessary. After all the N chunks have been transmitted to the
client, the AP will delete the state machine and resource entry associated
with this streaming session. However, a client may lose its connection
to the AP or stop a media playback halfway before the last segment has
been transmitted. To deal with such situations, the AP has a timeout
mechanism for the detection of an early termination of streaming sessions,
so that unfinished sessions would be cleared in time.
In the following we will explain how the decision making at the Media
Request Analyzer works.
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Figure 6.2: Workflow of the URL Redirector.
Calculation of Transmission Quota Time for Each Chunk
Before further analysis, we make a presumption that chunk downloading
requests from clients are not pipelined and each client sends a request for
the next chunk only if the previous one has finished downloading. While
this may not hold true for all DASH clients, it agrees with many previous
studies [66][78][108][85] as well as commercial and open source players such
as Android [1], VLC Media Player [8], ffplay [2] and MythTV [4], etc.
When the Request Analyzer receives a chunk request from a client,
it first calculates a Transmission Quota Time, which refers to the time
duration that can be used for transmission of this chunk to the client in
time so as to meet its playback deadline. However, at the AP it is unknown
when each chunk will be played at the client side after the client receives
it, as different DASH clients have different buffering policies. Some clients
may start decoding and playing as soon as the first chunk has been received,
while some others may wait until a chunk buffer level has been reached (in
terms of downloaded size or playable duration). As such, we initially make
the most conservative estimation and assume that the client starts playing
once the first chunk is received. We use T psi,j to denote the playback start
time of Client i for chunk j, and T dfi,j to denote the download finish time
for chunk j. Here we have
T psi,1 = T
df
i,1 (6.4)
The decoding time is neglected for two reasons. First, this gives a tighter
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bound. Second, as the decoding and playing are pipelined in most players,
rendering will start immediately after the first few frames are decoded,
which takes a very short time given the mobile processing power nowdays.
If we use Dch to denote the playing duration of each chunk and T
r
i,j to
denote the time at which the AP receives the request for chunk j from
Client i, then for j > 1 we obtain




i,1 + (j − 1)Dch) (6.5)
The intuition behind the calculation is that the playback for chunk j must
wait until chunk j − 1 finishes playing. Once we get T psi,j , the Transmission
Quota Time T qti,j can be obtained as:







Twrtt represents the round trip time between the AP and the DASH server
within the wired network, as the AP always has to forward the request to
the server and to wait for its reply.
Calculation of the Maximal Available Bitrate Version
Next we decide the maximal available bitrate version Bmaxi,j that can be
streamed to Client i for chunk j. It is clear that Bmaxi,j is dependent on
the bitrate servable to Client i, RTi , for the coming T
qt
i,j duration. However,
as RTi is an instant measurement for a short sampling window T in the
past, it does not reflect the possible network changes in the future and
thus cannot be used directly for calculation. We have to correctly estimate
the bandwidth change in the future as once the bitrate version for a chunk
has been decided and sent to the server, whether it be modified by the
AP or not, it can no longer be modified further by the client despite even
abrupt changes in the network conditions.
For bandwidth estimation, we make use of double exponential smooth-
ing [67], which, with a data smoothing factor αsm and a trend smoothing
factor βsm, uses the sequentially sampled value to observe a linear trend
(changing rate), which we denote as rtri . It should be noted that the value
of RTi along a short consecutive sequence of sampling windows T could pos-
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sibly exhibit no obvious linear variation trend, given a random user moving
pattern, or the ubiquitous fading and interference effects in wireless trans-
missions. However, as T qti,j (comparable to a typical media chunk duration)
is much larger than T (on the order of ms) and we care only about the effect
of the cumulative bandwidth variation during the whole T qti,j , the linearity
assumption catches the long term trend.
If we use RSTi to denote the smoothed R
T
i value at request time T
r
i,j
and at time T ri,j+T
qt


















Suppose there are a total of N clients associated with the AP. With
proportional fairness, the bandwidth allocated by the AP to Client i, Rapi





We can see from the equation that the bandwidth each client can receive
is only related to the total number of clients and the physical bandwidth,
with no regard to the transmission conditions of other clients.
Within time T qti,j and at an averaged bitrate R
ap
i , we have to transmit
a chunk of Dch duration at a bitrate B
max
i,j , which means the following
inequation must hold:





Then Bmaxi,j can be obtained through finding the largest bitrate version
in Sbwi satisfying Inequation (6.9). We describe this downward rounding as












γs is a slack coefficient in the range (0, 1) representing the transmission
efficiency in a 802.11 network. As we can see, Rapi refers to the “goodput”
of 802.11 frames at the MAC level, while Sbwi denotes throughput at the
application layer. We use γs to represent the throughput reduction due
to packetization overhead such as TCP, IP and MAC headers, as well as
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protocol overhead such as TCP retransmissions and acknowledgements, etc.
If T qti,j happens to be non-positive, there is a high probability that we have
missed the playback deadline at the client side. In such a case, we will
transmit back to the client the lowest bandwidth version in Sbwi to quickly
refill the buffer and reduce the playback freeze time.
Utility Based Bitrate Selection
Although chunk j can be streamed at bitrate Bmaxi,j to Client i, it could be
a suboptimal choice to always serve the client at Bmaxi,j , as it does not take
into account the bitrate version requested by the client. Moreover, as Bmaxi,j
is the result of a quantization process, even small bandwidth variations
can result in Bmaxi,j jumping between several neighbouring bitrate versions,
significantly degrading user experiences. As such, we have to optionally
redirect the bandwidth request with regard to Bmaxi,j and the bitrate version
Breqi,j requested by the client.
We use Bcani,j to denote a candidate bitrate version the AP wants to













which represents the level of satisfaction the client experiences by measuring
the bandwidth difference with regard to its request. Is achieves its maximal
value of 1 if the client’s request is not redirected at all.





which denotes the utilization efficiency of the available bandwidth resource.









where MKf , σK and µK represent the total number of bitrate changes, the
standard deviation and the mean of the served bitrate versions for the past
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K consecutive chunks, respectively. Clearly, a large If is not desired. Then
we define a utility function fu which we would like to maximize as
fu = Ise
Ie−If (6.14)
Suppose the selected bitrate version for the final transmission is Bi,j, which







and min(Bmaxi,j , Bi,j−1). As such Bi,j can be expressed as
Bi,j = arg max
B∈SBi,j
(fu(B)) (6.15)
where B is a bitrate version contained in the set.
We have now described the foundation of the three new components
we propose to deploy in an AP. The next step will be to experimentally
verify their effectiveness.
6.4 Experiments
In this section, we will first explain the simulation setup and define the
metrics for our performance evaluation. Then we will present the results
under several different simulation scenarios.
6.4.1 Experimental Setup
Simulation Environment and Parameters
With the ns-2 network simulator [6], we simulate a multirate 802.11g1 WiFi
wireless network with a physical bitrate ranging from 6 Mb/s to 54 Mb/s in
infrastructure mode, where the access point (AP) is in charge of all incom-
ing and outgoing traffic of all mobile clients. ARF is adopted as the rate
adaptation scheme and FSPL (Free Space Path Loss) as the radio signal
propagation model at the physical layer. At the MAC layer, RTS/CTS is
1To our best knowledge currently in ns-2 there is no official implementation for the
newer 802.11n or 802.11ac standards. However, as these new standards provide higher
transmission rates mostly by extending physical layer functionalities (MIMO, high den-
sity modulation, etc.), our framework, implemented at the MAC and application layer,
should perform equally well with these newer standards.
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Table 6.1: Parameters in the simulation for DASH streaming.
Params Value Note
T 100 ms sampling time window for maximum physical rate
αsm 0.5 smoothing factor in double exponential smoothing
βsm 0.5 trending factor in double exponential smoothing
K 12 number of chunks considered for fluctuation index
γs 0.8 slack coefficient for throughput efficiency
Tvid 900 s total duration of the media resource
Dch 5,10 s duration of each media chunk
Pt 13 dBm transmit radio power
Pn -91.6 dBm noise power
Sw 1 m/s moving speed of the mobile client
not considered as it is disabled in most routers’ default settings in 802.11
networks. Other parameters in the simulation are listed in Table 6.1. We
implemented the functionality of the DASH server and client by inheriting
the Application class in ns-2. There are two media resources, represented
as V id1 and V id2, available on two servers, Server 1 and Server 2. Both re-
sources have the same total duration of Tvid. V id1 and V id2 are segmented
into chunks of length 5 s and 10 s, respectively. The bitrate versions for
each resource are listed in Table 6.2.
Table 6.2: Bitrate versions (Mb/s) of the media resources.
Index Bitrate Index Bitrate Index Bitrate
1 0.256 5 2.048 9 3.200
2 0.512 6 2.560 10 3.584
3 1.024 7 2.800 11 4.096
4 1.536 8 3.072 12 5.120
We assume that there are a total of 6 clients, indexed from 1 to 6,
in the WiFi network. Their initial positions, represented as a coordinate
pair, are illustrated in Figure 6.3. As is shown in the figure, the AP is
situated at the origin. With regard to our selected simulation parameters,
initially all clients are able to communicate with the AP using the highest
modulation scheme (54 Mb/s). We assume that there is sufficient available
bandwidth in the wired network, indicating the wireless part being the only
bottleneck.
For performance comparison, we consider two commonly implemented
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Figure 6.3: Initial positions of the AP and the clients.
queuing policies adopted at the AP, First-In-First-Out (FIFO) and Round
Robin (RR), together with proportional fairness only (PF), as well as URL
redirection on top of proportional fairness (PF-URL). We evaluate the qual-
ity of service experienced by DASH clients under several different scenarios.
6.4.2 Evaluation Metrics
For a more complete evaluation of the video streaming performances, we
consider several evaluation metrics listed as follows:
• Initial Waiting Time (IW):
The time between the sending of the first request and the playback
start, in seconds.
• Total Freeze Time (TF):
The sum of all freeze times during playback, in seconds.
• Average Freeze Time (AF):
The average duration of freezes, in seconds.
• Frequency of Freezes (FF):
Since in DASH playback freezes only happen at chunk boundaries,
the frequency of freezes is defined as the ratio of the total number of
freezes over the total number of chunks.
• Quality Changes (QC):
The number of quality changes during playback.
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• Bitrate (BR):
The average bitrate of all downloaded chunks, in Mb/s.
• Mean Opinion Score (MOS):
We utilize a MOS score acquired through regression analysis by Mok
et al. [87]. The score can be calculated as:
MOS = 4.23− 0.0672IW − 0.742(FF + FQ)− 0.106AF (6.16)
FQ denotes the frequency of quality changes. Note that the equation
is not identical to the original one by Mok et al. [87] where some pre-
defined discrete levels are used instead of the actual values, and where
FQ is not considered. We added the effect of quality changes here as
frequent changes can seriously undermine the user experience.
6.4.3 Type of DASH Clients
The streaming behaviors of DASH clients can differ in many aspects, such
as available bandwidth estimation (based on throughput or parameters at
the network layer), buffer policy, bandwidth smoothing techniques, band-
width selection logic, etc. Thus it is impractical to enumerate a compre-
hensive list of all clients and compare and evaluate their performances. For
simplicity, 4 representative DASH clients are selected, based on their band-
width smoothing and selection policies. The assigned names are just for
ease of later comparison. The first two adaptation logics are implemented
in commercial players while the latter two are proposed in recent academic
publications.
• Android
Implemented in Android OS [1]. The bandwidth is estimated as the
average throughput of the most recently received 100 chunks. Then
the client requests the chunk whose bitrate is no more than the esti-
mation. MythTV [4] takes a similar approach by averaging the down-
load speed since the first request. This logic puts more emphasis on
bandwidth stability at the cost of responsiveness.
• VLC
Implemented in the VLC player for Apple’s HTTP Live Streaming
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(HLS) format, which chooses the highest bitrate to be no more than
the throughput of the most recently received chunk. Similar behaviors
are observed in the Adobe player as well, as reported by Riiser et
al. [95].
• LIU
Implemented by Liu et al. [78]. As introduced in Section 2.4.2, it
adopts a TCP-like AIMD approach for the bitrate switching decision.
• FESTIVE
Implemented by Jiang et al. [66]. As introduced in Section 2.4.2, the
bandwidth is computed as the harmonic mean of the last 20 through-
put estimates. It also adopts a stateful bitrate selection method, with
a gradual one-level bitrate increase and immediate multi-level bitrate
decrease.
We do not consider clients using network layer parameters such as
RTT for bandwidth estimation, as in practice it is extremely difficult for
the clients to obtain these information from the application layer, especially
on mobile platforms. For a fair evaluation of the initial waiting time, unless
otherwise noted, we assume that all clients start playing immediately after
the first chunk is received. Moreover, each client starts its first chunk
request with the lowest bitrate version.
6.4.4 Experimental Results
Scenario 1: Different Starting Time
All clients are DASH clients and remain stationary during the simulation.
Clients 1 and 2 are Android while Clients 3 and 4 are VLC. Client 5 is
LIU and Client 6 is FESTIVE. Clients 1, 2 and 3 send requests to V id1 on
Server 1 and Clients 4, 5 and 6 send requests to V id2 on Server 2. Client
i starts sending a request at time 31(i − 1) s, (1 ≤ i ≤ 6). As each client
sends its first request long after the previous client, we can evaluate how
existing clients, possibly in a stable streaming state, react to the bandwidth
change, and how the AP allocates the bandwidth.
Figure 6.4 shows the downloaded bitrate versions of the six clients and
Table 6.4 shows the performance measures. In the top row, “C” stands
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Figure 6.4: Downloaded chunk bitrates of each client in Scenario 1: different
starting time and stationary clients.
for Client, “SCHE” for scheduler, and the rest are the shorthand names
of the evaluation metrics, where the optional brackets include the unit, if
they have one. Figure 6.6 depicts the total playback freeze duration of
each client. We can see from the results that PF-URL helps all clients to
gain a better quality of service. For the Android clients (1,2) which incur
long freezes due to a slow reaction to bandwidth changes, PF-URL can
totally eliminate the freezes. For the VLC clients (3,4) which are sensitive
to bandwidth changes at the price of frequent bitrate switches, PF-URL
can dramatically reduce the bitrate fluctuations without introducing ad-
ditional freezes. The LIU (5) client takes a very conservative approach
for bandwidth upswitch to maintain quality stability. As a result, with-
out request redirection, its allocated bandwidth is much smaller than its
fair share when competing with other clients, as shown in Table 6.4. The
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Table 6.3: Jain’s Index for bandwidth allocation in Scenario 1.
Policy FIFO RR PF PF-URL
Index 0.971 0.982 0.982 0.997
FESTIVE (6) client seems to be the most advanced according to its perfor-
mance, as it achieves a good balance between stability and efficiency, and
our scheduler helps it to maintain this tradeoff. In summary, the proposed
scheduler helps the clients to achieve a good viewing experience by request
redirection, taking into account the physical transmission capacities and
the proposed request from the client.

























Figure 6.5: Average received bitrates for each DASH client in Scenario 1.
We adopt Jain’s Fairness Index [63] to evaluate the fairness of band-
width allocation among the clients and the calculated value is shown in
Table 6.3. Figure 6.5 shows the average received bitrate for each DASH
client with different schedulers. In the legend of Figure 6.5 “C” stands
for “Client”. It is clear that PF-URL gives a fairer bandwidth allocation
among clients, as it approximates the ideal value of 1, where each client has
an identical allocation. Figure 6.7 shows the MAC layer throughput of the
Access Point. We can see that due to request redirection the throughput
under PF-URL is not as high as with other scheduling policies, but care-
ful calculation shows that on average it still remains 93.4% of the highest
available one (PF).
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Table 6.4: Performance Table for clients in Scenario 1.
C SCHE IW (s) TF (s) AF (s) FF QC MOS
1
FIFO 0.17 49.62 1.34 0.21 8 3.92
RR 0.17 42.98 1.30 0.18 7 3.94
PF 0.17 49.20 1.26 0.21 7 3.92
PF-URL 0.17 0 0 0 6 4.21
2
FIFO 0.56 23.56 0.94 0.14 9 3.98
RR 0.22 23.70 1.18 0.11 7 4.00
PF 0.20 23.93 1.19 0.11 7 4.01
PF-URL 0.20 0 0 0 9 4.21
3
FIFO 0.44 0 0 0 118 4.20
RR 3.13 0 0 0 45 4.02
PF 0.25 0 0 0 46 4.21
PF-URL 0.25 0 0 0 10 4.21
4
FIFO 0.74 11.46 5.73 0.02 62 3.55
RR 0.53 3.57 1.19 0.03 44 4.04
PF 0.38 1.26 0.63 0.02 43 4.12
PF-URL 0.38 0 0 0 9 4.20
5
FIFO 2.52 1.26 0.31 0.04 9 3.99
RR 0.65 0 0 0 9 4.18
PF 0.61 0 0 0 10 4.18
PF-URL 0.52 0 0 0 6 4.19
6
FIFO 2.44 5.60 1.40 0.04 13 3.88
RR 0.74 0 0 0 5 4.18
PF 0.72 0 0 0 5 4.18
PF-URL 0.64 0 0 0 5 4.18
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Figure 6.6: Total playback freeze for clients in Scenario 1.



























Figure 6.7: MAC-layer throughput of AP in Scenario 1.
Scenario 2: Moving Clients
All clients are DASH clients and Client i starts making a request at time
i s (1 ≤ i ≤ 6). Clients 1 and 4 are Android. Clients 2 and 5 are VLC
while Clients 3 and 6 are LIU. All clients make a request for V id1 from
Server 1. For simplicity we assume that if a client moves, it only moves
along the line that passes through its initial position and the circle center,
i.e., in a radial manner. Clients 1, 3 and 5 remain stationary during the
simulation. The other three clients start moving away from the AP at a
speed of 1 m/s until they are 100 m away from the AP, which is at time
100 s. From time 500 s, they start moving back to their initial positions
at the same speed, which means they will remain static again from time
575 s onwards. As they move away from the AP, the weakened radio signal
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Figure 6.8: Average received bitrates for each DASH client in Scenario 2.
will incite ARF and lower modulation schemes will be adopted to achieve
a reliable and stable transmission. As the clients move back later, higher
modulation schemes will be adopted again.
Figure 6.9 shows the downloaded bitrate versions of the six clients,
from which we can see clearly that PF-URL helps all clients to stay at
a comparatively stable bitrate state. Table 6.5 shows the performance
measures. Figure 6.8 shows the average received bitrate for each DASH
client with different schedulers. In the legend of Figure 6.8, “S” stands for
“stationary” while “M” stands for “moving”. Stationary and moving clients
are each grouped together. As we can see, PF-URL manages to achieve a
very fair bandwidth allocation both among stationary and moving clients.
Figure 6.10 illustrates the total freeze time during streaming. We can see
from the table that the overall streaming performance of the moving clients
is greatly increased with PF-URL, in terms of freezes, quality fluctuations,
fairness and received bitrates. PF-URL is the only scheduler that helps all
three moving clients to regain their full bandwidth capacity in a stable and
efficient manner after they return to their initial positions. Client 5 (VLC)
has a lower MOS score with PF-URL as seen from Table 6.5. This is because
it receives an unfairly high bandwidth with other scheduling policies, and
FP-URL distributes the bandwidth in a fairer fashion. Moreover, PF-URL
is the only scheduler that greatly reduces its quality fluctuations.
Figure 6.11 shows the MAC layer throughput of the AP. Through
the first 2/3 duration of the streaming all throughputs are lower than the
highest achievable. As we have analyzed before, this is due to packet trans-
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Figure 6.9: Downloaded chunk bitrates of each client in Scenario 2: sta-
tionary and moving clients.
missions to physically low-bitrate clients, and the degree of the throughput
reduction is dependent on how much time is spent on transmissions to such
clients. With FIFO, the downloaded chunks of the moving clients stay at
the lowest bitrate version and the scheduler transmits much fewer packets
to those clients compared to other clients. With RR, however, the sched-
uler is forced to transmit one of every two packets to the moving clients,
significantly lowering the total throughput, which can also be validated by
the average bitrate each client receives in Table 6.5. With Proportional
Fairness (PF), every client receives a bitrate proportional to its respective
physical transmission capability, achieving a good tradeoff between fair-
ness and efficiency. PF-URL has the lowest overall throughput, as it has
to put quality stability into consideration when redirecting client requests.
Calculation shows that on average it still remains at 78.5% of the high-
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Table 6.5: Performance Table for clients in Scenario 2.
C SCHE IW (s) TF (s) AF (s) FF QC MOS
1
FIFO 0.19 0 0 0 4 4.22
RR 0.19 6.64 1.33 0.03 16 4.05
PF 0.19 0 0 0 7 4.21
PF-URL 0.19 0 0 0 5 4.22
2
FIFO 0.57 33.63 11.21 0.02 72 2.99
RR 0.21 10.48 2.62 0.02 39 3.92
PF 0.21 10.90 2.72 0.02 38 3.91
PF-URL 0.21 4.67 2.33 0.01 9 3.96
3
FIFO 0.91 0 0 0 13 4.16
RR 0.28 0 0 0 5 4.21
PF 0.28 0 0 0 11 4.21
PF-URL 0.27 0 0 0 6 4.21
4
FIFO 1.22 76.49 1.47 0.29 11 3.78
RR 0.37 42.16 1.56 0.15 23 3.92
PF 0.35 45.73 3.81 0.06 11 3.75
PF-URL 0.35 0 0 0 8 4.20
5
FIFO 1.38 0 0 0 58 4.13
RR 0.44 1.87 0.62 0.02 69 4.12
PF 0.42 0.54 0.54 0.01 35 4.14
PF-URL 0.41 0.98 0.98 0.01 7 4.09
6
FIFO 1.84 63.29 1.22 0.29 29 3.76
RR 0.51 30.61 0.71 0.24 19 3.94
PF 0.48 0 0 0 15 4.19
PF-URL 0.48 0 0 0 10 4.19
est available throughput (FIFO), and 82.6% of PF, demonstrating a high
bandwidth usage efficiency.
Scenario 3: Mixed Traffic
All clients remain stationary during the simulation. Clients 1, 2, 3 and 4 are
Android, VLC, LIU and FESTIVE DASH clients, respectively. Clients 1
and 2 send requests to V id1 on Server 1 and Clients 3 and 4 send requests to
V id2 on Server 2. Client 5 sends request for bulk TCP traffic at a constant
bitrate of 5 Mb/s from Server 1, while Client 6 sends a request for UDP
traffic at a constant bitrate of 5 Mb/s from Server 2. Client i starts sending
a request at time 31(i− 1) s, (1 ≤ i ≤ 6).
Figure 6.12 demonstrates the downloading history of the six clients
and Table 6.6 shows the performance measures for the four DASH clients.
We can see again that with the existence of cross traffic, the PF-URL
scheduler helps all DASH clients to gain a better MOS score, and corrects
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Figure 6.10: Total playback freeze for clients in Scenario 2.



























Figure 6.11: MAC-layer throughput of AP in Scenario 2.
the inappropriate rate adaptation policies at the client sides (slow response
to bandwidth variations of Android and too frequent quality transitions
of VLC) while having little impact on the advanced one (FESTIVE). Fig-
ure 6.7 shows that Clients 5 and 6 who request bulk TCP and UDP traffic
are also allocated a fair share of the bandwidth.
Figure 6.13 shows the MAC layer throughput of the AP. Although
for DASH clients the PF-URL scheduler has to consider stability issues, it
allocates all the remaining bandwidth to non-DASH clients. As a result,
in this scenario it keeps as high a bandwidth utilization rate as any other
scheduler.
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Table 6.6: Performance Table for DASH clients in Scenario 3.
C SCHE IW (s) TF (s) AF (s) FF QC MOS
1
FIFO 0.22 99.14 1.55 0.35 8 3.78
RR 0.22 69.68 1.54 0.25 11 3.86
PF 0.22 69.02 1.38 0.27 11 3.86
PF-URL 0.22 0 0 0 4 4.21
2
FIFO 0.49 0 0 0 133 4.19
RR 0.22 0 0 0 82 4.21
PF 0.21 0 0 0 100 4.21
PF-URL 0.21 0 0 0 4 4.22
3
FIFO 0.54 1.43 1.43 0.01 6 4.03
RR 0.36 0 0 0 6 4.20
PF 0.36 0.39 0.39 0.01 6 4.15
PF-URL 0.36 0 0 0 6 4.21
4
FIFO 0.73 10.44 3.48 0.03 5 3.78
RR 3.46 0 0 0 5 3.99
PF 0.39 0 0 0 5 4.20
PF-URL 0.39 0 0 0 5 4.20
6.5 Discussion
It should be noted here that the proposed approach in this chapter is not
complying with the layering and end-to-end principle, two traditional prin-
ciples in network architecture design and implementation. However, our
approach gains it merits given the advantages it provides.
6.5.1 Layering Principle
While the strict separation of functionalities within each layers abstracts
away the implementation details and eases the interoperation between lay-
ers, the rise of cross-layer design in recent years demonstrates that it does
provide valuable benefit by permitting communication and information
exchange between layers. Among them, the Application level multicast
and Application level framing are two exemplary approaches in wide usage
nowadays.
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Figure 6.12: Download history of each client in Scenario 3: mixed traffic.
6.5.2 End-to-end Principle
The same situation applies to the end to end principle as well. The Access
Point takes advantage of the lower layer transmission information it col-
lects to schedule the packet transmission and such valuable information is
impossible to obtain on an end node, whether it be the server or a client. In
fact, all the related work reviewed in Section 2.4.4 fall into this category, as
they all break the end-to-end principle by implementing application layer
functionalities in an intermediate node along the network path.
6.6 Summary
In this chapter we propose a DASH streaming scheduler residing at the
Access Point (AP) in multirate 802.11 wireless networks. To achieve pro-
portional fairness at the packet level, the scheduler implements weighted
114
CHAPTER 6. ACCESS POINT CENTRIC SCHEDULING FOR HTTP
STREAMING IN MULTIRATE 802.11 WIRELESS NETWORKS




























Figure 6.13: MAC-layer throughput of AP in Scenario 3.
fair queuing and dynamically adjusts the weight of each client queue with
regard to the underlying physical transmission rate. At the request level,
the scheduler uses URL redirection to change the bitrate version from the
client’s request when necessary, after analyzing the bandwidth situation,
to reduce the playback freezes and fluctuations at the client side as well as
to maintain bandwidth fairness. Extensive simulations show that the AP-
centric scheduler can improve the clients’ playback experiences and achieve
a fairer bandwidth allocation while still keeping a high utilization rate of




In this chapter, we will first present a summary of our research work re-
garding the processing and transmission of multimedia on mobile plat-
forms, focusing on the energy conservation during video calling and a fair
and efficient bandwidth distribution of the available bandwidth for DASH
streaming in multirate 802.11 wireless networks. Then we point out several
limitations of our work. In the end several research directions are presented
as future work.
7.1 Summary of Research Techniques
Energy and bandwidth are two significant resources that greatly influence
the user experience on mobile platforms. Our thesis is aimed at providing
a solution to this problem given the limited capacity of batteries and the
unfair distribution of bandwidth for several different mobile applications.
First, in Chapter 3, we presented the workload complexity reduction of
MPEG-4 on mobile platforms with energy conservation of the CPU. We
provided a detailed oﬄine profiling and analysis for the workload of MPEG-
4. Based on the analysis, we proposed several discrete coding sets by
combining the most efficient coding parameters, in terms of workload and
output quality, for both the encoder and the decoder. A framework has
been developed that dynamically selects the coding set and applies DVFS
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to reduce the energy consumption of the CPU while ensuring an acceptable
coding quality.
We continue in Chapter 4 with an energy efficient mobile calling frame-
work that entails adaptive coding of H.264. For H.264, which has a much
higher coding complexity and a larger parameter space than MPEG-4, we
utilized the texture similarities between spatially and temporally adjoining
macroblocks for workload reduction. The control of the quality-complexity
tradeoff is unified through the tuning of a single parameter adaptive to the
execution environment. To satisfy the short latency requirement imposed
by interactive communications, we derived a dynamic upper bound for the
encoder buffer by feeding back the execution conditions of both calling
participants.
Then in Chapter 5, we presented an adaptive packet transmission
scheme for mobile video calls to save energy on the network interface. We
designed an RTP packet transmission scheme for mobile video calls with
delay-sensitive multimedia traffic. We utilized the dynamic PSM widely
available in the current WiFi deployment by aggregating the available queu-
ing time for each packet, so that considerable energy can be saved on the
WiFi network interface card while maintaining the call quality.
Finally in Chapter 6, we presented the design of a cross-layer AP cen-
tric streaming scheduler for DASH in multirate 802.11 wireless networks,
leveraging the fact that in a WiFi network configured in the infrastructure
mode, the AP arbitrates the network resource allocation, and it has a better
knowledge of the network transmission situation than any individual client
or the streaming server. Residing at the AP, the scheduler achieves propor-
tional fairness at the packet level by implementing weighted fair queuing.
At the request level, the scheduler uses URL redirection to modify the
bitrate version requested by the client when necessary to reduce the play-
back freezes and quality fluctuations. Experimental results demonstrate
that the AP-centric scheduler can improve the clients’ playback experi-
ences and achieve a fairer bandwidth allocation while still keeping a high




In this thesis we propose an energy aware and bandwidth efficient multime-
dia delivery system that is targeted at providing clients a satisfactory user
experience given the limited battery capacities and the unfair distribution
of bandwidth.
The global web is expanding with a more and more complicated in-
frastructure and clients are becoming increasingly diversified with regard
to running platforms, network access, computational power and service re-
quests. Our multimedia framework takes on several properties that help to
combat these challenges.
First, our framework truly understands the nature of user’s needs and
explores the relationship between service quality and computational re-
source limitations. Realtime communication and on-demand video stream-
ing are usually regarded as inelastic user requests. However, our work
explores the underlying elasticity of user requests and executes the work-
load according to the primary resource constraints (the battery capacity),
which is similar to the idea of “elastic computation” in the cloud computing
domain.
Second,our framework takes advantage of existing available techniques
for service guarantee and provides extensibility for future usage. For the
video coding part, as we analyzed in the thesis, the adaptive workload
applied in MPEG-4 and H.264 is readily applicable to other contemporary
video codecs such as VP8, and can be applied to next-generation codecs
such as HEVC with minor modification. The techniques we use to explore
the sleeping the opportunities is not cognizant of the working state of the
WiFi interface card and the manipulation of hardware is left to the system,
so it could be used with future power saving features in WiFi as well. For
the bandwidth allocation part, the proposed AP-centric HTTP streaming
scheduler may seem complicated and difficult to deploy at a first glance, as
most off-the-shelf routers and gateways provide little customization at the
application level. However, the emergence of Software Defined Networking
(SDN) greatly simplifies the deployment of the scheduler. Moreover, with
the assistance of SDN, the scheduler can be fully customized in accordance




Through our research work presented in this thesis it has been demon-
strated that by combining the context information in multimedia applica-
tions, such as processing and transmission, with power saving techniques
on hardware components, we can provide the mobile clients with a bet-
ter user experience by reducing the energy consumption of video calling
and fairly and efficiently distribute the available bandwidth for on-demand
video streaming. The proposed frameworks can be extended to other ap-
plications as well. However, what we have achieved is not an ultimately
impeccable solution. The limitations lie in several aspects which we will
point out as follows.
First, in our experiment we directly manipulated the hardware mod-
ules such as the CPU and the network interface card from the application
level and such manipulations require root access. While the root access
is easy to obtain in a desktop or server oriented Linux OS, it is not easy
to obtain on a mobile operating system and might expose some security
risks as well. In real implementations, a better solution is to compile the
hardware manipulation code into an individual kernel module that can be
dynamically loaded into the kernel space when the application program
starts running and control the hardware on behalf of the application. The
application communicates and exchanges the execution conditions with the
loaded module in the kernel space.
Second, in our analysis we assumed that WiFi is the default wireless
network access for the mobile platforms. All the experiments were also
conducted with a WiFi connection. While it is true that WiFi networks
are being deployed widely and will continue to play an indispensable role for
the expansion of mobile platforms, contemporary cellular technologies such
as 3G and 4G bring greater convenience with unmatched universal access to
networks. Our experimental results would be more persuasive if they could
be conducted and validated under cellular networks as well. Furthermore,
for energy conservation on the network interface card and DASH streaming
scheduling we make use of some features specific to the WiFi standard such
as dynamic PSM and Access Point. As a result, additional work would be




Third, the proposed DASH streaming scheduler is situated at the AP
and intercepts multimedia traffic between the clients and the server. While
there are many similar middleware approaches, they break the end-to-end
design principle of computer networking. However, as the myopic nature
of client-based rate adaptation logic has been demonstrated by more and
more work it is very difficult to coordinate these behaviors in a distributed
fashion. Thus intermediary solutions like ours can definitely provide an
alternatively effective solution.
7.4 Future Work
For the processing and transmission of multimedia contents on mobile plat-
forms, energy conservation, together with a fair and efficient bandwidth us-
age and distribution, have always been two primary targets researchers keep
striving for. As has been demonstrated in this thesis, there is definitely a
huge space of unsolved research potential deserving further endeavors. For
future work, our research can be extended in many aspects. Some of them
are listed as follows.
• Energy conservation on graphical display. Backlight accounts for
a significant percentage of the total energy consumed on a mobile
device, especially with the trend that large resolution displays are
becoming the mainstream configuration for current mobile phones.
Finding an energy-efficient lighting solution for the current main-
stream display technologies such as TFT-LCD, AMOLED, etc., will
be a fruitful direction that deserves more research efforts.
• Combined energy saving effects from multiple hardware components.
In the thesis the energy saving effects on CPU and network interface
card during the video call were studied and measured separately. It
would be helpful to combine these two approaches and study the
combined effects on energy saving.
• Diversified wireless network environment. As has been stated in Sec-
tion 7.3, throughout the thesis all of our experiments were conducted
assuming a WiFi connection, seriously limiting its portability. 3G
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and 4G standards define their own power saving features as well.
For instance, the Long Term Evolution Advanced (LTE-A) standard
has a discontinuous reception (DRX) mechanism to reduce the power
consumption of mobile stations [7]. It would be necessary to extend
our mobile video call framework with different network interfaces by
making use of their unique power saving features at the system level.
• Latest video coding standard. The specification for the next gen-
eration video coding standard, the High Efficiency Video Coding
(HEVC), has been ratified and many open source and commercial
implementations have been released as well. As a successor to H.264,
HEVC substantially improves the coding efficiency by introducing
several new features such as a Coding Tree Unit (CTU) up to 64×64
pixels and a built-in support for parallel coding (Wavefront Parallel
Processing). It remains an interesting topic to explore the design
space of HEVC and provide an optimized implementation for video
conference on mobile platforms given the power constraint.
• Multiparty video conference. In this thesis we only considered the
traditional two-party video call scenario. Nowadays multiparty video
calling is gradually gaining popularity and is being supported by
many hardware and software vendors. It poses a great challenge to
integrate an energy conservation framework into the multi-party sce-
nario. First, a multiparty call can have different network topologies.
Some establish a direct connection between each pair of users, while
some others select some users as supernodes or use some dedicated
servers, referred to as Multipoint Control Units (MCU), for traffic
overlay and multiplexing, which complicates the power saving on the
network interface card. Second, given the different multimedia traffic
generated by the network topologies, the user program can have var-
ious policies regarding the scheduling and synchronization between
the encoder and the decoder workload, and the decoder may have to
process several received media streams simultaneously. This requires
a careful design of the coding workload reduction scheme.
• Implementation and experiments on real mobile platforms. All the
video call experiments were conducted between two laptop computers
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running the Linux operating system. While the laptop demonstrates
a great resemblance to a mobile phone and could be broadly classified
as a mobile device, it could be more persuasive if the experiments
can be conducted on real mobile platforms, such as on Android or
iOS. Such mobile operating systems have slightly modified kernel-
level process scheduling policies that prioritize GUI rendering, which
could affect the execution of video coding. Moreover, such devices
also have different power consumption ratios between each hardware
components, worthy of further exploration.
• Implementation of DASH scheduling policies on a real AP. For the
AP-centric DASH streaming scheduler, our experimental results were
obtained through simulation in ns-2 only. Going forward, we plan
to implement our scheduling framework on a real wireless router by
burning a customized firmware using OpenWrt1, or a software AP
on PC by Hostapd2, an open source user space daemon software for
802.11 AP management. We will build a real network environment
and study its corresponding performances by including various DASH
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