Abstract. We study two families of sequences, listed in the On-Line Encyclopedia of Integer Sequences (OEIS), which are associated to invariant theory of Lie algebras. For the first family, we prove combinatorially that the sequences A059710 and A108307 are related by a binomial transform. Based on this, we present two independent proofs of a recurrence equation for A059710, which was conjectured by Mihailovs. Besides, we also give a direct proof of Mihailovs' conjecture by the method of algebraic residues. As a consequence, closed formulae for the generating function of sequence A059710 are obtained in terms of classical Gaussian hypergeometric functions. Moreover, we show that sequences in the second family are also related by binomial transforms.
Introduction
The representation theory of simple Lie algebras is a keystone of algebraic and enumerative combinatorics, giving rise to combinatorial objects such as tableaux, symmetric functions, quantum groups, crystal graphs, and many others. We are interested in two families of sequences in OEIS. Sequences in the first family of sequences are called octant sequences. For instance, sequence A059710, which is the first octant sequence, is defined to be a sequence associated to fundamental representations of the exceptional simple Lie algebra G 2 , of rank two and dimension fourteen [13] . The second octant sequence is A108307 [14] , and it is defined to be the cardinality of the set of set partitions of [n] with no enhanced 3-crossing. Our first contribution is to prove that sequences A059710 and A108307 are tightly related, by a binomial transform. Theorem 1.1. Let T 3 (n) and E 3 (n) be the n-th terms of A059710 and A108307, respectively. Then E 3 is the binomial transform of T 3 , i.e., for n ≥ 0,
Theorem 1.1 provides an unexpected connection between invariant theory of G 2 and combinatorics of set partitions. In the same spirit, [9, Theorem 1] proves a binomial relation between E 3 and A108304, which is the third octant sequence. Together, these two results show that the octant sequences are associated to representations of G 2 .
Building on Theorem 1.1, as well as on results by Bousquet-Mélou and Xin [4] , our second contribution is to give two independent proofs of a recurrence equation for T 3 conjectured by Mihailovs [18, §3] , which was the initial motivation for our study: Theorem 1.2. The sequence T 3 is determined by the initial conditions T 3 (0) = 1, T 3 (1) = 0, T 3 (2) = 1 and the recurrence relation that for n ≥ 0,
Furthermore, we give an alternative proof of Theorem 1.2, using the interpretation of T 3 in terms of G 2 walks and using algorithms for computing Picard-Fuchs differential equations for algebraic residues. As a consequence, closed formulae for the generating function of T 3 are obtained in terms of the classical Gaussian hypergeometric function.
We consider a second family of sequences, called quadrant sequences. These are defined to be sequences associated to representations of G 2 restricted to SL(3). By invariant theory, these sequences are also are related by binomial transforms. Based on this, we give a uniform recurrence equation holding for each quadrant sequence. Furthermore, we show that sequences in the second family are identical to quadrant sequences because they satisfy the same initial conditions and recurrence equations. They are related to the octant sequences by the branching rules [7] for the maximal subgroup SL(3) of G 2 .
Preliminaries
In this section, we give a general construction of sequences associated to the invariant theory of algebraic groups and the relations between them. Definition 2.1. Let G be a reductive complex algebraic group and let V be a (finite dimensional) representation of G. The sequence associated to (G, V), denoted a V , is the sequence whose n-th term is the multiplicity of the trivial representation in the tensor power ⊗ n V.
Given the sequence a with n-th term a(n), the binomial transform of a is the sequence, denoted Ba, whose n-th term is
Here, B denotes the binomial transform operator. Binomial transforms arise naturally for sequences associated to the representations of reductive complex algebraic groups.
Lemma 2.2.
Assume that a V is the sequence associated to (G, V) as specified in Definition 2.1.
The binomial transform also arises naturally for lattice walks restricted to a domain.
Lemma 2.3.
Assume that a sequence a enumerates walks in a lattice, confined to a domain D, using a set of steps S. Then Ba is given by adding a new step corresponding to the zero element of the lattice; that is, S is replaced by the disjoint union S ∐{0} without changing the domain.
The binomial transform can also be regarded as an operator on the generating function of a sequence. Let G(t) = ∑ ∞ n=0 a(n)t n be the generating function of the sequence a. We denote the generating function of B k a by B k G. Then we have Lemma 2.4. For k ∈ Z, the k-th binomial transform of G(t) is
Octant sequences
The first family of sequences we are interested in is illustrated in Figure 1 . In Subsection 3.1, we show that A059710 and A108307 are related by the binomial transform, which is Theorem 1.1. Combining with [9, Theorem 1] and Lemma 2.2, sequences in this first family are identical to the sequences a V⊕k C (Definition 2.1), where V is the seven dimensional fundamental representation of the exceptional simple Lie algebra G 2 , for k = 0, 1, 2. They can also be interpreted in terms of lattice walks restricted to the octant. Thus, we call them octant sequences. Let T 3 (n) be the n-th term of the first octant sequence A059710. In Subsection 3.2, based on Theorem 1.1, we present two independent proofs of Theorem 1.2, which gives a linear recurrence equation for T 3 (n). Besides, we also give a direct proof of Theorem 1.2 by the method of algebraic residues. As a consequence, closed formulae for the generating function of T 3 are presented in terms of hypergeometric functions in Subsection 3.3. 
Lattice walks
In this subsection we prove Theorem 1.1, using lattice walks. An excursion is a walk which starts and ends at the origin. The main idea of our proof is to exhibit excursions that are enumerated by the two sequences and then to compare these. Sequence T 3 has an interpretation via enumerating excursions on the weight lattice of G 2 . This interpretation is given in [13, 18] and it uses the theory of Kashiwara crystals.
Proposition 3.1. Let C be the crystal of the representation V. For n 0, T 3 (n) is the number of highest weight words of weight 0 in the tensor power ⊗ n C.
The highest weight words are in bijection with a set of excursions in the weight lattice of G 2 . The steps are the seven weights of the fundamental representation V. The walk is constrained to stay in the dominant chamber. These weights and the dominant chamber are shown in Figure 2 . There is one further rule, which is the boundary rule, stating that if a walk is at a boundary point (0, y), then the step (0, 0) is not permitted.
Let E 3 (n) be the n-th term of the second octant sequence A108307. Then the sequence E 3 enumerates hesitating tableaux of height 2, introduced in [6] . The excursion interpretation is given in [4] .
A hesitating tableau of semilength n is an excursion in the Young lattice with n steps. Each step is one of the following pairs of moves on the Young lattice:
• do nothing, add a cell;
• remove a cell, do nothing;
• add a cell, remove a cell.
A hesitating tableau of height h is a hesitating tableau such that every partition in the sequence has height at most h. A hesitating tableau of height 2 can be interpreted as an excursion in Z 2 by identifying partitions with at most two nonzero rows with the set
There are eight steps since there are two ways to do nothing then add a cell, two ways to remove a cell then do nothing and four ways to remove a cell then add a cell. Two of the four ways to remove a cell then add a cell give the step (0, 0), namely add a cell on the first row then remove this cell and add a cell on the second row then remove this cell. It is always allowed to add and then remove a cell on the first row. The step which adds and removes a cell on the second row is not permitted on the line x = y.
Proof of Theorem 1.1. We compare the two descriptions of the walks. The steps of the walks for the sequence T 3 are shown in Figure 2 and the steps of the walks for the sequence E 3 are shown in Figure 3 . In order to compare these, we first make the change of coordinates (x, y) → (x, y ± x). This identifies the six non-zero steps, as well as the two domains.
By Lemma 2.3, it remains to compare the zero steps. There is one zero step in the T 3 case and two in the E 3 case. In the E 3 case we have the zero step which adds and then removes a cell on the second row. The boundary condition is that this step is not allowed on the line x = y. After the change of coordinates, this is the same boundary condition as the zero step in the T 3 case. The second zero step in the E 3 case adds and then removes a cell in the first row. This is always allowed.
Algebra
In this subsection, we give three proofs of Theorem 1.2, with different flavors. The first two proofs use Theorem 1.1 and a result of Bousquet-Mélou and Xin [4] on partitions that avoid 3-crossings. The last proof relies on the connection with G 2 walks.
First proof of Theorem 1.2
The first proof is based on Theorem 1.1, on Proposition 2 in [4] and on the method of creative telescoping [19, 10] for the summation of (bivariate) holonomic sequences.
Proposition 3.2. [4, Proposition 2]
The number E 3 (n) of partitions of [n] having no enhanced 3-crossing is given by E 3 (0) = E 3 (1) = 1, and for n ≥ 0,
Equivalently, the associated generating function E (t) = ∑ n≥0 E 3 (n)t n satisfies
First Proof of Theorem 1.2. By Theorem 1.1, we have
. By Proposition 3.2, and by the closure properties for holonomic functions, it follows that f (n, k) is holonomic. Thus, we can apply Chyzak's algorithm [10] for creative telescoping to derive a recurrence relation for T 3 . In particular, using the Koutschan's Mathematica package HolonomicFunctions.m [11] that implements Chyzak's algorithm, we find exactly the recurrence equation in Theorem 1.2.
The detailed calculation involved in the above proof can be found in [3] .
Second proof of Theorem 1.2
The second proof is also based on Proposition 2 in [4] and on Theorem 1.1, namely on the relation between the generating functions of T 3 (n) and of E 3 (n) implied by Theorem 1.1.
Second Proof of Theorem 1.2. Let T (t) = ∑ n≥0 T 3 (n)t n . By Theorem 1.1 and Lemma 2.4,
We know from Proposition 3.2 a differential equation for E (t). By (univariate) closure properties of D-finite functions, we deduce a differential equation for T (t), and convert it into a linear recurrence for T 3 (n), which is exactly the recurrence in Theorem 1.2.
Third proof of Theorem 1.2
The third proof of Theorem 1.2 relies on G 2 walks and the method in [1] . First we define two elements K and W in the group ring of the root lattice of G 2 . Since the root lattice has rank 2, these become Laurent polynomials in two variables once we choose a basis of the root lattice. The element K is the character of the representation V; W is given by
Here W is the Weyl group, ε : W → {±1} is the sign character and ρ is half the sum of the positive roots.
The following definition is given in [12] in the paragraph following Conjecture 3.3. The general principle is discussed in [8] .
Definition 3.3. The n-th term T 3 (n) is the constant term of the Laurent polynomial W K n , where
and W is the Laurent polynomial
. In other words, T (t) is equal to the algebraic residue of W/(xy − txyK), and thus it is D-finite [15] and is annihilated by a linear differential operator that cancels the contour integral of W/(xy − txyK) over a cycle. Using the integration algorithm for multivariate rational functions in [2] we compute the following operator of order 6, that cancels T (t):
where ∂ = ∂ ∂t denotes the derivation operator with respect to t. The operator L 6 factors as L 6 = QL 3 , where
and
This shows that f (t) := L 3 (T (t)) is a solution of the differential operator Q. Hence, by denoting f (t) = ∑ n≥0 f n t n , one deduces that for all n ≥ 0 we have
One the other hand, from T (t) = 1 + t 2 + O(t 3 ), it follows that f 0 = 0, therefore f (t) = 0, in other words T (t) is also a solution of L 3 . From there, deducing the recurrence relation of Theorem 1.2 is immediate.
Closed formulae
By factorization of the operator L 3 and using algorithms for solving second order differential equations, as described in [1] , we derive the following closed formula for T (t): Following the approach in [1, §3.3] , itself based on [17, Theorem 1.5], one can obtain an alternative expression using a more geometric flavor. The key point is that the denominator of W/(xy − txyK) is a family of elliptic curves, thus integrating W/(xy − txyK) over a small torus amounts to computing the periods of the two forms (of the first and second kind). Working out the details, this approach yields an expression for T (t) in terms of the Weierstrass invariant 
Quadrant sequences
The second family of sequences we are interested in is given in Figure 4 . We show that sequences in this second family are identical to sequences associated to representations of G 2 restricted to SL(3). Thus, by Lemma 2.2, those sequences are also related by binomial transforms. Moreover, they can also be interpreted as lattice walks restricted to the quadrant. This is why we call them quadrant sequences. They are related to the octant sequences by the branching rules [7] for the maximal subgroup SL(3) of G 2 . and
Let C 2 (n) be the n-th term of the sequence A216947 in the second family. Marberg [16, Theorem 1.7] showed C 2 (n) is the constant term [x 0 y 0 ] of WK n , whereK = K| k=3 , the Laurent polynomials K and W are specified in (4.1) and (4.2). By Lemma 4.2, the sequence S 3 is identical to the sequence A216947. Therefore, we have:
The n-th term C 2 (n) of the sequence S 3 is given by C 2 (0) = 1, C 2 (1) = 3 and for n ≥ 0:
Equivalently, the associated generating function C(t) = ∑ n≥0 C 2 (n)t n satisfies
Next, for k = 0, 1, 2, 3, we prove a uniform recurrence equation for the sequence S k . It is given by a single formula with k as a parameter. Moreover, we show that S 0 , S 1 , S 2 , S 3 are identical to sequences in the second family. (k − 9)(k − 1)k 2 (n + 1)(n + 2)a(n)+ where C(t) is the generating function of S 3 . Regarding k as a parameter in the above expression, we deduce the differential equation for A(t) in the claim by using Proposition 4.3 and closure properties of D-finite functions. By converting the differential equation for A(t), we get the corresponding recurrence equation for the sequence a(n), which is exactly the recurrence equation in the claim.
In [16] , Marberg proved that A151366, A001181, and A216947 are related by binomial transforms by using combinatorial methods. Here, we give another proof by the representation theory of simple Lie algebras.
