Abstract. In the past two decades, several breakthrough techniques, known as "color coding-related techniques", lead to the design of extremely fast parameterized algorithms. In this paper, we introduce a family of strategies, that we call "mixing strategies", for applying these techniques, developing even faster, closer to optimal, parameterized algorithms. Our strategies combine the following novel ideas.
Introduction
Parameterized algorithms solve NP-hard problems by confining the combinatorial explosion to a parameter k. More precisely, a problem is fixed-parameter tractable (FPT) with respect to a parameter k if it can be solved in time O * (f (k)) for some function f , where O * hides factors polynomial in the input size. The classic color coding technique, introduced by Alon et al. [1] , marked the beginning of a revolution in the design of efficient FPT algorithms, enabling the discovery of the first single exponential time FPT algorithms for many subcases of the Subgraph Isomorphism problem. In the past two decades, three breakthrough techniques improved upon color coding, leading to the development of extremely fast FPT algorithms for many fundamental problems. This includes the combinatorial divide-and-color technique [7] , the algebraic multilinear detection technique [28, 29, 46] which later evolved into the algebraic narrow sieves technique [2, 3] , and the combinatorial representative sets technique [18] .
Divide-and-color was the first technique to allow developing FPT algorithms for weighted problems, both randomized and deterministic, that are faster than those relying on color coding. Representative sets improved upon this technique, enabling to develop deterministic FPT algorithms for weighted problems that are faster than the randomized ones based on divide-and-color. The fastest FPT algorithms, however, are developed using narrow sieves. Unfortunately, narrow sieves is only known to be relevant to the design of randomized algorithms for unweighted problems.
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In this paper, we present non-standard strategies for applying these techniques, particularly the representative sets technique, developing improved, closer to optimal, FPT algorithms. Our strategies combine the following novel ideas (see Section 2).
• Mixing narrow sieves and representative sets, previously considered to be two independent color codingrelated techniques.
• Under certain "disjointness conditions", speeding-up the best known computation of representative sets.
• Mixing a preprocessing stage based on divide-and-color with the computation mentioned in the previous item, speeding-up standard representative sets-based algorithms.
• Cutting the universe into small pieces in two special manners, one used in the mix mentioned in the previous item, and the other mixed with a non-standard representative sets-based algorithm to improve its running time by decreasing the size of the partial solutions it computes.
The first item indicates that the representative sets technique is relevant to the design of fast randomized FPT algorithms, and not only deterministic ones. Using our strategies, we develop algorithms for k-Internal Out-Branching (k-IOB), k-Path and related classic problems, 2 Weighted 3-Set k-Packing ((3, k)-WSP) and P 2 -Packing, defined as follows. k-IOB: Given a directed graph G = (V, E) and a parameter k ∈ N, decide if G has an out-branching (i.e., a spanning tree with exactly one node of in-degree 0) with at least k internal nodes (i.e., nodes of out-degree at least 1). Weighted k-Path: Given a directed graph G = (V, E), a weight function w : E → R, a weight W ∈ R and a parameter k ∈ N, decide if G has a simple directed path on exactly k nodes and of weight at most W . (3, k)-WSP: Given a universe U , a family S of subsets of size 3 of U , a weight function w : S → R, a weight W ∈ R and a parameter k ∈ N, decide if there is a subfamily S ⊆ S of k disjoint sets whose total weight is at least W . P 2 -Packing: Given an undirected graph G = (V, E) and a parameter k ∈ N, decide if G has k (node-)disjoint simple paths, each on 3 nodes.
The k-IOB problem is of interest in database systems [10] . A special case of k-IOB, called k-Internal Spanning Tree (k-IST), asks if a given undirected graph G = (V, E) has a spanning tree with at least k internal nodes. An interesting application of k-IST, for connecting cities with water pipes, is given in [40] . The k-IST problem is NP-hard since it generalizes the Hamiltonian Path problem [23] ; thus, k-IOB is Gutin al. [26] det k-IOB O * (2 O(k log k) ) Cohen et al. [9] det also NP-hard. Table 1 presents a summary of known FPT algorithms for k-IOB and k-IST, including our contribution. More details on these problems can be found in the surveys [36, 42] . We solve k-IOB in deterministic time O * (5.139 k ) and randomized time O * (3.617 k ), improving upon the previous best deterministic time O * (6.855 k ) [43] and randomized time O * (4 k ) [47] . To this end, we establish a relation between out-trees (i.e., directed trees with exactly one node of in-degree 0, called the root) that have many leaves and paths on 2 nodes which. This relation shows how certain partial solutions to k-IOB can be completed in polynomial time by using a computation of a maximum matching in the underlying undirected graph.
The k-Path, k-Tree, (r, k)-DM and GM D problems are well-studied problems, not only in the field of parameterized complexity. The (3, k)-DM problem, for example, is listed as one of the six fundamental NP-complete problems in Garey and Johnson [22] . We present a unified approach to speed-up the O * running times of standard representative sets-based (deterministic) algorithms. In particular, this approach can be used to modify the previous best deterministic algorithms for k-Path, k-Tree, (r, k)-DM and GM D , including their weighted variants, which run in times O * (2.619 k ) [21, 43] . We choose to demonstrate our approach using the Weighted k-Path problem, since obtaining an O * (2 k ) time deterministic algorithm for this problem is considered to be a major open problem in the field of parameterized complexity (here we give another step in this direction).
The (3, k)-WSP problem is another well-known problem considered in this paper. In the past decade, it enjoyed a race towards obtaining the fastest FPT algorithm that solves it. Table 2 presents a summary of known FPT algorithms for (3, k)-WSP, including our contribution. We solve (3, k)-WSP in deterministic time O * (8.097 k ), significantly improving upon the previous best deterministic time O * (12.155 k ) [25] . The P 2 -Packing problem is a special case of (3, k)-WSP, for which specialized FPT algorithms are given in [15, 16, 17, 39] . Feng et al. [16] give a randomized algorithm for P 2 -Packing, including its weighted version, that runs in time O * (6.75 k ), and Feng et al. [15] give a corresponding deterministic version that runs in time O * (8 k+o(k) ). We first observe that the algorithms of [15, 16] can be modified to solve P 2 -Packing in deterministic time O * (6.75 k+o(k) ). We then give an alternative algorithm that solves P 2 -Packing in deterministic time O * (6.777 k ).
Color Coding-Related Techniques
In this paper, we use a known algorithm (of [47] ) that is based on narrow sieves as a black box, and thus we do not describe this technique. We proceed by giving a brief description of the divide-and-color technique, followed by a more detailed description of the representative sets technique. We then give a high-level overview of our strategies for mixing and applying the narrow sieves, divide-and-color and representative sets techniques when solving the problems mentioned in the introduction, including references to the relevant sections.
Divide-and-Color: Divide-and-color is based on recursion, where at each step we color elements, randomly or deterministically. In our strategies, we are interested in applying only one step of this technique, which can be viewed as applying the color coding technique with only two colors. In such a step, we have a set A of n elements, and we seek a certain subset A * of k elements in A. We partition A into two (disjoint) sets, B and C, by coloring its elements. Thus, we get the problem of finding a subset B * ⊆ A * in B, and another problem of finding the subset C * = A * \ B * in C. The partition should be done in a manner that is both efficient and results in an easier problem, which does not necessarily mean that we get two independent problems (of finding B * in B and C * in C). Deterministic applications of divide-and-color often use a tool called an (n, k)-universal set [35] . Here, however, we need the following generalization of this tool: Definition 1. Let F be a set of functions f : {1, 2, . . . , n} → {0, 1}. We say that F is an (n, k, p)-universal set if for every subset I ⊆ {1, 2, . . . , n} of size k and a function f : I → {0, 1} that assigns '1' to exactly p indices, there is a function f ∈ F such that for all i ∈ I, f (i) = f (i).
The next result (of [18] ) asserts that small universal sets can be computed efficiently.
Theorem 1.
There is an algorithm that, given integers n, k and p, computes an (n,
Representative Sets: We first give the formal definition of a representative family, and then discuss its relevance to the design of FPT algorithms. We are only concerned with this definition with respect to uniform matroids, in which case we avoid using the term matroid. Information on the more general definition can be found in, e.g., [18, 33] .
Definition 2. Given a universe E, family S of subsets of size p of E, function w : S → R and parameter k ∈ N, we say that a subfamily S ⊆ S max (min) (k − p)-represents S if for every pair of sets X ∈ S and Y ⊆ E \ X such that |Y | ≤ k − p, there is a set X ∈ S disjoint from Y such that w( X) ≥ w(X) (w( X) ≤ w(X)).
Roughly speaking, Definition 2 implies that if a set Y can be extended to a set of size at most k by adding a set X from S, then it can also be extended to a set of the same size by adding a set X from S that is at least as good as X. The special case where w(S) = 0, for all S ∈ S, is the unweighted version of the definition.
Plenty FPT algorithms are based on dynamic programming, where after each stage, the algorithm computes a family S of sets that are partial solutions. At that point we can compute a subfamily S ⊆ S that represents S. Then, each reference to S can be replaced by a reference to S. The representative family S contains "enough" sets from S; therefore, such replacement preserves the correctness of the algorithm. Thus, if we can efficiently compute representative families that are small enough, we can substantially improve the running time of the algorithm.
The Two Families Theorem of Bollobás [4] implies that for any universe E, family S of subsets of size p of E and parameter k (≥ p), there is a subfamily S ⊆ S of size k p that (k − p)-represents S. Monien [34] computed representative families of size 
Here we need the following tradeoff-based generalization of their computation, given in [43] (see also [21] ):
Theorem 2. Given a parameter c ≥ 1, universe E, family S of subsets of size p of E, function w : S → R and parameter k ∈ N, a subfamily S ⊆ S of size (ck)
Mixing Strategies
Our first algorithm, a deterministic FPT algorithm for k-IOB, follows the strategy illustrated in Figure 1 (I) (see Appendix A). The first reduction (of [9] ) allows us to focus on finding a small out-tree rather than an out-branching, while the second reduction allows us to focus on finding an even smaller out-tree, but we need to find this out-tree along with a set of paths on 2 nodes (see Section 3.1). We then use a representative sets-based procedure in a non-standard manner, which does not directly solves the problem, but returns a family of partial solutions. We can then try to extend each partial solution to a solution in polynomial time (see Section 3.2). This is somewhat similar to an execution of a bounded search tree-based procedure (see [12] ), where the leaves of the search tree may contain partial solutions that we try to extend to solutions in polynomial time.
Our second algorithm, which is a randomized FPT algorithm for k-IOB, builds upon our first algorithm and follows the strategy illustrated in Figure 1 (II). In particular, this strategy shows the usefulness of mixing narrow sieves and representative sets (see Section 3.3), which were previously considered to be two independent tools for developing FPT algorithms. This strategy indicates that the representative sets technique is relevant to the design of fast randomized FPT algorithms, even for unweighted problems.
Our third algorithm, which is a deterministic FPT algorithm for Weighted k-Path, follows the strategy illustrated in Figure 1 (III). This strategy can be used to obtain faster algorithms for other problems solved using a standard application of representative sets.
3 Our improvement relies on the following generalization of Definition 2 and Theorem 2:
Definition 3. Let E 1 , E 2 , . . . , E t be disjoint universes of elements, p 1 , p 2 , . . . , p t ∈ N, and S be a family of subsets of (
Given a function w : S → R and parameters k 1 , k 2 , . . . , k t ∈ N, we say that a subfamily S ⊆ S max (min) (k 1 −p 1 , k 2 −p 2 , . . . , k t −p t )-represents S if for every pair of sets X ∈ S and Y ⊆ (
Theorem 3. Given parameters c 1 , c 2 , . . . , c t ≥ 1, and E 1 , E 2 , . . . , E t , p 1 , p 2 , . . . , p t , S, w and k 1 , k 2 , . . . , k t as in Definition 3, a subfamily S ⊆ S of size
We prove this theorem in Section 4.1, and use it to solve a subcase of Weighted k-Path in Section 4.2. We translate Weighted k-Path to this subcase via divide-and-color preprocessing, combined with a technique that we call balanced cutting of the universe (see Section 4.3).
Our fourth and fifth algorithms, which are deterministic FPT algorithms for (3, k)-WSP and P 2 -Packing, follow the strategies illustrated in Figures 1(IV) and 1(V) , respectively. Here we also cut the universe into small parts (see Appendices H and I), though in a different manner, which allows us to delete more elements from partial solutions than [25] . We call this technique unbalanced cutting of the universe. Our algorithm for P 2 -Packing is also based on the iterative compression technique [41] , relying on a result of [17] . Roughly speaking, applying iterative compression means that one solves a variant of the problem where we are given a (partial) solution of size t − 1, and need to find a solution of size t. Then, the general problem can be solved by running the specialized algorithm k times, iteratively increasing the value of t from 1 to k. We note that iterative compression has already been combined with representative sets in [25] (to solve (3, k)-DM).
Solving the k-IOB Problem
In this section we develop FPT algorithms for k-IOB, following the first two strategies in Section 2.1.
From Out-Branchings to Small Out-Trees and Paths on Two Nodes
We first define the (
problem, which requires finding an out-tree rather than an out-branching. Given a directed graph G = (V, E), a node r ∈ V that is the root of an out-branching of G, and parameters k a ≤ k b and a ≤ b , this problem asks if G has an out-tree T rooted at r that contains exactly x internal nodes and y leaves, for some k a ≤ x ≤ k b and a ≤ y ≤ b . A discussion given in [9] directly implies the correctness of the following observations (see also [47] ):
We next show that we can focus on finding a small out-tree along with a set of paths on 2 nodes. To this end, we define a new problem, called (k, , q)-Tree&Paths ((k, , q)-T&P). Given a directed graph G = (V, E), a node r ∈ V that is the root of an out-branching of G, and parameters k, ≤ k and q ≥ max{0, 2 − k}, this problem asks if G has an out-tree T rooted at r that contains exactly (k − q) internal nodes and ( − q) leaves, along with q (node-)disjoint paths, each on two nodes, that do not contain any node from T .
Using Observations 1 and 2, we prove the following lemma in Appendix B:
To obtain our deterministic algorithm for k-IOB, we only need the following corollary:
A Deterministic Algorithm for k-IOB
Let (G, r, k, , q) be an instance of (k, , q)-T&P. Moreover, let T x,y denote the family that includes every set of nodes that is the node-set of an out-tree in G that is rooted at r and contains exactly x internal nodes and y leaves. The paper [43] gives a (deterministic) respresentative sets-based procedure, TreeAlg1(G, r, k, , q, c), which satisfies the following:
Lemma 2. For any fixed c ≥ 1 and > 0, TreeAlg1 computes a family that z-represents T x,y in time
Denoting x = (k − q), y = ( − q), z = 2q and T = T x,y , we have the following corollary:
Corollary 2. For any fixed c ≥ 1 and > 0, TreeAlg1 computes a family that (2q)-represents T in time
Consider the following deterministic algorithm T&PAlg for (k, , q)-T&P, where = 1 10 10 .
compute (in polynomial time) a maximum matching M in the underlying undirected graph of G from which we remove the nodes in X and the adjacent edges (see [13] ).
4:
if |M | ≥ q then accept. end if 5: end for 6: reject.
).
Proof. By the pseudocode and Corollary 2, T&PAlg runs in the desired time. Moreover, if it accepts, the input is clearly a yes-instance. Now, suppose that the input is a yes-instance, and let T and P 1 , P 2 , . . . , P q be a solution for it. By Corollary 2, T (2q)-represents T . Therefore, there exists X ∈ T that does not contain any node that belongs to P 1 , P 2 , . . . , P q . Thus, the underlying undirected graph of G from which we remove the nodes in X and the adjacent edges contains a maximum matching of size at least q. By the pseudocode, this implies that T&PAlg accepts.
Upper bounds for
), considering different parameters 1 ≤ c, are given in Appendix C. In particular, by choosing c = 1.497, we get the bound O * (5.139 k ). Thus, by Corollary 1, we have the following theorem:
Theorem 4. k-IOB can be solved in deterministic time O * (5.139 k ).
A Randomized Algorithm for k-IOB
The paper [47] gives a (randomized) narrow sieves-based procedure, TreeAlg2, which satisfies the following: 
Solving Weighted k-Path and Related Problems
In this section we present a technique for speeding-up standard representative sets-based algorithms, following the third strategy in Section 2.1. This technique is demonstrated using the Weighted k-Path problem.
Computing Generalized Representative Sets
We now prove the correctness of Theorem 3 (see Section 2.1), generalizing the computation of representative sets that is given in [43] , which heavily relies on [18] .
Proof. We start by giving the definition of a data structure necessary to our computation of representative families. Let E be a universe of n elements, and suppose that k , p ∈ N are parameters such that p ≤ k . Rephrasing Definition 1, we say that a family F ⊆ 2 E is (E , k , p )-good if it satisfies the following condition: For every pair of sets X ⊆ E of size p and Y ⊆ E \ X of size at most k − p , there is a set F ∈ F such that X ⊆ F , and Y ∩ F = ∅. An (E , k , p )-separator is a data structure containing such a family F, which, given a set S ⊆ E of size p , outputs the subfamily of sets in F that contain S, i.e., χ(S) = {F ∈ F : S ⊆ F }. The efficiency of such a data structure is measured by the following parameters: ζ = ζ(E , k , p ), the number of sets in the family F; τ I = τ I (E , k , p ), the time required to compute the family F; and τ Q = τ Q (E , k , p ), an upper bound for the time required to output χ(X), for any X ⊆ E of size p .
For any fixed c ≥ 1, the paper [43] shows how to construct
, and let Fi be the family it stores. 3:
for all F ∈ F do let zF ∈ {0, 1} be an indicator variable for using F , initialized to 0. end for 10:
compute χ0(Si) = {F ∈ χ(Si) : zF = 0}. 12:
if χ0(Si) = ∅ then 13:
add Si to S. 14:
for all F ∈ χ0(Si) do assign zF = 1. end for 15:
end if 16: end for 17: return S.
We can clearly assume that |S| is larger than the size of the desired representative family (else we can simply return S). The pseudocode of our (deterministic) algorithm, GenRepAlg, for computing representative sets is given above. The crux of its approach, which allows it, under certain "disjointness conditions" (i.e., for certain parameters p 1 , p 2 , . . . , p t and k 1 , k 2 , . . . , k t ), to compute representative sets faster than [43] is the following: It avoids a direct construction of an (E, k, p)-separator, but obtains, more efficiently, all the necessary information provided by such a separator by using smaller separators of the form D ci (Ei,ki,pi) . To this end, it first constructs the smaller separators (Step 2). It uses them to compute a family F (Step 5), and a corresponding function χ (Steps 3 and 6). Note that F might not be (E, k, p)-good, but it will be sufficient for our purpose. Then, GenRepAlg orders the sets in S according to their weights (Step 7). Finally, it returns all S i ∈ S for which there is a set F ∈ F containing S i but no S j , for 1 ≤ j < i (Steps [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] .
The proof that GenRepAlg indeed returns a subfamily S ⊆ S of the desired size that max (min) (
Solving a Subcase of Weighted k-Path
We next consider Cut Weighted k-Path (k-CWP), the subcase of Weighted k-Path that we solve using a generalized representative sets-based procedure. Since the definition of k-CWP is slightly technical and we solve it in the appendix, we start by explaining the main idea. Roughly speaking, we define this problem to be Weighted k-Path where we are given two disjoint sets of nodes, L and R, and functions that cut the solution, a "light" path on k nodes (if one exists), in a manner that will allow us to consider L only in the first half (plus a chosen small fraction) of the execution of the following procedure that solves it, and R only in the second half (minus the fraction) of its execution. It is also important that these functions "spread" the nodes of L (resp. R) in a certain manner, which is at worst approximately balanced, among the paths considered in the first (resp. second) half of the execution. Approximate balance actually distorts the balance in the computed partial solutions: partial solutions computed in the first (resp. second) half of the execution will contain a much smaller (resp. larger) fraction of the nodes from V \ (L ∪ R) belonging to the solution than of the nodes from L (resp. R) belonging to the solution, especially when we are close to the middle of the execution. This distortion allows us to benefit (in terms of running time) from the fact that we compute generalized representative sets.
Fix 0 < , δ, γ < 0.1, whose values are determined later, such that 1 , m, m ∈ N, where m = 
Formally, the input for k-CWP consists of a directed graph G = (V, E), a weight function w : E → R, a weight W ∈ R and a parameter k ∈ N, along with two disjoint subsets L, R ⊆ V , four injective functions 1 
. The functions should satisfy the following "function conditions":
We need to decide if G has 1 simple internally node-disjoint directed paths, P 1 , P 2 , . . . , P 1 , whose total weight is at most W , and whose number of nodes from L and R is almost the same-(
4 such that the following "solution conditions" are satisfied:
1. ∀i ∈ {1, 2, . . . , m + m} : The first and last nodes of P i are 1 (i) and 2 (i), respectively, and it contains exactly k − 1 internal nodes, where none of them belongs to R or the images of the input functions. Moreover, the total number of nodes from L that are contained in the paths P 1 , . . . , P i is at least
The first and last nodes of P m+ m+1 are v and v r , respectively, and it contains exactly k − 2m k − 2 internal nodes, where none of them belongs to the images of the input functions.
3. ∀i ∈ {1, 2, . . . , m − m} : The first and last nodes of P m+ m+1+i are r 1 (i) and r 2 (i), respectively, and it contains exactly k − 1 internal nodes, where none of them belongs to L or the images of the input functions. Moreover, the total number of nodes from R that are contained in the paths P m+ m+1 , . . . , P i is at most
. Following the above explanation, Appendix E shows that k-CWP can indeed be efficiently solved using generalized representative sets, giving a procedure that proves the following lemma:
Lemma 5. For any fixed c 1 , c 2 , c , c r ≥ 1 and 0 < λ < 1 such that c 1 ≥ c 2 ,
5 we can select a small enough = (λ, δ, γ, c 1 , c 2 ) (its choice depends only on λ, δ, γ, c 1 and c 2 ) such that k-CWP can be solved in deterministic time O * (X · 2 λk ), where X is bounded by the maximum among the following two expressions:
A Deterministic Algorithm for Weighted k-Path
Fix 0 < δ, γ < 0.1 and c 1 , c 2 , c , c r ≥ 1 such that c 1 ≥ c 2 , and let = ( . We now present the pseudocode of PathAlg, a deterministic algorithm for Weighted k-Path, followed by explanations.
Algorithm 3 PathAlg(G = (V, E), w, W, k)
1: let v1, v2, . . . , vn be an arbitrary ordering of the nodes in V . 2: compute an (n, (
for all U ⊆ V such that |U | ≤ 2 do 5:
if the procedure of Lemma 5 accepts (G, w, W, k, L, R, Algorithm PathAlg first orders the nodes in V . Then, it performs (in Steps 4 and 5) an exhaustive search, iterating over every "small" set U ⊆ V and node v i ∈ V (Step 5), to capture exactly ( (
from the nodes on a path that is a solution (if one exists) in the set {v i , v i+1 , . . . , v n } \ U . It can then (in Step 6) obtain the sets L and R by using a standard divide-and-color step. Afterwards it further cuts the universe (which is V ) by exhaustively iterating over every option to choose four functions 1 , 2 , r 1 , r 2 that are legal according to Step 8, performing the phase called "balanced cutting of the universe" in Strategy III (see Section 2.1). At this point, it is important to observe that PathAlg does not explicitly cut the universe, obtaining several disjoint universes, which will be extremely inefficient. In Steps 4 and 7 it only considers every option to choose which nodes should cut the universe in a balanced manner (those are the nodes in the images of 1 , 2 , r 1 and r 2 ), which is all the information necessary as input for k-CWP. Note that there are
Overall, PathAlg uses divide-and-color and balanced cutting of the universe to obtain a set of inputs for k-CWP, and accepts (in Step 9) iff at least one of them is a yes-instance.
We next consider the correctness and running time of PathAlg.
10 10 k ), where X is bounded by the maximum among the following two expressions:
Proof. The running time of the algorithm follows immediately from the pseudocode, Theorem 1 and Lemma 5, and since 2 1 10 11 k+o(k) = O(2 1 10 10 k ). For the easier direction, suppose that PathAlg accepts, and let L, R, 1 , 2 , r 1 and r 2 be the parameters corresponding to the iteration in which it accepts. We get that (G, w, W, k, L, R, 1 , 2 , r 1 , r 2 ) is a yes-instance of k-CWP, and can thus denote by P 1 , P 2 , . . . , P 1 the paths that form a solution to this instance. Since "function conditions" 1-3 are satisfied by the injective functions 1 , 2 , r 1 and r 2 , and since the internally node-disjoint simple directed paths P 1 , P 2 , . . . , P 1 satisfy "path conditions" 1-3, we can reorder P 1 , P 2 , . . . , P 1 as P 1 , P 2 , . . . , P 1 such that the last node in P i−1 is the first node in P i , for all 2 ≤ i ≤ 1 . We thus construct one directed simple path on k nodes (by "path conditions" 1-3, this is the total number of distinct nodes in P 1 , P 2 , . . . , P 1 ). Its weight is at most W , as it contains the same edges as P 1 , P 2 , . . . , P 1 , whose total weight is at most W .
and k = k − 1. Now, suppose that the input is a yes-instance of Weighted k-Path. Thus, we can denote by P a path that is a solution to this instance. Let U be the set of the
, which denotes the set of nodes in V that are not ordered before v i and do not belong to U . Let P m+ m+1 denote the set of each subpath of P that starts at its [1 + (j − 1) k ] st node, for any j ∈ {1, 2, . . . , 1 }, and contains exactly k − 2m k nodes. Let P m+ m+1 be a subpath in P m+ m+1 that contains the maximum number of nodes from V * i among the subpaths in P m+ m+1 . Denote the node-set of P m+ m+1 by V m+ m+1 . Let v and v r denote the first and last nodes of P m+ m+1 , respectively. Remove the internal nodes of P m+ m+1 from P . Let P and P be the two resulting subpaths, and denote their number of nodes by k and k , respectively. If k > 1, let P j , for all j ∈ {1, 2, . . . ,
}, denote the subpath of P on k + 1 nodes that starts at the
}, denote the subpath of P on k + 1 nodes that starts at the [(j − 1) k + 1] st node of P . Now, denote the paths of the forms P j and P j arbitrarily as P 1 , P 2 , . . . , P 2m . Moreover, denote their node-sets as V 1 , V 2 , . . . , V 2m , respectively. By our choice of U , the first and last nodes of each of these paths belong to U .
Next, in Appendix F, we use the paths P 1 , P 2 , . . . , P 2m to define paths P 1 , P 2 , . . . , P 2m+1 , functions 1 , 2 , r 1 and r 2 and sets L and R such that (G, w, W, k, L, R, 1 , 2 , r 1 , r 2 , v , v r ) is a yes-instance of k-CWP, which is examined in an execution of Step 9 by PathAlg. We note that the fact that we use an (n, (
is taken into consideration when we define the sets L and R.
Upper bounds for the running time in Lemma 6, considering different parameters γ, c, c and c r , are given in Appendix G. In particular, by choosing δ = 0.046, γ = 0.084, c 1 = 1.504, c 2 = 1.398, c = 1.092 and c r = 1.876, we get the bound O * (2.59606 k ). Thus, we have the following theorem: Fig. 1 . Strategies for mixing color coding-related techniques, described in Section 2.1. We use these strategies to develop a deterministic algorithm for k-IOB (I), a randomized algorithm for k-IOB (II), deterministic algorithms for k-Path, k-Tree, (r, k)-DM and GMD, including their weighted versions (III), a deterministic algorithm for (3, k)-WSP (IV), and a deterministic algorithm for P2-Packing (V).
B Proof of Lemma 1
Let IOT1Alg and AlgT&P be algorithms that solve (k, k, , )-IOT in (rand./det.) time α(G, k, ) and (k, , q)-T&P in (rand./det.) time β(G, k, , q), respectively. Then, we solve (k, k, 1, k)-IOT by using the following algorithm IOT2Alg:
IOT2Alg clearly runs in time
). Thus, according to Observation 1, it is enough to prove its correctness.
First, suppose that (G = (V, E), r, k, k, 1, k) is a yes-instance of (k, k, 1, k)-IOT. Let T = (V T , E T ) be an out-tree of minimal number of leaves among those that are solutions for this instance, and let denote the number of leaves in T . Note that T is a solution for the instance (G, r, k, k, , ) of (k, k, , )-IOT.
Therefore, if α(G, k, ) ≤ q=max{0,2 −k} β(G, k − q, − q, q), IOT2Alg accepts at Step 3. Next suppose that this condition is not fulfilled. Now, as long as there is an internal node v in T that has at least two children, and at least one of them, u, has exactly one child and this child is a leaf, remove the edge (v, u) from T . Denote the resulting out-tree by T and the resulting paths on 2 nodes by P 1 , P 2 , . . . , P q . Clearly, q ≤ . By our construction of T , it is an out-tree rooted at r that contains exactly (k − q) internal nodes and ( − q) leaves. Furthermore, our choice of T implies that both the father and grandfather of any leaf in T do not have more than one child. Therefore, the number of leaves in T is at most half its number of internal nodes. We get that ( − q) ≤ (k − q)/2, and thus 2 − k ≤ q. Therefore, IOT2Alg accepts at Step 6. Now, suppose that IOT2Alg accepts. If it accepts in Step 3, then this is clearly correct. Thus, we next suppose that it accepts in Step 6, and denote by and q the corresponding parameters. Let T and P 1 , P 2 , . . . , P q be the disjoint out-tree and paths on 2 nodes, respectively, that form a solution for the instance (G, r, k, , q) of (k, , q)-T&P. Since T is rooted at r and there is an out-branching of G that is rooted at r, we have that there is an out-branching of G rooted at r that extends T . Thus, we can denote by T the set of out-branchings of G rooted at r that extend T and have a maximum number of internal nodes, and let T be an out-branching in T that, among the out-branchings in T , contains a maximum number of paths from {P 1 , P 2 , . . . , P q }. Suppose, by way of contradicition, that T contains less than k internal nodes. Since T contains (k − q) internal nodes, there is a path (v → u) ∈ {P 1 , P 2 , . . . , P q } such that both of v and u are leaves in T . By removing the edge incident to u from T , and then inserting the edge (v, u) to the result, we obtain an out-branching that has at least as many internal nodes as T , and more paths from {P 1 , P 2 , . . . , P q } than T , which contradicts our choice of T . Therefore, T is a solution to the instance (G, r, k, |V |, 1, |V |) of (k, |V |, 1, |V |)-IOT. By Observation 2, we conclude that (G, r, k, k, 1, k) is a yes-instance of (k, k, 1, k)-IOT.
C The Running Time of T&PAlg
) is bounded by −2i) ), which we can further bound by
Let α c be the value α that maximizes the expression max
the maximum of max , max
The first part of the expression is relevant only if * k ≤ 3−αc 3+αc , else we regard it as 0. Let β c be the value β that maximizes the expression max
Overall, we get that (*) is bounded by O * of 4 k 10 10 times the following:
• Else: (max{ c 
We insert a set to S only if there exists an indicator of the form z F that is turned off, and afterwards, at least one such indicator is turned on (permanently). Therefore, the returned family S is of the desired size. By the properties of the separators D ci (Ei,ki,pi) , the time complexity of Step 1 is bounded by 
are bounded by O(|F|), O(|S|
and O(|S| log |S|), respectively. Moreover, the time complexity of the computation in Steps 8-17 is bounded by O(|S|
We thus conclude that GenRepAlg runs in the desired time. It remains to show that S max (min) (k 1 − p 1 , k 2 − p 2 , . . . , k t − p t )-represents S. Consider any sets X ∈ S and Y ⊆ E \ X such that [∀i ∈ {1, 2, . . . , t} : |Y ∩ E i | ≤ k i − p i ]. We need to prove that there is a set X ∈ S disjoint from Y such that w( X) ≥ w(X) (w( X) ≤ w(X)). If X ∈ S, then X is the desired set, and thus we next assume that this is not the case. By the properties of the separators D ci (Ei,ki,pi) , for all i ∈ {1, 2, . . . , t}, there is a set
Therefore, by our definition of F and χ(X), there is a set F ∈ F such that X ∩ E ⊆ F and Y ∩ F = ∅. By the pseudocode, when we reach X we do not insert it to S since we have already inserted at least one other set X that is ordered before X and satisfies F ∈ χ(X ). This set X is the desired set X.
E Proof of Lemma 5
In this section we prove the following lemma, which implies the correctness of Lemma 5:
, where X is bounded by the maximum among the following four expressions: 6 6 We give each expression a short name that roughly describes its relevance.
"First half (+δ) of the procedure":
2. "Transition (phase 1) from L to R":
3. "Transition (phase 2) from c 1 to c 2 ":
"Second half (−δ) of the procedure":
Proof. Let IM G denote the union of the images of 1 , 2 , r 1 and r 2 . When we next refer to (generalized) representative families (see Definition 3), suppose that
We now present a standard dynamic programming-based procedure to prove the lemma, in which we embed representative sets computations (after each computation of a family of partial solutions, we compute a family that represents it). To this end, we use the following three matrices:
N has an entry
3. K has an entry [i, j, s, v] for all i ∈ {1, . . . , m− m}, j ∈ {0, . . . , We next assume that a reference to an undefined entry returns ∅. The other entries will store the following families of partial solutions, where we assume that we track the weights of the sets of paths corresponding to the partial solutions: 8 
M[i, j, s, v]:
A family that min (k 1 − j, k 2 , k 3 − s)-represents the family that contains any union of nodesets of i simple internally node-disjoint directed paths P 1 , P 2 , . . . , P i , excluding the nodes in IM G, which satisfy the following conditions:
• P 1 , P 2 , . . . P i−1 satisfy "function condition 1".
• The first and last nodes of P i are 1 (i) and v, respectively, and it does not contain internal nodes from (R ∪ IM G). Moreover, the total number of nodes from L and V \ (L ∪ IM G) that are contained in the paths P 1 , . . . , P i are exactly j and s, respectively.
N[i, j, s, v]:
A family that min (k 1 − i, k 2 − j, k 3 − s)-represents the family that contains any union of node-sets of i simple internally node-disjoint directed paths P 1 , P 2 , . . . , P i , excluding the nodes in IM G, which satisfy the following conditions:
• The first and last nodes of P i are v and v, respectively, and it does not contain internal nodes from IM G. Moreover, the total number of nodes from L, R and V \ (L ∪ IM G) that are contained in the paths P 1 , . . . , P i are exactly i, j and s, respectively.
K[i, j, s, v]:
A family that min (0, k 2 − j, k 3 − s)-represents the family that contains any union of nodesets of i simple internally node-disjoint directed paths P 1 , P 2 , . . . , P i , excluding the nodes in IM G, which satisfy the following conditions:
• P 1 , P 2 , . . . P i−1 satisfy "function conditions 1-3".
• The first and last nodes of P i are r 1 (i) and v, respectively, and it does not contain internal nodes from (L ∪ IM G). Moreover, the total number of nodes from R and V \ (L ∪ R ∪ IM G) that are contained in the paths P 1 , . . . , P i are exactly j and s, respectively.
The entries are computed in the following order:
1. For i = 1, . . . , m+ m: • For j = 0, . . . , We now give the recursive formulas using which the entries are computed.
For
i = ( 1 2 +δ)γk −(k−2m k −2), . . . , ( 1 2 +δ)γk : • For j = 0, . . . , k−2m k −2: − For s = 1+(m+ m)( k −1)−i−j, . . . , ( k− 1 k )+(m+ m+1)( k −1)− (i m− m ( ( 1 2 −δ)γk −(k−2m k −2))+(k−2m k −2): − For s = 1+( k− 1 k )+(m+ m+i)( k −1)− ( 1 2 + δ)γk −j, . . . , ( k− 1 k )+(m+ m+i+1)( k − 1)− (
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The matrix M:
• After 2: Replace the result by a family that min (k 1 − j, k 2 , k 3 − s)-represents it, computed using c , 1 and c 1 , corresponding to E 1 , E 2 and E 3 , respectively.
The matrix N:
• After 1 and 2: Replace the result by a family that min (k 1 − i, k 2 − j, k 3 − s)-represents it, computed using c , c r and c 1 , corresponding to E 1 , E 2 and E 3 , respectively.
The matrix K:
• After 1: Perform the following computation. 1. Initialize A to be the result.
− Replace A by a family that (k 1 , k 2 − j, k 3 − s)-represents it, computed using 1, c r and c, corresponding to E 1 , E 2 and E 3 , respectively. 3. Replace the original result by A.
• After 2: Replace the result by a family that min (k 1 , k 2 − j, k 3 − s)-represents it, computed using 1, c r and c 2 , corresponding to E 1 , E 2 and E 3 , respectively.
Finally, we return yes iff at least one entry of the form K[ 1 , k 2 , k 3 , v] contains a set of weight at most (W − w((v, r 2 ( 1 )))).
By Theorem 3, up to a factor of 2 o(k) , the running time required to compute M is bounded by O * of the first expression in the lemma, the running time required to compute N is bounded by O * of the second expression, the running time required to compute the entries of K in which i = 1 and 
F Proof of Lemma 6 (Cont.)
Let P RT be the set of all partitions of { P 1 , P 2 , . . . , P 2m } into two sets, P L of size (m+ m) and P R of size (m− m). By our definition of
Next consider such a partition. Denote by P 1 , P 2 , . . . , P m+ m an order of the paths in P L such that
i |, for all j ∈ {2, 3, . . . , m + m}, where V s is the node-set of P s , for all s ∈ {1, 2, . . . , m + m}. Furthermore, denote by P m+ m+2 , P m+ m+3 , . . . , P 2m+1 an order of the paths in P R such that |V j−1 ∩ V * i | ≤ |V j ∩ V * i |, for all j ∈ {m+ m+3, m+ m+4, . . . , 2m+1}, where V s is the node-set of P s , for all s ∈ {m+ m+2, m+ m+3, . . . , 2m+1}. We define 1 , 2 : {1, 2, . . . , m + m} → U by letting 1 (j) and 2 (j) be the first and last nodes of P j , respectively, for all j ∈ {1, 2, . . . , m + m}. Similarly, we define r 1 , r 2 : {1, 2, . . . , m − m} → U by letting 1 (j) and 2 (j) be the first and last nodes of P m+ m+1+j , respectively, for all j ∈ {1, 2, . . . , m − m}.
By our choice of (P L , P R ), we can select a set of nodes L m+ m+1 from V m+ m+1 ∩ V * i such that for the sets 
Note that there exists an execution of Step 9 where PathAlg calls the procedure of Lemma 5 with the input
Since this is a yes-instance of k-CWP (the paths P 1 , P 2 , . . . , P 2m+1 form a solution for this instance), we get that PathAlg accepts.
G The Running Time of PathAlg
Consider the expression X in the running time given in Lemma 6. First, note that it is bounded by the maximum of the following two expressions:
We can further bound this expression by Y k , where Y is bounded by the maximum of the following two expressions:
Let α c be the α that maximizes c 1. max
max
Denote the bounds in the first and second items by Y 1 and Y 2 , respectively. Let, Table 6 , given below, presents bounds for Z, corresponding to different choices of δ, γ, c 1 , c 2 , c and c r . In particular, by choosing δ = 0.046, γ = 0.084, c 1 = 1.504, c 2 = 1.398, c = 1.092 and c r = 1.876, we get the bound 2.59606. In this case the maximum of Z 1 is obtained at α ∼ = 0.908105, where it is almost equal to 2.59606, and the maximum of Z 2 is obtained at α ∼ = 0.123734, where it is also almost equal to 2.59606. Table 6 . Upper bounds for Z, Z1 and Z2, corresponding to different choices of δ, γ, c1, c2, c and cr.
H Solving the (3, k)-WSP Problem
In this section we develop a deterministic FPT algorithm for (3, k)-WSP, following the fourth strategy in Section 2.1. We first solve a subcase of (3, k)-WSP, and then show how to translate (3, k)-WSP to this subcase by using unbalanced cutting of the universe.
H.1 Solving a Subcase of (3, k)-WSP
We first give a brief overview of the algorithm for (3, k)-WSP of [25] since our algorithm builds upon it, and it will allow us to explain the intuition behind the definition of the subcase solved in this section. To this end, we need the following observation of [8] , assuming an arbitrary order on the elements in U :
Observation 3. Let S ⊆ S, and denote S min = {u : ∃S ∈ S in which u is the smallest element}. Then, any S ∈ S whose smallest element is larger than max(S min ) does not contain any element from S min .
The algorithm of [25] iterates over U in an ascending order, such that when it reaches an element u ∈ U , it has already computed representative families of families of partial solutions (each partial solution corresponds to a family of disjoint sets from S) that include only sets from S whose smallest elements are smaller than u. Then, it tries to extend the partial solutions by adding sets whose smallest element is u, followed by computations of representative families to reduce the size of the resulting families. By Observation 3, the elements in U that are the smallest elements of sets in the partial solutions do not appear in any set whose smallest element is at least u. This allows the algorithm to delete the smallest elements of sets after adding them to partial solutions, which results in faster computations of representative families that overall improves the running time of the algorithm.
We now consider Cut (3, k)-WSP ((3, k)-CWSP), the subcase of (3, k)-WSP that we solve using a representative sets-based procedure. Informally, in defining this subcase, the main idea is to introduce a function that cuts a solution in a manner that allows us, while executing a procedure that builds upon the algorithm of [25] , to delete more elements than just those that are the smallest in the inserted sets. More precisely, in the algorithm, we will have a fixed, though large, number of locations where we are "given" an element that indicates that from now on, we can delete all elements that are smaller than it. Fix 0 < < 0.1, whose value is determined later, such that 1 ∈ N. Formally, the input for (3, k)-CWSP consists of an ordered universe U = {u 1 , u 2 , . . . , u n }, where u i−1 < u i for all i ∈ {2, 3, . . . , n}. We are also given a family S of subsets of size 3 of U , a weight function w : S → R, a weight W ∈ R and a parameter k ∈ N, along with a non-decreasing function f : {1, 2, . . . , 1 } → U . We need to decide if there is an ordered subfamily S ⊆ S of k disjoint sets, denoted accordingly as S = {S 1 , S 2 , . . . , S k }, whose total weight is at least W , such that the following "solution conditions" are satisfied:
1. ∀i ∈ {2, 3, . . . , k}: min(S i−1 ) < min(S i ) (i.e., the smallest element in S i−1 is smaller than the smallest one in S i ).
2. ∀i ∈ {1, 2, . . . , 1 }: There are at least R(i) elements in
(S j \ {min(S j )}) that are smaller or equal to f (i), where R is defined according to the following recursion.
• R(0) = R(1) = 0.
• For j = 2, . . . ,
We next show that (3, k)-CWSP can indeed be efficiently solved using representative sets, proving the following lemma:
Proof. When we next refer to representative families, suppose that E = U . We now present a standard dynamic programming-based procedure to prove the lemma, in which we embed representative sets computations. To this end, we use a matrix M that has an entry [i, j, s 1 , s 2 , . . . , s 1 , m] for all i ∈ {1, 2, . . . , 1 + 1},
, and m ∈ {j, . . . , n} such that
We next assume that a reference to an undefined entry returns ∅. The other entries will store the following families of partial solutions, where we assume that we track the weights of the partial solutions:
10
• M[i, j, s 1 , . . . , s 1 , m]: A family that max 3(k − j)-represents the family F defined as follows. Let F be the family of every ordered disjoint sets S 1 , S 2 , . . . , S j such that:
1. ∀ ∈ {2, 3, . . . , j}: min(S −1 ) < min(S ). (S p \ {min(S p )}) that are at most f ( ).
min(S
5. ∀ ∈ {1, 2, . . . , i − 1}: All the elements in j p=1+ k S p are larger than f ( ).
Suppose that f (0) returns a value smaller than u 1 . Then, for each such sets
* Compute all entries of the form M[i, j, s 1 , . . . , s 1 , m].
We now give the recursive formulas using which the entries are computed.
where [∀ ∈ {1, . . . ,
• After 2: We proceed to analyze the bound, denoted Y , for the running time in Lemma 8. First, define T according to the following recursion:
• T (0) = T (1) = 0.
Thus, we get that:
Now, we can further bound X by the following expression:
Therefore Y is bounded by:
To allow us to compute a bound efficiently, we choose = 10 −5 . Choosing a smaller results in a better bound, but the improvement is negligible. Table 7 . Upper bounds for Y , corresponding to different choices of c, where = 10 −5 . The second and third entries specify approximate values for i and T (i − 1) that correspond to the maximum.
We thus obtain the following corollary: . We now present the pseudocode of WSPAlg, a deterministic algorithm for (3, k)-WSP, followed by informal explanations.
Algorithm 5 WSPAlg(U, S, w, W, k) 1: order the universe U arbitrarily as U = {u1, u2, . . . , un}. 2: for all distinct 1, 2, . . . , 1 , r1, r2, . . . , r 1 ∈ U s.t. i < ri for all i ∈ {1, 2, . . . , 1 } do 3:
end for 6:
7: let U = {u 1 , u 2 , . . . , u n } be an ordered copy of U such that the elements in U 1 appear first, then those in U 2 , and so on, where the order between the elements in each U i is preserved according to their order in U . 8:
if the procedure of Corollary 3 accepts (U , S, w, W, k, f ) then accept. end if 10: end for 11: reject.
Algorithm WSPAlg first orders the elements in U . Then, it exhaustively examines every option to explicitly cut the universe into 1 parts, such that a part consists of elements that are consecutively ordered in U when considering only those left after removing the elements that belong to parts we have already defined (see . Note that there are O(|U | O(
The order between the parts is defined according to the order in which they were defined, which, in turn, defines a reordering of the universe U (in Step 7) . The function f is also defined according to the order between the parts (see Step 8) , assigning, in an ascending order, the last element of each part. Overall, WSPAlg uses unbalanced cutting of the universe to obtain a set of inputs for (3, k)-CWSP, 11 and accepts (in Step 9) iff at least one of them is a yes-instance. We next consider the correctness and running time of WSPAlg.
Proof. The running time of the algorithm follows immediately from the pseudocode and Corollary 3. For the easier direction, note that for any ordering of the universe U as U , and for any function f : {1, 2, . . . , 1 }, a solution to the instance (U , S, w, W, k, f ) of (3, k)-CWSP is also a solution to the instance (U, S, w, W, k) of (3, k)-WSP. Therefore, if the algorithm accepts, the input is a yes-instance of (3, k)-WSP. Now, suppose that the input is a yes-instance of (3, k)-WSP, and let S be a corresponding solution. Let U = {u 1 , u 2 , . . . , u n } be the order chosen by WSPAlg in Step 1. We define U 1 , U 2 , . . . , U 1 , f and an order S 1 , S 2 , . . . , S k of the sets in S as follows.
Initialize:
(a) Let S 1 , S 2 , . . . , S k be the sets in S satisfying [min(S 1 ) < min(S 2 ) < . . . < min(S k )] and [min(S k ) < min(S)] for all S ∈ S \ {S 1 , S 2 , . . . , S k }.
. . , u n } be an ordered copy of U such that the elements in U 1 appear first, where the internal order between the elements in U 1 , as well as the internal order between the elements in U \ U 1 , are preserved according to their order in U .
(e) Let P 1 = ∅. 
. . , S k be the sets in S \ {S 1 , . . . , S 1 k }, such that min(S j−1 ) < min(S j ) where min and < are computed according to the ordered universe U .
We have thus defined an instance (U , S, w, W, k, f ) of (3, k)-CWSP that is examined by WSPAlg in Step 9. Since this is a yes-instance (by the above arguments, S 1 , S 2 , . . . , S k is a solution to this instance), the algorithm accepts.
I Solving the P 2 -Packing Problem
We say that a set of t (node-)disjoint simple paths, each on 3 nodes, is a t-packing. We first note that the papers [15, 16] develop an algorithm that given a bipartite graph H = (A, B, E), decides in polynomial time if G contains a k-packing such that the end-nodes of its paths belong to B. Then, given a graph G = (V, E), they solve P 2 -Packing by examining 8 k+o(k) options to deterministically partition V into the node-sets A and B, and accepting iff at least one of the resulting bipartite graphs H = (A, B, {{a, b} ∈ E : a ∈ A, b ∈ B}) has a k-packing such that the end-nodes of its paths belong to B. In the randomized version, they examine 6.75 k such options. The goal is to examine an option that captures the end-nodes of a k-packing in G (if one exists) in B, and its other nodes in A. We observe that this can be done by using a (|V |, 3k, k)-universal set (see Definition 1). By Theorem 1, this results in an O * (6.75 k+o(k) )-time deterministic algorithm for P 2 -Packing.
In the rest of this section we develop an alternative deterministic FPT algorithm for P 2 -Packing, demonstrating the fifth strategy in Section 2.1. We will focus on the following variant of P 2 -Packing:
Iterative Compression P 2 -Packing (P 2 -ICP): Given an undirected graph G = (V, E) and a parameter k ∈ N, along with a (k − 1)-packing in G, denoted
Clearly, if we can solve this variant in time T , we can solve P 2 -Packing in time O * (T ) by using the algorithm for P 2 -ICP k times, starting with an empty solution, and then, for i = 1, 2, . . . , k, constructing a solution that contains exactly i paths. It will be useful to focus on P 2 -ICP, since we can thus use the following result of [17] :
Now, we bound this expression by:
This expression is further bounded by:
Which is bounded by:
For c = 1, the maximum is obtained when α = β = 1, which results in the bound O * (6.75 k+o(k) ).
I.2 The Procedure ICPPro2: Proof of Lemma 10
First note that the nodes in Y are not relevant to this section-we can focus on the subgraph of G induced by X. Furthermore, we need only know the set of 1-packings in this subgraphs, which can be given as a family of sets on 3 nodes. Thus, to prove the lemma, we will solve following problem in time O * (6.777 k ):
Given a universe U of size 3k, a family S of subsets of size 3 of U , p ∈ {1, 2, . . . ,
. . , p} and a family F of subsets of size 3q − p of U , decide if there exist a set F ∈ F and a subfamily S ⊆ S of (k − q) disjoint sets that do not contain any element from F .
We next solve a subcase of P 2 -Pro2, and then show how to translate P 2 -Pro2 to this subcase by using unbalanced cutting of the universe. To this end, we follow the ideas introduced in Appendix H, where the main differences result from the fact that now, since the universe is of the small size 3k, we do not need to perform any computation of a representative family.
I.2.1 Solving a Subcase of P 2 -Pro2
In this section we solve the subcase Cut P 2 -Pro2 (P 2 -CPro2) of P 2 -Pro2, defined as follows. Fix 0 < < 0.1, whose value is determined later, such that 1 ∈ N. The input for P 2 -CPro2 consists of an ordered universe U = {u 1 , u 2 , . . . , u 3k }, where u i−1 < u i for all i ∈ {2, 3, . . . , 3k}. We are also given a family S of subsets of size 3 of U , p ∈ {1, 2, . . . ,
. . , p} and a family F of subsets of size 3q − p of U , along with a non-decreasing function f : {1, 2, . . . , 1 } → U . We need to decide if there is a set F ∈ F and an ordered subfamily S ⊆ S of (k − q) disjoint sets, denoted accordingly as S = {S 1 , S 2 , . . . , S k−q }, such that F ∩ ( S ) = ∅ and the following "solution conditions" are satisfied:
1. ∀i ∈ {2, 3, . . . , k − q}: min(S i−1 ) < min(S i ).
2. ∀i ∈ {1, 2, . . . , 1 }: There are at least R(i) elements in F ∪ (
(S j \ {min(S j )})) that are smaller or equal to f (i), where R is defined according to the following recursion.
• R(0) = 0.
• For j = 1, . . . , 1 : R(j) = R(j − 1) + (3q − p) + 2(j − 1) (k − q) − R(j − 1) 3((k − q) − (j − 1) (k − q) )/ (k − q) .
3. ∀i ∈ {1, 2, . . . , 1 }: All the elements in
S j are larger than f (i).
We next show that P 2 -CPro2 can be efficiently solved using dynamic programming, proving the following lemma:
Lemma 11. For any fixed 0 < < 1, P 2 -CPro2 can be solved in deterministic time
3k − j − R(i − 1) (3q − p) + 2j − R (i − 1) ).
Proof. We now present a dynamic programming-based procedure to prove the lemma. To this end, we use the following two matrices: We next assume that a reference to an undefined entry returns FALSE. The other entries will store the following boolean values:
• The entry M[i, j, s 1 , . . . , s 1 , m, U ] holds TRUE iff there is a set F ∈ F and an ordered subfamily S ⊆ S of j disjoint sets, denoted accordingly as S = {S 1 , S 2 , . . . , S j }, such that F ∩( S ) = ∅ and the following "solution conditions" are satisfied: 1. ∀ ∈ {2, . . . , j}: min(S −1 ) < min(S ). 2. min(S j ) = u m .
3. ∀ ∈ {1, . . . , i−1}: There are at least R( ) elements in F ∪ ( (S p \ {min(S p )})) that are at most f ( ).
5. Suppose that f (0) is a value smaller than u 1 . Then, U is the set elements in F ∪ ( j p=1 (S p \{min(S p )})) that are larger than f (i − 1).
6. ∀ ∈ {1, . . . , i−1}: All the elements in We now give the recursive formulas using which the entries of M are computed. We proceed to analyze the bound, denoted Y , for the running time in Lemma 11. First, define T according to the following recursion:
• T (0) = 0.
• For j = 1, . . . Thus, we get that:
The worst case is obtained for instances where q is maximal, i.e., when p = q = k 2 . Therefore, the running time is bounded by:
3k−α −q) , . . . , S k−q be the sets in S \ {S 1 , . . . , S 1 (k−q) }, such that min(S j−1 ) < min(S j ) where min and < are computed according to the ordered universe U .
We have thus defined an instance (U , k, S, p, q, F, f ) of P 2 -CPro2 that is examined by Procedure2 in Step 9. Since this is a yes-instance (by the above arguments, S 1 , S 2 , . . . , S k−q is a solution to this instance), the procedure accepts.
