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GENERALIZING THE GSVD∗
MARK S. GOCKENBACH†
Abstract. The generalized singular value decomposition (GSVD) of a pair of matrices is the
natural tool for certain problems defined on Euclidean space, such as certain weighted least-squares
problems, the result of applying Tikhonov regularization to such problems (sometimes called regu-
larization with seminorms), and equality-constrained least-squares problems. There is an extension
of the GSVD to pairs of bounded linear operators defined on Hilbert space that turns out to be a
natural representation for analyzing the same problems in the infinite-dimensional setting.
Key words. singular value decomposition, Hilbert space, weighted least-squares, Tikhonov
regularization
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1. Introduction. One of the most useful constructs in numerical analysis is the
singular value decomposition (SVD) of a matrix (see, for instance, [5] or [12]). Given
any matrix A ∈ Rm×n, there exist orthogonal matrices U ∈ Rm×m and V ∈ Rn×n
and a diagonal matrix Σ ∈ Rm×n such that
A = UΣV T
and the diagonal entries σ1, σ2, . . . , σmin{m,n} satisfy σ1 ≥ σ2 ≥ · · · ≥ σmin{m,n} ≥ 0.
If we regard A as defining a linear operator mapping Rn into Rm, then the columns of
V and U define orthonormal bases for the domain and co-domain, respectively, of this
operator. In the new variables defined by these bases, the operator is represented by
the diagonal matrix Σ, which renders many questions transparent. In particular, the
least-squares problem (given b ∈ Rm, find x ∈ Rn to minimize the residual ‖Ax− b‖2,
where ‖·‖2 represents the Euclidean norm) is easily solved using the SVD of A. When
A fails to have full rank, so that the solution to the least-squares problem is not unique,
one approach to selecting one of the infinitely many least-squares solutions is to choose
the one with the smallest Euclidean norm. This minimum-norm least-squares solution
is also easily identified using the SVD of A.
Certain least-squares problems are defined by two matrices rather than one. For
instance, instead of the minimum-norm least-squares solution of Ax = b, it is often
preferable to compute the solution of
min ‖Bx‖22
s.t. x is a least-squares solution of Ax = b,
(1.1)
where B ∈ Rp×n is another matrix. In cases when the solution of (1.1) is not well-
determined from a numerical point of view, it is common to apply Tikhonov regular-
ization and replace (1.1) by the problem
(1.2) min
x∈Rn
‖Ax− b‖22 + λ‖Bx‖22,
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2518 MARK S. GOCKENBACH
where λ a small positive number known as the regularization parameter. As one more
example, we mention the equality-constrained least-squares problem,
min ‖Ax− b‖22
s.t. Bx = d,
(1.3)
where now b ∈ Rm, d ∈ Rp are given.
To analyze problems such as (1.1), (1.2), and (1.3), the generalized singular value
decomposition (GSVD) is useful. We now present one version of the GSVD [1, The-
orem 22.2] (see also [7], [13]). The notation N (A) represents the null space of the
matrix A.
Theorem 1.1. Let A ∈ Rm×n, B ∈ Rp×n be given, and suppose m ≥ n and
N (A) ∩ N (B) = {0}. Then there exist a nonsingular matrix W ∈ Rn×n, matrices
U ∈ Rm×n, V ∈ Rp×p with orthonormal columns, and diagonal matrices S ∈ Rn×n,
M ∈ Rp×n such that
A = USW−1, B = VMW−1.
Moreover, the diagonal entries of S and M are nonnegative and
STS +MTM = I.
The condition that STS+MTM = I means that the diagonal entries s1, s2, . . . , sn
of S and m1,m2, . . . ,mp of M satisfy
s2i +m
2
i = 1, i = 1, 2, . . . , p,
si = 1, i = p+ 1, p+ 2, . . . , n
(assuming for convenience that n ≥ p).
For the purposes of analysis (determining existence and uniqueness of solutions,
analyzing the conditioning of problems, analyzing convergence of algorithms, and so
forth), the GSVD is often the tool of choice for problems such as (1.1), (1.2), and
(1.3).
The purpose of this paper is to derive an analogous representation for general
linear operators defined on Hilbert spaces and indicate how this representation can
be used to analyze the infinite-dimensional analogues of (1.1), (1.2), and (1.3). In
the representation to be presented, multiplication by a diagonal matrix on Euclidean
space is generalized to multiplication by a bounded measurable function on L2(µ),
where (M,µ,A) is a measure space and L2(µ) denotes the space of square-integrable
functions defined on M . To be specific, if θ : M → R (where R denotes the set of
extended real numbers) is an essentially bounded measurable function, then we define
the multiplication operator mθ : L
2(µ)→ L2(µ) by
(mθf)(t) = θ(t)f(t) for all t ∈M.
The SVD can be extended to a singular value expansion (SVE) of a general
bounded linear operator defined on Hilbert spaces. We will provide a proof based on
the well-known polar decomposition of an operator. In the following theorem, we use
the concept of a partial isometry. If X and Y are Hilbert spaces and U : X → Y is a
bounded linear operator, then U is called a partial isometry if it defines an isometry
on the orthogonal complement of its null space.
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GENERALIZING THE GSVD 2519
Theorem 1.2. Let X and Y be real Hilbert spaces and let T : X → Y be a
bounded linear operator. Then there exist a measure space (M,A, µ), an isometry
V : L2(µ) → N (T )⊥, an essentially nonnegative, bounded, measurable function σ :
M → [0,∞), and a partial isometry U : L2(µ)→ R(T ) such that
(1.4) T = UmσV
−1.
Moreover, N (U) = N (mσ) (and hence U |N (mσ)⊥ is an isometry).
If N (T ) = {0}, then U itself is an isometry.
Proof. The polar decomposition theorem [10] shows that T can be written as T =
WA, where W : X → Y is a partial isometry and A : X → X is a positive self-adjoint
operator. Moreover, N (W ) = R(A)⊥ = N (A∗) = N (A) = N (T ). By the spectral
theorem [6], there exist a measure space (M,A, µ), an isometry V : L2(µ)→ X, and
a bounded measurable function σ : M → R such that
A = V mσV
−1.
Since A is positive, it is easy to see that σ must be nonnegative. We define U :
L2(µ)→ Y by U = WV . For R = R(A), we have ‖Wx‖Y = ‖x‖X for all x ∈ R and
Wx = 0 for all x ∈ R⊥. Therefore, if S = V −1(R), then
‖Uf‖Y = ‖WV f‖Y = ‖V f‖X = ‖f‖L2(µ) for all f ∈ S
and
Uf = WV f = 0 for all f ∈ S⊥ (since V (S⊥) = R⊥ because V is unitary).
This shows that T = UmσV
−1, U is a partial isometry, and N (U) = N (mσ).
In the special case that T : X → Y is compact, the SVE can be written as
(1.5) T =
∞∑
k=1
σkψk ⊗ φk,
where {φk} is an orthonormal sequence in X, {ψk} is an orthonormal sequence in
Y , and σ1 ≥ σ2 ≥ · · · are positive numbers converging to zero. Moreover, {φk} is
a complete orthonormal set for N (T )⊥ and {ψk} is a complete orthonormal set for
R(T ).
We will now show that (1.5) is an example of Theorem 1.2. Let us define M = Z+,
A = P(Z+) (the power set of Z+), and µ to be counting measure (that is, for an
E ⊂ Z+, µ(E) is the cardinality of E). Then L2(µ) is the space of square summable
sequences of real numbers (usually denoted by `2) and, for α = {αk} ∈ L2(µ),∫
α2 =
∞∑
k=1
α2k.
We define V : L2(µ)→ N (T )⊥ by
V (αk) =
∞∑
k=1
αkφk.
Then it is straightforward to verify that V is an isometry and that V −1 = V ∗ is
defined by (
V −1(x)
)
k
= 〈φk, x〉X , k = 1, 2, . . . .
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2520 MARK S. GOCKENBACH
The sequence σ = {σk} is bounded and measurable with respect to the measure space
(M,A, µ) and
mσα = {σkαk}.
Finally, U : L2(µ)→ Y is defined by
Uα =
∞∑
k=1
αkψk.
Therefore, for each x ∈ X, we have
UmσV
−1x =
∞∑
k=1
(
mσV
−1x
)
k
ψk =
∞∑
k=1
σk 〈φk, x〉X ψk
=
( ∞∑
k=1
σkψk ⊗ φk
)
x
= Tx.
This shows that T = UmσV
−1 and also that UmσV −1 is just another way of writing
(1.5), the usual SVE of T .
In the next section, we derive an analogue of the GSVD for pairs of linear op-
erators. Section 3 describes three applications in which this expansion is useful. In
an important special case, we can produce the explicit form of the expansion and ap-
proximate it numerically using a Galerkin algorithm. This is presented in section 4.
2. A generalized SVE for general linear operators. To derive our main
result, we will need the following lemma.
Lemma 2.1. Let (M,A, µ) be a measure space and let θ : M → [0,∞] be a mea-
surable function that is positive and finite a.e. Define
S =
{
f ∈ L2(µ) : θ−1f ∈ L2(µ)} .
Then S is dense in L2(µ).
Proof. Let f ∈ L2(µ) be given. For any  > 0, since f2 is integrable, there exists
a measurable subset N of M such that µ(N) <∞ and∫
M\N
f2 < .
(To see this, note that Theorems 2.10 and 2.14 of [3] imply that there is a simple
function g : M → [0,∞) such that ∣∣∫ g − ∫ f2∣∣ < . Define N to be the support
of g. It is clear that µ(N) < ∞, since otherwise g could not be integrable.) Now
let  > 0 be given. Define, for each k ∈ Z+, Ek = {x ∈M : θ(x) < 1/k} ∩ N/2,
Fk = (M \ Ek)∩N/2, and fk : M → [0,∞) by fk = fχFk (where χA is the indicator
function of A ∈ A). We wish to show that fk ∈ S for all S and, for k sufficiently
large, ‖fk − f‖L2(µ) < .
It is obvious that fk ∈ L2(µ). We have∫ (
θ−1fk
)2
=
∫
θ−2f2χFk =
∫
Fk
θ−2f2 ≤ k2
∫
Fk
f2 ≤ k2
∫
f2 <∞
(since θ ≥ 1/k on Fk). This shows that θ−1fk ∈ L2(µ), that is, fk ∈ S.
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GENERALIZING THE GSVD 2521
Finally, M = Fk ∪ Ek ∪ (M \N/2) and therefore∫
(fk − f)2 =
∫
Fk
(fk − f)2 +
∫
Ek
(fk − f)2 +
∫
M\N/2
(fk − f)2
=
∫
Fk
(f − f)2 +
∫
Ek
(0− f)2 +
∫
M\N/2
(0− f)2
=
∫
Ek
f2 +
∫
M\N/2
f2.
The second integral is less than /2 by construction of N/2. Moreover, A 7→
∫
A
f2
defines a measure on A (see Proposition 2.13 of [3]). Since Ek+1 ⊂ Ek for all k and
each Ek has finite measure, we know that∫
Ek
f2 →
∫
E
f2 = 0,
where E = ∩∞n=1Ek = {x ∈M : θ(x) = 0} and µ(E) = 0 by assumption. This implies
that ∫
Ek
f2 <

2
for all k sufficiently large and hence that∫
(fk − f)2 < 
for all k sufficiently large. Thus fk → f in L2(µ) and we have shown that S is dense
in L2(µ).
We can now state and prove the main theorem of this paper.
Theorem 2.2. Let X, Y , and Z be real Hilbert spaces and assume that T : X →
Y , L : X → Z are bounded linear operators. Assume also that there exists γ > 0 such
that
(2.1) 〈(T ∗T + L∗L)x, x〉X ≥ γ‖x‖2X for all x ∈ X.
Then the following hold:
• There exist measure spaces (Ma,Aa, µa), (Mb,Ab, µb), and (M0,A0, µ0) such
that X is isomorphic to L2(µ), where (M,A, µ) is the direct sum of
(Ma,Aa, µa), (Mb,Ab, µb), and (M0,A0, µ0).
• There exists an isomorphism W : L2(µ) → X under which L2(µa) is iso-
morphic to N (T ), L2(µb) is isomorphic to N (L), and L2(µ0) is isomorphic
to
X0 =
{
x ∈ X : L∗Lx ∈ N (T )⊥ and T ∗Tx ∈ N (L)⊥} .
• There exist a partial isometry U : L2(µ) → Y and a bounded measurable
function a : M → [0,∞) such that
T = UmaW
−1.
Moreover, a = 0 on Ma, N (U) = L2(µa), and U defines an isometry from
L2(µb)⊕ L2(µ0) onto R(T ).
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2522 MARK S. GOCKENBACH
• There exist a partial isometry V : L2(µ) → Z and a bounded measurable
function b : M → [0,∞) such that
L = V mbW
−1.
Moreover, b = 0 on Mb, N (V ) = L2(µb), and V defines an isometry from
L2(µa)⊕ L2(µ0) onto R(L).
• Finally, a and b satisfy a2 + b2 = 1 on M .
Proof. The spectral theorem for self-adjoint operators implies that there exist a
measure space (M1,A1, µ1), an isometry U1 : L2(µ1)→ X, and a bounded measurable
function θ : M1 → R such that
T ∗T + L∗L = U1mθU−11 .
Moreover, since 〈(T ∗T + L∗L)x, x〉X ≥ 0 for all x ∈ X, we know that θ ≥ 0. We will
show that there exists δ > 0 such that θ ≥ δ a.e. in M1. If this is not true, then, for
all k ∈ Z+, µ1(Ek) > 0, where
Ek = {x ∈M1 : θ(x) ≤ 1/k}.
But then
〈(T ∗T + L∗L)U1χEk , U1χEk〉X =
〈
U−11 (T
∗T + L∗L)U1χEk , χEk
〉
L2(µ1)
= 〈mθχEk , χEk〉L2(µ1)
≤ 1
k
〈χEk , χEk〉L2(µ1)
=
1
k
〈U1χEk , U1χEk〉X ,
where U1χEk 6= 0 in X. Since this holds for all k ∈ Z+, we obtain a contradiction to
(2.1). This shows that there exists δ > 0 such that θ ≥ δ a.e. in M1. It follows that
mσ, where σ =
√
θ, is an invertible operator with a bounded inverse mσ−1 .
Let us define W1 : L
2(µ1)→ X by W1 = U1mσ−1 . Notice that
W ∗1 (T
∗T + L∗L)W1 = mσ−1U
−1
1 (T
∗T + L∗L)U1mσ−1 = mσ−1mθmσ−1 = m1,
where m1 is the multiplication operator on L
2(µ1) defined by the constant function
1 (m1 is the identity operator on L
2(µ1)).
Next, we define A : L2(µ1) → L2(µ1), B : L2(µ1) → L2(µ1) by A = W ∗1 T ∗TW1,
B = W ∗1L
∗LW1, respectively. Since A is a bounded self-adjoint operator on L2(µ1)
with
〈Af, f〉L2(µ1) ≥ 0 for all f ∈ L2(µ1),
there exist a measure space (M,A, µ), an isometry Q : L2(µ) → L2(µ1), and a
bounded measurable function a : M → [0,∞) such that Q−1AQ = ma2 . We now
define an operator W : L2(µ) → X by W = W1Q; notice that W is an isomorphism
because both W1 and Q are isomorphisms. Moreover,
W ∗T ∗TW = Q−1W ∗1 T
∗TW1Q = Q−1AQ = ma2
and
W ∗ (T ∗T + L∗L)W = Q−1W ∗1 (T
∗T + L∗L)W1Q = Q−1m1Q = m1
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GENERALIZING THE GSVD 2523
(in this last series of equations, m1 first represents the identity on L
2(µ1) and then
the identity on L2(µ)). But then
W ∗L∗LW = W ∗ (T ∗T + L∗L− T ∗T )W = W ∗ (T ∗T + L∗L)W −W ∗T ∗TW
= m1 −ma2
= m1−a2 .
Since 〈W ∗L∗LWf, f〉L2(µ) ≥ 0 for all f ∈ L2(µ), it follows that 1 − a2 ≥ 0 must
hold a.e. and hence we can define a bounded measurable function b : M → [0,∞) by
b2 = 1− a2.
We now define
Ma = {x ∈M : a(x) = 0}, Aa = {E ∩Ma : E ∈ A}, µa(G) = µ(G) for all G ∈ Aa,
Mb = {x ∈M : b(x) = 0}, Ab = {E ∩Mb : E ∈ A}, µb(G) = µ(G) for all G ∈ Ab,
M0 = M \ (Ma ∪Mb), A0 = {E ∩M0 : E ∈ A}, µ0(G) = µ(G) for all G ∈ A0.
Since a2 + b2 = 1, it follows that Ma, Mb, and M0 partition M into disjoint sets.
Therefore, (M,A, µ) is (isomorphic to) the direct of the measure spaces (Ma,Aa, µa),
(Mb,Ab, µb), and (M0,A0, µ0), and L2(µ) is (isomorphic to) the direct sum of L2(µa),
L2(µb), and L
2(µ0).
It is now easy to show that W defines a bijection from L2(µa) onto N (T ) and a
bijection from L2(µb) onto N (L). For example, if f ∈ L2(µa) (regarded as a subspace
of L2(µ)), then we have
‖TWf‖2Y = 〈f,W ∗T ∗TWf〉L2(µ) = 〈f,ma2f〉L2(µ) = 0
because a = 0 on Ma and f = 0 on M \Ma. Therefore, Wf ∈ N (T ) for all f ∈ L2(µa).
Conversely, if x ∈ N (T ), then
0 = ‖Tx‖Y = 〈x, T ∗Tx〉X =
〈
x,W−∗ma2W−1x
〉
X
=
〈
W−1x,ma2W−1x
〉
L2(µ)
=
∫
Mb
(aW−1x)2 +
∫
M0
(aW−1x)2.
This implies that aW−1x = 0 a.e. on Mb∪M0 and hence, since a > 0 on Mb∪M0, that
W−1x = 0 on Mb ∪M0. This shows that W−1x ∈ L2(µa). It follows that f ∈ L2(µa)
if and only if Wf ∈ N (T ). The proof that f ∈ L2(µb) if and only if Wf ∈ N (L) is
similar.
Next, we must show that f ∈ L2(µ0) if and only if Wf ∈ X0. First, suppose that
f ∈ L2(µ0). Then, for any u ∈ N (L),
〈u, T ∗TWf〉X = 〈T ∗Tu,Wf〉X = 〈(T ∗T + L∗L)u,Wf〉X
(because L∗Lu = 0). We know that W ∗(T ∗T+L∗L)W is the identity on L2(µ), which
implies that T ∗T + L∗L = W−∗W−1. It follows that
〈u, T ∗TWf〉X =
〈
W−∗W−1u,Wf
〉
X
=
〈
W−1u, f
〉
L2(µ)
= 0
because W−1u ∈ L2(µb) and L2(µb), L2(µ0) are orthogonal subspaces of L2(µ).
Therefore,
u ∈ N (L) ⇒ 〈u, T ∗TWf〉X = 0,
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2524 MARK S. GOCKENBACH
and hence T ∗TWf ∈ N (L)⊥. The proof that L∗LWf ∈ N (T )⊥ is similar, and we
see that Wf ∈ X0 for all f ∈ L2(µ0). Conversely, suppose x ∈ X0. Consider any
f ∈ L2(µa). We know that Wf ∈ N (T ) and hence
〈Wf,L∗Lx〉X = 0 ⇒ 〈L∗LWf, x〉X = 0⇒ 〈(T ∗T + L∗L)Wf, x〉X = 0
⇒ 〈W−∗W−1Wf, x〉
X
= 0
⇒ 〈f,W−1x〉
X
= 0.
Since f was an arbitrary element of L2(µa), this shows that W
−1x ∈ L2(µa)⊥. A
similar argument shows that W−1x ∈ L2(µb)⊥, and hence
W−1x ∈ (L2(µa)⊥ ⊕ L2(µb)⊥)⊥ = L2(µ0).
Thus we have shown that Wf ∈ X0 if and only if f ∈ L2(µ0).
Now let us define
Sa = L
2(µa)⊕
{
f ∈ L2(µb)⊕ L2(µ0) : a−1f ∈ L2(µ)
}
.
(Here it is understood that a−1f = 0 on Ma.) An argument similar to the proof of
Lemma 2.1 shows that Sa is dense in L
2(µ). Define U : Sa → Y by Uf = TWma−1f .
Then Uf = 0 for f ∈ L2(µa) and, for f ∈ L2(µb)⊕ L2(µ0),
‖Uf‖2Y = 〈TWma−1f, TWma−1f〉Y = 〈f,ma−1W ∗T ∗TWma−1f〉L2(µ)
= 〈f,ma−1ma2ma−1f〉L2(µ)
= 〈f, f〉L2(µ)
= ‖f‖2L2(µ).
This shows that U is bounded on the dense subspace Sa and satisfies ‖Uf‖Y =
‖f‖L2(µ) for all f in Sa ∩
(
L2(µb)⊕ L2(µ0)
)
. It follows that U can be extended to a
bounded linear operator (still denoted by U) defined on all of L2(µ) and satisfying
‖Uf‖Y = ‖f‖L2(µ) for all f ∈ L2(µa)⊕ L2(µ0).
We now wish to show that
UmaW
−1x = Tx for all x ∈ X.
We know that W maps L2(µa) onto N (T ) and L2(µb) ⊕ L2(µ0) onto N (L) + X0;
moreover, X is the (nonorthogonal) direct sum of N (T ) and (N (L)+X0). Therefore,
it suffices to prove that UmaW
−1x = Tx for all x ∈ N (T ) and for all x ∈ N (L) +X0.
For any x ∈ N (T ), we have W−1x ∈ L2(µa) ⊂ Sa and therefore maW−1x = 0 in M
because a = 0 on Ma and W
−1x = 0 on Mb ∪M0. Thus
UmaW
−1x = U0 = 0 = Tx.
If x ∈ N (L) +X0, it is easy to see that maW−1x ∈ Sa ∩ L2(µb)⊕ L2(µ0) and hence
UmaW
−1x = TWma−1maW−1x = TWW−1x = Tx.
This completes the proof that UmaW
−1 = T .
It remains only to show that R(U) = R(T ). By definition, R(U) ⊂ R(T ). Given
any y ∈ R(T ), we can find a sequence {fn} ⊂ L2(µb)⊕L2(µ0) such that TWfn → y.
Then
{TWfn} = {UmaW−1Wfn} = {Umafn}
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GENERALIZING THE GSVD 2525
is a Cauchy sequence and therefore, since U is an isometry on L2(µb) ⊕ L2(µ0), it
follows that {mafn} is a Cauchy sequence in L2(µ). Suppose mafn → f . Then
Uf = lim
n→∞Umafn = y,
which shows that y ∈ R(U). Thus R(U) = R(T ), as desired.
A similar argument shows that V = LWmb−1 defines a bounded linear operator
mapping a dense subspace of L2(µ) into Z. Extending V to all of L2(µ), it can be
shown that ‖V f‖Z = ‖f‖L2(µ) for all f ∈ L2(µa) ⊕ L2(µ0), L = V mbW−1, and
R(V ) = R(L). This completes the proof.
We will refer to the representation T = UmaW
−1, L = V mbW−1 as the general-
ized singular value expansion (GSVE) of the pair T, L.
3. Applications of the GSVE. Throughout the following discussion, we will
assume that X, Y , and Z are real Hilbert spaces and T : X → Y , L : X → Z are
bounded linear operators. We assume that there exists γ > 0 such that (2.1) holds
and that T , L are represented as T = UmaW
−1, L = V mbW−1, as guaranteed by
Theorem 2.2.
In many applications, it is necessary to allow L to be a densely defined unbounded
linear operator. In such cases, the usual approach is to define a stronger norm under
which the domain D(L) of L is a Hilbert space. But then Theorem 2.2 can be applied
to TL, L, where TL : D(L)→ Y is the restriction of T to D(L). We will discuss this
in more detail in section 4.
3.1. Weighted least-squares. We first address the problem
min ‖Lx‖2Z
s.t. x is a least-squares solution of Tx = y.
(3.1)
To analyze this problem, we begin by defining y = projR(T )y, the orthogonal projec-
tion of y onto R(T ). We have
‖Tx− y‖2Y = ‖Tx− y‖2Y + ‖y − y‖2Y = ‖UmaW−1x− y‖2Y + ‖y − y‖2Y ,
and since U , restricted to L2(µb)⊕ L2(µ0) is an isometry, we see that
‖UmaW−1x− y‖2Y = ‖maW−1x− U∗y‖2L2 .
Similarly, we have
‖Lx‖2Z = ‖V mbW−1x‖2Z = ‖mbW−1x‖2L2 .
We now apply the change of variables f = W−1x and define f = U∗y to conclude
that (3.1) is equivalent to
min ‖mbf‖2L2
s.t. f is a least-squares solution of maf = f
(3.2)
(that is, x solves (3.1) if and only if f = W−1x solves (3.2)). We note that U∗,
restricted to R(T )⊥, is the zero operator, and therefore U∗y = U∗y.
We can now analyze (3.2). First, we note that
R(ma) = {f ∈ L2(µb)⊕ L2(µ0) : a−1f ∈ L2(µ)}
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2526 MARK S. GOCKENBACH
(here a−1f =∞·0 on Ma, and we always interpret∞·0 as 0). By Lemma 2.1, R(ma)
is dense in L2(µb)⊕ L2(µ0), and it follows that
inf{‖maf − f‖2L2 : f ∈ L2(µ)} = 0
always holds. Therefore, (3.2) is equivalent to
min ‖mbf‖2L2
s.t. maf = f
(3.3)
and maf = f has a solution if and only if f ∈ R(ma).
Second, it is easy to see that ma, restricted to L
2(µb)⊕ L2(µ0), is injective, and
it has a bounded inverse if and only if a is essentially bounded away from zero on
M0 (that is, if and only if there exists α > 0 such that a ≥ α a.e. on M0; note that
a = 1 a.e. on Mb). If this condition holds, then R(ma) = L2(µb) ⊕ L2(µ0), (3.2)
has a solution for each f ∈ L2(µb)⊕ L2(µ0), and ma−1 is the bounded inverse of ma
(restricted to L2(µb)⊕L2(µ0)). If it does not hold, then (3.2) has a solution only for
f in a dense suspace of L2(µb)⊕L2(µ0), and ma−1 is densely defined and unbounded.
Third, if f ∈ R(ma), then maf = f has a unique solution in L2(µb) ⊕ L2(µ0),
namely, f = ma−1f . The general solution of maf = f is f = ma−1f + g for any
g ∈ L2(µa). For any such f , we have
mbf = mbma−1f +mbg,
which implies, since mbma−1f ∈ L2(µ0) and mbg ∈ L2(µa), that
‖mbf‖2L2 = ‖mbma−1f‖2L2 + ‖mbg‖2L2 .
This is obviously minimized by choosing g = 0; hence the solution to (3.3) (when one
exists) is f = ma−1f .
In the case that R(ma) is a proper subspace of L2(µb)⊕L2(µ0), ma−1 is a closed
operator. To see this, suppose {fn} ⊂ R(Ma) satisfies fn → f , ma−1fn → g. By
construction, a ≤ 1 a.e. and hence a−1 ≥ 1 a.e. on Mb ∪M0. Therefore
‖ma−1fn − g‖2L2 → 0⇒
∫
Mb∪M0
(a−1fn − g)2 → 0
⇒
∫
Mb∪M0
a−2(fn − ag)2 → 0
⇒
∫
Mb∪M0
(fn − ag)2 ≤
∫
Mb∪M0
a−2(fn − ag)2 → 0
⇒ ‖fn − ag‖2L2 → 0.
Thus fn → ag, which implies that f = ag (since fn → f by assumption). But then
a−1f ∈ L2(µ), which shows that f ∈ R(ma) and g = ma−1f . This shows that ma−1
is closed.
It is now a straightforward matter to interpret these results in terms of the original
problem (3.1):
1. If R(T ) is closed, then (3.1) has a unique solution for every y ∈ Y (because
in this case, y belongs to R(T ) and therefore f belongs to R(ma)), and this
solution is given by x = Wma−1U
∗y. Moreover, x depends continuously on y.
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GENERALIZING THE GSVD 2527
2. If R(T ) fails to be closed, then (3.1) has a solution if and only if y ∈ R(T )⊕
R(T )⊥, which is a proper dense subspsace of Y . The solution is still given
by x = Wma−1U
∗y, but in this case the operator Wma−1U∗ is unbounded
and the solution x does not depend continuously on y. However, the solution
operator Wma−1U
∗ is closed (and densely defined).
3.2. Tikhonov regularization. As we have just seen, the weighted least-squares
problem (3.1) can be unstable. One approach to stabilizing the solution process
is Tikhonov regularization, which involves choosing a small positive number λ and
solving
(3.4) min
x∈X
‖Tx− y‖2Y + λ‖Lx‖2Z
to obtain an approximate solution of (3.1). We will not attempt a complete analysis
but merely show that (3.4) has a unique solution for every y ∈ Y (even when (3.1)
does not, that is, even when R(T ) fails to be closed), that this solution depends
continuously on y, and that it converges to the unique solution of (3.1), when that
solution exists, as λ→ 0.
The calculations for (3.4) are similar to those for (3.1). We have
‖Tx− y‖2Y + λ‖Lx‖2Z = ‖Tx− y‖2Y + ‖y − y‖2Y + λ‖Lx‖2Z
= ‖UmaW−1x− y‖2Y + ‖y − y‖2Y + λ‖V mbW−1x‖2Z
= ‖maW−1x− U∗y‖2L2 + ‖y − y‖2Y + λ‖mbW−1x‖2L2
= ‖maf − f‖2L2 + ‖y − y‖2Y + λ‖mbf‖2L2 ,
where, as before, y = projR(T )y, f = U
∗y = U∗y, and we have applied the changes
of variables f = W−1x. Ignoring the additive constant ‖y − y‖2Y , we see that (3.4) is
equivalent to
(3.5) min
f∈L2(µ)
‖maf − f‖2L2 + λ‖mbf‖2L2 .
The objective function in (3.5) is a convex quadratic in f and the optimality condition
is the linear equation
(m∗ama + λm
∗
bmb)f = m
∗
af.
The multiplication operators ma and mb are self-adjoint and m
∗
ama + λm
∗
bmb is the
multiplication operator ma2+λb2 . Since a
2 + λb2 ≥ min{1, λ}(a2 + b2) = min{1, λ},
we see that ma2+λb2 is invertible with a bounded inverse. Therefore, (3.5) has the
unique solution for each f , namely,
fλ,f =
a
a2 + λb2
f = m
[
a
a2 + λb2
]
f
(where we write m[θ] for the multiplication operator mθ when convenient). Moreover,
it is clear that fλ,f depends continuously on f .
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2528 MARK S. GOCKENBACH
If f ∈ R(ma), say, f = maf0, f0 ∈ L2(µb) ⊕ L2(µ0), then f0 = ma−1f is the
solution of (3.3) and we have
f0 − fλ,f = ma−1f −m
[
a
a2 + λb2
]
f = m
[
λb2
a(a2 + λb2)
]
f
= m
[
λb2
a(a2 + λb2)
]
af0
= m
[
λb2
a2 + λb2
]
f0.
Notice that b = 0 on Mb, while f0 ∈ L2(µb)⊕L2(µ0), that is, f0 = 0 on Ma. It follows
that
‖f0 − fλ,f‖2L2 =
∫
M0
λ2b4
(a2 + λb2)2
f20 .
Notice that
λ2b4
(a2 + λb2)2
f20 ≤ f20 on M0
and
λ2b4
(a2 + λb2)2
f20 → 0 as λ→ 0
(where the convergence is pointwise). It follows from the dominated convergence
theorem that
‖f0 − fλ,f‖2L2 → 0 as λ→ 0,
that is, fλ,f → f0 as λ→ 0.
As in the case of the weighted least-squares problem, it is straightforward to
extend the results obtained above to the original problem:
1. For each y ∈ Y , there exists a unique solution xλ,y of (3.4), and xλ,y depends
continuously on y.
2. If y ∈ R(T ) ⊕ R(T )⊥, then xλ,y → x0,y as λ → 0, where x0,y is the unique
solution of (3.1).
3.3. Equality-constrained least-squares. We now consider the equality-
constrained least-squares problem
min ‖Tx− y‖2Y
s.t. Lx = z.
(3.6)
As before, we have
‖Tx− y‖2Y = ‖maf − f‖2L2 + ‖y − y‖2Y ,
where y = projR(T )y, f = U
∗y = U∗y, and f = W−1x. Clearly z must lie in R(L) or
else (3.6) has no solution. Let us suppose that z = V h, where h = V ∗z ∈ L2(µa) ⊕
L2(µ0). The fact that z lies in R(L) implies that h must equal mbW−1x for some x,
which implies that b−1h belongs to L2(µ) (more specifically, to L2(µa)⊕L2(µ0)). We
have
Lx = z ⇔ V mbW−1x = V h ⇔ mbf = h,
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GENERALIZING THE GSVD 2529
and thus (3.6) is equivalent to
min ‖maf − f‖2L2
s.t. mbf = h.
(3.7)
The general solution of the equation mbf = h is f = b
−1h+ g, where g ∈ L2(µb). For
such a function f , we have
‖maf − f‖2L2 =
∥∥∥m [a
b
]
h+mag − f
∥∥∥2
L2
.
Since m[a/b]h is zero on Ma ∪Mb, g is zero on Ma ∪M0 and a = 1 on Mb, and f = 0
on Ma, we have
‖maf − f‖2L2 = ‖g − f‖2L2(µb) +
∥∥∥a
b
h− f
∥∥∥2
L2(µ0)
.
This shows that (3.7) has a unique solution, obtained by taking g = f |Mb ; that is, the
solution of (3.7) is f = b−1h+ f |Mb . We can express f |Mb as χMbf , where χMb is the
indicator function of the set Mb.
It is now straightforward to express the above results in terms of the original
problem:
1. If z 6∈ R(L), then (3.6) has no solution.
2. If z ∈ R(L), then (3.6) has a unique solution, namely, x = Wmb−1V ∗z +
WχMbU
∗y.
3.4. Discussion. The results presented in the previous section, while neither
novel nor deep, illustrate the usefulness of the GSVE of Theorem 2.2. It provides a
concrete representation that is convenient for analysis, and it reduces many questions
to elementary measure theory.
The basic optimality condition for (3.1), which is both necessary and sufficient
because the problem is convex, is that L∗Lx ∈ N (T )⊥. It is therefore of interest to
understand the subspace
{x ∈ X : L∗Lx ∈ N (T )⊥},
which turns out to be related to the inner product 〈·, ·〉∗ on X defined by
〈x, u〉∗ = 〈Tx, Tu〉Y + 〈Lx,Lu〉Z for all x ∈ X.
This inner product was introduced by Locker and Prenter [11], and more details will
be given in the next section. For now, we note that it is easy to show, using (2.1),
that this does define an inner product.
If U is a subset of X, then we will write U⊥− for the orthogonal complement of U
with respect to 〈·, ·〉∗.
Lemma 3.1. {x ∈ X : L∗Lx ∈ N (T )⊥} = N (T )⊥−.
Proof. For a given x ∈ X, we have
x ∈ N (T )⊥− ⇔ 〈x, u〉∗ = 0 for all u ∈ N (T )
⇔ 〈Tx, Tu〉Y + 〈Lx,Lu〉Z = 0 for all u ∈ N (T )
⇔ 〈Lx,Lu〉Z = 0 for all u ∈ N (T ) (since Tu = 0 for u ∈ N (T ))
⇔ 〈L∗Lx, u〉X = 0 for all u ∈ N (T )
⇔ L∗Lx ∈ N (T )⊥.
This completes the proof.
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2530 MARK S. GOCKENBACH
The following representation of N (T )⊥− is also of interest.
Lemma 3.2. N (T )⊥− = N (L)+X0, where X0 is the space defined in Theorem 2.2:
X0 =
{
x ∈ X : L∗Lx ∈ N (T )⊥ and T ∗Tx ∈ N (L)⊥} .
Proof. If x ∈ N (L) + X0, then it is clear that L∗Lx ∈ N (T )⊥. Suppose, on the
other hand, that x ∈ X and L∗Lx ∈ N (T )⊥. Let x be the projection of x onto N (L)
under the ∗-inner product. (Note that L is obviously bounded under the ∗-norm, and
hence N (L) is closed under this norm.) Then
L∗L(x− x) = L∗Lx− L∗Lx = L∗Lx ∈ N (T )⊥
and
〈x− x, u〉∗ = 0 for all u ∈ N (L)
⇒ 〈T (x− x), Tu〉Y + 〈L(x− x), Lu〉Z = 0 for all u ∈ N (L)
⇒ 〈T (x− x), Tu〉Y = 0 for all u ∈ N (L) (since Lu = 0 for u ∈ N (L))
⇒ 〈T ∗T (x− x), u〉X = 0 for all u ∈ N (L)
⇒ T ∗T (x− x) ∈ N (L)⊥.
Thus we have shown that x− x ∈ X0 and hence that
x = x+ (x− x) ∈ N (L) +X0,
as desired.
According to Theorem 2.2, X is isomorphic to L2(µ) = L2(µa)⊕L2(µb)⊕L2(µ0),
and X has the decomposition X = N (T ) + N (L) + X0. This decomposition is not
orthogonal with respect to the X-inner product, but it is easy to check that it is
an orthogonal decomposition with respect to the ∗-inner product. Moreover, for any
f, g ∈ L2(µ), we have
〈f, g〉L2=
∫
M
fg dµ =
∫
M
(a2 + b2)fg dµ
=
∫
M
(af)(ag) dµ+
∫
M
(bf)(bg) dµ
= 〈maf,mag〉L2 + 〈mbf,mbg〉L2
= 〈Umaf, Umag〉Y + 〈V mbf, V mbg〉Z
= 〈UmaW−1Wf,UmaW−1Wg〉Y +〈V mbW−1Wf, V mbW−1Wg〉Z
= 〈TWf, TWg〉Y + 〈LWf,LWg〉Z
= 〈Wf,Wg〉∗.
Therefore, W defines an isometry between L2(µ) and X under the ∗-norm; under
this isometry, L2(µa) is mapped to N (T ), L2(µb) is mapped to N (L), and L2(µ0)
is mapped to X0. This explains why the GSVE is so convenient for the applications
presented in section 3.
As mentioned earlier, in many applications, the operator L is unbounded and
densely defined. We can apply the GSVE of Theorem 2.2 by restricting T to the
domain D(L) of L and imposing the inner product 〈·, ·〉∗. It can be shown that D(L)
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is a Hilbert space under this inner product and all of the analysis presented above is
valid, with only obvious changes. (For example, the weighted least-squares problem
(3.1) has a solution if and only if y ∈ R(TL), where TL = T |D(L).) In this setting,
W : L2(µ) → D(L) is an isomorphism (that is, it is continuous with a continuous
inverse). Viewed as an operator mapping L2(µ) into X (with the X-norm), W is still
continuous, although W−1 is now unbounded.
4. Computing the GSVE: An important special case. As demonstrated in
section 3, Theorem 2.2 provides a powerful tool for the analysis of certain problems;
Theorem 1.2 does the same for ordinary (unweighted) least-squares and for Tikhonov
regularization. However, the representations of Theorems 1.2 and 2.2 are abstract
in the sense that the form of the measure space(s) is not specified. As noted above,
when T is compact, its SVE can be written as
(4.1) T =
∞∑
n=1
σnψn ⊗ φn,
where {φn} is a complete orthonormal set for N (T )⊥, {ψn} is an orthonormal set in
Y , and {σn} is a nonincreasing sequence of positive real numbers that converges to
zero. (Here we are assuming that T does not have finite rank; in the alternate case,
the sum in (4.1) is finite. We will not discuss this degenerate case.)
We will now show that the GSVE of the pair T , L has a similarly explicit rep-
resentation when T is compact. We will assume that L is densely defined, because
this is the most interesting case, although the reader will notice that we never use the
assumption that the domain of L is a proper subspace of the domain of T .
We assume that X, Y , and Z are real Hilbert spaces, that T : X → Y is a
bounded linear operator, and that L : D(L)→ Z is linear and closed, where D(L) is
a dense subspace of X. We assume that there exists γ > 0 such that
(4.2) 〈Tx, Tx〉Y + 〈Lx,Lx〉Z ≥ γ‖x‖2X for all x ∈ D(L).
We use the inner product 〈·, ·〉∗ defined above on D(L) and write ‖ · ‖∗ for the corre-
sponding norm. Following Locker and Prenter [11], we will write T# for the adjoint
of T regarded as an operator defined on D(L):
〈Tx, y〉Y =
〈
x, T#y
〉
∗ for all x ∈ D(L), y ∈ Y.
(Above we wrote TL to denote the restriction of T to D(L), but henceforth we will
allow the context to determine the domain of T .) Similarly, we write L# for the
adjoint of L. We will write T ∗ and L∗ for the adjoints when the X-inner product is
applied on the domain.
We collect some useful results in the following lemma; the proofs can be found in
[11] or [4].
Lemma 4.1. Let X, Y , and Z be real Hilbert spaces and assume that T : X → Y
is a bounded linear operator and L : D(L)→ Z is a densely defined and closed linear
operator. Assume also that there exists γ > 0 such that (4.2) holds.
1. D(L) is a Hilbert space under the ∗-inner product.
2. T and L are both bounded as operators defined on D(L) (under the ∗-norm)
and their operator norms are bounded by 1.
3. N (T ) ∩D(L) and N (L) are orthogonal with respect to the ∗-inner product.
4. T ∗T + L∗L defines an invertible linear operator from D(L∗L) onto X, and
(T ∗T + L∗L)−1 is bounded under the ∗-norm on D(L∗L).
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2532 MARK S. GOCKENBACH
5. T# = (T ∗T + L∗L)−1T ∗.
6. L#|D(L∗) = (T ∗T +L∗L)−1L∗, and this operator extends to a bounded linear
operator defined on all of Z.
7. T#T + L#L is the identity operator on D(L).
Using these results, together with the assumption that T is compact, we can derive
an explicit representation of the GSVE of T , L. We will need one more notation. For
x ∈ D(L), y ∈ Y , we write y⊗∗x for the outer product defined by the ∗-inner product:
(y ⊗∗ x)u = 〈x, u〉∗ y for all u ∈ D(L).
Theorem 4.2. Let X, Y , and Z be real Hilbert spaces. Assume that T : X → Y
is a compact linear operator and L : D(L) → Z is a densely defined linear operator.
Assume also that there exists γ > 0 such that (4.2) holds. Then there exists a complete
orthonormal set {φn : n ∈ I} for D(L), where I is a countable index set, a partition
M0∪Ma∪Mb of I, orthonormal sets {ψn : n ∈M0∪Mb} of Y , {θn : n ∈M0∪Ma}
of Z, and subsets {an : n ∈ I}, {bn : n ∈ I} of R such that
T =
∑
n∈M0∪Mb
anψn ⊗∗ φn,
L =
∑
n∈M0∪Ma
bnθn ⊗∗ φn,
and 0 ≤ an, bn ≤ 1, a2n + b2n = 1 for all n ∈ I.
Proof. Since T is compact with respect to the X-norm, it is also compact with
respect to the ∗-norm. Therefore, T#T is compact and there exists an orthonormal
set {φn : n ∈ E} and a set {λn ∈ R : n ∈ E} such that
T#T =
∑
n∈E
λnφn ⊗∗ φn.
Here E is countable index set and {φn : n ∈ E} is a complete orthonormal set for
the orthogonal complement (with respect to 〈·, ·〉∗) of N (T ) ∩D(L). By Lemma 4.1,
N (L) is orthogonal to N (T ) ∩D(L). Moreover, since T#T + L#L is the identity,
Lx = 0 ⇒ T#Tx = x,
which means that every element of N (L) is an eigenvector of T#T corresponding to
the eigenvalue 1. Similarly,
Tx = 0 ⇒ L#Lx = x.
We can now choose a complete orthonormal set {φn : n ∈ F} for N (T ) ∩D(L)
so that {φn : n ∈ I}, where I = E ∪ F , is a complete orthonormal set for D(L). By
the above comments, we can partition I into M0 ∪Mb ∪Ma (M0 ∪Mb = E, Ma = F )
so that
L#Lφn = φn and Tφn = 0 for all n ∈Ma,
T#Tφn = φn and Lφn = 0 for all n ∈Mb,
T#Tφn = λnφn and 0 < λn < 1 for all n ∈M0.
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We define an =
√
λn for n ∈M0 ∪Mb and an = 0 for n ∈Ma. Then, for each n ∈ I,
0 ≤ an ≤ 1 and
L#Lφn = (T
#T + L#L)φn − T#Tφn = φn − a2nφn = (1− a2n)φn.
For each n, we define bn =
√
1− a2n, so that L#Lφn = b2nφn.
Finally, we define
ψn = a
−1
n Tφn, n ∈M0 ∪Mb,
θn = b
−1
n Lφn, n ∈M0 ∪Ma.
It is then straightforward to prove that {ψn : n ∈M0∪Mb} and {θn : n ∈M0∪Ma}
are orthonormal sets in Y and Z, respectively (the proof is exactly the same as in the
derivation of the finite-dimensional SVD). Also, for any x ∈ D(L),
x =
∑
n∈I
〈φn, x〉∗ φn
and hence
Tx =
∑
n∈I
〈φn, x〉∗ Tφn =
∑
n∈M0∪Mb
〈φn, x〉∗ Tφn (since Tφn = 0 for n ∈Ma)
=
∑
n∈M0∪Mb
〈φn, x〉∗ anψn
=
∑
n∈M0∪Mb
an(ψn ⊗∗ φn)x.
Therefore,
T =
∑
n∈M0∪Mb
anψn ⊗∗ φn.
A similar calculation shows that
L =
∑
n∈M0∪Ma
bnθn ⊗∗ φn.
4.1. A Galerkin scheme for approximating the GSVE. We now propose
a Galerkin method for approximately computing the GSVE of Theorem 4.2. Assume
that Xn = span{xi : i = 1, 2, . . . , n}, Ym = span{yi : i = 1, 2, . . . ,m}, and Zp =
span{zi : i = 1, 2, . . . , p} are finite-dimensional subspaces of D(L), Y , Z, respectively.
(Since we will be interested in the convergence as n,m, p → ∞ and the bases are
allowed to change as n changes, we should write, for example, x
(n)
i , i = 1, 2, . . . , n, for
the basis elements of Xn. However, we will use the simpler notation.)
The convergence of the method to be proposed will follow from the general theory
for symmetric, variationally posed eigenvalue problems presented in Boffi’s survey
article [2]. We begin by posing the eigenvalue problem for T#T in variational form.
To be consistent with [2], we write this eigenvalue problem as
(4.3) T#Tφ = λ−1φ.
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2534 MARK S. GOCKENBACH
Then
T#Tφ = λ−1φ⇒ 〈T#Tφ, ψ〉∗ = λ−1 〈φ, ψ〉∗
⇒ 〈φ, ψ〉∗ = λ
〈
T#Tφ, ψ
〉
∗
⇒ 〈φ, ψ〉∗ = λ 〈Tφ, Tψ〉Y for all ψ ∈ D(L).
We now define a : D(L) × D(L) → R by a(φ, ψ) = 〈φ, ψ〉∗ and b : X × X → R by
b(φ, ψ) = 〈Tφ, Tψ〉Y . Then (4.3) is equivalent to the variationally posed eigenvalue
problem
(4.4) φ ∈ D(L), a(φ, ψ) = λb(φ, ψ) for all ψ ∈ D(L).
The bilinear form a is D(L)-elliptic, and (4.4) fits into the class of problems
described by Boffi in [2] (see also [9]). The Galerkin formulation is
(4.5) φ˜ ∈ Xn, a(φ˜, ψ˜) = λb(φ˜, ψ˜) for all ψ˜ ∈ Xn.
A straightforward calculation shows that (4.5) is equivalent to
(4.6) φ˜ =
n∑
j=1
αjxj and Gα = λMα,
where G,M ∈ Rn×n are defined by Gij = 〈xj , xi〉∗, Mij = 〈Txj , Txi〉Y , and α ∈ Rn
is a generalized eigenvector of G and M .
Let λ˜k, φ˜k, k = 1, 2, . . . , n, be the solutions of (4.5). To compare the eigenvalues
of (4.5) with those of (4.4), we have to order them consistently. Let us assume that
λ˜1 ≤ λ˜2 ≤ · · · ≤ λ˜n
and that Mb = {1, 2, . . . , r}, M0 = {r+ 1, r+ 2, . . .}, and λk is increasing for k ∈M0.
Since λk = a
−2
k , where ak is defined by Theorem 4.2, it follows that λk = 1 for k ∈Mb,
λk > 1 for k ∈M0, and hence that
λ1 ≤ λ2 ≤ · · · ≤ λn ≤ λn+1 ≤ · · · .
Theorem 9.12 of [2] implies that there exists a constant ck (independent of n) such
that
λk ≤ λ˜k ≤ λk + ck sup
u ∈ Eλk
‖u‖∗ = 1
inf
v∈Xn
‖u− v‖2∗,
where Eλk is the eigenspace corresponding to the eigenvalue λk of (4.5). Assuming
that ∪∞n=1Xn is dense in D(L), this implies that λ˜k → λk as k →∞.
Theorem 9.13 of [2] implies that there exists a constant Ck (independent of n)
such that
inf
ψ˜∈E˜λk
‖φk − ψ˜‖∗ ≤ Ck sup
u ∈ Eλk
‖u‖∗ = 1
inf
v∈Xn
‖u− v‖∗.
Here, E˜λk is the space spanned by the approximate eigenvectors associated with the
approximate eigenvalues converging to λk.
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We are interested in approximating ak, bk rather than λk. Note that λ˜ =∞ can
be a solution of (4.6), signaling that the matrix M is singular and φ˜k belongs to the
null space of M . For λk ∈ R, we define
ak = λ
−1/2
k , a˜k = λ˜
−1/2
k ,
while we take ak = 0, bk = 1 when λk =∞. We will write
(4.7) ˜k = sup
u ∈ Eλk
‖u‖∗ = 1
inf
v∈Xn
‖u− v‖∗.
When λk is finite, then it is straightforward to show that there exists a constant
c′k such that
λk ≤ λ˜k ≤ λk + ck ˜2k ⇒ a˜k ≤ ak ≤ a˜k + c′k ˜2k.
Similarly, if we define b˜k =
√
1− a˜2k, then we can show that there exists a constant
c′′k such that
b˜k − c′′k ˜2k ≤ bk ≤ b˜k.
Finally, we must approximate ψk, θk. Since ψk = a
−1
k Tφk for k ∈ M0 ∪Mb, we
define
ψ˜k = a˜
−1
k PYnT φ˜k, k = 1, 2, . . . , n, a˜k 6= 0,
where PYn is the orthogonal projector onto Yn. If any λ˜k =∞, then the corresponding
φ˜k belongs to the null space of Tn.
Similarly, we define
θ˜k = b˜
−1
k PZnLφ˜k, k = r + 1, 2, . . . , n, b˜k 6= 1,
and θ˜k = PZnLφ˜k for each k such that λ˜k =∞. Since Tn converges to T in norm, it
is clear that each ψ˜k approximates ψk with an error bounded by a multiple of ˜k, and
similarly for θ˜k.
We now show how to compute PYnTφ and PZnTφ for φ ∈ Xn. We define H ∈
Rm×m to be the Gram matrix for the basis {y1, y2, . . . , ym} and J ∈ Rp×p to be the
Gram matrix for the basis {z1, z1, . . . , zp}. For x =
∑n
j=1 αjxj , we have
Tx =
n∑
j=1
αjTxj ⇒ 〈Tx, yi〉Y =
n∑
j=1
〈Txj , yi〉Y αj = (Aα)i,
where a ∈ Rm×n is defined by Aij = 〈Txj , yi〉Y . It follows that
PYnT
 n∑
j=1
αjxj
 = m∑
j=1
βjyj ,
where β = H−1Aα. Similarly,
PZnL
 n∑
j=1
αjxj
 = m∑
j=1
γjzj ,
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2536 MARK S. GOCKENBACH
where γ = J−1Bα and B ∈ Rp×n is defined by Bij = 〈Lxj , zi〉Z . Therefore, if
α(1), α(2), . . . , α(n) are the eigenvectors of (4.6), then
φ˜k =
n∑
j=1
α
(k)
j xj
and ψ˜, θ˜ can be computed as indicated above.
Example 4.3. To construct an example, we define X = L2(0, 1), T : X → X by
(Tx)(s) =
∫ 1
0
k(s, t)x(t) dt, 0 < s < 1,
where
k(s, t) =
{
s(1− t), s ≤ t,
t(1− s), s > t.
Then T is the solution operator of the two-point boundary value problem
−u′′ = x in (0, 1),
u(0) = 0,
u(1) = 0.
The operator L : D(L) → X is defined by Lx = x′, where D(L) = H1(0, 1). In this
example, Y = Z = X.
Given a uniform mesh {[0, h], [h, 2h], . . . , [1 − h, 1]} on [0, 1], where h = 1/n, we
define Xn = Yn = Zn to be the space of continuous piecewise linear functions and
write {x0, x1, . . . , xn} for the standard nodal basis. Since T#T maps X into D(L∗L)
and D(L∗L) is contained in H2(0, 1) in this case, it follows that each solution of (4.3)
belongs to H2(0, 1). From this and standard approximation theory, it follows that ˜k,
defined by (4.7), is of order h. Therefore, we can expect, with the scheme described
above, to approximate ak, bk with an error of order h
2 and φk, ψk, θk with an error
of order h.
In this example, we do not have exact values of ak, bk, φk, ψk, θk for comparison.
However, if a˜k = ak+O(h
2), then there exists a constant γk such that a˜k,h ≈ ak+γkh2,
where we temporarily write a˜k,h to indicate the dependence of a˜k on h. We can now
perform the calculation on two meshes, of sizes h and h/2; then a simple calculation
shows that
γk ≈
4(a˜k,h − a˜k,h/2)
3h2
.
In other words, the expression 4(a˜k,h− a˜k,h/2)/(3h2) should be approximately constant
if a˜k,h converges with asymptotic error O(h
2). Conversely, it is easy to show that this
expression is O(hp−2) (and hence not approximately constant) if the convergence in
a˜k is O(h
p) for p 6= 2.
Table 1 shows the computed values of a˜k, for k = 1, 2, 3, 4, 5, corresponding to
meshes with n equal to 20, 40, 80, 160, 320, and also the computed estimates for γk.
The expected rate of convergence is observed.
4.2. An alternate computational scheme. The Galerkin method proposed
above has at least two drawbacks. First, it is necessary to compute the matrix M
defined by Mij = 〈Txj , Txi〉Y . This poses an extra burden over computing the
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Table 1
Example 4.3: estimates of a˜k on meshes with different values of n. Estimates of γk are given
in parentheses (not shown for k = 1 because a˜1 = 1 to machine precision).
n = 20 n = 40 n = 80 n = 160 n = 320
k = 1 1.0000 1.0000 1.0000 1.0000 1.0000
k = 2 7.0001 · 10−3 7.0072 · 10−3 7.0090 · 10−3 7.0094 · 10−3 7.0095 · 10−3
(−3.8 · 10−3) (−3.8 · 10−3) (−3.8 · 10−3) (−3.8 · 10−3)
k = 3 1.6915 · 10−3 1.6979 · 10−3 1.6995 · 10−3 1.6999 · 10−3 1.7000 · 10−3
(−3.4 · 10−3) (−3.4 · 10−3) (−3.4 · 10−3) (−3.4 · 10−3)
k = 4 6.4727 · 10−4 6.5248 · 10−4 6.5379 · 10−4 6.5412 · 10−4 6.5420 · 10−4
(−2.8 · 10−3) (−2.8 · 10−3) (−2.8 · 10−3) (−2.8 · 10−3)
k = 5 3.1155 · 10−4 3.1589 · 10−4 3.1698 · 10−4 3.1725 · 10−4 3.1732 · 10−4
(−2.3 · 10−3) (−2.3 · 10−3) (−2.3 · 10−3) (−2.3 · 10−3)
matrix A, which is required in any case. In particular, if T is a first-kind integral
operator, then Aij is defined by a double integral, while Mij requires the computation
of a triple integral. A second drawback is that {ψ˜1, ψ˜2, . . . , ψ˜n} and {θ˜1, θ˜2, . . . , θ˜n} are
only approximately orthonormal. (On the other hand, {φ˜1, φ˜2, . . . , φ˜n} is orthonormal
in D(L) under the ∗-inner product.)
We now propose a different scheme that avoids the above difficulties. We define
Tˆ : Xn → Ym by Tˆ = PYmT |Xn and Lˆ : Xn → Zp by Lˆ = PZpL|Xn . We can compute
the GSVE of Tˆ , Lˆ by using the matrix GSVD. We define a discrete version of the
∗-inner product by
〈u, v〉∗n =
〈
Tˆ u, Tˆ v
〉
Y
+
〈
Lˆu, Lˆv
〉
Z
for all u, v ∈ Xn.
We also write y ⊗∗n x for the outer product defined by the ∗n-inner product. If
u =
∑n
i=1 αixi and v =
∑n
i=1 βixi, then it follows from the above calculations that
〈u, v〉∗n =
〈
Tˆ
 n∑
j=1
αjxj
 , Tˆ ( n∑
i=1
βixi
)〉
Y
+
〈
Lˆ
 n∑
j=1
αjxj
 , Lˆ( n∑
i=1
βixi
)〉
Z
=
(
H−1Aα
) ·H (H−1Aβ)+ (J−1Bα) · J (J−1Bβ)
= α · (ATH−1A+BTJ−1B)β.
Theorem 4.4. Let Tˆ , Lˆ, A, and B be defined as in the previous paragraph. As-
sume that
H−1/2A = USW−1, J−1/2B = VMW−1
is the GSVD of the matrix pair H−1/2A, J−1/2B (as defined in Theorem 1.1), and
define U˜ = H−1/2U , V˜ = J−1/2V . Then the GSVE of Tˆ , Lˆ is defined by
(4.8) Tˆ =
min{m,n}∑
i=1
a˜iψ˜i ⊗∗n φ˜i, Lˆ =
min{p,n}∑
i=1
b˜iθ˜i ⊗∗n φ˜i,
where a˜1, a˜2, . . . , a˜min{m,n} are the diagonal entries of S, b˜1, b˜2, . . . , b˜min{p,n} are the
diagonal entries of M , and
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2538 MARK S. GOCKENBACH
φ˜j =
n∑
i=1
Wijxi,
ψ˜j =
m∑
i=1
U˜ijyi,
θ˜j =
p∑
i=1
V˜ijzi.
The sets {φ˜1, φ˜2, . . . , φ˜n}, {ψ˜1, ψ˜2, . . . , ψ˜n}, and {θ˜1, θ˜2, . . . , θ˜n} are orthonormal in
Xn, Y , and Z, respectively. Here the ∗n-inner product is used on Xn.
Proof. Given that H−1/2A = USW−1, J−1/2B = VMW−1 is the GSVD of the
matrix pair H−1/2A, J−1/2B, we know that U ∈ Rm×m and V ∈ Rp×p are orthogonal.
As noted above, the matrix representing Tˆ is H−1A, and we have
H−1A = (H−1/2U)SW−1.
For any y =
∑m
i=1 βiyi, w =
∑m
i=1 γiyi, we have
〈y, w〉Y =
〈
m∑
j=1
βjyj ,
m∑
i=1
γiyi
〉
Y
=
m∑
i=1
m∑
j=1
〈yj , yi〉Y βjγi = γ ·Hβ.
It follows that〈
ψ˜j , ψ˜i
〉
Y
=
((
H−1/2U
)T
H
(
H−1/2U
))
ij
= (UTU)ij = δij ,
which shows that {ψ˜1, ψ˜2, . . . , ψ˜n} is orthonormal in Y . A similar proof shows that
{θ˜1, θ˜2, . . . , θ˜n} is orthonormal in Z. Also, we have
ATH−1A+BTJ−1B = W−TSTUTUSW−1 +W−TMTV TVMW−1
= W−T
(
STS +MTM
)
W−1
= W−TW−1,
which shows that
WT
(
ATH−1A+BTJ−1B
)
W = I.
It follows that〈
n∑
k=1
Wkjxk,
n∑
`=1
W`ix`
〉
∗n
=
(
WT
(
ATH−1A+BTJ−1B
)
W
)
ij
= δij .
Therefore, {φ˜1, φ˜2, . . . , φ˜n} is orthonormal with respect to the ∗n-inner product.
Finally, it remains to prove that the equations (4.8) hold. We will verify the
representation for Tˆ ; the proof for Lˆ is similar. Since H−1A is the matrix for Tˆ and
H−1A = U˜SW−1, it suffices to show that
x =
n∑
j=1
αjxj ⇒
min{m,n}∑
i=1
a˜iψ˜i ⊗∗n φ˜i
x = m∑
i=1
βiyi,
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where
β = U˜SW−1α.
This is a direct calculation. We havemin{m,n}∑
j=1
a˜jψ˜j ⊗∗n φ˜j
x = n∑
j=1
a˜j
〈
φ˜j , x
〉
∗n
ψ˜j ,
ψ˜j =
∑m
i=1 U˜ijyi, and〈
φ˜j , x
〉
∗n
=
n∑
k=1
〈
φ˜j , xk
〉
∗n
αk =
n∑
k=1
〈
n∑
`=1
W`jx`, xk
〉
∗n
αk
=
n∑
k=1
n∑
`=1
W`j 〈x`, xk〉∗n αk
=
(
WT
(
ATH−1A+BTJ−1B
)
α
)
j
=
(
W−1α
)
j
,
where we have used the fact that WT
(
ATH−1A+BTJ−1B
)
W = I. Therefore,min{m,n}∑
j=1
a˜jψ˜j ⊗∗n φ˜j
x = min{m,n}∑
j=1
a˜j
〈
φ˜j , x
〉
∗n
ψ˜j
=
min{m,n}∑
j=1
a˜j
(
W−1α
)
j
(
m∑
i=1
U˜ijyi
)
=
m∑
i=1
min{m,n}∑
j=1
a˜j
(
W−1α
)
j
U˜ij
 yi
=
m∑
i=1
(
U˜SW−1α
)
i
yi,
as desired.
The scheme described by the above theorem does not fit into the standard frame-
work of [2], and the convergence remains to be analyzed. Preliminary numerical
experiments suggest that it is similar to that of the previous scheme. As noted above,
this second approach has the advantage of avoiding the need to compute the matrix
M (and also G), and it produces singular vectors {φ˜1, φ˜2, . . . , φ˜n}, {ψ˜1, ψ˜2, . . . , ψ˜n},
and {θ˜1, θ˜2, . . . , θ˜n} that are orthonormal in Xn (under the ∗n-inner product), Y , and
Z, respectively.
4.3. Discussion. The special case discussed in this section is important and
Theorem 4.2 is new, to the author’s knowledge (a GSVE for a pair of operators was
derived in the Ph.D. dissertation of Huang [8], but in that work both operators were
required to be compact). However, one of the significant aspects of Theorem 2.2 is
that it applies to noncompact operators. In particular, the operators T ∗T and L∗L
may have nonempty continuous spectra, which would imply that the representation
of Theorem 4.2 is not suitable. Further work is needed to develop a computational
scheme that is suitable when the continuous spectrum is nonempty.
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