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Almost global existence for Hamiltonian
semi-linear Klein-Gordon equations with small
Cauchy data on Zoll manifolds
D. Bambusi, J.-M. Delort, B. Gre´bert, J. Szeftel
Abstract
This paper is devoted to the proof of almost global existence results
for Klein-Gordon equations on Zoll manifolds (e.g. spheres of arbitrary
dimension) with Hamiltonian nonlinearities, when the Cauchy data are
smooth and small. The proof relies on Birkhoff normal form methods
and on the specific distribution of eigenvalues of the laplacian perturbed
by a potential on Zoll manifolds.
1 Introduction
Let (M, g) be a compact Riemannian manifold without boundary, denote by
∆g its Laplace-Beltrami operator, and consider the nonlinear Klein-Gordon
equation
(∂2t −∆g + V +m2)v = −∂2f(x, v) (1.1)
where m is a strictly positive constant, V is a smooth nonnegative potential
on M and f ∈ C∞(M × R) vanishes at least at order 3 in v, ∂2f being the
derivative with respect to the second variable. In this work we prove that,
for a special class of manifolds and for almost every value of m > 0, this
Hamiltonian partial differential equation admits a Birkhoff normal form at any
order. The principal dynamical consequence is the almost global existence of
small amplitude solutions for such a nonlinear Klein-Gordon equation.
More precisely, if M is a Zoll manifold (i.e. a compact manifold whose
geodesic flow is periodic, e.g. a sphere), for almost every value of m > 0 and
for any N ∈ N, we prove that there is s ≫ 1 such that, if the initial data
(v|t=0, ∂tv|t=0) are of size ǫ ≪ 1 in Hs ×Hs−1, (1.1) has a solution defined on
a time interval of length CN ǫ
−N . As far as we know, this is the first result of
that type when the dimension of the manifold is larger or equal to 2.
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Let us recall some known results for the similar problem on Rd, when the
Cauchy data are smooth, compactly supported, of size ǫ≪ 1. In this case, linear
solutions decay in L∞ like t−d/2 when t → ∞. This allows one to get global
solutions including quasi-linear versions of (1.1), when d ≥ 2 (see Klainerman
[19] and Shatah [25] if d ≥ 3 and Ozawa, Tsutaya and Tsutsumi [24] if d = 2).
When d = 1 Moriyama, Tonegawa and Tsutsumi [21] proved that solutions
exist over intervals of time of exponential length ec/ǫ
2
. This result is in general
optimal (see references in [12]), but global existence for small ǫ > 0 was proved
in [12] when the nonlinearity satisfies a special condition (a “null condition” in
the terminology introduced by Klainerman in the case of the wave equation in
3–space dimensions [18]).
For the problem we are studying here, since we have no dispersion on a
compact manifold, we cannot hope to exploit any time decay of the solutions
of the linear equation. Instead we shall use a normal form method. Remark
that if in (1.1) the nonlinearity vanishes at order p ≥ 2 at v = 0, local existence
theory gives a solution defined on an interval of length cǫ−p+1. Recently, in [13],
[14] Delort and Szeftel proved that the solution of the same equation exists, for
almost all m > 0, over a time interval of length cǫ−q+1, where q is an explicit
number strictly larger than p (typically q = 2p − 1). Actually these papers
concern more general nonlinearities than the one in (1.1), namely a suitable
class of non Hamiltonian nonlinearities depending on time and space derivatives
of v.
One of the ideas developed by Delort-Szeftel consists in reducing, by normal
form procedure, (1.1) to a new system in which the nonlinearity vanishes at
order q > p at the origin. In [14] an explicit computation showed that the first
order normal form (which leads to a nonlinearity of degree q) conserves also the
Hs norm for any large s, whence the result cited above.
On the other hand in [2] Bambusi and Gre´bert proved an abstract Birkhoff
normal form theorem for Hamiltonian PDEs. Although that theorem remains
valid in all dimensions, it supposes that the nonlinearity satisfies a “tame mod-
ulus” property. In [2] this property was only verified for a quite general class of
1 − d PDEs and for a particular NLS equation on the torus Td with arbitrary
d. Actually in that paper, the tame modulus property was verified by the use
of the property of “well localization with respect to the exponentials” estab-
lished by Craig and Wayne [10], a property which has no equivalent in higher
dimensions.
It turns out that in [14] Delort and Szeftel proved an estimate concerning
multilinear forms defined onM that implies a weaker form of the tame modulus
property assumed in [2]. The present paper is the result of the combination of
the arguments of [13], [14] and of [2].
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We recall that some other partial normal form results for PDEs have been
previously obtained by Kuksin and Po¨schel [20], by Bourgain [5, 7] and, for
perturbations of completely resonant systems, by Bambusi and Nekhoroshev
[3]. For a more precise discussion we refer to the introduction of [2].
Let us conclude this introduction mentioning several open questions. The
first concerns the possibility of proving almost global existence for more general
nonlinearities than the Hamiltonian ones we consider here. Of course, one
cannot expect to be able to do so for any nonlinearity depending on v and its first
order derivatives: in [11] an example is given on the circle S1 of a nonlinearity
for which the solution does not exist over a time interval of length larger than
the one given by local existence theory (Remark that this example holds true for
any value of m > 0). On the other hand, Delort and Szeftel constructed in [15]
almost global solutions of equations of type (1.1) on manifolds of revolution, for
radial data, with a nonlinearity f depending on (v, ∂tv) and even in ∂tv. We thus
ask the question of finding a “null condition” (in the spirit of Klainerman [18])
for semi-linear nonlinearities f(v, ∂tv,∇v), which would allow almost global
existence of small Hs solutions for almost every m > 0.
The second question we would like to mention concerns the exceptional val-
ues of m which are excluded of our result. The conservation of the Hamiltonian
of equation (1.1) allows one to control the H1-norm of small solutions. This
implies global existence of small H1 solutions in one or two space dimensions.
The results we establish in the present paper show that for almost every m > 0,
the Hs-norms of these solutions remain small over long time intervals if they are
so at t = 0. What happens when m is in the exceptional set? In [6] Bourgain
constructed, in one space dimension and for a convenient perturbation of −∆,
an example of a solution whose Hs-norm grows with time. Nothing seems to be
known in larger dimensions. In particular, if d ≥ 3, one does not even know if
for all m > 0 a solution exists almost globally, eventually without staying small
in Hs (s≫ 1).
2 Statement of main results
We begin, in section 2.1, by a precise exposition of our result concerning the
almost globality. The Birkhoff normal form theorem for equation (1.1) that
implies the almost globality result will be presented in section 2.3, after the
introduction of the Hamiltonian formalism in section 2.2.
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2.1 Almost global solution
Let (M, g) be a compact Riemannian manifold without boundary of dimension
d ≥ 1. Denote by ∆g its Laplace-Beltrami operator. Let V be a smooth
nonnegative potential onM and m ∈ (0,∞). Let f ∈ C∞(M ×R) be such that
f vanishes at least at order 3 in v. We consider the following Cauchy problem
for the nonlinear Klein-Gordon equation
(∂2t −∆g + V +m2)v = −∂2f(x, v)
v|t=0 = ǫv0
∂tv|t=0 = ǫv1
(2.1)
where v0 ∈ Hs(M,R), v1 ∈ Hs−1(M,R) are real valued given data and ǫ > 0.
We shall prove that the above problem has almost global solutions for almost
every m when ǫ > 0 is small enough and s is large enough, under the following
geometric assumption on M :
Definition 2.1. One says that (M, g) is a Zoll manifold if and only if the
geodesic flow is periodic on the cosphere bundle of M .
Our main dynamical result is the following:
Theorem 2.2. Let (M, g) be a Zoll manifold and let V : M → R be a smooth
nonnegative potential. Let r ∈ N be an arbitrary integer. There is a zero
measure subset N of (0,+∞), and for any m ∈ (0,+∞) \ N , there is s0 ∈ N
such that for any s ≥ s0, for any real valued f ∈ C∞(M ×R) vanishing at least
at order 3 at v = 0, there are ǫ0 > 0, c > 0, such that for any pair (v0, v1) of
real valued functions belonging to the unit ball of Hs(M,R)×Hs−1(M,R), any
ǫ ∈ (0, ǫ0), the Cauchy problem (2.1) has a unique solution
v ∈ C0((−Tǫ, Tǫ), Hs(M,R)) ∩ C1((−Tǫ, Tǫ), Hs−1(M,R))
with Tǫ ≥ cǫ−r. Moreover there is C > 0 such that, for any t ∈ (−Tǫ, Tǫ), one
has
‖v(t, ·)‖Hs + ‖∂tv(t, ·)‖Hs−1 ≤ Cǫ . (2.2)
Comments
The above theorem provides Sobolev bounded almost global solutions for
equation (2.1) with small smooth Cauchy data on a convenient class of compact
manifolds. To our knowledge this is the first result of this kind on compact man-
ifolds of dimension larger or equal to 2. In the case of one dimensional compact
manifolds, similar statements have been obtained by Bourgain [5, 7] (with a loss
on the number of derivatives of the solution with respect to those of the data),
by Bambusi [4] and by Bambusi-Gre´bert [2]. Remark that in this case, because
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of the conservation of the Hamiltonian of the equation, one controls uniformly
the H1-norm of small solutions, which implies global existence of such solutions.
The results of the preceding authors allow to control Hs-norms of these solu-
tions for very long times. In the case of compact manifolds of revolution and for
convenient radial data, Delort and Szeftel got in [15] Sobolev bounded almost
global solutions (remark that this result is morally one-dimensional).
The assumption that M is a Zoll manifold will be used in the proof through
distribution properties of the eigenvalues of the Laplacian of M . Actually we
shall prove theorem 2.2 for any compact manifold without boundary (M, g) such
that if
P =
√−∆g + V , (2.3)
the spectrum σ(P ) of P satisfies the following condition: there are constants
τ > 0, α ∈ R, c0 > 0, δ > 0, C0 > 0, D ≥ 0, and a family of disjoint compact
intervals (Kn)n≥1, with K1 at the left of K2 and for n ≥ 2
Kn =
[
2π
τ
n+ α− c0
nδ
,
2π
τ
n + α+
c0
nδ
]
, (2.4)
such that
σ(P ) ⊂
⋃
n≥1
Kn
#(σ(P ) ∩Kn) ≤ C0nD .
(2.5)
If M is a Zoll manifold, and if τ > 0 is the minimal period of the geodesic flow
onM , the results of Colin de Verdie`re [9] (see also Guillemin [17] and Weinstein
[26]) show that the large eigenvalues of P are contained inside the union of the
intervals [
2π
τ
n + α− C
n
,
2π
τ
n + α +
C
n
]
for n large enough and for some constant C > 0. Making a translation in n
and α, and changing the definition of the constants, one sees that this implies
conditions (2.4), (2.5) for any δ ∈ (0, 1) (remark that the second condition in
(2.5) holds true with D = d− 1 because of Weyl law).
On the other hand conditions (2.4), (2.5) are not more general than the
assumption thatM is a Zoll manifold, since by theorem 3.2 in Duistermaat and
Guillemin [16], they imply that the geodesic flow is periodic.
2.2 Hamiltonian formalism
We introduce here (see e.g. [8]) the Hamiltonian formalism we shall use to solve
the equation. We denote by
〈f1, f2〉 (2.6)
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the bilinear pairing between complex valued distributions and test functions on
M . We shall use the same notation for vector valued f1, f2.
If F is a C∞ function on an open subset U of the Sobolev space of real
valued functions Hs(M,R), s ≥ 0, we define for p ∈ U , the L2 gradient ∇F (p)
by
∂F (p)h = 〈∇F (p), h〉 , ∀h ∈ Hs(M,R), (2.7)
∂F denoting the differential. In that way ∇F (p) is an element of H−s(M,R).
When we consider real valued C∞ functions defined on an open subset of
Hs(M,R)×Hs(M,R) ≡ Hs(M,R)2, (p, q) 7→ F (p, q) we write
∂F (p, q) = (∂pF (p, q), ∂qF (p, q))
∇F (p, q) = (∇pF (p, q),∇qF (p, q)) ∈ H−s(M,R)×H−s(M,R).
Endow Hs(M,R)2 with the weak symplectic structure
Ω ((p, q), (p′, q′)) := 〈q, p′〉 − 〈q′, p〉 = 〈J−1(p, q), (p′, q′)〉 (2.8)
where J is given by
J =
[
0 −1
1 0
]
. (2.9)
If U is an open subset of Hs(M,R)2 and F ∈ C∞(U ,R), then, for (p, q) ∈ U ,
we define its Hamiltonian vector field by
XF (p, q) = J∇F (p, q) = (−∇qF (p, q),∇pF (p, q)) (2.10)
which is characterized by
Ω (XF , (hp, hq)) = ∂F (hp, hq) = ∂pFhp + ∂qFhq (2.11)
for any (hp, hq) ∈ Hs(M,R)2.
A special role is played by the functions whose Hamiltonian vector field is
an Hs(M,R)2 valued function. Thus we give the following
Definition 2.3. If U is an open subset of Hs(M,R)2, we denote by C∞s (U ,R)
(resp. C∞s (U ,C)) the space of real (resp. complex) valued C∞ functions defined
on U such that
XF ∈ C∞(U , Hs(M,R)2) (or ∇F ∈ C∞(U , Hs(M,R)2)), (2.12)
resp.
XF ∈ C∞(U , Hs(M,R)2 ⊗C) (or ∇F ∈ C∞(U , Hs(M,R)2 ⊗C)). (2.13)
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We shall use complex coordinates in Hs(M,R)2 identifying this space with
Hs(M,C), through (p, q) 7→ u = (p+ iq)/√2. We set
∂u =
1√
2
(∂p − i∂q), ∂u¯ = 1√
2
(∂p + i∂q) (2.14)
∇u = 1√2(∇p − i∇q), ∇u¯ =
1√
2
(∇p + i∇q) (2.15)
so that, if F is a C1 real valued function, we have an identification
XF (u, u¯) = i∇u¯F (u, u¯) . (2.16)
If F ∈ C∞s (U ,R), then clearly XF ∈ C∞(U , Hs(M,C)).
For m ∈ (0,+∞) let us define
Λm =
√
−∆g + V +m2. (2.17)
Let s > (d − 1)/2. We shall write equation (1.1) as a Hamiltonian system for
p = Λ
−1/2
m ∂tv and q = Λ
1/2
m v on Hs(M,R)2. Define
G2(p, q) =
1
2
∫
M
(∣∣Λ1/2m p∣∣2+ ∣∣Λ1/2m q∣∣2)dx , G˜(p, q) =
∫
M
f(x,Λ−1/2m q)dx (2.18)
where dx is the Riemannian volume on M , and set
G = G2 + G˜. (2.19)
Then by (2.10)
XG2(p, q) = (−Λmq,Λmp) , XG˜(p, q) = (−Λ−1/2m ∂2f(x,Λ−1/2m q), 0) (2.20)
where ∂2f is the derivative with respect to the second argument. Then one
has that G˜ ∈ C∞s (U ,R) with U = Hs(M,R)2 (actually XG˜ takes values in
Hs+1(M,R)2).
It follows also that equation (1.1) can be written as
(p˙, q˙) = XG(p, q) (2.21)
or, using (2.16)
u˙ = i∇u¯G(u, u¯). (2.22)
In the rest of this section we shall give a few technical results that we shall
need for the proofs of theorems 2.2, 2.6.
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Definition 2.4. Let U be an open subset of Hs(M,R)2 and Fj ∈ C∞s (U ,R),
j = 1, 2. Then their Poisson bracket is defined by
{F1, F2} = ∂F2 ·XF1 = Ω(XF2 , XF1) (2.23)
and one has {F1, F2} ∈ C∞s (U ,R).
One extends the definition to complex valued functions by linearity of the
bracket relatively of each of its arguments.
The fact that (2.23) has a smooth vector field follows from the well known
formula
X{F1,F2} = [XF1 , XF2] = ∂XF2 ·XF1 − ∂XF1 ·XF2 , (2.24)
with the square bracket denoting the Lie bracket of vector fields (for a proof of
this formula in the case of weak symplectic manifolds see [1]). In case either
F1 or F2 do not have a smooth vector field, one can also define their Poisson
brackets by formula (2.23) but one has to check that it is a well defined function,
using the fact that we may write
{F1, F2} = −(∂pF2)(∇qF1) + (∂qF2)(∇pF1)
= −〈∇pF2,∇qF1〉+ 〈∇qF2,∇pF1〉
= i(∂uF2)(∇u¯F1)− i(∂u¯F2)(∇uF1).
(2.25)
Let us recall also the rule of transformation of vector fields and Poisson brackets
under symplectomorphism. Let U and V be open subsets of Hs(M,R)2, and
χ : U → V be a smooth symplectic diffeomorphism. We have by definition for
any u ∈ U
(∂χ(u))−1 = J t(∂χ(u))J−1. (2.26)
For F ∈ C∞s (V,R) one has
XF◦χ(u) = (∂χ(u))−1XF (χ(u)) (2.27)
and therefore F ◦ χ ∈ C∞s (U ,R) (actually (2.27) holds in the more general
context where ∇F has a domain which is left invariant by χ). We also remark
that for any C1 real-valued function F1 on V and for any F2 in C∞s (V,R) one
has
{F1 ◦ χ, F2 ◦ χ} = {F1, F2} ◦ χ. (2.28)
To conclude this subsection let us state as a lemma the well known formula
that is the root of the Birkhoff normal form method as developed using Lie
transform.
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Lemma 2.5. Let F,G be two real valued functions defined on U ⊂ Hs(M,R)2.
Assume that F ∈ C∞s (U ,R) and G ∈ C∞(U ,R). Denote by (AdF ) h = {F, h}.
Then (AdF )G is well defined, and if we assume that for some n ≥ 1
Fn := (AdF )
nG (2.29)
is well defined and belongs to C∞s (U ,R), then Fn+1 is also well defined.
Let V be such that V ⊂ U . There exists a positive T such that the flow
V ∋ (p, q) 7→ Φt(p, q) ∈ U of XF is well defined and smooth for |t| < T .
Moreover, for |t| < T and (p, q) ∈ V, one has for any r ∈ N the formula
G(Φt(p, q)) =
r∑
n=0
tn
n!
Fn(p, q) +
1
r!
∫ t
0
(t− s)rFr+1(Φs(p, q))ds. (2.30)
Proof. Remark first that (AdF )G is well defined by (2.25), and that under our
assumptions, for n ≥ 2, Fn is well defined by definition 2.4. Since XF is smooth
on U the flow Φt(.) is a smooth symplectic diffeomorphism on V. For fixed (p, q)
put φ(t) = G(Φt(p, q)). Formula (2.30) follows from Taylor formula since φ(t) is
C∞. We thus have φ′(t) = [(AdF )G](Φt(p, q)) = F1(Φt(p, q)). Using (2.29) one
proves by induction that φ(n)(t) = Fn(Φ
t(p, q)) and the conclusion follows.
2.3 Birkhoff Normal Form
Using the notation of section 2.1, we define for n ≥ 1 spectral projectors
Πn = 1Kn(P ) . (2.31)
Then, for (p, q) ∈ Hs(M,R)2 we introduce the quantities
Jn(p, q) =
1
2
(‖Πnp‖2L2 + ‖Πnq‖2L2) . (2.32)
For (p, q) ∈ Hs(M,R)2 we denote
‖(p, q)‖2s := ‖p‖2Hs + ‖q‖2Hs
We can now state our Birkhoff normal form result for the nonlinear Klein-
Gordon equation on Zoll manifolds:
Theorem 2.6. Let G be the Hamiltonian given by (2.18), (2.19). Then for
any r ≥ 1, there exists a zero measure subset N of (0,+∞), and for any
m ∈ (0,+∞) \ N , there exists a large s0 with the following properties: For
any s ≥ s0, there exist two neighborhoods of the origin U , V, and a bijective
canonical transformation T : V → U which puts the Hamiltonian in the form
G ◦ T = G2 + Z +R (2.33)
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where Z is a real valued continuous polynomial of degree at most r+2 satisfying
{Jn,Z} = 0 , ∀n ≥ 1 (2.34)
and R ∈ C∞s (V,R) has a zero of order r + 3 at the origin. Precisely its vector
field fulfills the estimate
‖XR(p, q)‖s ≤ Cs ‖(p, q)‖r+2s , (p, q) ∈ V. (2.35)
Finally the canonical transformation satisfies
‖(p, q)− T (p, q)‖s ≤ Cs ‖(p, q)‖2s , (p, q) ∈ V. (2.36)
Exactly the same estimate is fulfilled on U by the inverse canonical transforma-
tion.
From (2.36) it follows T (0) = 0 and ∂T (0) = 1.
Theorem 2.6 implies theorem 2.2 (see the proof of theorem 2.2 in section
3.3) but it says more: namely, the Jn are almost conserved quantities for the
equation (1.1). More precisely, with the notation of theorems 2.2 and 2.6, for
any n ≥ 1
|Jn(p(t), q(t))− Jn(p(0), q(0))| ≤ C
n2s
ǫ3 for |t| ≤ ǫ−r (2.37)
where p(t) = Λ
−1/2
m ∂tv(t) and q(t) = Λ
1/2
m v(t) (for the proof see the end of sec-
tion 3.3). Roughly speaking, the last property means that energy transfers are
allowed only between modes corresponding to frequencies in the same spectral
interval Kn.
3 Proof of the main results
In this section we prove theorem 2.6 and then deduce theorem 2.2. The proof
uses a Birkhoff procedure described in subsection 3.2. Formally this procedure
is very close to the classical Birkhoff scheme in finite dimension. Nevertheless, in
infinite dimension, we need to define a convenient framework in order to justify
the formal constructions. This framework, first introduced in [14], is presented,
and adapted to our context, in the next subsection.
3.1 Multilinear Forms
Let us introduce some notations. If n1, . . . , nk+1 are in N
∗, we denote the second
and third largest elements of this family by
max2(n1, . . . , nk+1) = max ({n1, . . . , nk+1} − {ni0})
µ(n1, . . . , nk+1) = max ({n1, . . . , nk+1} − {ni0 , ni1})
(3.1)
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where i0 and i1 are the indices such that
ni0 = max(n1, . . . , nk+1) , ni1 = max2(n1, . . . , nk+1)
and where by convention, when k = 1, µ(n1, n2) = 1. We define then
S(n1, . . . , nk+1) =
k+1∑
ℓ=1
[nℓ −
∑
j 6=ℓ
nj ]+ + µ(n1, . . . , nk+1) (3.2)
where [a]+ = max(a, 0). If nk and nk+1 are the largest two among n1, . . . , nk+1,
we have
µ(n1, . . . , nk+1) ∼ n1 + · · ·+ nk−1 + 1
S(n1, . . . , nk+1) ∼ |nk − nk+1|+ n1 + · · ·+ nk−1 + 1 .
(3.3)
We shall denote by E the algebraic direct sum of the ranges of the Πn’s defined
by (2.31).
Definition 3.1. Let k ∈ N∗, ν ∈ [0,+∞), N ∈ N.
i) We denote by Lν,Nk+1 the space of (k+ 1)–linear forms L : E × · · · × E → C
for which there exists C > 0 such that for any u1, . . . , uk+1 ∈ E , any
n1, . . . , nk+1 in N
∗
∣∣L(Πn1u1, . . . ,Πnk+1uk+1)∣∣ ≤ Cµ(n1, . . . , nk+1)ν+NS(n1, . . . , nk+1)N
k+1∏
j=1
‖uj‖L2 . (3.4)
ii) We denote by Mν,Nk the space of k–linear maps M : E × · · · × E →
L2(M,C) for which there exists C > 0 such that for any u1, . . . , uk ∈ E
any n1, . . . , nk+1 in N
∗
∥∥Πnk+1M(Πn1u1, . . . ,Πnkuk)∥∥L2 ≤ Cµ(n1, . . . , nk+1)ν+NS(n1, . . . , nk+1)N
k∏
j=1
‖uj‖L2 .
(3.5)
The best constant C in (3.4), (3.5) defines a norm on the above spaces. We set
also Lν,+∞k+1 =
⋂
N∈N Lν,Nk+1.
Consider L ∈ Lν,Nk+1 with N > 1 and fix an integer j ∈ {1, . . . , k + 1} and
elements uℓ ∈ E for ℓ ∈ {1, . . . , k + 1} − {j}. Then by (3.3), (3.4)∑
nj
L(u1, . . . , uj−1,Πnjuj, uj+1, . . . , uk+1)
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converges for any uj ∈ L2(M,C), so uj 7→ L(u1, . . . , uk+1) extends as a con-
tinuous linear form on L2(M,C). Consequently, there is a unique element
ML,j(u1, . . . , ûj, . . . , uk+1) of L
2(M,C) with
L(u1, . . . , uk+1) = 〈uj,ML,j(u1, . . . , ûj, . . . , uk+1)〉 (3.6)
for all u1, . . . , uk+1 ∈ E . By (3.4), ML,j satisfies (3.5), i.e. defines an element of
Mν,Nk . Conversely, if we are given an element of Mν,Nk , we define a multilinear
form belonging to Lν,Nk+1 by a formula of type (3.6).
The basic example satisfying definition 3.1 is provided by the following result
proved in [14] (proposition 1.2.1).
Proposition 3.2. Let k ∈ N∗. Denote by dx any measure on M with a C∞
density with respect to the Riemannian volume. There is ν ∈ (0,+∞) such that
the map
(u1, . . . , uk+1) 7→
∫
M
u1 · · ·uk+1dx (3.7)
defines an element of Lν,+∞k+1 .
Remark 3.3. Up to now we did not use the spectral assumption (2.5) on the
manifold M . Actually proposition 1.2.1 of [14] is proved on any compact man-
ifold without boundary, replacing in (3.4) the spectral projectors Πn defined in
(2.31) by spectral projectors Πλ associated to arbitrary intervals of center λ and
length O(1).
We now use the fundamental example given by the previous proposition to
verify that the nonlinearity G˜ defined in (2.18) is in a good class of Hamiltonian
functions. If L is a (k + 1)-linear map, and if a ∈ N satisfies 0 ≤ a ≤ k + 1, we
set for u, u¯ ∈ E
La(u, u¯) = L(u, . . . , u, u¯, . . . , u¯) (3.8)
where in the right hand side one has a times u and (k + 1 − a)–times u¯. We
then define the following class of Hamiltonian functions:
Definition 3.4. For k ∈ N and s, ν ∈ R with s > ν+ 3
2
, we defineHsk+1(ν) as the
space of all real valued smooth functions defined on Hs(M,C), (u, u¯)→ Q(u, u¯),
such that there are for ℓ = 0, . . . , k + 1 multilinear forms Lℓ ∈ Lν,+∞k+1 with
Q(u, u¯) =
k+1∑
ℓ=0
Lℓℓ(u, u¯).
This definition is obtain by adapting to our context the usual definition
of polynomial used for example in the theory of analytic functions on Banach
spaces (see for example [22] or [23]).
As a consequence of proposition 3.2 one gets:
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Lemma 3.5. Let P be the Taylor’s polynomial of G˜ at degree k. Then there
exists ν ∈ (0,+∞) such that P can be decomposed as
P =
k∑
j=3
Pj
where Pj ∈ Hsj(ν).
Let us recall the main properties for Mν,Nk established in proposition 2.1.3
and theorem 2.1.4 of [14].
Proposition 3.6. i) Let ν ∈ [0,+∞), s ∈ R, s > ν + 3/2, N ∈ N, N >
s+ 1. Then, any element M ∈Mν,Nk extends as a bounded operator from
Hs(M,C)k to Hs(M,C). Moreover, for any s0 ∈ (ν + 3/2, s], there is
C > 0 such that for any uℓ ∈ Hs(M,C), ℓ ∈ {1, . . . , k}
‖M(u1, . . . , uk)‖Hs ≤ C ‖M‖Mν,N
k
( ∑
1≤ℓ≤k
‖uℓ‖Hs
∏
ℓ′ 6=ℓ
‖uℓ′‖Hs0
)
. (3.9)
ii) Let k1, k2 ∈ N∗, ν1, ν2 ∈ [0,+∞), 1 ≤ ℓ ≤ k2. For M1 ∈ Mν1,Nk1 , M2 ∈
Mν2,Nk2 with N > 1 + max(ν1, ν2), define a (k1 + k2 − 1)–linear operator
on Ek1+k2−1
(u1, . . . , uk1+k2−1)→M(u1, . . . , uk1+k2−1)
by
M(u1, . . . , uk1+k2−1) =
M2(u1, . . . , uℓ−1,M1(uℓ, . . . , uℓ+k1−1), uℓ+k1, . . . , uk1+k2−1) .
(3.10)
Then M belongs to Mν1+ν2+1,N−max(ν1,ν2)−1k1+k2−1 and the map (M1,M2) 7→ M
is bounded from Mν1,Nk1 ×Mν2,Nk2 to the preceding space.
Using the duality formula (3.6), proposition 3.6 immediately implies the
corresponding properties for the multilinear forms of Lν,Nk+1.
Proposition 3.7. i) Let ν ∈ [0,+∞), s ∈ R, s > ν + 3/2, N ∈ N,
N > s + 1. Then for any j ∈ {1, . . . , k + 1}, any multilinear form L ∈
Lν,Nk+1 extends as a continuous multilinear form (u1, . . . , uj, . . . , uk+1) 7→
L(u1, . . . , uj, . . . , uk+1) on
Hs(M,C)× · · · ×Hs(M,C)×H−s(M,C)×Hs(M,C)× · · · ×Hs(M,C).
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Moreover for any s0 ∈ (ν + 3/2, s], there is C > 0 such that for any
uℓ ∈ Hs(M,C), ℓ ∈ {1, . . . , k + 1} − {j}, any uj ∈ H−s(M,C)
|L(u1, . . . , uk+1)| ≤ C ‖L‖Lν,N
k+1
‖uj‖H−s
( ∑
1≤ℓ≤k+1
ℓ 6=j
‖uℓ‖Hs
∏
ℓ′ 6=ℓ
ℓ′ 6=j
‖uℓ′‖Hs0
)
.
(3.11)
ii) Let k1, k2 ∈ N∗, ν1, ν2 ∈ [0,+∞), 1 ≤ ℓ ≤ k2 + 1. For M ∈ Mν1,Nk1 ,
L ∈ Lν2,Nk2+1 with N > 1 + max(ν1, ν2) define a (k1 + k2)–linear form onEk1+k2
(u1, . . . , uk1+k2)→ L˜(u1, . . . , uk1+k2)
by
L˜(u1, . . . , uk1+k2) = L(u1, . . . , uℓ−1,M(uℓ, . . . , uℓ+k1−1), uℓ+k1, . . . , uk1+k2).
(3.12)
Then L˜ ∈ Lν1+ν2+1,N−max(ν1,ν2)−1k1+k2 and the map (M,L) 7→ L˜ is bounded
from Mν1,Nk1 × Lν2,Nk2+1 to the preceding space.
We shall denote, for any N, ν by
Σ : Lν,Nk+1 →Mν,Nk (3.13)
the map given, using notation (3.6), by Σ(L) =ML,k+1. This is an isomorphism.
In order to apply a Birkhoff procedure, it is necessary to verify that our
framework is stable by Poisson brackets.
Proposition 3.8. Let k1, k2 ∈ N∗, ν1, ν2 ∈ [0,+∞), N > 52 + max(ν1, ν2).
Let L1 ∈ Lν1,Nk1+1, L2 ∈ Lν2,Nk2+1, ℓ1 ∈ {0, . . . , k1 + 1}, ℓ2 ∈ {0, . . . , k2 + 1}. Then{
Lℓ11 , L
ℓ2
2
}
may be written{
Lℓ11 , L
ℓ2
2
}
(u, u¯) = Lℓ1+ℓ2−13 (u, u¯) (3.14)
for a multilinear form L3 ∈ Lν1+ν2+1,N−max(ν1,ν2)−1k1+k2 .
Proof. We can choose s with N − 1 > s > 3
2
+max(ν1, ν2). By i) of proposition
3.7, Lℓii (u, u¯) i = 1, 2 is then a smooth function on H
s(M,C). Using (3.6) we
may write for any h ∈ E , i = 1, 2
∂uL
ℓi
i · h =
ℓi∑
j=1
Li(u, . . . , h, . . . , u, u¯, . . . , u¯) =
ℓi∑
j=1
〈
h,M ℓi−1Li,j (u, u¯)
〉
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where in the first sum h stands at the j-th place. We have a similar formula for
∂u¯L
ℓi
i .h. In other words, we may write
∇uLℓii (u, u¯) =
ℓi∑
j=1
M ℓi−1Li,j (u, u¯)
∇u¯Lℓii (u, u¯) =
ki+1∑
j=ℓi+1
M ℓiLi,j(u, u¯).
(3.15)
By i) of proposition 3.6 these quantities are smooth functions of u with values
in Hs(M,C), i.e. Lℓii ∈ C∞s (Hs(M,C),C). We may thus apply definition 2.4
and (2.25) to write
{
Lℓ11 , L
ℓ2
2
}
(u, u¯) = i
[ ℓ2∑
j2=1
k1+1∑
j1=ℓ1+1
L2(u, . . . ,M
ℓ1
L1,j1
(u, u¯), . . . , u, u¯, . . . , u¯)
−
k2+1∑
j2=ℓ2+1
ℓ1∑
j1=1
L2(u, . . . , u, u¯, . . . ,M
ℓ1−1
L1,j1
(u, u¯), . . . , u¯)
]
(3.16)
where the M–term in the argument of L2 stays at the j2-th place. Since ML1,j1
belongs to Mν1,Nk1 we just have to apply (ii) of proposition 3.7 to write this last
expression in terms of a new multilinear form L3.
In order to prove our main theorem we have to decompose the multilinear
forms of Lν,Nk+1 in the sum of a resonant and of a non-resonant part.
Definition 3.9. (Non-resonant multilinear form) Fix k ∈ N and let 1 ≤ ℓ ≤
k + 1 be a fixed integer.
• If 2ℓ 6= k + 1 we set L˜ν,Nk+1,ℓ = Lν,Nk+1, M˜ν,Nk,ℓ =Mν,Nk .
• If 2ℓ = k + 1 we define L˜ν,Nk+1,ℓ (resp. M˜ν,Nk,ℓ ) as the subspace of those
L ∈ Lν,Nk+1 (resp. M ∈Mν,Nk ) such that respectively
L(Πn1u1, . . . ,Πnk+1uk+1) ≡ 0 , Πnk+1M(Πn1u1, . . . ,Πnkuk) ≡ 0 (3.17)
for any u1, . . . , uk+1 ∈ E and any (n1, . . . , nk+1) ∈ (N∗)k+1 such that
{n1, . . . , nℓ} = {nℓ+1, . . . , nk+1} .
Remark that the map Σ given by (3.13) induces an isomorphism between
L˜ν,Nk+1,ℓ and M˜ν,Nk,ℓ .
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Definition 3.10. (Resonant multilinear form) Fix k ∈ N and let 1 ≤ ℓ ≤ k+1.
We define the space of ℓ–resonant multilinear forms L̂ν,Nk+1,ℓ as the subspace of
those L ∈ Lν,Nk+1 verifying
L(Πn1u1, . . . ,Πnk+1uk+1) ≡ 0 , (3.18)
for any u1, . . . , uk+1 ∈ E and any (n1, . . . , nk+1) ∈ (N∗)k+1 such that
{n1, . . . , nℓ} 6= {nℓ+1, . . . , nk+1} .
Remark that L̂ν,Nk+1,ℓ = 0 if k is even or k is odd and ℓ 6= k+12 . If k is odd and
ℓ = k+1
2
, one gets a direct sum decomposition
Lν,Nk+1 = L̂ν,Nk+1,ℓ ⊕ L˜ν,Nk+1,ℓ. (3.19)
The main feature of the above definitions is captured by the following proposi-
tion:
Proposition 3.11. Assume that L ∈ Lν,Nk+1 is ℓ resonant. Then for any a ∈ N,
a ≥ 1 one has {
Lℓ, Ja
} ≡ 0.
Proof. Remark first that one has 2ℓ = k + 1 and that Ja(u, u¯) = 〈Πau,Πau¯〉,
from which, using (3.16), one gets
{
Lℓ, Ja
}
= −iL˜ℓ
with
L˜(u1, . . . , uk+1) =[ ℓ∑
j=1
L(u1, . . . ,Πauj, . . . , uk+1)−
k+1∑
j=ℓ+1
L(u1, . . . ,Πauj, . . . , uk+1)
]
.
Then the above expression is equal to
∑
n1,...,nk+1
[ ℓ∑
j=1
L(Πn1u1, . . . ,ΠaΠnjuj, . . . ,Πnk+1uk+1)
−
2ℓ∑
j=ℓ+1
L(Πn1u1, . . . ,ΠaΠnjuj, . . . ,Πnk+1uk+1)
]
=
∑
n1,...,nk+1
[ ℓ∑
j=1
δnj ,a −
2ℓ∑
j=ℓ+1
δnj ,a
]
L(Πn1u1, . . . ,Πn2ℓu2ℓ).
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Since for an ℓ resonant form
{n1, . . . , nℓ} = {nℓ+1, . . . , n2ℓ} ,
the quantity
∑ℓ
j=1 δnj ,a −
∑2ℓ
j=ℓ+1 δnj ,a always vanishes.
Definition 3.12. For given integers ℓ, k satisfying 1 ≤ ℓ ≤ k + 1, we define an
operator ψℓ acting on Lν,Nk+1 by
ψℓ(L)(u1, . . . , uk+1)
=
[ ℓ∑
j=1
L(u1, . . . ,Λmuj, . . . , uk+1)−
k+1∑
j=ℓ+1
L(u1, . . . ,Λmuj , . . . , uk+1)
]
.
(3.20)
Remark that writing G2(u, u¯) = 〈Λmu, u¯〉, and using (2.25) one gets{
Lℓ, G2
}
(u, u¯) = −iψℓ(L)(u, . . . , u, u¯, . . . , u¯) (3.21)
where in the right hand side one has ℓ times u and k + 1− ℓ times u¯.
Proposition 3.13. There is a zero measure subset N of (0,+∞) such that for
any k ∈ N∗, any m ∈ (0,+∞)−N , any 0 ≤ ℓ ≤ k + 1, there is a ν¯ ∈ R+, and
for any (ν,N) ∈ R+ × N, N > 2, there is an operator
ψ−1ℓ : L˜ν,Nk+1,ℓ → L˜ν+ν¯,Nk+1,ℓ (3.22)
such that for any L ∈ L˜ν,Nk+1,ℓ, ψℓ(ψ−1ℓ (L)) = L. Moreover there exists C > 0
such that ∥∥ψ−1ℓ (L)∥∥Lν+ν¯,N
k+1
≤ C ‖L‖Lν,N
k+1
. (3.23)
Proof. We reduce the proof to proposition 2.2.4 of [14]. Let ρ : {1, . . . , k + 1} →
{−1, 1} be the map given by ρ(j) = 1 if j = 1, . . . , ℓ and ρ(j) = −1 if j = ℓ +
1, . . . , k + 1, and for M ∈Mν,Nk define
ψ˜ℓ(M)(u1, . . . , uk) =
k∑
j=1
ρ(j)M(u1, . . . ,Λmuj, . . . , uk) + ρ(k + 1)ΛmM(u1, . . . , uk).
(3.24)
One has, if Σ is the map defined in (3.13),
Σ−1 ◦ ψ˜ℓ(M) = ψℓ ◦ Σ−1(M) (3.25)
for any M ∈ Mν,Nk such that ψ˜ℓ(M) belongs to Mν
′,N
k for some ν
′ ≥ 0. By
proposition 2.2.4 in [14], there are ν¯ ∈ R+ and an operator ψ˜−1ℓ : M˜ν,Nk,ℓ →
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M˜ν+ν¯,Nk,ℓ such that for any M ∈ M˜ν,Nk,ℓ , ψ˜ℓ(ψ˜−1ℓ (M)) = M and such that the
equivalent for M of the estimate (3.23) holds true. We just set ψ−1ℓ = Σ
−1 ◦
ψ˜−1ℓ ◦ Σ, and the conclusion follows from equation (3.25).
The construction of the operator ψ˜−1ℓ in [14] relies in an essential way on the
spectral assumption (2.4) and (2.5), i.e. on the fact that M is a Zoll manifold.
For the reader’s convenience, we give a direct proof of proposition 3.13 in the
case where M = Sd and V = 0. In this case, the eigenvalues λn of P and ωn of
Λm are respectively given by
λn =
√
n(n + d− 1) , ωn =
√
λ2n +m
2 , (3.26)
and moreover PΠn = λnΠn, ΛmΠn = ωnΠn. Thus, from equation (3.20) one
has
ψℓ(L)(u1, . . . , uk+1)
=
∑
n1,...,nk+1
(ωn1 + · · ·+ ωnℓ − ωnℓ+1 − · · · − ωnk+1)L(Πn1u1, . . . ,Πnk+1uk+1).
(3.27)
Remark also that, if L ∈ L˜ν,Nk+1,ℓ, then the sum is restricted to those (n1, . . . , nk+1)
such that
{n1, . . . , nℓ} 6= {nℓ+1, . . . , nk+1} .
The following proposition was proved in [13] (see Proposition 4.8) and is also a
minor variant of theorem 3.12 of [2].
Proposition 3.14. There is a zero measure subset N of (0,+∞) such that for
any m ∈ (0,+∞)−N and any k ∈ N∗, there are c > 0 and ν¯ ∈ R+ such that
for any 0 ≤ ℓ ≤ k + 1, one has∣∣ωn1 + · · ·+ ωnℓ − ωnℓ+1 − · · · − ωnk+1∣∣ ≥ cµ(n1, . . . , nk+1)−ν¯ (3.28)
for any choice of (n1, . . . , nk+1) such that
{n1, . . . , nℓ} 6= {nℓ+1, . . . , nk+1} .
It is now immediate to obtain the
Proof of Proposition 3.13 in the case M = Sd, V ≡ 0. Given L ∈ L˜ν,Nk+1,ℓ
define
L˜(u1, . . . , uk+1) =
∑
n1,...,nk+1
L(Πn1u1, . . . ,Πnk+1uk+1)
(ωn1 + · · ·+ ωnℓ − ωnℓ+1 − · · · − ωnk+1)
. (3.29)
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Then by (3.28) one has L˜ ∈ L˜ν+ν¯,Nk+1,ℓ , and by (3.29) ψℓ(L˜) = L; finally also the
estimate (3.23) immediately follows. On a general Zoll manifold, the construc-
tion of the map L→ L˜ is made in [13] through an approximation argument and
a suitable use of Neumann series.
Finally we end this subsection with two lemmas that will be useful to verify
that certain Hamiltonian functions are real valued.
Lemma 3.15. Assume m ∈ (0,+∞)−N and let L ∈ L˜ν,Nk+1,ℓ.
i) Assume that for any u ∈ E , ψℓ(L)(u, . . . , u, u¯, . . . , u¯) = 0 (where one has ℓ
times u and k + 1− ℓ times u¯). Then Lℓ(u, u¯) = 0.
ii) Assume
{
ImLℓ, G2
} ≡ 0. Then ImLℓ(u, u¯) ≡ 0.
Proof. i) Let Sℓ,k be the product of the group of permutations of {1, . . . , ℓ} by
the group of permutations of {ℓ+ 1, . . . , k + 1}. For (σ, σ′) ∈ Sℓ,k define
((σ, σ′) · L)(u1, . . . , uk+1) = L(uσ(1), . . . , uσ(ℓ), uσ′(ℓ+1), . . . , uσ′(k+1)).
Replacing L by
1
ℓ!(k + 1− ℓ)!
∑
a∈Sℓ,k
(a · L)(u1, . . . , uk+1)
does no affect the hypotheses nor the conclusion (since ψℓ commutes to the
Sℓ,k-action), so we can assume that L – and thus ψℓ(L) – is Sℓ,k-invariant.
Write the assumption ψℓ(L)(u, . . . , u, u¯, . . . , u¯) = 0 with
u = u1 + · · ·+ uℓ + uℓ+1 + · · ·+ uk+1
for arbitrary uj’s belonging to E . If one expands this expression by multilinear-
ity, sorts the different contributions according to their homogeneity degree in
uj, u¯j, and uses the Sℓ,k-invariance, one gets
ψℓ(L)(u1, . . . , uk+1) = 0 (3.30)
for any u1, . . . , uk+1 in E . Take a family of positive integers (n1, . . . , nk+1) such
that {n1, . . . , nℓ} 6= {nℓ+1, . . . , nk+1} if 2ℓ = k + 1. We apply (3.30) taking for
all uj an eigenfunction associated to an eigenvalue λnj ∈ Knj j = 1, . . . , k + 1
so that Λmuj = ωnjuj, ωnj =
√
m2 + λ2nj . By (3.20) we obtain
( ℓ∑
j=1
ωnj −
k+1∑
ℓ+1
ωnj
)
L(u1, . . . , uk+1) = 0.
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By proposition 2.2.1 and formula (2.2.3) of [14] (see also proposition 3.14 of
the present paper in the case of the sphere), the first factor is nonzero for
m ∈ (0,+∞)− N , so L(u1, . . . , uk+1) = 0 for any family (u1, . . . , uk+1) of the
preceding form. The definition of L˜ν,Nk+1,ℓ implies that Lℓ(u, u¯) = 0.
ii) We may write when ℓ 6= k+1
2
ImLℓ(u, u¯) = Γℓ1(u, u¯) + Γ
k+1−ℓ
2 (u, u¯) for
Γ1 ∈ L˜ν,Nk+1,ℓ, Γ2 ∈ L˜ν,Nk+1,k+1−ℓ. By homogeneity,
{
G2,Γ
ℓ
1 + Γ
k+1−ℓ
2
} ≡ 0 implies
that
{
G2,Γ
ℓ
1
}
=
{
G2,Γ
k+1−ℓ
2
} ≡ 0, whence Γℓ1 = Γk+1−ℓ2 = 0 by (3.21) and
assertion i). If ℓ = k+1
2
, we have ImLℓ(u, u¯) = Γℓ(u, u¯) for a Γ ∈ L˜ν,Nk+1, and the
result follows again from i).
Lemma 3.16. Assume m ∈ (0,+∞)−N and k odd. Set ℓ = k+1
2
and consider
L1 ∈ L˜ν,Nk+1,ℓ and L2 ∈ L̂ν,Nk+1,ℓ. Set L = L1 + L2 and assume that for any u ∈ E ,
Lℓ(u, u¯) is real valued. Then L1
ℓ(u, u¯) and L2
ℓ(u, u¯) are real valued.
Proof. Since Lℓ(u, u¯) is real valued, {ImLℓ, G2}(u, u¯) = 0. As
{Lℓ, G2}(u, u¯) = {L1ℓ, G2}(u, u¯)
by proposition 3.11, this yields {ImL1ℓ, G2}(u, u¯) = 0. Now, ii) of lemma 3.15
implies ImL1
ℓ(u, u¯) = 0. Therefore, L1
ℓ(u, u¯) and L2
ℓ(u, u¯) are real valued.
3.2 Proof of theorem 2.6.
We use a Birkhoff scheme to put the Hamiltonian system with the Hamiltonian
G of (2.19) in normal form. Having fixed some r0 ≥ 1, the idea is to construct
iteratively for r = 0, . . . , r0, Ur a neighborhood of 0 in Hs(M,C) for s ≫ 1, a
canonical transformation Tr, defined on Ur, an increasing sequence (νr)r=1,...,r0
of positive numbers, and functions Z(r), P (r),R(r) such that
G(r) := G ◦ Tr = G2 + Z(r) + P (r) +R(r). (3.31)
Moreover, these functions will decompose as
Z(r) =
r∑
j=1
Yj (3.32)
P (r) =
r0∑
j=r+1
Q
(r)
j (3.33)
where Yj is in Hsj+2(νj) and Poisson commutes with Jn for any n, Q(r)j is in
Hsj+2(νr), by convention P (r0) = 0, and R(r) ∈ C∞s (Ur,R) has a zero of order
r0 + 3 at the origin.
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First remark that the Hamiltonian (2.19) has the form (3.31), (3.32), (3.33)
with r = 0 and Tr = I, P (0) being the Taylor’s polynomial of G˜ at degree r0
(see lemma 3.5). We show now how to pass from r to r+1 provided one is able
to solve the homological equation below.
Lemma 3.17. Assume we are given 0 < νr and functions Z(r), P (r),R(r) satis-
fying the above conditions. Assume that there are ν ′r > νr and a function F
(r+1)
of (u, u¯) with the properties that
F (r+1) ∈ Hsr+3(ν ′r) (3.34)
{F (r+1), G2} ∈ Hsr+3(ν ′r). (3.35)
Assume moreover one is able to choose F (r+1) with the further property that
Yr+1 defined by
Yr+1 =
{
F (r+1), G2
}
+Q
(r)
r+1 (3.36)
Poisson commutes with Jn for any n. Denote by Φ
t
r+1 the flow generated by
XF (r+1). Then, there are νr+1 > ν
′
r and, for large enough s, a sufficiently small
neighborhood Ur+1 of the origin of Hs(M,C), such that G(r+1) = G(r) ◦Φ1r+1 has
the same structure as G(r) but with r replaced by r+1 and Ur replaced by Ur+1.
Proof. If Ur+1 is a sufficiently small neighborhood of the origin of Hs(M,C),
then Φ1r+1 : Ur+1 → Ur is well defined. We decompose G(r) ◦ Φ1r+1 as follows
G(r) ◦ Φ1r+1 = G2 +
{
F (r+1), G2
}
+Q
(r)
r+1 + Z(r) +R(r) ◦ Φ1r+1 (3.37)
+ P (r) ◦ Φ1r+1 −Q(r)r+1 (3.38)
+ Z(r) ◦ Φ1r+1 − Z(r) (3.39)
+ G2 ◦ Φ1r+1 −G2 −
{
F (r+1), G2
}
. (3.40)
Using the fact that Yr+1 Poisson commutes with Jn for any n and belongs to
Hsr+3(ν ′r) ⊂ Hsr+3(νr+1) by (3.35), we may define Z(r+1) := Z(r) + Yr+1.
If s is large enough, (3.34) implies that F (r+1) ∈ C∞s (Ur,R), and we may
apply lemma 2.5 with F = F (r+1) to P (r) ◦Φ1r+1 and Z(r) ◦Φ1r+1. Using proposi-
tion 3.8 to write the iterated Poisson brackets of the right hand side of (2.30) in
terms of multilinear forms, we thus see that (3.38), (3.39) may be decomposed
in a sum of elements of Hsj+2(νr+1) for s, νr+1 large enough and j = r+2, . . . , r0.
Consequently these two terms will contribute to P (r+1),R(r+1) in (3.31) written
with r replaced by r+1. In the same way, lemma 2.5 applied to G2◦Φ1r+1 shows
that, for large enough r and νr+1, (3.40) gives a contribution to P
(r+1)+R(r+1)
in (3.31) at step r + 1. The conclusion follows.
Let us remark that the above lemma implies theorem 2.6. Actually, if we
are able to apply lemma 3.17 up to step r0 − 1, we get (3.31) with r = r0,
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which is the conclusion of the theorem. Our remaining task is thus to solve the
homological equation (3.36). This will be achieved in the following lemma.
Lemma 3.18. Let 2 ≤ r ≤ r0 + 2, ν ∈ R∗+, and assume m ∈ (0,+∞) − N .
For any Q ∈ Hsr+1(ν) there are ν ′ > ν, F ∈ Hsr+1(ν ′) and Y ∈ Hsr+1(ν), with Y
which Poisson commutes with Jn for any n ≥ 1, such that
{F,G2}+Q = Y . (3.41)
As a consequence one also has {F,G2} ∈ Hsr+1(ν).
Proof. If r+ 1 is odd then we define Y = 0. As Q is in Hsr+1(ν), it decomposes
in the form
Q =
r+1∑
ℓ=0
Lℓ
ℓ (3.42)
where Lℓ are multilinear forms in Lν,+∞r+1 . We remark that, since r + 1 is odd,
the Lℓ are all non-resonant, i.e. Lℓ ∈ L˜ν,+∞r+1,ℓ . Therefore by proposition 3.13, we
can define Fℓ ∈ L˜ν+ν¯,+∞r+1,ℓ by
Fℓ = −iΨ−1ℓ (Lℓ) (3.43)
and in view of (3.21), the Hamiltonian function
F =
r+1∑
ℓ=0
Fℓ
ℓ (3.44)
satisfies the homological equation (3.41).
If r + 1 is even, set L˜ℓ = Lℓ if ℓ 6= r+12 . When ℓ = r+12 , write
L r+1
2
= Y + L˜ r+1
2
∈ L̂ν,+∞
r+1, r+1
2
⊕ L˜ν,+∞
r+1, r+1
2
using decomposition (3.19). Then if Y := Y r+12 ,
Q−Y =
r+1∑
ℓ=0
(L˜ℓ)
ℓ
and if we define F by (3.44) with Fℓ = −iψ−1ℓ (L˜ℓ), we still obtain that equation
(3.41) is satisfied.
It remains to show that F is real valued. As Q is real, using (3.42) yields
for any ℓ ∈ {0, . . . , r + 1}
Lℓℓ = Lr+1−ℓ
r+1−ℓ (3.45)
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by homogeneity. If r + 1 is even, (3.45) implies that L r+1
2
r+1
2 is real valued.
Using lemma 3.16, we obtain that Y is real valued (remark that if r+1 is odd,
Y = 0 is also real valued). Therefore, {F,G2} is real valued by (3.41). So
{ImF,G2} = 0 which implies by homogeneity that
{
ImFℓ
ℓ, G2
}
= 0 for any ℓ.
We may now use lemma 3.15 to obtain that ImFℓ
ℓ = 0 for any ℓ ∈ {0, . . . , r+3}.
Therefore, F is real valued.
3.3 Proof of theorem 2.2.
Let T be the canonical transformation defined in theorem 2.6. Define on U =
T (V) the function
E(u, u¯) :=
∑
n≥1
n2sJn ◦ T −1(u, u¯).
We shall control E(u, u¯) along long time intervals. To take into account the loss
of derivatives coming from the linear part of the equation, we proceed by regu-
larization. Fix σ = s+ 1 and take the Cauchy data such that u0 = ǫ(Λ
−1/2
m v1+
iΛ
1/2
m v0)/
√
2 is in Hσ(M,C)∩U . Let u(t) ≡ u(t, .) be the corresponding solution
of u˙ = XG(u) ≡ i∇u¯G(u, u¯). Since XG is semilinear and Hσ is its domain, as
far as ‖u(t)‖Hs <∞ one has u(t) ∈ Hσ. Thus, as far as u(t) ∈ U
dE
dt
= ∂E ·XG = {G,E} (3.46)
which is well defined since E ∈ C∞(U ,R), with U ⊂ Hs and XG(u) ∈ Hs for
u ∈ Hσ. So we may write
{G,E} (u, u¯) =
∑
n≥1
n2s
{
G, Jn ◦ T −1
}
.
If we use (2.28), (2.33) and (2.34) we get then
{G,E} =
∑
n≥1
n2s {G ◦ T , Jn} ◦ T −1
=
∑
n≥1
n2s {G2 + Z +R, Jn} ◦ T −1
= {R ◦ T −1, E} .
(3.47)
Thus
dE
dt
=
{R ◦ T −1, E}
which, by taking an approximating sequence is seen to hold also for initial data
which are not in Hσ, but only in U . Using (2.35) one has∣∣∣∣dE(t)dt
∣∣∣∣ ≤ C‖u(t, ·)‖r+3Hs . (3.48)
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Remark that by definition of E(u, u¯) and because T (0) = 0, as long as u stays
in a small enough neighborhood of 0, we have
1
2
E(u, u¯) ≤ ‖u‖2Hs ≤ 2E(u, u¯). (3.49)
We deduce then by integration of (3.48) the estimate
‖u(t, ·)‖2Hs ≤ C ′
(
‖u0‖2Hs +
∣∣∣∣
∫ t
0
‖u(τ, ·)‖r+3Hs dτ
∣∣∣∣
)
(3.50)
which holds true as long as u remains in a small enough neighborhood of 0. It
is classical to deduce from this inequality that there are C > 0, c > 0, ǫ0 > 0
such that, if the Cauchy data u0 is in the H
s ball of center 0 and radius ǫ < ǫ0,
the solution exists over an interval of length at least cǫ−r−1, and for any t in
that interval ‖u(t, ·)‖Hs ≤ Cǫ. This concludes the proof.
Remark 3.19. The proof of (2.37) is similar. As in (3.46) and (3.47), we see
that
dJn ◦ T −1(u, u¯)
dt
=
{R ◦ T −1, Jn} (u, u¯)
which together with the bound ‖u(t, ·)‖Hs ≤ C1ǫ yields
|Jn ◦ T −1(u(t), u¯(t))− Jn ◦ T −1(u0, u¯0)| ≤ Cǫ
3
n2s
(3.51)
for times |t| ≤ ǫ−r. Finally, using (3.51), (2.36) and the inequality
|Jn(u(t), u¯(t))− Jn(u0, u¯0)| ≤ |Jn(u(t), u¯(t))− Jn ◦ T −1(u(t), u¯(t))|
+|Jn ◦ T −1(u(t), u¯(t))− Jn ◦ T −1(u0, u¯0)|+ |Jn(u0, u¯0)− Jn ◦ T −1(u0, u¯0)|
implies (2.37).
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