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NUMERICAL MULTILEVEL UPSCALING FOR INCOMPRESSIBLE
FLOW IN RESERVOIR SIMULATION: AN ELEMENT-BASED
ALGEBRAIC MULTIGRID (AMGe) APPROACH∗
MAX LA COUR CHRISTENSEN† , UMBERTO VILLA‡ , ALLAN P. ENGSIG-KARUP§ , AND
PANAYOT S. VASSILEVSKI¶
Abstract. We study the application of a finite element numerical upscaling technique to
the incompressible two-phase porous media total velocity formulation. Specifically, an element-
agglomeration-based algebraic multigrid (AMGe) technique with improved approximation properties
[I. Lashuk and P. Vassilevski, Numer. Linear Algebra Appl., 19 (2012), pp. 414–426] is used, for the
first time, to generate upscaled and accurate coarse systems for the reservoir simulation equations.
The upscaling technique is applied to both the mixed system for velocity and pressure and to the
hyperbolic transport equations, providing fully upscaled systems. By introducing additional degrees
of freedom associated with nonplanar interfaces between agglomerates, the coarse velocity space has
guaranteed approximation properties. The employed AMGe technique provides coarse spaces with
desirable local mass conservation and stability properties analogous to the original pair of Raviart–
Thomas and piecewise discontinuous polynomial spaces, resulting in strong mass conservation for
the upscaled systems. Due to the guaranteed approximation properties and the generic nature of
the AMGe method, recursive multilevel upscaling is automatically obtained. Furthermore, this tech-
nique works for both structured and unstructured meshes. Multiscale mixed finite elements exhibit
accuracy for general unstructured meshes but do not in general lead to nested hierarchy of spaces.
Multiscale multilevel mimetic finite differences generate nested spaces but lack the adaptivity of the
flux representation on coarser levels that the proposed AMGe approach offers. Thus, the proposed
approach can be seen as a rigorous bridge that merges the best properties of these two existing meth-
ods. The accuracy and stability of the studied multilevel AMGe upscaling technique is demonstrated
on two challenging test cases.
Key words. element-based algebraic multigrid, numerical upscaling, multilevel upscaling, reser-
voir simulation, mixed finite element method, discontinuous Galerkin finite element method, porous
media flow, subsurface flow
AMS subject classifications. 65M60, 65M55, 76S05
DOI. 10.1137/140988991
1. Introduction. Upscaling of geological properties is an essential practice in
reservoir simulation, since the spatial resolution of the geological model often is too
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high for reservoir simulators to execute in practical times. The traditional approach
employed today resorts to computing effective properties of the subsurface (e.g.,
permeability and porosity) by various homogenization, averaging, or upscaling tech-
niques. The so-called flow-based upscaling methods are among the most used. They
are typically based on solving a simple steady-state elliptic differential equation. Given
the solution of this equation, effective coarse permeabilities can be computed. Some
flow-based upscaling methods provide full tensor coarse permeabilities, but in practice
mostly diagonal tensor permeabilities are used. These effective coarse properties are
then perceived as the “true” model from this point on. However, the use of upscaling
in the workflow introduces a black box step, where the relation/difference between
the solution of the upscaled model and the solution of the fine grid model (geological
resolution) is difficult (or impossible) to determine. A significant body of research
has gone into improving this workflow by introducing new upscaling methods that
establish a connection between the fine- and coarse-scale models. In the petroleum
engineering community, these methods are typically referred to as multiscale meth-
ods. The success of these methods can be partially understood by their relationship to
homogenization, which performs a formal averaging of scale-separated processes (i.e.,
averaging of the underlying mathematical operators) as opposed to simply averaging
the parameters of the model. Although this concept of averaging (or coarsening) an
operator is generally understated, it is a cornerstone of multiscale methods and helps
motivate the new element-based algebraic multigrid (AMGe) approach, as well as
other multilevel operator-based approaches.
The methods described in this paper are strongly related to the multiscale mixed
finite element method (MsMFEM). The MsMFEM stems from early work described
in [27] and [15], where specific finite element basis functions were used to construct a
tool for multiscale solution of elliptic partial differential equations (PDEs) in both pri-
mal and mixed forms. Since then, much research has been carried out on this topic to
improve the approximation properties and extend the range of physical phenomena
described by the models [5, 7, 6, 1, 35]. Among other things, the method was ex-
tended to achieve locally mass conservative velocity fields on the subgrid scale, which
enabled a combination of the MsMFEM and streamline simulations [3]. Other work
focuses on updating the multiscale basis functions for time-dependent problems [34]
or to capture specific features of the flow [2]. Multiscale methods have also attracted
attention for locally conservative mimetic finite difference methods [4] and for finite
volume methods [29, 23]. Adaptive strategies for multiscale techniques have also been
proposed [23, 40].
Multiscale methods have been extended for mimetic finite differences to work in a
multilevel way for two-phase flow problems [39, 40, 41]. Multiscale multilevel mimetic
methods, namely M3, have several similarities to our approach and a few differences.
Important similarities include the ability to handle aggregates with nonplanar faces,
achieve local mass conservation on all levels, and provide support for well models. The
AMGe approach possesses all these properties with the additional flexibility to assign
a variable number of degrees of freedom per agglomerated face (interface between two
agglomerated elements) that is automatically determined by the desired accuracy and
by the topology of the agglomerated face by means of SVD.
Finally, the multilevel upscaling technique introduced in [42] leverages the com-
ponents from a multigrid algorithm, using algebraically constructed coarse spaces and
variational Galerkin coarsening. Our AMGe approach exhibits similar features with
the additional caveat that we ensure that the coarse spaces maintain guaranteed order
of approximation at all levels.
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B104 CHRISTENSEN ET AL.
In parallel to the above cited multiscale methods, in the algebraic multigrid
(AMG) community, the construction of coarse problems was an essential component
in developing efficient multilevel solvers for the fine-grid (fine-scale) problems of in-
terest, especially in the unstructured mesh setting. It was recognized for quite some
time that an efficient two-grid (TG) solver requires as a necessary condition a coarse
space that admits certain weak approximation properties. For a rigorous proof of this
fact we refer the reader to [25]. This fact can be viewed as a cornerstone motivating
point in using AMG-constructed finite element coarse spaces as discretization spaces,
i.e., as a tool for numerical upscaling. We refer the interested reader to the overview
in [56] for more details. For some early work on using operator-dependent (AMG)
coarse spaces for numerical homogenization, we refer the reader to [33]. Among many
AMG-type coarse spaces that can be constructed, we are interested in ones that can
handle general classes of finite element spaces and hence be applicable to broad classes
of PDEs, namely, the spaces that form a de Rham complex (i.e., the sequence of H1-
conforming, H(curl)-conforming, H(div)-conforming, and L2-conforming spaces) with
applications to elliptic PDEs, Maxwell equations, Darcy flow equations, etc. The work
[49], although specifically motivated to construct coarse de Rham complexes for use
in multigrid solvers, provided the basis for extensions finalized in [38], to build coarse
spaces with guaranteed approximation properties, giving rise to an efficient upscaling
tool. Since our construction of coarse spaces applies to the entire de Rham sequence,
the developed technique can also be used for other applications, such as the mixed
formulation of the Brinkman problem [53, 57].
Often, multiscale methods for reservoir simulation solve for the pressure (and
velocity) on a coarse scale and keep the saturation equations on the fine grid. With this
approach, solving the saturation equations quickly becomes the dominant bottleneck.
Methods have been developed to also upscale the saturation equation [59, 24]. Our
approach enables upscaling of not only the mixed system for velocity and pressure
but also the transport equations for the saturations using the same framework. In
the present paper, the coarse space used for the pressure is reused for the saturation
equations. For problems involving quantities of interest that do not require a fine-scale
solution of the saturation equations, such fully upscaled models can greatly accelerate
standard methods in uncertainty quantification (e.g., using multilevel Monte Carlo
[20, 21]) and optimization (e.g., MG/OPT [11]) due to the ability to simulate with
good accuracy at different levels of resolution with a reduction in computational cost
equivalent to the reduction in the degrees of freedom for the upscaled models. AMGe
has been developed (in LLNL) since its introduction (see [30, 54, 13, 14, 37]) as a
general multilevel coarsening framework with a wide range of applications. In addition
to numerical upscaling, it is also designed to create efficient and optimal solvers that
can be adapted throughout the simulation [31]. Furthermore, the AMGe upscaling
technique targets general unstructured meshes as well as higher-order elements. As
such, it is distinctly different (more general) than the above referred multiscale and
mimetic methods.
For large-scale models and for applications such as uncertainty quantification and
optimization, TG upscaling is insufficient. If the fine grid problem contains a large
number of elements and more aggressive coarsening is needed to keep the upscaled
problem small, constructing coarse spaces becomes increasingly expensive due to the
growing sizes of the local flow problems. Furthermore, in uncertainty quantification
(e.g., multilevel Monte Carlo methods) and optimization, it is beneficial to employ a
hierarchy of coarser systems to accelerate the convergence. For this reason, multilevel
upscaling is a natural choice, since it enables the size of the local flow problems, needed
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to construct the coarse spaces, to remain small (even fixed) and it provides a hierarchy
of coarser discretizations. The AMGe technique employed in the present work allows
a completely recursive upscaling, where a hierarchy of agglomerated meshes is used,
and due to the fact that we upscale the full system of equations, simulations can be
carried out for a range of coarser representations, where the computational cost of a
simulation is reduced in a similar fashion as the number of degrees of freedom and
the nonzeros are reduced. The multilevel upscaling makes it possible to reuse the
hierarchy of coarser spaces for different purposes. It can be used for both numerical
upscaling, linear solvers, and even nonlinear solvers [12].
The contribution of the present paper is in the application of one version of AMGe
with guaranteed approximation properties [36, 38, 49] to the incompressible two-phase
flow equations for reservoir simulation. Moreover, the framework is completely recur-
sive, allowing for multilevel upscaling with guaranteed approximation properties. The
paper demonstrates multilevel upscaling for two challenging test cases. In addition
to upscaling the mixed system for pressure and velocity, the saturation equations are
also upscaled with the same coarse spaces used for the pressure. To our knowledge
there is no other method that supports mixed finite element formulations on general
unstructured grids; it allows for multilevel nested hierarchies as well as allowing for
great flexibility in the construction of the coarse spaces—with two possible strate-
gies to locally enrich the coarse spaces by either using finer agglomerates or adding
additional degrees of freedom for each agglomerate.
The remainder of the paper is structured as follows. In section 2, we introduce
the governing equations and present the weak formulation of the problem. In section
3, the system of equations is discretized in space and time. In section 4, the improved
AMGe is introduced. Finally, in section 5, numerical results are presented for two
challenging test cases. The paper concludes with a summary and perspectives in
sections 6 and 7.
2. Governing equations. In this section, we briefly introduce a total velocity
formulation of a simplified model for multiphase flow in porous media. We refer the
reader to [17] for a rigorous derivation of this formulation from the physics principles
of mass and momentum conservation. The unknowns of the formulation are the total
velocity u, the pressure p, and the set S of the saturations Sα for each phase α. For
example, we can have α = o, w, g, and hence S = {So, Sw, Sg}, where o stands for oil,
w stands for water, and g stands for gas. Neglecting the effects of capillary pressure
and assuming incompressible rock and fluids, the system of equations is given by
K−1λ−1(S)u +∇p =
(∑
α
ραfα(S)
)
g∇z,(2.1)
∇ · u = q(S, p),(2.2)
φ
∂Sα
∂t
+∇ · uα(S,u) = qα(S, p)
ρα
,(2.3)
where ∇· is the divergence operator, K is the absolute permeability tensor, ρα is the
mass density, φ is the porosity, g is the gravitational acceleration, and ∇z stands for
the coordinate vector in the z-direction. In this work, the capillary pressure is ignored
for simplicity. Multiscale methods taking into consideration capillary pressure have
been developed [48]. Since the terms and variables introduced in a formulation with
capillary pressure are covered by the spaces that form a de Rham complex, we expect
AMGe to be able to handle this as well.
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B106 CHRISTENSEN ET AL.
The total velocity u is the sum of the phase velocities uα:
(2.4) u =
∑
α
uα.
Similarly, the total source term q(S, p) is the sum of the phase source terms qα:
(2.5) q =
∑
α
qα(S, p)
ρα
.
The total mobility λ is given by
(2.6) λ =
∑
α
λα =
∑
α
kr,α(Sα)
µα
.
Here, for simplicity, we assume the “straight relative permeabilities” model, and we
let the relative permeability kr,α be equal to Sα. The fractional flow function fα is
given by
(2.7) fα =
λα(Sα)
λ(S)
.
Finally, the phase velocity uα is related to the total velocity u by
(2.8) uα = (u + Gα) fα,
where
(2.9) Gα =
∑
β=o,w,g
β 6=α
λβ(ρα − ρβ)Kg∇z
allows for countercurrent flow due to gravity.
The total velocity formulation can be advantageous, as it allows for a less cou-
pled system compared to other formulations [17, p. 25]. Unlike the individual phase
mobility, the total mobility is positive definite, meaning its inverse always exists. Fur-
thermore, the total velocity is smoother than a phase velocity. For these reasons, it
is a good choice as a primary variable.
2.1. Wells. To model injection and production wells we use the well-understood
Peaceman equations [50], which impose a linear relationship between the bottom hole
pressure pbh and the injection/production rates qα. These formulas hold for vertical
wells in anisotropic rock media with multiphase fluids and gravity and read as
(2.10) qα =WIλα(pbh − p− ραg(zbh − z)),
where zbh is the well datum level depth and z is the depth. The well index WI
is a lumped parameter that takes into account the geometry of the perforation, the
geometry of the cell, and the anisotropy of the permeability tensor.
In our simulator, we use the bottom hole pressure, pbh, to control the production
wells, whereas we prescribe a rate for injection wells. In practice, this means
(2.11) qα =
{
rate if injector,
WIλα(pbh − p− ραg(zbh − z)) if producer,
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where rate is a user-given input. For producer wells, this means we have a dependence
on pressure in the reservoir, which should be accounted for in the numerical schemes.
For completeness, we also provide the well-known formula to compute the well
index WI derived in [50] under some simplifying assumptions on the structure of the
permeability tensor and on the cell geometry. For a more thorough description of
well models for finite element methods, see [17, p. 450], while for more complex well
models we refer the reader to [22].
Assuming the permeability tensor has a diagonal structure, K = diag(kx, ky, kz),
and that the element containing the well is a cuboid fully perforated in the vertical
direction, the Peaceman formula for the well index reads as
(2.12) WI = 2pih3
√
kxky
ln (re/rw) + sk
.
Here, sk is the skin factor used to model formation damage from drilling, rw is the
well radius, and the equivalent radius re is
(2.13) re =
0.14
(
h21
√
ky/kx + h
2
2
√
kx/ky
)
0.5
(
(ky/kx)1/4 + (kx/ky)1/4
) ,
with h1, h2, and h3 being the mesh sizes in the x-, y-, and z-directions.
2.2. Weak formulation. We now introduce some notation used throughout
the paper. Let Ω be a bounded connected domain in Rd with a regular (Lipschitz
continuous) boundary ∂Ω, which has a well-defined unit outward normal vector n ∈
Rd. For the cases considered in this paper, d = 3.
For the vectorial functions u,v ∈ L2(Ω) = [L2(Ω)]d and scalar functions p, w ∈
L2(Ω), we define the inner products (u,v) =
∫
Ω
u · v dΩ and (p, w) = ∫
Ω
p w dΩ.
Finally, we introduce the functional space H(div; Ω) defined as
H(div; Ω) := {u ∈ L2(Ω) | div u ∈ L2(Ω)}.
For simplicity, we assume a no-flow boundary condition for the total velocity u,
and we impose
(2.14) u · n = 0.
This boundary condition is the most widely used in reservoir simulation; however, dif-
ferent boundary conditions can be easily accommodated, including Dirichlet boundary
conditions for the pressure, or more sophisticated conditions obtained by coupling the
equation of reservoir with an aquifer model.
We finally introduce the functional spaces R and W, which are defined as
R ≡ {u ∈ H(div; Ω) | u · n = 0 on ∂Ω},
W ≡ L2(Ω).
To derive the weak formulation for the mixed system in (2.1) and (2.2) we multiply
(2.1) and (2.2) with the test functions v ∈ R and w ∈ W and integrate over the domain
Ω. After integration by parts of the nonconforming terms, applying the boundary
condition u · n = v · n = 0, we obtain the following variational problem.
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B108 CHRISTENSEN ET AL.
Problem 1 Find (u, p) ∈ R×W such that
(
K−1λ−1(S)u,v
)
−
(
p,∇ · v
)
=
(
g∇z∑
α
fα(S)ρα,v
)
∀ v ∈ R,(
∇ · u, w
)
−
(
q(p, S), w
)
= 0 ∀ w ∈ W.
In Problem 1, the total mobility λ and the fractional flow function fα depend on
the phase saturations S, while, for the producer wells, q has a dependence on pressure
p and the saturations S as given by (2.11). Problem 1 is well posed: the pair (R,W)
is inf-sup compatible, and ∂q∂p ≤ 0 for all pressure p and saturations S.
In a simpler way, the weak formulation for the conservation law is derived by
multiplying (2.3) with the test function w ∈ W and integrating over the domain Ω.
Problem 2 Find Sα ∈ W such that(
φ
∂Sα
∂t
, w
)
+
(
∇ · uα(S,u), w
)
=
(
qα(p, Sα)
ρα
, w
)
∀ w ∈ W.
In Problem 2, the phase velocities uα=o,g,w depend on the total velocity u and
the saturations S as given by (2.8).
3. Discretization. For spatial discretization, the mixed finite element method
(mixed FEM) is used to discretize (2.1) and (2.2), whereas the discontinuous Galerkin
method is used to discretize the conservation law in (2.3). For temporal integration
the improved IMPES method [16] is used to decouple the computation of the total
velocity and pressure from the computation of the saturations. For simplicity, the
forward Euler method is chosen as a time integrator to advance the saturation equa-
tions, since the focus of this paper is on the numerical upscaling and to demonstrate
scalability in the spatial discretization. While this choice may affect the total numer-
ical efficiency due to the global CFL condition imposed by the explicit time stepping,
AMGe techniques can readily be used together with higher-order and more accurate
time discretization schemes.
We stress the fact that all variables and parameters in this section are on the fine
grid level, and no upscaling is introduced until section 4.
3.1. Spatial discretization of the mixed system. The mixed FEM is used
to discretize (2.1) and (2.2). In particular, we let Rh ⊂ R be the (lowest-order)
Raviart–Thomas finite element space consisting of vector functions with a continuous
normal component across the interfaces between the elements and let Wh ⊂ W be
the space of piecewise discontinuous polynomial (constant) scalar functions. It is well
known that this choice of finite element spaces satisfies the Ladyzhenskaya–Babusˇka–
Brezzi conditions and therefore allows for a stable discretization of Problem 1. The
Galerkin formulation of the problem reads as follows.
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Problem 3 Find (uh, ph) ∈ Rh ×Wh such that
(
K−1h λ
−1
h uh,vh
)
−
(
ph,∇ · vh
)
=
(
g∇zh
∑
α
fα,hρα,h,vh
)
∀ vh ∈ Rh,(
∇ · uh, wh
)
−
(
q(ph), wh
)
= 0 ∀ wh ∈ Wh.
Here, to simplify the notation, we have omitted the dependence of λh, fα,h, and
qα,h on the saturations Sh.
3.1.1. Matrix form. Let us denote with
{
φj
}
j=1,...,dim(Rh) a basis for the space
Rh and with
{
ψj
}
j=1,...,dim(Wh) a basis for the space Wh. With this notation, the
finite element solution (uh, ph) can be written as a linear combination of the basis
functions (φj , ψj). More specifically, letting U ∈ Rdim(Rh) and P ∈ Rdim(Wh) denote
the vectors collecting the finite element degrees of freedom uih, i = 1, . . . ,dim(Rh),
and pih, i = 1, . . . ,dim(Wh), we write
(3.1) uh =
dim(Rh)∑
j=1
ujhφ
j , ph =
dim(Wh)∑
j=1
pjhψ
j .
We introduce the finite element matrices M , B whose entries are given by
Mij =
(
K−1h λ
−1
h φ
j ,φi
)
, i, j = 1, . . . ,dim(Rh),
Bij =
(∇ · φj , ψi) , i = 1, . . . ,dim(Wh), j = 1, . . . ,dim(Rh).
Finally, we introduce the matrix C that represents the (linear) dependence of the well
production rates on the pressure. C is a diagonal semipositive definite matrix with
nonzero entries only in the rows corresponding to elements containing a production
well. More specifically, we have
Cij =
(
βψj , ψi
)
, i, j = 1, . . . ,dim(Wh),
where β =
∑
αWIλαχprod and χprod is an indicator function with support on the
elements that contain a production well.
Problem 3 leads to the solution of the sparse linear system
(3.2) AX = B,
where the block matrix A and block vectors X and B read as
(3.3) A =
[
M BT
B −C
]
, X =
[
U
P
]
, B =
[
Fu
Fp
]
.
The linear system (3.2) is an indefinite saddle point problem [10] whose solvability is
guaranteed by the fact that M and C+BBT are symmetric positive definite matrices.
If no production wells were present, then C = 0 and the pressure would be defined
up to a constant.
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Fig. 1. Convention used in jump notation.
3.2. Spatial discretization of the saturation equations. The conservation
law in (2.3) is discretized using the discontinuous Galerkin method. Integration by
parts is applied to the flux term, resulting in(
∇ · uα,h(Sh,uh), wh
)
=
∑
e∈Th
(
−
∫
e
uα,h(Sh,uh) · ∇wh dΩ
)
+
∑
e∈Th
∑
f∈∂e
∫
f
(uα,h(Sh,uh) · ne)∗ wh dS,(3.4)
where e is an element in the mesh Th and f is a face in the set Fh of all the faces
(both boundary and internal faces) in the mesh. The star denotes the numerical flux
(uα,h(Sh,uh) ·ne)∗, which will be specified in section 3.2.1. By introducing the jump
notation [wh] = w
−
h − w+h , with the convention depicted in Figure 1, we can rewrite
(3.4) as (
∇ · uα,h(Sh,uh), wh
)
=−
∑
e∈Th
∫
e
uα,h(Sh,uh) · ∇wh dΩ
+
∑
f∈Fh
∫
f
(uα,h(Sh,uh) · ne)∗ [wh] dS.(3.5)
In the following, we restrict ourselves to the lowest-order discretization, which
means that wh ∈ Wh is piecewise constant on elements, and therefore Problem 2
reduces to
(3.6)
∫
Ω
φ
∂Sα,h
∂t
wh dΩ +
∑
f∈Fh
∫
f
(uα,h(Sh,uh) · ne)∗ [wh] dS =
∫
Ω
qα,h
ρα
wh dΩ.
In matrix form, we have
(3.7) φW
∂Sα,h
∂t
= F (Sh,uh) +
1
ρα
Wqα,h,
where
(3.8) F (Sh,uh) =
∑
f∈Fh
∫
f
(uα,h(Sh,uh) · ne)∗ [wh] dS,
and W is a mass matrix corresponding to the L2-inner products for functions in Wh.
In the lowest-order case, W reduces to a diagonal matrix whose entry (i, i) represents
the volume of element i.
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3.2.1. Choice of the numerical fluxes. In this section, we describe how the
numerical fluxes in (3.6) are computed.
To this aim we need to evaluate the restriction of the phase velocity to the faces of
the elements in the mesh. The phase velocity is defined by the following expressions:
(3.9) uα,h = fα,h (uh + Gα,h) , Gα,h =
∑
β=o,w,g
β 6=α
λβ,h(ρα − ρβ)Khg∇z,
where λβ,h, ρα, Kh, and fα,h are piecewise constants associated with each element.
Because of the fluid incompressibility assumption, ρα and ρβ are constant over the
domain, and therefore their restrictions to the faces of the mesh are trivially de-
fined. To evaluate the permeability on a face f we follow the approach presented in
[17, p. 134] and compute a componentwise harmonic mean of the values of the per-
meability tensor coming from element + and element − sharing face f :
(3.10) (Kh)
f
i,j =
2(Kh)
+
i,j (Kh)
−
i,j
(Kh)
+
i,j + (Kh)
−
i,j
,
where i, j denote the components in the tensor. However, this procedure is only an
approximation and may impact the gravity term (i.e., the vertical component) for
distorted, sloping elements and full tensor coefficients. Other approaches could also
be used to approximate the restriction of K to a face of the mesh, such as upwinding
K in the direction of the phase velocity (see [8]).
The mobility λβ,h and the fractional flow function fα,h in (3.9), which are part
of the flux in (3.8), are approximated when reconstructing the flux across faces using
an upwind method. The numerical fluxes are upwinded in the normal direction of the
interfaces according to the flow direction of the individual phases:
(3.11)
(
uα,h(Sh,uh) · n
)∗
=
{
uα,h(S
−
h ,u
−
h ) · n if (uα,h · n)∗ ≥ 0,
uα,h(S
+
h ,u
+
h ) · n if (uα,h · n)∗ < 0.
Without upwinding, the numerical solution may display oscillations, overshoots, or
undershoots (e.g., saturations less than zero or greater than one) or converge to an
incorrect solution [9, p. 163].
Equation (3.11) only implicitly defines the numerical fluxes u∗α,h, since the upwind
direction depends on both the total velocity and the gravitational term Gα,h. Without
gravity the direction of the phase velocity is the same as the direction of the total
velocity, i.e.,
(3.12)
(
uα,h(Sh,uh) · n
)∗
=
{
uα,h(S
−
h ,u
−
h ) · n if (uh · n) ≥ 0,
uα,h(S
+
h ,u
+
h ) · n if (uh · n) < 0.
When accounting for gravity, the Gα,h term also needs to be considered when finding
the upwind direction. Hence determining the direction of the phase velocities is non-
trivial, since Gα,h actually contains one of the properties, λβ,h, that we are trying to
approximate in the upwinding. In our simulator, to determine phase velocity direc-
tions and upwinding, we use the approach proposed in [46] (see also [45]), which uses
a heuristic approach to determine the upwind direction for Gα,h, and then check for
consistency of the phase velocities uα,h and the upwind direction used for Gα,h.
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3.3. Temporal discretization. Only the conservation law in (3.7) has an ex-
plicit time derivative dependence. The discretized system of equations is solved using
an IMplicit Pressure Explicit Saturations (IMPES)-type method or—more accurately
for a mixed system—IMplicit Pressure and Velocity Explicit Saturations. Specifically
an improved IMPES-type method [16] is employed, where subtime stepping is used
for saturations. Improved IMPES can be written as a fractional step time-advancing
technique, where a large time step ∆T is used to update the total velocity and pres-
sure unknowns, and a smaller time step ∆t = ∆Tk is used to update the saturation
unknowns. By denoting with Sn+
i
k the saturations at time t = n∆T + i∆t, we write
the fractional step saturation update as
(3.13) S
n+ i+1k
α,h = S
n+ ik
α,h + ∆t
1
φ
W−1
(
F (S
n+ ik
h ,u
n
h) +
1
ρα
Wqα,h(S
n+ ik
h , p
n
h)
)
,
where unh and p
n
h are the velocity and pressure at time t = n∆T computed by solving
Problem 3.
A pseudocode for the implementation is listed in Algorithm 1.
Algorithm 1 Pseudocode for improved IMPES implementation.
1: while t < tfinal do
2: Assemble the mixed system in Problem 3 given current saturations Snh
3: Solve the mixed system (3.2) for pressure pnh and total velocity u
n
h
4: Choose ∆t based on the CFL condition in (3.15) and let k = ∆T∆t
5: for 0, . . . , k − 1 do
6: Compute S
n+ i+1k
h with (3.13)
7: t = t+ ∆t
8: end for
9: end while
Here qα,h is computed as
(3.14) qα,h(Sh, ph) =
{
rate if injector,
ραfα,h(Sh)qh(ph) if producer,
where qh(ph) is the total injection/production rate defined by (2.5) and rate is a
user-supplied input.
To ensure the stability of the discretization, we choose ∆t such that
(3.15) ∆t ≤ c
φ
min
 h∥∥∥∥∂F(S,u)∂S
∥∥∥∥
∞
,
ρα∥∥∥∥∂qα(S,u)∂S
∥∥∥∥
∞
 ,
where c is a user-supplied real number between 0 and 1 (in our tests c = 0.9). This
choice is motivated by the fact that the first constraint for the time step is the CFL
condition for the pure transport equation
(3.16) φ
∂S
∂t
= ∇ · F(S,u),
and the second term is dictated by the stability region of forward Euler for the ODE
(3.17) φ
∂S
∂t
=
1
ρα
qα(S, p).
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4. Element-based algebraic multigrid (AMGe). AMGe is a framework for
multigrid methods tailored to systems stemming from finite element discretizations.
The components in AMGe are constructed from local element information, such as
finite element matrices and element topology. This is in contrast to the classical
AMG, where only system coefficients are used to construct the hierarchy of coarse
spaces. It should be noted that the AMGe framework is significantly different from
(the classical) AMG. Specifically, with this particular version of AMGe, we have
guaranteed approximation properties, where a good convergent two-level AMG only
has a weak approximation property (as a necessary condition; cf. the survey [56]).
The latter deteriorates as the coarsening ratio (H/h) increases. This means that in
the coarsening procedure, AMGe does not depend on a good heuristic, as used in
AMG. That said, the choice of agglomerated elements does affect the resulting coarse
spaces, and in the numerical results in section 5, it is demonstrated that taking into
account the mesh anisotropy in the construction of the coarse agglomerated meshes
improves the accuracy of the coarse systems.
Following the approach first described in [36, 38], an overview of the techniques
involved for this specific version of AMGe are described in this section. For a more
detailed description and for fundamental theory of the properties of the method, see
[36] and [49]. The technique introduced in [36] extends the approach described in [49]
and guarantees approximation properties of the coarse spaces for general unstruc-
tured meshes. The improved approximation properties of the coarse velocity spaces
are achieved by introducing additional degrees of freedom associated with nonplanar
interfaces between agglomerates. This leads to coarse spaces with the same stability
and approximation properties as the original (fine-grid) Raviart–Thomas space.
4.1. Constructing agglomerates. Agglomerates are formed by grouping to-
gether fine-grid elements. Different techniques are available in our framework: graph
partitioning techniques, octrees, geometric (coordinate-based) mesh partitioners, and
other techniques that exploit directly the Cartesian or refinement structure of the
mesh. To construct agglomerated elements using graph partitioning techniques, in
particular, we build the dual graph of the mesh, which is an undirected graph, where
each node of the graph represents an element in the mesh and node i is connected to
node j if element i and element j share a face. METIS [32] is used for the partition-
ing of the undirected graph resulting in agglomerates consisting of fine-grid elements.
Weights of the nodes and links in the dual graph (i.e., for the elements and faces of the
mesh) can be provided to the partitioners in order to generate smaller agglomerated
elements in parts of the domain or to modify the aspect ratio of coarse elements (see
section 5.2). The coarse faces consist of the fine faces belonging to the intersection of
any pair of neighboring agglomerates. This means that for unstructured meshes the
coarse faces are nonplanar in most cases. The tentative number of fine-grid elements
per agglomerate is a user-given input. A possible way to further improve the qual-
ity of the agglomerated meshes is by using problem-dependent weights for the graph
partitioners [47].
It was found that straightforward graph partitioning algorithms sometimes pro-
duce agglomerates with “bad” or undesired topological properties, such as tunnels
or holes. Breaking up the “bad” coarse elements into smaller agglomerates is then
necessary in order to guarantee the well-posedness of the local problems involved in
the computation of the coarse spaces (see section 4.3).
4.2. Building coarse pressure spaces. The coarse pressure spaces are con-
structed in the same way as introduced in [49], where the coarse space consists of
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piecewise constant functions on agglomerated elements. We define the coarse pres-
sure spaceWH ⊂ Wh to consist of functions which are constant on each agglomerated
element. In addition, one can enrich the spaceWH by restricting additional functions,
such as (higher-order) polynomial functions or other functions of interest. It is worth
noticing that the coarse pressure space does not need to be conforming across agglom-
erated element interfaces. A basis of the space WH is then used to form the columns
of the prolongation matrix Pp :WH →Wh. In the following section, we will demon-
strate how to construct a coarse velocity space RH ⊂ Rh such that ∇ · RH = WH .
This property is necessary to preserve the stability of the upscaled discretization and
to guarantee that the spaces (RH ,WH) are inf-sup compatible.
It should be noted that in our coarsening procedure defined in section 4.5, pH is
a Galerkin projection of ph via the solution of a coarse system (in the linear case).
Furthermore, we will assume that also the saturations are upscaled using the same
coarse space WH . This is consistent with the choice of finite element spaces for the
fine-grid discretization, but one could use different coarse spaces for upscaling the
saturations.
4.3. Building coarse velocity spaces. The method used to create coarse finite
element spaces for the lowest-order Raviart–Thomas space is described here. The
explanation closely follows that of [36]. The method is a two-step process, where we
first find the coarse basis functions on coarse faces and then extend the basis functions
into the interior of the neighboring agglomerated elements.
The coarse basis functions are defined in terms of their fine degrees of freedom.
Given a sufficiently smooth vector function r and a fine face f , the value of the degree
of freedom associated with f is defined as
(4.1) DoFf (r) =
∫
f
r · nf dA,
where nf is the unit normal to the fine face and A is the surface area of the face.
For each coarse face F , a matrix WF is formed. WF consists of the values of the
degrees of freedom of the fine faces f1, . . . , f|F | constituting F :
(4.2) WF =
 DoFf1(e1) DoFf1(e2) DoFf1(e3) sgn(f1, F )
∫
f1
dA
...
...
...
...
DoFf|F |(e1) DoFf|F |(e2) DoFf|F |(e3) sgn(f|F |, F )
∫
f|F |
dA
 ,
where |F | is the number of fine faces in the coarse face F . Here sgn(f, F ) = 1 if the
orientation of the fine face is equal to that of the coarse face, and sgn(f, F ) = −1 oth-
erwise. Above, ei stand for the three coordinate constant vector functions. The goal
is to ensure that the coarse Raviart–Thomas space contains locally (on each agglom-
erated element) these constant vectors and hence have first order of approximation in
L2 as the fine-grid Raviart–Thomas space. The above construction is fairly general;
we can include any given velocity functions of our interest in the coarse velocity space
and maintain the compatibility; i.e., the coarse pressure space should contain their
divergence.
Using an SVD WF = UΣV
T , the linearly dependent columns of WF are elimi-
nated. It is worth noting that this SVD computation scales linearly with the number
of fine degrees of freedom which belongs to the coarse face. This is due to the fact
that (1) we perform the thin SVD [26] and that (2) the number of columns in WF
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is small and independent of the number of fine degrees of freedom. The left singular
vectors (columns of U) uj are chosen based on the corresponding singular values σj .
If σj ≥ σmax, where  ∈ (0, 1] is a user-given input, then uj defines a coarse basis
function for the coarse face F denoted by rjF . More precisely, r
j
F is only equal to uj
on the coarse face F and zero everywhere else. If the coarse face F is planar, then
only σ1 would be different from 0 and only one coarse trace will be selected; for a
nonplanar face up to four coarse traces will be selected depending on the tolerance .
This is in contrast with multilevel multiscale mimetic methods (M3) [41, 40], where
only one coarse degree of freedom is used for each face.
The above procedure describes the first step in finding a coarse velocity space.
The second step involves taking the partially defined functions rjF and extending
these coarse basis functions into the interior of the coarse elements. The extension
is performed using the approach in [49], which guarantees that the divergence of the
coarse Raviart–Thomas space belongs to the coarse L2 space. More specifically, for
each coarse element T we define the local finite element spaces:
R˜T = {vh ∈ Rh | supp(vh) ⊂ T and vh · n = 0 on ∂T}
and W˜T = {wh ∈ Wh | supp(wh) ⊂ T and (wh, 1) = 0} .
Given a partially defined function rjF on the coarse face F belonging to the coarse
element T , the local (element-based) mixed system reads as follows.
Problem 4 Find (˚rT , ph) ∈ R˜T × W˜T such that
(
α (˚rT + r
j
F ),vh
)
T
+ (ph,∇ · vh)T = 0 ∀ vh ∈ R˜T ,(
∇ · (˚rT + rjF ), wh
)
T
= 0 ∀ wh ∈ W˜T .
The coefficient matrix α (a 3× 3 symmetric positive definite (SPD) matrix) can
be set equal to the coefficients from the original problem K−1, but this is not strictly
necessary. Problem 4 is guaranteed to have a unique solution [36, 49]. By solving
these local problems on each pair of agglomerates (T+, T−) adjacent to a coarse face
F , we obtain the coarse basis functions rh = r
j
F + r˚T+ + r˚T− of the space RH . We
finally let the columns of the prolongation matrix Pu : RH → Rh be the collection of
the coarse basis functions rh.
4.4. Dealing with localized sources. Localized or pointwise source terms,
such as the well’s terms in (3), represent an additional challenge for many upscaling
techniques. In fact, localized source terms may drastically reduce the accuracy of
traditional upscaling techniques based on homogenization, since the exact location of
the source is lost on the coarser mesh.
In contrast, the AMGe approach offers great flexibility in dealing with localized
sources and it allows for accurate upscaling of localized sources. In particular, two
different approaches are possible. One option is to use smaller agglomerated elements
in proximity of a localized source. This can be achieved by simply leaving some fine
elements in the neighborhood of the localized source unagglomerated or by using a
weighted graph partitioning algorithm. This approach is the equivalent of adaptive
mesh refinement (h-refinement) in the finite element settings. The other option is
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to locally enrich the coarse space by adding additional functions with support in a
neighborhood of the localized sources, as described above. This approach is similar
in spirit to p-refinement in the finite element settings. Actually, in our case these ap-
proaches should be viewed as adaptive coarsening. In the numerical results presented
in this paper we use the first approach to locally refine the agglomerated mesh in the
neighborhood of a localized source. Figure 12(c) provides an example of an agglomer-
ated mesh where the elements which contain wells and their immediate neighbor cells
are left unagglomerated.
4.5. Upscaling with AMGe. The construction of the coarse spaces and thereby
the interpolation operators is done in a setup phase, while the rest of the computation
is performed entirely on the coarse agglomerated meshes. The fine grid is visited only
when the solution is prolongated back to the fine grid for visualization purposes. For
some applications, where there is no need for the solution on the fine grid, but only
scalar quantities—such as production data—are important, the fine grid is therefore
touched only once (in the setup phase) and not during the rest of the simulation.
The upscaled mixed system
(4.3)
[
M BT
B −C
]
H
[
U
P
]
H
=
[
Fu
Fp
]
H
is assembled directly for the upscaled spaces. The local coarse matrices (one for each
agglomerated element) are precomputed in the setup phase and then assembled into
the upscaled system at each time step without visiting the fine grid. By construc-
tion, the upscaled mixed system assembled on the coarse spaces is equivalent to the
following Galerkin projection:
(4.4)[
M BT
B −C
]
H
=
[
PTu 0
0 PTp
] [
M BT
B −C
]
h
[
Pu 0
0 Pp
]
and
[
Fu
Fp
]
H
=
[
PTu 0
0 PTp
] [
Fu
Fp
]
h
,
where H and h, in this case, respectively represent the upscaled level and the fine-
grid level. The strong conservation properties of the finite element spaces (Rh, Wh),
the AMGe coarsening technique that ensures ∇ · RH = WH (described in section
4.3), and the special treatment of the wells (described in section 4.5) guarantee a
strong mass conservation for the upscaled system. In particular, when we leave wells
unagglomerated, we have that fh = PpfH , and therefore (∇ · uH − CHpH , wH) =
(fH , wH) implies (∇ · PuuH − ChPppH , wh) = (fh, wh).
In a way similar to the mixed system, the upscaled saturation equations read as∫
Ω
φ
∂Sα,H
∂t
wH dΩ +
∑
F∈FH
∑
f∈F
∫
f
(uα,H(SH ,uH) · n)∗ [wH ] dS =
∫
Ω
qα,H
ρα
wH dΩ,
where FH represents the set of coarse faces F in the agglomerated set. It is worth
noticing that for the choice of piecewise constant saturations on agglomerated elements
the local matrices representing the integral
∑
f∈F
∫
f
(uα,H(SH ,uH) ·n)∗ [wH ] dS can
be precomputed in the setup phase for each coarse degree of freedom of the coarse total
velocity uH . Therefore, to evolve the saturation equations in time is not necessary to
visit the fine mesh during the simulation.
In the numerical results presented in the following section, we use MINRES
preconditioned by a block-diagonal AMG preconditioner to solve the mixed system
involving total velocity and pressure (see [43] or [55]). The upscaled coarse-grid prob-
lems are solved with a sparse direct solver. For large-scale problems, the coarse-grid
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Table 1
Input parameters.
Porosity φ 0.3 -
Viscosity oil µo 1.14 cP
Viscosity water µw 0.096 cP
Density oil ρo 800 kg/m3
Density water ρw 1022 kg/m3
problems should also be solved with an iterative solver. However, the coarse-grid
mixed systems can be more ill-conditioned than the original fine-grid system due to
the complicated geometry of the agglomerates and the possibly nonuniform distri-
bution of coarse degrees of freedom within each agglomerated element. This issue
is not addressed in the present paper, and we refer the reader to [18, 19], where we
present our progress on the construction of efficient solvers for the upscaled system
using iterative methods.
5. Numerical results. Two numerical experiments are carried out to test the
accuracy of the numerical upscaling. We consider the 10th SPE Comparative Solu-
tion Project (SPE10 dataset 2) top layer [51] and a three-dimensional (3D) model
derived from the SAIGUP model where some features (i.e., faults) were not included.
The SPE10 model has a regularly structured mesh with a highly heterogeneous per-
meability field. The SAIGUP model has a more challenging and realistic geometry.
Simulations are carried out using our numerical upscaling technique, and the results
are compared to the simulation results from the fine-grid reference model. For all
simulations, the input values given in Table 1 are used.
The aim of the numerical results presented in this section is to demonstrate on
nontrivial benchmarks the efficiency—in terms of reduction of the computational cost
for the same accuracy requirement—of our mathematically rigorous approach to nu-
merical upscaling. For a comparison with traditional upscaling techniques we refer
the reader to [18], where we compared our approach with the flow-based upscaling
method in the commercial software Petrel and demonstrated superior accuracy for
the same dimension of the upscaled problems in a 3D benchmark derived from the
SPE10 model.
The software developed in this work uses the finite element library MFEM [44]
from Lawrence Livermore National Laboratory (LLNL). MFEM is a general, modular,
parallel C++ library for FEM research and development. It supports a wide variety
of finite element spaces in two and three dimensions, as well as many bilinear and
linear forms defined on them. It includes classes for dealing with various types of
triangular, quadrilateral, tetrahedral, and hexahedral meshes and their global and
local refinement. Parallelization in MFEM is based on MPI, and it leads to high
scalability in the finite element assembly procedure. It supports several solvers from
the hypre library [28].
5.1. SPE10 top layer. As a first example, a test case using the top layer of
the SPE10 x-permeability field is studied [51]. A two-dimensional (2D) model is
chosen as a first case to allow for better analyses of the accuracy obtained in the
upscaling procedure. Figure 2 displays the permeability field. We simulate the fine-
grid reference model and compare this to three upscaled models with different levels
of coarsening.
The mesh is a regularly structured grid with 60 × 220 × 1 elements, where each
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Fig. 2. SPE10 x-permeability for the top layer.
Table 2
Degrees of freedom, number of nonzeros, and complexities.
Problem #elements #faces #DoFs nnz Arithmetic complexity Operator complexity
60 × 220 (fine) 13200 53080 92680 607485 - -
30 × 110 3317 13418 23371 152965 1.25252 1.2518
15 × 55 842 3446 5986 39327 1.06491 1.06474
6 × 22 149 634 1093 7351 1.01199 1.0121
element has a size of 6.096× 3.048× 0.6096 meters. A water injection well is placed
in the middle of the mesh, and four producers are placed in the corner elements. The
producers are controlled by a bottom hole pressure of 175 bars. The injection well
is controlled by a constant injection rate of 0.5 times the element volume. All wells
have a radius of 0.2 meters. The porosity is 0.3 for all elements. The whole reservoir
has an initial oil saturation of 1.
Constant time steps of 10 days are used. The simulation horizon is 10 years.
Time integration is carried out with the improved IMPES method, as explained in
section 3.3. Since the main interest of this paper is on the numerical upscaling,
we have purposely kept the time stepping very simple. Figures 3 and 4 show the
daily and accumulated production (and accumulated injection) for both the fine-grid
reference solution and the upscaled solutions. Structured coarsening is used, where,
respectively, 4 (30×110), 16 (15×55), and 100 (6×22) fine-grid elements are grouped
together into one agglomerate. Table 2 contains information about the number of
degrees of freedom, the number of nonzeros, and complexities for the different levels
of coarsening. The arithmetic complexity Ca is defined as the ratio of the total number
of degrees of freedom on all levels (fine-grid and upscaled) to the fine-grid number
of degrees of freedom. In a similar way, the operator complexity Co is the ratio of
the total number of nonzeros (in the mixed system) on all levels to the number of
nonzeros on the fine grid. More specifically, we have
(5.1) Ca =
∑levels-1
l=0 dim(Rh(l) ×Wh(l))
dim(Rh(0) ×Wh(0)) , Co =
∑levels-1
l=0 nnz(Ah(l))
nnz(Ah(0))
.
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Fig. 3. Daily production data for fine-grid 60× 220 and upscaled models.
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Fig. 4. Accumulated production data for fine-grid 60× 220 and upscaled models.
We stress the fact that many methods in practice can achieve Ca close to unity and
have acceptable approximation properties. However, it is of vital practical importance
to also ensure that Co is close to unity (or at least sufficiently less than two), since
then we can store the upscaled problem with memory (much) less than the original
fine-grid problem.
As can be seen from Figures 3 and 4, the difference between the fine-grid reference
solution and the upscaled solutions is small and even difficult to spot in these plots.
To get a better idea of the errors committed in the upscaling, Figures 5 and 6
show the difference between the upscaled and the fine-grid production relative to the
fine-grid production/injection. Both daily and accumulated production error curves
are shown. As evident from the figures, the error committed even for highly aggressive
coarsening (100 fine elements per agglomerate) is less than 3%.
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Fig. 5. Difference between fine-grid 60×220 and upscaled models in terms of daily oil production
and water cut.
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Fig. 6. Difference in production between the fine-grid and upscaled models integrated over time
relative to the total injection of water over time.
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Table 3
Number of days before water breakthrough for each well.
Coarse problem size
Well 60 × 220 30× 110 15× 55 6× 22
Bottom right 210 200 170 160
Top right 490 470 410 330
Top left 810 820 830 810
Bottom left 680 680 650 610
By comparing Figures 3 and 5, it is clear that most of the error is at the time
where water arrives at the production wells. It seems that the upscaled models predict
slightly earlier water breakthrough compared to the fine-grid reference solution. This
is to be expected, since the upscaling results in a more diffusive discretization, which
means small amounts of water will be moved more quickly to the production wells.
Mitigating this effect is an issue, which will be covered in future communications,
e.g., by adaptively refining the coarse spaces in the neighborhood of the water front.
Nevertheless, the error committed in the upscaling is very small and it is a very
satisfying result for such a heterogeneous permeability field, where permeability values
are varying by six orders of magnitude.
As previously mentioned, the upscaled solutions have a tendency to predict water
breakthrough at an earlier time compared to the fine-grid reference solution. To better
estimate exactly how much earlier, Table 3 contains the number of days before water
breakthrough is predicted at each well for both the fine-grid solution and the upscaled
solutions. In this table, water breakthrough is defined as the time where 1% of the
produced fluids is water.
Clearly, the amount of coarsening has a large impact on the ability to accurately
predict water breakthrough. The upscaled solutions seem to compensate for the early
water breakthrough by later producing less water, ultimately causing the accumulated
production to converge over time towards the same amount. This compensating
behavior was also observed using other upscaling techniques that enforce strong mass
conservation and in absence of capillary pressure (see, e.g., [58]).
In order to give a better picture of how the upscaled saturation profiles compare to
the fine-grid saturation profile, the water saturation at the time of water breakthrough
and after 10 years is plotted in Figures 7 and 8. Starting from the top row, the plots
show the upscaled 6×22, 15×55, 30×110 together with the the fine-grid 60×220 water
saturations. The absolute difference between the fine-grid reference solution and the
upscaled solutions is plotted in the right column. The errors given in the captions are
computed by interpolating the upscaled solution onto the fine grid, subtracting this
from the fine-grid reference solution. and then computing the weighted L2(Ωh)-inner
product.
5.1.1. Multilevel recursive upscaling. In this section, the multilevel recur-
sive upscaling capability of the AMGe method is demonstrated for the top layer of
the SPE10. Figure 9 shows the agglomeration of the fine-grid elements. METIS is
used in a recursive way to find successive coarse levels of agglomerated elements. Five
levels (level zero is the fine-grid mesh) are generated, where a coarsening factor of 16
is used from level zero to level one and a coarsening factor of four for the remaining
agglomeration steps. Elements containing wells are left unagglomerated. Given this
hierarchy of agglomerated elements, simulations are carried out on each level, and the
resulting upscaled solutions are compared to the fine-grid reference solution.
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(a) Water saturation - 6× 22. (b) Absolute difference - 6× 22.
‖·‖
L2(Ω)
‖1‖
L2(Ω)
= 0.047 - ‖ · ‖L∞ = 0.77.
(c) Water saturation - 15× 55. (d) Absolute difference - 15× 55.
‖·‖
L2(Ω)
‖1‖
L2(Ω)
= 0.022 - ‖ · ‖L∞ = 0.42.
(e) Water saturation - 30× 110.
.
(f) Absolute difference - 30× 110.
‖·‖
L2(Ω)
‖1‖
L2(Ω)
= 0.011 - ‖ · ‖L∞ = 0.22.
(g) Water saturation - 60× 220.
0.25 0.5 0.75
0 1
Fig. 7. Left column: Water saturation after first water breakthrough (after 210 days) for the
fine-grid reference solution and the three upscaled solutions. Right column: Absolute difference
between the fine-grid reference solution and the three upscaled solutions.
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(a) Water saturation - 6× 22. (b) Absolute difference - 6× 22.
‖·‖
L2(Ω)
‖1‖
L2(Ω)
= 0.095 - ‖ · ‖L∞ = 0.60.
(c) Water saturation - 15× 55. (d) Absolute difference - 15× 55.
‖·‖
L2(Ω)
‖1‖
L2(Ω)
= 0.048 - ‖ · ‖L∞ = 0.49.
(e) Water saturation - 30× 110.
.
(f) Absolute difference - 30× 110.
‖·‖
L2(Ω)
‖1‖
L2(Ω)
= 0.023 - ‖ · ‖L∞ = 0.34.
(g) Water saturation - 60× 220.
0.25 0.5 0.75
0 1
Fig. 8. Left column: Water saturation after 10 years for the fine-grid reference solution and the
three upscaled solutions. Right column: Absolute difference between the fine-grid reference solution
and the three upscaled solutions.
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(a) Level 1. (b) Level 2. (c) Level 3. (d) Level 4.
Fig. 9. Unstructured (METIS) recursive agglomeration of the SPE10 top layer. Elements
containing wells are unagglomerated.
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Fig. 10. Error norms (5.2) as a function of the coarsening ratio h/H, defined as the square
root of the ratio between the number of degrees of freedom for the upscaled system and the number
of degrees of freedom for the fine-grid system.
Figure 10 shows the error in the solution between the fine-grid reference solution
(level zero) and the solutions for the four (levels 1, 2, 3, 4) upscaled problems as
a function of h/H (approximated by the square root of the ratio of the number of
degrees of freedom for the upscaled problem relative to the number of degrees of
freedom for the fine-grid problem). The plots in Figure 10 show the L2(0, T ;X) error
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Table 4
Degrees of freedom and number of nonzeros for recursive upscaling of the top layer of SPE10.
Level #DoFs #DoFs(u) #DoFs(p) nnz
0 (fine) 92680 53080 13200 607485
1 9107 6614 831 107355
2 2529 1896 211 37213
3 746 575 57 13346
4 233 179 18 4240
norm (left) and L∞(0, T ;X) error norm (right), defined as
(5.2)
‖xh − xH‖L2(0,T ;X) =
√∫ T
0
‖xh(t)− xH(t)‖2Xdt,
‖xh − xH‖L∞(0,T ;X) = max
t∈[0,T ]
‖xh(t)− xH(t)‖X .
Here xh and xH are generic notation for the fine-grid unknowns ph, uh, (So)h, (Sw)h
and the upscaled unknowns pH , uH , (So)H , (Sw)H , respectively. Similarly, X is a
generic notation for the functional spaces H(div,Ω), L2(Ω), L2(Ω), L2(Ω) where the
unknowns are defined.
Both error norms are normalized by the appropriate norm of the fine-grid reference
solution. The exact formula is given by the labels in the figure. the order of the
discretization is also plotted as a base scenario for comparison. Figure 10 suggests that
our upscaling approximates the solution very well: increasing errors as a function of
coarsening is inevitable, since we are necessarily losing information, but the sublinear
rate of this increase demonstrates that the AMGe coarse spaces lead to more accurate
results than solving the problem using standard finite elements on an equally coarse
grid (i.e., for the same number of degrees of freedom). Finally, the number of degrees
of freedom and the number of nonzeros for the upscaled problems are given in Table 4.
As evident from Table 4, the multilevel recursive upscaling provides a nice reduction
in both the number of degrees of freedom and the number of nonzeros. In fact, the
arithmetic complexity for the overall multilevel upscaling (all levels included) is 1.14,
and similarly the operator complexity is 1.27.
5.2. Modified SAIGUP. The SAIGUP study is a project with the purpose
to quantify objectively the sensitivity of geological complexity on production forecasts,
as a function of generic aspects of both the sedimentological architecture and faulted
structure of shallow marine hydrocarbon reservoirs and to validate these results using
real-case reservoir and production data [52]. In this work, we use the same geometry
and permeability field as in the SAIGUP benchmark in order to apply our upscaling
techniques to a more realistic and geometrically challenging case than the SPE10.
The SAIGUP mesh contains faults, which—at present—we are not able to account
for. For this reason, the original SAIGUP is remeshed to remove the faults in the
reservoir. This is done by extracting the (x, y) coordinates for all the vertices and
the z coordinates for the vertices of top and bottom surfaces and then creating the
remaining z coordinates in between by interpolation so that the original number of
layers in the mesh is obtained. This procedure results in the mesh illustrated in
Figure 11(a) (plotted with the permeability field) and in Figure 11(b) (plotted with
the wells). Note that, for visualization purposes, we rescaled the mesh to emphasize
the vertical features of the geometry, but in reality it is much flatter.
The remeshing procedure results in cells with bad aspect ratio (∼ 20), where
the faults were originally located; however, aspect ratios in reservoir simulation grids
can be even worse. The rest of the cells have aspect ratios around 6. This could be
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4.1e+03
(a) Permeability field Kx.
(b) Water injection wells are marked with red, and production wells are marked with blue.
Fig. 11. Modified SAIGUP permeability field and well locations (scaled with 0.5x in the y-
direction and 6x in the z-direction).
remedied by cutting cells into two or more, but this has not been done for this work.
There are five production wells, which all are perforated in the top 14 layers.
All production wells have a bottom hole pressure of 175 bars. There are five water
injection wells, which all are perforated in the bottom 12 layers. All the perforations
of the injection wells are set to inject 0.0058 times the element volume per day. This
is a total injection of 7892 m3 of water per day. The simulation horizon is 30 years
with constant time step sizes of 30 days. This means that after 30 years we have
injected roughly 15% of the pore volume (φ · V = 0.3 · 1.85 km3) of the mesh. Since
the main interest of the paper is on the numerical upscaling, we have purposely kept
the time stepping very simple.
Unstructured (using METIS) and structured coarsening are applied to this mesh
to form the agglomerates. Four different agglomeration strategies have been applied:
• Full coarsening. A graph partitioning algorithm is called directly on the
element-to-element connectivity graph without any preprocessing to take into
account wells (Figure 12(a)).
• Full coarsening with wells. Well elements and neighbor elements of wells are
removed from the connectivity graph and left unagglomerated on the coarse
mesh.
• (x, y)-semicoarsening with wells. We remove interelement connections in the
graph if the normal of the shared face is almost vertical. In addition we do
not agglomerate elements with wells and their neighbors (Figure 12(b)).
• Structured (x, y)-semicoarsening with wells. Utilizing the underlying Carte-
sian topology of the mesh, structured partitioning is used. This strategy is
denoted “Cartesian semi” (Figure 12(c)).
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Note that we use a coloring algorithm to show the agglomerated elements. Table 5
contains information about the number of degrees of freedom, the number of nonzeros,
and complexities for the different types of coarsening.
Figures 13(a) and 13(b) show the daily and accumulated production data for
the fine-grid reference solution and the three different agglomeration strategies. The
number in parentheses, (4), (16), or (64), indicates how many fine-grid elements are
grouped into one agglomerate.
Figures 14(a) and 14(b) show the difference between the upscaled solutions and
the fine-grid reference solution. Given the appropriate coarsening strategy, we are able
to approximate the fine-grid reference solution with a very good accuracy. The choice
of agglomeration strategy clearly has a big impact on the accuracy of the upscaled
solution. By leaving the elements and neighbor elements of the wells unagglomerated,
the upscaled solutions are more accurate. Furthermore, due to the strong coupling
in the vertical direction, applying (x, y)-semicoarsening also provides an even more
accurate upscaled solution. However, by looking at Table 5, we can see that the
operator complexities are a bit high for the unstructured semicoarsening. By utilizing
the underlying Cartesian topology of the mesh to generate a structured partitioning,
the operator complexities drop significantly. This is due to two effects: on the one
hand, with Cartesian agglomeration, coarse faces are fewer and tend to be more planar,
leading to a reduction in the number of degrees of freedom (as can also be seen by
the decrease in arithmetic complexity); on the other hand, each agglomerated element
tends to have fewer coarse faces, resulting in smaller dense elemental matrices and
therefore in a sparser global upscaled mixed system. This stresses the importance of a
good quality of the agglomerated mesh. A general purpose software like METIS allows
a lot of flexibility at the cost of a more expensive upscaled system. For this reason, we
advocate whenever possible exploiting all the information of the fine-grid topology and
problem parameters to improve both the accuracy and the computational efficiency
of the upscaled model.
Table 5
Degrees of freedom, number of nonzeros, and complexities. * means elements with wells, and
immediate neighbor elements of wells are left unagglomerated.
Problem #elements #faces #DoFs nnz Arithmetic complexity Operator complexity
Fine grid 78720 243576 479736 3549946 - -
Full coarsening (4) 17210 82081 168060 3039542 1.41412 1.85622
Full coarsening (16) 4920 25633 65422 1620930 1.17211 1.45661
Full coarsening (4)* 17960 84401 171960 3054520 1.4221 1.86044
Full coarsening (16)* 5616 28108 69924 1697050 1.18211 1.47805
Semicoarsening (4)* 14761 73982 173180 4080239 1.44573 2.14938
Semicoarsening (16)* 5629 30408 81513 2564226 1.21798 1.72233
Cartesian semi (4)* 20660 64372 175336 2194200 1.41582 1.61809
Cartesian semi (16)* 5970 19001 61025 901477 1.1523 1.25394
Cartesian semi (64)* 2100 6653 20683 318655 1.05114 1.08976
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(a) Full coarsening.
(b) (x, y)-semicoarsening.
(c) Structured (x, y)-semicoarsening (Cartesian semi).
Fig. 12. Modified SAIGUP agglomerates (16 fine elements per agglomerate).D
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(b) Accumulated production data for fine-grid and upscaled models.
Fig. 13. Daily and accumulated production data for the modified SAIGUP model.
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(a) Difference between fine-grid and upscaled models in terms of daily production and water
cut.
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(b) Difference in production between the fine-grid and upscaled models integrated over time
relative to the total injection of water over time.
Fig. 14. Difference between fine-grid and upscaled productions for the modified SAIGUP model.
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(a) Water saturation - CF: 64. (b) Absolute difference - CF: 64.
‖·‖
L2(Ω)
‖1‖
L2(Ω)
= 0.101 - ‖ · ‖L∞ = 0.8788.
(c) Water saturation - CF: 16. (d) Absolute difference - CF: 16.
‖·‖
L2(Ω)
‖1‖
L2(Ω)
= 0.061 - ‖ · ‖L∞ = 0.8703.
(e) Water saturation - CF: 4. (f) Absolute difference - CF: 4.
‖·‖
L2(Ω)
‖1‖
L2(Ω)
= 0.037 - ‖ · ‖L∞ = 0.8735.
(g) Water saturation - Fine grid.
0.25 0.5 0.750.0 1.0
saturation_water
0 1
Fig. 15. Left column: Water saturation after 30 years for the fine-grid reference solution
and the three upscaled solutions. Right column: Absolute difference between the fine-grid reference
solution and the three upscaled solutions. CF is short for coarsening factor.
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Table 6
Water breakthrough is defined as the time at which 1% of the produced fluids is water.
The oil production error is computed based on the accumulated production per well:
∫ Tf
0 (qo,h −
qo,H)dt/
∫ Tf
0 qototal,hdt. * means elements with wells, and immediate neighbor elements of wells
are left unagglomerated.
Water breakthrough (days) Well 1 Well 2 Well 3 Well 4 Well 5
Fine grid 180 480 450 120 630
Full coarsening (4) 210 420 450 120 660
Full coarsening (16) 240 390 390 90 540
Full coarsening (4)* 210 450 480 120 690
Full coarsening (16)* 180 360 390 90 540
Semicoarsening (4)* 180 420 420 90 420
Semicoarsening (16)* 180 360 330 90 330
Cartesian semi (4)* 180 420 390 90 480
Cartesian semi (16)* 150 390 330 60 330
Cartesian semi (64)* 210 300 300 60 180
Oil production error
Full coarsening (4) –0.0044 –0.0385 –0.0341 –0.0041 –0.0160
Full coarsening (16) –0.0597 –0.0458 –0.0649 –0.0160 –0.0130
Full coarsening (4)* –0.0174 –0.0207 –0.0157 –0.0065 –0.0094
Full coarsening (16)* –0.0018 –0.0412 –0.0254 –0.0102 –0.0059
Semicoarsening (4)* –0.0198 –0.0048 –0.0050 –0.0039 –0.0021
Semicoarsening (16)* –0.0388 –0.0077 –0.0071 –0.0038 0.0005
Cartesian semi (4)* –0.0129 –0.0018 –0.0026 –0.0017 –0.0002
Cartesian semi (16)* –0.0212 –0.0018 –0.0020 0.0044 0.0070
Cartesian semi (64)* –0.0548 –0.0067 –0.0056 0.0119 0.0177
In Figures 14(a) and 14(b), it can be seen that the best compromise (in these
tests) between complexities and accuracy is the Cartesian semicoarsening strategy
with 64 fine elements per agglomerate. The maximum error in daily production is
around 7% for oil and 2% for water with an operator complexity of only 1.09.
Figure 15 shows the error (compared to the fine-grid solution) in water saturation
after 30 years of injection for the upscaled solutions using the Cartesian semicoars-
ening. As stated previously, the upscaling results in a more diffusive discretization;
however, the upscaled models still capture the solution well. For this particular prob-
lem and choice of coarsening strategy, it seems the error in the infinity norm is con-
sistently around 0.87, probably due to a problematic area around the green well in
the top right corner. Table 6 provides information on the accuracy of the upscaled
results for the five individual production wells. Specifically, the table reports for
each well the time of water breakthrough and the total production error computed as∫ Tf
0
(qo,h−qo,H)dt/
∫ Tf
0
qototal,hdt, where the final time Tf is 30 years and
∫ Tf
0
qototal,hdt
is the total amount of oil produced in all wells. It is evident that the tendency to
predict earlier water breakthrough remains. Furthermore, the oil production errors
range from 0.02% (well 5 with Cartesian semicoarsening (4)) to 6.5% (well 3 with full
coarsening (16)). These errors are highly dependent on the choice of agglomerates. It
is worth noting that the 6.5% error is in the case where agglomeration does not take
the wells into consideration. This highlights the importance of keeping well cells (and
possibly their neighbor cells) unagglomerated.
5.2.1. Multilevel recursive upscaling. In this section, the multilevel recur-
sive upscaling capability of the AMGe method is demonstrated for the modified
SAIGUP case. The premise for this study is the same as that described in section
5.1.1. METIS is used to form the agglomerated meshes. Five levels including the fine
grid are used. A coarsening factor of 16 is used from level zero to level one, and a
coarsening factor of four is used for the remaining agglomeration steps.
The error norms for the difference between the upscaled solutions and the fine-
grid reference solution normalized by the norm of the fine-grid reference solution are
plotted in Figure 16. On the x-axis of the figure we report the agglomeration factor
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Fig. 16. Error norms (5.2) as a function of the coarsening ratio h/H, defined as the cubic
root of the ratio between the number of degrees of freedom for the upscaled system and the number
of degrees of freedom for the fine-grid system.
h/H roughly estimated as the cubic root of the ratio between the number of degrees
of freedom of the upscaled problem and the fine-grid problem. An alternative, which
is outside the scope of this paper, is to study the accuracy of the coarse solution as a
function of the computational cost (time-to-solution) for the fine and upscaled models
(see our results in [18]).
Figure 16 suggests that the upscaled velocity and the saturations converge lin-
early to the fine-grid reference solution with respect to the coarsening ratio. On the
other hand, we observe larger errors for the upscaled pressure for high coarsening
factors. This deterioration in the approximation properties of the pressure space may
be alleviated by enriching the pressure coarse space with an additional coarse degree
of freedom.
The number of degrees of freedom and complexities of the upscaled problem are
given in Table 7. Considering all levels, the overall arithmetic complexity is 1.22, and
the overall operator complexity is 1.80. Although the operator complexity is quite a
bit larger than the SPE10 case, this result is satisfactory considering the complexity
of the 3D geometry.
Table 7
Degrees of freedom and number of nonzeros for recursive upscaling of modified SAIGUP.
Level #DoFs #DoFs(u) #DoFs(p) nnz
0 (fine) 479736 243576 78720 3549946
1 73806 58638 5056 1864292
2 20865 16881 1328 648277
3 6550 5242 436 235884
4 2683 2023 220 102223D
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6. Summary. A version of the element-based algebraic multigrid (AMGe) with
guaranteed approximation properties for the coarse velocity spaces has successfully
been applied to upscale a mixed formulation of the incompressible reservoir simulation
equations. The method has demonstrated the ability to accurately approximate the
solution using significantly fewer degrees of freedom than that of the original system.
More importantly, the nonzero entries of the resulting coarse (upscaled) problem,
measured by the operator complexity, stay much less than two. This means that
the memory requirement for storing the upscaled problem is (much) less than the
storage needed for the fine-grid one. Two challenging test cases have been used to
demonstrate this. Multilevel results show that the errors as a function of coarsening
increase at a sublinear rate and therefore demonstrate that the AMGe coarse spaces
lead to more accurate results than solving the same problem using standard finite
elements on an equally coarse grid (i.e., for the same number of degrees of freedom).
One of the important challenges is to accurately predict when the water reaches a
production well. The upscaled simulations compute oil and water production curves
that accurately approximate the ones computed on the fine grid; however, they tend
to underestimate the exact time when water breakthrough happens due to the higher
numerical diffusivity of the upscaled discretization. The experiments we performed
have shown that the agglomeration strategy (grouping of the fine-grid elements into
agglomerates to get a coarse mesh) has a large impact on the resulting upscaled
approximation. It is important to leave the elements containing wells and (possibly)
their immediate neighbors unagglomerated to capture the near-well flow accurately.
Furthermore, due to the strong coupling in the vertical direction, only agglomerating
in the x- and y-directions gives a significantly better upscaled approximation. Finally,
we have demonstrated that the method can be used for multilevel upscaling to generate
a hierarchy of coarser models.
7. Perspectives. In this study we have mainly focused on the accuracy of the
proposed upscaling method to demonstrate the applicability of the improved AMGe
method for reservoir simulation. The computational efficiency of the method is the
subject of a follow-up paper, where all time-to-solution aspects, which are both hard-
ware and implementation dependent, will be studied in depth. The computational
benefits of the presented approach will be best utilized in a parallel computing setting.
Improved parallelization of the software with MPI-OpenMP is an ongoing activity.
These techniques are particularly well suited for modern multicore architectures, be-
cause the construction of the coarse spaces by solving many small local problems
offers a high level of concurrency in the computations. Higher-order upscaling meth-
ods would further improve computational efficiency, because higher order provides
more computationally intensive local operations, meaning the relative communica-
tion overhead is not as significant as it is for low order.
The solution of the coarse-grid mixed systems is also an important issue. We
stress the fact that for very large-scale problems, even the coarse-grid problem may
still be fairly large, and therefore direct solvers will not be a feasible approach. The
coarse-grid mixed systems can in fact be more ill-conditioned than the original fine-
grid system, which means solvers which work fine for the fine-grid problem (such as
the block diagonal AMG preconditioner) may experience difficulties with the coarse-
grid systems. This is due to the possibly complicated geometry of the agglomerates
(and, possibly, the uneven distribution of coarse degrees of freedom within each ag-
glomerate). We have ongoing activities in applying AMGe techniques to develop more
robust preconditioners for the upscaled systems. In this way, the coarse spaces used
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for upscaling can be reused for preconditioning purposes.
Another possible direction is to construct adaptive coarsening strategies. As we
have already observed in section 4.4, our AMGe approach allows us to locally increase
the spatial resolution of the upscaled solution by either locally enriching the coarse
degrees of freedom in a particular agglomerated element (similar to “p”-refinement
for finite elements) or to use smaller agglomerates (similar to “h”-refinement). In ad-
dition, effective a posteriori error estimators can be efficiently computed by exploiting
the multilevel nature of our method.
Last but not least, future research directions include extending our framework
to fully coupled (pressure-velocity-saturations) implicit-in-time integrators. This will
include using our multilevel hierarchies of coarse spaces with guaranteed approxima-
tion properties needed to construct efficient nonlinear multigrid solvers (such as the
full approximation scheme).
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