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Abstract
We present a novel method for integrating GPS
position estimates with position and attitude
estimates derived from visual odometry using
a scheme similar to a classic loosely-coupled
GPS/INS integration. Under such an arrange-
ment, we derive the error dynamics of the sys-
tem and develop a Kalman Filter for estimat-
ing the errors in position and attitude. Using
a control-based approach to observability, we
show that the errors in both position and atti-
tude (including yaw) are fully observable when
there is a component of acceleration perpen-
dicular to the velocity vector in the navigation
frame. Numerical simulations are performed to
confirm the observability analysis.
1 Introduction
In the last decade, considerable effort has been expended
on vision-based navigation, the closely related Structure
from Motion (SfM) and Simultaneous Localisation and
Mapping (SLAM) problems. Schemes include the track-
ing and integration of feature points [Chiuso et al., 2002]
or local planar features [Calway, 2005], culminating in
the stereo-vision systems demonstrated by Nister [Nister
et al., 2006] and on the Mars Exploration Rover [Mai-
mone et al., 2007]. For a Visual Odometry system with-
out reference to external landmarks, the vehicle state
estimates will drift with time. Methods to constrain the
drift have been demonstrated using terrain maps [Lerner
et al., 2006] and visual landmark recognition [Kais et al.,
2004]. Using SLAM, one can build a local map of fea-
tures and provide a bounded estimate of the vehicle’s
location within that map [Bryson and Sukkarieh, 2008].
Real-time SLAM implementations have been demon-
strated using a hand-waved camera [Davison, 2003] and
on an Unmanned Airborne Vehicle (UAV) [Bryson and
Sukkarieh, 2007].
To prevent drift, SLAM requires re-observation of fea-
tures to reduce the growth in localisation errors [Bryson
and Sukkarieh, 2008]. In UAV missions where cross-
country navigation is required, maintaining a flight path
where past features can be observed may not be prac-
tical and therefore SLAM is of little utility. Whilst the
problem of position for en-route navigation for airborne
civilian applications can largely be solved with a low-cost
GPS receiver, attitude (which is critical to the control
of a UAV) is not yet so cost-effectively solved, with the
cost of an Inertial Measurement Unit (IMU) still of same
order of magnitude as the airframe itself. Since cameras
are a common payload on a UAV, if vision-based atti-
tude can provide reliable measurements, then there is
the potential to remove the need for an IMU, or at least
to be able to provide a backup measurement.
For a UAV operating at altitude, detecting the sky
horizon has been demonstrated as a means to estimate
the attitude of an aircraft. Todorovic [Todorovic et al.,
2003] demonstrated the use of the horizon as a control
feedback signal for real-time pitch and roll stabilisation
of a Micro Airborne System. Later, Gupta estimated
yaw in addition to pitch and roll using the terrain profile
at the horizon [Gupta and Brennan, 2008], though it has
the limitation that a clear view of distinctive terrain is
necessary.
Inertial sensors have a longstanding history for at-
titude determination. So-called Attitude and Heading
Reference Systems (AHRS) typically consist of a com-
plementary filter where the body angular rates measured
using the gyros are analytically rotated to the navigation
frame and integrated to calculate pitch, roll and yaw.
Since the gyro measurements are integrated, any bias
or noise on the sensors will cause the attitude solution
to drift. The drift is constrained in the complementary
filter by using the gravity vector measured with the ac-
celerometers to obtain an independent measurement of
pitch and roll [Farrell, 2008]. Hence, the ultimate accu-
racy of the pitch and roll estimates are constrained by
quality of the accelerometers, commonly approximated
as 1 milliradian per milli-g. Furthermore, drift in yaw is
unconstrained without the aid of a magnetic compass or
other external measurement.
In an Inertial Navigation System (INS), measure-
ments from the accelerometers may also be rotated from
the body frame to a reference frame (using the in-
tegrated gyros as the attitude measurement) and in-
tegrated twice to estimate position. However, since
position errors grow quadratically with time for ac-
celerometer errors and cubically with time for gyro errors
[Groves, 2007], unaided inertial navigation is impracti-
cal for more than a few seconds using low-cost sensors
[Godha, 2006]. When integrated with GPS measure-
ments, however, the position drift is constrained and
under particular manoeuvres, the attitude of the vehicle
(including yaw) may be recovered by virtue of the error
dynamics of the integration scheme [Hong et al., 2005;
Rhee et al., 2004].
As much of the emphasis in vision-based navigation
research is on positioning where GNSS1 is unavailable
or denied, there is little research in combining GPS and
vision-based measurements. Roberts [Roberts et al.,
2005] combines optical flow and focus of expansion mea-
surements with GPS velocity and pseudo-attitude mea-
surements to recover the attitude of a UAV. Ding [Ding
et al., 2009] fuses simplified optical flow measurements
to assist estimation in a GPS/INS loop. Chatterji [Chat-
terji et al., 1997] combines measurements of known vi-
sual runway markers (e.g. airport lights) with GPS to
assist in the positioning of a aircraft relative to a runway
for landing. The specific problem of determining camera
rotations given known camera locations (i.e. GPS posi-
tions) was studied by Carceroni in terms of the number
of correspondences necessary to determine a rotation so-
lution [Carceroni et al., 2006].
1.1 Contribution
In this paper, we propose a novel method for the integra-
tion of Visual Odometry with GPS in a manner similar
to a loosely-coupled GPS/INS system. The error dynam-
ics of the integration are derived and used as the process
model for an error-state Kalman Filter. An observability
analysis of the integration scheme is conducted, leading
to the result that errors in position and attitude are fully
observable when there is a component of acceleration
perpendicular to the velocity vector. The observability
is then demonstrated using a numerical analysis. Unlike
other approaches to vision-based navigation, the integra-
tion scheme we propose does not require the use of an
IMU, nor does it require the storage of image features or
positions, making it a suitable for real-time implemen-
tation on modest computing hardware, subject to the
requirements of the egomotion front-end.
1In this paper, GPS is synonymous with GNSS as virtually
every commercially available GNSS receiver uses GPS and
only a select few utilise GLONASS
1.2 Notation
The notation used in this paper is as follows:
An identity matrix of size k is denoted by Ik.
The rotation matrix from the a-frame to the b-frame
is denoted by Rba.
γcab denotes a vector quantity γ of the b-frame with
respect to the a-frame, expressed in terms of the c-frame.
[A]× is a skew-symmetric matrix constructed from
vector A such that when multiplied by vector B the
result is equivalent to the cross-product of A and B, viz
[A]×B = A×B.
Time derivatives of a quantity are expressed using the
dot notation (e.g. ω˙cab).
Estimated or measured quantities are denoted with a
tilde (e.g. ω˜cab).
In this paper, the b-frame is the body fixed frame,
the n-frame is an earth-fixed local tangent frame (north,
east, down) and the i-frame is the Earth-Centred Inertial
(ECI) frame.
2 GPS/INS Attitude Observability
For several decades, it has been known that the errors
from GPS and INS are complementary in nature [Groves,
2007]; GPS is a low-bandwidth but stable and bounded
solution, whereas an INS provides a high-bandwidth so-
lution but suffers from drift over time. In the simplest
form of GPS/INS integration - so-called uncoupled inte-
gration - the INS solution is simply reset with the GPS
solution on a periodic basis to prevent the accumula-
tion of position and velocity errors. In this instance, the
attitude solution is determined solely by the INS and
therefore the yaw solution will forever drift with time.
A better solution to the GPS/INS integration prob-
lem can be found by examining how the errors of an
INS propagate with time. It has been shown [Groves,
2007] that errors in the attitude solution of an INS prop-
agate into errors in velocity. Therefore, errors in at-
titude can be observed through independent measure-
ments of velocity (or position measurements over time),
under particular motion conditions. Since GPS and INS
user equipment were originally sold as separate systems
without access to their internal sensors and algorithms,
integration based on the error dynamics of the INS could
only be done on the calculated GPS and INS solutions
rather than the raw sensor measurements. Such an ar-
rangement is known as loosely-coupled integration and
is suboptimal compared with the direct use of GPS and
IMU observables in a tightly-coupled integration. Fur-
thermore, a tightly-coupled integration scheme has the
advantage of using GPS measurements even when there
are not enough satellites visible to calculate a standalone
position solution.
Nevertheless, even loosely-coupled integration offers
many benefits over a GPS or INS solution alone. Rhee
[Rhee et al., 2004] conducted an observability analysis
using a piecewise linear model and showed that non-
constant acceleration allowed the observability of at-
titude angles other than angle about the jerk vector.
Hong [Hong et al., 2005] conducted a more extensive
observability analysis of a loosely-coupled GPS/INS sys-
tem using a linear time-varying observability approach
similarly showed that all unobservable states in the con-
stant acceleration case can be made observable through
manoeuvring, including the lever arm between the GPS
and the IMU.
In the following sections, we show the similarity be-
tween structure of the GPS/INS integration problem and
the GPS/Visual Odometry (GPS/VO) integration prob-
lem and how a full attitude solution may be recovered.
3 GPS/Visual Odometry Integration
In a classic loosely-coupled GPS/INS integration (Fig-
ure 1), an Inertial Measurement Unit (IMU) provides
specific force f bib and angular rate ω
b
ib measurements to
the Inertial Navigation System (INS). The INS calcu-
lates velocity vnnb, position r
n
nb and attitude θ
n
nb in the
navigation frame by integrating and rotating the IMU
measurements. The Kalman Filter estimates the error
of the INS solution, knowing the coupling of the errors
between the states and using the error in position (i.e.
the difference between the GPS and INS solutions) as
the measurement to the KF. The errors estimated by
the KF are used the correct the INS solution.
Figure 1: Classic Loosely-Coupled GPS/INS Error State
Filter
The structure of the loosely-coupled GPS/Visual
Odometry (GPS/VO) filter proposed in this paper (de-
picted in Figure 2) is substantially similar in structure
to the GPS/INS in Figure 1. The IMU is replaced by a
camera and egomotion calculation, which will yield ve-
locity in the body frame vbnb and angular rate in the
body frame ωbnb. The egomotion is then rotated inte-
grated to obtain position and attitude in the navigation
frame (“Visual Odometry”). The role of the Kalman
Filter is exactly the same as the GPS/INS case, with
the error dynamics adjusted for the Visual Odometry
equations instead of the INS mechanisation equations.
For a single camera, egomotion is capable of recovering
velocity and depth of a scene, though only up to a scale
Figure 2: Proposed GPS/VO Error State Filter
factor [Chiuso et al., 2002]. Where the visual odometry is
calculated from stereo sequences, such as scheme imple-
mented by Nister [Nister et al., 2006], then the scale fac-
tor is estimated for the entire sequence. For the purposes
of analysis presented in this paper, we assume that the
scale factor is available (such as from stereo sequences)
or is otherwise handled at the egomotion stage using (for
example) GPS velocity measurements. Elegant handling
of the scale factor in the filter framework is left for future
research.
3.1 Visual Odometry
There are a number of methods that can be used for
recovering the relative motion (“egomotion”) between
two scenes; see, for example, a recent survey on vari-
ous methods by Bonin-Font and the references therein
[Bonin-Font et al., 2008]. From the velocity and rota-
tion rate2 provided by the egomotion, a position and
attitude may be calculated using similar process to the
INS mechanisation equations.
Assuming the angular rate is constant between up-
dates, the attitude increment between frames may be
calculated by [Groves, 2007; Ma et al., 2004]
[α]× =
t+τ∫
t
[ωbnb]×dt (1)
which is then used to calculate the relative rotation
between frames:
Aτ = exp([α]×) (2)
The attitude for time t + τ may then up calculated
using
Rnb (t+ τ) = R
n
b (t)Aτ (3)
and the position may be updated by:
rnnb(t+ τ) = r
n
nb(t) +
t+τ∫
t
Aτv
b
nbdt (4)
2Some algorithms provide a full relative rotation between
frames rather than the angular rate. In this case, it may be
directly substituted into Equation 3
3.2 Attitude Error Dynamics
We define the misalignment (or “attitude error”) as the
rotation error between the estimated attitude and the
true attitude. That is:
∆Rnb , R˜nbRbn (5)
If the misalignment angles are small, we may approx-
imate the misalignment rotation matrix as:
∆Rnb ≈ I3 − [ψnbn]× (6)
where ψnbn is the small angle misalignment vector
[Groves, 2007].
Defining Ψ = [ψnbn]× and substituting Equation 6 into
Equation 5 and rearranging:
Ψ = I3 − R˜nb (Rnb )T (7)
Differentiating Equation 7 with respect to time yields:
Ψ˙ = − ˙˜R
n
b (R
n
b )
T − R˜nb (R˙nb )T (8)
Defining Ωbnb , [ωbnb]× and noting that:
R˙nb = R
n
bΩ
b
nb (9)
˙˜R
n
b = R˜
n
b Ω˜
b
nb (10)
and substituting Equation 9 into 8 gives
Ψ˙ = −R˜nb [Ω˜bnb(Rnb )T + (RnbΩbnb)T ] (11)
Since Ωbnb is a skew-symmetric matrix,
(Ωbnb)
T = −Ωbnb (12)
Applying the matrix identity BTAT = (AB)T and
rearranging yields
Ψ˙ = −R˜nb [Ω˜bnb(Rnb )T −Ωbnb(Rnb )T ] (13)
= −R˜nb [Ω˜bnb −Ωbnb](Rnb )T (14)
Defining:
∆Ωbnb , Ω˜bnb −Ωbnb (15)
Substituting Equations 15 and 7 into 13:
Ψ˙ = −R˜nb∆Ωbnb(Rnb )T (16)
= [I3 −Ψ]Rnb∆Ωbnb(Rnb )T (17)
Assuming that the product of two error terms are
small:
Ψ˙ = −Rnb∆Ωbnb(Rnb )T (18)
which, when expanding and matching coefficients
yields the error state dynamics of the attitude:
Ψ˙ = −Rnb∆ωbnb (19)
3.3 Position Error Dynamics
Define:
r˙nnb = v
n
nb (20)
and similarly for the estimated velocity:
˙˜r
n
nb = v˜
n
nb (21)
Defining the error in position as:
∆rnnb , r˜nnb − rnnb (22)
Differentiating Equation 22 yields:
∆r˙nnb = ˙˜r
n
nb − r˙nnb (23)
Substituting and expressing in the body frame:
∆r˙nnb = R˜
n
b
˙˜r
b
nb −Rnb r˙bnb (24)
From Equation 7 and substituting into 24:
∆r˙nnb = [I3 −Ψ]Rnb ˙˜r
b
nb −Rnb r˙bnb (25)
= Rnb (v˜
n
nb − vnnb)−ΨRbnv˜nnb (26)
And defining:
∆vnnb , v˜nnb − vnnb (27)
After expanding and matching terms:
−ΨRbnv˜nnb = Rnb
[
vbnb
]
× ψ (28)
Therefore, the position error dynamics may be stated
as:
∆r˙nnb = R
n
b [v
b
nb]×ψ + R
n
b∆v
b
nb (29)
3.4 Navigation Error State Model
From Equations 29 and 19, the navigation error error
model may be stated as:
∆r˙nnb = R
n
b [v
b
nb]×ψ + R
n
b∆v
b
nb (30)
Ψ˙ = −Rnb∆ωbnb (31)
Errors in position may be measured by the difference
between the GPS and VO solutions:
∆rnnb = r
n
gps − rnvo (32)
Therefore, the error dynamics and the error measure-
ments together form a Linear Time-Varying (LTV) sys-
tem:
[
∆r˙nnb
ψ˙
]
=
[
0 Rnb [v˜
b
nb]×
0 0
] [
∆rnnb
ψ
]
+[
Rnb 0
0 −Rnb
] [
∆vbnb
∆ωbnb
] (33)
[∆rnnb] =
[
I3 0
] [ ∆rnnb
ψ
]
(34)
The LTV system in Equation 33 is in the form required
by the Kalman Filter, i.e.
x˙(t) = F(t)x(t) + G(t)w(t) (35)
y(t) = H(t)x(t) + v(t) (36)
One will note the similarity of the GPS/VO error
state model in Equation 33 when compared to the clas-
sic loosely-coupled GPS/INS integration in the ECEF
frame, neglecting lever arm and sensor bias terms, and
assuming the contribution from error in gravity from po-
sition error is small [Groves, 2007]:
x˙INS(t) =
 0 I3 00 −2Ωeie −R˜eb [˜f bib]×
0 0 −Ωeie
 ∆reeb∆veeb
ψeeb
 (37)
That is, the velocity error dynamics of the INS are
very similar in structure to the position error dynamics
of the visual odometry filter. The specific force term f˜ bib
takes the place of the egomotion velocity term v˜bnb for the
propagation in error due to misalignment. The exception
is the addition of the Earth rate term Ωeie as the iner-
tial sensors take measurements with respect to inertial
frame, which is not measured using Visual Odometry.
3.5 Closed Loop Correction
The error dynamics for the Kalman Filter assume that
the errors are small. In particular, the attitude error dy-
namics rely on the small angle assumption that may not
be true if the VO solution is allowed to drift compared
to the corrected solution. To prevent the growth in the
errors in the VO solution, the error estimates from KF
may be fed back into the VO solution. The disadvan-
tage in performing loop closing is that there is no longer
a vision-based solution that is independent of the GPS
measurements.
Corrections to the VO solution are normally applied
after a measurement update of the KF and follow the ex-
act same form as the closed loop correction for a loosely-
coupled GPS/INS solution [Groves, 2007], that is, the
corrected navigation solution Rˆnb and rˆ
n
nb can be deter-
mined from the past Visual Odometry solution R˜nb and
r˜nnb as follows:
Rˆnb = (∆Rˆ
n
b )
T R˜nb (38)
rˆnnb = r˜
n
nb −∆rnnb (39)
where ∆rnnb is obtained directly from the Kalman Fil-
ter and ∆Rˆnb is the direction cosine matrix formed from
the attitude error ψ estimated by the Kalman Filter.
Once the corrections are applied, the error states in
the Kalman Filter are set to zero but the covariance
matrix remains unaltered as only the mean rather than
the uncertainty is changed.
4 Observability of GPS/VO Integration
In the following section, we follow a similar methodology
as Hong [Hong et al., 2005] to analyse the observability
of the GPS/VO integration. The analysis in this section
assumes perfect (noise free) sensors, which is clearly the
best possible theoretical case but is still of practical use
– if states are not observable for the noise-free case, then
they are not going to be made observable with the addi-
tion of noise.
4.1 Observability Definition
For this analysis, we adopt the definition of linear time-
varying observability presented in [Chen, 1998]. Con-
sider a linear time-varying system:
x˙(t) = F(t)x(t) (40)
y(t) = H(t)x(t) (41)
where F(t) and H(t) are continuous functions of time
defined over the domain [−∞,∞] and are n−1 times con-
tinually differentiable, where n is the number of states
in the state vector. Then the LTV system in Equation
40 is observable at t0 if there exists a finite t1 > t0 such
that
rank

N0(t1)
N1(t1)
...
Nn−1(t1)
 = n (42)
where
N0 = H(t) (43)
Nm+1(t) = Nm(t)F(t) +
d
dt
Nm(t) (44)
m = 1, 2, . . . , n− 1 (45)
Similarly, a linear time-invariant system is observable
for every initial time if and only if the rank of the ob-
servability matrix
O =
[
HT (HF)T (HF2)T . . . (HFn−1)T
]T
(46)
is of rank n.
4.2 Observability Analysis
To simplify the observability analysis, we substitute
[Rnb v˜
b
nb]× = [v˜
n
nb]× into F(t). That is, we present the
observability in terms of motion in the n-frame rather
than the b-frame. Substituting the error dynamics sys-
tem in Equation 33 into the LTV observability matrix in
Equation 42 and simplifying yields
O =

I3 03
03 [v˜
n
nb]×
03 [a˜
n
nb]×
03
[
¨˜v
n
nb
]
×
03
[...
v˜
n
nb
]
×
03
[....
v˜
n
nb
]
×

(47)
where [a˜nnb]× =
[
˙˜v
n
nb
]
×
.
In the following sections, we examine the observability
of two special cases of the observability matrix in Equa-
tion 47 - constant velocity in the n-frame and constant
acceleration in the n-frame.
Observability Under Constant Velocity
Under constant velocity, the LTV system in Equation
33 becomes an LTI system. Substituting Equation 33
into the LTI observability definition in Equation 46 and
removing all zero rows yields
O =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 −vz vy
0 0 0 vz 0 −vx
0 0 0 −vy vx 0
 (48)
which is of rank 3 for the zero-velocity case and is of
rank 5 where the velocity is non-zero in one or more axes
in the navigation frame.
Observability Under Constant Acceleration
Under constant acceleration, the LTV observability ma-
trix is
O =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 −vz vy
0 0 0 vz 0 −vx
0 0 0 −vy vx 0
0 0 0 0 −az ay
0 0 0 az 0 −ax
0 0 0 −ay ax 0

(49)
which is of full rank, except where:
1. ‖ vnnb ‖= 0 (i.e. zero velocity case)
2. ‖ annb ‖= 0 (i.e. constant velocity case)
3. vnnb = ka
n
nb (i.e. acceleration parallel to velocity
vector)
For the case of a fixed-wing aircraft in flight, the at-
titude errors (and hence the attitude) are completely
observable if there is a component of acceleration per-
pendicular to the velocity vector in the navigation
frame. Hence, the manoeuvres required for observabil-
ity of a GPS/VO integration are simpler compared to a
GPS/INS as the latter requires jerk in order to make the
attitude errors fully observable [Rhee et al., 2004].
5 Implementation
To demonstrate the observability analysis, the proposed
GPS/VO integration was implemented in MATLAB.
In this section, we detail the approximations to the
continuous-time system that were made in order to im-
plement the system in discrete time.
For the Visual Odometry filter, the attitude increment
α in Equation 1 is numerically integrated from the an-
gular rate measurements ωbnb using the trapezoidal rule.
Equation 2 is approximated with a fourth-order power
series expansion [Groves, 2007]:
Aτ ≈ I3+(I3− |[α]×|
2
6
)[α]×+(I3− |[α]×|
2
24
)([α]×)2 (50)
with the attitude update calculated as
Rnb (+) = R
n
b (−)Aτ (51)
The position is updated using a rectangular integra-
tion of the velocity, transformed into the n-frame:
rnnb(t+ τ) = r
n
nb(t) +
1
2
(Rnb (−) + Rnb (+)) vbnb(t)τ (52)
As the attitude update (and the applied corrections)
are approximate, the attitude matrix requires periodic
normalisation and orthogonalisation.
For the error state Kalman filter, the discrete-time
state transition matrix Φkis calculated as [Farrell, 2008]
Φk = exp (F(t)τ) (53)
The errors estimated by the Kalman Filter are applied
to the Visual Odometry solution after each measurement
update in accordance with Equations 38.
5.1 Numerical Observability Analysis
To demonstrate some of the properties determined from
the analytical observability analysis, we have performed
a numerical analysis using the implementation presented
in Section 5. In this analysis, we present the follow-
ing scenarios, generated using the Aerospace Blockset in
Simulink:
1. Constant velocity along the x-axis, including roll
about the body frame
2. Constant velocity along the x-axis, including pitch
about the body frame
3. Acceleration along the x-axis, with the initial veloc-
ity vector along the x-axis
4. Acceleration along the y-axis, with the initial veloc-
ity vector along the x-axis
In Scenarios 1-3, according to analytic observability
analysis, at least one of the attitude parameters will not
converge to the true value and will slowly diverge with
time. In Scenario 4, all attitude components should be
observable.
In all the scenarios presented, both the egomotion in-
tegration and the GPS measurements are performed at
20Hz3. White Gaussian noise is added to the body rates,
velocity and GPS measurements with standard devia-
tions of 5◦/s, 1m/s and 0.5m respectively. An initial
random error is added to each of the states with a stan-
dard deviation of 30m in position and 15◦ in attitude.
Constant Velocity with Roll Manoeuvre
In this scenario, no accelerations are performed, but the
vehicle performs a roll manoeuvre without altering the
trajectory of the vehicle. Additionally, since the only
change in attitude is roll and the body frame is aligned
with the navigation frame, there is no change to the ve-
locity in the b-frame. Figure 3 shows the angular rate
of the platform and Figure 4 shows the attitude of the
platform. From the attitude error in Figure 5, it can
clearly be seen that the pitch and yaw angles quickly
converge to their true values, but the roll (and the stan-
dard deviation of roll) diverges in a random walk-like
pattern.
Figure 6 shows the yaw error for the first few seconds
of the experiment. The rapid convergence to a steady-
state figure from an initial error of more than 20◦ can
be seen, along with a corresponding reduction in the
standard deviation.
Constant Velocity with Pitch Manoeuvre
In Scenario 2, the trajectory of the vehicle remains at a
constant velocity, but a pitching manoeuvre (Figure 7)
causes both a change in attitude (Figure 9) and a change
3For example, the NovAtel OEMV-1 GPS receiver is ca-
pable of 20Hz
Figure 3: Scenario 1, Angular Rate Inputs with the plat-
form performing a roll manoeuvre
Figure 4: Scenario 1, Attitude Truth
to the velocity in the b-frame, as shown in Figure 8.
However, as there is no acceleration in the n-frame, from
the analytical observability analysis, we expect at least
one of the attitude components to diverge. Figure 10
clearly shows the roll diverging whilst the roll and yaw
remain observable throughout the manoeuvre.
Acceleration Parallel to Velocity
Scenario 3 has the platform accelerating in the same di-
rection as the velocity vector (Figure 11) along the x-
axis with the body frame aligned with the navigation
frame. The resultant attitude plot in Figure 12 looks
similar to the attitude error plots in the previous two
scenarios, with the roll divergining with time. This out-
come is consistent with the analytical observability anal-
ysis with the acceleration a scalar multiple of velocity.
Acceleration Non-Parallel to Velocity
In Scenario 4, a component of acceleration is added to
the y-axis, perpendicular to the velocity vector along the
x-axis, as shown in Figure 13. The alteration in trajec-
Figure 5: Scenario 1, Attitude Error
Figure 6: Scenario 1, Yaw Error - Initial converge
tory can be clearly be seen in the plan view in Figure 14.
Throughout the manoeuvre, pitch and yaw remain ob-
servable, exhibiting results similar to the previous two
scenarios. However, the roll error plot in Figure 15 de-
serves closer examination.
During the non-accelerating period between 0-5s, the
roll error in Figure 15 shows no sign of converging. Dur-
ing the accelerating period from 5-10s, the roll error
rapidly converges towards the truth value, consistent
with roll being observable during this time. In the next
period, from 10-15s, the platform is not accelerating and
the roll does not coverage further. In the next period
from 15-20s, the platform accelerates further and the roll
converges back towards the truth again. This pattern is
repeated, until the roll begins to diverge again during
the period of no acceleration between 30-40s.
6 Conclusion and Future Work
In this paper, we proposed a novel integration of
GPS and Visual Odometry, similar to a loosely-coupled
GPS/INS integrated navigation solution. We derived the
error dynamics of the visual odometry solution and de-
Figure 7: Scenario 2, Angular Rate Inputs
Figure 8: Scenario 2, Velocity in the b-frame. Note that
although the velocity in the body frame is changing, the
velocity in the navigation frame is not.
signed a Kalman Filter for the estimation of the error
states. Using a control-based approach to observabil-
ity, we showed that the attitude is fully observable when
there is a component of acceleration perpendicular to the
velocity vector. The observability analysis was numeri-
cally demonstrated under various motion scenarios.
There are several avenues for future work. We are in
the process of extending the filter to handle the scale of
the scene and drift in scale factor, and to quantify the
performance of the algorithm on real flight data. There
is also scope for a direct-form implementation, using the
visual odometry equations as the process model, and
to implement the GPS/VO concept in a tightly-coupled
configuration, directly using the pseudorange and carrier
phase measurements from the GPS.
Figure 9: Scenario 2, Attitude Truth
Figure 10: Scenario 2, Attitude Error. Note the contin-
ual growth in roll error.
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