In paired experiments, the units included in the randomization, e.g. villages, are matched into pairs, and then one unit of each pair is randomly assigned to treatment. We conducted a survey of papers that used paired randomized experiments in economics. To estimate the treatment effect, researchers usually regress their outcome on a treatment indicator and pair fixed effects, and cluster standard errors at the unit-of-randomization level, namely, at the village level in our example. We show that the variance estimator in this regression may be severely downward biased: under constant treatment effect, its expectation is equal to 1/2 of the true variance. Using that variance estimator may lead researchers to substantially overreject the null of no treatment effect. Instead, we argue that researchers should cluster their standard errors at the pair level. * We are very grateful to Dick Startz, Doug Steigerwald, Gonzalo Vasquez-Bare, Heather Royer, Antoine Deeb and other members of the econometrics and labor groups at UCSB for their helpful comments.
Introduction
In paired experiments, the units included in the randomization, e.g. villages, are matched into pairs, and then one unit of each pair is randomly assigned to treatment. Such designs are commonly used.
Indeed, pairing units reduces the variance of the treatment effect estimator, if the variables on which the villages are matched predict the outcome . We conducted a survey of papers that used paired randomized experiments in economics. We found that to estimate the treatment effect, researchers usually regress their outcome on a treatment indicator and pair fixed effects, and cluster standard errors at the unit-of-randomization level, namely, at the village level in our example.
We show that village-clustered standard errors do not account appropriately for the variability in the treatment effect estimator arising from the paired assignment. Intuitively, the treatments of the two villages in the same pair are perfectly negatively correlated: if village A is treated, then village B must be untreated, and conversely. Therefore, standard errors should be clustered at the pair level to account for that correlation.
The direction of the bias crucially depends on whether pair fixed effects are included in the regression. When fixed effects are included, as is often the case in practice, we show that if all villages have the same number of villagers, the village-clustered variance estimator is exactly equal to a half of the pair-clustered one. Then, when the number of pairs goes to infinity, the tstatistic using village-clustered standard errors converges to a N (0, 2) distribution, not to a N (0, 1).
Accordingly, comparing that t-statistic to, e.g., 1.96, the critical value of a N (0, 1) distribution one would use in a 5% level test, actually yields a test with a 16.5% type 1 error rate. In other words, even if the treatment has no effect, the researcher would reject the null of no effect much more than 5% of the time. We then show that this result is not sensitive to the assumption that all villages have the same number of villagers.
When pair fixed effects are not included in the regression, which is less often the case in practice, there is no longer a fixed relationship between the village-and pair-clustered variance estimators.
However, we show that the difference between the former and the latter is equal to the covariance, across pairs, of the average outcome in the treated and control villages of the same pair. We expect that covariance to be often positive in real-life applications. Then, the village-clustered variance estimator is conservative.
Overall, we show that in paired experiments, variance estimators clustered at the unit-of-randomization level are invalid. When pair fixed effects are included in the regression, they underestimate the variance by a factor of two. When pair fixed effects are not included, they are usually conservative.
We confirm our results in a simulation study. We also apply our results to revisit three paired randomized experiments from our survey that have available data online. The authors estimated 293 regressions to estimate the effect of the treatments they considered. 239 of those regressions have pair fixed effects. Using standard errors clustered at the unit-of-randomization level, they found a 5%-level significant treatment effect in 109 regressions. Using standard errors clustered at the unit-of-randomization level, we find a 5%-level significant treatment effect in 73 regressions. 54 of the regressions estimated by the authors do not have pair fixed effects. Using standard errors clustered at the unit-of-randomization level, the authors found a 5%-level significant treatment effect in 31 regressions. Using standard errors clustered at the unit-of-randomization level, we find a 5%-level significant treatment effect in 36 regressions.
Our paper is related to other papers that have studied paired randomized experiments. Previous articles have shown that when pair fixed effects are not included in the regression, standard errors clustered at the unit-of-randomization level tend to be conservative (see Bai, Shaikh, and Romano 2019) . With respect to these papers, our contribution is to show that when pair fixed effects are included in the regression, these standard errors actually become very liberal.
Then, Imai (2008) derives an estimator of the treatment effect estimator's variance in paired experiments with only one observation per randomization unit (e.g., each village has one villager).
He shows that this estimator is unbiased if the treatment effect is constant across pairs, and conservative in general. Imai, King, and Nall (2009) generalize that variance estimator to the case where one may have several observations per randomization-unit. With respect to these two papers, our contribution is to show that when the number of observations is the same in all villages, the pair-clustered variance estimator is equal to the estimator proposed by Imai, King, and Nall (2009), up to a degrees-of-freedom correction. Thus, we justify the use of the pair-clustered variance estimator. Moreover, we present large sample results for t-tests based on pair-clustered variance estimators that to our knowledge did not appear in earlier work.
Our results may seem to contradict the results in Bruhn and McKenzie (2009) . Using simulations, they show that in paired experiments with only one observation per randomization unit, t-tests based on fixed effects regressions with no clustering have correct size. This is due to the fact that in the one-observation-per-randomization-unit case, the fixed effects regression has half as many regressors as observations. Consequently, the degrees-of-freedom correction embedded in most statistical software amounts to multiplying the unclustered variance estimator by two, which then makes it equivalent to the pair-clustered variance estimator. This equivalence only holds in the special case with only one observation per randomization unit.
Section 2 presents our survey of paired experiments in economics. Section 3 introduces the setup and the notation. Section 4 presents our main results. Section 5 presents our simulation study. Section 6 presents our empirical applications.
Paired experiments in economics
We conducted a survey of papers in economics that have conducted pair randomized experiments.
We searched in three sources to find these experiments. First, we looked at the literature review performed by Young (2018) , who found 53 randomized experiments papers published from the Second, we searched the journals of the AEA for papers published between March 2014 and June 2017 and using the words "random" or "experiment" in the abstract, title, or keywords. Three of those papers conducted a paired randomized experiment. Third, we searched the AEA's registry website for randomized controlled trials (https://www.socialscienceregistry.org). We looked at all completed projects, whose randomization method included the prefix "pair" and that had either a working or a published paper. Thus, we found five more papers that had conducted a paired randomized experiment.
Thus, in total we found nine papers. They are presented in Table 3 in the appendix. Seven are published, two are not. In one of them, the regression is at the level of the randomization unit. For example, researchers randomly assigned some firms to the treatment or to the control, and then their regressions are at the firm level. In eight of them, the regression is at a more disaggregated level than the randomization unit. For instance, researchers randomly assigned some schools to the treatment or to the control, and then their regressions are at the student level. Across the nine papers, the median number of pairs is 28, and the median number of observations per unit of randomization is 101.
To estimate the treatment effect, five articles include randomization pair fixed effects in all of their regressions, three articles include pair fixed effects in some but not all of their regressions, and one article does not include pair fixed effects in any regression. To conduct inference, eight articles out of nine cluster standard errors at the randomization-unit level, and one article does not cluster standard errors. No article clusters standard errors at the pair level. However, one article applies the correction proposed by McCaffrey and Bell (2002) to standard errors clustered at the randomization-unit level. In this application, this correction makes randomization-unit clustered standard errors very similar to the pair clustered ones.
Setup
Consider a finite population of pairs indexed by p = 1, . . . , P each with two groups indexed by g = 1, 2. Group g in pair p has n gp units, so that pair p has n p = n 1p + n 2p units, and the population has n = P p=1 n p units. For unit i in group g in pair p, let W igp be a binary variable that indicates the treatment status of unit i: W igp = 1 if unit i was treated, and W igp = 0 otherwise. We assume that the treatment is assigned at the group level, so for every i, W igp = W gp , where W gp is the treatment status of group g in pair p. Let Y igp (1) and Y igp (0) represent the potential outcomes of unit i in group g and pair p with and without treatment, respectively, and let
We focus on the (finite population) average treatment effect defined as
) be the number of treated and untreated units in the pair. Let T = P p=1 T p and C = P p=1 C p be the total number of treated and untreated units.
(1)) be a vector stacking potential outcomes for all units in pair p.
We assume that the treatment and potential outcomes satisfy the following conditions. Assumption 1 (Paired assignment and independent potential outcomes across pairs).
1. For all p, W 1p + W 2p = 1.
2. P(W gp = 1) = 1 2 for all g and p.
For all
Point 1 requires that in each pair, one of the groups gets treated while the other one remains untreated. Point 2 requires that the two groups have the same probability of being treated. Point 3 requires that the treatments and potential outcomes be independent across pairs. Finally, Point 4 requires that treatments be independent from potential outcomes. Assumption 1 is satisfied by design in paired randomized experiments.
We will define two common estimators of τ . The first estimator τ is the OLS estimator from the regression of the observed outcome Y igp on a constant and W gp :
( 1) τ is the well-known difference-in-means estimator (see Angrist and Pischke (2008) , Imbens and
Rubin (2015)):
The second estimator is the pair-fixed-effects estimator, τ f e , obtained from the regression of the observed outcome Y igp on W gp and a set of P pair fixed effects (δ ig1 , . . . , δ igP ):
It follows from, e.g., Equation (3.3.7) in Angrist and Pischke (2008) and a few lines of algebra that
Imai, King, and Nall (2009) refer to τ f e as the harmonic means estimator.
Lemma 3.1 below gives simple expressions of the variance estimators of τ and τ f e , when the regression is clustered at the pair or at the group level. 1
W gp ε igp be the sum of the residuals ε igp for the treated units in pair p, and let SEU p = 2 g=1 ngp i=1 (1 − W gp )ε igp the sum of the residuals ε igp for the untreated units in pair p. Similarly, let SET p,f e = 2 g=1 ngp i=1 W gp u igp be the sum of the residuals u igp for the treated units in group p, and SEU p,f e = 2 g=1 ngp i=1 (1 − W gp )u igp be the sum of the residuals u igp for the untreated units in group p.
Lemma 3.1 (Clustered variance estimators for τ and τ f e ).
The pair-clustered variance estimator (PCVE) of τ is
V pair ( τ ) = P p=1 SETp T − SEUp C 2 .
The group-clustered variance estimator (GCVE) of τ is
Proof. See Appendix A.
Main results
In this section, we present our main findings. We require that all groups have the same number of units. We summarize this in the following assumption.
Assumption 2 (Balanced group size experiment). For all p, n 1p = n 2p = n 2P .
Finite sample results
Under Assumption 2, the total number of treated and untreated units are equal: T = C = n/2, so we can rewrite τ as follows
where
is the pair-level-treatment-effect estimator. τ is the average of the pair-level-treatment-effect estimators. Then, we have
which follows from the independence of W gp and Y pot p across pairs (Point 3 of Assumption 1).
Finally, under Assumption 2, one can show that the difference-in-means and the fixed-effects estimators are equal: τ = τ f e , and that both are unbiased estimators of the ATE. 2
For some results, we require that the average treatment effect be constant across pairs, as stated in Assumption 3. Note that this assumption is weaker than unit constant treatment effects or group-level constant treatment effects.
We now introduce three lemmas.
Lemma 4.1. If Assumptions 1 and 2 hold,
(Conservative variance estimator) E[
Point 1 of Lemma 4.1 points out that the PCVE is equal to the sample variance of the pairlevel-treatment-effect estimators τ p . Point 2 asserts that after a degrees-of-freedom correction, the PCVE for the regression without pair fixed effects is a conservative estimator of the variance of τ .
If we further assume constant average treatment effects across pairs, as in Assumption 3, then that estimator is unbiased for the variance of τ . Point 2 follows from Proposition 1 in Imai, King, and Nall (2009).
Our main result is the following Lemma.
Lemma 4.2. If Assumptions 1 and 2 hold, then
Lemmas 4.1 and 4.2 imply that the GCVE with pair fixed effects may be downward biased: under constant treatment effects, its expectation is equal to a half of the true variance of τ . Then, using that estimator may severely distort inference on τ . Lemma 4.2 also shows that the PCVE is the same with or without fixed effects.
ngp − Y (0) be the sample between-pair covariance of treatment and control groups, where
In the next lemma, we give an expression for the difference between the PCVE and the GCVE in the regression without fixed effects.
Lemma 4.3. If Assumptions 1 and 2 hold, then
Lemma 4.3 states that the difference between the GCVE and PCVE in regressions without fixed effects depends on the estimated value of the between-pair covariance of the treated and control groups. We expect this covariance to be often positive. For example, assume that the average outcomes when treated and untreated are the same for both groups in the same pair.
ngp − Y (0) , the covariance between the average outcomes without and with treatment across pairs. If a given pair has a high potential outcome when treated relative to other pairs, we would expect that pair to have a high potential outcome when untreated, and so we would expect that covariance to be positive.
Then, the GCVE in the regression without fixed effects will be conservative relative to the PCVE.
The clustered-variance estimators we study are those proposed in Liang and Zeger (1986).
Typically, statistical sofware report degrees-of-freedom (DOF) adjusted versions of those estimators: the Liang and Zeger estimator is multiplied by n/(n − K), where n is the sample size and K the number of regressors (StataCorp, LLC 2017) . In general, this DOF adjustment does not change the estimator very much. An exception is when the regression has pair fixed effects, and when each group has only one observation. Then, n/(n−K) = 2P/(P −1): the regression has 2P observations and P + 1 regressors. This fact and Lemma 4.2 imply that in this special case, the unclustered DOF adjusted variance estimator is almost equal to the PCVE. Then, Theorem 4.4 below implies that t-tests using the unclustered DOF adjusted variance estimator have the correct size in this special case, as found by Bruhn and McKenzie (2009) .
Large sample results
Assumption 4 summarizes some regularity conditions we need to impose to study the asymptotic behavior of τ and τ f e .
Assumption 4.
For every p, E[ τ 4
p ] < +∞, and lim P →∞ P p=1
2. (Lyapunov's condition) As P → ∞, 
Point 1 shows that when the number of pairs grows, the t-statistic of the difference-in-means estimator using the PCVE converges to a standard normal distribution. On the other hand, Point 2 shows that the t-statistic of the fixed-effects estimator using the GCVE converges to a normal distribution with mean 0 and variance 2. As a consequence, comparing that t-statistic to critical values of a standard normal will lead to a test with size larger than its nominal size. For instance, if τ = 0, comparing τ f e / V group ( τ f e ) to 1.96 would lead the analyst to reject the null hypothesis that τ = 0 16.5% of the times, which is more than three times the desired type 1 error rate of that test (5%). In sum, using fixed effects and the GCVE makes it very likely that the analyst will conclude that the treatment had an effect, when in fact the treatment did not have an effect. Theorem 4.2 holds under constant average treatment effects across pairs. Heterogeneous treatment effects may reduce the downward bias of the GCVE, and they may render the PCVE conservative. However, in practice, we do not know if the treatment effect is constant or heterogeneous, and it is common to require that a test's level be no greater than its nominal value for any possible data generating process. The t-test making use of the PCVE satisfies that property, while the t-test making use of the GCVE does not.
Simulations using real data
To assess if in practice, the size of the t-tests we consider is close to that predicted by Theorem 4.4, we performed Monte-Carlo simulations using a real data set. We use the data from the microfinance experiment in Crépon et al. (2015) . The authors matched 162 Moroccan villages into 81 pairs, and in each pair, they randomly assigned one village to a microfinance treatment. They sampled households from each village and measured their outcomes such as their credit access and income. In the paper, the authors report the effect of the microfinance intervention on 82 outcome variables.
For each outcome variable, we construct potential outcomes for each household i under the assumption of no effects, i.e., Y igpk (0) = Y igpk (1) = Y igpk , where Y igpk is the value of outcome k for household i in village g and pair p. We then simulate 1000 vectors of treatment assignments 
, and four 5% level t-tests, which are indicators for whether the absolute value of the t-statistics is greater than 1.96. We run 1000 Monte Carlo simulations per outcome (j = 1, . . . , 1000). Finally, the estimated size of each t-test is just the percentage of times the t-test is rejected across the 82,000 regressions (82 outcomes × 1000 simulations). Because the data is generated under the hypothesis that, for every k, Y igpk (0) = Y igpk (1), if these t-tests have nominal size, they should be rejected 5% of the time. Table 1 shows the estimated sizes of the four t-tests. The size of the t-test based on pairclustered standard errors is close to its nominal level of 5%, irrespective of whether pair fixed effects are included in the regression. This result is in line with our results in Lemma 4.2 and Point 1 of Theorem 4.4. On the other hand, when standard errors are clustered at the village level with pair fixed effects, the size of the t-test is 17% on average across the 82 outcomes, very close to the 16.5% level predicted by point 2 of Theorem 4.4. Finally, the size of the t-test with village-clustered standard errors without fixed effects is equal to 1.3%. In this application, this t-test is very conservative. Table 1 reports the empirical size of four t-tests of no treatment effect, averaged across the 82 outcomes in Crépon et al. (2015) . The four t-tests are computed, respectively, without and with fixed effects in the treatment effect estimation regression, and clustering standard errors at the village or at the pair level. To compute size, for each outcome we randomly drew 1000 simulated treatment assignments following the paired randomization assignment actually used in the paper. For each test, we created a rejection indicator equal to 1 if the absolute value of the t-statistic was higher than 1.96, i.e., the 5% critical value from a standard normal. The size of each test is the average of these indicators across 82,000 simulations (82 outcomes × 1000 replications).
Application
In this section, we use our results to revisit three of the paired randomized experiment papers that we found in our survey and whose data sets are available online. 3 In these papers, the authors follow a paired randomized design, i.e., before treatment assignment, they matched units into pairs based on pretreatment characteristics, and then, in each pair, they randomly assigned one unit to treatment. The authors then estimated the effect of the treatment on 293 outcomes, clustering their standard errors at the unit-of-randomization level. Fixed effects were included in 239 of those regressions. We re-estimate these regressions, clustering standard errors at the pair level, and including the same control variables as the authors.
The results are shown in Table 2 . In regressions with fixed effects, the GCVE is approximately twice as small as the PCVE, as predicted by Lemma 4.2. In contrast, in regressions without fixed effects, the GCVE is 1.18 times larger than the PCVE on average across those regressions. In regressions with fixed effects, using group-clustered standard errors, the authors originally found that the treatment had a 5%-level significant effect in 109 regressions. Using pair-clustered standard errors, we found significant effects in 73 regressions. On the other hand, in regressions without fixed effects, the authors originally found 31 significant effects with GCVE, whereas we find that 36 effects are significant using PCVE. The table shows the effect of using pair-rather than group-level clustered standard errors in three of the paired randomized experiments that we found in our survey and whose data set is available online. We reproduce the regressions estimated by the authors, clustering standard errors at the pair level. Column 1 shows the ratio of the group-and pair-level clustered standard errors, separately for regressions without and with pair fixed effects. Columns 2 (resp. 3) shows the number of 5%-level significant effects using group-level (resp. pair-level) clustered standard errors. GCVE (resp. PCVE) stands for group-level (resp. pair-level) clustered variance estimator.
Conclusion
We provide guidance for applied researchers who use t-tests to make inferences about the average treatment effect in paired experiments. We found that a majority of such articles in economics use pair-fixed-effects regressions and cluster standard errors at the unit-of-randomization level. In pair-fixed-effects regressions, t-tests using standard errors clustered at the unit-of-randomization level do not uniformly control size and may lead researchers to overreject the null of no effect.
Instead, we recommend using standard errors clustered at the pair level. A Appendix.
A.1 Proof of Lemma 3.1
Point 1
First, we introduce the formulas for the PCVE and GCVE in a general linear regression. Let ǫ igp be the residual from the regression of Y igp on a K-vector of covariates X igp , and X the (n × K) matrix whose rows are X ′ igp . The PCVE of the OLS estimator, β, is defined as follows (Liang and Zeger 1986, Abadie et al. 2017 )
The GCVE of the OLS estimator, β, is defined as follows
Subtract from Equation (1) 
Apply Equation (4) to the residuals and covariates of the regression defined by Equation (6). 4
Then,
The numerator of V pair ( τ ) equals
The first equality follows from the definition of SET p and SEU p . The second equality follows from the definition of T and C.
The denominator of V pair ( τ ) equals
The first equality follows from (W gp − W ) being constant across units. The second equality follows from the definition of T p and C p . The third equality follows from the definition of T and C.
Then, combining Equations (7), (8) and (9),
Point 2
Apply Equation (5) to the residuals and covariates of the regression defined by Equation (6).
The numerator of V group ( τ ) equals
The second equality follows from the defintion of SET p and SEU p . The third equality follows from the definition of T and C. Then, combining Equations (9), (10) and (11),
Point 3
First, consider Equation (2) and, for each pair p, take averages across units to obtain the following
Given that {u ijp ′ } is an OLS residual, then it is orthogonal to any regressor by construction. In particular, {u ijp ′ } is orthogonal to the pair-p fixed effect indicator {δ igp },
By the definition of δ igp , δ igp = 1 if unit i belongs to pair p, and δ igp = 0 if unit i does not belong to pair p, so that the above equation reduces to
which implies that for all p the within-pair residual average is zero
Equation (13) then becomes a regression with one covariate and the same residuals as in Equation (2):
Now, apply Equation (4) to obtain the PCVE of τ f e , which simplifies given that there's only
5 The clustered variance estimator using the residuals from the deviations-from-means formula (Equation (15)) is equivalent to the clustered variance estimator including the full set of pair dummies as in Equation (2) (Cameron and Miller (2015) ).
The denominator of V pair ( τ f e ) equals
The second and third equalities follow from the definitions of T p and C p . The numerator of
where SET p,f e + SEU p,f e = 2 g=1 ngp i=1 u igp = 0 from Equation (14). Therefore, combining Equations (16), (17) and (18),
Point 4 Consider the deviations-from-means formula of the fixed effects regression from Equation (15)
Apply the definition of the GCVE from Equation (5), which simplifies given that there's only one
The numerator of V group ( τ f e ) equals
The second equality follows from the definitions of SET p,f e and SEU p,f e . The third equality follows from Equation (14), i.e., SET p,f e + SEU p,f e = g i u igp = 0, for all p, so SET 2 p,f e = SEU 2 p,f e , and the definitions of T p and C p .
Then, combining Equations (17), (20) and (21),
QED.
A.2 Proof of Lemma 4.1
Point 1
Under Assumption 2, T = C = n/2, so
The third equality comes from the definition of SET p and SEU p . The fifth equality follows from the Equation (1). The sixth equality follows from n 1p = n 2p = n p /2, which is a consequence of Assumption 2. The eighth equality comes from the fact that g (2W gp − 1) = 0, which follows from Point 1 of Assumption 1. The ninth equality follows from Point 1 of Assumption 1. The tenth
The eleventh equality follows from Assumption 2.
Point 2
Consider Equation (23). Adding and subtracting τ and
Taking the expected value, and given that
The second equality follows from the fact that by Point 3 of Assumption 1 and Assumption 2,
The third equality comes from Equation (3). Therefore, E P P −1 V pair ( τ ) ≥ V( τ ), with equality under Assumption 3.
A.3 Proof of Lemma 4.2
We first show that V pair ( τ ) = V pair ( τ f e ).
Consider the two fitted regressions with fixed effects and without fixed effects in Equations (1) and (2).
Given that both regressions are decompositions of Y igp , the following equality holds
We know that τ = τ f e when n 1p = n 2p for all p. Then,
Under Assumption 2, the PCVE for τ in Point 1 of Lemma 3.1 simplify to
where the last equality follows from the definition of SET p,f e . Then, combining Equations (25) and (26), V pair ( τ ) = V pair ( τ f e ).
We now show that 2 V group ( τ f e ) = V pair ( τ f e ). From Lemma 3.1, we have that the PCVE and GCVE of V( τ f e ) are, respectively,
Under Assumption 2, n 1p = n 2p = n p /2, for all p. Then,
Similarly,
This proves the result.
ngp − Y (0) . The first equality follows from Assumption 2. The second equality comes from the definition of SET p and SEU p . The third equality follows by construction of the OLS residual ε igp (see Athey and Imbens 2017) . 6 The fourth equality follows from Point 1 of Assumption 1, and Assumption 2. The fifth equality follows from the fact that T = n p P/2 under Assumption 2.
A.5 Proof of Theorem 4.4 Let's prove that P V pair ( τ ) P −→ P V( τ ) as P → ∞.
The first equality follows from Equation (23). The second equality follows from Equation (3).
The fourth equality follows from E[ τ p ] = τ p . The fifth follows from Assumption 3. Let's consider each of the terms in Equation (27). As P → 0, by Kolmogorov's strong law of large numbers, Given the previous argument, the Slutsky Lemma and the CMT, as P → ∞,
Point 2
By Lemma 4.2, V pair ( τ ) = 2 V group ( τ f e ), so given Point 1 of this theorem, the result follows. QED. and June 2017 and using the words "random" and "experiment" in the abstract, title, or keywords. Three of those papers conducted a paired randomized experiment. Third, we searched the AEA's registry website for randomized controlled trials (https://www.socialscienceregistry.org). We looked at all completed projects, whose randomization method included the prefix "pair" and that had either a working or a published paper. Thus, we found five more papers that had conducted a paired randomized experiment.
