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The cell cycle duration is a variable cellular phenotype that underlies long-term population growth
and age structures. By analyzing the stationary solutions of a branching process with heritable cell
division times, we demonstrate existence of a phase transition, which can be continuous or first-
order, by which a non-zero fraction of the population becomes localized at a minimal division time.
Just below the transition, we demonstrate coexistence of localized and delocalized age-structure
phases, and power law decay of correlation functions. Above it, we observe self-synchronization of
cell cycles, collective divisions, and slow ‘aging’ of population growth rates.
The duration of a cell-cycle, or inter-division time
(IDT), is a fluctuating quantity in cellular populations,
and its statistical properties are thought to result from
biological mechanisms that regulate cell growth and divi-
sion [1–3]. For single cells that grow in size exponentially,
as in bacteria [1] and yeast [4], models of cell-size regu-
lation typically predict negative mother-daughter corre-
lation of IDTs [5]. Yet in a subset of bacterial exper-
iments and in most observations on mammalian cells,
positive IDT correlations have been measured (see Ta-
ble S1 in [6]), indicating that the cell cycle duration is
a heritable, fluctuating single-cell phenotype. Such her-
itability enables selection to act on the distribution of
IDTs in a population to increase the long-term popula-
tion growth rate. Here we take up the question of how
selection and cell cycle heritability interact to determine
long-term population dynamics, a fundamental step to-
ward understanding how evolution has shaped cell cycle
control mechanisms.
To investigate the effect of IDT heritability on popula-
tion growth, we considered a model with heritable IDTs
that was first introduced in [7], which we refer to as the
Lebowitz-Rubinow model below. We noticed the exis-
tence of a heritability threshold above which the popu-
lation’s distribution of IDTs would localize at the mini-
mal IDT corresponding to the fastest possible single-cell
growth rate. We identify and characterize a localization
phase transition in this model. We show the ancestral
mean IDT provides an order parameter of the transition,
and above the heritability threshold predict the emer-
gence of arbitrarily long single cell lineages that maintain
perfect inheritance of a minimal IDT. This prediction is
confirmed in numerical simulations of finite populations.
We observe slow punctuated dynamics above the heri-
tability threshold, characteristic of systems that exhibit
aging, as well as cell-cycle synchronization in finite pop-
ulations. Our work provides fundamental connections
between dynamics of age-structured populations [8] and
well-studied error-threshold phenomena of evolutionary
theory [9, 10], both of which are described by the unify-
ing framework of statistical physics of phase transitions.
Model and stationary solutions. We model a pro-
liferating population by a branching process in which
K (τ, τ ′) is the transition probability density from τ ′ to
τ , where τ ′ and τ are the parent and offspring IDTs, re-
spectively. To study the effect of heritability of IDTs,
we focus on the analytically tractable Lebowitz-Rubinow
model [7], which uses the transition kernel
K (τ, τ ′) = βδ (τ − τ ′) + (1− β) k (τ) , (1)
where δ (·) is the Dirac delta function, β represents the
heritability of IDTs in the model (0 ≤ β < 1), and k (τ)
is a probability density function on the interval [τ0,∞),
with 0 < τ0 < ∞. A cell produces zˆ offsprings at every
division, where zˆ is independently drawn from a fixed
probability distribution and its average is denoted by z >
0. For example, z = 2 for binary division organisms and
z = 1 for the isolated single cells.
The dynamics of cell divisions in the population are
governed by
ndiv(τ ; t + τ) = z
∫ ∞
0
K (τ, τ ′)ndiv (τ
′; t) dτ ′. (2)
where ndiv (τ ; t) dτdt is the expected number of dividing
cells (cells at the termination of cell-cycle) between times
t and t + dt with IDT between τ and τ + dτ [11]. The
expected number of divisions occurring between t and t+
dt is given byNdiv (t) dt := dt
∫∞
0
ndiv (τ ; t) dτ . The time-
dependent population growth rate is defined by Λt :=
(z − 1)Ndiv (t)/N (t), whereN (t) is the expected population
size at time t (see [6] for detailed derivations).
The steady-state, exponentially growing solution of
(2) can be found by substituting the form ndiv (τ ; t) =
Ndiv (t) · pdiv (τ), where pdiv (τ) is the stationary proba-
bility density of IDTs of dividing cells, yielding
pdiv (τ) = ze
−Λτ
∫ ∞
0
K (τ, τ ′) pdiv (τ
′) dτ ′ , (3)
Using (1) above, and solving the equation one obtains
pdiv (τ) = qβ,z,Λ (τ) :=
(1− β) k (τ) ze−Λτ
1− βze−Λτ
(4)
2where the steady-state growth rate Λ is determined by
the normalization condition
Q (β, z,Λ) :=
∫ ∞
0
qβ,z,Λ (τ) dτ = 1. (5)
If z = 1, for example, then Λ = 0 and pdiv (τ) = k (τ) for
any 0 ≤ β < 1. Namely, the stationary IDT distribution
of isolated single cells is invariant of β. We remark that β
is the correlation coefficient of IDTs between parent and
offspring for isolated, single cell growth at steady-state
[6].
In the absence of IDT correlations (β = 0), one
recovers the well-known result pdiv (τ) = ze
−Λτk (τ)
where Λ is the unique real root of the integral equation
z
∫∞
0 e
−Λτk (τ) dτ = 1 [3, 12]. For β > 0, one addition-
ally must have 1−βze−Λτ > 0 for all τ in the support of
k(τ) to ensure qβ,z,Λ (τ) ≥ 0. If k(τ) > 0 for all τ > τ0,
we find
Λ ≥ ω0 (β, z) := sup
τ>τ0
ln (βz)
τ
= max
(
0,
ln (βz)
τ0
)
; (6)
(see [6] for k(τ) with bounded support). Since Q (β, z,Λ)
is a monotonically decreasing function of Λ tending to
zero as Λ → ∞, Eq. 5 has a unique root Λβ,z provided
that Q (β, z, ω0 (β, z)) ≥ 1. This condition holds for β <
βc, where βc is a critical heritability threshold defined by
Q (βc, z, ω0 (βc, z)) = 1 , (7)
such that for β > βc, Q (β, z, ω0 (β, z)) < 1 and Eq. 5
does not admit a real solution Λβ,z. For β > βc, the
solution pdiv (τ) given in (4) is incomplete, as there is
missing probability 1−Q. For z > 1, the full solution is
pdiv (τ) = qβ,z,Λβ,z (τ) + (1−Q (β, z,Λβ,z)) δ (τ − τ0) ,
(8)
and substitution into (3) yields Λβ,z = τ
−1
0 ln (βz) for the
steady-state growth rate when β > βc [6].
Further analysis of (7) shows that a heritability thresh-
old βc < 1 exists if and only if
∫∞
0
dτk(τ)/(τ − τ0) con-
verges; e.g. if k(τ) ∼ (τ − τ0)
γ near τ0 for some γ > 0.
The steady state population growth rate Λβ,z qualita-
tively changes as β crosses the threshold: it depends
on k (τ) for β < βc, and becomes independent of it for
β > βc. The expected number of offspring having the
same IDT as their parent is βz, and only parents with
τ ′ = τ0 can generate offspring with τ = τ0. Thus, the
fraction of the population with IDT τ0 grows with rate
τ−10 ln (βz). If we add a small fraction of τ0 cells to a pop-
ulation, they go extinct if βz < 1, while if βz > 1, they
can constitute a giant cluster in the population’s geneal-
ogy. The subpopulation localized at τ = τ0 will be out-
competed by the rest of the population for z−1 < β < βc,
with Λβ,z determined by (5); or it will dominate the pop-
ulation for β > βc, and thus dictate its growth rate to
be Λβ,z = τ
−1
0 ln (βz). In Fig. 1A, we show a range of
FIG. 1. Stationary solutions and their dependence on the
heritability parameter β. (A) The IDT distribution, k (τ ),
is chosen to be a gamma distribution, shifted by τ0 =
0.2, with shape parameters α = 1.5, 4, and 20; k (τ ) =
Γ (α)−1 θ−α (τ − τ0)
α−1 e− (τ − τ0)/θ for τ ≥ τ0. For the mean
IDT to be 1, the scale parameter θ is chosen as τ0 + αθ = 1.
(B-D) Dependence of key quantities of the stationary solu-
tions on β using z = 2; all other parameters are the same as
in A. βc = 0.68, 0.60 and 0.58 respectively for α = 1.5, 4, and
20. (B) Population growth rate, Λβ,z. (C) Reciprocal mean
block size, m−1β,z. (D) Reciprocal ancestral mean IDT, τ
−1
β,z.
examples k(τ) which admit a threshold βc. Increasing β
from 0 to 1, Λβ,z increases monotonically with a shallow
slope, while past βc, the slope of the growth rate changes
markedly (Fig. 1B).
Localization phase transition of population age struc-
ture. We now show that the threshold behavior iden-
tified above constitutes a phase transition in the strict
sense. We map the population to a statistical mechan-
ical ensemble, as follows. From the viewpoint of single
cell lineages – i.e. the history of an individual and all of
its ancestors – an age-structured population constitutes
an ensemble of trajectories: the sequence of IDTs along
a lineage (. . . , τi−1, τi, τi+1, . . .) is analogous to a micro-
scopic state of a large system (e.g. configuration of spins
on a lattice, conformation of a polymer in space, etc.);
while a single ancestral cell division τi specifies the state
of a single component (e.g a spin, or a monomer). The
population is an ensemble of lineages, and the steady-
state population growth rate is its free energy [6, 13].
To analyze the structure of lineages observed above
and below βc, we consider the number of generations with
which the same IDT is consecutively inherited, which
we denote by m and call the “block size”. The proba-
bility distribution of m over lineages is analogous to a
correlation function, and its mean measures the typical
correlation length. To compute these quantities, we let
(τ ′, τ) denote a pair of IDTs, where τ ′ and τ are parent
and offspring IDTs, respectively. From (3) one can infer
3that the stationary probability density to find (τ ′, τ) is
ze−ΛτK (τ, τ ′) pdiv (τ
′). In particular, the probability of
observing (τ, τ) is βze−Λτpdiv (τ). Repeatedly multiply-
ing βze−Λβ,zτ , the probability for τ drawn from pdiv (τ)
to be inherited at least m − 1 times is
(
βze−Λβ,zτ
)m−1
,
hence the joint probability distribution of block size m
and IDT τ is
plin (m, τ) :=
(
1− βze−Λβ,zτ
) (
βze−Λβ,zτ
)m−1
pdiv (τ) .
(9)
For β < βc, the mean block size on lineage is
mβ,z :=
∑
m≥1
∫ ∞
0
m · plin (m, τ) dτ <∞ , (10)
and the probability distribution of IDT on lineage, also
known as the ancestral distribution [10], is
plin (τ) :=
∑
m≥1m · plin (m, τ)
mβ,z
, (11)
and represents the probability distribution of IDTs of an-
cestors in the infinite past [6]. For β > βc, mβ,z diverges
and plin (τ) must be computed as an appropriate limit
[6]; we obtain
plin (τ) =


(1−β)k(τ)ze−Λβ,zτ
mβ,z(1−βze−τΛβ,z)
2 ,
δ (τ − τ0) ,
0 ≤ β < βc
βc < β < 1
. (12)
The expression indicates that the IDT distribution on
lineages in the population is localized entirely at τ = τ0
above βc, despite the fact that the IDT distribution of
isolated lineages remains k (τ).
The mean block size mβ,z serves as an order parameter
that diverges for β > βc, and the continuity of the phase
transition can be characterized by its behavior near βc.
If limβ↑βc mβ,z =∞, the transition is a continuous phase
transition, while if limβ↑βc mβ,z <∞ the transition is re-
ferred to as discontinuous, or ‘first-order’. Analogously,
the lineage mean IDT, τβ,z :=
∫∞
0
τplin (τ) dτ , which is
given by ∂Λβ,z/∂ log z (i.e. a first-order derivative of the
free energy [6]), exhibits the same type of phase transi-
tion. Examples of the β dependence of mβ,z and τβ,z are
shown in Fig. 1C and D. Assuming the law of large num-
bers, τ−1β,z ≃
D/t and m−1β,z ≃
S/D hold where D and S de-
note the number of divisions and the number of switches
to different values of τ on lineage, respectively [6].
Using the form of k (τ) as in Fig. 1, where k(τ) ∼
(τ − τ0)
γ for τ near τ0, and computing mβ,z we find that
the phase transition is continuous for 0 < γ ≤ 1, and
becomes discontinuous for γ > 1. For the latter type
of transition, one expects to observe coexistence of two
phases at the transition point, which is seen in numerical
simulations of finite populations shown below (Fig. 2B).
We can also compute the marginal probability distribu-
tion pMlin (m) of block size m, which decays exponentially
FIG. 2. Aging of growth rates in a finite population. The
parameters are as in Fig. 1 using α = 4, which exhibits a
first-order localization transition. In simulations, some of the
cells in the population may be removed when newborn cells
appear in order to keep the population size N = 100 con-
stant. See [6] for simulation details. βc,N = 0.73. (A-D)
Time courses of reciprocal empirical minimal IDT τˆ−10 (top,
orange, solid) compared with the minimal IDT τ−10 (gray,
dashed line) and growth rates (bottom, blue, solid) compared
with predicted stationary value (gray, dashed line). (A) is
below the transition (β = 0.5) and the initial state is sampled
from the delocalized state. (B) shows coexistence of delocal-
ized and localized states (β = 0.7, starting from the delocal-
ized state). Time courses of growth rates are compared to
τˆ−10 log (βz) (orange dot). (C) Time courses above the tran-
sition showing aging dynamics (β = 0.8, starting from the
delocalized state). (D) For β = 0.8, when the initial popula-
tion is sampled from predicted stationary solution, the growth
rates fluctuate around the theoretically predicted stationary
growth rate. (E, F) Growth rate vs β. The initial condi-
tion was chosen as delocalized state for (E) and predicted
stationary for (F). For each β and stationary conditions, 10
simulations were run, and the mean is plotted with error bars
showing the standard deviation.
below the transition, and follows power law statistics,
pMlin (m) ∼ m
−γ−1 for large m, in the limit β ↑ βc as ex-
pected for correlation functions in the vicinity of a phase
transition [6]. Such an appearance of long memory of
IDT inheritance at the transition point is likewise ob-
served in simulations (Fig. 2B).
Aging of long-term growth rate in finite populations.
In finite sized populations, the stationary distribution (8)
for β > βc is not achievable because any parent cell with
IDT τ ′ > τ0 has probability zero of generating offspring
with IDT τ0. Additionally, the distribution (8) cannot be
4maintained as a steady-state because cells with IDT τ0
can be lost from the population within finite time due to
coalescence. To observe dynamics in finite populations,
we conducted exact stochastic simulations in which cells
are randomly removed to maintain a fixed population size
[6]. We sampled the initial population with size N = 100
independently from the stationary probability distribu-
tion with β = 0, which we refer to as the delocalized
state, and simulated the population forward in time for
a given value of β > 0.
In simulations with β < βc, growth rates Λt fluctuate
around the expected steady-state growth rate (Fig. 2A).
For β slightly above βc, however, Λt exhibits sudden tran-
sitions between two distinct, long-lived states (Fig 2B),
which is expected for systems near a first-order phase
transition. One of these states represents localization at
the empirical minimum IDT, denoted by τˆ0, which is the
minimum IDT among all the dividing cells within each
time bin [6]. In this state, the growth rate fluctuates
around τˆ−10 ln (βz) over a sufficient period during which
τˆ0 is constant. The other phase represents delocalization,
where τˆ0 exhibits large fluctuations. For higher values of
β, the observed growth rate increases stepwise and fluctu-
ates around τˆ−10 ln (βz) (Fig. 2C). In this case, a fraction
of the population localized at τˆ0 is maintained over a sig-
nificant time interval until a new value of τˆ0 replaces the
current empirical minimum IDT. The time intervals be-
tween these replacement events become increasingly long
as τˆ0 approaches τ0, because IDTs that are shorter than
the current minimum become increasingly rare. When
the simulation starts with the population sampled from
the predicted stationary probability distribution with the
same β used in Fig. 2C, Λt fluctuates around τˆ
−1
0 ln (βz)
and τˆ0 = τ0 is preserved over the entire simulation time
(Fig. 2D). Values of Λt at different simulation times are
plotted as function of β initialized at either the delocal-
ized state (Fig. 2E) or the predicted stationary solu-
tion (Fig. 2F). For both initial conditions, the curve at
t = 104 possesses an inflection point βc,N slightly greater
than βc, which we refer to as the effective transition point
at fixed population size N (see [6] for detailed definition).
For both of these initial conditions, the population would
reach the steady-state where τˆ0 fluctuates around some
specific τopt (> τ0) but it was not observed in reasonable
simulation time due to the observed aging behavior of
the dynamics. Despite this challenge in numerically ob-
serving the true steady-state, due to the slow aging of
the dynamics, our finite population simulations demon-
strate the existence of the transition point above which
the localized phase emerges in the dynamics, and that the
dependence of the observed growth rate on β is quantita-
tively predicted by theoretical analysis of the stationary
solution.
Collective divisions and cell cycle synchronization. In
addition to aging dynamics, we observed collective divi-
sions within the population above the transition (Fig.
3). The number of divisions that occurred, binned in
short intervals, is plotted over time. Compared to Figs.
3A and C, Fig. 3E shows division events occurring col-
lectively and periodically. Its auto-correlation function
does not oscillate below the transition (3B), but exhibits
decaying oscillations near the transition point (3D) and
sustained oscillations above the transition (3F). The fact
that the period of the autocorrelation function is close to
τ0 reflects localization at τˆ0 close to τ0. We also tested
the robustness of the transition properties to noise in the
inheritance of IDTs by allowing small fluctuations of the
offspring’s IDT when it inherits its parent’s IDT with
probability β. To do so, we modified the transition ker-
nel to be
K (τ, τ ′) = βpnorm (τ − τ
′, σ) + (1− β) k (τ) (13)
where pnorm (x, σ) is a normal distribution density func-
tion with standard deviation σ, truncated at τ0. As a
result, the population can reach equilibrium over a rea-
sonable time scale, that is, the long-term behaviors coin-
cide between the two distinct initial conditions (Figs. S6
and S7 in [6]). Even without exact inheritance of parental
IDTs, signatures of the phase transition are still observed
(Figs. S8-S15 in [6]). Collective divisions are weaker but
still detectable through the decaying oscillations of the
autocorrelation function of divisions in population (Figs.
S16 and S17 in [6]). Division rate oscillations have also
been predicted to arise in cell size control models, due to
negative IDT correlations [14].
Discussion. We analyzed how the strength of the
inter-division time heritability affects age-structured
population dynamics. In a model with heritable cell cy-
cle durations first introduced in [7], we demonstrated the
existence of a localization phase transition. While the
existence of a heritability threshold βc was not explicitly
suggested in [7], the potential limit on the validity of the
stationary solution was pointed out. A similar localiza-
tion transition in exponentially growing populations is
known in mutation-selection models of theoretical pop-
ulation genetics [10, 15, 16]. For example, Kingman’s
house-of-cards model [16] describes population dynamics
on a specific type of fitness landscape, which exhibits lo-
calization at maximal fitness below a critical mutation
rate. The localization phase transition as a stationary
state in the house-of-cards model can be generalized to
include cases where fitness is correlated between parent
and offspring, and the existence and the uniqueness of the
stationary solutions has been proven using the theory of
positive linear operators [17].
We showed that the signature of localization phase
transition can be observed even in finite populations as
small as 100 cells, which is comparable to the capacity
allowed by typical microfluidic experiments [3, 18, 19],
indicating that this transition could in principle be ex-
perimentally observed. Above the transition, population
5FIG. 3. Synchronization of cell-cycles above the transition.
The simulation is initialized by the delocalized state. The
parameters are as in Fig. 2 using α = 4 and N = 100.
βc,N = 0.73. Number of divisions binned over 0.1 doubling
time (A, C, E) and their auto-correlations (B, D, F) are
shown. Simulations are run over 104 time units and the last 10
time units of the series are shown for A, C and E, where time
point 0 indicates the simulation end. Auto-correlations are
computed over entire time series. The correlation coefficient
is normalized to equal 1 at zero lag. Dotted line indicates
zero correlation. (A,B) Below the transition (β = 0.6) timing
of divisions are not synchronized. (C, D) Near the transition
point (β = 0.7), timing of divisions are partially synchro-
nized, observed as decaying oscillation of the auto-correlation
function. (E, F) Above the transition (β > βc,N ), collective
divisions are observed indicating self-synchronization of cell
cycles.
growth rates exhibit aging dynamics. Similar phenom-
ena are seen in evolution in random unbounded fitness
landscape with rare mutation rate in finite population,
known as the “diluted record process” [20] or “succes-
sional mutation regime” [21]. While the distribution and
auto-correlation of individual fitness are difficult to mea-
sure in reality, measuring those of IDTs is highly feasible
using in vivo single cell tracking in microfluidics-based
experiments. The aging dynamics we observed in age-
structured populations are closely related to the emer-
gence of self-synchronized cell-cycles (Fig. 3). Future
work on the spectral structure of the linear semigroup of
age-structured population dynamics [22, 23] may further
elucidate the emergence of synchronized growth above
the transition.
While aging dynamics above the transition are specific
to the noiseless inheritance of IDT, we found that the
signature of localization and self-synchronization can still
be observable in “noisier” inheritance systems. This re-
sult indicates that our analytical results are applicable to
real biological systems in which IDT heritability is noisy.
The Lebowitz-Rubinow model does not include cell-cell
interactions which are thought to be a major mechanism
for cell-cycle synchronization. Remarkably, our analysis
predicts strong but imperfect correlation may be enough
to cause self-synchronization of cell cycles in finite popu-
lations in the absence of cell-cell interactions. Our find-
ings could provide a basis for the design of new types of
synthetic biological oscillators which leverage population-
level selective forces to establish robust cell cycle synchro-
nization and to support sustained oscillations.
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2I. GENERAL STATIONARY SOLUTIONS
Let n (a, τ ; t) da dτ be the expected number of cells
with age a and IDT τ at time t. a is the time since divi-
sion, which is reset to 0 just after division (0 ≤ a < τ).
In particular, ndiv (τ ; t) dτdt := lima→τ n (a, τ ; t) dτdt is
the expected number of dividing cells at age τ during
the infinitesimal interval [t, t+ dt]. For fixed τ , n (a, τ ; t)
satisfies the partial differential equation:
∂n (a, τ ; t)
∂a
+
∂n (a, τ ; t)
∂t
= 0 (S1)
We denote the initial distribution of a and τ by
n (a, τ ; 0) = n0 (a, τ). Then the solution of Eq. (S1)
satisfies
n (a, τ ; t) =
{
n (0, τ ; t− a) t > a
n0 (a− t, τ) t ≤ a
(S2)
Let K (τ, τ ′) denote the transition probability density
from τ ′ to τ . The boundary condition is given by
n (0, τ ; t) = z
∫ ∞
0
K (τ, τ ′)ndiv (τ
′; t) dτ ′ (S3)
Let
Nt :=
∫ ∞
0
∫ τ
0
n (a, τ ; t) da dτ (S4)
denote the expected population size at time t (relative to
the initial population size) and
p (a, τ ; t) := n (a, τ ; t) ·N−1t (S5)
denote the probability density of (a, τ) at time t. The
marginal distribution of age is denoted by
page (a; t) :=
∫ ∞
a
p (a, τ ; t) dτ . (S6)
By integration of Eq. (S3), we have∫ ∞
0
n (0, τ ; t) dτ = z
∫ ∞
0
ndiv (τ ; t) dτ (S7)
This equation represents the balance between numbers
of newly formed cells and dividing cells. Thus the expo-
nential growth rate at time t, denoted by Λt, is
Λt :=
d
dt
lnNt = N
−1
t
∫ ∞
0
(∫ τ
0
∂n (a, τ ; t)
∂t
da
)
dτ
= −N−1t
∫ ∞
0
(∫ τ
0
∂n (a, τ ; t)
∂a
da
)
dτ
= N−1t
∫ ∞
0
(n (0, τ ; t)− ndiv (τ ; t)) dτ
=
(
1− z−1
)
page (0; t) (S8)
This definition of time-dependent growth rate is
equivalent to its definition in Main Text (Λt :=
(z − 1)Ndiv (t)/N (t)) because page (0; t) = zNdiv (t)/N (t).
Three interelated distributions of IDTs can be defined,
as follows: (i) the offspring’s IDT distribution,
pbirth (τ ; t) :=
p (0, τ ; t)
page (0; t)
=
1− z−1
Λt
p (0, τ ; t) , (S9)
which is the probability distribution of τ conditioned on
a = 0; (ii) the parent’s IDT distribution,
pdiv (τ ; t) :=
ndiv (τ ; t)∫∞
0
ndiv (τ ; t) dτ
=
z · ndiv (τ ; t)
Ntpage (0; t)
=
{
z Λt−τΛt e
−
∫ t
t−τ
Λsdspbirth (τ ; t− τ) τ < t
z Λ0Λt e
−
∫
t
0
Λsdsp (τ − t, τ ; 0) τ ≥ t
,
(S10)
which is the probability distribution of age among divid-
ing cells at time t; and (iii) the population’s IDT distri-
bution,
pidt (τ ; t) :=
∫ τ
0
p (a, τ ; t) da , (S11)
i.e. the marginal of p (a, τ ; t) with respect to τ , which is
the probability distribution of τ at time t.
The joint distribution of τ and a at time t can be ex-
pressed as
p (a, τ ; t) =
{
Λte
−
∫ t
t−a Λsds
1−z−1 pbirth (τ ; t− a) a < t
e−
∫
t
0
Λsdsp (a− t, τ ; 0) a ≥ t
(S12)
Stationary distributions are found by substituting
p (a, τ ; t) = p (a, τ), which is independent of t.
Accordingly, we denote page (a) :=
∫∞
a
p (a, τ) dτ ,
pidt (τ) :=
∫ τ
0
p (a, τ) da, pbirth (τ) := p (0, τ) /page (0)
and pdiv (τ) := p (τ, τ) /
∫∞
0 p (τ
′, τ ′) dτ ′. Let Λ :=(
1− z−1
)
page (0) denote the steady-state population
growth rate. Then we formally obtain
p (a, τ) = e−Λap (0, τ)
=
Λ
1− z−1
e−Λapbirth (τ) (S13)
page (a) =
Λ
1− z−1
e−Λa
∫ ∞
a
pbirth (τ) dτ (S14)
pdiv (τ) = ze
−Λτpbirth (τ) (S15)
and
pidt (τ) =
1− e−Λτ
1− z−1
pbirth (τ) , (S16)
where Λ and pbirth (τ) are determined as the solutions of
pbirth (τ) = z
∫ ∞
0
K (τ, τ ′) e−Λτ
′
pbirth (τ
′) dτ ′ , (S17)
3or equivalently,
pdiv (τ) = ze
−Λτ
∫ ∞
0
K (τ, τ ′) pdiv (τ
′) dτ ′ . (S18)
Using the above, we obtain the relation
pbirth (τ) =
z − 1
z
pidt (τ) +
1
z
pdiv (τ) . (S19)
Eq. (S3) becomes at stationary state
pbirth (τ) =
∫ ∞
0
K (τ, τ ′) pdiv (τ
′) dτ ′ . (S20)
II. β AS CORRELATION COEFFICIENT
The covariance between mother and daughter IDTs of
isolated single cells at steady state is given by∫ ∞
0
dτ
∫ ∞
τ0
dτ ′ττ ′K (τ, τ ′) k (τ ′)−
(∫ ∞
0
τk (τ) dτ
)2
= β
(∫ ∞
0
τ2k (τ) dτ −
(∫ ∞
0
τk (τ) dτ
)2)
(S21)
Thus, we find that β is the Pearson correlation coefficient.
III. STATIONARY SOLUTION IN THE
LEBOWITZ-RUBINOW MODEL
In this section, we derive the stationary distribution
for pdiv given in the main text Eq. (8), and determine
the conditions in which a heritability threshold exists.
Let [τ0, τ1] be the support of the IDT distribution k(τ)
supp(k) := {τ ∈ R|k(τ) 6= 0} = [τ0, τ1] . (S22)
Here, we consider the general case 0 ≤ τ0 < τ1 ≤ ∞,
while in the main text and throughout the other sections
of the Supplement, we present results for τ0 > 0 and
τ1 =∞. We recall that the function k (τ) is non-negative
and normalized such that
∫ τ1
τ0
k (τ) dτ = 1; the parameter
z denotes the average number of offspring (0 < z < ∞);
and β denotes the IDT heritability (0 ≤ β < 1).
The stationary distribution pdiv is a probability mea-
sure on the interval [τ0, τ1] (see Sec. III B for details on
the measure-theoretic formulation). We wish to deter-
mine the range of β for which pdiv can be expressed by
a probability density function pdiv(τ); in such cases sub-
stituting Eq. (1) in Eq. (3), we obtain
pdiv (τ) =
(1− β) zk (τ)
eΛτ − βz
, (S23)
and Λ is determined by the normalization condition∫ τ1
τ0
pdiv (τ) dτ =
∫ τ1
τ0
(1− β) zk (τ)
eΛτ − βz
dτ = 1 . (S24)
If the above normalization condition does not admit a so-
lution Λ < ∞ such that the integrand is a non-negative
function of τ , the measure pdiv is not equivalent to a
density function (formally, it is not absolutely continu-
ous with respect to Lebesgue measure), and, as we will
show below, the measure contains a singular portion cor-
responding to a delta function (i.e. a Dirac measure).
To determine the conditions such that pdiv is given by
a density, we define
qβ,z,λ (τ) :=
(1− β) zk (τ)
eλτ − βz
, (S25)
and its integral on [τ0, τ1],
Q (β, z, λ) :=
∫ τ1
τ0
qβ,z,λ (τ) dτ. (S26)
For fixed β, z, and k(τ), pdiv is given by a density if
and only if there exists λ < ∞ for which the following
conditions both hold:
Condition 1 qβ,z,λ (τ) ≥ 0 for any τ ∈ [τ0, τ1].
Condition 2 Q (β, z, λ) = 1.
As we will see below, condition 2 may not be satisfied
even though condition 1 holds for a range of λ.
We characterize the range of β for which pdiv has a
density by the value βc, which is defined as the supremum
over the set of β for which both conditions can be satisfied
for some λ <∞, given z and k(τ) are fixed; that is,
βc := sup{β : 0 <β < 1 and ∃ λ <∞ (S27)
s.t. conditions 1 and 2 both hold},
or βc := 0 if the above set is empty.
When βc = 1, pdiv is given by a density for all values
of β. If βc < 1, then the system undergoes a phase
transition as β increases past βc, such that for β > βc,
pdiv is not given by a density, and contains a singular
portion that is localized at a single point. We refer to a
system for which βc < 1 as one that exhibits a heritability
threshold ; and refer to pdiv as being localized if β > βc or
delocalized if β < βc. Below, we show that the behavior
of pdiv at precisely β = βc depends on additional details
including the form of k(τ).
In Sec. III A, we determine the general conditions in
which there exists a heritability threshold, i.e. when βc <
1. In Sec. III B, we derive the form of pdiv in the localized
state. In Sec. III C we provide an explicit calculation of
βc in a special case, and in Sec. III D we discuss the case
β = 0.
A. Heritability threshold
Throughout this subsection, we assume 0 < β < 1
unless otherwise noted. We consider the definition of βc
4given in (S27), and observe that condition 1 is satisfied
if and only if
ω0 (β, z) ≤ λ <∞ (S28)
where
ω0 (β, z) :=

ln (βz)/τ1, 0 < βz < 1
0, βz = 1
ln (βz)/τ0, βz > 1 .
(S29)
If τ0 > 0, then ω0 is finite and there exists a non-empty
range of λ satisfying (S28). If τ0 = 0, then the range
(S28) is non-empty if and only if βz ≤ 1 (since for βz > 1
we have ω0 =∞).
To additionally satisfy condition 2, we first identify the
values of λ such that Q (β, z, λ) < ∞. For any λ in the
range
ω0(β, z) < λ <∞ , (S30)
we can bound the integral in (S26) yielding
Q (β, z, λ) ≤ max
(
(1− β) z
eλτ0 − βz
,
(1− β) z
eλτ1 − βz
)
(S31)
and the right-hand side is finite if and only if βz 6= 1 or
τ0 6= 0. Thus, we have Q (β, z, λ) <∞ for all λ satisfying
(S30) except in the special case in which both βz = 1 and
τ0 = 0. We will treat that case separately when needed
below.
Given that Q (β, z, λ) < ∞, we have that Q (β, z, λ)
monotonically decreases as λ increases because
∂
∂λ
Q (β, z, λ) = −
∫ τ1
τ0
(1− β) zτeλτk (τ)
(eλτ − βz)
2 dτ < 0 .
(S32)
For sufficiently large λ,
Q(β, z, λ) ≤
(1− β)z
eλτ0 − βz
, (S33)
and thus limλ→∞Q (β, z, λ) = 0 if τ0 > 0. If τ0 = 0 (and
thus βz ≤ 1 by condition 1), limλ→∞Q (β, z, λ) = 0
likewise holds because for any ǫ ∈ (0, τ1),
Q(β, z, λ) ≤
(1 − β)z
1− βz
∫ ǫ
0
k(τ)dτ +
(1− β)z
eλǫ − βz
∫ τ1
ǫ
k(τ)dτ .
(S34)
Therefore, over the range of λ satisfying condition 1, we
have shown that Q (β, z, λ) monotonically decreases to
0 with increasing λ. We conclude that condition 2 is
satisfied if and only if
Q0 (β, z) := lim
λ↓ω0(β,z)
Q (β, z, λ) ≥ 1 . (S35)
In this case, pdiv is delocalized and the long-term
growth rate Λβ,z is given by the unique solution of
Q(β, z,Λβ,z) = 1, where ω0(β, z) ≤ Λβ,z <∞.
To determine when (S35) is satisfied, we analyze
separately the cases z > 1, z = 1 and 0 < z < 1 below.
We treat the case β = 0 separately in Sec.III D, while
for the cases below we will always have 0 < β < 1.
Case I: z > 1
Given that 0 < β < 1, we consider three sub-cases
below, consisting of βz < 1, βz > 1, and βz = 1.
Sub-case I-1: βz < 1. In this case, we have ω0(β, z) =
ln(βz)/τ1 ≤ 0. Since Q(β, z, λ) increases for decreasing
λ, we have by the definition in (S35) that Q0(β, z) ≥
Q(β, z, 0). Since Q(β, z, 0) = (1− β) z/(1− βz), and given
that we have assumed z > 1, we have Q(β, z, 0) > 1.
Hence, Q0(β, z) > 1 and condition 2 holds for β < z
−1.
We conclude that βc ≥ z
−1.
Sub-case I-2: βz > 1. We have already seen that
for βz > 1 and τ0 = 0, condition 1 cannot be satisfied
implying that βc ≤ z
−1. Since sub-case I-1 above yielded
βc ≥ z
−1, which holds in general, we conclude that if
τ0 = 0 then βc = z
−1.
We now consider τ0 > 0. Below, we show that for
βz > 1, Q0 (β, z) <∞ if and only if∫ τ1
τ0
k (τ) dτ
τ − τ0
<∞ . (S36)
WhenQ0(β, z) =∞, Eq. S35 is satisfied, hence condition
2 is satisfied for all β > z−1; this implies that βc = 1.
We thus turn to cases when Q0(β, z) < ∞. We have
ω0(β, z) = ln(βz)/τ0, from which
Q0 (β, z) =
1− β
β
∫ τ1
τ0
k (τ)
(βz)
τ/τ0 − 1 − 1
dτ (S37)
and
∂
∂β
Q0 (β, z) = −
1
β2
∫ τ1
τ0
(
(1 + (1− β) (τ/τ0 − 1)) (βz)
τ/τ0 − 1 − 1
)
k (τ)(
(βz)
τ/τ0 − 1 − 1
)2 dτ < 0, (S38)
5since (1 + (1− β) (τ/τ0 − 1)) (βz)
τ/τ0 − 1 ≥ 1 holds for τ ∈
[τ0, τ1] with equality only when τ = τ0. That is, Q0 (β, z)
is monotonically decreasing as β increases over the range
z−1 < β < 1. Since relation (S36) holds, Eq. S37
yields limβ→z−1 Q0 (β, z) = ∞ and limβ→1Q0(β, z) = 0;
therefore, there exists βc such that Q0 (βc, z) = 1 with
z−1 < βc < 1, i.e. a heritability threshold exists.
In summary, if τ0 > 0 and z > 1, we conclude that
z−1 < βc < 1 if
∫ τ1
τ0
dτk (τ)/(τ − τ0) < ∞, and βc = 1
otherwise. We know that pdiv is localized (delocalized) if
β > βc (β < βc). Moreover, since Q0(βc, z) = 1 satisfies
(S35), we have that at β = βc, pdiv is delocalized. If
τ0 = 0, we have βc = z
−1; the behavior of pdiv at βc
corresponds to the unique special case in which the bound
given in (S31) is not finite, and Q(β, z, λ) < ∞ may or
may not hold. This special case is analyzed next.
Sub-case I-3: β = z−1. We only need to analyze the
case τ0 = 0, since for τ0 > 0, we showed above that
βc > z
−1, hence we know that pdiv is delocalized for
β = z−1. For τ0 = 0, we have
Q (β, z, λ) = Q
(
z−1, z, λ
)
=
∫ τ1
0
(z − 1) k (τ)
eλτ − 1
dτ ,
(S39)
where the integral may diverge or converge for λ >
ω0(z
−1, z) = 0. If
∫ τ1
0
τ−1k (τ) dτ = ∞, Q
(
z−1, z, λ
)
=
∞ for any λ > 0 and condition 2 cannot be satisfied. If∫ τ1
0
τ−1k (τ) dτ < ∞, Q
(
z−1, z, λ
)
< ∞ for all λ > 0,
and the argument leading to relation (S35) applies.
In summary, for τ0 = 0 and z > 1, the system exhibits
a heritability threshold, given by βc = z
−1. Convergence
or divergence of
∫ τ1
0
τ−1k (τ) dτ affects the uniqueness
of the stationary solution at β = βc (see Sec. III B).
In conclusion, for z > 1 we have shown that
βc

= z−1, if τ0 = 0,
> z−1, if τ0 > 0 and
∫ τ1
τ0
k(τ)/(τ − τ0) <∞,
= 1, if τ0 > 0 and
∫ τ1
τ0
k(τ)/(τ − τ0) =∞ .
(S40)
Case II: z = 1
Since Q (β, 1, 0) = 1, Λ = 0 is the unique solution of
Q (β, 1,Λ) = 1. Thus βc = 1 for z = 1.
Case III: 0 < z < 1
For z < 1, we have 0 < βz < 1, ω0(β, z) = ln(βz)/τ1 ≤
0, and
Q0 (β, z) =
1− β
β
∫ τ1
τ0
k (τ)
(βz)
τ/τ1 − 1 − 1
dτ . (S41)
If τ1 = ∞, Q0 (β, z) = (1− β) z/(1− βz) < 1 and thus
by relation (S35) condition 2 cannot be satisfied for any
value of β, implying βc = 0.
If τ1 <∞, we show below that for βz < 1, Q0(β, z) <
∞ if and only if ∫ τ1
τ0
k (τ) dτ
τ1 − τ
<∞ . (S42)
If Q0 (β, z) =∞, then relation (S35) implies that βc = 1.
For Q0 (β, z) <∞, we can show that
∂
∂β
Q0 (β, z) = −
1
β2
∫ τ1
τ0
(
(1 + (1− β) (τ/τ1 − 1)) (βz)
τ/τ1 − 1 − 1
)
k (τ)(
(βz)
τ/τ1 − 1 − 1
)2 dτ < 0 . (S43)
To prove this inequality, it suffices to prove that
((1− β)x− 1) (βz)
−x
+ 1 > 0 for x ∈ (0, 1); since
(βz)x < βx for x > 0, the result will follow by show-
ing that βx < 1− (1− β)x for x ∈ (0, 1). To see this, we
define f(x) := 1−(1−β)x−βx, which has a unique max-
imum at x∗ := ln[(β − 1)/ln β]/ lnβ. 0 < 1 − β < − lnβ
implies x∗ > 0 and β−1 − 1 > − lnβ implies x∗ < 1.
Together with f(0) = f(1) = 0 and continuity of f(x)
and f ′(x), f(x) > 0 is true for x ∈ (0, 1).
Next, we show that limβ↑1Q0 (β, z) = 0 and
limβ↓0Q0 (β, z) =∞. We have
lim
β↑1
Q0 (β, z) = 0 ·
∫ τ1
τ0
k (τ)
zτ/τ1 − 1 − 1
dτ = 0, (S44)
since the integral converges by relation (S42) which holds.
For τ0 > 0, we can bound the integral in (S41) to obtain
Q0 (β, z) ≥
(1− β) z
(βz)
τ0/τ1 − βz
, (S45)
while for τ0 = 0, given ǫ ∈ (0, τ1) we have
Q0 (β, z) ≥ (1− β) z
(
(βz)
ǫ/τ1 − βz
)−1 ∫ τ1
ǫ
k (τ) dτ ;
(S46)
hence limβ↓0Q0 (β, z) = ∞. Therefore, there exists 0 <
βc < 1 such that Q0 (βc, z) = 1.
6In conclusion, for 0 < z < 1 we have shown that
βc

= 0, if τ1 =∞,
< 1, if τ1 <∞ and
∫ τ1
τ0
k(τ)/(τ1 − τ) <∞,
= 1, if τ1 <∞ and
∫ τ1
τ0
k(τ)/(τ1 − τ) =∞ .
(S47)
Table S2 provides a summary of the results obtained in
this subsection.
Necessary and sufficient condition for Q0 (β, z) <∞
It suffices to prove that
∫ τ1
τ0
k(τ)dτ/(τ − τ0) <∞ is equiv-
alent to Q0 (β, z) <∞ when τ0 > 0, z > 1 and βz > 1. In
the same way one can show that for τ1 <∞, 0 < z < 1,
and βz < 1,
∫ τ1
τ0
k(τ)/(τ1 − τ) <∞ is the equivalent condi-
tion.
We write
Q0 (β, z) · β/ (1− β) =
∫ τ1
τ0
k (τ)
(βz)τ/τ0−1 − 1
dτ (S48)
=
∫ τ0+ǫ
τ0
k (τ)
(βz)
τ/τ0−1 − 1
dτ +
∫ τ1
τ0+ǫ
k (τ)
(βz)
τ/τ0−1 − 1
dτ
where 0 < ǫ ≪ 1. The second term of RHS is finite,
while the integrand of the first term can be expanded
with respect to τ − τ0, yielding∫ τ0+ǫ
τ0
k (τ)
ω0
(
1
τ − τ0
+O (1)
)
dτ
=
1
ω0
∫ τ0+ǫ
τ0
k (τ)
τ − τ0
dτ +O (ǫ) (S49)
where ω0 = τ
−1
0 ln (βz). Thus, for any β satisfy-
ing z−1 < β < 1, Q0 (β, z) is finite if and only if∫ τ0+ǫ
τ0
k (τ) dτ/(τ − τ0) is finite for small ǫ > 0. This is equiv-
alent to
∫ τ1
τ0
k (τ) dτ/(τ − τ0) <∞.
For example, if k (τ) behaves power of τ − τ0 near τ0,
that is, there exists a real number γ and limτ↓τ0
k(τ)
(τ−τ0)
γ =
A where A is a positive finite constant, then the domi-
nant term of
∫ τ0+ǫ
τ0
k(τ)
τ−τ0
dτ will be A
∫ ǫ
0
xγ−1dx. Thus∫ τ0+ǫ
τ0
k(τ)
τ−τ0
dτ <∞ if and only if γ > 0.
B. Stationary solution for β > βc
For β > βc, the measure pdiv does not have a density
relative to Lebesgue measure µ on the interval [τ0, τ1].
We find that in this regime pdiv includes a Dirac delta
function, and we obtain the exact form of the solution,
which we will show below to be unique.
We seek a solution of the form
pdiv (τ) = p˜ (τ) + C1δ (τ − τ∗) (S50)
where τ∗ ∈ [τ0, τ1], C1 > 0, δ (·) denotes the Dirac delta
function, and p˜ (τ) ≥ 0 is a Lebesgue integrable function
on [τ0, τ1], i.e. p˜ ∈ L
1(µ). The normalization is given by∫ τ1
τ0
pdiv (τ) dτ = 1. Substituting Eq. (S50) in Eq. (3)we
have(
1− βze−Λτ
)
p˜ (τ) = (1− β) ze−Λτk (τ) , (S51a)(
1− βze−Λτ∗
)
C1 = 0. (S51b)
Since p˜ (τ) ≥ 0 for τ ∈ [τ0, τ1], Λ ≥ ω0 (β, z); and C1 > 0
implies Λ = ln (βz) /τ∗ ≤ ω0 (β, z) for τ∗ ∈ [τ0, τ1]. Thus
Λ = ω0 (β, z) = ln (βz) /τ∗ . (S52)
Using β > βc ≥ z
−1 for z > 1, we have βz > 1 hence
ω0 = ln(βz)/τ0; while for z < 1, βz < 1 yields ω0 =
ln(βz)/τ1. These relations together with (S52) imply
τ∗ =
{
τ0, z > 1
τ1, z < 1 .
(S53)
Due to the normalization
∫ τ1
τ0
pdiv (τ) dτ = 1,
C1 = 1−Q (β, z, ω0 (β, z))
= 1−
∫ τ1
τ0
(1− β) zk (τ ′)
(βz)
τ′/τ∗ − 1 − βz
dτ ′ , (S54)
and 0 < C1 ≤ 1 holds because Q (β, z, ω0 (β, z)) =
Q0(β, z) < 1 for β > βc.
To summarize, for τ0 > 0, z > 1 and β > βc,
Λ =
ln (βz)
τ0
, (S55a)
pdiv (τ) = qβ,z,Λ (τ) + (1−Q (β, z,Λ)) δ (τ − τ0) ,
(S55b)
and for τ1 <∞, z < 1 and β > βc,
Λ =
ln (βz)
τ1
, (S56a)
pdiv (τ) = qβ,z,Λ (τ) + (1−Q (β, z,Λ)) δ (τ − τ1) .
(S56b)
We note that in the limits τ0 → 0 and τ1 → ∞, the
limiting forms of the solution above are likewise valid.
The case in which z > 1 and τ0 → 0 is unique in that we
have Λ = ∞ and Q(β, z,Λ) = 0, hence pdiv = δ(τ − τ0)
for all β > βc = z
−1, and the entire population is local-
ized at τ0 above the transition. Moreover, in this special
case, uniqueness of the solution at β = βc is dependent
on whether or not
∫ τ1
0
τ−1k(τ)dτ converges, as discussed
below.
For cases in which z < 1, a finite population will
eventually go extinct, and in practice the stationary
solution Eq. (S56) may or may not be realized before
extinction occurs. Lastly, we remark that Eqs. (S55b)
and (S56b) also hold for β < βc as Q(β, z,Λ) = 1.
7Uniqueness of the solution. We establish existence
and uniqueness of the stationary solution by the same
approach used in [1] to study Kingman’s “house of cards”
model in evolutionary dynamics.
We set X = [τ0, τ1], and let B(X) be the collection of
Borel sets in X , let P denote the set of all Borel prob-
ability measures on X , and let µ denote the Lebesgue
measure on X . Eq. (3) is rewritten for a stationary
probability measure P ∈ P as
P (A) =
∫
A
βze−ΛτP (dτ) +
∫
A
(1− β) ze−Λτk (τ)µ (dτ)
(S57)
for any set A ⊂ B(X), and where P (X) = 1.
Given that P ∈ P of Eq. (S57) exists, then by
the Lebesgue decomposition theorem there exist unique
Pa, Ps ∈ P and a number C1 ∈ [0, 1] such that
P = (1− C1)Pa + C1Ps (S58)
where Pa is absolutely continuous with respect to µ and
Ps is singular with respect to µ; i.e. there exists f ≥
0 ∈ L1(µ) such that Pa(A) =
∫
A
f(τ)µ(dτ) and Ps is
supported on a µ-null set. Decomposing Eq. (S57) into
absolutely continuous and singular parts with respect to
µ, we have
(1− C1)
∫
A
(1 − βze−Λτ )Pa(dτ)
=
∫
A
(1− β) ze−Λτk (τ)µ (dτ) (S59a)
C1
∫
A
(1− βze−Λτ )Ps(dτ) = 0 (S59b)
From Eq. (S59a),
p˜ (τ) =
(1− β) ze−Λτk (τ)
1− βze−Λτ
, µ-a.s. on [τ0, τ1] (S60)
where p˜ (τ) is a non-negative Lebesgue integrable func-
tion such that (1 − C1)Pa(A) =
∫
A
p˜ (τ)µ (dτ) for any
measurable set A ∈ [τ0, τ1], denoted by (1 − C1)Pa =
p˜ µ in short. p˜ (τ) ≥ 0, µ-a.s. on [τ0, τ1] implies Λ ≥
ω0 (β, z). By the normalization Pa ([τ0, τ1]) = 1, we have
C1 = 1−
∫ τ1
τ0
p˜ (τ)µ (dτ) = 1−Q (β, z,Λ) , (S61)
for Q(β, z,Λ) ≤ 1. From Eq. (S59b), C1 = 0 or
eΛτ = βz, Ps-a.s. on [τ0, τ1] . (S62)
Therefore, if C1 > 0, Ps is the Dirac measure concen-
trated on τ∗, denoted by δτ∗ , with τ∗ = ln (βz)/Λ ∈ [τ0, τ1].
This implies that if C1 > 0 then Λ ≤ ω0 (β, z) and thus
Λ = ω0 (β, z).
From the discussion in Sec. III A, for τ0 > 0 and 0 <
β ≤ βc, there exists Λ ≥ ω0 (β, z) such that Q (β, z,Λ) =
1 and P = p˜ µ. For β > βc, on the other hand, Λ =
ω0 (β, z) and P = p˜ µ+ (1−Q (β, z, ω0 (β, z))) δτ∗ where
τ∗ is given by Eq. (S53).
In the special case of τ0 = 0, for β > βc = z
−1, Λ =
ln(βz)/τ0 = ∞, which yields p˜(τ) = 0, Q(β, z,Λ) = 0,
and C1 = 1; hence the stationary solution P is given by
Dirac measure δτ0 concentrated at τ0 = 0. At β = βc =
z−1, if
∫ τ1
0 τ
−1k(τ)dτ = ∞, we have Q(β, z,Λ) = ∞,
and it is not possible to normalize p˜(τ) for any Λ < ∞;
in this case, the only possible solution of Eq. S59a can
be understood as the limiting case βz ↓ 1, which yields
C1 = 1, Λ = ∞, and P = δτ0 . If on the other hand∫ τ1
0
τ−1k(τ)dτ <∞, then for all 0 ≤ C1 ≤ 1, there exists
Λ(C1) such that Q(z
−1, z,Λ(C1)) = 1− C1, or
1− C1 =
∫ τ1
0
(z − 1)k(τ)
eΛ(C1)τ − 1
µ(dτ) , (S63)
and we obtain solutions at all growth rates Λ ≥ Λ(0).
C. Small variation limit of IDT distribution
We consider the limit in which k(τ) has vanishingly
small variation. We fix τ¯ ∈ [τ0, τ1], and taking the limit
k (τ)→ δ (τ − τ¯ ),
Q (β, z, λ) =
(1− β) z
eλτ¯ − βz
(S64)
and
Q0 (β, z) =
{ (1−β)z
(βz)τ¯/τ0−βz
, 0 < βz < 1
(1−β)z
(βz)τ¯/τ1−βz
, βz > 1 .
(S65)
For z > 1, we have βcz > 1, and Q0 (βc, z) = 1 implies
βc = z
τ0/τ¯−1; while for z < 1, we find βc = z
τ1/τ¯−1.
Therefore
βc =

z
τ1/τ¯−1, 0 < z < 1
1, z = 1
z
τ0/τ¯−1, z > 1
(S66)
We also observe βc ↓ 0 as τ1 ↑ ∞ for z < 1 and βc ↓ ˙z−1
as τ0 ↓ 0 for z > 1. This limiting case is also included in
Table S2.
D. Independent divisions: β = 0
For β = 0, condition 1 is automatically satisfied for
any λ, since q0,z,λ(τ) = ze
−λτk(τ); here we determine
when condition 2 is satisfied.
For z > 1, since Q(0, z, 0) = z > 1, it suffices to show
that Q(0, z, λ) is monotonically decreasing (which follows
from (S32)) to 0 for λ ≥ 0. If τ0 > 0, Q (0, z, λ) is finite
and limλ→∞Q (0, z, λ) = 0 because 0 ≤ Q (0, z, λ) ≤
ze−λτ0 → 0 as λ→∞. If τ0 = 0, limλ→∞Q (0, z, λ) = 0
holds since the argument given at Eq. (S34) holds for
8β = 0. We thus have a unique λ > 0 satisfying conditions
1 and 2.
For z = 1, Q(0, 1, λ) is monotonically decreasing to 0
for λ ≥ 0. Since Q(0, 1, λ) > 1 for any λ < 0, λ = 0 is
the unique root of Q(0, 1, λ) = 1.
Finally, let 0 < z < 1. If τ1 < ∞, then Q(0, z, λ) ≤
ze−λτ1 < ∞ for any λ ≤ 0; in particular, Q(β, z, 0) < 1.
For some ǫ ∈ (0, τ1),
Q (0, z, λ) ≥ z
∫ τ1
ǫ
e−λτk (τ) ≥ ze−λǫ
∫ τ1
ǫ
k (τ) (S67)
Thus limλ→−∞Q (0, z, λ) = ∞. Since Q (0, z, λ) de-
creases monotonically with respect to λ, there is a unique
λ < 0 satisfying conditions 1 and 2. If τ1 = ∞, λ may
be bounded below by λc ∈ (−∞, 0) for Q (0, z, λ) to be
finite. In this case, a unique λ < 0 satisfying conditions 1
and 2 exists as long as limλ↓λc Q (0, z, λ) > 1 holds. For
example, consider k (τ) = τ−2e−τ/
∫
∞
1
τ−2e−τdτ for τ ≥ 1
(τ0 = 1, τ1 = ∞). Then Q (0, z, λ) < ∞ for λ ≥ −1 and
Q (0, z, λ) =∞ for λ < −1. In particular, Q (0, z,−1) =
z/
∫∞
1 τ
−2e−τdτ . Thus if z <
∫∞
1 τ
−2e−τdτ(< 1), there
is no λ such that Q(0, z, λ) = 1.
IV. STATISTICS OF LINEAGES
A. Mean block size for β > βc in finite time
We consider the case in which a heritability thresh-
old βc exists, and analyze β > βc. Then Λβ,z = ω0 =
τ−10 ln (βz). We choose t > 0 large enough so that∫∞
t
k (τ) dτ ≪ 1 and let mt = mt(m, τ) denote the block
size with cutoff ⌊t/τ⌋; we define mt = m if m < ⌊t/τ⌋ and
otherwise mt = ⌊t/τ⌋, where ⌊x⌋ denotes the integer part
of a real x. Let ρ(τ) := βze−ω0τ . Note that ρ(τ) < 1 for
τ > τ0 and ρ(τ) = 1 for τ = τ0. Using Eq. (9), the joint
probability distribution of mt and τ is
p˜lin (mt, τ) = p˜lin (mt|τ) pdiv(τ), (S68)
where
p˜lin (mt|τ) =
{
(1 − ρ(τ))ρ(τ)mt−1, 1 ≤ mt < ⌊t/τ⌋
ρ(τ)mt−1, mt = ⌊t/τ⌋
(S69)
Noting
⌊t/τ⌋∑
mt=1
mt · p˜lin (mt|τ) =
⌊t/τ⌋−1∑
mt=1
mt(1− ρ(τ))ρ(τ)
mt−1
+ ⌊t/τ⌋ ρ(τ)⌊
t/τ⌋−1
=
⌊t/τ⌋∑
mt=1
ρ(τ)mt−1
=
{
1−ρ(τ)⌊t/τ⌋
1−ρ(τ) , τ > τ0
⌊t/τ0⌋ , τ = τ0,
(S70)
the mean block size with cutoff is defined as
mt :=
∫ t
0
dτ
⌊t/τ⌋∑
mt=1
mt · p˜lin (mt, τ)
=
∫ t
0
qβ,z,ω0 (τ)
1− ρ(τ)⌊
t/τ⌋
1− ρ(τ)
dτ
+ (1−Q (β, z, ω0)) ⌊t/τ0⌋ . (S71)
If
∫∞
0
qβ,z,ω0 (τ) (1− βze
−ω0τ )
−1
dτ <∞,
mt = (1−Q (β, z, ω0))
⌊
t
τ0
⌋
+O (1) (S72)
If k (τ) ≃ A (τ − τ0)
α−1
(A is a positive constant
and α > 1) near τ0, we can show that the lead-
ing term of mt is (1−Q (β, z, ω0)) ⌊t/τ0⌋ even when∫∞
0
qβ,z,ω0 (τ) (1− βze
−ω0τ )
−1
dτ = ∞. Let 1 < α ≤ 2.
We show
∫ t
0
qβ,z,ω0 (τ)
1−(βze−ω0τ)
⌊t/τ⌋
1−βze−ω0τ
dτ is bounded by
O
(
t2−α
)
. Let τc := τ0 + τ0/(ω0t). Then
1− (βze−ω0τ )
⌊t/τ⌋
1− βze−ω0τ
≤
{⌊
t
τ0
⌋
, τ0 ≤ τ < τc
(1− βze−ω0τ )
−1
, τ ≥ τc
(S73)
holds. Thus∫ t
0
qβ,z,ω0 (τ)
1− (βze−ω0τ )
⌊t/τ⌋
1− βze−ω0τ
dτ ≤ (S74)⌊
t
τ0
⌋ ∫ τc
τ0
qβ,z,ω0 (τ) dτ +
∫ τm
τc
qβ,z,ω0 (τ)
1− βze−ω0τ
dτ
+
∫ ∞
τm
qβ,z,ω0 (τ)
1− βze−ω0τ
dτ ,
where τm > τc is a constant independent of t. For large
enough t, τm can be close enough to τ0 such that k (τm) ≃
A (τm − τ0)
α−1
and 1 − βze−ω0τm ≃ ω0 (τm − τ0). Note
that the third term of RHS is constant. The first and
second terms are evaluated as∫ τc
τ0
qβ,z,ω0 (τ) dτ = O
((τ0
t
)α−1)
(S75)
and
∫ τm
τc
qβ,z,ω0 (τ)
1− βze−ω0τ
dτ =

O
((
t
τ0
)2−α)
, 1 < α < 2
O
(
ln
(
t
τ0
))
, α = 2
(S76)
Therefore,
∫ t
0 qβ,z,ω0 (τ)
1−(βze−ω0τ)
⌊t/τ⌋
1−βze−ω0τ
dτ is increasing
slower than O (t). Thus, for β > βc, the leading term
of mt is (1−Q (β, z, ω0)) ⌊t/τ⌋ not only when α > 2 but
also when 1 < α ≤ 2.
9B. Lineage IDT distribution for β > βc
Using the same approach as in the calculations above,
we can compute plin(τ) for β > βc as the t→∞ limit of
the finite time version of expression Eq. (11); that is, we
define
p˜lin (τ) :=
∑⌊t/τ⌋
mt=1
mt · p˜lin (mt, τ)
mt
. (S77)
We integrate the above distribution over a small interval
(τ, τ + δt), and using Eqs. S68 and S70, we find∫ τ+δt
τ
p˜lin (τ
′) dτ ′ =

qβ,z,ω0(τ)
mt
· 1−ρ(τ)
⌊t/τ⌋
1−ρ(τ) δt, τ > τ0
1−Q(β,z,ω0)
mt
⌊t/τ0⌋+O(δt), τ = τ0.
(S78)
Using Eq. S72, we see that as t→∞, p˜lin (τ)→ δ(τ−τ0).
C. On-lineage mean IDT
For β < βc, mβ,z <∞ always holds, while for β > βc,
mβ,z =∞, but limβ↑βc mβ,z may diverge or converge de-
pending on k (τ). The distribution plin (τ) converges to
a density as β ↑ βc when limβ↑βc mβ,z <∞. In contrast,
when limβ↑βc mβ,z = ∞, plin (τ) weakly converges to
δ (τ − τ0) as β ↑ βc because limβ↑βc
∫∞
τ0+ǫ
plin (τ) dτ = 0
for any ǫ > 0. Thus limβ↑βc m
−1
β,z is an important quan-
tity to distinguish continuous or discontinuous transition;
limβ↑βc m
−1
β,z > 0 indicates a discontinuous transition and
limβ↑βc m
−1
β,z = 0 a continuous one. Under the condition∫∞
τ0
dτk (τ)/(τ − τ0) <∞,∫ ∞
τ0
(τ − τ0) qβc,z,ω0 (τ)
1− βcze−ω0τ
dτ
=
1− βc
βc
∫ ∞
τ0
(τ − τ0) (βcz)
1−τ/τ0 k (τ)(
1− (βcz)
1−τ/τ0
)2 dτ <∞ (S79)
holds. Therefore, the on-lineage mean IDT, τβ,z =∫∞
0 τplin (τ) dτ shows continuous/discontinuous phase
transition depending on convergence/divergence of
limβ↑βc mβ,z:
lim
β↑βc
τβ,z − τ0 =
1
limβ↑βc mβ,z
∫ ∞
τ0
(τ − τ0) qβc,z,ω0 (τ)
1− βcze−ω0τ
dτ{
> 0, limβ↑βc mβ,z <∞
= 0, limβ↑βc mβ,z =∞
(S80)
Applying this result to Eq. (S94), ∂ln βΛ (β, z) is discon-
tinuous at β = βc if limβ↑βc mβ,z < ∞ and otherwise
continuous. If limτ↓τ0
k(τ)
(τ−τ0)
α−1 converges a positive fi-
nite constant where α > 1,
lim
β↑βc
mβ,z
{
<∞, α > 2
=∞, 1 < α ≤ 2
(S81)
and therefore
lim
β↑βc
τβ,z − τ0
{
> 0, α > 2
= 0, 1 < α ≤ 2
(S82)
D. Block size distribution
The lineage distribution of m for β < βc is
pMlin (m) :=
∫ ∞
0
plin (m, τ) dτ
=
1− β
β
(
βze−Λβ,zτ0
)m∫ ∞
0
k (τ) e−mΛβ,z(τ−τ0)dτ
(S83)
To obtain an analytical expression for the integral∫∞
0 k (τ) e
−mΛβ,z(τ−τ0)dτ , we use a gamma distribu-
tion k (τ) = Γ (α)
−1
θ−α (τ − τ0)
α−1
e−(τ−τ0)/θ. Then∫∞
0
k (τ) e−mΛβ,z(τ−τ0)dτ = (1 +mΛβ,zθ)
−α. Thus
pMlin (m) =
1− β
β
(
βze−Λβ,zτ0
)m
(1 +mΛβ,zθ)
−α
. (S84)
For β < βc, p
M
lin (m) exponentially decays with typ-
ical length (Λβ,zτ0 − lnβz)
−1. As β approaches βc,
βze−Λβ,zτ0 approaches 1 and thereby
(
1− βze−Λβ,zτ0
)−1
diverges, meaning that the typical block size becomes
much larger as β is approaching βc. In the limit β ↑ βc,
pMlin (m) decays with m
−α for large m. For general forms
of k (τ), the integral
∫∞
τ0
k (τ) e−mΛβ,z(τ−τ0)dτ , for large
enough m, is contributed dominantly by the values of
k (τ) for τ near τ0. Thus if k (τ) ≃ A (τ − τ0)
α−1 (A is
positive constant and α > 1), a power law pMlin (m) ∼
m−α holds in the limit β ↑ βc.
V. ANCESTRAL DISTRIBUTION
Let Nˆ(τ ; t′) denote the expected number of cells after
time t′ has passed since a cell completed a cell-cycle with
IDT τ . This satisfies
Nˆ(τ ; t′) = z
∫ t′
0
Nˆ(τ ′; t′ − τ ′)K (τ ′, τ) dτ ′. (S85)
In a stationary growing population, it is natural to as-
sume Nˆ(τ ; t′) = φ (τ) eΛβ,zt
′
, where φ(τ) ≥ 0. Then Eq.
(S85) is rewritten as
φ(τ) = z
∫ ∞
0
φ(τ ′)e−Λβ,zτ
′
K (τ ′, τ) dτ ′. (S86)
where the limit t′ → ∞ is taken. Since∫∞
0
pdiv (τ) Nˆ(τ ; t)dτ = e
Λβ,zt holds, we have∫ ∞
0
pdiv (τ)φ(τ)dτ = 1 , (S87)
10
where the quantity pdiv (τ)φ(τ) is the distribution of τ
of the ancestor in the infinite past in a steadily grow-
ing population, which is also called the ancestral dis-
tribution [2]; this requires that φ(τ) is an integrable
function with respect to pdiv(τ)dτ (i.e. φ ∈ L
1(pdiv),
where pdiv is a measure on [τ0,∞)). For example, if
K (τ, τ ′) = k (τ), pdiv (τ) = ze
−Λβ,zτk (τ) and φ (τ) = 1,
therefore plin (τ) = pdiv (τ). The empirical distribution
of IDT on lineages in a population converges to the an-
cestral distribution as t → ∞ (Sec. VII). In the main
text, we derived plin (τ) as Eq. (12). Here, we directly
compute plin (τ) = pdiv (τ)φ(τ).
In the Lebowitz-Rubinow model, Eq. (S86) yields
φ(τ) = βze−Λβ,zτφ (τ)
+ (1− β) z
∫ ∞
0
φ(τ ′)e−Λβ,zτ
′
k (τ ′) dτ ′. (S88)
This implies, there exists a constant C2 ∈ R
φ(τ) =
C2
1− βze−Λβ,zτ
(S89)
for τ ∈ [τ0, τ1] if β < βc and for τ 6= τ∗ otherwise. Sub-
stituting Eq. (S89) to Eq. (S88), we have
C2 (1−Q (β, z,Λβ,z)) = 0. (S90)
If β < βc, Q (β, z,Λβ,z) = 1 and we find C2 = m
−1
β,z by
the normalization Eq. (S87).
If β = βc, Q (β, z,Λβ,z) = 1 holds too and thus C2 =
1/ limβ↑βc mβ,z if limβ↑βc mβ,z < ∞. If limβ↑βc mβ,z =
∞, no strictly positive C2 satisfy the normalization Eq.
(S87). Additionally, C2 = 0 leads
∫∞
0
pdiv (τ)φ(τ)dτ =
0. Thus there is no φ satisfying the normalization Eq.
(S87) if limβ↑βc mβ,z =∞.
If β > βc, Q (β, z,Λβ,z) < 1 implies C2 = 0; i.e. φ(τ) =
0 for τ 6= τ∗ (τ∗ is defined byEq. (S53)). Noting for
φ ∈ L1(pdiv) that pdiv includes an atomic measure at τ0
(see Eq. S50), by the normalization condition (S87) we
have φ (τ0) = C
−1
1 = (1 − Q0(β, z))
−1 and φ(τ > τ0) =
0; equivalently, φ (τ) = C−11 δτ0,τ , where we define the
Kronecker delta function δx,y = 1 for x = y, and δx,y = 0
for x 6= y.
In summary,
φ (τ) =
{
m−1β,z ·
(
1− βze−Λβ,zτ
)−1
,
(1−Q (β, z,Λβ,z))
−1 · δτ0,τ ,
0 ≤ β ≤ βc
βc < β < 1
(S91)
Multiplying φ (τ) by pdiv (τ), we have
plin (τ) =
 m
−1
β,z ·
(1−β)k(τ)ze−Λβ,zτ
(1−βze−Λβ,zτ)
2 ,
δ (τ − τ0) ,
0 ≤ β ≤ βc
βc < β < 1
(S92)
Note that φ and plin exist at β = βc if limβ↑βc mβ,z <∞.
VI. DERIVATIVES OF GROWTH RATE
FUNCTION
For β < βc, Q (β, z,Λβ,z) = 1 determines Λβ,z. Taking
the first derivatives of both side of Q (β, z,Λβ,z) = 1 with
respect to ln z, we obtain
∂Λβ,z
∂ ln z
= τ−1β,z. (S93)
Namely, the inverse of ancestral mean IDT τ−1β,z is equal
to the first derivative of Λβ,z with respect to ln z. For
β > βc, Eq. (S93) is clear because τβ,z = τ0. On the
other hand, the derivative of Λβ,z with respect to lnβ is
∂Λβ,z
∂ lnβ
=
1
τβ,z
(
1− (1− β)
−1
m−1β,z
)
. (S94)
Eq. (S94) is also derived by taking the first derivatives
of both side of Q (β, z,Λβ,z) = 1 and holds as well for
β > βc.
∂Λβ,z
∂ ln β > 0 holds because for β < βc,
mβ,z − (1− β)
−1
=
∫ ∞
τ0
(1− β) ze−Λβ,zτk (τ)
(1− βze−Λτ )
2 dτ −
∫ ∞
τ0
k (τ)
1− β
dτ
=
∫ ∞
τ0
(
(1− β) ze−Λβ,zτ
1− βze−Λβ,zτ
− 1
)
1− β2ze−Λβ,zτ
1− βze−Λβ,zτ
k (τ)
1− β
dτ
>
∫ ∞
τ0
(
(1− β) ze−Λβ,zτ
1− βze−Λβ,zτ
− 1
)
k (τ)
1− β
dτ = 0. (S95)
Together, Λβ,z increases as β or z increases. Since
mβ,1 = (1− β)
−1 holds, this inequality implies that the
mean cluster size on lineage is always greater in growing
population (z > 1) rather than in isolation.
VII. THERMODYNAMIC ANALOGY FOR
LINEAGE STRUCTURES IN THE
LEBOWITZ-RUBINOW MODEL
Here we show that the population structure of lineages
in the Lebowitz-Rubinow model is mapped to a statistical
mechanical ensemble, which yields the thermodynamic
interpretation of population growth rate and other quan-
tities. The results hold for general forms of the transition
kernel K (τ, τ ′).
Let Ω :={(a, τ) |0 ≤ a ≤ τ ; τ0 ≤ τ <∞} be the domain
for age a and IDT τ . The initial condition is given by
n (a, τ ; 0) = N0 p0 (a, τ) where N0 is the initial popu-
lation size and p0 is a probability distribution on Ω.
Let n(D) (a, τ ; t) da dτ denote the expected number of off-
spring in the interval (a, a + da) × (τ, τ + dτ) at time t
after D divisions. Recursively using Eq. (S2) and Eq.
(S3), we have
n (a, τ ; t) = N0
∞∑
D=0
zDP (D) (a, τ, t) (S96)
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where P (D) (a, τ ; t) denotes the probability distribution
of (a, τ) at time t after D divisions in isolation and the
expected population size at time t is
Nt =
∫∫
Ω
n (a, τ ; t) da dτ = N0
∞∑
D=0
zDPiso (D; t) (S97)
where
Piso (D; t) :=
∫∫
Ω
P (D) (a, τ, t) da dτ (S98)
denotes the probability distribution of number of divi-
sions along lineages in isolation. The probability distri-
bution of number of divisions along lineage in population
is
Ppop (D; t) :=
∫∫
Ω
n(D) (a, τ ; t) da dτ
Nt
=
N0
Nt
zDPiso (D; t)
(S99)
Piso and Ppop are referred to as “chronological” and “ret-
rospective” distribution respectively in [3].
A lineage can be identified as the sequences
(m0, · · · ,mS) and (x0, · · · , xS−1, τ) where mj denotes
the j-th block size with IDT xj (xS = τ). S denotes
the number of switching to the other IDT and D =
m0 + · · · + mS − 1 denotes the number of divisions on
the lineage. Then, the joint probability distribution of
number of divisions D and number of switches S on a
lineage in isolation can be defined as
Piso (D,S; t) :=
∫∫
Ω
P (D,S) (a, τ, t) da dτ (S100)
where P (D,S) (a, τ ; t) denotes probability density of (a, τ)
at time t after D divisions and S switches in isolation.
Therefore
Nt
N0
=
∞∑
D=0
D∑
S=0
zDPiso (D,S; t) (S101)
holds and it is reasonable to define
Ppop (D,S; t) :=
N0
Nt
zDPiso (D,S; t) (S102)
It is noticeable that Piso (D,S; t) depends on β in the
form of (1− β)
S
βD−S .
In this lineage formulation, the long-term growth rate
Λβ,z can be interpreted as the cumulant generating func-
tion scaled by time. Let D denote the number of divi-
sions on lineage and S denote the number of switching to
the other τ on lineage. Let Φβ (ξ, η; t) be the cumulant
generating function of D and S:
Φβ (ξ, η; t) := ln
∑
D,S
Piso (D,S; t) e
ξD+ηS . (S103)
Φβ (ξ, η) depends on β via (1− β)
S
βD−S in Piso (D,S; t).
The biased probability distribution of (D,S) is defined
by
Pξ,η (D,S; t) := Piso (D,S; t) e
ξD+ηSe−Φβ(ξ,η;t), (S104)
Note that Φβ (ln z, 0) = lnNt/N0 and Pln z,0 (D,S; t) =
Ppop (D,S; t). In particular, Φβ (ln z, 0) = tΛβ,z holds
at steady state. Below we assume steady state, that is,
the initial distribution p0 the stationary solution. Let Dˆt
and Sˆt denote the random variables taking values D and
S along lineage with time length t and let 〈·〉pop denote
the expectation with respect to Ppop (D,S; t). For any
positive integer j,
∂jΛβ,z
(∂ ln z)
j =
1
t
∂jΦβ (ξ, 0)
∂ξj
∣∣∣∣
ξ=ln z
(S105)
holds. In particular, for j = 1,
∂Λβ,z
∂ ln z
=
1
t
∂Φβ (ξ, 0)
∂ξ
∣∣∣∣
ξ=ln z
=
〈
Dˆt
t
〉
pop
(S106)
Together with Eq. (S93), we have〈
Dˆt
t
〉
pop
= 〈τ〉
−1
anc (S107)
For j = 2,
∂2Λ (β, z)
(∂ ln z)
2 =
1
t
∂2Φβ (ξ, 0)
∂ξ2
∣∣∣∣
ξ=ln z
=
1
t
Var
[
Dˆt
]
pop
(S108)
holds, where Var
[
Dˆt
]
pop
=
〈
Dˆ2t
〉
pop
−
〈
Dˆt
〉2
pop
. If
β > βc, Λβ,z = τ
−1
0 ln (βz) implies t
−1Var
[
Dˆt
]
pop
= 0
holds. In terms of law of large number, a random vari-
able Dˆt/t converges to 〈τ〉
−1
anc as t → ∞ with respect to
Ppop (D,S; t). We mean this convergence in probability
Ppop by plimt→∞Dˆt/t = 〈τ〉
−1
anc (“plim” for probability
limit). In addition, the derivative of Λβ,z with respect
to lnβ can be expressed by derivatives of Φβ (ξ, η) with
respect to ξ and η. For a small ǫ > 0,
(1− βeǫ)
S
(βeǫ)
D−S
= (1− β)
S
βD−SeǫD−
ǫS
1−β +O
(
ǫ2
)
.
(S109)
That is, Φβeǫ (ξ, η) = Φβ
(
ξ + ǫ, η − ǫ1−β
)
+ O
(
ǫ2
)
and
thereby
∂Φβ (ξ, η)
∂ lnβ
=
(
∂
∂ξ
−
1
1− β
∂
∂η
)
Φβ (ξ, η) (S110)
holds. Therefore, using the relation
∂Φβ (ln z, η)
∂η
∣∣∣∣
η=0
=
〈
Sˆt
t
〉
pop
(S111)
we have
∂Λ (β, z)
∂ lnβ
=
∂Φβ (ξ, 0)
∂ξ
∣∣∣∣
ξ=ln z
−
1
1− β
∂Φβ (ln z, η)
∂η
∣∣∣∣
η=0
=
〈
Dˆt
t
〉
pop
−
1
1− β
〈
Sˆt
t
〉
pop
(S112)
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Comparing it to Eq. (S94), we have〈
Sˆt
t
〉
pop
= m−1β,zτ
−1
β,z (S113)
In terms of law of large number,〈
Sˆt
t
〉
pop
= plimt→∞
Sˆt
t
= plimt→∞
Sˆt
Dˆt
· plimt→∞
Dˆt
t
= m−1β,z · τ
−1
β,z (S114)
implies plimt→∞Sˆt/Dˆt = m
−1
β,z, which is reasonable in that
mβ,z represents the mean cluster size on lineage in pop-
ulation.
The cumulant generating function t · Φβ (ξ, η) plays
the role of free energy in thermodynamics. A lineage
is analogous to a specific configuration of a macroscopic
system. The total time t, denoting the lineage length,
corresponds to the physical size of the system, i.e. its vol-
ume.
〈
Dˆt
〉
pop
and
〈
Sˆt
〉
pop
are extensive variables, like
energy and entropy in thermodynamics, as they are typi-
cally proportional to t. ξ (= ln z) and η are the conjugate
variables to
〈
Dˆt
〉
pop
and
〈
Sˆt
〉
pop
; and as in thermody-
namics, the first derivative of free energy with respect
to an intensive variable becomes its conjugate extensive
variable. In this point of view, a discontinuous transition
of τ−1β,z at β = βc is a first-order phase transition.
VIII. NUMERICAL SIMULATIONS
A. IDT distribution in isolation
In simulations, k (τ) is chosen as
k (τ) =
{
(τ−τ0)
α−1
Γ(α)θα e
− (τ − τ0)/θ, τ ≥ τ0
0, otherwise
(S115)
To fix division time scale, we always set the mean inter-
division time in isolation to 1:
∫∞
0 τk (τ) dτ = τ0 +αθ =
1.
B. Growth rate
To sample (a, τ) for initial conditions, we need to com-
pute Λβ,z. For β = 0, Λ0,z is computed using Lambert
W function W (x): W (x) satisfies W (x) eW (x) = x and
W (x) ≥ −1 with its domain
[
−e−1,∞
)
. Since Λ0,z sat-
isfies
1 =
∫ ∞
0
ze−λτk (τ) dτ =
ze−τ0Λ0,z
(1 + θΛ0,z)
α
=
(
τ0
αθ e
τ0/(αθ)z
1/α
τ0
α (Λ0,z + θ
−1) exp
(
τ0
α (Λ0,z + θ
−1)
))α (S116)
Thus we get
Λ0,z =
α
τ0
W
( τ0
αθ
e
τ0/(αθ)z
1/α
)
−
1
θ
(S117)
When β > 0, we numerically solve the integral equation∫ ∞
0
(1− β) ze−λτk (τ)
1− βze−λτ
dτ = 1 (S118)
in the range of λ > max
(
0, τ−10 ln (βz)
)
to get Λβ,z,
and if there is no solution in that range, we set Λβ,z =
τ−10 ln (βz).
C. Initial conditions
Let Ω :={(a, τ) |0 ≤ a ≤ τ ; τ0 ≤ τ <∞} be the domain
for age a and IDT τ . The stationary joint probability
distribution of (a, τ) is given by Eq (S13). For LR model,
this becomes
ϕβ,z (a, τ) :=
z
z − 1
Λβ,ze
−Λβ,za
× ((1−Gβ,z) δ (τ − τ0) + gβ,z (τ)) (S119)
where
gβ,z (τ) =
(1− β) k (τ)
1− βze−Λβ,zτ
(S120)
and
Gβ,z =
∫ ∞
0
gβ,z (τ) dτ (S121)
Noting that ϕβ,z (a, τ) is proportional to the product of
Λβ,ze
−Λβ,za and of (1−Gβ,z) δ (τ − τ0)+gβ,z (τ), each of
which is a univariate probability distribution, sampling
(a, τ) from ϕβ,z is done as follows. First, generate a ran-
dom number aˆ, which is exponentially distributed with
mean Λ−10,z. Next generate a random number τ , which fol-
lows (1−Gβ,z) δ (τ − τ0) + gβ,z (τ). To do so, set τ = τ0
with probability 1−Gβ,z. Otherwise, generate uniformly
distributed (x, y) in sufficiently large rectangular region
in R2 and set τ = x if gβ,z (x) > y.
In the numerical simulations described in the main
text, we set 2 different initial conditions. We mean by
delocalized state that (a, τ) is sampled from ϕ0,z (a, τ) at
time 0. Each (a, τ) among N cells is independent of each
other. The other condition is predicted stationary, for
which (a, τ) is sampled from ϕβ,z (a, τ) at time 0, where
β is the same number as the one used in time-evolution.
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D. Simulation
Fix an integer N > 0 for population size. Fix a real
number T > 0 for the simulation time. The offspring
number per cell is set to z = 2. Let tˆi denote the time
of i-th division in the population and let Bi denote the
number of divisions at time tˆi. To keep the population
size constant, Bi cells among N + Bi are randomly ex-
cluded. Let τij denote the IDT of the j-th dividing cell
among Bi cells. Let ∆t be the length of the time window
within which the growth rate is averaged and the locally
minimum generation time is determined. Let tn := n∆t,
n = 0, 1, . . . . Then the empirical growth rate
Λ(n) :=
1
∆t
∑
i:tn−1≤tˆi<tn
ln
(
1 +
Bi
N
)
(S122)
and the empirical minimum IDT
τˆ
(n)
0 := min
i:tn−1≤tˆi<tn
min
1≤j≤Bi
τij (S123)
are computed. We also record all the lineages that re-
main by the end of the simulation. We validated that N
individuals at time T coalesce to a single ancestor. In
other words, the simulation time T is taken much longer
than the coalescence time for N individuals.
IX. N-DEPENDENCE OF POPULATION
GROWTH AND DEFINITION OF βc,N
To observe the population size dependence of popu-
lation growth and lineage quantities, we computed em-
pirical counterparts for Λβ,z, τ
−1
β,z and m
−1
β,z with var-
ied population size N and with fixed simulation time T .
As the counterpart of Λβ,z in a finite population, time-
average of Λ(n) is taken, denoted by Λβ,z,N . To compute
the counterparts of τ−1β,z and mβ,z, a single-cell lineage is
randomly chosen and we let D and S be the number of
divisions and number of switching events to a different
IDT, respectively. As the counterpart of τ−1β,z in finite
population, D/T is taken, denoted by τ−1β,z,N . As the
counterpart of m−1β,z in finite population, S/D is taken,
denoted by m−1β,z,N . For each empirical evaluation, the
mean and standard deviation are calculated over 10 sim-
ulations.
We denote by βc,N the critical heritability of IDT at
finite population size N . This is defined as β which max-
imizes
τ−1β,z,N ln z − Λβ,z,N . (S124)
If N =∞, this is discontinuous at βc and
lim
β↓βc
(
τ−1β,z ln z − Λβ,z
)
= −τ−10 lnβc (S125)
is the supreme of τ−1β,z ln z −Λβ,z for β ∈ [0, 1). For finite
N , this function becomes smoother around βc and have
a peak at βc,N > βc. Still, the result can depend on
initial state due to aging dynamics. Thus introducing
small noise in inheritance will allow convergence over a
feasible time-scale (Figs S6 and S7).
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TABLE S1. List of mother-daughter correlation coefficients of IDTs. For the same cell type in the same reference, brief summary
of the acquisition conditions of the data is described in the “Data set” column. “Correlation type” indicates Spearman rank
correlation or Pearson correlation. “*” denotes the definition of correlation coefficient is not explicitly described in the reference.
“N” denotes the sample size. “M-D corr.” denotes the mother-daughter correlation of IDTs.
Cell type Data set Correlation type N M-D corr. Error range Ref
Bacteria
Cornebacterium
glutamicum
n/a Spearman 51 -0.21 -0.21±0.12 [4]
E.coli B Rel606 n/a Spearman 60 -0.06 -0.06±0.25 [4]
E.coli B/r n/a Pearson 160 0.11 n/a [5]
E.coli B/r ∆fimA∆flu
rpsL-gfp
M9 glucose, 37C Pearson n/a -0.18 -0.18±0.03 [6]
” M9 glycerol, 37C Pearson n/a 0.02 0.02±0.02 [6]
E.coli W3110
∆fliC∆fimA∆flu LVS
M9 glucose, 37C Pearson n/a 0.11 0.11±0.03 [6]
E.coli W3110
∆fliC∆fimA∆flu rpsL-gfp
M9 cas. Acids, 37C Pearson n/a -0.06 -0.06±0.03 [6]
” M9 glucose, 30C Pearson n/a 0.13 0.13±0.03 [6]
” M9 glucose, 37C Pearson n/a 0.26 0.26±0.02 [6]
” M9 glycerol, 30C Pearson n/a -0.08 -0.08±0.03 [6]
” M9 glycerol, 37C Pearson n/a 0.08 0.08±0.03 [6]
” M9 LB, 37C Pearson n/a -0.06 -0.06±0.04 [6]
E.coli W3110
∆fliC∆fimA∆flu T7-venus
M9 glucose, 30C Pearson n/a 0.02 0.02±0.03 [6]
” M9 glucose, 37C Pearson n/a 0.08 0.08±0.02 [6]
Synechococcus elongatus
WT
n/a Spearman 65 -0.16 -0.16±0.08 [4]
Synechococcus elongatus
∆kaiBC
n/a Spearman 74 -0.17 -0.17±0.08 [4]
Synechocystis sp. PCC6803 n/a Pearson* n/a -0.1 n/a [7]
Mammalian
B lymphocyte Fam2 Spearman n/a 0.66 n/a [8]
” Fam3 Spearman n/a 0.658 n/a [8]
C3H n/a Pearson* 144 -0.09 n/a [9]
EMT6 1st generation Spearman 66 0.46 n/a [10]
” 2nd generation Spearman 106 0.63 n/a [10]
” 3rd generation Spearman 131 0.64 n/a [10]
” 4th generation Spearman 37 0.14 n/a [10]
GPK n/a Pearson* 40 0.27 n/a [11]
HCT116 p53V-KI n/a Pearson 71 -0.03 [−0.26, 0.16]
(95%CI)
[12]
HeLa series case II, τd < 15 Pearson* n/a 0.57 n/a [13]
”
series case II,
15 < τd < 25
Pearson* n/a -0.79 n/a [13]
” series case II, τd > 25 Pearson* n/a 0.19 n/a [13]
HelaS n/a Pearson* n/a 0.12 n/a [13]
HTC n/a Pearson* n/a 0.55 n/a [14]
human embryonic lung
fibroblasts
n/a Pearson* 28 -0.245 n/a [15]
IMR-90 young Pearson* 41 0.1 n/a [16]
” aged Pearson* 14 0.31 n/a [16]
L1210 closed system Spearman 432 0.04 0.04±0.08 [17]
” constant media flow Spearman 381 0.3 0.3±0.03 [17]
mouse L-cells n/a Pearson* 100 0.648 n/a [18]
mouse osteosarcoma 1st generation Pearson* 133 0.33 n/a [19]
” 2nd generation Pearson* 122 0.28 n/a [19]
” n/a Pearson* 117 0.52 n/a [20]
neuroblastoma n/a Pearson* 60 0.61 n/a [20]
NIH3T3 n/a Pearson* n/a 0.06 n/a [21]
” rich medium Pearson* 141 -0.418 n/a [22]
” poor medium Pearson* 166 -0.241 n/a [22]
PCC3 n/a Pearson 100 0.41 n/a [23]
PCC4 azal n/a Pearson* 84 0.07 n/a [23]
rat S6 sarcoma n/a Pearson* n/a 0.194 n/a [24]
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TABLE S2. Classification heritability threshold of LR model. First column denotes the cases explained in Sec. III A. Second
column shows the type of heritability threshold. Third to fifth columns show each limiting case. n/a implies it is the same as
the one in the second column.
0 < τ0 < τ1 <∞ ω0 τ0 ↓ 0 τ1 ↑ ∞ k (τ )→ δ (τ − τ¯ )
z > 1 (case I) Localize to τ0 above βc
(
> z−1
)
a ln(βz)/τ0 βc ↓ z
−1 n/a βc = z
τ0/τ¯−1
z = 1 (case II) No threshold (βc = 1) 0 n/a n/a βc = 1
0 < z < 1 (case III) Localize to τ1 above βc (> 0)
b ln(βz)/τ1 n/a βc ↓ 0 βc = z
τ1/τ¯−1
a βc < 1 when
∫ τ1
τ0
dτk (τ)/(τ − τ0) < ∞
b βc < 1 when
∫ τ1
τ0
dτk (τ)/(τ1 − τ) < ∞
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FIG. S1. Synchronization of cell-cycles without inheritance noise (σ = 0 in Eq. (13)), starting from predicted stationary.
Except for the initial condition, parameters used for the simulation are the same as Fig. 3 in the main text. Captions for each
figure are the same with those in Fig. 3.
FIG. S2. The effect of finite population size N on population growth rate and lineage quantities, starting from delocalized.
Simulation time t = 10000. The parameters are the same with α = 4 in Fig. 1. (A) Population growth rate. (B) The frequency
of divisions per unit time on lineage. (C) The frequency of switching to the other τ per generation on lineage. (D) Results in
(B) multiplied by ln 2 subtracted by results in (A).
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FIG. S3. Phase transition across population size N , starting from delocalized state. The same results with Fig. S2 are used
for these figures. (A) Threshold of β in finite population of fixed size, computed as the position of peak in Fig S2. (B-D)
Rearrangements of Fig S2A-C against N with the certain range of β around transition point.
FIG. S4. The effect of finite population size N on population growth rate and lineage quantities, starting from predicted
stationary. Captions for each figure are the same with those in Fig. S2.
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FIG. S5. Phase transition across population size N , starting from predicted stationary. The same results with Fig. S4 are used
for these figures. Captions for each figure are the same with those in Fig. S3.
FIG. S6. Disappearing aging dynamics with 1% inheritance noise (σ = 0.01τ0 in Eq. (13)). The parameters are as in Fig. 1
using α = 4, which exhibits a first-order localization transition. See the caption of Fig. 2 for the description of figures.
20
FIG. S7. Disappearing aging dynamics with 10% inheritance noise (σ = 0.1τ0 in Eq. (13)). The parameters are as in Fig. 1
using α = 4, which exhibits a first-order localization transition. See the caption of Fig. 2 for the description of figures.
FIG. S8. The effect of finite population size N on population growth rate and lineage quantities, with 1% inheritance noise
(σ = 0.01τ0 in Eq. (13)), starting from delocalized. Simulation time t = 10000. The parameters are the same with α = 4 in
Fig. 1. Captions for each figure are the same with those in Fig. S2.
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FIG. S9. Phase transition across population size N , with 1% inheritance noise, starting from delocalized. The same results
with Fig. S8 are used for these figures. Captions for each figure are the same with those in Fig. S3.
FIG. S10. The effect of finite population size N on population growth rate and lineage quantities, with 1% inheritance noise
(σ = 0.01τ0 in Eq. (13)), starting from predicted stationary. Simulation time t = 10000. The parameters are the same with
α = 4 in Fig. 1. Captions for each figure are the same with those in Fig. S2.
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FIG. S11. Phase transition across population size N , with 1% inheritance noise, starting from predicted stationary. The same
results with Fig. S10 are used for these figures. Captions for each figure are the same with those in Fig. S3.
FIG. S12. The effect of finite population size N on population growth rate and lineage quantities, with 10% inheritance noise
(σ = 0.1τ0 in Eq. (13)), starting from delocalized. Simulation time t = 10000. The parameters are the same with α = 4 in Fig.
1. Captions for each figure are the same with those in Fig. S2.
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FIG. S13. Phase transition across population size N , with 10% inheritance noise, starting from delocalized. The same results
with Fig. S12 are used for these figures. Captions for each figure are the same with those in Fig. S3.
FIG. S14. The effect of finite population size N on population growth rate and lineage quantities, with 10% inheritance noise
(σ = 0.1τ0 in Eq. (13)), starting from predicted stationary. Simulation time t = 10000. The parameters are the same with
α = 4 in Fig. 1. Captions for each figure are the same with those in Fig. S2.
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FIG. S15. Phase transition across population size N , with 10% inheritance noise, starting from predicted stationary. The same
results with Fig. S14 are used for these figures. Captions for each figure are the same with those in Fig. S3.
FIG. S16. Synchronization of cell-cycles with 1% inheritance noise (σ = 0.01τ0 in Eq. (13)), starting from delocalized. The
parameters are the same with α = 4 in Fig. 1. N = 100. Simulation time t = 10000. Captions for each figure are the same
with those in Fig. 3.
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FIG. S17. Synchronization of cell-cycles with 10% inheritance noise (σ = 0.1τ0 in Eq. (13)), starting from delocalized. The
parameters are the same with α = 4 in Fig. 1. N = 100. Simulation time t = 10000. Captions for each figure are the same
with those in Fig. 3.
