1. Introduction {#sec1}
===============

When applying standard electronic structure methods to study realistic systems, one usually needs to compromise between cost and accuracy. On the one hand, lower-level, mean-field approximations such as Hartree--Fock^[@ref1],[@ref2]^ (HF) have modest computational scaling but are insufficiently accurate due to lack of electron correlation. On the other hand, higher-level, correlated wave function methods such as coupled cluster^[@ref3],[@ref4]^ (CC), density matrix renormalization group^[@ref5]−[@ref8]^ (DMRG), and full configuration interaction^[@ref2]^ (FCI) are capable of making reasonable predictions related to experiments^[@ref9]−[@ref16]^ but are limited to small systems owing to their high computational cost.

One way to circumvent the steep computational scaling of accurate electron correlation methods is fragment embedding. The main motivation of fragment embedding is that electron correlation is *local*; hence, it is possible to treat the full system in a divide-and-conquer approach. Specifically, the full system is partitioned into smaller fragments, each made to interact with an effective bath constructed to approximate the rest of the system (i.e., the environment). Computationally involved, high-level theories are required only for each individual fragment but never for the full system, which leads to reduced computational scaling. Different research groups have successfully developed and applied fragmentation methods in various contexts, each focusing on a different embedding variable, including localized orbitals,^[@ref17]−[@ref20]^ electron density,^[@ref21]−[@ref26]^ density matrix,^[@ref27]−[@ref29]^ and Green's function,^[@ref30]−[@ref35]^ to name a few.

Applying fragment embedding to a general molecular system is not a trivial problem. The main difficulty lies in proper description of the strong entanglement and correlation between fragments and baths arising from cutting chemical bonds. Schmidt decomposition^[@ref36]−[@ref39]^ has recently been used for embedding fragments that are strongly coupled to a bath. The central idea of Schmidt decomposition is to project the environment associated with a fragment to a small set of local states that have nonvanishing entanglement with that fragment. This projection naturally preserves the entanglement between fragments and baths and reduces the dimension of the problem simultaneously.

Although the general formulation has been known for a long time (especially in the quantum information community^[@ref40]−[@ref42]^), it was not until recently that Knizia and Chan recognized Schmidt decomposition as a key ingredient in fragment embedding in their method called density matrix embedding theory^[@ref43],[@ref44]^ (DMET). In DMET, the fragment is embedded in a mean-field bath constructed by Schmidt decomposing the HF wave function of the full system. The embedded fragment and bath, which are a small subspace of the full system, are then solved using the aforementioned high-level theories. In order to optimize the mean-field bath, the fragment--fragment block of the one-particle density matrix (1PDM) of the mean-field bath is made to match that of the high-level calculation by a self-consistently determined one-electron effective potential. Good performance has been reported for model Hamiltonians^[@ref43],[@ref45],[@ref46]^ and atomic rings/chains.^[@ref44]^ DMET was originally proposed as a simplification to the more complicated dynamical mean-field theory^[@ref30]−[@ref32]^ (DMFT) but was soon recognized by the community as a new wave function-in-wave function embedding theory. Extensions of the original DMET include modified matching conditions,^[@ref47]−[@ref51]^ use of more accurate baths^[@ref45],[@ref52],[@ref53]^ and other impurity solvers,^[@ref54]^ time-dependent formulation^[@ref55],[@ref56]^ and low-lying excited states,^[@ref57]^ as well as application to simple solids.^[@ref48]^

One of the main problems with DMET---as with many other fragment embedding methods---is the need to divide the system into fixed nonoverlapping fragments.^[@ref58]^ This prescription leads to the inaccurate description of the edges (surface) of the fragment and their interaction with the bath. To that end, Welborn et al. propose an alternative to DMET called bootstrap embedding^[@ref59]^ (BE) that explores the matching conditions arising from using overlapping fragments to reduce the surface error. When fragments overlap, the overlapping region will be more accurately described in some fragment than in others if it is the center (i.e., most embedded region) as opposed to the edge (i.e., least embedded region) of that fragment. BE improves the description of the edge sites of a fragment by requiring their density matrix elements to match the fragments where those sites are center. These matching conditions provide an internally consistent formulation of fragment embedding and hence lead to faster convergence compared to DMET on the Hubbard model.^[@ref59]^

The application of BE to molecules is still challenging. In simple model systems such as the 1D Hubbard model,^[@ref60]^ the intersite connectivity is clear, along with the distinction between edge and center sites for a given fragment. This is not the case, however, for the ab initio Hamiltonian of a general chemical system. As demonstrated by Ricke and co-workers in the context of the 2D Hubbard model with long-range interaction, the optimal choice of the center and edge sites is not always intuitive.^[@ref61]^ Other attempts have also been made recently by Ye et al. in incremental embedding (IE), where the calculations of all fragments of certain size are combined carefully through an incremental scheme;^[@ref62]^ fast convergence with fragment size is observed for small molecules but at the price of higher computational scaling.^[@ref62]^

In this paper, we present an extension of BE to arbitrary molecular systems. Here, the key idea is to properly define the connectivity between orbitals and generalize the BE matching conditions to arbitrary connectivity. We present proof-of-concept calculations for several molecules using atom-centered Gaussian orbitals. Numerical results suggest that BE shows good convergence with fragment size for the correlation energy of small molecules at equilibrium geometry and also delivers smooth energy curves for dissociating single and double covalent bonds. For large molecules, we observe that BE converges slowly with fragment size and overestimates the all-electron correlation energy for the largest fragment size that we are able to test. This is attributed to the lack of interatomic fragment overlapping based on an active-space calculation on the same set of molecules. Nevertheless, the computation time of BE scales linearly with system size (apart from an integral transform) and hence is a promising method for large systems.

This paper is organized as follows. In [section [2](#sec2){ref-type="other"}](#sec2){ref-type="other"}, we briefly review the theory of BE and then present how it can be generalized to treat arbitrary Hamiltonians. In [section [3](#sec3){ref-type="other"}](#sec3){ref-type="other"}, we present the computational details. In [section [4](#sec4){ref-type="other"}](#sec4){ref-type="other"}, we present numerical results and discussion on several molecules as a proof of concept. In [section [5](#sec5){ref-type="other"}](#sec5){ref-type="other"}, we conclude this work by pointing out several future directions.

2. Theory {#sec2}
=========

In this section, we first give a brief review of Schmidt decomposition as well as BE in the context of lattice models, with an emphasis on the matching conditions that naturally arise from using overlapping fragments. Then, we present how BE can be generalized to an arbitrary Hamiltonian assuming that we know the connectivity between sites. Finally, we end this section by introducing a heuristic scheme of determining the intersite connectivity for molecules.

Throughout this work, we assume that our system is described by the following second-quantized Hamiltonianin some discrete basis of size *N*~basis~.

2.1. Schmidt Decomposition {#sec2.1}
--------------------------

The general theory of Schmidt decomposition can be found in the literature.^[@ref38],[@ref39]^ Here, we review its application in DMET-related fragment embedding methods.

Suppose we partition our system into two parts, the fragment (which we assume to be of smaller size) and the environment, such that the Hilbert space observes the same decomposition, . Then, any state has the following tensor factorizationwhere are the fragment states and are the entangled bath states. Note that there are only states in the environment that have nonzero entanglement with the fragments. If we further restrict Ψ to be the ground state of the full-system Hamiltonian *Ĥ*, then the embedding Hamiltonian obtained by projecting *Ĥ* onto the Schmidt spaceshares the same ground state as *Ĥ*.

For a general state \|Ψ⟩, the computational cost of performing the tensor factorization in [eq [2](#eq2){ref-type="disp-formula"}](#eq2){ref-type="disp-formula"} grows exponentially with system size. In addition, *Ĥ*~emb~ contains many-body interactions that are not suitable for standard quantum chemistry methods even if *Ĥ* has only one- and two-body terms. The key approximation made by Knizia and Chan in DMET is to replace \|Ψ⟩ with a single-determinant (i.e., HF) state \|Φ⟩, which allows the otherwise complicated many-body decomposition to be performed at mean-field cost.^[@ref43],[@ref44]^ The resulting fragment and bath states are single-particle states (i.e., sites), rendering *Ĥ*~emb~ a simple two-body Hamiltonianwhere **h̃** and **Ṽ** are obtained by projecting **h** and **V** in [eq [1](#eq1){ref-type="disp-formula"}](#eq1){ref-type="disp-formula"} using the 2*N*~f~ fragment and entangled bath sites (**h̃** also includes the contribution from partially tracing **V** with the unentangled bath). Due to this simplicity, almost all Schmidt decomposition-based fragment embedding methods use a HF bath, with only a few exceptions.^[@ref52],[@ref53]^ The differences among DMET, its different variants, and BE lie in the use of (1) different high-level theories to solve the embedding Hamiltonian and (2) different matching conditions to optimize the embedding. BE, among others, provides an internally consistent approach to optimizing the embedding.

2.2. Bootstrap Embedding {#sec2.2}
------------------------

In this section, we use a 1D lattice chain to illustrate the idea of BE. As shown in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}, there are three different ways to partition the system into fragments of three adjacent sites. The key assumption of BE is that the wave function on the central sites is more accurate than the wave function on the edge sites; hence, one can improve the description of the edge sites by constraining the edge site wave function on one fragment to match the central site wave function on another fragment.^[@ref59]^ For example, in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}, site 3 is the central site in *B* but the edge site in *A* and *C*. Hence, we require the following two constraintsto be satisfied when solving *Ĥ*~emb~^*A*^ and *Ĥ*~emb~^*C*^ (blue arrows in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}). Similar constraints can be imposed for sites 2 and 4, respectively.

![Schematic illustration of the BE matching conditions on a 1D lattice model. Site 3 is the center of fragment *B* and the edge of fragments *A* and *C*, which gives rise to the matching conditions in [eq [5](#eq5){ref-type="disp-formula"}](#eq5){ref-type="disp-formula"} (blue arrows). Similar matching conditions exist for sites 2 (red arrow) and 4 (green arrow).](ct9b00529_0001){#fig1}

The specific example shown above can be made general as follows. Let fragments *A* and *B* be two overlapping fragments, and assume that the set of the central sites of *B* (which we label ) has nonzero intersection with the set of the edge sites of *A* (which we label ), i.e., . Then, according to our assumption, we require the 1PDM of fragment *A* to match that of fragment *B* in the overlapping region, . Mathematically, this can be formulated as a constrained optimization for fragment *A*where ⟨···⟩*~A~* is short for ⟨Ψ*~A~*\|···\| Ψ*~A~*⟩, and we include the normalization condition of Ψ*~A~* for completeness. [Equation [6](#eq6){ref-type="disp-formula"}](#eq6){ref-type="disp-formula"} can be turned into an unconstrained optimization by introducing the following Lagrangianwhose stationary points are given by an eigenvalue equationwhere the Lagrange multipliers for the matching conditions appear as an effective potentialGiven {*P*~*pq*~^*B*^} for all , the effective potential λ̂~*A*~ is determined by repeatedly solving [eq [8](#eq8){ref-type="disp-formula"}](#eq8){ref-type="disp-formula"} until the matching conditions in [eq [6](#eq6){ref-type="disp-formula"}](#eq6){ref-type="disp-formula"} are satisfied. As shown by Ricke et al.,^[@ref61]^ the BE optimization problem is numerically stable because the Hessian of is negative semidefinite, similar to the direct optimization method used in density functional theory.^[@ref63]−[@ref65]^ This feature makes BE's matching conditions different from those in DMET because the exact satisfiability of the latter is not guaranteed: there are known cases where DMET's matching conditions cannot be satisfied exactly.^[@ref52]^

The equation presented above for matching the edges of fragment *A* to the centers of fragment *B* can be generalized to an arbitrary number of overlapping fragments, as long as a clear definition of edges and centers exists for all fragments (which is the case for simple lattice models). If the centers of all fragments are further constructed to be nonoverlapping but fully partition the system, i.e.andwhere is the set of all sites, any physical quantity of the full system can be computed unambiguously as a sum of local contributions from the center of each fragment. Specifically, we require that the number of electrons on each fragment center sums up to the correct total number of electrons, *N*. This can be done by introducing a global chemical potential, μ, and optimizing the full-system LagrangianAs a result, the effective potential for each fragment *A* defined in [eq [9](#eq9){ref-type="disp-formula"}](#eq9){ref-type="disp-formula"} needs to be modified to include (i) the matching between *A* and all other fragments and (ii) the global chemical potentialNote that now all fragment calculations are coupled through both the matching conditions and μ.

In practice, we turn the problem of simultaneously determining {**λ**~*A*~} and μ into two uncoupled problems that are solved alternatively until the BE matching erroris below some preset threshold value, τ, where *N*~cons~ is the total number of constraints. An algorithm is outlined in [Algorithm 1](#gr2){ref-type="other"}.

![](ct9b00529_0009){#gr2}

We note that while the convergence of density matching in each BE iteration is guaranteed as mentioned above, the convergence of [Algorithm 1](#gr2){ref-type="other"} (which uses a simple fixed-point method) is not. In principle, the BE iterations could oscillate or even diverge---just like the self-consistent field (SCF) algorithm of HF.^[@ref66]^ In practice, however, we have never encountered such situations. An example demonstrating the convergence of the BE iteration algorithm is displayed in [Figure S1](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.9b00529/suppl_file/ct9b00529_si_001.pdf) in the Supporting Information.

In the subsequent sections, we will see that the general framework of BE described above remains unchanged when applied to molecular systems. The major task is to generalize the algorithmic choice of fragments and central and edge sites.

2.3. BE for Molecules {#sec2.3}
---------------------

For molecules, localized atomic orbitals (LAOs) such as those obtained by the Forster--Boys scheme^[@ref67]^ are usually used as the site basis.^[@ref53],[@ref54],[@ref58],[@ref62]^ Hence, the formalism presented above in the context of lattice models is in principle applicable to molecules too. The challenge here is two-fold: (i) how to measure the interorbital connectivity and (ii) how to partition the molecules into overlapping fragments that have well-defined centers and edges based on a well-defined connectivity. In the subsequent section, we will present an interaction-based metric for determining interorbital connectivity. Here, we tackle the second problem, assuming that we have such a metric.

Suppose that we have a measure for the strength of connectivity (referred hereafter as "distance") between any pair of orbitals. Then for each orbital *p*, we can construct an *N*~f~-orbital fragment by including *p* and the *N*~f~ -- 1 orbitals that are closest to *p* (see [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} for a schematic illustration). By construction, *p* can be deemed the unique center of that fragment, while all other *N*~f~ -- 1 orbitals are edges. Thus, for a molecule described by *N*~basis~ LAOs ([eq [1](#eq1){ref-type="disp-formula"}](#eq1){ref-type="disp-formula"}), we can construct *N*~basis~ overlapping fragments, each of size *N*~f~ and centering on one LAO. Because the *N*~f~ -- 1 edge orbitals of each fragment are centers in other fragments, we require the population of each edge orbital to match that of the corresponding center orbital, giving rise to *N*~f~ -- 1 matching conditions for each fragment. Moreover, the *N*~basis~ fragment centers satisfy [eqs [10](#eq10){ref-type="disp-formula"}](#eq10){ref-type="disp-formula"} and [11](#eq11){ref-type="disp-formula"}, and hence, we can compute full-system observables by summing all orbital contributions.

![Schematic illustration of distance-based fragmentation for arbitrary orbital connectivity. Each fragment has one unique center (red) and *N*~f~ -- 1 edge (green) orbitals (here *N*~f~ = 4). The total number of fragments is equal to the total number of orbitals.](ct9b00529_0002){#fig2}

Formally, this one-center-per-fragment partition scheme is similar to orbital-specific virtual local correlation methods.^[@ref68],[@ref69]^ In OSVMP2, for example, each (localized) occupied orbital is correlated to only a small set of (localized) virtual orbitals that are selected by either direct optimization or tensor factorization.^[@ref68]^ In BE, each LAO is also correlated with only a small set of orbitals consisting of two parts: (i) the edge orbitals, which are selected by the distance measure, and (ii) the entangled bath orbitals, which are generated by Schmidt decomposition. However, we note that the difference in the orbital bases used by the two methods is in fact a significant one. For instance, concepts like frontier orbitals are less obvious in LAOs than in (localized) molecular orbitals (MOs). We will see the effect of this difference in [section [4.2](#sec4.2){ref-type="other"}](#sec4.2){ref-type="other"}.

Despite the simplicity of the above partition scheme, we note here two potential problems. First, ties may arise when selecting edge orbitals from groups of nearly degenerate orbitals. In this work, we use fragments of fixed size and hence break the ties arbitrarily, which may break the molecule's point group symmetry and lead to unphysical behaviors in some cases. Alternatively, one can include all degenerate orbitals at a time whenever one of them is selected as an edge orbital by a fragment. We will not, however, explore this scheme here because it usually leads to fragments whose sizes are beyond the ability of our high-level solver (i.e., FCI). Second, the one-center-per-fragment feature allows one to match only on-site properties (e.g., population) for overlapping fragments, even if the overlapping region may consist of more than one orbital. Multicenter fragments are needed for matching interorbital properties (e.g., coherences), which we will explore in future works.

2.4. Normalized Coulomb Metric {#sec2.4}
------------------------------

The most straightforward candidate for measuring the distance between orbitals is a real-space metric, e.g., the Euclidean distance between the average positions of two orbitalsThough simple, this metric is not ideal. First, it does not reflect the symmetry and spatial extension of orbitals, especially those with high angular momentum and/or a long diffuse tail. Second, it correlates with the interaction between orbitals only indirectly, which is not aligned with our purpose of recovering electron correlation.

To that end, we propose an interaction-based metric, the normalized Coulomb metricwhere *J*~*pq*~ = ⟨*pq*\|*pq*⟩ is the bare Coulomb interaction between orbitals *p* and *q*. We choose the Coulomb interaction for several reasons. First, it is non-negative for all orbital pairs and decays as *r*^--1^ for remotely separated orbitals. Second, it does not vanish even for two orbitals of different symmetries (which could have vanishing one-electron interactions). The normalization in [eq [16](#eq16){ref-type="disp-formula"}](#eq16){ref-type="disp-formula"} is important because it not only renders *d*~*pq*~ non-negative but also removes the bias arising from the orbital shape (e.g., *J*~*pq*~ tends to have a higher value for orbitals that are more *s*-like).

2.5. Computational Scaling {#sec2.5}
--------------------------

We end this section by briefly discussing the computational scaling of BE. Three of the algorithmic steps are most time-consuming. First, electron repulsion integrals (ERIs) generated in the AO basis (of size *N*~basis~) need to be transformed into the Schmidt basis (of size 2*N*~f~) for each of the *N*~basis~ fragments. The transformation for each fragment formally takes *O*(*N*~basis~^4^*N*~f~) time, hence scaling as *O*(*N*~basis~^5^) in total. Second, according to [Algorithm 1](#gr2){ref-type="other"}, each BE iteration requires determination of both the effective potentials, {**λ**~*A*~}, and the global chemical potential, μ. Both steps scale linearly with the number of fragments and hence the system size, while determining {**λ**~*A*~} also scales linearly with *N*~f~ due to the *O*(*N*~f~) matching conditions per fragment ([section [2.3](#sec2.3){ref-type="other"}](#sec2.3){ref-type="other"}). The prefactor of these linear-scaling steps comes primarily from solving *Ĥ*~emb~ using the high-level method and hence also has some polynomial or even exponential dependence on *N*~f~ depending on the method. Overall, for a fixed fragment size, the ERI transform is currently the computational bottleneck for large systems. The fifth-power formal scaling could potentially be reduced in the future by various techniques established for electron correlation methods.^[@ref70]−[@ref75]^ We also note that the ERI transform needs to be performed only once, and the transformed integrals can then be stored on disk for later use. We will present timing data from numerical calculations in [section [4.3](#sec4.3){ref-type="other"}](#sec4.3){ref-type="other"}.

3. Computational Details {#sec3}
========================

In the following computational works, we examine the performance of BE using several molecular systems with atom-centered Gaussian bases. The structures of all molecules as optimized at the B3LYP^[@ref76]^/cc-pVDZ^[@ref77]^ level (available in the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.9b00529/suppl_file/ct9b00529_si_001.pdf)) as well as the needed atomic integrals are obtained in Q-Chem.^[@ref78]^ Forster--Boys^[@ref67]^ LAOs generated by Q-Chem are used for all molecules except for the active-space calculations on polyacene chains, in which case we adopt the symmetrically orthogonalized orbitals. The BE calculations are performed in `frankenstein`([@ref79]) using spin-restricted Hartree--Fock (RHF) as the bath and FCI as the high-level solver. The mean-field bath is kept fixed in this work. The entangled bath orbitals for a given fragment are obtained by following the prescription described in ref ([@ref47]). The interacting bath formulation^[@ref58]^ is adopted to construct the embedding Hamiltonian in [eq [4](#eq4){ref-type="disp-formula"}](#eq4){ref-type="disp-formula"}. We note that currently the code is not integral-direct, which limits the size of the molecules to ∼200 basis functions.

BE calculations using fragments composed of *N*~f~ orbitals are denoted by BE(*N*~f~). We restrict *N*~f~ ⩽ 5 in this work due to the use of FCI as a high-level solver. In the BE iteration algorithm ([Algorithm 1](#gr2){ref-type="other"}), the density matching (step 2) and the determination of μ (step 3) are performed using Newton--Raphson and secant algorithms,^[@ref80]^ respectively, which typically converge in several iterations. As discussed in [section [2.2](#sec2.2){ref-type="other"}](#sec2.2){ref-type="other"}, the convergence of [Algorithm 1](#gr2){ref-type="other"} (which uses a simple fixed-point method) is not guaranteed in principle. However, for all molecules studied in this work, it often requires less than 10 iterations to convergence (τ = 10^--6^ is used in this work). As an illustration, we show the convergence for hexacene in the [Supporting Information (Figure S1)](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.9b00529/suppl_file/ct9b00529_si_001.pdf). Unless otherwise specified, we match the population (i.e., diagonal elements of 1PDM) for overlapping fragments.

For all molecules tested below except polyacenes, exact numerical solutions via DMRG (as obtained in `Block`([@ref7],[@ref8],[@ref81]−[@ref83])) are available and will be used as benchmark; for polyacenes, we benchmark our results against the CCSD(T) solution from Q-Chem. For the study of covalent bond dissociation, we also compare BE with complete active space configuration interaction^[@ref84]^ (CASCI) performed using `frankenstein`. Results for DMET are presented with only one orbital per fragment and zero correlation potential \[which is equivalent to BE(1) and will be denoted by BE(1) below\] due to the difficulty in both obtaining unambiguous fragments and optimizing the correlation potential^[@ref47],[@ref50],[@ref51],[@ref54]^ for molecules.

4. Results and Discussion {#sec4}
=========================

4.1. Correlation Energy at Equilibrium Geometry {#sec4.1}
-----------------------------------------------

We first examine the performance of BE in terms of the correlation energy recovered for a set of small molecules at their equilibrium geometries. The results with the STO-3G basis^[@ref85]^ are shown in [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}, both with and without the matching conditions.

![Correlation energies of several small molecules at equilibrium geometry computed by BE with increasing fragment size, (a) with or (b) without matching conditions. All calculations are performed using the STO-3G basis.](ct9b00529_0003){#fig3}

Overall, BE converges relatively fast and recovers most of the correlation energy with fragments of four or five orbitals. The rate of convergence is fastest for C~2~H~6~ and becomes slower when introducing either unsaturated bonds or heteroatoms. This pattern is similar to what has been reported in previous works^[@ref62]^ and can be attributed to the half-filling nature of the embedding space generated from Schmidt decomposition (i.e., 2*N*~f~ electrons in 2*N*~f~ orbitals). Due to the RHF density being very good for these small molecules in the minimal basis, not much is improved by imposing the BE matching conditions.

4.2. Homolytic Cleavage of Covalent Bonds {#sec4.2}
-----------------------------------------

The second example that we study is covalent bond dissociation. Because our metric for determining orbital connectivity is structure-dependent, the partitioning of the molecules determined at different geometries may differ. Due to its discrete nature, the change in fragmentation is abrupt when the geometry changes, which usually leads to discontinuous potential energy curves even though the molecular structure itself varies smoothly. To that end, we use the fragments determined at equilibrium geometries for all subsequent calculations. The results of dissociating the carbon--carbon bonds of C~2~H~6~ and C~2~H~4~ in the STO-3G basis are shown in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}. CASCI with a minimum active space is also included for comparison.

![Energy curves of homolytic cleavage of (a) the C--C single bond in C~2~H~6~ and (b) the C=C double bond in C~2~H~4~ computed by BE. For both molecules, fragments determined at their respective equilibrium geometries are used for all bond lengths. CASCI results obtained using a minimum active space are also included for comparison (small kinks arise from frontier orbitals changing order when varying the geometry). All calculations are performed using the STO-3G basis. Note that BE(3) does not improve over BE(2) for both molecules and most geometries (see the main text for discussion).](ct9b00529_0004){#fig4}

With fixed fragments, BE delivers smooth energy curves for both molecules and different sizes of fragments. Overall, the accuracy of embedding increases for larger fragments. Near equilibrium geometries, BE recovers most of the correlation energy even at the BE(2) level and improves drastically over CASCI. However, as both molecules dissociate, a gap emerges between BE(3) and BE(4), and the energy of BE(3) is even higher than that of CASCI at large bond lengths. The poor performance of BE(3) in these regimes suggests that the frontier orbitals (i.e., HOMO and LUMO for C~2~H~6~ and HOMO--1 to LUMO+1 for C~2~H~4~), which are crucial to the description of bond dissociation, are not accurately spanned by the fragment and entangled bath orbitals. As mentioned in [section [2.3](#sec2.3){ref-type="other"}](#sec2.3){ref-type="other"}, this is not surprising because the embedding calculation is performed in a localized orbital basis instead of the canonical MO basis. Nevertheless, the problem is mitigated by adopting a larger fragment size, as can be seen from the curves of BE(4) and BE(5).

To examine the effect of density matching, we repeat the calculations in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"} without the matching conditions. The results are displayed in [Figure S2](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.9b00529/suppl_file/ct9b00529_si_001.pdf). As in previous examples, the effect of density matching is not significant for both equilibrium geometry and intermediate bond length. However, at large separation, imposing the matching conditions consistently worsens the results for small fragments, while bringing only little improvement to the largest fragment size. These results might be attributed to the small size of the fragments, an effect we will discuss in details in the next example.

4.3. Polyacene Chains {#sec4.3}
---------------------

The last example that we study is polyacene chains. This example represents an important application of fragment embedding methods because the full-system calculations are beyond the capability of FCI/DMRG. The large conjugate π-systems in polyacenes lead to strong electron correlation^[@ref86]−[@ref88]^ and hence can be challenging for fragment embedding methods. The performance of BE for the first six polyacene chains in the STO-3G basis is shown in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}.

![Fraction of CCSD(T) correlation energy recovered by BE with increasing fragment size for polyacene chains (from benzene to hexacene) at equilibrium geometry. All calculations are performed using the STO-3G basis.](ct9b00529_0005){#fig5}

For all six molecules, ∼95% of the correlation energy is recovered by using three-orbital fragments. Unlike previous examples, however, the convergence with fragment size is not monotonic: BE(4) and BE(5) seriously overestimate the correlation energy by ∼20%. An inspection of the calculations suggests that, even for fragments of five orbitals, most of the fragments generated by our metric are localized on one carbon atom. This is because the interaction of orbitals on the same atom is usually greater than the interaction of those on different atoms. As a consequence, fragments overlapping and matching conditions are only explored at the intra-atomic level, and the pertinent interatomic information (e.g., coherences between adjacent atoms) is thus missing in these calculations.

To illustrate this point, we repeat the calculations in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"} using an active space consisting of the π orbitals from each molecule. By doing so, each carbon atom is described by only one *p*~*z*~ orbital, and we are able to perform embedding calculations using up to five atoms per fragment. The results are displayed in [Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"}. As one can see, using one atom per fragment \[i.e., BE(1)\] overestimates the correlation energy in a way that is similar to what BE(4) and BE(5) do in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}. Including the nearest neighbors of each atom \[i.e., BE(4)\], however, drastically reduces the error. Despite a slow growth of the error with molecular size for small fragments, the largest fragment size tested here \[i.e., BE(5)\] consistently delivers accurate correlation energy (normalized error \< 1 kcal/mol) for all molecules. In addition, some improvements are observed by imposing the density matching (see [Figure S3](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.9b00529/suppl_file/ct9b00529_si_001.pdf) in the Supporting Information for the results without matching conditions), although the effect is still very small because even BE(1) is very accurate for these molecules. These observations emphasize the importance of using fragments composed of orbitals from neighboring atoms, which we will explore in a more systematic manner in future works.

![Error of active-space correlation energy (normalized to six carbons) computed by BE with increasing fragment size compared to CCSD(T) for polyacene chains (from naphthalene to hexacene) at equilibrium geometry. The active space consists of symmetrically orthogonalized *p*~*z*~ orbitals from all carbon atoms. All calculations are performed using the STO-3G basis. Note that benzene (C~6~H~6~) is not included as it has only six orbitals and BE becomes exact for three-atom fragments.](ct9b00529_0006){#fig6}

Despite the potential problem of overcorrelation, BE shows a favorable computational scaling and hence is promising for large-scale calculations. In [Figure [7](#fig7){ref-type="fig"}](#fig7){ref-type="fig"}, the CPU time as a function of basis size for the three primary steps in a BE(5) calculation is plotted for the six polyacene molecules studied above ([Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}). Exponential fit suggests that the determination of both {**λ**~*A*~} and μ scales linearly with system size (the prefactor is large owing to our pilot implementation), while the ERI transform scales slightly less than the fifth power of *N*~basis~. These observations are consistent with our analyses in [section [2.5](#sec2.5){ref-type="other"}](#sec2.5){ref-type="other"}.

![CPU time as a function of basis size for three primary steps in BE(5) calculations of the six polyacene chains in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}. Times for the determination of both {**λ**~*A*~} and μ are reported per BE iteration (ERI transform needs to be performed only once). Dashed lines are exponential fit, with the scalings indicated to the side.](ct9b00529_0007){#fig7}

5. Conclusions {#sec5}
==============

To summarize, we extended bootstrap embedding (BE) to molecular systems by generalizing the definition of overlapping fragments from lattice models to generic ab initio Hamiltonians. A heuristic interaction-based metric for determining interorbial connectivity is proposed and tested in several molecules. Numerical results suggest that BE converges fast with fragment size for small molecules at both equilibrium geometry and bond dissociation. For large molecules, the lack of interatomic fragment overlapping plagues the convergence with fragment size and results in overcorrelation for fragments of four and five orbitals. Calculations on polyacene chains using an active space composed of only π orbitals, however, show fast convergence with fragment size, highlighting the important role of interatomic fragment overlapping. Nevertheless, BE exhibits linear computational scaling (apart from an integral transform) and hence is promising for large-scale calculations.

In the future, BE could be improved in several directions. First, in this work, the use of FCI as high-level solver restricts us to small fragments. Larger fragments that include orbitals from different atoms will be available if we adopt a less expensive high-level solver. In addition, the use of large fragments also enables alternative approaches to generating fragments such as including edge orbitals by their symmetry group and atom-based fragmentation.^[@ref48],[@ref53],[@ref54],[@ref58],[@ref89]^ Last but not least, currently we explore only the matching of on-site population (i.e., diagonal elements of 1PDM). Future works will also include the matching of interorbital coherences (i.e., off-diagonal of 1PDM), which have been reported to be important for correlation energy.^[@ref59]^
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