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Abstract
We consider fractional Brownian motion with the Hurst parameters from (1/2, 1). We
found that the increment of a fractional Brownian motion can be represented as the sum of
a two independent Gaussian processes one of which is smooth in the sense that it is differ-
entiable in mean square. We consider fractional Brownian motion and stochastic integrals
generated by the Riemann sums. As an example of applications, this results is used to find an
optimal pre-programmed strategy in the mean-variance setting for a Bachelier type market
model driven by a fractional Brownian motion.
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1 Introduction
In this short note, we consider fractional Brownian motion and stochastic integrals generated by
the Riemann sums. We found that the increment of a fractional Brownian motion BH(t) with
the zero mean can be represented as the sum of a two independent Gaussian processes one of
which is smooth in the sense that it is differentiable in mean square sense, with the derivative
that is square integrable on the finite time intervals. Similarly to the drift part of the diffusion
processes, expectations of the integrals by this process are non-zero for the processes adapted
to it. This process can be considered as an analog of the drift. It has to be noted that the term
”drift” is usually applied to µ presented for the process µt + BH(t); see [3],[18],[7], where and
estimation of µ was studied. In [18], the term ”drift” was also used for a representation for BH
after linear integral transformation and random time change via a standard Brownian motion
process with constant in time drift. Our representation is for BH itself, i.e, without an integral
transformation.
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We also present an example of applications for portfolio selection. Statistical properties of
fractional Brownian motion are widely used for financial modelling; see, e.g., the review in [1] and
[10]. Optimal portfolio selection also have been studied; see, e.g., [2], [13],[10],[11], [5], as well
as more general optimal stochastic control problems [12]. It is known that the fractional market
with the Hurst parameter H > 1/2 allows arbitrage (see, e.g., [1]). The arbitrage opportunities
can be eliminated by inclusion of transaction costs in the model [9]. or by additional restrictions
on the strategies such as in [4]. We consider pre-programmed strategies; this also helps to
exclude arbitrage. We study the mean-variance setting for a Bachelier type market model
driven by a fractional Brownian motion. This linear quadratic optimization setting, or so-called
mean-variance portfolio, was first introduced for single period models by Markowitz (see [17])
and extended later on multi-period and continuous time problems (see, e.g., [14] and [6] for
multi-period problems and [15] for continuous time).
2 The main result
We are given a standard probability space (Ω,F,P), where Ω is a set of elementary events, F is
a complete σ-algebra of events, and P is a probability measure.
We assume that {BH(t)}t∈R is a fractional Brownian motion such that BH(0) = 0 with the
Hurst parameter H ∈ (1/2, 1) defined as described in [16, 8] such that
BH(t)−BH(s)
= cH
∫ t
s
(t− q)H−1/2dB(q) + cH
∫ s
−∞
[
(t− q)H−1/2 − (s− q)H−1/2
]
dB(q), (1)
where t > s, cH =
√
2HΓ(3/2 −H)/[Γ(1/2 +H)Γ(2− 2H)] and Γ is the gamma function. Here
{B(t)}t∈R is standard Brownian motion such that B(0) = 0. Let {Gt} be the filtration generated
by the process B(t).
By (1),
BH(t)−BH(s) =WH(t) +RH(t),
where
WH(t) = cH
∫ t
s
(t− q)H−1/2dB(q), RH(t) = cH
∫ s
−∞
f(t, q)dB(q),
and where f(t, q) = (t− q)H−1/2 − (s − q)H−1/2.
Let s ≥ 0 and T > s be fixed. For τ ∈ [s, T ] and g ∈ L2(s, T ), set
GH(τ, s, T, g) = cH(H − 1/2)
∫ T
τ
(t− τ)H−3/2g(t)dt.
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Theorem 1. The processes WH(t) and RH(t), where t > s, are independent Gaussian {Gt}-
adapted processes with zero mean and such that the following holds.
(i) WH(t) is independent on Gs for all t > s and has an Itoˆ’s differential in t in the following
sense: for any T > s, there exists a function h(·, s, T ) ∈ L2(s, T ) such that
∫ T
s
γ(t)dWH(t) =
∫ T
s
GH(τ, s, T, γ)dB(τ)
for any γ ∈ L2(Ω,Gs,P, L2(s, T )).
(ii) RH(t) is Gs-measurable for all t > s and differentiable in t > s in mean square sense.
More precisely, there exits a process DRH such that
(a) DRH(t) is Gs-measurable for all t > s;
(b) for any t > s,
EDRH(t)
2 = c2H
H − 1/2
2
(t− s)2H−2, E
∫ t
s
DRH(q)
2dq < +∞;
(c) for any t > s,
lim
δ→0
E
∣∣∣∣RH(t+ δ)−RH(t)δ −DRH(t)
∣∣∣∣ = 0. (2)
Corollary 1. Let γ(t) be a process such that γ(t) is Gs-measurable for all t, and that E
∫ T
s γ(t)
2dt <
+∞ for any T > s. Then the following holds.
(i)
∫ T
s
γ(t)dBH(t) =
∫ T
s
γ(t)dWH(t) +
∫ T
s
γ(t)DRH(t)dt
=
∫ T
s
GH(τ, s, T, γ)dB(τ) +
∫ T
s
γ(t)DRH(t)dt,
and all integrals here converge converges in L1(Ω,GT ,P).
(ii) E
∫ T
s γ(t)dWH(t) = 0 but it may happen that E
∫ T
s γ(t)DRH (t)dt 6= 0.
Remark 1. For a small ∆s > 0 and T = s+∆s, the term WH(t)[s,s+∆s] represents a diffusion
”noise” component that is independent on the past, and the term RH(t)[s,s+∆s] represents a a
smooth and predictable component that is completely defined by the past. This and Corollary 19ii)
show that the smooth process RH(t) has some similarity with the drift term of a semimartingale
diffusion process.
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In [3],[18],[7], the term ”drift”was applied for the parameter µ in the presentation µt+BH(t).
In [18], Theorem 1, a representation of BH after linear integral transformation and a time
change was obtained via a standard Brownian motion process plus a linear in time process.
Our representation is in a different setting, for the process BH itself, i.e, without an integral
transformation or time change.
Proof of Theorem 1(i). Clearly, the processesWH(t) and RH(t) are Gaussian with zero mean
and satisfy the required measurability properties.
By the property of the Riemann–Liouville integral, there exists c > 0 such that
‖GH (·, s, T, γ)‖L2(s,T ) ≤ c‖γ‖L2(s,T )
a.s.. In addition, this value is Gs-measurable for any τ . We have that the integral
∫ T
s γ(t)dWH(τ)
is defined as the Itoˆ’s integral
cH(H − 1/2)
∫ T
s
γ(t)dt
∫ t
s
(t− τ)H−3/2dB(τ)
= cH(H − 1/2)
∫ T
s
dB(τ)
∫ T
τ
(t− τ)H−3/2γ(t)dt =
∫ T
s
dB(τ)GH (τ, s, T, γ) (3)
To prove Theorem 1(ii), we need to verify the properties related to the differentiability of
RH(t). It suffices to prove the following lemma.
Lemma 1. The mean square derivative described in Theorem 1 exists and can be represented as
DRH(t) = cH
∫ s
−∞
f ′t(t, q)dB(q).
For this process,
E
∫ T
s
DRH(t)
2dt =
c2H
4
(T − s)2H−1.
Proof of Lemma 1. Let t > s and q < s. Consider the derivative
f ′t(t, q) = (H − 1/2)(t − q)
H−3/2.
Since H − 3/2 ∈ (−1,−1/2), it follows that 2(H − 3/2) ∈ (−2,−1) and ‖f ′t(t, ·)‖L2(−∞,s) < +∞.
Let f (1)(t, q, δ) = (f(t+ δ, q) − f(t, q))/δ, where δ ∈ (−(t− s)/2, (t− s)/2).
Clearly, f ′(t, q) − f (1)(t, q, δ) → 0 as δ → 0 for all t > T1 and all q. Let us show that
‖f ′(t, ·) − f (1)(t, ·, δ)‖L2(−∞,s) → 0 as δ → 0. We have that
f (1)(t, q, δ) = δ−1
∫ t+δ
t
f ′t(s, q)ds = f
′(θ(q, δ), q)
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for some θ(q, δ) ∈ (t, t+ δ). Hence
|f ′t(t, q)− f
(1)(t, q, δ)| ≤ sup
h∈(t,t+δ)
|f ′t(t, q)− f
′
t(h, q)| ≤ h sup
h∈(t,t+δ)
|f ′′tt(h, q)|, (4)
where
f ′′tt(h, q) = (H − 1/2)(H − 3/2)(h − q)
H−5/2.
For δ > 0, we have that
sup
h∈(t,t+δ)
|f ′′tt(h, q)| ≤ |(H − 1/2)(H − 3/2)|(t − q)
H−5/2.
For δ ∈ (−(t− s)/2, 0], we have that t+ δ − q > t+ δ − s > (t− s)/2, and
sup
h∈(t,t+δ)
|f ′′tt(h, q)| ≤ |(H − 1/2)(H − 3/2)|(t + δ − q)
H−5/2.
Since H − 5/2 ∈ (−2,−3/2), it follows that ‖f ′′tt(t, ·)‖L2(−∞,s) < +∞.
By (4), it follows for all t > s that cH
∫ s
−∞
f ′t(t, q)dB(q) is mean square limit
lim
δ→0+
RH(t+ δ) −RH(t)
δ
= cH
∫ s
−∞
f ′t(t, q)dB(q).
We denote this limit as DRH(t), i.e., DRH(t) = cH
∫ s
−∞
f ′t(t, q)dB(q).
Further, we have that
EDRH(t)
2 = c2H
∫ s
−∞
|f ′t(t, q)|
2dq = c2H(H − 1/2)
2
∫ s
−∞
(t− q)2H−3dq
= c2H
(H − 1/2)2
2H − 2
(t− q)2H−2
∣∣∣s
−∞
= c2H
H − 1/2
2
(t− s)2H−2. (5)
Hence, for T > s,
E
∫ T
s
DRH(t)
2dt = c2H
H − 1/2
2
∫ T
s
(t− s)2H−2dt = c2H
H − 1/2
2(2H − 1)
(T − s)2H−1
=
c2H
4
(T − s)2H−1.
It follows that (4) holds. This completes the proof of Lemma 1 and Theorem 1. 
Proof of Corollary 1. The integral
∫ T
s γ(t)dWH (τ) is defined as the Itoˆ’s integral (3) that
converges in L2(Ω,GT ,P). Further,
E
∣∣∣∣
∫ T
s
γ(t)DRH(t)dt
∣∣∣∣ ≤
(
E
∫ T
s
γ(t)2dt
)1/2(
E
∫ T
s
DRH(t)
2dt
)1/2
,
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and the integral
∫ T
s γ(t)DRH(t)dt converges in L1(Ω,Gs,P). Then statement (i) follows. State-
ment (ii) follows from a straightforward example where γ(t) = DRH(t). 
3 Applications to financial models
Consider the market model consisting of a risk free bond or bank account with the price b(t),
t ≥ 0, and a risky stock with the price S(t), t ≥ 0. The prices of the stocks evolve as
S(t) = S(0) + µt+ σBH(t), (6)
where BH(t) is a fractional Brownian motion such as described above with the Hurst exponent
H ∈ (1/2, 1). The initial price S(0) ∈ R is given; the parameters and µ, σ ∈ R, σ 6= 0 are also
given.
The price of the bond evolves as
db(t) = rb(t)dt,
where B(0) is a given constant, r ≥ 0 is a short rate. For simplicity, we assume that r = 0.
We assume that the wealth X(t) at time t ∈ [0, T ] is
X(t) = β(t)b(t) + γ(t)S(t). (7)
Here β(t) is the quantity of the bond portfolio, γ(t) is the quantity of the stock portfolio, t ≥ 0.
The pair (β(·), γ(·)) describes the state of the bond-stocks securities portfolio at time t. Each of
these pairs is called a strategy.
We consider pairs (β(·), γ(·)) such that β(t) and γ(t) are progressively measurable with
respect to {Gt}. In addition, we require that
E
∫ T
0
[
β(t)2 + γ(t)2
]
dt < +∞.
This restriction bounds the risk to be accepted and pays the same role as exclusion of doubling
strategies; see examples and discussion on doubling strategies in [1].
Furthermore, we restrict consideration by the set A¯ consisting of γ such that γ(t) is G0-
measurable for all t ≥ 0. In other words, we consider preselected strategies, where decisions
are planned ahead at the initial time based on the available historical data. This is the setting
portfolio selected according to a predetermined program that cannot be to be adjusted according
to the flow of newly available market information; this helps to exclude arbitrage presented for
currently adjustable strategies for market with H ∈ (1/2, 1) (see, e.g., [1]). In the stochastic
control theory, similar strategies are called programmed controls.
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An admissible strategy (β(·), γ(·)) is said to be an admissible self-financing strategy if
dX(t) = β(t)db(t) + γ(t)dS(t) = γ(t)dS(t),
meaning that
X(t) = X(0) +
∫ t
0
β(s)db(s) +
∫ t
0
γ(s)dS(s),
Since we assumed that r = 0, it gives simply that
X(t) = X(0) +
∫ t
0
γ(s)dS(s) = X(0) + µ
∫ t
0
γ(s)ds + σ
∫ t
0
γ(s)dBH(s).
Under this condition, the process γ(t) alone defines the strategy.
The stochastic integral mentioned above is defined as suggested in Corollary 1(i).
Let λ > 0 and k > 0 be given. Let E0 denote the conditional expectation given G0, and
let Var0 denote the corresponding variance.
Consider the following portfolio selection problem
Maximize EX(T )− λEVar0X(T )− kE
∫ T
0
γ(t)2dt over γ ∈ A¯. (8)
The selection of λ is defined by the risk preferences; the selection of k > 0 represent a penalty
for an excessive investment in the risky asset.
This linear quadratic optimization setting, or so-called mean-variance portfolio, was first
introduced for single period models by Markowitz (see [17]) and extended later on multi-period
and continuous time problems (see, e.g., [14] and [6] for multi-period problems and [15] for
continuous time).
By Theorem 1, we have that
E0X(T ) =
∫ T
0
γ(t)(µ + σDRH(t))dt, Var0X(T ) = E0
(
σ
∫ T
0
γ(t)dWH(t)
)2
.
Consider an operator Γ : L2(0, T )→ L2(0, T ) such that
(γ,Γγ)L2(0,T ) = σ
2(GH(·, 0, T, γ), GH (·, 0, T, γ))L2(0,T ).
Clearly, the operator Γ is bounded, self-adjoint, and non-negatively defined. By Corollary 1, it
follows that
EVar0X(T ) = E(γ,Γγ)L2(0,T ).
Consider a Hilbert spaceH = L2(Ω,G0,P;L2(0, T )) with the standard L2-type scalar product
(·, ·)H and norm ‖ · ‖H.
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Problem (8) can be rewritten as
Maximize (γ, µ+DRH)H − λ(γ,Γγ)H − k‖γ‖
2
H over γ ∈ H. (9)
The theory of linear-quadratic gives that the optimal solution in H is
γ̂ =
1
2λ
(Γ + kI)−1(µ+ σDRH). (10)
Here I : L2(0, T ) → L2(0, T ) is the identity operator. The operator (Γ + kI)
−1 : L2(0, T ) →
L2(0, T ) is bounded (see, e.g., Lemma 2.7 p.74 in [19]). A version of γ̂ can be selected such that
γ(t) is G0-measurable for a.e. t and γ ∈ L2(0, T ) a.s..
Remark 2. The operator (Γ + kI)−1 can be applied to µ + σDRH pathwise in L2(0, T ); this
does not require to apply any averaging over a probability measure.
4 Discussion and future developments
(i) It can be noted that estimation of µ and DRH from observable data required by (10) is a
non-trivial problem; see discussion in [3], [7], and [18].
(ii) It could be interesting to solve a similar portfolio selection problem for a more mainstream
model with S(t) = exp(µt+σBH(t)). It is unclear yet how to do this for a setting with G0-
measurable quantity of shares γ(t) for admissible strategies. However, it is straightforward
to consider a model with this prices in a setting with γ(t) = pi(t)/S(t), where pi(t) is
F0-adapted. We leave for future research.
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