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Abstract
General isometries of cyclic codes, including multipliers and transla-
tions, are introduced; and isometrically self-dual cyclic codes are defined.
In terms of Type-I duadic splittings given by multipliers and translations,
a necessary and sufficient condition for the existence of isometrically self-
dual cyclic codes is obtained. A program to construct isometrically self-
dual cyclic codes is provided, and illustrated by several examples. In
particular, a class of isometrically self-dual MDS cyclic codes, which are
alternant codes from a class of generalized Reed-Solomon codes, is pre-
sented.
Keywords: cyclic code, isometry, isometrically self-dual, MDS cyclic
codes.
MSC2010: 12E20, 94B60.
1 Introduction
Self-dual codes and cyclic codes are two important and long-time topics which
are interesting in both theoretical perspective and technological practice.
Let Fq be a finite field with q elenments, where q is a power of a prime.
Cyclic codes of length n over Fq can be described as ideals of the quotient
algebra Fq[X ]/〈Xn−1〉 of the polynomial algebra Fq[X ] with respect to the ideal
〈Xn−1〉 generated byXn−1. If the greatest common divisor gcd(q, n) = 1, then
Fq[X ]/〈Xn − 1〉 is a semisimple algebra. Semisimple cyclic codes are studied
and applied extensively. However, it is a pity that there are no (euclidean) self-
dual semisimple cyclic codes. An alternative research is the study on duadic
cyclic codes, which are initiated by Leon, Masley and Pless [18], and developed
extensively from various directions, e.g., see [21, 24, 5, 22, 25, 9, 11, 26, 19, 20,
23, 2, 15, 12, 17, 14].
In the semisimple case, the irreducible factors in Fq[X ] of X
n − 1 correspond
one-to-one to the q-cyclotomic cosets (q-cosets in short) of the residue ring Zn
Email addresses: yfan@mail.ccnu.edu.cn (Y. Fan)
1
of the integer ring Z modulo n. By Z∗n we denote the subset of the elements
s ∈ Zn such that gcd(s, n) = 1. For any s ∈ Z∗n, we have a permutation µs of
Zn such that (see [16, p.138]):
µs(i) = si (mod n), ∀ i ∈ Zn. (1.1)
The permutation µs is called a multiplier. Correspondingly, we have an isomor-
phism µˆs of the algebra Fq[X ]/〈Xn − 1〉 such that (see [16, Eqn (4.4)]):
µˆs
(
a(X)
)
= a(Xs) (mod Xn − 1), ∀ a(X) ∈ Fq[X ]/〈X
n − 1〉. (1.2)
The isomorphism µˆs preserves the Hamming weight obviously (the isomorphisms
which preserve Hamming weight are called isometries). If there is a subset
P ⊆ Zn which is a union of some q-cosets such that Zn = {0}
⋃
P
⋃
µs(P ) is
a partition, then P and µs(P ) are called an even-like duadic splitting of Zn.
In that case, Fq[X ]/〈X
n − 1〉 = C + µˆs(C) and C
⋂
µˆs(C) is the cyclic code
generated by the vector (1, · · · , 1), where C is the cyclic code with defining
set P . Please refer to [16, Ch. 6] for details.
Constacyclic codes are a natural generalization of cyclic codes, they are
ideals of the quotient algebra Fq[X ]/〈Xn − λ〉, where λ ∈ F∗q is a non-zero
element. Semisimple constacyclic codes are still the most important case. In
the semisimple case, [10] showed that self-dual negacyclic codes (i.e., λ = −1)
exist. Blackford [3] proved that semisimple self-dual constacyclic codes do not
exist except for the negacyclic case; and he showed conditions that the self-dual
negacyclic codes exist. A more concise condition for the existence of self-dual
negacyclic codes appeared in [7, Corollary 21].
An innovation to develop further the theory is the concept of iso-dual con-
stacyclic codes introduced in [4]. Assume that λ is a primitive r-th root of unity
(of course, r divides q − 1). Similarly to the cyclic codes, the set of roots of
Xn − λ corresponds to a subset of Znr, denoted by 1 + rZnr, which consists
of the elements i ∈ Znr such that i ≡ 1 (mod r). The irreducible factors of
Xn − λ correspond bijectively to the q-cosets on the set 1 + rZnr . For s ∈ Z∗nr,
Blackford [4] defined a multiplier µs on 1 + rZnr similarly to Eqn (1.1), and
defined an isometry ϕs of Fq[X ]/〈Xn − λ〉 similarly to Eqn (1.2). Then, a con-
stacyclic code C is said to be iso-dual if there is an isometry which maps C
onto its dual code C⊥. If there is a subset P ⊆ (1 + rZnr) which is a union
of some q-cosets such that 1 + rZnr = P
⋃
µs(P ) is a partition, then P and
µs(P ) are called a Type-I duadic splitting of 1 + rZnr given by µs; in that case,
Fq[X ]/〈Xn − 1〉 = C ⊕ ϕs(C) is a direct sum, where C is the constacyclic code
with defining set P . Blackford [4] proved that iso-dual constacyclic codes cor-
respond one to one to the Type-I duadic splittings given by multipliers; and
showed conditions for the existence of such splittings (an issue was addressed in
[6]). A necessary and sufficient condition for the existence of the Type-I duadic
splittings given by multipliers was presented in [7, Corollary 19]. With these
notations, however, the iso-dual cyclic codes do not exist either, because any
multiplier µs on Zn leaves 0 invariant, hence the Type-I duadic splittings of Zn
given by multipliers do not exist; see also Remark 3.3 (ii) below.
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It is an interesting question: whether we can find a generalized self-duality
which occurs in semisimple cyclic codes? The key idea is that, in essence,
an isometry of cyclic codes is an algebra isomorphism preserving Hamming
weight; though multipliers are isometries, there might be isometries outside of
the multipliers, and those isometries might give isometrically self-dual cyclic
codes. We should investigate the general isometries of cyclic codes to discover
the isometries besides multipliers, then we would answer the question positively.
In Section 2, we start with an investigation of the general isometries of
semisimple cyclic codes of length n, and define the isometrically self-dual cyclic
codes, abbreviated as iso-self-dual cyclic codes. The permutations of Zn corre-
sponding the general isometries include not only multipliers, and translations
as well. Then, we transform the study of iso-self-dual semisimple cyclic codes
into the study of Type-I duadic splittings of Zn given by the multipliers and
translations.
In Section 3, we present necessary and sufficient conditions for the existence
of Type-I duadic splittings of Zn given by multipliers and translations. Mean-
while, a method of construction of such splittings is also provided.
In Section 4, we exhibit a program to construct iso-self-dual semisimple cyclic
codes, and illustrate it with examples. If the length n is even and n/2 is odd,
then for any finite field Fq with q coprime to n the iso-self-dual cyclic codes of
length n over Fq exist and the construction of them is interesting. In particular,
a class of iso-self-dual MDS cyclic codes, which are alternant codes from a class
of generalized Reed-Solomon codes, is obtained.
2 Isometrically self-dual cyclic codes
Let Fq be the finite field with cardinality |Fq| = q, where q is a prime power, let
F∗q be the set of non-zero elements of Fq. Let n be a positive integer.
By Zn we denote the residue ring of the integer ring Z modulo n, and by Z
∗
n
we denote the multiplicative group consisting of units of Zn.
By Rn = Fq[X ]/〈Xn − 1〉 we denote the quotient algebra of the polynomial
algebra Fq[X ] modulo the ideal 〈Xn−1〉 generated byXn−1. Any element ofRn
has a unique representative of degree < n: a(X) = a0+ a1X + · · ·+ an−1Xn−1,
which is identified with the word a = (a0, a1, · · · , an−1) ∈ Fnq . By w(a(X)) we
denote the Hamming weight of the word a. Any ideal C of Rn is called a cyclic
code of length n over Fq.
In the following we always assume that gcd(q, n) = 1, i.e., the cyclic codes
considered in the following are all semisimple. We always assume that θ is a
primitive n-th root of unity (in a suitable extension of Fq). Then
Xn − 1 =
∏
i∈Zn
(X − θi). (2.1)
In this way, roots of Xn − 1 correspond bijectively to elements of Zn.
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Definition 2.1. A transformation ϕ : Rn → Rn is called an isometry of Rn if
ϕ is an algebra automorphism of Rn and preserves the Hamming weight of Rn
(i.e., w(ϕ(a(X))) = w(a(X)) for all a(X) ∈ Rn).
General isometries between constacyclic codes were introduced in [8] to clas-
sify constacyclic codes, with less attention paid to cyclic codes. We need precise
characterizations of isometries of cyclic codes as follows.
Lemma 2.2. A transformation ϕ : Rn → Rn is an isometry if and only if there
is a positive integer s ∈ Z∗n and an integer t ∈ Zn satisfying that qt ≡ t (mod n)
such that
ϕ
(
a(X)
)
= a(θtXs) (mod Xn − 1), ∀ a(X) =
n−1∑
i=0
aiX
i ∈ Rn. (2.2)
Proof. Assume that ϕ : Rn → Rn is an isometry. Since ϕ preserves the
Hamming weight, there is an element b ∈ F∗q and a positive integer s ∈ Zn such
that ϕ(X) = bXs. Because ϕ is an algebra automorphism, the n elements:
ϕ(X i) = (bXs)i = biXsi (mod Xn − 1), i = 0, 1, · · · , n− 1, (2.3)
are a basis of Rn. If the greatest common divisor d = gcd(s, n) > 1, then the
remainder of si modulo n is a multiple of d; hence the n elements in Eqn (2.3)
are not a basis of Rn, which is not the case. So the integer s is coprime to n,
i.e., s ∈ Z∗n. Since X
n = 1 in Rn, we have
1 = ϕ(Xn) = ϕ(X)n = bnXsn = bn;
that is, b = θt for an integer t ∈ Zn. By the Galois theory, θt ∈ Fq if and only
if (θt)q = θt which is equivalent to that qt ≡ t (mod n). Then Eqn (2.2) holds
obviously.
Conversely, assume that s ∈ Z∗n, t ∈ Zn satisfying that qt ≡ t (mod n),
and Eqn (2.2) holds. Note that θt ∈ Fq because qt ≡ t (mod n). For any
a(X), b(X) ∈ Rn, in Rn we have the following computation:
ϕ
(
a(X)b(X)
)
= a(θtXs)b(θtXs) = ϕ
(
a(X)
)
ϕ
(
b(X)
)
(mod Xn − 1).
Similarly, we can check that ϕ
(
a(X) + b(X)
)
= ϕ
(
a(X)
)
+ ϕ
(
b(X)
)
. Thus, ϕ
is an algebra endomorphism of Rn. For i = 0, 1, · · · , n− 1, there are integers hi
and ri with 0 ≤ ri ≤ n− 1 such that si = nhi + ri. Then
ϕ(X i) = θtiXri , i = 0, 1, · · · , n− 1.
Since s is coprime to n, it is easy to see that i 7→ ri is a permutation of
{0, 1, · · · , n − 1}. Let Ps be the corresponding permutation matrix. By Dt
we denote the diagonal matrix with 1, θt, · · · , θt(n−1) on the diagonal positions.
Then ϕ(X i) = θtiXri implies that:
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• With respect to the basis 1, X, · · · , Xn−1 of Rn, the matrix of ϕ is the
monomial matrix DtPs.
Hence ϕ is an algebra automorphism and preserves the Hamming weight.
Remark 2.3. For s ∈ Z∗n and t ∈ Zn with qt ≡ t (mod n), we have a positive
integer s−1 ∈ Z∗n such that ss
−1 ≡ 1 (mod n); and for −t we still have q(−t) ≡
−t (mod n). By ϕs,t we denote the isometry of Rn defined by
ϕs,t : Rn −→ Rn, a(X) −→ a(θ
−tXs
−1
) (mod Xn − 1). (2.4)
That is, ϕs,t
(
a(X)
)
= a(θ−tXs
−1
) (mod Xn− 1), it is the unique polynomial of
degree < n congruent to a(θ−tXs
−1
) modulo Xn− 1. We illustrate two specific
cases.
(i) If s = 1. then we take s−1 = 1 and, for any a(X) =
∑n−1
i=0 aiX
i ∈ Rn,
since deg a(θ−tX) = deg a(X) < n, we have
ϕ1,t
(
a(X)
)
= a(θ−tX) = a0 + θ
−ta1X + · · ·+ θ
−t(n−1)an−1X
n−1. (2.5)
(ii) If s=−1 and t=0, then we take s−1=n− 1 as (−1)(n− 1)≡1 (mod n);
since Xn ≡ 1 (mod Xn − 1), by Eqn (2.4), for a(X) =
∑n−1
i=0 aiX
i we have
ϕ−1,0
(
a(X)
)
≡ Xn
n−1∑
i=0
aiX
(n−1)i ≡
n−1∑
i=0
aiX
n−i (mod Xn − 1);
i.e.,
ϕ−1,0
(
a(X)
)
= a0 + an−1X + · · ·+ a1X
n−1. (2.6)
As usual, by C⊥ we denote the (Euclidean) dual code of any code C. It is
easy to check that, for any cyclic code C ⊆ Rn, its dual code C⊥ ⊆ Rn is still
a cyclic code.
Definition 2.4. For a cyclic code C ⊆ Rn over Fq of length n, if there is
an isometry ϕs,t of Rn such that ϕs,t(C) = C
⊥, then we say that C is an
isometrically self-dual cyclic code, or, an iso-self-dual cyclic code for short.
Thus, an iso-self-dual cyclic code C has the same algebraic structure as
its dual code C⊥; specifically, h(X) is a check polynomial of C if and only if
ϕs,t
(
h(X)
)
is a check polynomial of ϕs,t(C) = C
⊥. Meanwhile, an iso-self-dual
cyclic code C has the same weight structure as C⊥; specifically, C and C⊥ have
the same weight distributions; in other words, C is a formally self-dual cyclic
code, see [16, page 378].
In the rest of this section we translate the study of iso-self-dual cyclic codes
into a study of corresponding permutations on the index set Zn.
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For any pair s, t where s ∈ Z∗n and t ∈ Zn satisfying that qt ≡ t (mod n), it
is easy to see that the map
ρs,t : Zn −→ Zn, i −→ s(i+ t) (mod n), (2.7)
is a permutation of Zn, which we call a q-permutation of Zn.
We list some related known facts in the following remark.
Remark 2.5. (i) Note that, if t = 0, then we denote µs = ρs,0, which is
called a multiplier on Zn in literature. On the other hand, if s = 1, then we
denote τt = ρ1,t. Since τt(i) = i + t (mod n) for i ∈ Zn and t should satisfy
that “qt ≡ t (mod n)” where q is involved, we call τt a q-translation on Zn.
Obviously, ρs,t = µsτt.
(ii) Since q ∈ Z∗n, we have a special multiplier µq, and the µq-orbits (i.e., the
orbits on Zn of the permutation group 〈µq〉 generated by µq) are usually named
q-cyclotomic cosets. In the following, we call µq-orbits on Zn by q-cosets, and
use Zn/µq to stand for the quotient sets consisting of all q-cosets on Zn.
(iii) For any q-coset Q ∈ Zn/µq, the polynomial fQ(X) =
∏
i∈Q(X − θ
i) is
irreducible in Fq[X ]. We have the monic irreducible decomposition: X
n − 1 =∏
Q∈Zn/µq
fQ(X). Obviously, a subset P ⊆ Zn is µq-invariant (i.e., µq(P ) = P )
if and only if P =
⋃k
j=1Qj is a union of some q-cosets Q1, · · · , Qk. If it is the
case, then the polynomial fP (X) =
∏
i∈P (X − θ
i) =
∏k
j=1 fQ(X) is a monic
divisor of Xn − 1. In this way, the monic divisors of Xn − 1 correspond one to
one to the µq-invariant subsets of Zn.
(iv) Each µq-invariant subset P of Zn corresponds to exactly one cyclic
code (i.e., ideal) of Rn, denoted by CP , such that the polynomial fP (X) is a
check polynomial of CP ; both the degree deg fP (X) and the dimension dimCP
equal to the cardinality |P | of P . The correspondence P 7→ CP is a lattice
isomorphism between the lattice of µq-invariant subsets of Zn and the lattice of
cyclic codes of Rn.
Lemma 2.6. Let s ∈ Z∗n and t ∈ Zn satisfying that qt ≡ t (mod n), and
s−1 be a positive integer such that ss−1 ≡ 1 (mod n). Then for fQ(X), where
Q ∈ Zn/µq is a q-coset, we have an Fq-polynomial uQ(X) which is coprime to
Xn − 1 and has leading coefficient θ−t|Q| such that
fQ(θ
−tXs
−1
) = uQ(X)fρs,t(Q)(X).
Proof. Since qt ≡ t (mod n), we see that θ−t ∈ Fq and
ρs,t(Q) = s(Q + t) = {s(i+ t) (mod n) | i ∈ Q}
is still a q-coset, and the cardinalities
∣∣Q∣∣ = ∣∣ρs,t(Q)∣∣. Then:
fQ(θ
−tXs
−1
) =
∏
i∈Q
(θ−tXs
−1
− θi) =
∏
i∈Q
θ−t
(
Xs
−1
− (θ(i+t)s)s
−1)
= θ−t|Q|
∏
i∈Q
Xs
−1
− (θ(i+t)s)s
−1
X − θ(i+t)s
·
∏
i∈Q
(X − θ(i+t)s).
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Since the map Q→ ρs,t(Q), i 7→ s(i+ t) (mod n), is a bijection, we see that
∏
i∈Q
(X − θ(i+t)s) =
∏
i∈ρs,t(Q)
(X − θi) = fρs,t(Q)(X).
It remains to show that
∏
i∈Q
Xs
−1
−(θ(i+t)s)s
−1
X−θ(i+t)s
is coprime to Xn − 1. To do it,
it is enough to show that any root θj of Xn − 1 is not a root of the polynomial
Xs
−1
−(θ(i+t)s)s
−1
X−θ(i+t)s
for any i ∈ Q. If j≡(i + t)s (mod n), then θj = θ(i+t)s which
is not a root of the polynomial X
s−1−(θ(i+t)s)s
−1
X−θ(i+t)s
. Otherwise, j 6≡(i+ t)s (mod n)
hence θj 6= θ(i+t)s; since s−1 is coprime to n, (θj)s
−1
− (θ(i+t)s)s
−1
6= 0; i.e., θj
is not a root of the polynomial X
s−1−(θ(i+t)s)s
−1
X−θ(i+t)s
.
Corollary 2.7. Let s, t, s−1 be as in Lemma 2.6, and P ⊆ Zn be a µq-invariant
subset. Then we have an Fq-polynomial uP (X) which is coprime to X
n− 1 and
has leading coefficient θ−t|P | such that
fP (θ
−tXs
−1
) = uP (X)fρs,t(P )(X).
Proof. There are some q-cosets Q1, · · · , Qk such that P is a disjoint union
P =
⋃k
i=1Qi. Then ρs,t(P ) is a disjoint union ρs,t(P ) =
⋃k
i=1 ρs,t(Qi), and
fP (X) =
∏k
i=1 fQi(X). By Lemma 2.6, fQi(θ
−tXs
−1
) = uQi(X)fρs,t(Qi)(X)
with uQi(X) being coprime to X
n− 1 and having leading coefficient θ−t|Qi|. So
fP (θ
−tXs
−1
) =
k∏
i=1
uQi(X) ·
k∏
i=1
fρs,t(Qi)(X) =
k∏
i=1
uQi(X) · fρs,t(P )(X),
where
∏k
i=1 uQi(X) is coprime to X
n− 1 and has leading coefficient θ−t|P |.
Though the polynomials ϕs,t
(
fP (X)
)
and fρs,t(P )(X) are different from each
other in general, by the above result, we can find the polynomial fρs,t(P )(X)
from the polynomial ϕs,t
(
fP (X)
)
.
Theorem 2.8. Let s ∈ Z∗n and t ∈ Zn satisfying that qt ≡ t (mod n), let P be
a µq-invariant subset of Zn. Then
fρs,t(P )(X) = gcd
(
fP (θ
−tXs
−1
), Xn − 1
)
= gcd
(
ϕs.t
(
fP (X)
)
, Xn − 1
)
.
Proof. From Corollary 2.7, we get immediately that
fρs,t(P )(X) = gcd
(
fP (θ
−tXs
−1
), Xn − 1
)
.
Note that ϕs,t
(
fP (X)
)
is the remainder of fP (θ
−tXs
−1
) modulo Xn − 1. The
greatest common divisor in the right hand side of the above equality is clearly
equal to gcd
(
ϕs.t
(
fP (X)
)
, Xn − 1
)
.
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We describe two specific cases of the theorem. Recall that, for a polynomial
a(X) = a0 + a1X + · · · + adXd, the polynomial Xd · a(X−1) = ad + ad−1X +
· · ·+ a0Xd is called the reciprocal polynomial of a(X).
Corollary 2.9. (i) fρ1,t(P )(X) = θ
t|P |fP (θ
−tX).
(ii) Let a0 = (−1)|P |
∏
i∈P θ
i be the constant term of fP (X). Then
fρ−1,0(P )(X) = f−P (X) = a
−1
0 ·X
|P |fP (X
−1).
Proof. Note that both fP (X) and fρs,t(P )(X) are monic divisors of X
n−1
with degree |P |.
(i). In this case where s = 1 (hence s−1 = 1), the polynomial uP (X) in
Corollary 2.7 is in fact the constant θ−t|P |.
(ii). Note that ρ−1,0(P ) = (−1)(P + 0) = −P = {−i | i ∈ P}. Denote
|P | = d. We can write fP (X) = a0 + a1X + · · · + adX
d, where ad = 1 and
a0 = (−1)d
∏
i∈P θ
i because fP (X) =
∏
i∈P (X − θ
i). By Eqn (2.6),
ϕ−1,0
(
fP (X)
)
= a0 + a1X
n−1 + · · ·+ adX
n−d
= Xn−d(a0X
d + a1X
d−1 + · · ·+ ad)− a0(X
n − 1)
= Xn−d ·XdfP (X
−1)− a0(X
n − 1).
Since θi for i ∈ (−P ) are all roots of XdfP (X−1) (cf. [16, Lemma 4.4.7]),
XdfP (X
−1) is a divisor of Xn − 1. Thus
gcd
(
ϕ−1.0
(
fP (X)
)
, Xn − 1
)
= a−10 (a0X
d + a1X
d−1 + · · ·+ ad).
By Theorem 2.8, we obtain the conclusion (ii).
We turn to cyclic codes and state the following concise result.
Theorem 2.10. For any q-invariant subset P ⊆ Zn and any isometry ϕs,t
ϕs,t(CP ) = Cρs,t(P ).
Proof. Since fP (X) is a check polynomial of CP and ϕs,t is an alge-
bra automorphism of Rn, the cyclic code ϕs,t(CP ) has a check polynomial
ϕs,t
(
fP (X)
)
= fP (θ
−tXs
−1
) (mod Xn−1). By Corollary 2.7, uP (X)fρs,t(P )(X)
is a check polynomial of ϕs,t(CP ), where uP (X) is a unit of Rn. So, fρs,t(P )(X)
is also a check polynomial of ϕs,t(CP ). By definition (see Remark 2.5 (iv)),
ϕs,t(CP ) = Cρs,t(P ).
Similar to [4, Theorem 4] and [13, Lemma 3.5], we have the following result.
Lemma 2.11. Let P be a q-invariant subset of Zn. Then
C⊥P = ϕ−1,0(CP¯ ) = C−P¯ ,
where P¯ =Zn\P is the complement of P in Zn.
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Proof. By Theorem 2.10, ϕ−1,0(CP¯ ) = Cρ−1,0(P¯ ) = C−P¯ .
Let a(X) =
∑n−1
i=0 aiX
i ∈ CP¯ . For any c(X) =
∑n−1
i=0 ciX
i ∈ CP , set
b(X) = Xn−1c(X) (mod Xn − 1). Then b(X) ∈ CP (as CP is an ideal) and
b(X) = c1 + c2X + · · ·+ cn−1X
n−2 + c0X
n−1.
Since fP (X)fP¯ (X) = X
n − 1, a(X)b(X) ≡ 0 (mod Xn − 1). Observing the
coefficient of Xn−1 in a(X)b(X) (mod Xn − 1), we obtain that
a0c0 + a1cn−1 + · · ·+ an−2c2 + an−1c1 = 0.
By Eqn (2.6),
ϕ−1,0
(
a(X)
)
= a0 + an−1X + · · ·+ a1X
n−1.
So the (Euclidean) inner product〈
ϕ−1,0
(
a(X)
)
, c(X)
〉
= a0c0 + an−1c1 + · · ·+ a1cn−1 = 0
Thus ϕ−1,0
(
a(X)
)
∈ C⊥P . In conclusion, ϕ−1,0(CP¯ ) ⊆ C
⊥
P . Finally,
dimϕ−1,0(CP¯ ) = dimCP¯ = |P¯ | = n− |P | = n− dimCP = dimC
⊥
P ;
from which we further get that ϕ−1,0(CP¯ ) = C
⊥
P .
Theorem 2.12. Let P be a q-invariant subset of Zn. The cyclic code CP ⊆ Rn
is an iso-self-dual cyclic code if and only if there is a positive integer s ∈ Z∗n and
an integer t ∈ Zn satisfying that qt ≡ t (mod n) such that Zn = P
⋃
ρs,t(P ) is
a partition. If it is the case, then the following hold:
(i) ϕ−s,t(CP ) = C
⊥
P .
(ii) h(X) is a check polynomial of CP if and only if ϕ−s,t(h(X)) is a check
polynomial of C⊥P (equivalently, ϕ−s,t(h(X)) is a generator polynomial of
CP ).
(iii) CP and C
⊥
P have the same weight distributions.
Proof. Let ϕs,t be an isometry of Rn. By Theorem 2.10 and Lemma 2.11,
ϕs,t(CP ) = C
⊥
P is equivalent to Cρs,t(P ) = C−P¯ , i.e., −P¯ = ρs,t(P ) = s(P + t).
Thus ϕs,t(CP ) = C
⊥
P if and only if P¯ = −s(P + t) = ρ−s,t(P ). The latter one
is equivalent to that Zn = P
⋃
ρ−s,t(P ) is a partition of Zn.
Replacing −s by s in the above argument, we obtain the conclusions (i).
Since ϕ−s,t is an algebra automorphism of Rn and preserves Hamming weight,
(ii) and (iii) are obtained immediately.
Definition 2.13. (i) Let s ∈ Z∗n, t ∈ Zn satisfying that qt ≡ t (mod n), and P
be a µq-invariant subset of Zn. If Z = P
⋃
ρs,t(P ) is a partition of Zn, then we
say that P, ρs,t(P ) are a Type-I duadic splitting of Zn given by ρs,t.
(ii) If there are s, t, P such that the above (i) holds, then we say that Type-I
duadic splittings of Zn exist.
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Thus, the study of iso-self-dual cyclic codes is translated to the study of
Type-I duadic splittings of Zn. Theorem 2.12 says that iso-self-dual cyclic codes
of length n exist if and only if Type-I duadic splittings of Zn exist; and, in that
case, the information of the iso-self-dual cyclic codes can be obtained from the
information of the Type-I duadic splittings of Zn.
3 Type-I duadic splittings of Zn
Keep the notations in Section 2. For convenience, we denote
Gq,n =
{
ρs,t
∣∣ s ∈ Z∗n, t ∈ Zn satisfying that qt ≡ t (mod n)}, (3.1)
where ρs,t is the q-permutation of Zn defined in Eqn (2.7). It is easy to check
that
ρs′,t′ρs,t = ρs′s,t+s−1t′ , ∀ ρs′,t′ , ρs,t ∈ Gq,n;
in particular,
ρ−1s,t = ρs−1,−st, ∀ ρs,t ∈ Gq,n.
So, Gq,n is a permutation group of Zn, which we call the q-permutation group of
Zn. Recall from Remark 2.5 (i) that we denote µs = ρs,0 and call it a multiplier;
we denote τt = ρ1,t and call it a q-translation on Zn; and ρs,t = µsτt.
From the condition qt ≡ t (mod n), we have τtµq = µqτt. So the subgroup
〈µq〉 generated by µq is a central subgroup of Gq,n. Then the group Gq,n acts
on the quotient set Zn/µq consisting of q-cosets. The properties of this action
determine the existence and constructions of the Type-I duadic splittings of Zn.
For fundamentals of group actions, please refer to [1]. Some elementary results
on group actions will be cited later which we list in the following remark; cf. [1]
or [7, Lemma 6, Lemma 7] for details.
Remark 3.1. Let a finite group G act on a finite set X . For ρ ∈ G, by 〈ρ〉
we denote the subgroup generated by ρ. Any orbit of the group 〈ρ〉 on X is
abbreviated as a ρ-orbit.
(i) Let ρ ∈ G. Then there is a subset S ⊆ X such that X = S
⋃
ρ(S) is a
partition of X if and only if the length of any ρ-orbit on X is even. If it is the
case, for each ρ-orbit (x1, x2, · · · , x2m), i.e., ρ(xi) = xi+1 for 1 ≤ i < 2m and
ρ(x2m) = x1, we can place x1, x3, · · · , x2m−1 into S; once this is done for every
ρ-orbit, we obtain a subset S ⊆ X such that X = S
⋃
ρ(S) is a partition.
(ii) The length of any ρ-orbit on X is a divisor of the order of ρ in the group
G. In particular, if the order of ρ is a power of 2, then there is a subset S ⊆ X
such that X = S
⋃
ρ(S) is a partition of X if and only if there is no element of
X which is fixed by ρ.
(iii) Let another finite group G′ act on a finite set X ′. Then the finite group
G×G′ acts on the finite set X ×X ′. For (ρ, ρ′) ∈ G×G′ and (x.x′) ∈ X ×X ′,
the length of the (ρ, ρ′)-orbit on X × X ′ containing (x, x′) equals to the least
common multiple of the lengths of the ρ-orbit on X containing x and the length
of the ρ′-orbit on X ′ containing x′.
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Lemma 3.2. Let ρs,t ∈ Gq,n. A q-coset Q ∈ Zn/µq is fixed by ρs,t if and only
if there is a k ∈ Q and an integer j ≥ 0 such that (qj − s)k ≡ st (mod n).
Proof. Note that, since ρs,t(Q) is still a q-coset, ρs,t(Q) = Q if and only if
ρs,t(Q)
⋂
Q 6= ∅. Thus, ρs,t(Q) = Q if and only if there is a k ∈ Q and an integer
j ≥ 0 such that ρs,t(k) = qjk. The latter is just (qj − s)k ≡ st (mod n).
Remark 3.3. (i) By ν2(m) we denote the 2-adic valuation of any non-zero
integerm, i.e., 2ν2(m) is the largest power of 2 which dividesm. For convenience,
we appoint that ν2(0) =∞.
(ii) If t = 0, then “k = 0” is always a solution for (qj − s)k ≡ st (mod n);
hence the Type-I duadic splittings of Zn given by any multiplier ρs,0 = µs do
not exist. Thus, in the following we consider the case where t 6≡ 0 (mod n).
(iii) From Lemma 3.4 till to Theorem 3.8, we consider the case where
n = 2v with v ≥ 1. In that case, q must be odd since we have assumed that
gcd(q, n) = 1, and, with the notation in (i), the condition that qt ≡ t (mod n) in
Eqn (3.1) (i.e. (q− 1)t ≡ 0 (mod 2v)) can be rewritten as v ≤ ν2(q− 1)+ ν2(t).
Lemma 3.4. Let n = 2v with v ≥ 1. Let ρs,t ∈ Gq,2v with t 6≡ 0 (mod 2v). The
Type-I duadic splittings of Z2v given by ρs,t exist if and only if
ν2(q
j − s) > ν2(t), ∀ j ≥ 0. (3.2)
Proof. Since two integers in a residue class of Z2v have different 2-adic
valuations, we need to show that the inequality (3.2) is independent of the
choices of the integers s, t from their residue classes modulo 2v. Suppose that
s ∈ Z∗2v satisfies the inequality (3.2), i.e., ν2(q
j − s) > ν2(t). For any s
′ ≡ s
(mod 2v), we write s′ = s+ 2vk. Since 0 ≤ ν2(t) < v, we get
ν2(q
j − s′) = ν2(q
j − s− 2vk) ≥ min{ν2(q
j − s), v} > ν2(t).
So, s′ still satisfies the inequality (3.2). Similarly, if ν2(q
j − s) > ν2(t) and
t′ = t+ 2vk, then ν2(t
′) = ν2(t) since ν2(t) < v, hence ν2(q
j − s) > ν2(t′).
It is easy to see that the group Gq,2v is of order power of 2, hence the order
of ρs,t is a power of 2. Thus the Type-I duadic splittings of Z2v given by ρs,t
exist if and only if there is no q-coset of Z2v which is fixed by ρs,t, please see
Remark 3.1 (ii).
Suppose that the condition (3.2) holds. Then for any j ≥ 0,
ν2((q
j − s)k) ≥ ν2(q
j − s) > ν2(t) = ν2(st), ∀ k ∈ Zn.
Since t 6≡ 0 (mod 2v), for any k ∈ Zn we get that (qj − s)k 6≡ st (mod 2v). By
Lemma 3.2, there is no q-coset Q ∈ Zn/µq which is fixed by ρs,t.
Conversely, assume that there is a j ≥ 0 such that ν2(qj−s) ≤ ν2(t) = ν2(st).
Then we can find an integer k ∈ Z2v such that (qj − s)k ≡ st (mod 2v). By
Lemma 3.2, the q-coset Qk containing k is fixed by ρs,t.
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Corollary 3.5. Let n = 2v with v ≥ 1. Let ρ1,t = τt ∈ Gq,2v with ν2(t) < v
be a q-translation. The Type-I duadic splittings of Z2v given by τt exist if and
only if
ν2(t) < ν2(q − 1).
Proof. If the Type-I duadic splittings of Z2v given by τt exist, by Lemma 3.4,
ν2(t) < ν2(q
j − 1) for any j ≥ 0. Taking j = 1, we obtain ν2(t) < ν2(q − 1).
Conversely, assume that ν2(t) < ν2(q − 1). Since (q − 1) | (qj − 1) for any
j ≥ 0, we get ν2(t) < ν2(qj − 1) for any j ≥ 0. By Lemma 3.4, the Type-I
duadic splittings of Z2v given by τt exist.
Lemma 3.6. Let n = 2v with v ≥ 1, and s ∈ Z∗2v . There is a t ∈ Z2v with
qt ≡ t (mod 2v) such that Type-I duadic splittings of Z2v given by ρs,t exist if
and only if
ν2(q
j − s) + ν2(q − 1) > v, ∀ j ≥ 0. (3.3)
Proof. First we need to show that the inequality (3.3) is independent of
the choice of the integer s from its residue class modulo 2v. Suppose that
s ∈ Z∗2v satisfies the inequality (3.3), i.e., ν2(q
j − s) > v − ν2(q − 1). For any
s′ ≡ s (mod 2v) we can write s′ = s+ 2vk. Since ν2(q − 1) > 0 (recall that q is
odd), we get
ν2(q
j − s′) = ν2(q
j − s− 2vk) ≥ min{ν2(q
j − s), v} > v − ν2(q − 1).
That is, s′ still satisfies the inequality (3.3).
If ν2(q−1) ≥ v, by the condition “ν2(q−1)+ν2(t) ≥ v” (see Remark 3.3(iii)),
we can take a t ∈ Z2v such that ν2(t) = 0, i.e., t is odd. Since both q and s are
odd, for any j ≥ 0, ν2(qj − s) ≥ 1 > ν2(t); hence the condition (3.3) is satisfied,
and by Lemma 3.4, Type-I duadic splittings of Z2v given by ρs,t exist. In a
word, the conclusion of the lemma holds in this case.
Next, we assume that ν2(q − 1) < v, i.e., 0 < v − ν2(q − 1) < v.
Suppose that the condition (3.3) is satisfied. Since ν2(q − 1) < v, we can
take a t ∈ Z2v such that ν2(t) = v − ν2(q − 1), see Remark 3.3(iii). Then
ν2(q
j − s) > v − ν2(q − 1) = ν2(t), ∀ j ≥ 0;
by Lemma 3.4, the Type-I duadic splittings of Z2v given by ρs,t exist.
Suppose that the condition (3.3) is not satisfied, i.e., there is a j ≥ 0 such
that ν2(q
j − s) ≤ v − ν2(q − 1). For any ρs,t ∈ Gq,n, by Remark 3.3(iii),
ν2(q − 1) + ν2(t) ≥ v. So, v − ν2(q − 1) ≤ ν2(t) < v. Then ν2(qj − s) ≤
v − ν2(q − 1) ≤ ν2(t). By Lemma 3.4, Type-I duadic splittings of Z2v given by
ρs,t do not exist.
Lemma 3.7. Let n = 2v with v ≥ 1, let ρs,t ∈ Gq,n. If the Type-I duadic
splittings of Z2v given by ρs,t exist, then the Type-I duadic splittings of Z2v
given by ρ1,t = τt exist.
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Proof. By Lemma 3.4, for ρs,t the condition (3.2) is satisfied. If s ≡ 1
(mod 2v), then we are done. In the following we assume that s 6≡ 1 (mod 2v).
For j = 0, from the condition (3.2) we get
ν2(1 − s) > ν2(t).
Taking j = 1 we further get ν2(q − s) > ν2(t), which we can rewrite as follows:
ν2
(
(q − 1) + (1− s)
)
> ν2(t).
If ν2(q − 1) < ν2(1− s), then
ν2(q − 1) = ν2
(
(q − 1) + (1 − s)
)
> ν2(t).
Otherwise, ν2(q − 1) ≥ ν2(1 − s); since ν2(1− s) > ν2(t), we still get
ν2(q − 1) > ν2(t).
For any j ≥ 0, noting that (q − 1) | (qj − 1), we obtain that
ν2(q
j − 1) ≥ ν2(q − 1) > ν2(t).
By Lemma 3.4, the Type-I duadic splittings of Z2v given by ρ1,t exist.
Theorem 3.8. Let n = 2v. Then the following three statements are equivalent
to each other:
(i) The Type-I duadic splittings of Z2v exist.
(ii) The Type-I duadic splittings of Z2v given by q-translations exist.
(iii) 0 < v < 2 · ν2(q − 1).
If it is the case, then there is an integer u such that
max{0, v − ν2(q − 1)} ≤ u < min{v, ν2(q − 1)}; (3.4)
hence ρ1,2u = τ2u ∈ Gq,2v is a q-translation and the Type-I duadic splittings of
Z2v given by τ2u exist.
Proof. Obviously, any one of the three statements implies that v ≥ 1.
(i) ⇔ (ii). This follows from Lemma 3.7 immediately.
(ii) ⇒ (iii). By Lemma 3.6, (ii) implies that
ν2(q
j − 1) + ν2(q − 1) > v, ∀ j ≥ 0.
Taking j = 1, we get ν2(q − 1) + ν2(q − 1) > v; i.e., (iii) holds.
(iii)⇒ (ii). Assume that (iii) holds, i.e., 0 < v and v−ν2(q−1) < ν2(q−1).
Since q is odd, 0 < ν2(q − 1) and v − ν2(q − 1) < v. Hence
0 ≤ max{0, v − ν2(q − 1)} < min{v, ν2(q − 1)}.
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Thus the integer u satisfying Eqn (3.4) exists. Set t = 2u, then ν2(t) = u.
Because v − ν2(q − 1) ≤ u = ν2(t), by Remark 3.3 (iii), τt = ρ1,t ∈ Gq,2v is a
q-translation. Since Eqn (3.4) implies that ν2(t) < ν2(q − 1), by Corollary 3.5,
Type-I duadic splittings of Z2v given by τt exist.
The following lemma is a bridge from the case where n = 2v to the general
case where n is any positive integer coprime to q.
Lemma 3.9. Let v = ν2(n) and n = 2
vn′ with 2 ∤ n′, let ρs,t ∈ Gq,n. The
following two statements are equivalent to each other:
(i) The Type-I duadic splittings of Zn given by ρs,t exist.
(ii) The Type-I duadic splittings of Z2v given by ρs,t exist.
Proof. By Chinese Remainder Theorem, we have a natural isomorphism
Zn
CRT
== Zn′ × Z2v (3.5)
which maps any k ∈ Zn to
(
k (mod n′), k (mod 2v)
)
∈ Zn′ × Z2v . Obviously,
s ∈ Z∗n′ and s ∈ Z
∗
2v ; qt ≡ t (mod n
′) and qt ≡ t (mod 2v). That is, we also
have the q-permutation ρs,t of Zn′ and of Z2v . Since the cardinality of Zn′ is
|Zn′ | = n′ which is odd, at least one of the ρs,t-orbits on Zn′/µq has odd length.
By Remark 3.1 (iii), the length of any ρs,t-orbit on Zn/µq is even if and only if
the length of any ρs,t-orbit on Z2v/µq is even. By Remark 3.1 (i), the statements
(i) and (ii) are equivalent to each other.
By Lemma 3.9, all the previous results on Z2v also hold for the general
case Zn. In particular, from Theorem 3.8 we can get the following result.
Theorem 3.10. Let n = 2ν2(n)n′ (hence 2 ∤ n′) be any positive integer coprime
to q. Then the following three statements are equivalent to each other:
(i) The Type-I duadic splittings of Zn exist.
(ii) The Type-I duadic splittings of Zn given by q-translations exist.
(iii) 0 < ν2(n) < 2 · ν2(q − 1).
If it is the case, then there is an integer u such that
max{0, ν2(n)− ν2(q − 1)} ≤ u < min{ν2(n), ν2(q − 1)}; (3.6)
hence ρ1,2un′ = τ2un′ ∈ Gq,n is a q-translation and the Type-I duadic splittings
of Zn given by τ2un′ exist.
Proof. Let v = ν2(n), i.e., n = 2
vn′ with 2 ∤ n′.
(i) ⇒ (iii). By (i) we assume that ρs,t ∈ Gq,n such that the Type-I duadic
splittings of Zn given by ρs,t exist. By Lemma 3.9, the Type-I duadic splittings
of Z2v given by ρs,t exist. By Theorem 3.8, 0 < v < 2 · ν2(q− 1); i.e., (iii) holds.
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(iii) ⇒ (ii). By Theorem 3.8, (iii) implies that there is an integer u which
satisfies Eqn (3.6). It is obvious that q · 2un′ ≡ 2un′ (mod n′). By Eqn (3.6),
v− ν2(q− 1) ≤ u = ν2(2un′), i.e., q · 2un′ ≡ 2un′ (mod 2v), cf. Remark 3.3 (iii).
So q · 2un′ ≡ 2un′ (mod 2vn′) as 2v and n′ are coprime. Recalling that n =
2vn′, we get a q-translation ρ1,2vn′ = τ2un′ ∈ Gq,n of Zn. By Eqn (3.6) again,
ν2(2
un′) = u < ν2(q − 1). By Corollary 3.5, the Type-I duadic splitiings of Z2v
given by τ2un′ exist. By Lemma 3.9, the Type-I duadic splitiings of Zn given
by ρ1,2vn′ = τ2un′ exist.
(ii) ⇒ (i). Trivial.
4 Constructions of iso-self-dual cyclic codes
4.1 A program of construction of iso-self-dual cyclic codes
From Theorem 3.10 and Theorem 2.12, we get immediately a necessary and
sufficient condition for the existence of iso-self-dual cyclic codes.
Theorem 4.1. Iso-self-dual cyclic codes over Fq of length n exist if and only if
0 < ν2(n) < 2 · ν2(q − 1).
Remark 4.2. More precisely, Theorem 3.10, Theorem 2.12 and their arguments
provide a program to construct iso-self-dual cyclic codes over Fq of length n.
S1. (determination of existence of iso-self-dual cyclic codes)
if ν2(n) = 0 or ν2(n) ≥ 2 ·ν2(q−1), then output “iso-self-dual cyclic
codes over Fq of length n do not exist”;
otherwise take an integer u satisfying that
max{0, ν2(n)− ν2(q − 1)} ≤ u < min{ν2(n), ν2(q − 1)},
set n′ = n/2ν2(n), t = 2un′ and go to S2.
S2. (construction of iso-self-dual cyclic codes)
1) compute q-cosets on Zn to get the quotient set Zn/µq;
2) compute the τt-orbits on Zn/µq;
3) for every τt-orbit (Q1, Q2, · · · , Q2m) on Zn/µq (the length of any τt-
orbit must be even), place Q1, Q3, · · · , Q2m−1 into the subset P (cf.
Remark 3.1 (i));
4) output the cyclic code CP ⊆ Rn with check polynomial fP (X) and
the dual code C⊥P = ϕ−1,t(CP ) = C−P¯ .
Example 4.3. Let q = 3, n = 8. Then ν2(n) = 3 > 2 = 2ν2(q − 1); so there
are no iso-self-dual cyclic codes over F3 of length 8. In fact, in this case,
Z8/µ3 =
{
{0}, {4}, {1, 3}, {2, 6}, {5, 7}
}
which consists of 5 q-cosets; any permutation on Z8/µ3 has at least one orbit of
odd length.
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Example 4.4. Let q = 5, n = 8. Then ν2(n) = 3 < 4 = 2ν2(q − 1); the
condition in Theorem 4.1 is satisfied. We can take u = 1:
max{0, ν2(n)− ν2(q − 1)} = 1 ≤ 1 < 2 = min{ν2(n), ν2(q − 1)}.
Then t = 2. The set of q-cosets
Z8/µ5 =
{
{0}, {4}, {2}, {6}, {1, 5}, {3, 7}
}
.
The orbits of the q-translation τt = τ2 are as follows:(
{0}, {2}, {4}, {6}
)
,
(
{1, 5}, {3, 7}
)
.
We put {0}, {4}, {1, 5} into P , and get P = {0, 1, 4, 5}. Then ρ1,t(P ) = P¯ is
the complement of P in Zn. Take θ to be a primitive 8-th root of unity such
that θ2 = 2. Then CP is an iso-self-dual cyclic code over F5 of length 8 with
the check polynomial fP (X) as follows (note that θ
5 = −θ):
fP (X) = (X − θ
0)(X − θ4)(X − θ)(X − θ5)
= (X − 1)(X + 1)(X2 − 2)
= X4 + 2X2 + 2.
And C⊥P = ϕ−1,t(CP ). Thus fρ−1,t(P )(X) is a generator polynomial of CP . By
Corollary 2.9, fρ−1,t(P )(X) can be obtained from fP (X) as follows (note that
θ−t = 2−1 = 3):
fρ1,t(P )(X) = θ
t|P |fP (θ
−tX) = X4 − 2X2 + 2;
and
fρ−1,t(P )(X) = fρ−1,0(ρ1,t(P ))(X) = 2
−1(1− 2X2 + 2X4) = X4 −X2 − 2.
4.2 The case where ν2(n) = 1
For the length n, there is a specific case where the iso-self-dual cyclic codes of
length n always exist.
Theorem 4.5. Assume that n is an even positive integer such that n′ = n/2 is
odd. Then, for any odd prime power q coprime to n, the length of any τn′-orbit
on the quotient set Zn/µq of q-cosets equals to 2; in particular, Type I duadic
splittings of Zn given by τn′ exist.
Proof. For any i ∈ Zn, τ2n′(i) = i + 2n
′ ≡ i (mod n). That is, the order
of the permutation τn′ equals to 2; Then the length of any τn′ -orbit on Zn/µq
equals to either 2 or 1. Suppose a τn′ -orbit on Zn/µq has length 1; i.e., consists
of only one q-coset Q; then τn′(Q) = Q and by Lemma 3.2 there is a k ∈ Q and
an integer j ≥ 0 such that (qj − 1)k ≡ n′ (mod n); this is impossible because
both qj − 1 and n are even but n′ is odd. Therefore, any τn′ -orbit on Zn/µq has
length 2. By Remark 4.2, taking any one q-coset from each τn′ -orbit on Zn/µq
to put into P , we get a partition Zn = P
⋃
τn′(P ).
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Remark 4.6. Let notations be as in Theorem 4.5. In that case we can omit the
step S1 in Remark 4.2; moreover, we have a corresponding polynomial version
of the step S2 in Remark 4.2. To state it, we first describe two operations on
polynomials, which correspond to the q-permutations τn′ and µ−1 respectively.
Let a(X) = Xd + ad−1X
d−1 + · · · + a0 be a monic polynomial of degree
deg a(X) = d with non-zero constant a0.
• a˜(X) = (−1)deg a(X)a(−X) = Xd − ad−1Xd−1 + · · ·+ (−1)da0, called the
alternating polynomial of a(X);
• a∗(X) = a−10 X
deg a(X)a(X−1), called the monic reciprocal polynomial of
a(X);
For a primitive n-th root θ of unity, θ−n
′
= −1. Then, by Corollary 2.9, the
program S2 in Remark 4.2 can be translated as follows:
S2. (construction of iso-self-dual cyclic codes)
1) decompose Xn − 1 into a product of monic irreducible factors;
2) partition the monic irreducible factors of Xn− 1 into pairs such that
in every pair one polynomial is alternating of the other one;
3) for every pair of the partition in 2), select one factor from the pair;
4) set h(X) to be the product of the factors which are selected in 3);
output the cyclic code C ⊆ Rn with check polynomial h(X), and the
dual code C⊥ with check polynomial h˜∗(X).
We illustrate the above construction with an example.
Example 4.7. Let n = 10, q = 3. By the above theorem the Type-I duadic
splittings of Z10 given by the 3-translation τ5 exist. By the program in Re-
mark 4.2, we can get one of them as follows. The set of q-cosets
Z10/µ3 =
{
{0}, {5}, {1, 3, 9, 7}, {2, 6, 8, 4}
}
. (4.1)
The τ5-orbits on Z10/µ3 are:
(
{0}, {5}
)
,
(
{1, 3, 9, 7}, {2, 6, 8, 4}
)
. (4.2)
For every τ5-orbit, select one q-coset as follows:
{0}, {1, 3, 9, 7}. (4.3)
Place them into the subset P to get
P = {0, 1, 3, 9 = −1, 7 = −3}, (4.4)
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and τ5(P ) = {2, 4, 5, 6, 8} = P¯ ,
µ−1τ5(P ) = −P¯ = {−2,−4,−5,−6,−8}= P¯ . (4.5)
Corresponding to the equations (4.1)–(4.5), we list the polynomial versions
described in Remark 4.6 as follows.
The monic irreducible decomposition
Xn−1 = (X−1)(X+1)(X4+X3+X2+X+1)(X4−X3+X2−X+1). (4.1′)
The pairwise partition of the irreducible factors such that in every pair one
polynomial is the alternating polynomial of the other one are:
{X−1, X+1}, {X4 −X3 +X2 −X + 1, X4 +X3 +X2 +X + 1}. (4.2′)
Select one from each pair as follows:
X − 1, X4 −X3 +X2 −X + 1. (4.3′)
The check polynomial of C is:
h(X) = (X−1)(X4−X3+X2−X+1) = X5−2X4+2X3−2X2+2X−1. (4.4′)
and h˜(X) = X5 + 2X4 + 2X3 + 2X2 + 2X + 1, the check polynomial of C⊥ is:
h˜∗(X) = X5 + 2X4 + 2X3 + 2X2 + 2X + 1. (4.5′)
4.3 A class of iso-self-dual MDS cyclic codes
From Theorem 4.5, we can further construct a class of iso-self-dual MDS cyclic
codes. Note that q ≡ 1 (mod 4) if and only if ν2(q + 1) = 1.
Theorem 4.8. Assume that q ≡ 1 (mod 4), and n = q + 1. Let n′ = n/2 and
P =
{
−
n− 2
4
, · · · , − 1, 0, 1, · · · ,
n− 2
4
}
⊆ Zn.
Then P is a µq-invariant subset of Zn and
(i) CP ⊆ Rn is an iso-self-dual cyclic code, and ϕ−1,n′(CP ) = C
⊥
P ;
(ii) CP is an alternant code over Fq of length n by restricting a generalized
Reed-Solomon code over Fq2 of length n to the subfield Fq, in particular,
CP is a [q + 1,
q+1
2 ,
q+3
2 ] MDS code.
Proof. Note that |P | = n2 = n
′ is odd,
P¯ = Zn\P =
{n+ 2
4
,
n+ 2
4
+ 1, · · · ,
3n− 2
4
}
,
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and q ≡ −1 (mod n). Then for any i ∈ P , i.e., −n−24 ≤ i ≤
n−2
4 , we have
qi ≡ −i (mod n), hence
n− 2
4
≥ −i ≥ −
n− 2
4
;
i.e., qi ∈ P . We get that P is µq-invariant.
(i). Let i ∈ P , i.e., −n−24 ≤ i ≤
n−2
4 . Note that τn′(i) = i +
n
2 (mod n),
and −n−24 ≡ n−
n−2
4 =
3n+2
4 (mod n). Then
τn′(i) = i+
n
2
≥
n
2
−
n− 2
4
≥
n+ 2
4
>
n− 2
4
;
and
τn′(i) = i+
n
2
≤
n
2
+
n− 2
4
=
3n− 2
4
<
3n+ 2
4
.
We obtain that τn′(i) /∈ P . So P
⋂
τn′(P ) = ∅; and Zn = P
⋃
τn′(P ) is a
partition. By Theorem 2.12, (i) holds.
(ii). Let θ be a primitive n-th root of unity. Since n = q+ 1 divides q2 − 1,
we see that θ ∈ Fq2 . The subset P is of course µq2 - invariant, By C˜P we denote
the cyclic code over Fq2 of length n (i.e., C˜P ⊆ Fq2 [X ]/〈X
n − 1〉) with check
polynomial
fP (X) =
∏
i∈P
(X − θi) ∈ Fq2 [X ],
hence fP¯ (X) =
∏
h∈P¯ (X − θ
h) is a generator polynomial of C˜P . Of course, C˜P
is iso-self-dual. Denote ℓ = n−24 . We claim that
C˜p=
{(
a(1), θℓa(θ−1), · · · , θ(n−1)ℓa(θ−(n−1))
) ∣∣ a(X) ∈ Fq2 [X ], deg a(X) < n′}
(4.6)
where the right hand side is a generalized Reed-Solomon code over Fq2 of
length n.
Note that {θh | h ∈ P¯} is the defining set of the cyclic code C˜P . Any word(
a(1), θℓa(θ−1), · · · , θ(n−1)ℓa(θ−(n−1))
)
, for a(X) ∈ Fq2 [X ] with deg a(X) < n
′,
corresponds to the polynomial
Ca(X) =
n−1∑
i=0
θℓia(θ−i)X i ∈ Fq2 [X ].
To proof Eqn (4.6), it is enough to show that, for any h ∈ P¯ and any a(X) ∈
Fq2 [X ] with deg a(X) < n
′, the θh is a root ofCa(X). Write a(X) =
∑n′−1
j=0 ajX
j.
Then
Ca(θ
h) =
n−1∑
i=0
θℓia(θ−i)θhi =
n−1∑
i=0
n′−1∑
j=0
ajθ
−jiθℓiθhi;
i.e.,
Ca(θ
h) =
n′−1∑
j=0
aj
n−1∑
i=0
θ(h−(j−ℓ))i. (4.7)
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Recall that ℓ = n−24 . For 0 ≤ j ≤ n
′ − 1 = n−22 , we get
−
n− 2
4
≤ j − ℓ ≤
n− 2
2
−
n− 2
4
=
n− 2
4
;
in other words, j − ℓ ∈ P . However, h ∈ P¯ . So j − ℓ 6≡ h (mod n), equivalently,
h− (j − ℓ) 6≡ 0 (mod n). Noting that θ is a primitive n-th root of unity, we see
that θh−(j−ℓ) 6= 1 and θn = 1. Thus,
n−1∑
i=0
θ(h−(j−ℓ))i =
θ(h−(j−ℓ))n − 1
θh−(j−ℓ) − 1
= 0.
Return to Eqn (4.7), we obtain that Ca(θ
h) = 0 for all h ∈ P¯ . The conclusion
of Eqn (4.6) is proved.
Finally, since the subset P of Zn is µq-invariant, the polynomial fP (X) is
in fact an Fq-polynomial. The cyclic code CP over Fq has fP (X) as a check
polynomial, so CP consists of the codewords of C˜P whose coefficients are all
in Fq. We are done.
The performance of the iso-self-dual MDS cyclic codes in Theorem 4.8 would
be nice. These codes have the following properties:
• they have good algebraic structure: they are cyclic and iso-self-dual;
• they have good weight structure: they are MDS and formally self-dual;
• they can be systematically encoded by feed-back shift registers;
• they can be decoded by Berlekamp-Welch decoding algorithm.
The following is an instance of the class of codes constructed in Theorem 4.8.
Example 4.9. Let q = 5, n = q + 1 = 6. Then q = 5 ≡ 1 (mod 4), ν2(n) = 1
and n′ = 6/2 = 3. By Theorem 4.8, we take t = n′ = 3, and
P = {0, 1,−1 = 5}, hence P¯ = Z10\P = {2, 3, 4}
and τt(P ) = P¯ . Take θ to be a primitive 6-th root of unity such that θ
3 = −1.
Then CP is an iso-self-dual MDS cyclic code over F5 of length 6 with the check
polynomial fP (X) and the generator polynomial fP¯ (X) as follows (note that
θ3 = −1):
fP (X) = (X − θ
0)(X − θ)(X − θ5) = (X − 1)(X2 −X + 1)
= X3 − 2X2 + 2X − 1,
fP¯ (X) = (X − θ
3)(X − θ2)(X − θ4) = (X + 1)(X2 +X + 1)
= X3 + 2X2 + 2X + 1.
And C⊥P = ϕ−1,t(CP ) has a check polynomial f−P¯ (X) = X
3 + 2X2 + 2X + 1.
By Theorem 4.8(ii) and Eqn (4.6), CP is the alternant code by restricting the
following generalized Reed-Solomon code over F25 of length 6:{(
a(1), θa(θ−1), · · · , θ5a(θ−5)
) ∣∣ a(X) ∈ F25[X ], deg a(X) < 3}.
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