Abstract A great deal of effort has been devoted to the inference of additive model in the last decade. Among existing procedures, the kernel type are too costly to implement for high dimensions or large sample sizes, while the spline type provide no asymptotic distribution or uniform convergence. We propose a one step backfitting estimator of the component function in an additive regression model, using spline estimators in the first stage followed by kernel/local linear estimators. Under weak conditions, the proposed estimator's pointwise distribution is asymptotically equivalent to an univariate kernel/local linear estimator, hence the dimension is effectively reduced to one at any point. This dimension reduction holds uniformly over an interval under assumptions of normal errors. Monte Carlo evidence supports the asymptotic results for dimensions ranging from low to very high, and sample sizes ranging from moderate to large. The proposed confidence band is applied to the Boston housing data for linearity diagnosis.
Introduction
In the last decade, a great deal of effort has been devoted to the inference of additive model, popularized by the book of Hastie and Tibshirani (1990) = {Y i , X i1 , . . . , X id } n i=1 following model (1), Stone (1985) proposed estimators for {m α (x α )} d α=1 with optimal rates of convergence. These were later called polynomial spline estimators in Stone (1994) , Huang (1998 Huang ( , 2003 . Huang and Yang (2004) and Xue and Yang (2006a) further extended these estimators to weakly dependent data. Hastie and Tibshirani (1990) proposed backfitting estimators for functions {m α (x α )} d α=1 without theoretical justifications, while Opsomer and Ruppert (1997) offered partial asymptotic results for the case of d = 2 under some strong assumptions. Opsomer (2000) extended the theoretical results to a general case with more than two covariates. Mammen et al. (1999) proposed a modified backfitting algorithm with nice theoretical properties, which was implemented in Nielsen and Sperlich (2005) and called smooth backfitting estimator. Another alternative is the marginal integration method, first proposed in Tjøstheim and Auestad (1994) , Linton and Nielsen (1995) , Linton and Härdle (1996) , and further developed by Fan et al. (1998) , Yang et al. (1999 Yang et al. ( , 2003 Yang et al. ( , 2006 , Sperlich et al. (2002) , and Xue and Yang (2006b) . Using the wavelet transformation, Härdle et al. (2001) developed the additivity and the polynomial structural tests. Series estimator in Andrews and Whang (1990) (X α ) = m 1 (X 1 ) + σ (X) ε and use it to regress on the numerical variable X 1 to estimate the only unknown function m 1 (x 1 ), without the "curse of dimensionality". The basic idea of Linton (1997) was to obtain an approximation to the variable Y 1 by substituting m α (X α ) , α = 2, . . . , d with the marginal integration pilot estimates (kernel-based) and establishing that the error caused by this "cheating" is negligible. Such two-step estimation idea also later appeared in Fan and Chen (1999) for local quasi-likelihood estimation. It is well known that the kernel estimation in high dimension would be extremely computationally intensive. Kim et al. (1999) provided an computationally efficient two-step estimator, reducing computation by order n compared with marginal integration. The spline method, on the other hand, is very fast, but the rate of convergence is only established in mean squares sense, and there is no pointwise confidence interval or even consistency in additive models.
In this paper we propose to pre-estimate the functions {m α (x α )} d α=1 by an undersmoothed constant spline procedure. These estimates are then used to construct the "oracle" estimator as if they were the true functions. Our approach is much faster than that of Linton (1997) , and can be applied to extremely high dimensional data (e.g., d = 50, 100). Our approach marries the traditionally parallel spline and kernel smoothing techniques, keeping the asymptotically normal distribution of kernel estimator, without its computational burden. Figuratively speaking, spline smoothing is a sledge-hammer capable of breaking a huge chunk of material (i.e., a regression problem from data of very high dimension and very large sample size), in one slam (i.e., solving one linear least squares problem), but does not guarantee the fine shapes of the broken pieces (i.e., the estimates may not converge at a point or uniformly over an interval). Kernel smoothing works like a sharp knife that cuts anything into pieces of precise shapes (i.e., normal confidence intervals at any point, and confidence bands over compact intervals), but is too tedious to use for a large chunk of material (i.e., the computation cost is intolerable when dimension is high and/or sample size is large). Our new tool is a hammer-knife that first slams a huge clump into smaller pieces (univariate regression problems) in one hit (the spline step), then cuts each small piece into an exact shape (univariate kernel smoothing). The method we propose therefore combines the best of both spline and kernel methods.
The success of our method lies in the well-known "reducing bias by undersmoothing" and "averaging out the variance" principles, see Propositions 1, 2 and 3. Both goals are accomplished with the joint asymptotics of kernel and spline functions, a new feature of our proofs, see Lemmas 3, 4 and 5 in Sect. A.3. Similar idea has appeared in Horowitz and Mammen (2004) and Horowitz et al. (2006) , which essentially have used series estimators in the first step and kernel second step in their theory.
In addition to the above, uniform confidence bands are provided for all component function estimates. Literature on nonparametric confidence bands has been scarce, especially in multivariate setting. For univariate kernel smoothing, Hall and Titterington (1988) , Härdle (1989) , and Xia (1998) made significant contributions, based on strong approximation results as in Tusnády (1977) , which is the same idea used in Bickel and Rosenblatt (1973) for confidence band of probability density function. More recently, Claeskens and Van Keilegom (2003) improved upon Xia (1998) by using smoothed bootstrap, while Härdle et al. (2004) introduced the bootstrap bands with corrected bias. For univariate spline smoothing under general setting, Wang and Yang (2007a) provided simple solutions with asymptotic theory. Bootstrap confidence band has been constructed for additive regression model in Yang (2007) . However, it seems that this present paper is the one of the few to offer the measure of uniform accuracy with theoretical justifications. The confidence band we provide for m α (x α ) , α = 1, . . . , d is asymptotically the same that Härdle (1989) established for univariate kernel regression, regardless what other functions m β x β 1≤β≤d,β =α are. Hence neither the dimension d nor other function components play any role in forming the band for m α (x α ), at least asymptotically. In this sense, our estimator of m α (x α ) possesses "uniform oracle efficiency", which is much stronger than the "pointwise oracle efficiency" of Linton (1997) . Furthermore, components in directions not of interests are only required to be Lipschitz continuous, allowing the broadest class of additive model compared to existing methods, see Remark 3 in Sect. 2. The paper is organized as follows. In Sect. 2 we introduce the spline-backfitted kernel/local linear estimator, and state their asymptotic "oracle efficiency" under appropriate assumptions. In Sect. 3 we provide insights into the proofs of the main theoretical results. Section 4 presents Monte Carlo results to demonstrate that the proposed spline-backfitted local linear estimator (SBLL) possesses the claimed asymptotic properties. The simulated examples cover a wide range of sample sizes, dependence structure and dimensions. The SBLL estimator is applied to the Boston housing data in Sect. 5. Section 6 concludes, and all technical proofs are in the Appendix.
The SBK and SBLL estimators
In this section, we describe the spline-backfitted kernel estimation procedure. Let 
We pre select an integer N n ∼ n 2/5 log (n), see Assumption (A6) below. Define for any α = 1, . . . , d, the indicator function I J,α (x α ) of the equally-spaced subintervals of the finite interval [0, 1], i.e. for any J = 0, 1, . . . , N ,
Define the (1 + d N )-dimensional space G of additive spline functions as the linear space spanned by 1,
As n → ∞, the dimension of G n becomes 1 + d N with probability approaching one.
The spline estimator of additive function m (x) is the unique elementm (x) = m n (x) from the space G so that the vector m (
where the coefficientsλ 0 ,λ 1,1 , . . . ,λ N ,d are the solution of the following least squares problem
Pilot estimators of component functions m α (x α ) and the constant c arê
These pilot estimators are then used to define a set of new pseudo-responsesŶ i1 which are estimated versions of the unobservable "oracle" responses Y i1 ,
Define the spline-backfitted kernel (SBK) estimator of
asm SBK,1 (x 1 ), which is an attempt to mimic the would-be kernel estimatorm
been available, i.e.
whereŶ i1 and Y i1 are defined in (6). Similarly, the spline-backfitted local linear (SBLL)
mimics the would-be local linear
in which the oracle and pseudo-response vectors are
T and the weight and design matrices are
while the Lipschitz continuous function class is defined by
Before presenting the main theoretical results, we state the assumptions. 
The density function f (x) of X is continuous and bounded away from zero and infinity on [0, 1] d , i.e. Asymptotic properties of smoothersm K,1 (x 1 ) andm LL,1 (x 1 ) are well-developed. Under Assumptions (A1)-(A5), according to Theorem 4.2.1 of Härdle (1990) , one has for any
where
with the equation form K,1 (x 1 ) requiring the additional assumption (A7). The next two theorems state that the asymptotic magnitude of difference betweenm SBK,1 (x 1 ) and m K,1 (x 1 ) is of order o p n −2/5 , both pointwise and uniformly, which is dominated by the asymptotic size ofm K,1 (x 1 ) − m 1 (x 1 ). Hencem SBK,1 (x 1 ) will have the same asymptotic distribution asm K,1 (x 1 ). The same is true form SBLL,1 (x 1 ) andm LL,1 (x 1 ).
Theorem 1 Under Assumptions
(A1) to (A6), for any x 1 ∈ [0, 1], the estimatorŝ m SBK,1 (x 1 ) andm SBLL,1 (x 1 ) given in (7) and (8) satisfy m SBK,1 (x 1 ) −m K,1 (x 1 ) + m SBLL,1 (x 1 ) −m LL,1 (x 1 ) = o p n −2/5 .
Hence with b
and with the additional assumption (A7) we have
Theorem 2 Under Assumptions
Hence for any z
With the additional assumption (A7), it is also true that
Remark 2 Proofs of Theorems 1 and 2 make it clear that the number of knots can be of the more general form N n ∼ n 2/5 N n , where the sequence N n satisfies N n → ∞, n −θ N n → 0 for all θ > 0, while there is no optimal way to choose N n . The fact that N −1 n = o n −2/5 ensures that the bias in the spline pilot estimators is negligible compared to the bias of h 2 in the kernel/local linear smoothing stage. On the other hand, one does not allow N n to be too large for practical reasons: the number of terms in (4), 1 + d N n has to be small relative to n. Hence we select N n to be of order barely larger than n 2/5 .
Remark 3 Assumption (A1) requires only the Lipschitz continuity for the components except for the component of interest.
Decomposition
In this section, we introduce some additional notations in order to shed some light on the ideas behind the proofs of Theorems 1 and 2. Denote by φ 2 the theoretical L 2 norm of a function 
The additive function space G is also spanned by the linearly independent basis 1,
. These new basis involve unknown quantities and are not computable from the data, but are more convenient for mathematical analysis than the truncated power basis in (2). Similarly G n is spanned linearly by the basis 1,
T , is the projection of Y on the space G n relative to the empirical inner product ·, · 2,n . In general, for any n-dimensional vector V = {V 1 , . . . , V n } T , we define P n V (x) as the spline function constructed from the projection of V on the inner product space G n , ·, · 2,n , i.e.,
, with the least squares coefficients obtained by
which is similar to (3) and (4) except the basis. Next, the multivariate function
. In order to consider the identification condition, the pilot estimator in this stage is chosen to be the empirically centered additive components
in which the centering procedure is the same as (5).
With these new notations, we can rewrite the constant spline estimatorŝ m (x) ,m α (x α ) ,m c defined in (3) and (5) aŝ
, one defines similarly noiseless spline smoothers
and spline components of the noisẽ
Due to the linearity of operators P n , P n,α , P n,c , α = 1, . . . , d, one has the following decomposition, which is crucial to prove Theorems 1 and 2
thenε (x) in (16) can be rewritten asã T B (x) , whereã is the solution of equation (18), and matrices B (x) and B are defined as
To be specific, the least squares solution of the noise is
Our objective is to study the difference between the estimatorm SBK,1 (x 1 ) and the "oracle" smootherm K ,1 (x 1 ), and betweenm SBLL,1 (x 1 ) andm L L,1 (x 1 ). For notational brevity, we assume without loss of generality that d = 2 and we focus on the proof for SBK estimator. Denote the projection matrix
, and we define another auxiliary entitỹ
which, in particular, implies that
in which e i is the n-dimensional unit vector with ith element 1 and else 0. Hence the ith row of matrix B, e T i B = B (X i ) , is the basis functions corresponding to the ith observation X i . Definitions (14) and (15) imply thatε 2 (x 2 ) is simply the empirical centering ofε
Making use of the signal noise decomposition (17), the differencem K,1 (x 1 ) − m SBK,1 (x 1 ) +ĉ − c can be treated as the sum of two terms
The term I (x 1 ) relates to the noise termsε 2 (X i2 ), while I I (x 1 ) the bias terms 
, has a positive lower bound for x 1 ∈ [0, 1]. The additional termĉ − c is of clearly order O n −1/2 and thus o p n −2/5 . Hence both Theorems 1 and 2 follow from Propositions 1, 2 and 3. The Appendix is devoted to the proofs of these propositions, rather than Theorems 1 and 2. If one were to prove the corresponding results for SBLL estimator, one would need to extend Propositions 1 and 2 to include also the term
, and Proposition 3 to include also
These do not add a great deal of difficulty.
Proposition 1 Under Assumptions
Proposition 2 Under Assumptions (A1) to (A6) and (A2 )
Proposition 3 Under Assumptions (A1), and (A3) to (A6)
Simulation results
In this section, we present simulated results on the finite-sample behavior of the SBLL estimatorsm SBLL,α (x α ) , α = 1, . . . d. The SBK estimator is not implemented as it is inferior to the SBLL estimator, see Fan and Gijbels (1996) . The data set is generated from the regression model Y = N (0, 1) , α = 1, . . . , d with the correlation ρ αβ = ρ, α = β for any pair of Z 's. Note that the dependence among the X 's increases with ρ. To ensure that the density is bounded below from 0, estimation is carried out only at data points X i , i = 1, . . . , n, which satisfy max 1≤α≤d |X iα | ≤ 1, following Nielsen and Sperlich (2005) .
Meanwhile, the error term ε ∼ N (0, 1) and is independent of X. The conditional standard deviation function is defined by
This choice of σ (x) ensures design heteroscedasticity, with variance roughly proportional to dimension d. This proportionality mimics the case when independent copies of the same univariate regression problems are added together.
To implement the SBLL estimator, one first obtain the spline estimator of d α=1 m α (X α ), using the truncated power B-spline basis as in (4). The number of knots N n is , using the XploRe quantlet "lpregxest" with the rule-of-thumb (ROT) bandwidth of Fan and Gijbels (1996) . For information on XploRe, see Härdle et al. (2000) or visit http://www.xplore-stat.de.
We have run S = 500 replications for sample sizes n = 100, 200, 500 and 1, 000 with ρ = 0, 0.3, 0.9 respectively. The dimensions are taken at d = 4, 10. Denote by
the lth sample, 1 ≤ l ≤ S. The main objective is to compare the relative efficiency ofm LL,α with respect tom SBLL,α , Theorems 1 and 2 indicate that the efficiency should be close to 1. The corresponding mean and the standard error (in the parenthesis) of the relative efficiencies for the first dimension (α = 1) is given in Table 1 . For the cases of ρ = 0, almost all of the mean values are around 1 without noticeable influence from the sample size and the correlation. The trend of standard errors confirm the comparability of SBLL estimatorm SBLL,α to the oracle smootherm LL,α , with faster convergence for larger samples.
In the cases of ρ = 0.3, the trend to relative efficiency 1 is very clear regardless of the dimension d. All the means are becoming larger accordingly and approaching to 1 steadily when the sample size increases. Typically, the relative efficiencies are 0.974 for d = 4 with sample size 200, and 0.977 for d = 10 with sample size 500 respectively. We believe that in high dimensional cases the convergence rate is slower than in lower dimensional cases when the predictors are highly dependent. The standard errors in the parenthesis follow the same trend that less variation is with larger sample size, though it has slower convergence compared to the cases of ρ = 0, which is not unexpected.
For the highly dependent cases of ρ = 0.9, the efficiency follows the similar trend as the cases of ρ = 0, 0.3, but with less efficiency for sample sizes below 200, and much better performance for sample sizes higher than 500. In particular, when n = 1,000, the relative efficiency reaches the surprisingly high 1.024 and 1.027 when d = 4, 10 respectively. This offers some assurance that the SBLL can work well even in the presence of strong dependence among predictors, as long as the sample size is large.
Several figures display the features of the relative efficiencies in details. In Fig. 1 four types of line characteristics correspond to the four sample sizes, the solid line (100), the dotted line (200), the thin line (500) and the thick line (1000). The vertical line at efficiency 1 is the standard line for the comparison ofm SBLL,1 (x 1 ) andm LL,1 (x 1 ). More efficiency values distributed around the vertical line would be confirmative to the conclusions of Theorems 1 and 2.
All the curves in Fig. 1 are the density estimates of relative efficiency distributions for n = 100, 200, 500, 1,000, ρ = 0, 0.3 and d = 4, 10. With increasing sample sizes, the relative efficiency distributions are becoming closer to the vertical standard line, with narrower spread. In addition, curves with ρ = 0 shows a faster convergence to the vertical line than those with ρ = 0.3. An interesting point is that almost of all the peak points of the thick line (with the largest sample size) fall very close to the vertical lines. All of these confirm the theorem that SBLL behaves similarly to the oracle local linear estimator. We have experimented with high dimensionality d = 50, S = 100 replications, ρ = 0, 0.3, and n = 500, 1, 000, 1, 500, 2, 000, the results of which are graphically represented in Fig. 2 . The basic graphic pattern is similar to that for the lower dimensions d = 4, 10, though with slower convergence rate and relatively poorer efficiency. The corresponding statistics are listed in Table 2 . We agree with the referee's com- ment that the combination of very high d and moderate n makes the number of knots N n defined in (26) too small for the first step spline smoothing, thus undersmoothing impossible, resulting in the significant loss of efficiency, at least when ρ = 0.3. The good news is that at ρ = 0, the SBLL performs on average better than the oracle local linear estimator in most cases because the independent components can be wellestimated at the first stage, then univariate local linear smoothing at the second stage faces smaller noise than the oracle local linear estimator.
To understand further what causes low efficiency when ρ > 0, the referee suggested that decomposing the mean squared error into the bias and variance could provide additional insights. We have therefore run S = 500 replications with n = 500, d = 10, and estimated the third component by SBLL procedure. The statistics of interest are averaged squared bias ASB and the averaged variance AVAR, where the averaging is taken over all replications and data points. Empirical values of ASB and AVAR associated with various ρ have been listed in Table 3 . Also listed are the ratios AVAR / ASB, which indicates the relative magnitude of the squared bias and variance. For all values of ρ from 0 to 0.98, the variance dominates squared bias in magnitude, ranging from 25.15 for ρ = 0 to 17.8 for ρ = 0.8, and to 5.4 for ρ = 0.98. We do not have a theoretical interpretation at this point as to why the variance dominates, but the fact that it does leads us to believe that the variance is most to blame for the loss of efficiency when there exists high dependence among predictors. Similar phenomenon has been noticed in Nielsen and Sperlich (2005) .
Application to Boston housing data
In this section we apply our method to the Boston housing data. The data files bostonh.dat is available in the software of XploRe. The data set contains 506 different houses from a variety of locations in Boston Standard Metropolitan Statistical Area in 1970. The median value and 13 sociodemographic statistics values of the Boston houses were first studied by Harrison and Rubinfel (1978) to estimate the housing price index model. Breiman and Friedman (1985) did further analysis to deal with the multi-collinearity among the independent variables. Four variables were selected after penalizing for overfitting by using a stepwise method. We used the same four covariates for our model fitting and current analysis. The response and explanatory variables of interest are:
MEDV: Median value of owner-occupied homes in $1000's RM: average number of rooms per dwelling TAX: full-value property-tax rate per $10, 000 PTRATIO: pupil-teacher ratio by town school district LSTAT: proportion of population that is of "lower status" in %.
In order to ease off the trouble caused by big gaps in the domain of variables TAX and LSTAT, logarithmic transformation is done for both variables before fitting the model. We fitted an additive model as follows:
Although the transformation has shrunk the gap in the domain, some compromise will be necessary to estimate the components since we select the same knots number for each direction. In this case we choose a large number of knots, N = 5. In the smoothing step, we use the SBLL estimator to get the final function estimate for each input variable.
In Fig. 3 , the univariate function estimates and corresponding confidence bands are displayed together with the "pseudo data points" with pseudo response as the backfitted response after subtracting the sum function of the remaining three covariates as in (6). All the function estimates are represented by the dotted lines, "data points" by circles, and confidence bands by upper and lower thin lines. The kernel used in SBLL estimator is quartic kernel, K (u) = 15 16 1 − u 2 2 for −1 < u < 1. The proposed confidence bands are used to test the linearity of the components. In Fig. 3 the straight solid lines are the least squares regression lines. The first figure shows that the null hypothesis H 0 : m 1 (RM) = a 1 + b 1 RM, will be rejected since the confidence bands with 0.99 confidence couldn't totally cover the straight regression line, i.e, the p-value is less than 0.01. Similarly the linearity of the component functions for log (TAX) and log (LSTAT) are not accepted at the significance level 0.01. While the least square straight line of variable PTRATIO in the upper right figure totally falls between the upper and lower 95% confidence bands, thus the linearity null hypothesis H 0 : m 3 (PTRATIO) = a 3 + b 3 · PTRATIO is accepted at the significance level 0.05.
In addition we add up all the SBLL estimates of component functions and the mean response as a estimate for the response (MEDV). The correlation between the estimate and the raw value of MEDV is as high as 0.80112, implying rather satisfactory fit.
Conclusions
In this paper we have proposed SBK and SBLL estimators for the component functions in an additive regression model. These estimators behave asymptotically like the stan- dard kernel and local linear estimators in one dimension, thus breaking the problem of d-dimensional additive regression to d univariate regression problems. This is achieved by approximating the unobservable sample {Y i1 , X i1 } n i=1 with the spline estimated sample
. Although much mathematics is devoted to the proof that this approximation works, the implementation is very easy. To give some idea of how fast the procedure is, to run 100 replications for sample sizes n = 500, 100, 1, 500, 2, 000 and dimension as high as d = 50 takes about 40 min on a Dell notebook. In other words, within this time span, a total of 100 × 4 = 400 SBLL estimatorsm s,α (x α ) and the same number of oracle smoothersm s,1 (x 1 ) are computed. In addition, the SBK and SBLL estimators inherit the asymptotic confidence bands (10) of univariate kernel and local linear estimators. The combination of speed and global accuracy for very high dimension regression is very appealing.
A.1 Variance reduction
In this subsection, we prove Propositions 1 and 2. Based on (22) and (24), the conditional second moment
It is clear that E
In (22), one hasε
In order to obtain the order of the conditional second moment of I 1 (x 1 ), we first find the supremum magnitudes of Eξ J (X l , x 1 ) , ξ J (X l , x 1 ) − Eξ J (X l , x 1 ) and the size of N J =1 ã J,2 , in Lemmas 3 , 4 and 7. Consequently, Lemma 10 shows that sup x 1 ∈[0,1] E I 2 1 (x 1 ) X = O p n −1 . In Lemma 11, we have sup
log n . Based on the selection of N ∼ n 2/5 log n, Proposition 1 is thus proved. Under the additional assumption (A2 ), the order of I 1 (x 1 ) is obtained uniformly over [0, 1] inflated only by a factor of {log (n)} 1/2 compared with the pointwise case, one 
A.2 Bias reduction
Now we prove Proposition 3 by bounding the bias term I I (x 1 ) in (25). We first cite one important result from page 149 of de Boor (2001) .
Theorem 3 Under Assumption
Lemma 1 Under Assumptions (A1), (A3) and (A6), for the spline function g 2 satisfying (30), one has
and for α = 1, 2
Proof The first inequality (31) follows trivially from (30). To prove the second inequality, define a function
The definition of projection in Hilbert space then implies that m − m 2,n ≤ g − m 2,n ≤ 2C ∞ H wherem is the projection of m to the space G with respect to ·, · 2n , the triangular inequality implies that m − g 2,n ≤ 4C ∞ H.
In order to show that the bias term I I (x 1 ) defined in (25) is uniformly o p n −2/5 , the following lemma suffices.
Lemma 2 Under Assumptions
Proof Lemmas 1 and 8 would entail that
, which is the empirically centered spline basis. Then for α = 1, 2,m α (x α )−g α (x α )+E n g α (X α 
, and according to (39) one has
We bound
which can be rewritten as the following according to the definitions of ξ J (X l , x 1 ) in (28) and of A n in Lemma 8
Minkowski inequality, Lemmas 5, 8 and standard properties of kernel density estimator now imply that sup
which according to (33) , (34) is O p m − g + E n g 1 (X 1 ) + E n g 2 (X 2 ) 2 = O p n −1/2 + H , thus proving the lemma.
Lemmas 1, 2 lead to the following and then Proposition 3 sup
A.3 Technical lemmas
In this subsection we have collected all the auxiliary results used in Sects. A.1 and A.2.
Lemma 3 Under Assumptions (A3) to (A6), one has
Proof See Wang and Yang (2007b) .
Lemma 4 Denote by D n a set of endpoints in
satisfies the Cramér's condition. By the Bernstein's inequality we have
for δ >0 large enough such that δ 2 c * +2C 2 δ H −1/2 log n/ (nh)
Borel-Cantelli Lemma implies the desirable result in the lemma.
Lemma 5 Under Assumptions
, then the consecutive endpoints make a total of M n subintervals with length M −1 n . Employing the discretization method, we have sup
where ∆ k = x 1,k−1 , x 1,k . We only need to bound the second term, as Lemmas 3 and 4, and the fact H 1/2 log n/ (nh) yield
Employing Lipschitz continuity of kernel K , one has
Hence we have
since c D n 6 ≤ M n ≤ C D n 6 in Lemma 4. The lemma follows instantly from (35), (36) and (38).
Lemma 6 Under Assumptions (A3) and (A6), there exist constants C 0 > c 0 > 0 such that for any a = a 0 , a 1,1 , . . . , a N ,1, a 1,2 , . . . , a N ,2
Lemma 7
Under Assumptions (A1) to (A6), the least square solutionã defined in (18) satisfiesã
Proof According to (18
B T B with matrix of the inner products B J,α , B J ,α 2,n , as the matrix B is given in (19), one has
Based on (39), one has
where A n is of order o p (1) in Lemma 8. Meanwhile by the Cauchy-Schwartz inequality, the right-hand side of (41) is bounded from above by
Now (41), (42), (43) 
The positive definiteness of matrix n −1 B T B −1 is a sufficient step to achieve Lemma 10. For simplicity it is denoted by S = s j j d N+1 j, j =1
.
Lemma 9
Under Assumptions (A3) and (A4), for the matrix S defined above, there exist constants C S > c S > 0 such that with probability approaching to 1, one has
Lemma 10 Under Assumptions (A1) to (A6) , for any x 1 ∈ [0, 1] and I 1 (x 1 ) defined in (27), one has sup
Proof The conditional mean square ofε * 2 (X l2 ) given X is Based on Assumption (A2), we have E E · E T X 1 , . . . , X n ≤ C 2 σ I n in the matrix sense. Knowing thatã = B T B −1 B T E, and apply the matrices to a quadratic form with vector E T B B T B −1 P 0 N +1 ,I N B T e l , one has
where the s J +N +1,J +N +1 's are elements of S in Lemma 9. Plugging in the above term, and employing (29), E I 2 1 (x 1 ) X is less than Under Assumption (A2 ), L R X,x 1,k |X is standard normal. There exists some c > 0, such that 1 − Φ (x) ≤ cφ (x) for large x, where Φ (x), φ (x) are the standard normal distribution and density functions. Take t n = √ 16 log n, then there is a constant c such that for n large enough 
due to the choice of c D n 6 ≤ M n ≤ C D n 6 in Lemma 4. Now (47), (48) and (49) establish the lemma.
