In this paper we study the following Neumann-Robin boundary value problem
Introduction
We study the nonlinear two point boundary value problem −u (x) = λf (u(x)), x∈ (0, 1) (1)
where α < 0, λ > 0 are parameters, f is a twice differentiable function on [0, ∞) and f (0) < 0 (i.e. semipositone problem), and we shall assume that f (s) ≥ 0, f (s) > 0, F (s) = s 0 f (t)dt. So there exist unique values of β, θ > 0 such that f (s) < 0 on [0,β), f (β) = 0 and F (θ) = 0. The existence and multiplicity results is studied in [2] and [5] for cases α > 0 and α = 0 respectively. Also other types of two point boundary value problems have been studied in [1] , [3] , [4] . We use the quadrature method and establish the existence of nonnegative solutions u(x) for the cases u(x) = 0 and u(x) = θ in sections 2.
Main Results
In this section we shall characterize our nonnegative solutions by the value of the solution at x = 0, and denote it by p, i.e. u(0) = p. We show that for given n=0,1,2,... and p = 0, p = θ (1)-(3) have two nonnegative solutions. One has even number i.c.p.'s (i.e. interior critical points) and the other has odd number i.c.p's as described in the following theorem. 
and the corresponding solution is defined by
and
where
ds and u 1 (1) = m * and the other nonnegative solution is u 2 with k = 2n + 1
and u 2 (1) = 0. Further note that λ 1 < λ 2 (λ 1 > λ 2 ) and
Proof. Let u(x) be a nonnegative solution of (1)- (3) We shall first discuss the case where
. Now multiplying both sides of (1) by u (x) and integrating, we obtain
Since u(0) = p, c = −λF (u(0)) = 0, so we have
and therefore
Now integrating (4) and (5) on (0, x 0 ) and (kx 0 , 1), respectively, we obtain
Since u (1) > 0, let u (1) = m where m > 0. Thus u(1) = − m α ∈ (0, θ). Substituting x = x 0 and x = kx 0 in (6) and (7), respectively, and multiplying (6) by k and adding it to (7), we see
Combining (6) and (8) we get
Also substituting x = 1 in (5), we have
Combining (8) and the problem is equivalent to studying a nonnegative solution of problem −u (x) = λf (u(x)); x ∈ (0, x 1 ) with boundary value conditions u(0) = 0 = u (x 1 ) (u(x 1 ) = 0 = u (0)). Now we again apply the quadrature technique and it easily follows that (1)- (3) 
L(m)
We know that and it easily follows from (12) and (13) that λ 1 < λ 2 (λ 1 > λ 2 ). We know kx 0 + l = 1 = (k + 2)x 1 , ( or kx 0 + l = 1 = kx 1 ) where k = 2n (k = 2n + 1) and x 0 > l > 0. Thus x 0 > x 1 (x 0 < x 1 ).
