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An Intelligent Transportation System (ITS) is a network of connected vehicles, pedestri-
ans, and infrastructure sharing information to improve safety and efficiency. To enable
an ITS, so called vehicle-to-everything (V2X) technologies are used. V2X technologies
are ad hoc wireless communication technologies which target the 5.9 GHz radio band and
can handle the highly mobile vehicular environment whilst supporting the often strict
service requirements of vehicular safety applications. The majority of prior research into
ITS and V2X technologies has focused on traditional roads, however vehicles are also
extensively used in industrial environments, which could also benefit from the safety
and efficiency gains an ITS offers. This thesis investigates applying V2X technologies
to safety applications in one possible industrial environment: the logistics warehouse.
In particular, two different V2X technologies (C-V2X and IEEE 802.11p) are
compared, evaluated based on the error rate of an aisle-end collision warning application
in warehouses, to determine which is more suited to the warehouse environment. To
quantitatively evaluate the technologies an aisle-end collision scenario and collision
warning application simulator was developed to simulate each technology. The simulator
includes a custom warehouse aisle-end channel model which was parameterised using
measurements conducted in a real-world warehouse.
Using the collision warning application simulator the application error rate was
observed for each technology for different average spacing between forklifts, modulation
and coding schemes (MCS), and transmit powers. It was found that the average spacing
between forklifts had the most effect on the failure rate of the application. As the
average spacing between forklifts decreased, the false negative rate increased relative to
the baseline for C-V2X but stayed roughly constant for IEEE 802.11p. The differing
behaviour of the two technologies is attributed to the different channel access procedures
used by the two technologies. The effect of MCS and transmit power was negligible for
IEEE 802.11p. For C-V2X however, the false negative error rate increased with MCS
index and there appears to be a minimum transmit power, below which, C-V2X performs
significantly worse. This behaviour is hypothesised to also be caused by C-V2X’s channel
access algorithm. Based on the quantitative evaluation of the technologies, at least for
the warehouse environment, IEEE 802.11p is superior to C-V2X.
In addition to the quantitative evaluation of the current generation of V2X tech-
iv ABSTRACT
nologies, this thesis also presents a qualitative discussion of what possible change in
performance the next generation V2X technologies (NR-V2X and IEEE 802.11bd)
may bring. The next generation of V2X technologies focus on improving the physical
layer performance of the current generation (C-V2X and IEEE 802.11p). However, all
the problems with the technologies identified in this thesis are in the channel access
procedures. Thus, next generation V2X technologies are not expected to significantly
improve performance in this scenario. This thesis also discusses the regulatory support
for each technology in different regions. In the United States of America, C-V2X is the
only V2X technology allowed to use the 5.9 GHz ITS band, making it more suitable for
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3GPP Third generation partnership project — the standards body respon-
sible for developing cellular standards
5G The fifth generation of cellular standards released by the 3GPP
802.11bd IEEE 802.11bd — the next generation evolution of IEEE 802.11p
802.11p IEEE 802.11p — a vehicle-to-everything communication technology
based on WiFi
AIP Average introduction period
AWGN Additive white Gaussian noise
BER Bit error rate
BLER Block error rate
BPSK Binary phase shift keying
CBR Channel busy ratio — the ratio that channel is considered occupied
or ‘busy’
CSR Candidate sub-frame resource — one possible resource block in a
single sub-frame which could be reserved
C-V2X Cellular-vehicle-to-everything — an LTE based vehicle to everything
technology developed as part of 3GPP release 14
DMRS Demodulation reference symbol
DSRC Dedicated short range communication — A V2X standard which
uses IEEE 1609 and IEEE 802.11p as its base
eNodeB An LTE cellular network base station
EU European Union
FCC Federal Communications Commission — the regulatory body re-
sponsible for licensing and allocation of radio frequency spectrum
in the United States of America
FEC Forward error correction
Forklift An umbrella term for a number of specialist industrial vehicles which
have forks and are used to move, organise, and store pallets in a
warehouse environment
gNodeB A 5G cellular network base station
xii GLOSSARY
IBC Intermediate bulk container — a container used to store and trans-
port liquids, pastes, and powders in an industrial and warehouse
environment
IEEE Institute of Electrical and Electronics Engineers
ITS Intelligent transportation system — a network of connected vehicles,
roadside infrastructure, and other road users, sharing information
to increase safety and efficiency
LOS Line of sight
LTE Long term evolution — the fourth generation of 3GPP standard for
cellular communication
MAC Medium access control layer — the layer of a transceiver responsible
for determining and scheduling access to the shared channel
MCS Modulation and coding scheme
NIST National Institute of Standards and Technologies
NLOS Non line of sight
NR-V2X New radio-vehicle-to-everything — the next generation of C-V2X
developed as part of 3GPP release 16
NZ New Zealand
OBU On board unit
OFDM Orthogonal frequency division multiplexing
OLOS Obstructed line of sight
PC5 The device-to-device communication sidelink defined for use in LTE
based hand-held radios, C-V2X, and NR-V2X
PER Packet error rate
PRR Packet reception rate
PSCCH Physical sidelink control channel
PSFCH Physical sidelink feedback channel
PSSCH Physical sidelink shared channel
QAM Quadrature amplitude modulation




RSM Radio Spectrum Management — the branch of the Ministry of
Business, Innovation, and Employment responsible for licensing and
allocating RF spectrum in NZ




UE User equipment — the term used to describe end user terminal in
cellular communication standards
UHT Ultra high temperature






WINNER II A set of wireless channel models commonly used for V2X simulation

NOTATION
All symbols with a wide-hat (e.g. ◊ PL (d0) or Ĝrx) are in the logarithmic (dB) domain.
Those without are in the linear domain. Similarly, all symbols with an over-arrow (e.g.
−→s or −→p ) are vectors.
α Path loss exponent
BER Bit error rate
BLER Block error rate
d Distance, typically in metres
d0 Reference distance
f Frequency, typically in hertz
Grx, Ĝrx Receive antenna gain
Gtx, Ĝtx Transmit antenna gain
N0, ”N0 Background noise power
Nrx, N̂rx Noise figure”Prx Received power
Ptx, ”Ptx Transmit power
PL, ”PL Path loss◊ PL (d0) Reference path loss. The path loss at the reference distance (d0)
PRR Packet reception ratio
SINR, ’SINR Signal-to-interference-plus-noise ratio
SNR, ‘SNR Signal-to-noise ratio
t Time, typically in seconds




An Intelligent Transportation System (ITS) is a network of connected vehicles sharing
information to provide enhanced safety and efficiency. However, vehicles are not the
only participants of an ITS, which can include other road users, such as pedestrians
and cyclists, and road infrastructure. With all these parties sharing information,
ITS have many interesting potential applications like collision avoidance systems [1],
congestion-aware route planning [2, 3], smart traffic lights [4], and autonomous vehicle
collaboration [5].
So far, the majority of ITS research has been focused on traditional roads. However,
this is not the only environment where vehicles operate; they are used extensively in
industrial environments like warehouses. In fact, warehouses are prime candidates for
the deployment of an ITS, as an ITS may offer many benefits logistics businesses are
interested in: increasing efficiency, automation, and safety. This last factor is the most
pressing as in 2020 the New Zealand Government pledged to reduce workplace vehicular
accidents, specifically addressing the warehousing and logistics sector [6]. One area of
warehouse safety an ITS could improve is preventing collisions between forklifts, the
vehicles used to move and store contents in warehouses. Collisions between forklifts are
dangerous, potentially fatal to operators, and are the most common form of accident for
stand-up forklift operators [7]. As in traditional roads, many collisions in warehouses
happen at intersections.
To realise an ITS, wireless communications technologies support data transfer
between ITS members. However, not all communication technologies are appropriate for
use in an ITS. This is as many technologies cannot reliably support the highly mobile
nature of an ITS and the often safety-critical application requirements. In particular,
many ITS applications must operate in a decentralised manner, with or without co-
ordinating infrastructure. Thus, specialised ad hoc communication technologies have
been developed to support an ITS. These technologies are responsible for enabling all
participants of the ITS to communicate and share information and as such have been
dubbed vehicle-to-everything (V2X) technologies. It is these V2X technologies which
are the focus of this thesis.
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There are two main families of V2X communication technologies: standards based
on cellular communication technologies and standards based on Wireless Local Area
Network (WLAN or WiFi) technologies. For cellular-based standards there is Cellular-
V2X (C-V2X) [8], and for WiFi-based technologies there is IEEE 802.11p [9]. Both
types of technologies have been thoroughly investigated in the literature for normal
roads [10–12], and the WiFi-based standards have seen real world, long-term deployments
[13,14]. However, neither standard has been considered for deployment in warehouses.
In addition to IEEE 802.11p and C-V2X, next-generation V2X technologies are under
development or have been recently released. These include IEEE 802.11bd and New
Radio-V2X (NR-V2X) which are WiFi- and cellular-based standards, respectively [10].
Each build upon their pre-existing versions, evolving them to improve performance and
support more advanced applications.
This thesis investigates the use of V2X technologies in a warehouse environment,
considering their application to an intersection collision warning system. This application
has been selected as a suitable test case to evaluate the technologies more generally
as, due to the clear risk to forklift operators, it is a likely day-one application for a
warehouse ITS. The performance of each technology is quantified using the failure rate
of a dummy collision warning application under otherwise ideal circumstances. The
remainder of this chapter: defines the research questions that focus the investigation
into V2X technologies; defines the contributions resulting from these questions; and
outlines the structure of this document.
1.1 RESEARCH QUESTIONS
This thesis seeks to answer the following overarching research question: Is there a differ-
ence in performance between V2X technologies for safety applications in a warehouse
environment? If so, which is better?
To help answer this question, this thesis will simulate a safety application to prevent
aisle-end collisions in the warehouse traffic scenario presented in Figure 1.1. In this
context, the following high-level sub-questions will be answered:
Q1 What are the key differences between the V2X technologies?
Q2 For two streams of forklifts arriving at the end of an aisle, what is the effect of
average spacing between forklifts on the technologies’ error rate of a collision
warning application?
Q3 What is the effect of transmit power and modulation scheme on the error rate of
a collision warning application?
Q4 What improvements do the evolved forms of the V2X standards offer that poten-





Figure 1.1 The aisle-end collision scenario showing two independent streams of forklifts arriving at a
T-junction.
For clarity each of these sub questions will be referenced throughout this thesis by
their identifier, rather than restating the question each time. The sub-questions will
also be refined throughout the thesis.
Whilst the research questions stated above are broad, the aim of this thesis is not to
develop a complete model of how each of the V2X technologies performs in a warehouse
environment. Rather, the purpose of this thesis is to develop an understanding of some
of the limitations of each technology in the cluttered warehouse environment. As such,
not all features of the V2X technologies (introduced in more detail in Section 2.4) will
be investigated, only their below 6 GHz ad hoc and unsupervised operating mode will
be considered. This limited consideration is based on the decentralised, infrastructure
free, and broadcast operating requirements safety applications often have.
1.2 CONTRIBUTIONS
To answer the overarching research question and sub-questions, the following contribu-
tions are made:
• An up-to-date summary of the WiFi- and cellular-based V2X communication
technologies. This includes a description of the regulatory support for each
technology in the United States of America, the European Union, and New
Zealand.
• Development of an intersection collision scenario and test collision warning appli-
cation. As part of this development, suitable performance measures were identified
for the technologies.
• A warehouse intersection collision warning computer-based simulator including
WiFi and Cellular V2X technology stacks.
• A custom warehouse intersection wireless channel model, parameterised based on
a measurement campaign conducted at two different locations.
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To the best of the author’s knowledge, this is the first work exploring the use of C-V2X
in a warehouse environment and the first work to characterise the warehouse wireless
channel for V2X technologies.
1.3 STRUCTURE
The remainder of the thesis is structured as follows:
Chapter 2 provides an introduction to the topics covered in this thesis and partially
answers research question Q1. This background includes defining V2X communications,
providing some examples of potential applications of V2X in warehouses, discussing
techniques for indoor localisation, describing the currently available V2X technologies,
and introducing wireless channel modelling.
Chapter 3 discusses the previous comparisons between the V2X technologies, helping
further answer research question Q1. It also explores prior work using V2X systems
in industrial environments, the current state-of-the-art of warehouse wireless channel
modelling at V2X frequencies, and discusses some collision prediction and avoidance
algorithms.
Chapter 4 describes the scenario and dummy collision warning application used to
answer research questions Q2 and Q3. Then, Chapter 5 discusses the design and imple-
mentation of the simulator to simulate the evaluation scenario described in Chapter 4. It
also verifies the simulator is correct, ensuring the results it produces are representative
of the model and can be trusted.
Chapter 6 documents the warehouse channel model design, a measurement campaign
to parameterise the model at two different locations, and validation of the implementation
for the simulator discussed in Chapter 5.
Chapter 7 details the simulation campaign to answer research questions Q2 and Q3.
It determines: the baseline failure rate of the collision warning application, the relative
strength of the effect of average vehicles spacing, modulation scheme, and transmit
power on the performance of the application, and then looks at each of these factors in
more depth.
Chapter 8 looks towards the future of V2X technologies, considering the potential
impact the next generation of V2X technologies will have on the results presented in
Chapter 7, answering Q4. It also considers the regulatory support for V2X technologies
in the United States of America, the European Union, and New Zealand, as part of
answering Q1.
Finally, Chapter 9 summarises the work completed in Chapters 2–8, addressing




This chapter provides an introduction to the topics discussed in this thesis. First,
Section 2.1 defines the concept of vehicle-to-everything (V2X) communication and
provides some example applications for traditional roads. This is followed by Section 2.2,
which highlights possible applications of V2X technologies in warehouses, motivating
this investigation. Section 2.3 then deals with techniques for localisation in warehouses,
where the Global Positioning System (GPS) is unreliable, providing support for an
assumption made in collision warning application in Section 4.3. Then, Section 2.4
explores the currently available technologies designed to support V2X communications,
partially answering research question Q1. Finally, Section 2.5 gives a brief introduction
to wireless channel modelling as a foundation to the simulators used throughout the
remainder of the thesis and warehouse channel model developed in Chapter 6.
2.1 VEHICLE-TO-EVERYTHING (V2X) COMMUNICATIONS
V2X communication is an overarching term which covers all communication between
vehicles and other parties, including:
• Vehicle-to-Vehicle (V2V) communication — communication directly between two
or more vehicles. An example application of V2V communication is the congestion
aware routing system developed in [3].
• Vehicle-to-Infrastructure (V2I) communication — communication between a vehi-
cle and a road side unit, base station, or other road infrastructure. Some example
applications of V2I communications are the electronic toll collection system in [15]
and the smart traffic light system developed in [16].
• Vehicle-to-Pedestrian (V2P) communication — communication between a vehicle
and pedestrian or other vulnerable road users such as cyclists. This is typically
used for collision avoidance applications such as the one developed in [17].
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• Vehicle-to-Network (V2N) communication — communication between a vehicle
and the wider internet. This service is typically provided by connecting to a
traditional cell tower or an internet enabled road side unit.
These forms of communication are summarised in Figure 2.1. The term V2X is useful
as most applications require a combination of above communication types to provide
their functionality.
Figure 2.1 An example of an intelligent transportation system, illustrating V2X communications.
2.2 APPLICATIONS OF V2X TECHNOLOGIES IN WAREHOUSE
ENVIRONMENTS
V2X communication can enable many different applications focused around increasing
safety and efficiency. Current investigations of V2X communications focus on the
traditional road environment [3, 16,17] or the industrial mining environment [18].
Some possible applications of V2X in warehouse environments are:
• Collision warning and avoidance systems, similar to those discussed in [19] for
traditional roads, but at lower speeds and in the absence of GPS.
• Real-time forklift position tracking. This could allow picking requests to be
ordered to reduce contention for limited resources like narrow warehouse aisles,
where for safety reasons there are limits on the number of forklifts allowed. This
possibly reduces operator waiting time, increasing efficiency.
• Teleoperation of forklifts. Allowing remote operation of forklifts removes forklift
operators from the possibly dangerous warehouse environment, increasing worker
safety and comfort. Additionally, this could increase efficiency by allowing large
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logistics companies to centralise their staff and allocate them to warehouses as
needed.
• Distributed sensor-data fusion. Allowing vehicles to share sensor information to
provide vehicles participating in the network a wider view of the world is expected
to help improve the autonomy of vehicles on traditional road systems [5]. This
may also be useful for developing fully autonomous forklift systems.
2.3 LOCALISATION IN WAREHOUSES
Localisation is the process of determining the position of an object in some coordinate
system. One common localisation system is GPS, which primarily relies on radio signals
from orbiting satellites to allow the receiver to determine its location [20]. Outdoors,
GPS can provide a highly accurate position within 5–10 m of the real location using
satellites alone [21], but can be augmented to achieve positioning accuracy below
0.01 m [22]. However indoors, GPS is often unavailable and cannot be relied on for
localisation [23,24].
Despite being unable to use GPS, there are many other localisation techniques
possible within warehouses. This section will discuss two different major techniques
for localisation: radiolocalisation and computer vision. Radiolocalisation technologies
use wireless signals to locate a vehicle, working in similar ways to GPS. One possible
radiolocalisation technology possible for warehouse localisation is ultra-wideband (UWB)
explored in [25]. In [25], an UWB based pedestrian localisation system was developed
and tested in a real-world warehouse environment, and managed to achieve an average
localisation error of 1.4 m, with a maximum error of 4.0 m at 95% confidence intervals. A
similar system for forklifts, rather than pedestrians, was developed in [26] and achieved
localisation accuracy to 0.1–0.2 m in simulations. However the system in [26] is only
simulated, not tested in a real warehouse.
Computer-vision-based systems use cameras to determine location of forklifts in a
warehouse. Many of these systems use cameras to match unique fiducial markers, placed
at known locations in the warehouse, to determine the location of the forklift. Often,
this data is combined with other inputs, like accelerometers, to refine the localisation
accuracy and handle the case where there are no markers in view. Fiducial markers
can be placed on the ceiling, floor, or attached to the warehouses racking [27–29].
Localisation systems using purely fiducial markers claim to be able to achieve at least
metre-level accuracy [30]. Another technique within computer vision, is to use laser
scanning or Light Detection and Ranging (LIDAR) systems to determine the position of
the forklift. An example of a system which uses laser scanners, combined with odometry
data from the wheels, is presented in [31]. The system described in [31] was tested in an
automated forklift test warehouse and can achieve sub-centimetre localisation accuracy.
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2.4 TECHNOLOGIES TO SUPPORT V2X COMMUNICATIONS
There are currently two different wireless technologies which support V2X communica-
tion: cellular and WiFi. Cellular V2X is the application of cellular technology to enable
V2X communication via the PC5 sidelink, achieving device-to-device communication.
Cellular communication standards are defined by the Third Generation Partnership
Project (3GPP) which is a group of seven communication standard organisations and
18 market representation partners [32]. Each of the standards and studies performed
by the 3GPP are proposed and driven by member companies through the market
representation partners [33]. There are currently two generations of cellular support for
V2X communications: one based on the Long Term Evolution (LTE) standards and
the other on the Fifth Generation (5G) standards. These technologies are discussed in
Sections 2.4.1 and 2.4.2, respectively.
The WiFi-based technology is called Wireless Access in Vehicular Environments
(WAVE) and consists of the IEEE 1609 family of standards and Dedicated Short Range
Communication (DSRC) standard, also known as IEEE 802.11p1 [35]. The structure of
the WAVE protocol stack is shown in Figure 2.2. In November 2018, the 802.11 Working
Group — the group responsible for developing the IEEE 802.11 family of standards —
authorised the development of IEEE 802.11bd to replace IEEE 802.11p in the WAVE
protocol stack [36]. The details of IEEE 802.11p and IEEE 802.11bd will be discussed
in Sections 2.4.3 and 2.4.4, respectively.
2.4.1 Cellular-V2X (C-V2X)
Cellular V2X (C-V2X) is the initial cellular-based V2X technology, first specified in
3GPP release 14 as part of the Long Term Evolution (LTE) standard [38]. C-V2X builds
upon the LTE standard, using a lot of the same physical layer (PHY) components. The
LTE standard specifies many different interfaces which allow communication between
Figure 2.2 The WAVE protocol stack. Source: [35] © 2008 IEEE. Note that IP here refers to IPv6
and the WAVE standard does not support IPv4 operation [37].
1IEEE 802.11p was an amendment to the IEEE 802.11 standard which was folded into the main
standard in 2012 [34]. The most recent version of the IEEE 802.11 standard was published in 2020.
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different elements of the cellular network. As the C-V2X radio builds upon LTE, it can
use the standard LTE-Uu interface to interact with an eNodeB — a traditional cellular
network base station. C-V2X also uses the PC5 sidelink interface to communicate
directly between two vehicles, without involving the eNodeB.
Like the LTE-Uu interface, the PC5 interface uses single-carrier frequency-division
multiple access (sc-FDMA) in 10 or 20 MHz channels [39]. Each channel is divided
into sub-frames, Resource Blocks (RBs), and sub-channels. A sub-frame is 1 ms long
and consists of 14 symbols [10]. An RB is the smallest unit of resource allocated to
one C-V2X user for a single sub-frame and consists of 12 15 kHz sub-carriers [40]. A
sub-channel consists of one or more RBs in the same sub-frame. How individual RBs
are allocated to C-V2X devices is discussed below in Section 2.4.1.1.
sc-FDMA is a type of linear precoded orthogonal FDMA scheme, where instead of
each data symbol being transmitted on one sub-carrier, all M carriers carry the data
symbol for 1M th of the sc-FDMA symbol period [41]. This technique is contrasted against
Orthogonal Frequency Division Multiplexing (OFDM), where each sub-carrier holds a
single data symbol for the entire OFDM symbol period, c.f. Figure 2.3. Converting the
data symbols from being transmitted in parallel to being transmitted in series, reduces
the peak-to-average power ratio compared to OFDM, increasing the battery life of LTE
devices [41].
Data is modulated onto each of the sub-carriers in an RB using either Quadrature
Phase Shift Keying (QPSK) or 16-Quadrature Amplitude Modulation (16-QAM). In
addition to the data symbols, special control and reference symbols are inserted into
each sub-frame [43]. To provide error correction for transmissions, C-V2X uses blind
Hybrid Automatic Repeat reQuests (HARQ). Automatic repeat request systems allow
for retransmissions of data if errors are detected. However, retransmissions can be
disruptive for the efficient flow of data from transmitter to receiver, so it is often
combined with Forward Error Correction (FEC) mechanisms to form a HARQ system.
Using FEC allows the receiver to correct some of the received errors in the data,
reducing the number of retransmissions. In the case of C-V2X, the FEC scheme is
Turbo Coding [44]. C-V2X specifically uses blind HARQ, where data is retransmitted
automatically, regardless of whether any errors were detected.
The PC5 sidelink is divided into two logical channels: the Physical Sidelink Control
Channel (PSCCH) and the Physical Sidelink Shared Channel (PSSCH). The PSCCH
contains the control data needed to demodulate and decode the information in the
PSSCH. The PSSCH contains the payload data of the transmission. These logical
channels are on transmitted on separate sub-channels (Figure 2.4).









Figure 2.3 Comparing the use of frequency (f) and time (t) resources to transmit data with four
resource elements, for OFDM and sc-FDMA. Each colour represents a different data symbol and the
overall resource element period is indicated by Tr. The resource element is the atomic unit of frequency






Figure 2.4 Multiplexing of the PC5 sub-channels in time (t) and frequency (f) for C-V2X over a
single sub-frame. The PSSCH can contain a variable number of RBs, whereas the PSCCH always
contains two RBs. Note that the PSSCH and PSCCH are shown as adjacent blocks of RBs here,
however, this is not required.
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2.4.1.1 Resource Allocation in C-V2X
Each of the different interfaces in C-V2X have different resource allocation methods.
For the LTE-Uu interface, the normal LTE resource allocation algorithm is used. In this
method, User Equipment (UE) requests transmission slots from the controlling eNodeB
on a one-off or semi-persistent basis. The exact details of this algorithm are beyond
the scope of this thesis, and the reader is referred to [45] for more details. Using the
traditional LTE-Uu interface allows V2X applications to communicate with centralised
servers, providing a wider view of the current network state than is achievable via
device-to-device communication.
The PC5 sidelink has four different resource allocation methods for device-to-device
communication: two designed for handheld radios and two for V2X communication. The
original PC5 specification in release 12 introduced support for mode 1 and mode 2, for
use in handheld radios. These modes prioritise battery life at the expense of increased
latency [40]. Since V2X communications demand low latency, neither of these modes
were suitable. 3GPP release 14 added mode 3 and mode 4 to support low latency V2X
communication [46].
Mode 3 of the PC5 interface is device-to-device communication controlled by the
eNodeB. In this mode, the eNodeB is responsible for managing and allocating resources
to prevent collision and ensure fair channel access. In mode 3, user devices request
resources from the eNodeB using the LTE-Uu interface, but there is no standard specified
algorithm for resource allocation [10]. Using this mode means that resources can be
allocated with a wider view of traffic demands, leading to globally optimal resource
allocation. However, as there is no standard resource allocation algorithm, the overall
performance of mode 3 will be vendor dependent.
PC5 sidelink mode 4 is used for V2X communications outside of complete eNodeB
coverage. In this mode, a UE reserves resources autonomously using a sensing-based
semi-persistent scheduling mechanism. The resource allocation algorithm has three
stages: sensing, reservation, and transmission [42,47]. The sensing process is as such:
the Medium Access Control layer (MAC) requests a sensing report from the PHY at
sub-frame n. The PHY, which has been listening to all the previous transmissions
and recording them, creates a sensing window containing all possible resources that
could be reserved by the MAC layer. These resources are called the candidate single
sub-frame resources (CSRs). The sensing window is generated for the sub-frames
[n − 1, n − 10Pstep]. Pstep is a parameter proposed to avoid synchronisation conflicts
and the 3GPP suggests setting it to 100 ms [42]. With Pstep = 100 ms, the sensing
window contains all records from the past one second.
The PHY then generates the report window containing all CSRs which will meet
the latency requirements of the application. The lower bound of the latency requirement
in sub-frames (τ1) is set by the higher layers of the protocol stack based on the
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processing time the device requires and the upper bound (τ2) is set by the application.
τ1 is required to be less than or equal to four sub-frames and τ2 is typically set to
100 sub-frames for safety applications, however it can be set to any value such that
20 ≤ τ2 ≤ 100 [42]. Thus, the report window contains all CSRs from the sensing window
between [n + τ1, n + τ2]. After generating the report window, the PHY then shrinks it
to create the set SA by excluding any candidate CSRs which meet either of the following
criteria:
• there is some sub-frame in the sensing window that was not monitored and one of
the possible reservations of the candidate CSR in the reservation horizon overlaps
with that sub-frame.
• there is some sub-frame in the sensing window that received more energy than
a preset threshold and one possible reservation of the candidate CSR in the
reservation horizon overlaps with that sub-frame.
These criteria are based on measured channel energy and do not require successful
reception of data in the sub-frames in question. The reservation horizon covers the time
period between the last reserved resource and the initial reservation of the resource and
is further defined below. If after this exemption procedure, there are fewer than 20% of
the original resources left, the exemption procedure starts again with a 3 dB increase in
the threshold. This process repeats until at least 20% of the CSRs remain in SA.
The CSRs remaining in SA are then ranked based on the average received power












where x is the first of L sub-channels that make up the CSR at time y, and RSSI t,j is
the measured signal strength of channel j during sub-frame t. The 20% of CSRs in SA
with the lowest Ex,y are then placed in another set SB, which is then passed up to the
MAC.
Once the MAC receives SB, the reservation procedure begins. The MAC randomly
selects a CSR from SB. The MAC layer then locally reserves that CSR, Cresel times,
once every Prsvp milliseconds. Each of these reserved CSRs is considered a transmit
opportunity. Prsvp is the reservation period which is specified by the higher layers, and
can take one of the following values {20, 50, 100, 200, . . . , 1000}. When a new resource
selection occurs, the sidelink resource reselection counter (SLRRC) is set to a value
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drawn from the following uniform distribution:
U ∼

U(5, 15), for Prsvp ≥ 100
U(10, 30), for Prsvp = 50
U(25, 75), for Prsvp = 20.
(2.2)
Each time the PHY layer transmits the SLRRC is decremented. When the SLRRC
reaches zero, the MAC can reselect new resources with a probability Preselect which
can be set to one of the following values: {1, 0.8, 0.6, 0.4, 0.2}. If the MAC does not
reselect resources, it reserves the same resources for another Cresel periods, where
Cresel = 10SLRRC. Thus, the reservation horizon becomes Prsvp(Cresel − 1).
However, the SLRRC expiring is not the only trigger for resource reselection. The
reselection process can begin if any of the following conditions are met:
• The device has not used any of its slots for a transmission or retransmission in
the past second.
• The device has missed more opportunities to transmit than the higher layers
allow.
• The currently reserved resources cannot meet the latency requirement for the
latest incoming data packet.
• There are not enough reserved resources to transmit the incoming data packet in
one go.
When a device has data to transmit, the PHY waits until one of the reserved slots
becomes available and then broadcasts the data in that slot. Since C-V2X uses blind
HARQ, the retransmissions must also be scheduled and are scheduled randomly in the
15 sub-frames before and after the reserved transmission window [47].
2.4.2 New Radio-V2X (NR-V2X)
New Radio-V2X (NR-V2X) is the next generation of V2X communication from the
3GPP and takes advantage of the advances developed as part of the 5G standardisation
work. The 3GPP have developed this new generation of cellular V2X to support
advanced applications such as vehicle platooning, automated driving, and coordinated
manoeuvring [48]. All of these applications have strict quality of service requirements,
more stringent than C-V2X can support, requiring highly reliable, high throughput, low
latency communication over long distances at high relative speeds [48]. NR-V2X was
designed to meet the requirements of advanced applications, not to replace the services
offered by C-V2X [49]. As such, NR-V2X and C-V2X are not interoperable, however,
this does not mean NR-V2X cannot provide the same services C-V2X does [10].
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For NR-V2X to meet these requirements several changes to C-V2X were made to
the PHY and resource allocation algorithms. Additionally, NR-V2X introduces support
for addressing transmissions to a single receiver (unicast) and to a group of receivers
(groupcast). NR-V2X now supports [10]:
• Flexible sub-carrier spacing — NR-V2X can now have 30 and 60 kHz wide sub-
carriers, increasing the possible symbol rate.
• Orthogonal Frequency Division Multiplexing (OFDM) — Instead of using sc-
FDMA, the NR-V2X transmitter uses OFDM. OFDM uses individual sub-carriers
which hold a symbol for the whole symbol period, allowing 12 symbols to be
transmitted in parallel. OFDM is compared to sc-FDMA in Figure 2.3.
• Variable length transmission slots — Using C-V2X the smallest amount of time a
transmission could take was one sub-frame of 1 ms. In NR-V2X, users with less
data can transmit in smaller slots, reducing latency for small messages.
• Time multiplexing of PSCCH and PSSCH sub-channels — In an effort to reduce
processing delays, NR-V2X now multiplexes PSCCH and PSSCH in time, where
the PSCCH data is transmitted first then the PSSCH is sent (Figure 2.5). In C-
V2X, the PSCCH and PSSCH sub-channels are multiplexed in frequency, meaning
the control data transmission finishes at the same time as the data transmission.
Multiplexing the data in time allows the control data transmission to finish
before the data transmission begins. Meaning the receiver can begin immediately
decoding the data in the PSSCH, rather than waiting for the whole transmission
to complete, reducing processing delays.
• A sidelink feedback channel — C-V2X automatically retransmits its packets as
part of a blind HARQ scheme, even if the first transmission was successful. This
is resource inefficient. NR-V2X introduces a sidelink feedback channel (PSFCH)
to overcome this, allowing the recipients to indicate if a transmission was received
successfully. However, this is only for the unicast and groupcast transmissions
modes and does not cover the broadcast mode typically used for disseminating
safety information. The reader is referred to [50] for more information on the
PSFCH and feedback mechanisms in NR-V2X.
• Higher order modulation schemes — NR-V2X now supports QPSK, 16-QAM, and
64-QAM. This allows more data to be encoded per symbol, increasing overall data
throughput.
• Low Density Parity Check (LDPC) coding — The HARQ scheme now uses LDPC
as its FEC scheme.





Figure 2.5 Multiplexing of the PC5 sub-channels in time (t) and frequency (f) for NR-V2X over a
single sub-frame.
5G, and thus NR-V2X, also supports millimetre-wave (mmWave) operation [51].
mmWave operation refers to using the frequencies from 30 to 300 GHz [52]. mmWave
support is added to 5G and NR-V2X to increase data throughput, as the higher frequency
bands are less crowded and wider channel bandwidths, needed to support high data
rates, are available. However, mmWave signals are easily attenuated and coverage
can be easily and completely blocked by humans and obstacles [52]. To overcome this
limitation beamforming — directing a signal’s propagation path — and other PHY
techniques are used. The mmWave operating modes of NR-V2X will not be discussed
further as this thesis focuses on the sub 6 GHz frequency range of V2X communication.
Additionally, it is not known how well these techniques will perform in the highly mobile,
cluttered, and broadcast focused environment discussed in the remainder of the thesis.
2.4.2.1 Resource Allocation in NR-V2X
For NR-V2X, the 3GPP have redesigned the resource allocation scheme for the PC5
interface. They have created two new modes, creatively named mode 1 and mode 2.
Mode 1 is where resource allocation is performed by the gNodeB (the 5G version of
an eNodeB), similar to C-V2X mode 3. Mode 2 is similar to C-V2X’s mode 4, where
devices autonomously select their own resources. Unlike C-V2X, NR-V2X mode 2 allows
mode 2 resources to be selected for one-off transmissions, rather than always being
selected on a semi-persistent basis. The selection procedure for one-off transmissions is
the same as for semi-persistent reservation, however resources are only reserved once.
For a detailed description of mode 1 and mode 2 resource allocation algorithms in
NR-V2X, the reader is directed to [50].
2.4.3 IEEE 802.11p
IEEE 802.11p (henceforth referred to as 802.11p) is an amendment to the IEEE 802.11
family of protocols, designed to introduce support for V2X communication [9]. The
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changes from the base IEEE 802.11 standard for 802.11p can be split into two distinct
categories: PHY changes and MAC changes.
The PHY of 802.11p is based on the IEEE 802.11a amendment which introduced
OFDM support to WiFi and moved the operating frequency from 2.4 GHz to the
5 GHz frequency band [53]. IEEE 802.11a uses a 20 MHz wide OFDM channel with
64 sub-carriers: 48 data, 4 pilots, and 12 guard sub-carriers. However, 802.11p only
uses 10 MHz wide channels with the same number of sub-carriers. This means the
time-domain OFDM parameters (such as symbol time) have to double, halving the
overall data rates [54]. The reduced channel bandwidth of 10 MHz increases the guard
interval size so that it can deal with the increased delay spread in the vehicular channel.
If a 20 MHz bandwidth was used, the guard interval would be shorter than the delay
spread, and thus would not adequately protect against inter-symbol interference [35].
In addition to the change in the channel bandwidth, the 802.11p amendment
introduced stricter limits on the amount of out-of-channel emissions allowed. This is
due to the measurements conducted in [55], completed during development, showing
that adjacent vehicles transmitting in adjacent channels would interfere with each other.
In terms of error correction, 802.11p does not perform retransmissions, but does
use Binary Convolutional Codes (BCC) for FEC. The absence of retransmissions is a
function of 802.11p only supporting broadcast operation and the IEEE 802.11 family of
standards not supporting broadcast acknowledgements.
At the MAC layer 802.11p introduces the WAVE mode (also known as OCB mode)
which allows a device to transmit without being a member of a Basic Service Set (BSS).
This is distinct from all previous IEEE 802.11 MAC standards, whose primary goal was
to establish and maintain a cooperating group of devices in a BSS [35]. In a traditional
IEEE 802.11 network, users typically have to join a BSS, which requires a number of
steps and several seconds, before being able to broadcast frames to other users. This
requirement exists as devices filter broadcast frames based on whether they are sent from
within the same BSS [56]. The process of listening for a BSS beacon and negotiating to
join would introduce too much overhead for safety-critical communications. In addition
to the overhead of joining a BSS, the membership of any BSS would change frequently
as vehicles move in and out of communication range. As such, 802.11p introduced
the WAVE mode [9]. A radio in WAVE mode can transmit and receive data with the
wildcard BSS Identification (BSSID). The BSSID is all 1’s and allows two vehicles to
immediately communicate with each other if they are in the same channel [35].
2.4.3.1 IEEE 802.11p MAC Protocol
802.11p uses the Enhanced Digital Channel Access (EDCA) MAC protocol designed as
part of IEEE 802.11. The EDCA protocol is a variation of the Carrier Sense Medium
Access with Collision Avoidance (CSMA/CA) protocol where the packet priority is
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taken into account [57]. However unlike in pure EDCA, 802.11p removes the exponential
backoff procedure, to reduce the maximum possible latency. That is, the contention
window does not double in size when the transmission is not successful [10]. Thus,
the MAC protocol becomes [57,58]: when the transmitter has something to transmit,
it listens to see whether any other device in its reception range is transmitting for
one Arbitration Inter-Frame Space (AIFS). If no transmissions are detected, then the
device can transmit its message immediately. If transmissions are detected, the backoff
procedure begins.
The backoff procedure is a slotted wait procedure. First, the transmitter randomly
draws the backoff counter from the uniformly distributed range [0, W ], where W is the
contention window parameter set based on the Access Category (AC) of the data [59].
During each of the following slots, if the slot is idle the backoff counter is decremented. If
a transmission is detected in a slot, the backoff procedure is halted until the transmission
is over and the channel is idle for an added guard period. This guard period is one
AIFS if the packet was received successfully, or if there were errors in the received
packet, one Extended Inter-Frame Space (EIFS). When the backoff counter reaches
zero, the station can finally transmit. After each transmission, the transmitter waits for
a random backoff period before being eligible to transmit again.
To deal with different traffic priorities, the EDCA protocol categorises traffic into
four different ACs. Each AC is maintained in its own internal queue, has a different AIFS
length, and different contention window parameters. These parameters are summarised
in Table 2.1. The AIFS length can be calculated using the following equation [57]:
tAIFS = AIFSN[AC]tslot + tSIFS, (2.3)
where AIFSN is a the number of slots each AC must wait, tslot is the length of a single
slot, and tSIFS is the length of a Short Inter-Frame Space (SIFS). ACs with a higher
priority use smaller AIFSN values, thus, their initial wait is shorter and can access the
channel faster.
Each AC is maintained in its own separate queue and each queue functions as if it
was an independent transmitter. Thus, there can be internal collisions between different
AC queues. To resolve these collisions, the internal scheduler gives the transmission
Table 2.1 The different ACs EDCA parameters. For OFDM with a 10 MHz wide channel Wmin = 15
and Wmax = 1023 [59, p. 2321]. Based on data presented in [9]
AC Wmin[AC] Wmax[AC] AIFSN[AC]
Background Wmin Wmax 9
Best Effort Wmin Wmax 6
Video Wmin+12 − 1 Wmin 3
Voice Wmin+14 − 1
Wmin+1
2 − 1 2
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opportunity to the higher priority AC. The lower priority AC then behaves as if there
was an external collision, and begins the backoff procedure without setting the retry
field in the MAC header [57]. In the case of an external collision, where two different
devices transmit at the same time, the collided frames are deferred and the backoff
procedure begins.
2.4.4 IEEE 802.11bd
IEEE 802.11bd (henceforth 802.11bd) is an evolution of 802.11p meant to update the
802.11p standard with the developments that have been deployed to IEEE 802.11a
in IEEE 802.11n, IEEE 802.11ac, and IEEE 802.11ax. The aim is to increase the
throughput at high relative velocities over longer ranges [36]. Unlike NR-V2X and C-
V2X, 802.11bd is meant to be, at least partially, backwards compatible and interoperable
with 802.11p. The current 802.11bd development plan requires that [60]:
• 802.11p devices can decode at least one of the transmission modes in 802.11bd
• 802.11bd devices can decode 802.11p transmissions
• 802.11p devices can detect 802.11bd transmissions and vice versa
• 802.11bd devices can interoperate with 802.11p devices
• 802.11p devices have the same channel access opportunities as 802.11bd
The new 802.11bd PHY has two different channel bandwidths available: 10 MHz
and 20 MHz [61]. The 20 MHz channel is formed from two contiguous 10 MHz channels,
on which the 802.11bd transmitter broadcasts the training and signal fields in parallel,
before transmitting data symbols using the full 20 MHz channel (Figure 2.6). To take
advantage of the two possible channel bandwidths, 802.11bd supports two different
OFDM configurations: IEEE 802.11ac 40 MHz mode downclocked by two for 20 MHz
channels, and IEEE 802.11ac 20 MHz, downclocked by two for 10 MHz channels [61].
Downclocking is where the system frequency is reduced by some factor. This has the
added implication of increasing the time domain parameters by the same factor. Some
of the OFDM parameters for each of the supported channel bandwidths are summarised
in Table 2.2.
In addition to the changes to the OFDM structure, 802.11bd also includes new
modulation and coding schemes. In IEEE 802.11ac 256-QAM support was introduced
and this modulation scheme is also supported in 802.11bd. 802.11bd also supports a
modulation scheme called BPSK dual sub-carrier modulation (DCM), where a rotated
version of the signal is also transmitted, increasing diversity [63]. This increased diversity
increases the effective signal-to-noise ratio, reducing the bit error rate.
2.4 TECHNOLOGIES TO SUPPORT V2X COMMUNICATIONS 19











(a) 10 MHz wide channel

















(b) 20 MHz wide channel
Figure 2.6 The physical protocol data units structures in 802.11bd for 10 MHz (a) and 20 MHz (b)
channels [61].
Table 2.2 Select OFDM properties for both channel channel bandwidths supported by 802.11bd.
Based on [61] and [62, p. 244–245]
10 MHz 20 MHz
Number of sub-carriers 64 128
Number of pilot tones 4 6
Number of guard sub-carriers 8 8
Number of data carriers 52 108
Sub carrier spacing (kHz) 156.25 156.25
802.11bd supports two different FEC schemes: BCC and LDPC. The BCC, specified
in [59, p. 2295–2296], is included primarily for backwards compatibility with 802.11p and
other WiFi standards. The LDPC code follows the scheme specified in [59, p. 2377–2381]
and is the only FEC used for protecting the data portion. Thus, 802.11p devices cannot
decode the data portion of 802.11bd specific messages.
802.11bd also has introduced adaptive repetition, currently only for the 10 MHz
channel mode [61]. Adaptive repetition is where there are optional retransmissions,
dependent on how busy the channel is. The proposed parameters for 802.11bd’s
adaptive repetition mechanism are shown in Table 2.3. Retransmissions are seen
differently between 802.11p stations and 802.11bd stations [64]. In 802.11p stations, the
retransmissions are seen as independent messages, increasing the likelihood the message
is correctly received at least once. For 802.11bd stations, the messages can be combined,
repairing mistakes. Repairing the messages means that even if none of the individual
copies of a message is received correctly, a fully copy of the message may be retrievable.
To allow 802.11bd to work at higher relative speeds than 802.11p (up to 500 km h-1),
the standard now includes randomised midambles [61, 65]. Midambles are training
symbols, periodically inserted into the data during transmission and are used to track
the changes in the wireless channel due to vehicle mobility. The effect of adding
midambles to 802.11bd was investigated in [66–68]. All three investigations found that
midambles improved the amount of error free throughput and the Packet Error Rate
(PER). 802.11bd will support three different midamble periods allowing a training
symbol to be placed after every 4, 8, or 16 data symbols [61]. [66] found that in most
cases the shorter midamble periods reduced the PER roughly the same amount as longer
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Table 2.3 The proposed number of retransmissions based on the channel busy ratio (CBR). Adapted
from [64].
Measured CBR Number of Retransmissions
CBR ≥ 0.6 0
0.3 ≥ CBR < 0.6 0 or 1
0.2 ≥ CBR < 0.3 1
0.15 ≥ CBR < 0.2 2
CBR < 0.15 3
midamble periods. Thus, in most cases, the shorter midamble periods did not decrease
error rates enough to compensate for the increased transmission time. The exception to
this finding is the Highway Non Line of Sight (NLOS) case, where the performance of
each midamble period diverged and the shorter period performed better than longer
periods.
Like NR-V2X, 802.11bd will support mmWave operations [69] and some preliminary
investigations have been completed in [70]. However, as the time of writing, the 802.11bd
development group are still discussing what this support will look like. 802.11bd mmWave
operations will likely be based on the high data rate mode in IEEE 802.11ad [71].
Similarly to NR-V2X, any mmWave support will not be discussed further due to this
thesis’ focus on the sub 6 GHz operation of V2X communication.
802.11bd will also support ranging, allowing vehicles to determine the distance to
other 802.11bd-enabled vehicles [61]. There are two different ranging methods in the
the standard, however not all 802.11bd stations may support both methods as one is
optional [72].
2.4.4.1 IEEE 802.11bd MAC protocol
The MAC protocol in 802.11bd will look similar to the EDCA protocol presented in
Section 2.4.3.1. To ensure fairness between 802.11bd and 802.11p, the EDCA protocol
in 802.11bd will use the same parameters as 802.11p [73]. However, some changes are
needed to deal with the combined 20 MHz channel. At the MAC, one of the 10 MHz
channels is called the primary channel, the other is the secondary channel. Which
channel is the primary channel is set by the higher layer protocols.
When using a 20 MHz channel, the channel access procedure is based off the states
of the two channels. Each of the channels uses the same backoff procedure, and both
use a joint backoff counter. However, the primary and secondary channels are treated
differently if they are found to be busy [61]. If the primary channel is found to be busy,
the backoff procedure for the 10 MHz channel is used. If the secondary channel is busy
and the station knows how long the channel will be busy for, when the channel goes idle,
the backoff procedure should resume after an AIFS interval. If the secondary channel is
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detected to be busy, and the station does not know how long the channel is busy for,
the backoff procedure resumes one EIFS after the channel goes idle.
2.5 WIRELESS CHANNEL MODELS
Wireless channel models are a key part of simulating wireless communication systems
and are responsible for helping ensure simulated results represent reality. There are
two major types of channel model: link-level, and network-level. Link-level models are
used for link-level network simulations, which simulate the individual physical links
between transceivers, and are important for determining the performance of PHY and
data link layers. As such, link-level simulations generate waveform-level information of
a systems performance on a sample-by-sample basis [74]. Channel models at this level
of simulation are complex and focus on modelling the waveform-level distortions caused
by propagation effects (e.g. reflection, scattering, multipath channel response, frequency
selective fading) [75].
Network-level channel models are used for network simulation, which investigate
the large-scale behaviour of many nodes in terms of throughput, end-to-end latency,
congestion, and network capacity [76]. To study a network at scale there may be tens
of thousands of end user and infrastructure devices which may send several thousand
packets each [77]. To make simulating these large scale networks tractable, network
simulators develop simplified, abstracted models for the lower layers of the system
(typically the PHY and data link layer). As such network-level channel models do
not provide an accurate characterisation of the channels effect on individual bits or
samples in a waveform like in link-level simulators. Rather, channel models at this
level model the general statistics of the channel and are used to determine the received
signal-to-noise ratio. The signal-to-noise ratio is then related to a packet error rate tables
generated from link-level simulators. This reduces the complexity of the calculations
required.
This thesis focuses on network-level channel models as that is type of simulation best
suited to answering the research questions posed in Chapter 1. As such, the remainder
of this section will discuss only network-level channel models. Section 2.5.1 discusses the
different factors which affect signal propagation and how they are modelled in network
simulators. In Sections 2.5.2 and 2.5.3, the free space path loss model and empirical
log-distance models are described. An empirical log-distance model is used to develop
the warehouse channel model from measurements in Chapter 6. Finally, Section 2.5.4
discusses the WINNER II channel models, a set of wireless channel models commonly
used when simulating V2X technologies. The WINNER II channel model is used for
verifying the MAC layer of the C-V2X simulator in Section 5.2.2.
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2.5.1 Factors Which Affect Signal Propagation
There are three main factors which affect signal propagation at the network simulator
level: path loss, shadowing, and fast fading. Path loss describes the difference between
the transmitted and received signal power [78]. This loss of energy arises from the
signal either being absorbed or scattered by objects in the environment and the natural
diffusion of radiating energy. Shadowing is an abstraction for variation in the large-scale
propagation of wireless signals and is typically modelled using a log-normal distribution
with mean one [79]. Shadowing is caused by large obstacles interfering with the path of
the transmission and changing the received power. A stochastic process is used as the
effect on signal strength is highly dependent on the environment: since we cannot know
the environment completely the shadowing must be modelled statistically [75].
Fast fading deals with the effect of multi-path interference on the received signal.
Specifically, it is an abstraction for many different scattered signals arriving at the
receiver [75]. These scattered signals can even be the same signal delayed in time
due to having travelled along a different path to the receiver. This can lead to large
variations in the received power, typically up to 40 dB, over small distances and periods
of time [80]. Since the behaviour of electromagnetic waves is bounded by physical laws,
fast-fading is a deterministic process, however, to sufficiently model the behaviour the
environment must be known in exact detail. This is not practical in most cases, so
statistical descriptions are used [81]. Fast fading can be modelled by several different
stochastic functions, e.g. Rayleigh fading and Nakagami-m fading [79].
2.5.2 Free Space Path Loss
The simplest path loss model is free space path loss based on the Friis equation. In
the free space path loss model, there are no obstacles for the transmitted signals to
reflect or scatter off, not even the transmitter and receivers themselves. As such, the
transmitted signal radiates as a perfect sphere of energy and the path loss attenuation










where c is the speed of light in a vacuum (metres per second), f is the frequency of the
transmission (hertz). This can be expressed in the logarithmic domain as”PL = 20 log (4π) + 20 log (d) − 20 log (λ), (2.6)
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where ”PL is the path loss attenuation in decibels.
Since there are no obstacles or items in the environment, fading and shadowing are
not possible. Thus, the only factor effecting propagation is the distance between the
transmitter and receiver.
2.5.3 Empirical Log-Distance Channel Models
Empirical log-distance path loss models are a class of path loss models parameterised




where ”PL is the path loss attenuation in decibels at distance d, ◊ PL (d0) the path loss at
the reference distance d0, and α is the path loss exponent. The reference distance is an
arbitrarily chosen distance, close to the transmitter, at which the base path loss of the
model is measured or defined. These models were created based on the observation that
the signal strength is inversely related to some power of the distance. The parameters
for these models are generated by fitting measurements to Equation (2.7).
However, despite being fitted to measured data, the path loss exponent (α) can
have physical meaning. For example, if the reference distance is fixed to 1 m and the
wavelength λ is constant, free space path loss model, presented in Equation (2.6), can
be restated with ◊ PL (d0) = 20 log (4π) − 20 log (λ), (2.8)
and
α = 2. (2.9)
This means that when the path loss exponent is two, the received signal strength is
similar to being in free space. If the path loss exponent is greater than two, the path
loss is worse than free space, and if it less, the path loss is worse. This provides an easy
metric to compare the relative strength of attenuation in different channels.
To deal with shadowing, a log-normal random variable is included in the path loss




where χ̂σ is a normally distributed random variable with zero mean, and a standard
deviation of σ.2 The value of σ, like the path loss exponent, is also fitted to the
2A log-normal random variable in the natural domain is normally distributed in the logarithmic
domain.
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measurement data. Since this models the large scale, long term variation of the signal,
χ̂σ is evaluated over long time scales.
Empirical log-distance channel models do not have a standardised way to generate
fast-fading values as it is not within their scope. Some network-level models use
Nakagami-m, Rician, or Rayleigh random variables to generate the effects of fading
[79,83,84]. Like shadowing and path loss, the parameters for these random variables
can be based on real-world measurements.
2.5.4 WINNER II Channel Models
The WINNER II channel models, documented in [85], cover a wide range of scenarios
and frequencies (2–6 GHz) making them useful for simulating many different wireless
technologies. The WINNER II channel models are two-dimensional empirical log-
distance channel models, fitted to measurement data collected for each scenario at
multiple locations [86]. In addition to the log-distance channel models for network-level
simulations, the WINNER channel models also provide a procedure and parameters for
generating link-level simulation models.
The WINNER II channel models form the basis of the 3GPP and ITU-R channel
models [87,88]. However, the 3GPP model has been extended to include all three spatial
dimensions and covers a wider range of frequencies (0.5–100 GHz) [87,89].
Chapter 3
STATE OF THE ART
This chapter provides an overview of the current state of the art in V2X technologies.
Section 3.1 discusses comparisons of the two technologies available in the academic
literature and helps answer research question Q1, which explores the difference between
the V2X technologies. Section 3.1 also provides context for the investigation into
the effect of density (Q2) and the effect of MCS and transmit power choice (Q3)
discussed in the remainder of the thesis. Section 3.2 reviews the current literature
around deploying V2X technologies in industrial environments, highlighting the lack
of research of applications in the warehouse environments. Then, Section 3.3 details
previous efforts to characterise the warehouse wireless channel, contextualising the work
performed in Chapter 6. Finally, Section 3.4 discusses previous work into intersection
collision warning and avoidance systems, motivating the collision warning application
used for evaluating the technologies described in Chapter 4.
3.1 COMPARISONS BETWEEN V2X TECHNOLOGIES
As each of the technologies covered in Section 2.4 have been released at different times
there is varying amounts of literature available for each. As the oldest protocol 802.11p
has the most literature dedicated to it and it has been thoroughly scrutinised through
theoretical analysis [57], simulation [12], and real-world deployment [13, 14]. C-V2X
is less studied as it is a younger technology. Most studies on C-V2X are based on
simulations [10] as until recently hardware to support C-V2X was not available. As
NR-V2X is newly released and 802.11bd is still under development there exists very
little research into these technologies.
Bazzi et al. [39] found that C-V2X had a longer range than 802.11p at the expense
of latency. They came to these conclusions via MATLAB simulations measuring the
Packet Reception Ratio (PRR) — the ratio of correctly received to transmitted packets
— and the Update Delay (UD) — the amount of time passed between two consecutive
packets. The simulations are completed for a variety of road conditions and vehicle
densities. In a six lane highway scenario where there are 25 neighbours within 200 m of
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the transmitting vehicle, 802.11p achieves a PRR ratio greater than 90%, 90 m away
from the transmitter. C-V2X mode 4 achieves the same PRR, in the same scenario up
to 180 m away from the transmitter using the same transmit power.
[39] also attempts to address what 802.11bd’s performance could look like by
simulating the 802.11p MAC protocol grafted onto the C-V2X physical layer. The
modified 802.11p is evaluated against C-V2X mode 3 and mode 4. With the PHY
layer changes, across all evaluated distances 802.11p performs similarly in terms of
PRR and update delay to C-V2X in mode 4, but worse than C-V2X mode 3. It is not
clear whether in this mode, the packet repetition from the blind HARQ procedure is
accounted for when calculating the PRR. Regardless, the improvement in range suggests
the performance differences between the two technologies is due to the physical layer
and the more global view the eNodeB has in C-V2X mode 3.
Anwar et al. [90] developed similar conclusions to Bazzi et al., using both a theoretical
and a simulation-based approach. They develop theoretical minimum transmission
latency and maximum data rates for 802.11p, a candidate for 802.11bd, C-V2X, and
NR-V2X, and then simulate PER, PRR, and UD. In terms of latency, 802.11p and
802.11bd outperform both NR-V2X and LTE-V2X for 100 Byte (B) and 1500 B messages.
NR-V2X had a higher maximum theoretical throughput than both 802.11p and 802.11bd.
Their theoretical results for latencies are summarised in Table 3.1. The theoretical
result for latency in NR-V2X has a major limitation: they only consider NR-V2X slots
to be the smallest allocable unit of time. NR-V2X, however, has mini-slots which could
reduce latency by a factor of seven for short messages.
From their simulations, Anwar et al. found that for 100 B messages the 802.11bd
candidate outperformed the other technologies with respect to PER, due to the insertion
of midambles. In the case of the 1500 B messages, NR-V2X and C-V2X performed
better than standard 802.11bd due to the increased error correcting power of turbo
and LDPC FEC codes. However, the DCM mode of 802.11bd still outperformed both
the cellular V2X standards. For 100 B, 802.11p and 802.11bd achieve a PRR of 90%
at 225 m, whereas NR-V2X and C-V2X achieve the same at 450 m. For 1500 B all
technologies, except 802.11p, achieved a PRR of 90% 60 m sooner than in the 100 B case.
In the case of 802.11p, a PRR of 90% was achieved at 80 m. For short messages (100 B)
802.11p, 802.11bd, and NR-V2X can all deliver UD of less than 1 ms up to 300 m. The
DCM mode of 802.11bd, NR-V2X, and C-V2X can all deliver an UD of less than 10 ms
up to 500 m away, whereas 802.11p and standard 802.11bd can only deliver this up to
450 m.
The figures Anwar et al. present are achieved in close to ideal conditions and only
consist of two nodes, i.e. there are no other interfering nodes possibly causing collisions.
This explains why their estimation of each technology’s performance exceeds the findings
presented in [39], which has a number of vehicles transmitting at the same time.
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Table 3.1 Minimum and maximum latency results for the V2X communication summarised from
Anwar et al. [90]. All results are provided in milliseconds.
Packet size 802.11p 802.11bd 802.11bd DCM C-V2X NR-V2X
100 B 0.104–0.344 0.100–0.336 0.212–0.600 1–1 0.25–0.75
1500 B 0.520–4.08 0.388–3.98 2.03–7.88 1–11 1–8
In [91], Mannoni et al. present a comparison between C-V2X and 802.11p based on
their performance as the density of vehicles increases. Their comparison is based on
a single link between two vehicles in the centre of a disk shaped network with other
vehicles placed randomly around it, simulated for 5 s. All vehicles are static. The
performance is measured using two different metrics: range at which a PER of 1% is
achieved and resource access delay. In terms of range, initially, C-V2X outperforms
802.11p, achieving approximately 425 m in the presence of no other nodes. However,
the range limit for C-V2X decreases linearly as vehicle density increases, whereas 11p’s
range decreases exponentially and reaches what appears to be limit of roughly 180 m.
The complete results are in Figure 3.1.
The increased range seen at low densities in Figure 3.1 is due to the enhanced
physical layer performance of C-V2X compared to 802.11p. This enhanced performance
becomes less relevant to the range as the density, and thus the collision rate, increases.
The dramatic loss in range for C-V2X is due to collisions. C-V2X transmitters assume
they are the only one with a reservation for a specific resource and thus start transmitting
immediately when their reservation begins. This assumption does not hold when the
number of transmitters is increased as there is an increased likelihood there will be
duplicate resource reservation, and thus a collision. 802.11p on the other hand, ensures
the channel is at least locally free before transmitting, meaning that collisions occur
less frequently.
It must be noted that the range figures presented in Mannoni et al. for zero vehicle
density (i.e. no other interfering vehicles), match the results presented by Anwar et al.
for both C-V2X and 802.11p. This direct comparison is possible because a PER of 1%
corresponds to a PRR of 99% (Appendix A). Unfortunately, the results in Mannoni et
al. cannot be compared to the results in Bazzi et al. as the scenarios used in [39] have
densities far greater than in [91].
[91] also compares the average resource access delay between the two technologies.
The resource access delay is how long each protocol spends trying to access the channel.
C-V2X as expected, has a constant resource access delay as density increases due to the
constant time performance of the resource reservation scheme. In 802.11p however, the
resource access time increases with vehicle density, as there are more vehicles trying to
access the channel at any given time.
In [93], the authors investigate the effect of periodic and aperiodic messages with
variable lengths for both C-V2X and 802.11p. Like Bazzi et al., Anwar et al., and
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Figure 3.1 The range of C-V2X and IEEE 802.11p (ITS-G5) as a function of vehicle density. ITS-G5
is an alternate standardisation of IEEE 802.11p for the European Union which uses a different frequency
range [92]. Source: [91] © 2019 IEEE.
Mannoni et al., they found that over shorter distances 802.11p performed better than
C-V2X across the densities simulated for periodic and aperiodic messages of the same
size. Over longer distances C-V2X performed a lot better due to the better physical layer
performance when compared to 802.11p. In the case of aperiodic messages of variable
size, C-V2X performs consistently worse than 802.11p, even over longer distances, as
density increases. This is as frequent resource reselection increases the likelihood of
collisions. With frequent changes in message sizes and periodicity, new resources must
be reserved more often.
In addition to its exploration of periodicity and messages size, [93] also evaluates the
claim that 802.11p’s performance over long distances can be improved with changes to
the physical layer. This claim is implied by Bazzi et al. and Mannoni et al., and stated
in [12]. [93] explores this hypothesis by using the C-V2X block error rate performance
to calculate the likelihood a packet is received for 802.11p. The authors found that the
range of 802.11p is increased by the change in physical layer but still performs worse
than C-V2X over long distances. They claim the difference in performance is due to the
802.11p transmissions being across the full 10 MHz channel and thus experiencing more
noise than C-V2X, which only transmits across a subset of resource blocks.
The 5G Automobile Association (5GAA) present in [11] a comparison between
C-V2X and 802.11p couched not in networking terms, but in application performance.
Specifically, they look at the likelihood an alert message will be delivered in time and use
this to estimate how many fatalities can be avoided with each system. They evaluate the
technologies in urban, rural, and motorway scenarios. The authors define the probability
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that an alert will be delivered in time as the PRR at the safe stopping distance for a
range of speeds appropriate to the scenario.
To determine the PRR, the 5GAA use a network level simulator, with each scenario
based on the 3GPP’s simulation suite for evaluating V2X communication in [94]. In the
six lane highway scenario C-V2X achieved a PRR of 80% at ≈150 m, whereas 802.11p
achieved the same PRR at ≈100 m. These results are similar to the results presented by
Bazzi et al. Overall, the 5GAA find C-V2X to be more likely to successfully deliver a
warning message in all three scenarios. Based on these simulation results, the technology
penetration rates, the crash rates, and the effectiveness of the messages the authors
found that C-V2X could save 20 000 more lives, and avoid 300 000 more serious injuries
than 802.11p. The authors of [11] state that C-V2X reduces fatalities and serious
injuries more when compared to 802.11p due to better performance at the radio link
level.
The claim that C-V2X has a longer range than 802.11p as reported by Bazzi et al.,
Anwar et al., and Mannoni et al. is refuted by Turley et al. in [12]. Turley et al. claim
that their real-world, physical implementation of 802.11p can achieve a PRR of 90%
over 500 m away. Simulation results based on measurements performed on their system
in a highway scenario are compared to simulation results from Qualcomm in [95], which
are similar to those presented by the 5GAA in [11]. These simulation results seem
implausible as all the other estimates for 802.11p’s range presented here are much lower.
The results presented by Turley et al. are based on those presented in Alexander et al.
in [96]. Both Turley et al. and Alexander et al. fail to identify why their implementation
performs so much better than simulations in the literature, nor do they discuss how
their simulation is structured.
With the notable exception of Turley et al. and Alexander et al., all the papers
discussed here agree that 802.11p is worse than C-V2X over long distances. This is the
main advantage of C-V2X over 802.11p. However, it is unlikely the improved range of
C-V2X will be relevant in the warehouse environment this research focuses on.
3.2 V2X COMMUNICATION SYSTEMS IN INDUSTRIAL
ENVIRONMENTS
There has been very limited work exploring V2X technologies in an warehouse environ-
ment. A very preliminary exploration is performed by Mustovic in [24], which evaluates
802.11p in a warehouse. However, Mustovic’s investigation is restricted to very basic
PRR measurements in a single warehouse and does not consider C-V2X. Other than
this investigation, there are no other known works that look at using V2X technologies
in warehouses.
In the context of a wider industrial environment, there are a few academic works
which explore using V2X technologies for mining environments [97–99]. [97] and [98]
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were performed together and investigated using 802.11p in an underground mining
environment, with one analysing the performance at the link-level and the other
determining where antennas should be placed on mining vehicles. [99] simulates the
effect the choice of routing protocol has on the average end-to-end delay as the number
of vehicles increases, when using 802.11p in an underground mining environment.
However, academic literature is not the only place where using V2X technologies
for industrial environments is being explored. Currently there are several companies
offering V2X and connected fleet solutions to mining operations. These systems are
all based on 802.11p as, at the time of writing, C-V2X hardware has only recently
become available. Of these systems, Cat’s MineStar system has the most information
publicly available. The Cat system supports both above- and below-ground mining
operations and provides basic features such as proximity alerts, speed zone enforcement,
and entry and exit notifications. The underground mining version of MineStar also
supports advanced, bandwidth-intensive processes like teleoperation, which have strict
quality-of-service requirements [10, 100]. This teleoperation technology is deployed
in at least one mine: Newmont Goldberg’s Tanami Mine in Northern Australia [18].
Achieving the performance requirements of teleoperation requires a lot of infrastructure.
This is feasible in an underground mining scenario where there is already a lot of
capital investment in deploying infrastructure. However, it is less feasible for a standard
industrial or warehouse deployment.
In addition to the solutions offered by Cat and Cohda Wireless there are also
solutions offered by ModularMine [101] and Wenco Mining Systems [102]. The solutions
only offer basic proximity awareness and do not support any of the advanced features
advertised by Cat.
3.3 THE WAREHOUSE WIRELESS CHANNEL
The warehouse wireless channel has not been very well characterised in the literature [106].
Even fewer papers have attempted to characterise the wireless channel in the frequency
range V2X communications uses: 5.8–5.9 GHz. This section summarises some prior
work investigating the warehouse channel.
Croonenbroeck et al. [103] presents measurements at 5.5–6.1 GHz meant for use
with the IEEE 802.15.4a channel model. However, this paper characterises multiple
industrial environments and does not give full treatment to the warehouse environment.
Croonenbroeck et al. only perform Line Of Sight (LOS) and obstructed-LOS (OLOS)
measurements in the warehouse, neglecting the NLOS case. Additionally the warehouse
they studied was small and was primarily used as a workshop, with a large empty area
at the front and limited racking at the back for storage. One interesting result of their
study is that for transmission distances greater than 20 m, the coherence bandwidth
— the bandwidth over which the channel can be considered to have similar fading
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characteristics — was between 10 and 20 MHz. This is wider than the channels used
in V2X technologies, meaning that the fading characteristics may be flat across the
entirety of the channel. The authors also noted that often the path loss exponent was
less than free-space path loss and that the small scale fading nearly matched Rayleigh
fading.
Tanghe et al. in [104] perform measurements at 900 MHz, 2.4 GHz, and 5.2 GHz
in four different industrial locations, two wood- and two metal-processing factories.
In these facilities the equipment is organised into aisles, and there are some racked
warehouse storage areas. One area in the warehouse stores large solid cardboard and
wood boxes, stacked to form aisles. The resulting measurements are used to parameterise
a empirical log-distance channel model and characterise the temporal fading in the
warehouse channel. Similarly to Croonenbroeck et al., Tanghe et al. noted path loss
exponents close to or less than the free space path. The authors attributed this to the
industrial aisles acting as waveguides and they expect this behaviour to be enhanced by
metal racking. The effect of industrial aisles acting as waveguides was also found by
Bosselmann in [105], who observed the effect when modelling RFID systems for forklifts
using a ray tracing simulator. When analysing the temporal fading, Tanghe et al. found
it followed a Ricean distribution.
Sangodoyin et al. in [106] present measurements for a multiple-input and multiple-
output (MIMO) ultra-wideband warehouse channel model. The measurements they
report are for the 2–8 GHz frequency range and were conducted in a metal-racked
warehouse with a low roof that primarily stores stationery, books, and computers.
From these measurements they extract the key large scale parameters such as path loss
exponent and the standard deviation due to shadowing. They also extract the small
scale fading parameters to be used in a statistical geometric channel model such as
the WINNER models. Like Tanghe et al. and Croonenbroeck et al., Sangodoyin et al.
also present path loss exponents less than or close to free-space gain. However, the
measurements provided are for 64 channels across the entire 6 GHz bandwidth, meaning
their measurements are not useful for modelling narrowband channels. Additionally,
none of the V2X technologies use MIMO technologies. Some of the authors of Sangodoyin
et al. also produced measurements for a single-input and single-output system in [107],
however, the same frequency resolution problem still applies.
Karaagac et al. in [108], present wireless channel measurements for a connected
2D shuttle system in a warehouse. These shuttles are designed to collect and move
pallets around in a warehouse where there are no aisles between racks, increasing the
storage density. However, these measurements were made at 868 MHz and 2.4 GHz,
outside of the range of V2X communication. Unlike in [103,104,106,107] the path loss
exponents measured were close to 3 — higher than free space path loss. This can likely
be attributed to the fact that the shuttles are inside the densely packed metal lattice of
the racking.
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Wang et al. [109] developed a ray tracing simulator to investigate the coverage of
5.8 GHz WiFi base stations in a warehouse for communicating with moving autonomous
handling robots. The authors note that the main energy of the signal comes from the
LOS path between the transmitter and receiver. When this direct path is disrupted,
such as by racking, the received signal strength drops significantly.
3.4 INTERSECTION COLLISION PREVENTION AND
WARNING SYSTEMS
There have been various approaches to intersection collision prevention and warning
systems explored in the literature [4, 19,110–112]. However, most do not rely on V2X
technologies, relying on internal sensors or traditional wireless communication systems
to coordinate with infrastructure. As such, this section focuses on the current state of
infrastructure-free V2X-based solutions to intersection collision prevention.
To completely eliminate collisions from intersections, formal methods with provable
safety have been explored by Hafner et al. [113]. They designed a purely distributed
system, relying only on V2V communications. To achieve this, the algorithm creates
a ‘bad’ set of speeds and positions that cause collisions, then (using a model of the
vehicle’s movements) it calculates the capture set, the set of all vehicle configurations
which enter the bad set regardless of any throttle and brake inputs applied. From this
capture set a control map can be constructed which defines what actions should be
taken to avoid collisions by keeping the vehicle from entering the capture set. This
means that the vehicle safety system only needs to take control of the vehicle when the
vehicle touches the boundary of the capture set, leaving the human operator in control
the remainder of the time.
To test their system, Hafner et al. built a prototype using DSRC and tested it using
two vehicles on a test track at a T-intersection. In the test, vehicle A was travelling
along the top of the T when vehicle B pulls out in front of it. The vehicle safety system
detected vehicle B and applied the appropriate corrective action. In addition to testing
the basic functionality, they also introduced imperfections into the state knowledge,
representing performance when communication delays and sensor noise occur. In this
case the algorithm performed similarly to the perfect state information case, and avoided
the collision. Currently, the model presented in [113] does not scale to more than two
vehicles, making it impractical for real world use.
One other approach to collision avoidance at intersections is Virtual Traffic Lights
(VTLs) which introduces traffic-light-control into all intersections. Using VTLs was
first proposed by Ferreira et al. [114], who were interested in reducing road congestion.
However, VTLs have the effect of turning all uncontrolled intersections into controlled
intersections, reducing the chance of collisions for rule-obeying drivers. In [114], Ferreira
et al. propose a distributed V2V VTL system design and perform some simulations
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to demonstrate the gains of the system. However, since their focus was on congestion
reduction, their simulation metrics focused on this rather than any collision reductions.
Their algorithm is as such: when multiple vehicles are approaching an intersection, they
elect a leader who will act as temporary infrastructure. To be eligible to be a leader,
the vehicle must be the closest vehicle in its cluster to the intersection and it must be
presented with a red light whilst in control of the intersection. All vehicles but the leader
are passive nodes in the protocol, only periodically updating their location. The vehicle
node periodically broadcasts VTL messages, informing approaching vehicles of the
current traffic light phase. When the lead vehicle detects no more vehicles attempting
to enter the intersection from the direction with the green phase, it changes the VTL
message to indicate the new phase. If the lead vehicle’s lane is now in the green phase,
it selects the first vehicle in a red phase queue to be the new leader. If there are no
stopped vehicles (i.e. there are no vehicles on a red phase) the VTL can be disbanded
as it is no longer required. This algorithm does not consider fairness of access to the
intersection, meaning one stream can dominate access, however, this failing is addressed
by Guo et al. in [115] who propose their own VTL algorithm.
Wang and Chen in [116] propose a collision warning algorithm that uses kinematic
models of the vehicles to predict the minimal future distance between two vehicles.
This is then used as a threshold (combined with the predicted vehicle speed) to trigger
warnings to the drivers. There are two possible warnings under their system emergency-
and normal-warnings, which are triggered based on different thresholds. Wang and
Chen simulate their proposed algorithm for a T-intersection and found its performance
acceptable, with false positive rate of 2.4% and a false negative rate of 3.6% for normal-
warnings. They did not observe any instances of the algorithm failing with for cases
where an emergency-warning was appropriate. The simulations performed in [116] did
account for localisation error, but did not consider the effect V2V communications
would have on the algorithm. Nor did it consider cases with more than two vehicles.
Joerer et al. [117] investigates an intersection collision prediction algorithm from a
networking perspective, using the algorithm to investigate the effect of beacon frequency
on 802.11p’s ability to support a safety application. The algorithm they describe
determines the overall probability of a collision occurring at a simple four-way intersection
based on integrating over all possible acceleration values and determining if there will be
a collision, weighted by the probability that acceleration will be picked. This algorithm
performs well for the fixed path, no-turning scenario Joerer et al. explore, however,
it is not clear whether this algorithm could be extended to handle the case where
vehicles can turn. To evaluate 802.11p’s performance, the collision probability threshold
required to successfully warn drivers about 95% and 99% of collisions was determined
for a range of beaconing frequencies. The authors found that that for low beaconing
frequencies, the thresholds had to be very low, leading to many false positives. For higher
beacon frequencies the thresholds were satisfactorily high, but the authors comment
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that beaconing at these rates would overload the network.
Chapter 4
EVALUATION METHODOLOGY
This chapter discusses how the key research questions, posed in Chapter 1, will be
answered. Specifically, it focuses on answering questions Q2 and Q3. Q2 addresses
how the density of vehicles affects the performance of a collision warning application,
whereas Q3 explores how the modulation and coding scheme and transmit power affects
the performance of a collision warning application. These parameters are not the only
ones which affect the algorithm’s performance. For example, there is also the beaconing
frequency (how often data is transmitted by each vehicle) and vehicle speed, both of
which are treated as constant. Discussion of the remaining questions, Q1 and Q4, is left
to Chapters 2 and 8. However, the results generated from this evaluation method will
be used to inform the discussion around question Q4. Firstly, this chapter describes
the methodology and scenario used to evaluate the two technologies. Then, it outlines
the model warehouse environment the evaluation scenario uses. Finally, the collision
prediction algorithm used is described.
4.1 EXPERIMENT SETUP
To answer research questions Q2 and Q3, the failure rate of a simple collision prediction
algorithm was evaluated under each technology. The failure rate provides an application-
specific metric defining how well (or poorly) each technology supports safety critical
communication systems in an industrial environment. Specifically, the technologies will
be evaluated for their ability to support an algorithm to predict aisle-end collisions
between forklifts in warehouses (Figure 4.1). For this thesis, a collision is not defined
as when two or more vehicles physically collide, but as when forklifts violate set safety
distances. All other types of collisions are disregarded.
The specific collision prediction algorithm used to evaluate the technologies is
discussed in Section 4.3. The algorithm has two possible failure modes: producing a
false positive or producing a false negative. A false positive is where the algorithm
mistakenly predicts a potential collision without one occurring. A false negative is the
opposite, where the algorithm fails to predict a collision that does occur. Each error
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t = 1 t = 2 t = 3
Figure 4.1 The collision scenario under consideration. The empty boxes represent racking and the
hatched boxes represent an external warehouse wall.
class is dealt with independently as they have different safety implications and causes.
Both false positive and false negative errors are can be caused by incorrectly predicting
the position of the vehicle based on out-of-date information, which could be caused
by missing a single beacon from vehicles. However, false negatives can also be caused
by having no data about a vehicle as the collision prediction algorithm defaults to the
intersection being safe and attempts to prove it unsafe to enter. As such, false positives
cannot be caused by having no information about a vehicle. A vehicle being unaware of
another vehicle is caused by either never correctly receiving beacons from it or missing
too many consecutive beacons, so that the data about the other vehicle is stale.
Each stream of forklifts in the scenario was modelled simply, with every vehicle in
the same stream following the same path and travelling at a constant speed. This choice
of simple mobility was to avoid modelling realistic behaviours of forklift operators, as it
seems unnecessary to model that level of detail to obtain answers to the key research
questions. To introduce variation into each scenario, forklifts are added to each stream
with a given probability each second, resulting in streams of vehicles distributed as a
Bernoulli process. Without this variation (i.e. if constant introduction periods had been
used) the number of possible collisions at a given introduction rate would be restricted
or inflated, artificially increasing or decreasing the collision rate.
The algorithm is run when the forklift travelling along the terminating aisle is its safe
stopping distance away from entering the intersection, allowing it enough time to safely
stop before entering the intersection. This is the only point in the simulation where the
collision prediction algorithm is run. Even if the outcome of the collision prediction
algorithm indicates the intersection is not safe, the forklift enters the intersection and
completes the turn. Always turning, without respect to safety, results in one part of
the warehouse having on average twice as many forklifts, as the number of forklifts in
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that section is the sum of the two Bernoulli process streams. This may not be realistic
for high vehicle density scenarios, as it increases the contention for the radio channel
and background noise beyond what could be reasonably expected. However, at lower
forklift densities, this is a reasonable model. Furthermore, the added contention and
background noise helps stress the technologies, allowing observation of their behaviour
in adverse conditions.
It is worth briefly noting that, even accounting for the doubling of forklifts in one
part of the warehouse, this simulation scenario is artificial and does not match real
world forklift operator behaviour. However, the research questions Q2 and Q3 are not
interested in modelling how forklift operators drive around in a warehouse, nor, are
they interested in the optimisation of a collision prediction algorithm. Rather, Q2 and
Q3 are interested in the ability of each communication system to support this particular
safety application and exploring the factors which affect this ability. As such, even
though the experiment scenario is artificial and unrealistic, it is still appropriate to
answer the research questions.
4.2 MODEL WAREHOUSE AND FORKLIFT
This section defines the model warehouse parameters and some of its basic underpinning
road rules. Additionally, the model forklift used for the experiments is defined and
its key properties explored. For simplicity, this thesis assumes that forklift operators
perfectly follow all rules and have perfect information about everything within in their
line of sight.
For the purposes of modelling, the warehouse was reduced to the bare requirements
for the scenario: a T-intersection (Figure 4.2). The model warehouse is not based on
any real warehouse. Each arm of the T-intersection was 200 m long. The width of
the aisle was not considered as this model warehouse is focused on forklift mobility,
rather than modelling the effects of the racking. Modelling the effect of the racking, its
contents, and the wider warehouse structure was left to the warehouse channel model
described in Chapter 6.
For clarity, how the different parts of a T-intersection will be referred to is shown
in Figure 4.3. The horizontal part of the T-intersection (red in Figure 4.3) will be
referred to as the top of the intersection. The vertical part of the T-intersection (blue
in Figure 4.3) will be referred to as the stalk of the intersection.
There are many different kinds of forklift, and the model forklift discussed here was
loosely based on a popular type of stockpicker. The stockpicker is 3 m long and carrying
its maximum design load travels at a maximum speed of 10.4 km h-1 (2.89 m s-1). The
forklift has a worst case stopping distance of 3.13 m under full load. Assuming constant
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Figure 4.3 The anatomy of a T-intersection. The “top” of the intersection is highlighted in red and
the “stalk” in blue.





where tstopping is deceleration time in seconds, dstopping is the stopping distance in metres,
and v0 is the initial velocity in metres per second. Thus, at the forklift’s maximum
speed, the algorithm must determine if there will be a collision at least 2.17 s before
one can occur. This critical point 3.13 m (2.17 s) away from the intersection is where
the collision prediction algorithm is run in the simulation. Using this as the trigger
point ignores drivers reaction time, meaning a real-world collision warning system would
have to generate a warning before this point to allow operators to react and brake to
prevent collisions. The time from a visual braking alert to beginning the braking process
is on average 0.68 s according to [118], an order of magnitude less than the braking
time, as such it is ignored as this scenario is not interested in modelling realistic driver
behaviour. Additionally, it is highly unlikely the operator of a fully loaded forklift (as in
this scenario) would be travelling at the maximum forklift speed towards an intersection
where they would be making a 90° turn. Optimisation of the trigger point setting for
real world implementation is not within the scope of this thesis, so it will be ignored.
When modelling the movement of forklifts around the warehouse, it was assumed
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that New Zealand (NZ) road rules apply and that the intersection was uncontrolled.
Under NZ road rules, at all uncontrolled T-intersections, vehicles on the stalk give-
way to vehicles moving along the top [119]. This means forklifts on the stalk of
the intersection will be responsible for stopping and giving way, and thus, will run
the collision prediction algorithm. This rule does not reflect all warehouses as some
warehouses treat all intersections as if they are controlled by a stop sign. This means
vehicles on the stalk must come to a stop and give way to the top before proceeding [119].
This rule has not been modelled as with the ideal forklift operators assumed here, it
prevents almost all collisions at T-junctions.
This thesis assumes that the safe following distance for a forklift is three vehicle
lengths. This is a common following distance rule and is the minimum required under
law in the United States of America [120]. This means the safe following distance for
the model forklift is 9 m. However, this is measured from the end of one forklift’s forks
to the rear of the other vehicle (Figure 4.4), not to the internal point that the forklifts
report as their position. For the model forklift, their position is reported as the centre
point of the vehicle. Thus, the real safe following distance, based on coordinate to
coordinate distance, is four vehicle lengths (12 m, Figure 4.4).
4.3 TEST COLLISION PREDICTION ALGORITHM
A test collision prediction algorithm has been designed for the evaluation scenario as all
the previous work, explored in Section 3.4, has focused on predicting and then avoiding
collisions, rather than pure detection. Again, the goal of this research is not to evaluate
a collision prediction algorithm, but instead to use collision rate as a metric to compare
how well each technology supports a safety application in a warehouse environment.
With this in mind, all the prior solutions are too complex for the scope of this research.
Most of the systems reviewed in Section 3.4 rely on vehicles having some level of
autonomous control. This research assumes that the forklift has minimal autonomous
capabilities, preferring operator input. However, this is not modelled to simplify the
scenario and focus on the comparison of the performance of the V2X technologies.




Figure 4.4 Determining safe following distance based on the vehicle length L.
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The new collision prediction algorithm detects if there will be a large enough gap,
between vehicles travelling along the top of the T-intersection, for a forklift on the stalk
to safely begin to merge in. To do this, the algorithm predicts if, when the forklift
travelling on the stalk enters the intersection, any vehicles will violate safe following
distances rules. If such a vehicle exists, then a warning should be generated for the
driver, however, for the purposes of the simulation, the result is simply recorded for later
processing. Note that this algorithm does not check there will be no vehicles violating
the safe following distances after the turn is complete, only that the instant the vehicle
enters the intersection there are no vehicles which violate them. Whilst this may not be
appropriate for a real-world system aiming to completely prevent collisions, that is not
the goal of this system. This system is part of the test setup for the technologies, only
aiming to explore the performance of the V2X technologies, as such, this limitation is
acceptable.
There are two parts to the algorithm: data dissemination and data processing. Data
dissemination is done by periodically broadcasting the forklifts unique ID, position,
velocity data, and a timestamp. It is assumed that position, velocity, and timestamp
data are perfectly accurate and that all vehicles share a common, synchronised clock
source for timestamping. The assumption that location data is perfect is not unfounded,
even though GPS is unreliable indoors, as there exist indoor positioning systems for
warehouses which achieve centimetre level localisation accuracy (Section 2.3). Addition-
ally, this scenario is setup to solely explore the performance of C-V2X and 802.11p in
the warehouse environment. Thus, including the effect of localisation error is irrelevant
in this context. When a vehicle successfully receives another vehicle’s broadcast, it
saves the data into a table of known vehicles replacing any data it may have received
from the vehicle previously.
The data processing step determines if there is a safe gap for the vehicle to enter and
is triggered when the vehicle crosses a pre-set threshold before each intersection based
on the vehicle’s speed and stopping distance. The vehicle speed and stopping distance
for this scenario are specified in Section 4.2. A complete description of the algorithm is
provided in Algorithm 1. Before this algorithm is run, the computing vehicle removes
any stale data about other vehicles from its table – any data older than a timeout
parameter. Despite the computing vehicle potentially forgetting about another vehicle,
the simulator will still account for it when performing the ground truth calculation of
whether the intersection was safe. Once the algorithm begins, the computing vehicle
eliminates other vehicles which are not travelling along the top of the intersection. For
each remaining vehicle in the table, the computing vehicle predicts the position of the
other vehicle when it (the computing vehicle) is due to enter the intersection. When the
future position of the vehicle is predicted, the time between a message being generated
and being used is not accounted for. The predicted position is checked against one of
two thresholds, based on the relative predicted position: if the predicted position is
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ahead of the computing vehicle when it enters the intersection the fore-threshold is used,
if it is behind the computing vehicle, the aft-threshold is used. If any vehicle violates
either safety threshold, the safe-gap check fails and an unsafe gap is reported.
The isOnTop function used in Algorithm 1 is responsible for determining which
vehicles to consider when calculating whether the intersection is safe to enter. It
eliminates vehicles that are in the known vehicle database but are not relevant (i.e.,
forklifts that will not pass through the intersection and pose a threat to the computing
forklift). The specific implementation of isOnTop is discussed in Section 5.1.5 as it is
not necessary to describe the collision prediction algorithm more generally. In a real
world implementation of this algorithm, determining which forklifts are of interest to the
algorithm would require significant work on the isOnTop function. However, creating
the isOnTop function is a mapping and localisation problem, outside of scope.
The collision prediction algorithm here is designed as part of the test rig, and
thus makes several assumptions about the scenario. However, this does not affect
the appropriateness of the algorithm for comparing the two technologies. In fact, the
algorithm was created to exaggerate communication errors and is deliberately simple.
To exaggerate the effect of communication failures, the other vehicles’ position is not
updated to reflect the distance travelled since the beacon was received. This punishes
vehicles for missing single beacons by increasing the error on the predicted vehicle
position, but is not as severe as missing multiple beacons in a row which causes data
time-out. This is appropriate in this context as the collision prediction algorithm is
intended to be part of the test scenario, aiming to expose flaws in the communication
technologies, rather than enable a suitable collision warning application.
To simplify the algorithm, it only considers the x-direction when calculating the
following distance, as the calculation is begun before the turn has started and thus the
computing vehicle cannot predict its eventual y-position. This is also acceptable in
this scenario as the predefined and fixed paths means that vehicles should end up in
the same y-position after the turn is completed, and thus the only term affecting the
following distance is the lateral following distance. This simplification, whilst unrealistic,
is allowable as the aim of this is to create a suitable test metric to compare the two
technologies, not create a real-world collision warning application.
In fact, a real world implementation of Algorithm 1 is inadvisable. The algorithm
is not generalised and is specific to the simulation scenario described in Section 4.1. In
particular, algorithm has an implicit orientation matching the right-turning simulation
scenario and only cares about lateral separation between the vehicles, not true Eu-
clidean distance, making it unsuitable for situations where vertical variation is possible.
Additionally, in this scenario only the vehicle on the stalk of the intersection performs
this calculation, as it has the responsibility to give way. In a real world implementation,
both vehicles should perform the calculation to provide warnings to both operators to
42 CHAPTER 4 EVALUATION METHODOLOGY
Algorithm 1: Determine if the intersection is safe to enter. The function
isOnTop (·) returns true if an input vehicle is on the top of the T-intersection
in question.
Input: List of n known vehicles, V = {(−→s0 , −→p0) , . . . , (−→sn, −→pn)} where−→s = (sx, sy) is the vehicle velocity vector and −→p = (px, py) is the
position vector












Input: Time until we enter the intersection, t
Result: Is it safe to enter the intersection
V ′ = ∅;
// Remove vehicles that are not moving along the top of the
intersection
for (−→s , −→p ) ∈ V do
if isOnTop (−→s , −→p ) then
V ′ = V ′ ∪ {(−→s , −→p )};
end
end
if V ′ = ∅ then




for (−→s , −→p ) ∈ V ′ do
// Predict the location of the other vehicle when we enter
the intersection (assuming it does not change its
velocity)
−→p ′ = −→p + t−→s ;
if p′x < p∗x then
// If the vehicle is supposed to be behind us, check the
rear safety distance is not violated




// If the vehicle is supposed to be behind us, check the
front safety distance is not violated
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stop and prevent a collision. This algorithm will not easily generalise to the case where
a vehicle on the top is the computing vehicle, as more information about the path of a
turning vehicle will be required to determine the distance after it completes its turn. A
general, real-world implementable algorithm could be designed based on the skeleton of
Algorithm 1. However, neither of these factors, which make the algorithm unsuitable for
real-world usage, affect its suitability for evaluating the performance of each technology.
Currently, this algorithm relies on all vehicles travelling at a constant speed and on
a deterministic path to predict potential collisions. This is not realistic as each forklift
operates independently and is driven by a human operator who, when compared to the
simulated forklifts, is erratic and unpredictable. One possible method to overcome this
limitation is predicting the future path and velocity of the forklift using Kalman filters
and an appropriate kinematic model of the forklifts. This approach to path prediction
for general vehicular networking has been explored in [121,122] and a general survey of
other path prediction techniques for vehicular networks is available in [123].

Chapter 5
SIMULATOR DESIGN AND VERIFICATION
This chapter details the design of the simulator discussed in Chapter 4. The simulator
designed and verified here will be used to help investigate research question Q2 and
research question Q3 (Section 1.1). Respectively, these questions focus on the effect
of vehicle density, and the effects of the MCS and transmit power settings on the
collision prediction algorithm failure rate. Development of the simulator will also
provide information to discuss Q4, which explores what improvements may be possible
with the development of the next generation V2X technologies.
The first section of this chapter describes the design of the simulator including:
discussing the different simulation models that are available, the overall structure of the
simulator, and how each technology’s model is structured. The second section details
and discusses the verification of the chosen simulator. Verifying simulators is a key part
of any simulation research, as it ensures that the output of the simulators matches the
model.
5.1 SIMULATOR DESIGN
This section discusses the overall design of the simulator used to investigate research
questions Q2 and Q3. A single simulator will be designed to simulate both C-V2X and
802.11p. First, the available V2X simulation models are described. Then, the overall
structure of the simulator is detailed, followed by discussions of the simulation models
for each technology. Finally, the module which implements the collision prediction
algorithm defined in Chapter 4 is discussed.
5.1.1 Available V2X Simulators
Three different simulators are available for simulating V2X technologies.
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5.1.1.1 OMNeT++
OMNeT++ is an event-driven C++ simulation library, designed to simulate dis-
tributed and communications systems [124]. Often billed as a network simulator,
OMNeT++ on its own does not support any communication specific modules. Rather,
all communication-specific modules are separate projects, building upon the simula-
tion framework provided by OMNeT++ [125]. For example, the INET project adds
support for various wired and wireless communication technologies and protocols to
OMNeT++ [126].
To support V2X communication and simulation the Veins project adds support
for vehicle mobility, IEEE 1609, and 802.11p simulation into OMNeT++ [127, 128].
Vehicle mobility is introduced in Veins using the Simulation of Urban MObility (SUMO)
framework [129]. SUMO defines the road network and has different mobility models of
idealised representations of real-world drivers, allowing large, complex traffic networks to
be simulated. The SimuLTE library introduces support for LTE and LTE-based device-
to-device communication into INET [130]. However, as of writing, the SimuLTE module
does not include for support mode 3 and 4 device-to-device communications [131], and
thus cannot be used to simulate C-V2X communications.
Currently there are two projects working to provide support for mode 4 infrastructure-
free device-to-device communication in SimuLTE: OpenCV2X [132] and Artery-C [133].
However, at the time of writing, only OpenCV2X is open-source and available to
members of the public. The authors of Artery-C plan to release the project under an
open-source license but have not done so yet.
Currently there are no OMNeT++ packages supporting 802.11bd or 5G communi-
cations.
5.1.1.2 NS-3
NS-3 is an event driven network simulator written in C++ [134]. Initially developed as
a replacement for the NS-2 network simulator, it is a result of combining elements of
prior simulators to form a new one. NS-3 currently has direct support for 802.11p [135]
and a diverse range of vehicle mobility simulators [136]. NS-3 currently does not have
support for 802.11bd communications.
NS-3 has a module designed for simulating LTE communications, however, this
module does not support device-to-device communication and thus does not enable
C-V2X simulation. Eckermann et al. introduced support for C-V2X mode 4 to the NS-3
simulator in [137], allowing it to be used to simulate C-V2X systems.
The LENA project, responsible for developing NS-3’s LTE model [138], is currently
in the process of developing a 5G model [139]. In November 2019 the project received
funding from the National Institute of Standards and Technology (NIST) to develop an
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NR-V2X model [140]. This development will, in the future, allow 5G V2X communica-
tions to be explored using the NS-3 simulator. Additionally, in February 2020 an NS-3
based simulator for mmWave NR-V2X was released [51]. This simulator is not suitable
for simulating the 5.9 GHz frequency band of NR-V2X.
5.1.1.3 LTEV2VSim
LTEV2VSim is a MATLAB based V2V communication simulator, designed to investigate
the performance of C-V2X and 802.11p together [141]. It has been used multiple times
in the literature to explore different resource allocation schemes for C-V2X [39,142,143].
Since this simulator is interested in resource allocation algorithms the application layer
functionality is fixed, generating beacons of a parameterised size at a parameterised
frequency. This makes it unsuitable for the application level investigation scenario
designed in Chapter 4.
5.1.1.4 Chosen Simulator Platform
OMNeT++ is selected as the simulation platform to answer research questions Q2 and
Q3. This is as there is support for both C-V2X and 802.11p, allowing a single simulator
to handle both technologies. Whilst NS-3 also supports both technologies, there are
fewer works in the literature using it to investigate 802.11p and a smaller overall user
base.
5.1.2 Simulator Structure Overview
The simulator to answer Q2 and Q3 is built using the Veins and OpenCV2X models
in OMNeT++. The overall structure of a model forklift node is shown in Figure 5.1
and the overall structure of the simulator packages is shown in Figure 5.2. There is one
unified GapDetector module for both technologies which implements the collision pre-
diction algorithm described in Chapter 4. Additionally, it is responsible for periodically
broadcasting safety messages and storing safety messages it receives from other vehicles.
Depending on which mode the simulator is in, the GapDetector module interacts
with either a 802.11p or C-V2X specific adapter. The adapters provide a unified interface
for interacting with each technology’s Network Interface Card (NIC), and translate
the signals received from the SUMO mobility modules indicating the vehicle’s current
position. A unique adapter is required for each technology as each technology’s NIC
has a different module interface and requirements to translate the messages generated
by the GapDetector module into a suitable format. The adapters interface with their
respective technology’s NIC, which handle simulating the technology and interface
with an implementation of the warehouse channel model discussed in Chapter 6. Each
















Figure 5.1 The structure of a forklift node. Since each simulation interacts with SUMO through a








Figure 5.2 The structure of the software packages used in the simulator. SUMO interacts with Veins
and OpenCV2X using a local TCP connection.
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technology uses its own implementation of the channel model due to differences in the
physical-layer-channel-model interface.
5.1.3 C-V2X Simulator
The C-V2X simulator used is called OpenCV2X [132] and is based on the SimuLTE LTE
simulator for OMNeT++. Figure 5.3 shows the different sub-modules in an LTE NIC
and highlights which have been altered to simulate C-V2X. Within the LTE protocol
stack there are several different layers in addition to the Medium Access Control layer
(MAC) and physical layer (PHY) discussed in Chapter 2. These are: the Radio Resource
Control (RRC) layer [144], the Packet Data Convergence Protocol (PDCP) [145], and
the Radio Link Control (RLC) layer [146].
The RRC layer interfaces between applications and the LTE protocol stack and is
responsible for handling mobility and cell tower handover when operating in normal
LTE or C-V2X mode 3 [147]. The PDCP layer encrypts the data carried by the packets
and optionally compresses the headers. This encryption functionality is disabled for
device-to-device communication, but is still used when communicating with the eNodeB
for normal LTE operation or C-V2X mode 3 scheduling [145]. In the simulator these
layers are combined into one module as they are focused around capabilities which
do not need to be modelled for a communications-level description of LTE system
behaviour.
The RLC layer is responsible for packet segmentation and reassembly, duplicate
deletion, and error correction through Automatic Repeat reQuests (ARQ) [146]. ARQ
is a system where retransmissions are requested if data is incorrectly received and is
separate from the Hybrid ARQ (HARQ) process implemented by the PHY (Section 2.4.1).
RLC has three operational modes: acknowledged mode, unacknowledged mode, and
transparent mode. In acknowledged mode, the RLC layer will perform segmentation
and error correction through ARQ. C-V2X operates in the unacknowledged RLC mode,
where the RLC layer will segment large packets but will not perform any error correction
through ARQ. In transparent mode the RLC layer simply acts as a buffer and does not
do any packet segmentation or reassembly.
To simulate C-V2X, OpenCV2X changes a lot of the MAC and PHY of the
SimuLTE simulator to implement the semi-persistent scheduling algorithm (summarised
in Section 2.4.1). To adapt to the PHY changes for C-V2X, two new BLock Error Rate
LTE NICTo
Application
RRC/PDCP RLC MAC PHY Channel
Figure 5.3 The LTE NIC structure in OpenCV2X. The boxes highlighted in red are heavily changed
to simulate C-V2X.
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(BLER) curves are included. BLER curves are used to calculate the probability of a
given block having an error. The new BLER data sets come from two different sources:
a NIST project investigating mode 1 and mode 2 device-to-device communication in
LTE [148] and a Huawei report to the 3GPP around the number of DeModulation
Reference Symbols (DMRS) to use in C-V2X transmissions [149]. However, these curves
are significantly different. This can be attributed to the different channel models used
to generate them, with the NIST report using a simple Additive White Gaussian Noise
(AWGN) channel, and the Huawei report using the ITU-R Urban Micro (UMi) channel
model which includes the effects of vehicle mobility. The NIST data set will be used for
the modulation and coding scheme (MCS) comparisons as it covers all of the MCSs
available in C-V2X, unlike the Huawei data set, which only has three different MCSs
available (12 -QPSK, 0.7-QPSK, and
1
2 -16QAM).
Since the NIST BLER data set is generated using an AWGN channel, the BLER
assumes that all noise is independently and uniformly distributed across the whole
channel [78]. This assumption ignores the multipath nature of the wireless channel,
where reflection and scattering of radio waves propagating in the environment causes
delayed copies of signals to interfere at the receiver. Since the warehouse channel is
expected to be highly reflective, given the large regular metal structure of racking, using
a BLER data set from an AWGN channel will not be representative of the warehouse
radio environment. However, as there are no other data sets available to explore the
effect of MCS on the collision prediction algorithm failure rate (Q3), this is unavoidable.
5.1.4 IEEE 802.11p Simulator
The 802.11p simulator is implemented by the Veins project and a complete description
of the simulator can be found in [150]. This section summarises the key details to
provide a basic background of the structure of the 802.11p NIC.
The 802.11p NIC has two parts, the MAC and the PHY implementing the re-
spective MAC and PHY responsibilities. The MAC implements the EDCA algorithm
(Section 2.4.3.1) and instructs the PHY to transmit packets and check the channel state
as appropriate. The PHY module is responsible for keeping track of the channel state,
transmitting packets, and determining if packets would have been correctly received.
To track the channel state, the PHY must record all transmissions currently ongoing,
even if a real node would not be able to hear it due to being out of range. This
channel information is used not only to determine if the channel is busy, but to calculate
the amount of noise a packet experiences as part of determining whether a packet is
successfully received.
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5.1.5 Gap Detection Module
This module implements the collision prediction algorithm in Algorithm 1 (Chapter 4).
It also implements the system to check if the algorithm produced a correct result.
This check is simple and is performed immediately as the turning forklift enters the
intersection. The check searches through every vehicle on the top of the intersection
and determines if they are further away than the safe-following distance. If any are
closer than the safe following distance, then a collision has occurred. A single vehicle
turning can only result in a single collision, even if multiple vehicles are within the
safety bounds, or the collision state continues along the rest of the aisle. This check
cannot detect violations of the safe following distance rule during or after the turn,
however, these are only possible for vehicles behind the turning vehicle (Appendix B).
Algorithm 1 requires an implementation-defined helper function, isOnTop, to
determine if a forklift is on the top of the intersection (Chapter 4). This was left
undefined in Chapter 4, as how the simulator determines whether a vehicle is on top
was irrelevant to the algorithms description. To implement isOnTop, the simulation
checks if the the target vehicle is predicted to have a y-coordinate above the intersection
decision threshold when the computing vehicle has finished its turn. This handles
the case where vehicles are only a few seconds apart on the stalk and will enter the
intersection together, violating the safe-following distance rule.
To prevent vehicle beaconing times all being synchronised to the vehicle generation
process, a random delay is introduced before a vehicle sends its first beacon. The
random delay is drawn from a uniform distribution in the range of zero to the beacon
period. After this initial delay, the vehicle beacons at a constant rate with no jitter or
randomisation.
5.2 SIMULATOR VERIFICATION
This section details the verification of the technology layer of the simulator stack. As
there are two different components to the technology layer (the 802.11p technology stack
and the C-V2X technology stack) they must be verified independently of each other.
The 802.11p technology stack is part of the Veins project which has been extensively
used in the literature [150–155] and so it is accepted as being correct. The OpenCV2X
stack is new with no strong verification in the literature. As such, the stack is verified
in this section. However, OpenCV2X project is based on the SimuLTE project which
like Veins has been extensively used and verified in the literature [130]. Therefore, only
the changes between OpenCV2X and SimuLTE must be considered.
The major changes between OpenCV2X and the SimuLTE project are focused at
the MAC and PHY, implementing the semi-persistent scheduling algorithm. Thus, only
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the MAC and PHY will be verified here. The following subsections detail the procedures
used to verify the PHY and MAC independently.
5.2.1 Physical Layer Verification
The PHY verification is focused around the receive path of the transceiver, ensuring
that the packet sensing and error generation module is correct. To verify this, a
Packet Reception Ratio (PRR) test simulation was developed and compared against
the analytical values calculated from the raw BLER data sets included in the simulator.
PHY verification will be completed using both the Huawei and NIST data set as the
Huawei data set is needed for the MAC verification in Section 5.2.2.
The PRR simulation setup is simple and consists of two nodes, a single transmitter
and a single receiver. The transmitter transmits a packet once every 10 ms and advances
towards the receiver over a distance of 850 m. This advancing approach was selected
to allow PRR data for all transmitter-receiver distances to be collected in a single
simulation replication. As it transmits, it records where each packet was sent. When
the receiver successfully receives a packet, it records the sequence number of the packet.
These are used to determine the PRR data for 1 m long segments, with approximately
1000 packets per segment. The full set of simulation parameters are included in Table 5.1.
The analytical PRR can be stated as:
PRR (d) = (1 − BLERSCI (d)) (1 − BLERpayload (d)) , (5.1)
where BLERSCI (d) is the BLER for the SCI when the transmitter is d metres away
from the receiver, and BLERpayload (d) is the BLER for the chosen MCS when the
transmitter is d metres away from the receiver. This is because C-V2X packets are
sent in two parts: the SCI containing the control information (e.g the MCS used to
transmit the payload) and the payload itself (Section 2.4.1). The SCI is always sent
independently using MCS 0 (0.13-QPSK), whereas the payload can be sent with any
available MCS and can be a lot longer than the SCI. The Huawei BLER data set does
not provide a BLER curve for MCS 0, so the NIST curve for MCS 0 will be used as
BLERSCI (d) for both data sets.





Ä’SINR (d)ää Ä1 − BLERpayload Ä’SINR (d)ää , (5.2)
where ’SINR (d) is the the SINR in decibels of one sub-carrier in a resource block when
the transmitter and receiver are d metres apart. Since there is only one transmitter
in this scenario, there is no interference. Therefore, assuming isotropic antennas, the
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SINR can be calculated as’SINR (d) = 10 logÅ Ptx,SCPL(d)NrxN0ã , (5.3)




where Ptx is the overall transmit power and L is the number of resource blocks used for
the transmission, PL(d) is the path loss over distance d, Nrx is the noise figure of the
receiver, and N0 is the noise power across the sub-carrier bandwidth (15 kHz).
The analytical PRR, computed using Equations (5.2) and (5.3) and the BLER
tables included in Appendix C, is compared with the simulated PRR in Figure 5.4. The
simulated results agree with the analytical values for both the Huawei and NIST data
set. Thus, the PHY matches the analytical expectation.
This verification method does not conclude whether the PHY tasks required for
the semi-persistent scheduling algorithm are correct (i.e. correctly selecting/rejecting
candidate resource blocks and correctly calculating CBR). This result is left for the
MAC verification section, as any errors in these procedures are only detectable through
observing the MAC level behaviour.
Table 5.1 The simulation parameters used to verify the simulator PRR results against the theoretical
performance.
Parameter Value
Transmit power (”Ptx) 10 dBm
MCS 9 (0.73-QPSK)
Packet size 190 B
Beacon frequency 100 Hz
Channel model Free Space
BLER data set Huawei [149], NIST [148]
Carrier frequency 5.89 GHz
UE antenna gain 0 dBi
UE noise figure (N̂rx) 6 dB
Thermal noise -174 dB Hz-1
Receiver sensitivity -110 dB
Number of replications 250
Number of RBs (L) 16
Probability to keep resources 0.8
Vehicle model Model forklift (Section 4.2)
Vehicle speed 0.1 m s-1
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Figure 5.4 The simulated PRR of 0.73-QPSK (MCS 9) compared to the analytically determined
PRR.
5.2.2 Medium Access Control Verification
To verify the MAC of the C-V2X simulator, the packet collision rate and channel busy
ratio (CBR) was compared to analytical results presented in [156]. For this, a modified
version of the verification scenario which comes with the simulator was used. However,
the scenario developed in [156] was not directly replicated as the verification scenario
here. Since the scenario in [156] uses 6000 vehicles, it was not feasible to fully recreate
the scenario with the computing resources available. As such, the scenario is a one-tenth
model with the addition of an extra lane in each direction. This means that instead
of the simulation environment being a 20 km long, four-lane highway with 2000–6000
vehicles, the model was a 2 km long, six-lane highway with 200–600 vehicles. The added
lanes are to support free vehicle flows as without them the vehicles are congested and
move slower than their maximum speed.
Other than scaling the simulation environment down, all communication parameters
are set the same as in [156]. However, all of these are not clearly presented in the paper,
so best guesses have been set based on default configuration and the code available
on GitHub [157]. Additionally, the authors of [156] do not state the amount of time
or the number of replications simulated. The simulation runs presented here were run
for 12 s of in-scenario time and 10 replications were performed. The simulation length
was selected based on the convergence of the CBR to a steady state value plus 10 s of
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steady state. Since the data showed very little variation between replications, only 10
replications were completed. A full summary of the simulation parameters is given in
Table 5.2, with best guess parameters marked with asterisks.
The verification results for packet collision rate are presented in Figure 5.5. In [156],
packet collision rate is presented as a function of the distance between the transmitter
and receiver and as a function of vehicle density (β) in vehicles per metre (vpm). The
curves in Figure 5.5 closely match the shape of the results in [156] (Figure 5.6). Whilst
the exact values do not match, they are not expected to, with any difference possibly
being explained by the one-tenth scale scenario and unknown simulation length. In
the case β=0.1 vpm, the shape of the packet collision rate matches the expected shape
poorly. This is likely due to there not being enough vehicles in the simulation to provide
enough data points per replication. This conclusion is backed up by the half-duplex
error rate, packet collisions where packets are not received because the vehicles are
transmitting at the same time. For β=0.1 vpm, the simulated results matches the
expected half-duplex error rate the least, when compared to β=0.2 vpm and β=0.3 vpm
(Figure 5.7). The CBR steady state value for β=0.2 vpm and β=0.3 vpm scenarios
match closely (within 4%) with the analytical steady state values presented in [156]
(Figure 5.8). Similar to the packet collision rate, the CBR for the β=0.1 vpm case does
not match the analytical value. This is likely also explained by the scale difference
between the scenario here and in the scenario in [156].
5.2.3 Discussion
Verifying simulators is key to developing trust that the results generated by the simulator
are representative of the model. As such, this section discusses the verification process
and why certain benchmarks were selected to verify the simulator against. Verification
of the 802.11p simulator has been skipped, as so many other works use and rely on the
simulator that it is accepted as being correct. This is in steep contrast to the C-V2X
simulator. OpenCV2X is relatively new and unused when compared to the 802.11p
simulator. Thus, verification of the C-V2X simulator was needed to gain confidence in
the results it produced.
Verification of the C-V2X PHY was performed by comparing the output of a single
transmitter approaching a single receiver. Since there are no other sources of error,
i.e. interference from other transmitters, the resulting PRR is purely a function on the
received signal strength. As such the results can be directly compared to the expected
PRR as calculated from the BLER data sets. This is as the aim of this verification is
not to verify that the BLER data sets are correct, as they are from pre-existing verified
literature, but to verify that the C-V2X simulator’s packet method and calculations are
correct and consistent with the simple analytical model of packet errors.
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Figure 5.5 The packet collision rates for the verification scenario from the OpenCV2X simulator.
They are presented as a function of distance between transmitter and receiver, for the three different
vehicle densities simulated (β, vpm).
Figure 5.6 The expected packet collision rate as a function of distance between the receiver and
transmitter for three different vehicle densities (β, vpm). Reproduced from [156] © 2019 IEEE.


























β=0.1 vpm β=0.2 vpm β=0.3 vpm
Figure 5.7 The half duplex error rate as a function of distance which should be 0.01 across all
distances [156]. The half-duplex collision value for β=0.1 vpm case is less smooth than the values for
β=0.2 vpm and β=0.3 vpm, indicating that there is not enough vehicles in the simulation to get an
adequate idea of the vehicle behaviour given the run time and replication count.
















Figure 5.8 The simulated CBR for all three scenarios compared to the analytical values derived
in [156].
58 CHAPTER 5 SIMULATOR DESIGN AND VERIFICATION
Table 5.2 The simulation parameters used to replicate the scenario in [156] and verify the MAC.
Parameters marked with asterisks (*) are best-guesses based on the open-source code in [157].
Parameter Value
Maximum vehicle speed 11.84 m s-1
Number of vehicles 204, 402, 600
Vehicle density (β) 0.1, 0.2, 0.3 vpm
Road length 2000 m
Number of lanes 6 (3 in each direction)
BLER data set Huawei [149]
Channel model WINNER B1 model [85]
Carrier frequency* 5.91 GHz
UE antenna gain* 3 dBi
UE noise figure* 9 dB
Receiver sensitivity* -90.5 dB
Thermal noise* -174 dB Hz-1
Transmit power 20 dBm
MCS 9 (0.73-QPSK)
Number of sub-channels 4
Number of RBs per sub-channel 12
Packet size 190 B
Resource reselection probability 1
Beacon frequency 10 Hz
Simulation time 12 s
Number of replications 10
As discussed in Section 5.1.3, the sources of the BLER data set were a Huawei and
NIST study, respectively. The Huawei data set is treated as verified as it was created
from simulations performed during the standardisation process for C-V2X [149] and has
been used in the literature as such [156,158]. Like the Huawei BLER data set, the NIST
BLER data set was created by simulation; however, unlike the Huawei BLER data set,
which was explicitly created to evaluate C-V2X, the NIST data set was created for
studying mode 1 and 2 PC5 communication [148]. As such, the NIST BLER data set
models the mode 1 and mode 2 Public Sidelink Shared Channel (PSSCH) specification,
which only includes one DMRS per resource block. However, the modes 3 and 4 PSSCH
use four DMRS per resource block [159,160]. Modes 3 and 4 use more DMRS to account
for the rapidly changing channel caused by the highly mobile nature of vehicles.
This would normally make the NIST data set an inappropriate BLER model for
the mode 4 PSSCH, however, the NIST data set explores the behaviour of a static
AWGN channel. This means including the extra DMRS would not significantly change
the outcome of any given block, as the channel is not varying and there is no need for
the extra DMRS. Thus, it is hereon assumed that the NIST data set is an appropriate
approximation of the PSSCH. This assumption is not unfounded in the literature,
as both McCarthy and O’Driscoll [132] and Eckermann et al. [137] use it for their
simulation work but do not explicitly state so.
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To verify the C-V2X MAC, the simulator packet collision rate and CBR results
were compared to Gonzalez-Martin et al. [156] who developed an analytical model
for the behaviour of C-V2X. This paper was chosen as it provides clearly derived
and independent development of a C-V2X model and verifies it against an internally
developed MATLAB based simulation. It was selected over two other papers: McCarthy
and O’Driscoll [132], which presents the OpenCV2X simulator used here, and Eckermann
et al. [137], which developed the NS-3 C-V2X model discussed in Section 5.1.1. In
McCarthy and O’Driscoll, the authors do not independently verify their model against
any other literature. Rather, they chose to verify themselves using a scenario proposed
in the 3GPP simulation guidelines [94], but do not directly compare themselves to any
other published work. Additionally, whilst performing verification of the model for this
thesis, two issues at the PHY were discovered and reported to the authors which have
since been fixed. The two PHY errors were:
• When calculating the received power per resource block for the SCI, the overall
transmit power was spread only across the two resource blocks for the SCI, rather
than the whole transmission.
• To determine whether a packet was dropped due to signal strength, interference,
or both, the PHY compared expected drop rate against two different random
variables, rather than a single one. Thus, in the absence of interference, the
probability of dropping a packet became:
PRR = (1 − BLERSCI)2 (1 − BLERpayload)2 , (5.5)
rather than the correct probability, presented in Equation (5.1).
These errors are included in the results of [132], reducing its credibility as a verification
source. Unlike McCarthy and O’Driscoll, Eckermann et al. rely on the verification of
the previous NS-3 LTE model for mode 1 and mode 2 device-to-device communication,
developed by NIST in [161], to demonstrate their model is correct. However, this
correctness is not transitive to the mode 4 operating mode which is very different to
operating modes 1 and 2.
The PHY of the OpenCV2X matches the calculated analytical values (Figure 5.4).
However, there is a discrepancy between the MAC verification scenario results produced
by the OpenCV2X simulator and the results presented in [156] (Figure 5.5 and Figure 5.8).
This discrepancy is that the values from the simulator do not exactly match. However,
an exact value match between the two cannot be expected due to the scale difference in
the simulation, the unknown simulation length, and the missing simulation parameters.
Since the trend and shape of the results presented in Section 5.2.2 match the trend
and shape presented in [156], the MAC can be accepted as verified. Thus, since both
MAC and PHY of C-V2X match their theoretical expectations, the C-V2X simulator
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is verified. As such, the simulation results presented in Chapter 7 will reflect the
theoretical expectation of each technology’s performance.
Chapter 6
A WAREHOUSE AISLE-END CHANNEL MODEL
This chapter details the design and parameter characterisation of a warehouse wireless
channel model. Designing and correctly parameterising a warehouse channel model will
allow research questions Q2 and Q3 (Section 1.1) to be explored using the simulators
discussed and designed in Chapter 5. While this thesis generally refers to the channel
model as a warehouse channel model, more accurately, this model is a warehouse
aisle-end wireless channel model. The model focuses on aisle-end communication in a
warehouse and does not capture the effects of inter-aisle communication, nor does it
take into account the variability of warehouse contents.
The following sections detail the structure of the model, a measurement campaign
to find the parameters of two warehouses, validation of the model, and a discussion of
the resulting model in relation to the literature, the limitations of the model, and some
suggestions for future improvements.
6.1 MODEL DESCRIPTION
This model aims to capture the behaviour of the warehouse wireless channel for end-of-
aisle communication. Specifically the case where vehicles in an aisle are communicating
with vehicles moving past the end of the same aisle. To do this, the model defines three
zones (Figure 6.1) with three different log-distance path loss equations of the form [82]:
P̂L(d) = ◊ PL (d0) + 10α log10 Å dd0ã, (6.1)
where P̂L(d) is the path-loss attenuation at d metres, ◊ PL (d0) is the reference path
loss, or the path loss measured at the reference distance d0 in metres, and α is the
path loss exponent. Which zone a transmission belongs to, and thus which path loss
equation is used, is determined by the location of the vehicle moving along the top of
the T-intersection. If both vehicles are on the same branch they use the zone 1 path
loss. The distance from the centre-line of the stalk of the T-intersection in metres is
used to define which zone a vehicle along the top of the T-intersection is currently in.
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Zone 3 Zone 2 Zone 1 Zone 2 Zone 3
Figure 6.1 The different zones in the warehouse channel model. The aisle of interest is the centre
aisle, in line with zone 1.
The choice to use three zones is to roughly parallel LOS, obstructed LOS, and
NLOS states used in some other models [104,162]. Additionally, defining three cases for
vehicles position along the top of the intersection to three cases reduces the number of
measurements required to parameterise the model.
6.2 WAREHOUSE MEASUREMENT CAMPAIGN
To set the parameters of the model described above, a measurement campaign to measure
the path loss along an aisle was completed at two different locations. The Packet Recep-
tion Ratio (PRR) was also measured to provide a benchmark to compare the resulting
model against. This section details the path loss measurement equipment used during
the campaign in Section 6.2.1 and the path loss measurement methodology is described
in Section 6.2.2. Sections 6.2.3 and 6.2.4 discuss the PRR measurement equipment
and procedure, respectively. Section 6.2.5 is dedicated to describing the two locations
investigated in the measurement campaign. Finally, Sections 6.2.6 and 6.2.7 respectively
detail and discuss the path loss and PRR results for the locations investigated.
6.2.1 Path Loss Measurement Equipment
To determine the path loss exponent and reference path loss a portable test rig was
developed consisting of a Keysight N9432C spectrum analyser [163] and a Cohda MK5
On Board Unit (OBU) [164]. The OBU acts as a signal generator by continuously
transmitting maximum length IEEE 802.11p packets centred at 5.89 GHz. The OBU
uses an omnidirectional SMW-303/MGW-303 DSRC antenna [165], where the MGW-303
is a magnetic mount version of the SMW-303 with the same antenna pattern. The OBU
is powered via an external Lithium-Polymer (LiPo) battery and is controlled using a
laptop is connected via Ethernet. The spectrum analyser uses a 5.8 GHz SpiroNET
antenna (0.95 dBic) [166] and is powered off an internal battery.
The received power measurements are recorded by the spectrum analyser to a
laptop over Ethernet via the virtual instrument software architecture API. However,
the spectrum analyser does not record the path loss of the centre frequency, rather a
stable spur created by the OBU within 30 kHz of the centre frequency. This is done as
the OBU is not a signal generator creating a clean tone at the centre frequency, rather
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it is an IEEE 802.11p transmitter and thus there is no carrier at the centre frequency
to measure [59]. The output of the OBU, measured at roughly 1 m away, is shown in
Figure 6.2.
Notable in Figure 6.2 is the lack of the spur that the path loss is measured against.
Over long sweep times the spur cannot be seen, however when set to a fine enough
resolution bandwidth (RBW) and a short enough sweep time it becomes visible. The
cause of the spur is unknown, however it is a suitable reference point for path loss
measurements as it is relatively stable in both amplitude and frequency, and is close
to the centre frequency of the channel. To verify that the spur is not a result of
the spectrum analyser measurement routine, its existence was confirmed using two
different spectrum analysers: the N9342C used in the rest of the experiment, and a
Hewlett-Packard 8593E spectrum analyser [167] (Figure 6.3).
Measurements were taken at two different locations, described in Section 6.2.5.
At Location 2 an external 435 x 420 mm sheet metal ground plane was used for the
transmitting SMW-303 antenna. It was not used at Location 1 as it was believed the
internal ground plane of the antenna would be sufficient to ensure the radiation pattern
was consistent with the one provided by the manufacturer in [168]. The validity of
this radiation pattern is key as the SMW-303 antenna is not perfectly omnidirectional,
in fact, the SMW-303 antenna gain varies by over 10 dBi over the range of angles
between the signal generator and the spectrum analyser [168]. Using the ground plane
at Location 2 helped ensure this assumption holds, more closely mimicking the radiation
pattern test environment.
6.2.2 Path Loss Measurement Methodology
To fully parameterise the warehouse channel model three different measurement sets
must be taken for each scenario — one set of measurements for each zone. A scenario is
one test area within the wider warehouse location and the specific scenarios investigated
at each locations are described in Section 6.2.5. The general plan of the measurements
is shown in Figure 6.4. Specific measurement plans for each location are provided in
Appendix D.
To perform the measurements for one zone, the OBU transmitter is placed cor-
responding to one of the red dots in Figure 6.4. The receiver system is placed on a
movable plastic trolley which is wheeled down the aisle and stopped at set positions
down the aisle, represented by the black dots. At each position, the receiver system
takes 250 measurements of received signal strength over roughly one minute. These
measurements are averaged to form a single point in a measurement set. This process
is repeated for the remaining two zones for each scenario.
As discussed in Section 6.2.1 the measurement setup does not use a traditional
signal generator and instead at each location the spectrum analyser measures a stable
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RBW: 100 kHz VBW: 100 kHz
Span: 10 MHz
Sweep Time: 989.4 ms
Figure 6.2 The output of the Cohda Mk5 OBU transmitting at 0 dBm, measured approximately
1 m away using the N9342C spectrum analyser. The measurement was taken LOS in an open office
environment.
(a) (b)
Figure 6.3 Confirming the existence of the spur with both the (a) N9342C spectrum analyser and
the (b) 8593E spectrum analyser.
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Figure 6.4 The general layout of the warehouse measurements for one intersection. The red dots
represent the locations the transmitter is placed to quantify each zone.
spur produced by the Cohda OBU. This spur is not perfectly frequency stable, drifting
a little over time. To account for this the channel measurement looks at the 20 kHz
range around the centre frequency and selects the dominant peak in the range as the
spur location. Selecting a 20 kHz range leads to a noise floor of around -130 dBm. A
RBW of 300 Hz was used for all measurements.
Using the OBU as a signal generator changes how the path loss is calculated from
the measured received signal strength values. To convert the measured received power
values into path losses for analysis the following link budget is used:
P̂L = ”Ptx + Ĝtx (θ) + Ĝrx − ”Ltx − ”Lrx −”Prx (6.2)
where P̂L is the path loss, ”Ptx is the transmit power in dBm, Ĝtx (θ) is the transmit
antenna gain at the angle θ between the receiver to the transmitter, Ĝrx is the gain
from the receiver’s antenna, ”Ltx and ”Lrx are the cable losses at the transmitter and
receiver, and ”Prx is the power measured by the spectrum analyser. Since the OBU does
not generate a single pure tone as an output, rather producing an 8.8 MHz wide OFDM
signal, the output power of the OBU is not equal to ”Ptx. To calculate ”Ptx the transmit
power of the OBU must be spread over the entire signal bandwidth. Assuming that
the overall transmit power is uniformly distributed across the overall signal bandwidth
(BWsignal), ”Ptx can be estimated as”Ptx = ’POBU − 10 log10 BWsignal + 10 log10 BWRBW (6.3)
where ’POBU is the overall transmit power of the OBU and BWRBW is the RBW of the
spectrum analyser. This assumption is based on the observation the that 802.11p signal
in Figure 6.2 is relatively flat across its 8.8 MHz observed bandwidth. Ĝtx (θ) is used
to adapt for the directionality of the SMW-303 antenna and is linearly interpolated
across 5° intervals based on the antenna pattern provided by the manufacturer in [168].
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Values for Ĝrx, ”Ltx, ”Lrx were retrieved from the data sheets provided by the respective
component manufacturers. It was assumed that all adapters were perfect and had 0 dB
losses.
Once the measurements have been converted into path losses, the values for each
measurement point in each measurement set are averaged. The averaged values are
then fitted to the log-distance path loss equation (Equation (6.1)) using non-linear
least-squares. Both the reference path loss, ◊ PL (d0), and the path loss exponent, α, are
outcomes of the fit. The reference distance (d0) is fixed at 1 m for the fitting process.
The resulting reference path losses and path loss exponents for each measurement set
are then used to form the warehouse channel model described in Section 6.1.
6.2.3 Packet Reception Rate Measurement Equipment
To measure the PRR along the aisle a test rig was developed using two Cohda MK5
OBU, one as a transmitter and the other as a receiver. Each OBU had an identical
hardware setup using a SMW-303 DSRC antenna and controlled by a laptop over
Ethernet (Figure 6.5). Both transmitter and receiver were powered using LiPo batteries.
At measurement Location 2 an external 430 x 420 mm sheet metal ground plane was
used on both the transmitter and receiver test rigs.
6.2.4 Packet Reception Rate Measurement Procedure and Validation
To characterise the PRR along the aisle in each zone, the PRR test rigs are placed in
a similar fashion to the path loss measurement procedure described in Section 6.2.2.
However, there are two differences. Firstly, the position of the transmitter and receiver
are reversed. Secondly, the spatial density of data points is halved so measurements
are only taken at every other black dot in Figure 6.4. Reversing the position of the
transmitter and receiver so that the transmitter is movable and in the aisle allows the
measurements to be completed by a single person. Halving the number of data points
reduced the time it takes to complete the measurements as it takes roughly two minutes
to complete one data point — twice as long as for the path loss measurements.
At each packet loss sample point the transmitter unit inside the aisle sends a series
of 180 B long packets to the receiver. Each packet has a Protocol ID (PID), unique to
each measurement point, included with it. The transmitter records the PID at each
location along with current position and the number of packets sent. The receiver,
outside the aisle on the red dots in Figure 6.4 forwards the packets it receives to its
controlling laptop which records the entire packet into a .PCAPNG file using Wireshark.
The parameters used by the transmitter at each location are include in Table 6.1. The
180 B packet length includes both the header and data component of the packet.
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Figure 6.5 One of the PRR measurement test rigs at Location 2. The green box indicates the
SMW-303 antenna and its ground plane, the orange box indicate the Cohda MK5 OBU, and the blue
box indicates the laptop.
Table 6.1 The settings used for the PRR measurements
Parameter Location 1 Location 2
Technology 802.11p 802.11p
Packet length (B) 180 180
Transmit rate (packets per second) 100 750




Frequency 5.89 GHz (Ch 178) 5.89 GHz (Ch 178)
Transmit power (dBm) 0 0
68 CHAPTER 6 A WAREHOUSE AISLE-END CHANNEL MODEL
At Location 2, the packet rate and number of packets set were increased. This was
because the measurements at Location 1 revealed that the minimum packet loss rate
was lower than 10−3, meaning it could not be detected. When discussing high PRR
values, its complement packet loss rate or packet error rate is often used as it is easier
to notate in text. A proof that packet loss rate is the complement of PRR is provided
in Appendix A. To detect packet loss rates as low as 10−4 at Location 2, the number of
packets sent were increased to 10 000. The packet transmit rate was also increased to
750 packets per second to reduce the time required to take a single measurement with
the 10 000 packets, compared to the 100 packet per second transmit rate.
To calculate the PRR, the PID and packet decoding outcome are exported to a .csv
file. Knowledge of whether a packet was correctly decoded is necessary as the Cohda
OBU will forward any packet it receives in full to the laptop, regardless of whether
it was correctly decoded or not. A packet is determined to be correctly decoded if it
passes the cyclic redundancy check. The number of successfully received packets is
then counted per PID and mapped to measurement points using the PIDs recorded by
the transmitter. The PRR is then calculated as the number of packets received per
measurement point divided by the number of packets transmitted at that location.
6.2.4.1 Validating the Packet Reception Rate Measurement Procedure
To validate the packet loss measurement procedure and equipment two million 180 B
long packets were sent at 750 packets per second to measure the baseline PRR when
the transmitters where 2 m apart from each other in an office environment. At this
separation only eight packets out of the two million packets were lost. This verifies that
any packet losses above this rate are not due to the measurement procedure, rather they
are caused by the environment. Additional trials were performed around the University
of Canterbury campus verifying that the measurement procedure was correct and did
not result in additional errors.
6.2.5 Warehouses Investigated
Channel measurements were taken at two different warehouses both of which are
discussed below. In addition to the brief descriptions included here, complete plans of
the measurement environments and location are included in Appendix D. The results
from each of these is summarised in Section 6.2.6 and are presented in full alongside
the descriptions in Appendix D.
6.2.5.1 Measurement Location 1
Location 1 is a testing warehouse for warehouse equipment based in South Auckland. It
consists of a large open area, with a limited area of racking along one side. A floor plan
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of the location is included in Figure 6.6. The roof of Location 1 is made of corrugated
metal panels with periodic transparent corrugated plastic sections to allow natural light
in.
Since this location is a test warehouse there was more flexibility for investigating
different possible scenarios for warehouse contents. This allowed the following scenarios
to be investigated:
S1. Clear space: taken in the open area away from the racking.
S2. Empty racking: the racking was empty.
S3. Highly absorbent: lowest level of the racking filled with tap water-filled intermedi-
ate bulk containers (IBCs).
S4. Highly reflective: the lower warehouse racking was blocked off with large aluminium
panels.
S5. Mixed: a mix of materials was used to fill the lower levels of the racks. These
materials included paper filled crates, packaged food items, packaged bar soap,
wooden crates and pallets, forklift components, water filled IBCs, aluminium
panels, and computers. A full and more specific description is available in
Appendix D.
6.2.5.2 Measurement Location 2
Location 2 is a commercial logistics centre based in Rolleston, a town south of
Christchurch, New Zealand. The company which owns and operates the warehouse
offers complete supply chain solutions and uses the warehouse as a centre for their
general logistics operations. As such Location 2 contains a wide variety of materials,
primarily retail food goods and plastic pellets for manufacturing.
Since Location 2 is an active commercial logistics warehouse, measurements were
performed on a Saturday to minimise disruption to the operation of the facility. However,
limited work was still ongoing whilst the measurements were completed.
Measurements were completed in two different aisles in at Locations 2:
S6. An aisle primarily consisting of Ultra High Temperature (UHT) milk in paper
cartons for export on lower levels and bags of Polyethylene pellets on higher levels.
The contents of the aisles either side were of a similar make up.
S7. An aisle with chips/crisps in boxes on pallets. The aisles on either side were made
up of a similar variety of chips but also had UHT milk in some bays.
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An indicative floor plan showing the major areas of the Location and the location of
each aisle is in Figure 6.7. Appendix D contains a more thorough description of the
environment and pictures of each location.
The roof of Location 2 is different to that of Location 1. Location 2 has a drop
ceiling with fluorescent lighting and sprinkler system. Sections of the drop ceiling are
made of transparent plastic panels, allowing sunlight from clear panels in the roof
through, helping light the warehouse. The roof of the warehouse is made of metal
corrugated roofing panels with clear plastic panels matching the clear panels in the
drop ceiling.
6.2.6 Resulting Model Parameters
The channel model parameters (◊ PL (d0) and α) for Location 1 and Location 2 were
extracted using the method described in Section 6.2.2. These results are summarised in
Table 6.2. Select results are included in Figures 6.8 and 6.9. Full results are included in
Appendix D alongside descriptions and pictures of each of the scenarios.
Scenarios S1 and S2 explore the path loss of empty industrial areas and empty
racking respectively. The reference path loss and path loss exponent values for S1 are
all roughly consistent with each other (Figure 6.8). This is expected as there is no
obstructions and it is open LOS propagation. The path loss in zone 1 of S2 is similar
to this LOS propagation, if slightly worse at the reference distance. This could just
be statistical differences, however since the zone 1 reference path loss is consistently
between 36–40 dB for scenarios S2–S5 it is likely due to the differences between the two
environments (e.g. the large concrete wall on one side of the test aisle).
The effect of the racking is brought into sharp contrast when comparing the variation
between zones 2 and 3 and zone 1 in S2. This demonstrates that even empty racking can
have a quite severe effect on the path loss at these frequencies. This is not unexpected as
the repeated, sharp, metallic edges of the of the racking provide plenty of opportunities
for scattering and reflection, reducing the received signal energy.
Scenario S3 explored the effect of a highly absorbent environment. The path loss in
zone 2 is significantly higher than in zones 1 and 3, as the direct path will have been
blocked by the water-filled IBCs. However, the decrease in path loss exponent between
zone 2 and zone 3 is interesting and is likely caused by the main signal path changing to
no longer propagate through the absorbent IBCs. A change in the main signal path also
explains the increased reference path loss and path loss exponent compared to zone 1.
Scenario S4 investigated the effect of a highly reflective aisle, akin to metal bins
stored on racking. Zone 1 has a similar reference path loss to other scenarios, however
the path loss exponent is a lot smaller and is less than one. This suggests the reflective
racking may be acting as a waveguide as discussed in [104,105]. In zone 2, the opposite
happens and the large reflective sheets prevent the signal from directly propagating:
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Table 6.2 The warehouse channel model parameters for Location 1 and Location 2.
Location Scenario Zone Zone Boundary (m) ◊ PL(d0) (dB) d0 (m) α
1
S1
1 2.61 33.38 1.0 1.306
2 4.71 32.01 1.0 1.658
3 — 38.30 1.0 1.116
S2
1 1.59 36.80 1.0 1.304
2 4.71 22.16 1.0 2.835
3 — 19.05 1.0 3.065
S3
1 1.59 36.55 1.0 1.468
2 4.71 17.60 1.0 3.641
3 — 39.24 1.0 1.641
S4
1 1.59 39.67 1.0 0.677
2 4.71 26.66 1.0 2.681
3 — 51.17 1.0 0.090
S5
1 1.59 36.81 1.0 1.911
2 4.71 35.24 1.0 1.902
3 — 20.57 1.0 3.329
2
S6
1 1.50 34.04 1.0 1.595
2 8.10 31.17 1.0 2.211
3 — 23.62 1.0 2.865
S7
1 1.50 32.16 1.0 1.434
2 6.40 26.98 1.0 2.079





















Figure 6.8 The results for Scenario 1.
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this results in a higher reference path loss than other scenarios at Location 1 and a
relatively high path loss exponent. The path loss along the aisle in zone 3 of S4 is very
flat and uniform, having a path loss exponent of 0.090. This indicates that the path loss
is not highly dependent on the separation between the transmitter and receiver. The
received signal strength is dominated by the reference path loss, and thus, the main
power of the received signal is likely from reflections. These reflections could be from
the building walls or the corrugated metal roof.
Scenario S5 is the scenario most representative of a real commercial warehouse at
Location 1. However, when compared to S6 and S7 (measurements taken at a commercial
warehouse) they are substantially different. Note, the absolute values between each of
these scenarios cannot be directly compared as each represents a different environment.
Additionally, each zone is defined differently due to the setup of the racking in each
scenario being unique. However, the internal trend in values across the zones can be
compared. In S5 the reference path loss and path loss exponent are consistent across
zone 1 and zone 2. This is not observed in S6 and S7 where there is a distinct increase
in the path loss exponent between the two zones. Additionally, the path loss in zone 3
of S5 is significantly worse than zone 3 of S6 and S7 with higher path loss exponent for
a roughly similar reference path loss. These differences between S5 and the scenarios
at Location 2 make it a potentially bad representation of a real-world commercial
warehouse, however, this cannot be stated with any certainty as there are no sites other
the Location 2 available to compare it against.
Scenarios S6 and S7 are very consistent with each other. This can been seen in
Figure 6.9 where all of the fitted path loss curves are slightly offset from each other.
This is due to the similarity of the path loss exponent for each zone, so any difference
between the two scenarios is due to the reference path loss rather than the path loss
exponent. The similarity of the path loss exponents indicates that the material in the
racking does not have a strong effect on the path loss exponent, rather the main effect
could be from the warehouse structure and racking. However, this cannot be stated
with any certainty as the path loss properties of UHT milk and chips are not well
studied, so this could be an expected result due to similar material properties.1 Further
measurements will be required to determine whether this effect can be generalised.
For the purposes of modelling the warehouse wireless channel for simulation and
evaluating each technology, one set of parameters must be selected. The scenario S6 —
the UHT aisle at Location 2 — is selected, as it is from a commercial site and has a full
packet loss measurement set available. A single scenario to mimic is adopted over an
average or statistical model due to the limited measurements available.
1If this relationship exists it would be very surprising as milk is an extremely lossy RF material
(tan δ = 0.20–0.35 [169, 170]) compared to cardboard boxes (tan δ = 0.03–0.04 [171, 172]) filled with
plastic potato chip packets (which are made from polypropylene which has tan δ = 0.002 [173]). tan δ
is called the loss tangent and as it increases more energy is lost to heat generation in a material as a
signal propagates through it.



















































Figure 6.9 Comparing the different zones in scenarios S6 and S7.
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6.2.7 Packet Loss Measurement Results
This section details the packet loss measurements completed for each scenario. At
Location 1, only 10 000 packets were sent at each measurement point, meaning that error
rates below 10−3 could not be assessed. Only 10 000 packets were sent as preliminary
testing at the University of Canterbury campus indicated the packet error rate would
be above this level; it was not. There were no significant packet drops during any of
the scenarios at Location 1 — meaning that for the distances tested the packet drop
rate is less than 10−3.
At Location 2, an increased number of packets were sent at a higher rate (100 000
packets at 750 packets per second) which allows the detection of lower error rates.
Additionally, measurements were completed over longer distances covering locations
where the signal strength is weaker and thus (all else being equal) are more likely to
have errors. Figure 6.10 shows the packet reception results for S6. Unfortunately, due
to time constraints and equipment malfunction, packet loss measurements were not
performed for S7.
The main feature noticeable in the PRR measurements for S6 is the drop in zone 2
and zone 3 around 60 m along the aisle. This is likely caused by an obstacle in the
environment for the following reasons:
• The artefacts appear in more than one zone at around the same distance.
• The PRR recovers in the final data point in zone 3.
• There is a lead in to the dip, possibly caused by partial occlusion of the main
signal strength from an obstacle.
Surprisingly, there is not a corresponding drop in path loss at these locations for each
zone. This is possibly caused by more the signal strength coming from reflections and
scattering from the racking, rather than the main path of the signal. This can lead the
data on the signal being irretrievable but the overall signal strength not reducing. This
is likely exacerbated by the received signal being so close to the noise-floor of the OBU,
meaning that any obstruction of the main signal path will have a greater effect.
6.3 MODEL VALIDATION
To validate the model described and parameterised above, the model will be imple-
mented in the simulator and packet loss simulations completed. The results from these
simulations will be compared to both analytical results for each technology and the
observed PRR presented in Section 6.2.7.
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Figure 6.10 PRR measurements for Scenario S6.
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6.3.1 Comparison to Analytical Results
The warehouse channel model proposed in Section 6.1 was implemented in both the
C-V2X and 802.11p simulators. To validate the model, the output of the simulators will
be compared to theoretical results. Since analytical results only exist for the Bit Error
Rate (BER) performance of 802.11p, the correctness of C-V2X’s model will be validated
by comparing the expected output computed from the Block Error Rate (BLER) tables
provided by NIST [148] and Huawei [149]. A method of calculating the expected PRR
for C-V2X is provided in Section 5.2.1, so this section will only discuss how to calculate
the PRR for 802.11p.
To generate appropriate PRR curves from the simulator, a setup similar to the one
used to verify the PHY in Section 5.2.1 was developed. In that scenario there is a single
transmitter and receiver. However, for this scenario one transmitter and three receivers,
one for each zone, are used. To ensure the correct zone parameters were applied to
each receiver, and thus the implementation was correct, the receivers were all placed in
different zones.
The theoretical PRR for 802.11p can be calculated from the Bit Error Rate (BER)
as the probability that every bit in a transmitted packet is received correctly. Thus the
PRR as a function of distance is,
PRR(d) = (1 − BER(d))l, (6.4)
where PRR(d) is the PRR when the transmitter is d metres away from the receiver,
BER(d) is the Bit Error Rate (BER) at distance d, and l is the length of the packet in
bits. Note that Equation (6.4) only holds for independently and identically distributed
bit errors in the absence of error control coding. Since BER is as a function of the
Signal-to-Noise Ratio (SNR), Equation (6.4) can be restated as,
PRR(d) = (1 − BER(SNR(d))l, (6.5)
where SNR(d) is the SNR at distance d. The 12 -QPSK MCS was used for all the PRR
measurements performed at warehouses, so it will be used for the verification as well.






where Q (x) is the complementary probability distribution function for a normal distri-
bution,












where erfc (·) is the complimentary error function [174]. However, the BER after the
error correction coding is not as definite and theoretical results only place an upper
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4BERQPSK(1 − BERQPSK), (6.9)
and βi are weights derived from the transfer function of the convolutional code used by
802.11p. The convolutional code 802.11p uses is the same as the remainder of the 802.11
standard, for which appropriate weights are presented in [176] and are reproduced in
Table 6.3.
To confirm the warehouse channel model is implemented correctly for 802.11p, the
theoretical upper bound presented in Equation (6.8) will be assumed to be equal to the






















Since there is only one transmitter in the validation simulation scenario, there is no
interference. Therefore, assuming isotropic antennas, the SNR can be calculated as,
SNR (d) = Ptx
N0NrxPL(d)
, (6.12)
where Ptx is the transmit power, PL(d) is the path loss experienced when the transmitter
and receiver are d m apart, N0 is the thermal noise across the bandwidth of the
transmission, and Nrx is the noise figure of the transmitter.
This validation simulation scenario had 50 replications completed for both C-V2X
and 802.11p. Since C-V2X has two different BLER data sets, both are used for validation.
Tables 6.4 and 6.5 detail the settings used for the simulation runs. For both simulations
the PRR is calculated by allocating packets into 1 m wide bins.
The simulated results for 802.11p are compared against the analytical result in
Figure 6.11. There is little deviation between the two curves as the 802.11psimulator also
assumes that the upper bound on the BER after error correction is the real experienced
BER. Figure 6.12 compares the expected PRR to the C-V2X simulator using the
warehouse channel model. Since both simulators match the expected values the model
is judged to match the theoretical expectations.
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Table 6.3 The non-zero weights used to estimate the 12 -QPSK MCS used in 802.11p. Reproduced








22 3 322 763
24 21 292 910
26 134 365 911
Table 6.4 The simulation parameters used to validate the warehouse channel model. The two different
noise figure values are selected so that all PRR transition of all three zones can be clearly shown for
each technology.
Parameter 802.11p C-V2X
Transmit power 0 dBm
Packet size 190 B
Beacon frequency 100 Hz
Channel model Table 6.5
Carrier frequency 5.89 GHz
Receiver sensitivity -110 dB
Number of replications 50
Antenna gain 0 dBi
Thermal noise -174 dB/Hz
Vehicle used Model forklift (Section 4.2)
Vehicle speed 0.1 m s-1
Noise figure (dB) 12 22
MCS 3 (12 -QPSK) 9 (0.73-QPSK)
Number of RBs per sub-channel (L) — 16
Number of sub-channels — 3
Resource reselection probability — 0.8
Number of retransmissions — 0
Table 6.5 The channel model parameters used for validate the warehouse channel model.
Zone Zone Boundary (m) ◊ PL (d0) (dB) d0 (m) α
1 1.50 34.04 1.0 1.595
2 8.10 31.17 1.0 2.211
3 — 23.62 1.0 2.865
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Figure 6.11 The PRR of the 802.11p simulator using the warehouse channel model compared to the
expected analytical results calculated using Equations (6.10)–(6.12).
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(a) The PRR for the NIST data set. Whilst the PRR has been calculated at 1 m intervals, the zone 1
data has been thinned to only show every fifth data point to make the figure easier to read.
















(b) The PRR for the Huawei data set. Whilst the PRR has been calculated at 1 m intervals, the data
for zones 1, 2, and 3 has been thinned to only show every twentieth, fifth, and second data point,
respectively, to make the figure easier to read.
Figure 6.12 The PRR of the C-V2X simulator using the warehouse channel model compared to the
expected analytical results calculated using the method in Section 5.2.1. For both data sets, zone 2
and 3 are only simulated for distances up to 850 m to reduce the required simulation time.
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6.3.2 Comparing Simulator to the Real World
To determine how representative the warehouse channel model is of the real packet
loss measurements, a PRR simulation was constructed and compared to the real-world
measured PRR in Section 6.2.7. The PRR simulation was based on the setup used
above, however, the transmitter and receiver were configured to mimic the Cohda Mk5
OBU. The simulation parameters used are included in Table 6.6.
Figure 6.13 shows the results of the simulator. For the channel model to be reflective
of the environment, the simulator and real-world measurements should generally match.
Since there is such limited measured PRR data, the main criteria is that the simulated
PRR is 100% along the measured aisle length. This does hold, however it tells us very
little about the performance of the channel model at mimicking the real world, primarily
informing us that the model does not disagree over the small slice of information
gathered here.
6.4 DISCUSSION
The channel model formed here is unique and as discussed in Section 3.3, has few
works to be compared against in the literature. The most relevant paper are Tanghe et
al. [104] and Croonenbroeck et al. [103]. Tanghe et al. discusses a production warehouse
at 5.2 GHz. The results presented here are in line with their results with path loss
exponents less than two for LOS transmissions. However, Tanghe et al. report the
path loss exponents less than two for light and heavily obstructed paths, whereas the
measurements here indicate they are worse than free space transmission. This difference
is caused by the measurement setup in Tanghe et al.: the transmitter and receiver
height are significantly different. In Tanghe et al., the transmitter is 6 m from the floor
and the racking in some situations is shorter than this, allowing the signal to diffract off
the contents of the racking and propagate between aisles. Though this is not the case
in all of their measurements, the remaining discrepancy is possibly explained by the
types of warehouses measured: metal and wood processing facilities. These facilities
will be very different and are likely to have more homogeneous materials in the racking,
when compared to the warehouses measured in this thesis.
Croonenbroeck et al. [103] perform channel measurements at 5.8 GHz in a warehouse
environment. The environment is similar to scenario S5, consisting of a limited area of
racking at the back of a workshop. They perform two sets of measurements for the LOS
case, with path loss exponents between 1.64 and 1.79, and the obstructed LOS case, with
path loss exponents between 1.83 and 1.97. The LOS and obstructed LOS case roughly
parallel the zone 1 and zone 2 measurements conducted here. For zone 1 of S5, the path
loss exponent is significantly higher than what Croonenbroeck et al. present for the
LOS case. However, the path loss exponent for zone 2 is within the range they present
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Table 6.6 The simulation parameters used to validate the warehouse channel model against the real
world PRR measurements.
Parameter 802.11p
Transmit power 0 dBm
Packet size 180 B
Beacon frequency 100 Hz
Channel model Table 6.5
Carrier frequency 5.89 GHz
Receiver sensitivity -96 dB
Receiver noise figure 6 dB
Number of replications 50
Antenna gain 0 dBi
Thermal noise -174 dB Hz-1
Vehicle used Model forklift (Section 4.2)
Vehicle speed 0.1 m s-1
MCS 1 (12 -BPSK)
0 200 400 600 800 1000









Zone 1 Zone 2 Zone 3
Figure 6.13 The PRR results when the simulator is setup to mimic the Cohda OBU. These are only
plotted for the first 1000 m and as such, zone 1 has a a PRR of 100% for the entire simulated length.
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for the OLOS case. Scenarios S6 and S7 do not match the results in Croonenbroeck et
al., however this is likely due to the differences in measured environment.
Upon initial inspection the results in Table 6.2 are surprising: there are path loss
exponents significantly less than free space and the reference path loss varies per zone.
However both of these can be explained. Path loss exponents less than free space have
been repeatedly reported in the literature for industrial channels and are caused by
multipath effects and the racking acting as a waveguide [103–106]. The reference path
loss varying per zone is caused the increased path loss exponent per zone, forcing the
reference path loss down when it is projected back to 1 m. Correspondingly, where the
path loss exponent does not increase between zones, the reference path loss is similar
(e.g. comparing scenario S3’s zone 1 and zone 3 and S5’s zone 1 and zone 2) and any
difference is likely due to the statistical variation in measurements.
Section 6.2.6 briefly discusses why a single scenario is adopted for the channel model
parameters, rather than averaging across the measurements taken. This is due to the
limited number of sites measured within this thesis and the highly variant nature of
warehouse contents. Once more measurements are conducted, a statistically averaged
warehouse could be constructed. One problem with this is that warehouses themselves,
not just the contents, vary a lot. This is due to the building’s construction and material
makeup, the spacing between racks, and what the racking is constructed from. For
example, even within Location 2 the warehouse racking varied a lot with different aisles
having different depth racking bays from 2–4 units deep.
This raises the important question of whether it is possible to form a generic
model of warehouse intersection and its usefulness. This thesis does not answer this
question as it is beyond the scope, however it does recommend some possible future
research. A more useful representation of a warehouse could be gained through not just
focusing on aisle-ends but focusing on developing a more generic path loss curves for
different environmental elements (e.g. single racking, empty space, empty racking) and
then using a piecewise sum of the distance a signal propagates through each medium
to determine the path loss. To handle variation of warehouse contents, a series of
different curves could be developed for each environmental element and then randomly
selected or assigned to different elements in the environments. This approach is applied
to traditional road networks and buildings in [177]. To handle the multipath and
reflective nature of the warehouse channel, an additional fast fading parameter for the
channel should be investigated. This would include addressing what type of fading
distribution (and possibly what combinations of fading distributions) are present in a
warehouse, and measuring the parameters. This could be done in parallel to the medium
characterisation process. Another approach could be to form a statistical-geometric
model for a warehouse similar to the WINNER II channel models [85]. This would
require using a full channel sounder, but would provide not only a channel model for
network level simulations but a model also suitable used for link-level simulations of
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warehouses.
The channel model developed in this chapter was implemented in the simulator and
has been validated against theoretical results and real world measurements. However,
this is not complete validation of the model. This is as the PRR data presented in
Section 6.2.7 is not over a long enough distance to definitively state that it behaves
similarly. Using theoretical results did not improve the validation significantly either,
as the C-V2X simulator uses the same BLER data set and the 802.11p simulator uses
the same method to calculate the packet drop rate for a given SNR. This does not
mean the validation process undertaken in this chapter was worthless. Undergoing this
process allows the implementation to be exercised and shows that the model matches the
assumptions it is built under, but not that these assumptions are good approximations
of the real world. To fully validate this model more packet loss measurements should
be conducted over longer distances, using more packets, and a higher MCS. Using a
higher index MCS increases the likelihood that any given bit will be in error for the
same SNR compared to lower MCS settings.
The warehouse channel model described in Section 6.1 and parameterised in Sec-
tion 6.2.6, is suitable for evaluating the performance of 802.11p and C-V2X in a
warehouse environment. The evaluation method and simulator that it will be used with
to complete this evaluation are discussed in Chapters 4 and 5, respectively. The results
of the evaluation are presented and discussed in Chapter 7.
Chapter 7
COLLISION DETECTION SIMULATION CAMPAIGN
This chapter covers the execution of a simulation campaign to answer research ques-
tions Q2 and Q3. These questions address the effect of the average spacing between
vehicles and the technology settings on the error rate of a collision warning application,
respectively. The scenario this chapter simulates was designed in Chapter 4 and the
simulator and channel model used are described in Chapters 5 and 6.
First, Section 7.1 establishes a baseline algorithm failure rate under perfect com-
munication conditions. Then, Section 7.2 determines how many vehicles are in the
simulation to provide context for the simulation results presented in following sections.
Section 7.3 details the simulation methodology and analyses the expected relative impact
of each factor. Sections 7.4–7.6 present the results of the simulation campaign, exploring
the effect of density, Modulation and Coding Scheme (MCS), and transmit power on
the error rate of a collision warning application. Finally, Section 7.7 discusses these
results and answers research questions Q2 and Q3.
7.1 ESTABLISHING A BASELINE ALGORITHM FAILURE RATE
Establishing a baseline collision rate is important as the algorithm, even with perfect
communication, will fail occasionally. These failures are caused by the collision prediction
algorithm not extrapolating the other forklift’s position, accounting for the distance
travelled since the last beacon was received, before predicting the other forklift’s future
position. Not adjusting the vehicle’s position for the delay between transmission and
usage penalises vehicles for missing messages. This penalty is necessary as all vehicles
in the simulation move with a constant speed, thus, the position of the vehicle can be
accurately predicted for any time. In a real scenario, this would not be the case as the
forklift speed and direction will vary due to the human operator. This penalty works
in tandem with the stale data timeout, which penalises vehicles harshly for missing
multiple beacons in a row by making them forget vehicles. For all simulations the
beacon period is 100 ms and the stale data timeout is set to 200 ms. This setup means
there can be up to 0.29 m of positioning error, even if all the beacons are correctly
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received, when using the model forklift in Section 4.2 and a beacon period of 100 ms.
To determine the baseline collision rate, a perfect information distribution mode
was setup in the 802.11p simulator. This mode intercepts a forklift’s transmissions
at the 802.11p adapter layer before they are sent to the 802.11p NIC (Section 5.1.2).
The 802.11p adapter then directly sends them to the GapDetector modules of all other
vehicles in the simulation. This means that there is no packet loss or delay in receiving
messages, creating a perfect communication system. Only one of the technologies needs
to implement this mode as the scenario setup is identical for each technology and is the
only cause of any algorithm failures.
The perfect information distribution simulation was run for a range of different
densities and the full parameter set used is in Table 7.1. The density has been controlled
by setting the average introduction period (AIP) between vehicles. Figure 7.1 shows the
baseline false positive error rate, i.e. where the intersection is declared unsafe, when in
reality it is safe to enter. Figure 7.2 presents the baseline false negative rate, i.e. where
the intersection is declared safe to enter, when in reality it is unsafe.
Figures 7.1 and 7.2 show that the baseline error rate is not constant for all densities.
For the 10–40 s AIP, the baseline false positive and false negative error rates are possibly
the same as there is a region where the 95% confidence intervals overlap. The increasing
confidence interval size with increasing AIP is likely due to fewer forklifts passing
through the intersection in each individual replication, increasing the variability of the
mean error rates per replication. For the 4–8 s AIP, the false positive and false negative
failure rates are decreasing and do not line up with the 10–40 s AIP. This is as in the
4–8 s AIP, vehicles are on average closer together and, thus, the intersection is less likely
to be borderline safe. Only when the intersection is borderline safe can small errors,
created by not accounting for the distance travelled between beaconing and data use,
cause algorithm failures. Additionally, there are more likely to be multiple vehicles
causing the intersection to be unsafe, and thus more opportunities for the system to
correctly detect the state, further reducing the false negative error rate.
This establishes a baseline algorithm failure rate. Any collision prediction algorithm
failures above this rate are caused by the technologies, and can be used to evaluate
them.
Table 7.1 The parameters used to establish the baseline error rate of the collision prediction algorithm.
Parameter Value
AIP (s) 4, 5, 7, 8, 10, 20, 30, 40
Number of replications 250
In-scenario time 2 hours
Forward safety distance 12 m
Rear safety distance 12 m
Vehicle model Model forklift (Section 4.2)
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Figure 7.1 The baseline false positive rate for the collision prediction algorithm. The error bars show
the 95% confidence intervals.
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Figure 7.2 The baseline false negative rate for the collision prediction algorithm. The error bars
show the 95% confidence intervals.
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7.2 NUMBER OF VEHICLES IN EACH SIMULATION
To establish how many vehicles are in the simulation at any time, the system can be
viewed as a queue. The average number of items in any queue at any point in time can
be calculated using Little’s law [178]:
N = λW, (7.1)
where N is the average number of items in a queue, λ is the average rate at which items
are added to the queue, and W is the average waiting time of an item in the queue.
Little’s law holds regardless of the distribution of arrival period or wait time. For the
simulated scenario, there are two independent streams of forklifts which will be treated
as two separate queues with equal average arrival rate and waiting time. Thus, the
average number of vehicles in the simulation at any given time is,
N = 2λW, (7.2)
where λ is the inverse of the AIP and W is the time for the vehicle to leave the queue.
W is constant for all AIP values and is the time each vehicle spends in the simulation.
As such, W is the time it takes for a forklift to travel along two 200 m long aisles
(Section 4.2),
W = distance travelledvehicle speed =
400
2.889 = 138.46 s. (7.3)
Table 7.2 presents the average number of vehicles in the simulation scenario for the AIP
values in Table 7.1.
7.3 SIMULATION METHODOLOGY
To explore the impact of density, MCS, and transmit power a number of replications of
each parameter set were run. To ensure each run was statistically independent, each
run had a different random number generator seed, automatically selected from the
Table 7.2 The average number of vehicles in the simulation scenario per AIP.
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OMNeT++ built-in set of seeds.
The main simulation campaign was conducted in two steps: an initial pilot run and
then a larger bulk simulation run. The pilot run used a 2k-factorial experimental design
to evaluate relative impact of each parameter (transmit power, MCS, and density) on
the technologies’ performance. A 2k-factorial experimental design explores the two
extremes of k parameters to determine the strength of the influence of a parameter
on the outcome of the experiment [179]. The strength is calculated by determining
what percentage of variation in the experiment outcome is explained by a change in
each parameter. However, as it is possible that combinations of factors have a larger
impact than either factor individually, 2k-factorial analysis also analyses the impact of
parameters combinations. The exact method used to calculate these values is described
in [179, pp 284–292].
The parameters in Table 7.3 were used for the pilot run. An AIP (density) of
30 s was selected as the lowest value of density, over the 40 s case, due to its smaller
confidence interval size. The overall resulting influence of the parameters is shown in
Table 7.4. The false positive error rates for C-V2X and both false positive and false
negative error rates for 802.11p all agree density is the factor with the most impact on
the error rate (72–75%). However, for the false negative error rate of C-V2X, the most
important factor is transmit power (60.1%). This is anomalous and its cause is explored
in Section 7.6.
Since it appears that the density has the largest effect on the resulting error rates, it
will be explored in depth over a wide range of density values. Transmit power and MCS
choice contribute less to the change in performance, so a sparser set of simulations will
be completed. The remainder of the simulations completed in this chapter all use 160
replications for each parameter set. 160 replications was selected based on the number
of simulations required to reduce the 95% confidence intervals to make a statistically
significant distinction between the two different C-V2X MCS options explored in the
forklift density simulations (Section 7.4). All simulations in this chapter use 190 B long
packets (including header), have a beacon period of 100 ms, a stale data timeout of
200 ms, and use a rear and forward safe following distance of 12 m. For all C-V2X MCS
values used, the mapping from MCS index to scheme is taken from Table 3 in [39].
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Table 7.3 The simulation parameters used for the pilot run.
Parameter Value802.11p C-V2X
Number of replications 20
Packet length (including headers) 190 B
AIP (s) 4, 30
Transmit power (dBm) 0, 30
Thermal noise -174 dB Hz-1
Noise figure 6 dB
Receiver sensitivity -100 dB
Antenna gain 0 dBi
Frequency 5.89 GHz
Channel model Warehouse channel (Chapter 6)
Vehicle model Model forklift (Section 4.2)
Rear safety distance 12 m
Forward safety distance 12 m
Beacon timeout 200 ms
MCS
1
2 -BPSK (MCS1) 0.27-QPSK (MCS3)
3
4 -64QAM (MCS8) 16-QAM (MCS20)
Bandwidth 10 MHz 10.08 MHz
Number of resource blocks — 56
Number of sub-channels — 1
Resource reselection probability — 0.2
Channel busy threshold — -92 dB
BLER data set — NIST [148]
Table 7.4 The impact of each factor on the False Positive (FP) and False Negative (FN) error rates.
All values are percentages.
Factor 802.11p C-V2XFP FN FP FN
Density 75.2 74.5 72.3 26.13
Transmit Power 6.46 5.03 8.71 60.1
MCS 1.87 7.04 3.34 0.16
Transmit Power and Density 5.10 7.12 6.27 13.3
MCS and Density 0.19 6.17 0.37 0.29
MCS and Transmit Power 5.99 0.00 4.89 0.02
All 5.237 0.11 4.14 0.00
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7.4 EFFECT OF VEHICLE DENSITY
To study the effect of forklift density, the average introduction period will be varied from
4–30 s. Since transmit power has such little effect on the outcome of the experiment it is
fixed to 15 dBm (Table 7.4). The simulation parameters used are included in Table 7.5.
Figure 7.3 presents the false positive algorithm failure rates as a function of density.
Figure 7.4 includes the same for the false negative failure rate.
Based on the false positive failure rate shown in Figure 7.3, there is no statistical
difference between C-V2X, 802.11p, and the base line false positive error rate. When
considering the false negative error rate in Figure 7.4, C-V2X performs significantly
worse than both 802.11p and the baseline. 802.11p does not perform significantly
different to the baseline false negative rate. An interesting thing to note is that for
C-V2X at higher densities the performance of each MCS diverges. This is likely due
to the increased noise due to forklifts on the edges of the simulation transmitting and
interfering with vehicles near the intersection. In this case a more noise-tolerant MCS,
like MCS3, can handle this added interference, but a less noise-tolerant MCS, like
MCS20, will be more susceptible to errors, causing an increase in algorithm failure rate.
To determine whether the error rate increases, relative to the baseline as the AIP
decreases, the percentage increase on baseline is included in Figure 7.5. There are no
statistically significant differences or trends for either technology in the false positive
data. For the false negative data, whilst there are no statistically significant changes in
the percentage of baseline across both technologies, there is a clear trend of an increasing
false negative rate for C-V2X in MCS20 as density increases (AIP decreases). This
indicates that for C-V2X as the AIP decreases, the false negative rate worsens relative
to the baseline performance for each density. 802.11p matches the baseline across all
densities for both false positive and false negative error rates, indicating that it does
not introduce any extra errors within the resolution of this experiment.
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Table 7.5 The simulations parameters used to explore the effect of forklift density on the performance
of the algorithm.
Parameter Value802.11p C-V2X
AIP (s) 4, 7, 10, 20, 30
Run time (h) 1, 1, 2, 2, 2, 2
Transmit power (dBm) 15
Thermal noise -174 dB Hz-1
Noise figure 6 dB
Receiver sensitivity -100 dB
Frequency 5.89 GHz
Channel model Warehouse channel (Chapter 6)
Vehicle model Model forklift (Section 4.2)
MCS
1
2 -BPSK (MCS1) 0.27-QPSK (MCS3)
3
4 -64QAM (MCS8) 16-QAM (MCS20)
Bandwidth 10 MHz 10.08 MHz
Number of resource blocks — 56
Number of sub-channels — 1
Resource reselection probability — 0.2
Channel busy threshold — -92 dB
BLER data set — NIST [148]
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Figure 7.3 The false positive failure rate of the collision prediction algorithm as a function of density.
The error bars show the 95% confidence intervals.
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Figure 7.4 The false negative failure rate of the collision prediction algorithm as a function of density.
The error bars show the 95% confidence intervals.
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(a) False positive error rate
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(b) False negative error rate
Figure 7.5 The percentage of baseline error rate for the false positive error rate (a) and false negative
error rate (b) as a function of density. The error bars indicate the uncertainty on the factor, calculated
using the 95% confidence intervals. The baseline error rate is at 100%
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7.5 EFFECT OF MODULATION AND CODING SCHEME
To explore the effect of Modulation and Coding Scheme (MCS) on the application,
several MCS settings for both technologies were simulated. The settings for these
simulations are included in Table 7.6, with the different MCS settings outlined in
Table 7.7. These MCS values were selected to allow the technologies to be directly
compared, or as the two extremes of the possible MCS. The results of these simulations
are shown in Figures 7.6–7.8.
For the 20 s and 30 s AIP, there are no statistically significant differences between
MCS choice for either technology, across both false positive and false negative error
rates. Similarly, there is no statistically significant difference based on the choice of
MCS across both technologies for the false positive error rate, in the 10 s AIP case
(Figure 7.8). However, for the 30 s and 10 s AIP, there is a clear trend of increasing false
negative error rate as the MCS index increases. As the MCS index increases, higher rate
codes are used and these (usually) have an increased BER/BLER for the same SNR. For
160 replications this trend is not statistically significant, however the difference between
the start, end, and some intermediary points are, indicating this trend does likely exist.
802.11p possibly also exhibits this behaviour for the same AIP values. However, the
trend is not as strong and there is no statistically significant difference in the false
negative error rate based on the choice of MCS.
The increase in failure rate as MCS index increases is likely due to the similarly
increasing noise susceptibility of MCS as the MCS index increases. This means weaker
noise, caused by packet collisions from vehicles on the fringes of the simulation, can
increase the block error rate, increasing the chances a beacon is lost. These interfering
vehicles must be on the fringe of the simulation as, if they were close the receiver which
must be near the intersection for interference to have an effect on the application error
rate, the beacon would be completely lost irrespective of the MCS selection.
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Table 7.6 The simulation parameters used to explore the effect of MCS choice on the collision
prediction algorithm error rate.
Parameter Value802.11p C-V2X
AIP (s) 10, 20, 30
Run time (h) 2
Transmit power (dBm) 15
Thermal noise -174 dB Hz-1
Noise figure 6 dB
Receiver sensitivity -100 dB
Frequency 5.89 GHz
Channel model Warehouse channel (Chapter 6)
Vehicle model Model forklift (Section 4.2)
MCS Table 7.7
Bandwidth 10 MHz 10.08 MHz
Number of resource blocks — 56
Number of sub-channels — 1
Resource reselection probability — 0.2
Channel busy threshold — -92 dB
BLER data set — NIST [148]
Table 7.7 The different MCS settings evaluated. The mapping from MCS index to C-V2X MCS is
taken from [39].
802.11p C-V2X
Index MCS Index MCS
1 12 -BPSK 3 0.27-QPSK
3 12 -QPSK 6 0.48-QPSK
5 12 -16QAM 13 0.52-16QAM
6 34 -16QAM 17 0.75-16QAM
8 34 -64QAM 20 16-QAM


























































































































































































































(b) False negative error rate.
Figure 7.6 The effect of MCS on the false positive error rate (a) and false negative error rate (b) for
the 30 s AIP. The error bars show the 95% confidence intervals.




























































































































































































































(b) False negative error rate.
Figure 7.7 The effect of MCS on the false positive error rate (a) and false negative error rate (b) for
the 20 s AIP. The error bars show the 95% confidence intervals.



























































































































































































































(b) False negative error rate.
Figure 7.8 The effect of MCS on the false positive error rate (a) and false negative error rate (b) for
the 10 s AIP. The error bars show the 95% confidence intervals.
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7.6 EFFECT OF TRANSMIT POWER
To discuss the effect of transmit power on the collision warning application error rate
under C-V2X and 802.11p, the transmit power of all forklifts in the evaluation scenario
will be varied. Based on the results in Section 7.3 and Section 7.5, only a single AIP is
simulated as transmit power is expected to have the lowest impact on the performance
of the algorithm. The 10 s AIP has selected as it is the largest AIP where differences
in MCS become apparent. The parameter set used for these simulations is shown in
Table 7.8. The results of these simulations are in Figures 7.9 and 7.10.
Figure 7.9 indicates there is no statistically significant effect of transmit power on
the false positive rate for 802.11p. For the 0 dBm transmit power, the false positive error
rate of C-V2X MCS20 is statistically significantly lower than the false positive error
rates for the baseline, 802.11p, and the remaining transmit power values for C-V2X.
However, this difference is small. These results agree with the factor impact analysis
results presented in Table 7.4 (Section 7.3).
Unlike for the false positive error rate, Figure 7.10a shows that transmit power
appears to have a massive effect on the false negative rate at the lowest transmit power
for C-V2X (0 dBm). Figure 7.10b shows that for transmit powers above 0 dBm, there
is no statistically significant difference or visible trend in the false negative rate as
the transmit power increases, for either technology. The sharp increase in failure rate
at 0 dBm is likely caused by an increase in data collisions. As part of the C-V2X
resource allocation, the energy of a resource is compared to a threshold to determine
whether it is likely to be unused (Section 2.4.1.1). For the 0 dBm transmit power, the
threshold may not be low enough to detect the weak transmissions, meaning resources
are more likely to be reserved multiple times, leading to increased collisions. The
increased collision rate also explains the decrease in the false positive error rate for the
0 dBm transmit power in Figure 7.9: as collisions become more frequent, there are more
successive collisions. More frequent successive collisions increase the likelihood that
forklift information becomes stale and is forgotten, leading to fewer false positive errors
which cannot be caused by missing forklift information, only by out of date information.
The minimum transmit power behaviour was confirmed to exist by simulating the 3 dBm
transmit power which produced a false negative error rate of 1.38 ± 0.13% for MCS3
and 1.60 ± 0.14% for MCS20, where the uncertainty on each value is the 95% confidence
interval for 40 replications. Since these values are similar to the false negative rates for
the 10–30 dBm cases, this indicates that this change is not gradual and there is some
minimum transmit power threshold. However, future work could explore this more and
confirm the resource allocation algorithm as the cause.
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Table 7.8 The simulation parameters used to explore the effect of transmit power on the collision
prediction algorithm error rate for the 10 s AIP.
Parameter Value802.11p C-V2X
Run time (h) 2
Transmit power (dBm) 0, 10, 15, 20, 30
Thermal noise -174 dB Hz-1
Noise figure 6 dB
Receiver sensitivity -100 dB
Frequency 5.89 GHz
Channel model Warehouse channel (Chapter 6)
Vehicle model Model forklift (Section 4.2)
MCS
1
2 -BPSK (MCS1) 0.27-QPSK (MCS3)
3
4 -64QAM (MCS8) 16-QAM (MCS20)
Bandwidth 10 MHz 10.08 MHz
Number of resource blocks — 56
Number of sub-channels — 1
Resource reselection probability — 0.2
Channel busy threshold — -92 dB
BLER data set — NIST [148]

























Figure 7.9 The false positive failure rate of the collision prediction algorithm as a function of transmit
power. The error bars and the shaded blue band around the baseline error rate show the 95% confidence
intervals.
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Figure 7.10 The false negative failure rate of the collision prediction algorithm as a function of
transmit power. (b) is a plot of the same data as in (a), however the false negative rate axis is restricted
to a maximum value of 1.75%. The error bars and the shaded blue band around the baseline error rate
show the 95% confidence intervals.
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7.7 DISCUSSION
Based on the results in Sections 7.3 and 7.4, the forklift AIP (density) has the largest
impact on the error rate of a collision warning application under both technologies.
For all the AIP simulated, 802.11p performs better than C-V2X. The conclusion that
C-V2X is worse than 802.11p at higher densities (lower AIP) is well supported by the
literature (Section 3.1). The difference in performance is likely to be primarily caused
by the difference in MAC algorithms between technologies: 802.11p checks the channel
is clear before transmitting, where C-V2X immediately transmits when its independent
resource reservation begins. This is as all communication which affects the performance
of the collision warning application occurs when the vehicles are close to the intersection,
communicating over short distances. Thus, the primary driver of application errors
above the baseline is likely to be packet collisions, as both technologies can reliably
support short distance communication, even when in zone 3 of the warehouse channel
model and using receivers with artificially high noise figures (Section 6.3.1). These
packet collisions are primarily caused by each technologies channel access procedures.
Throughout this simulation campaign a single sub-channel was used for C-V2X. Future
studies should also consider the effect of multiple sub-channels which may alleviate
some of the issues C-V2X experiences by allowing multiple transmissions to occur in
parallel.
In Section 7.4 it was found that the AIP had no statistically significant effect on
the false positive error rate across technologies (p < 0.05). This is expected, as the
only way to create false positive error events is through out-of-date information from
vehicles on the border of the forklift safe following distance. Thus, this type of failure
is less likely to occur than false negative errors, meaning more trials are required to
determine statistically significant differences between technologies. It is possible that
more replications will reveal differences between the technologies.
For all densities explored in Section 7.4, the choice of MCS does not appear to
matter when using 802.11p. This is as the two extremes of the MCS choice do not show
any statistically significant difference (p < 0.05) for false negative error rates. This
conclusion is supported by the exploration of MCS choice in Section 7.5, where there
appears to be no statistically significant difference in the choice of MCS. However, this is
not the case for C-V2X, where the performance of each MCS diverges at higher densities.
For low AIP values, C-V2X’s higher MCS (16-QAM) performed statistically significantly
worse than its lower MCS (0.27-QPSK). This is also supported by Section 7.5, which
shows that as MCS index increases, the false negative error rate increases as well.
This change in performance as MCS index increases is likely due to interference from
forklifts on the fringe of the simulation transmitting at the same time as others closer
to the centre. These transmissions only result in interference, rather than making data
completely irretrievable due to the relative separation between the transmitters and
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receivers weakening the interfering signal. Higher index MCS are less noise-tolerant and
thus will be more susceptible to dropping beacons with higher interference.
The results in Section 7.6 indicate that transmit power does not have a significant
effect on the performance of the technologies once it is above a set level. Overall this
fact is unsurprising as the critical distances in this scenario are significantly smaller
than 50 m. At such short distances in such a weakly attenuating channel, even weak
transmit powers can enable communication between devices (c.f. Figures 6.11 and 6.12).
Additionally, all the simulations completed in this section have been free of shadowing
and fading, so path loss is the only cause of signal attenuation. This is as the warehouse
channel model, developed in Chapter 6, does not quantify these properties.
However, transmit power having little effect on the performance of the technology
is contrary to the pilot study factor analysis in Section 7.3. The 2k-factorial analysis
indicated that for C-V2X the transmit power was the primary source of variation in the
false negative error rate, explaining 60% of the variation in pilot study outcomes. This
was anomalous to the remainder of the results for both false positive and false negative
error rates of 802.11p and the false positive error rate of C-V2X, which indicated density
was the primary explanation of the variance in the pilot study. The difference in impact
is likely due to the selection of minimum transmit power value and the thresholding
behaviour of the C-V2X resource allocation protocol when determining which resource
blocks are likely to be already reserved (Section 7.6). This hypothesis could be tested
by gradually reducing the channel busy threshold for the 0 dBm case and observing the
collision algorithm error rate.
Research question Q2 (Section 1.1) focuses on the affect of AIP on the error rate
of a collision warning system when using 802.11p and C-V2X. For 802.11p, at all the
densities explored in this chapter, the false-negative error rate of the collision warning
system is not significantly different from the established baseline error rate. At all
densities, C-V2X performs statistically significantly worse than 802.11p and the baseline
error rate. As the AIP decreases for C-V2X, the overall false negative error rate increases
relative to the baseline false negative error rate. There is no corresponding statistically
significant increase in the false positive error rate.
Research question Q3 addresses the effect of MCS and transmit power on the error
rate of a collision avoidance application under each technology, as the AIP decreases.
Based on the results in Sections 7.3, 7.5, and 7.6, the MCS and transmit power have
very little influence on the performance of the algorithm when using either C-V2X
or 802.11p. For the case of C-V2X, at higher densities, the more noise-tolerant MCS
options perform better as they are more resistant to packet collisions from far away
interferers. C-V2X also appears to have a minimum critical transmit power, above
which the transmit power has little effect on the false negative rate. Below this critical
transmit power, the performance of the algorithm is much worse.
Chapter 8
THE FUTURE OF V2X TECHNOLOGIES
This chapter discusses the future of V2X technologies. This discussion comes in two
parts: the first answers research question Q4 (Section 1.1) by discussing what effect the
next generation of V2X technologies (NR-V2X and 802.11bd) may have on the results
presented in Chapter 7. The second is the final part of describing the differences between
the two technologies (research question Q1), by discussing the current regulatory support
for both technologies in different regions.
8.1 NEXT GENERATION V2X TECHNOLOGIES
This section discusses the possible impact the two next-generation V2X technologies
may have on the results presented in Chapter 7. This is to answer research question Q4
which is interested in how the next generation V2X technologies might mitigate flaws
in the current generation. Each technology will be treated separately below.
8.1.1 New Radio-V2X (NR-V2X)
The main flaw exposed in C-V2X by the results in Chapter 7 is likely caused by its
scheduling algorithm causing increased packet collisions. However, there are no changes
to NR-V2X which will mitigate this flaw, as it primarily uses the same scheduling
algorithm. One change to NR-V2X which may help is the ability to schedule shorter
transmissions (Section 2.4.2). This means it may be possible, for short messages, to
reduce the increase in packet collisions as density increases through increasing the
number of slots available for messages. This also may reduce the latency of messages,
possibly to the benefit of any safety application using NR-V2X.
Another approach to reduce the overall application error rate may be to use the
groupcast mechanism introduced by NR-V2X. This means that receiving vehicles can
provide feedback. There are two possible configurations for the groupcast mode [50]:
feedback based on distance to the transmitting forklift (option 1), or feedback from all
forklifts (option 2). This would enable each vehicle to guarantee that vehicles in range
have successfully received the information. However, how well the feedback mechanisms
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would scale with density in the warehouse environment is unknown. To reduce overall
data on the channel, the option 1 feedback mechanism should be used, where vehicles
in range only send not-acknowledged messages if they could not correctly decode the
data. For more information on both option 1 and option 2 feedback mechanisms, the
reader is directed to [50].
8.1.2 IEEE 802.11bd
Similar to NR-V2X, there are very few changes to 802.11bd which are expected to have
any significant effect on the performance of the collision warning application. This is as
the majority of changes to 802.11bd are to the PHY, rather than the MAC. The main
advantage for 802.11bd over 802.11p in the scenarios explored in Chapter 7 may be
adaptive repetition. Adaptive repetition allows 802.11bd to transmit multiple copies of
a packet depending on how busy the channel is (Section 2.4.4). This means that there
are multiple chances for a message to be received correctly, even if one collides with
another. However, this could also worsen the performance of 802.11bd compared to
802.11p when experiencing the hidden terminal problem. The hidden terminal problem
is where a transmitter believes the channel is free, however in reality, there is another
transmitter outside of radio range already transmitting. This can lead to collisions
at receivers in range of both transmitters. When in this scenario, due to being out
of range of other vehicles, an 802.11bd transmitter does not correctly calculate the
channel-busy-ratio, which determines whether repetitions should be sent, it may send
extra packets, increasing the likelihood of collisions. To determine the trade-off between
the advantages of retransmissions versus the increased risk of packet collisions, further
simulations or trials would need to be undertaken with a model of the 802.11bd adaptive
repetition protocol.
8.2 REGULATORY SUPPORT AND SPECTRUM AVAILABILITY
For any V2X technology to be widely adopted in a region, some level of regulatory support
is required. This is as all V2X technologies are wireless communication technologies
and rely on access to particular segments of the radio spectrum to operate. One
key requirement for mission-critical, wireless safety systems is often having dedicated,
interferer-free spectrum, as interference decreases the maximum possible performance of
the technology [180–182]. Interference causes performance degradation by: increasing the
background noise, increasing the error or packet collision rate, or reducing opportunities
to use the channel which can increase end-to-end delay or stop messages from being
transmitted [182,183]. Thus, the availability of dedicated, interferer-free spectrum, is a
key factor in selecting a V2X technology. Additionally, since C-V2X and 802.11p radios
cannot exchange information, a mixed deployment of technologies limits the maximum
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gain possible from using V2X communications as there are two separate networks of
vehicles unable to share possibly safety-critical information.
This section discusses the regulatory positions around spectrum availability for
V2X technology around the world, influencing the selection of technologies in different
regions. Specifically, the regulatory environment of three regions will be discussed in
the following subsections: the United States of America, the European Union, and New
Zealand. Finally, the impact of the different international positions on each technology
and their use in the warehouse environment is discussed in Section 8.2.4.
8.2.1 United States of America (USA)
The USA was an early supporter of vehicular communication, allocating 75 MHz of
spectrum (5.850–5.925 GHz) for Intelligent Transportation Systems (ITS) and V2X com-
munication in October 1999 [184]. Additionally, the USA Department of Transportation
was investigating ITS and helped define the Dedicated Short Range Communication
(DSRC) set of protocols which use 802.11p (Section 2.4.3). The use of this 75 MHz band
required technologies to comply with the American Society for Testing and Materials
DSRC standard [185–187].1
In November 2020, the Federal Communication Commission (FCC), the federal
regulatory body responsible for spectrum allocation, split the 75 MHz band in two: with
the lower 45 MHz for unlicensed use and the upper 30 MHz for ITS [185]. The lower
45 MHz of unlicensed spectrum is intended to allow more wideband WiFi channels (i.e.,
160 MHz channels for the IEEE 802.11ax and IEEE 802.11ac standards [189]), as part
of the FCC’s recognition of need for more WiFi spectrum. For the upper 30 MHz ITS
band, the use of the entire band is dedicated to C-V2X. This cements C-V2X as the
de jure V2X standard in the USA. 802.11p and 802.11bd may still operate in the now
unlicensed 45 MHz band, however they will be subject to potential interference. At the
time of writing, the additional 45 MHz of unlicensed band is only available for indoor
use. After a one year transition period, ending in November 2021, outdoor use of this
spectrum will be allowed [185].
8.2.2 European Union (EU)
Unlike the USA, which has selected a single technology to use within the ITS band,
the EU has adopted a technology-neutral approach. In 2008, the EU allocated
5.875–5.905 GHz for ITS [190] and the use of the spectrum is based upon the ap-
plication’s purpose [185,191]. However, some commenters ([192,193]) have noted that
the EU seems to favour C-V2X over 802.11p, which forms the basis of ITS-G5, an
EU-based standard for V2X communication [91]. This is based on the European
1This was first standardised in 2002, before 802.11p was standardised in 2010, and references IEEE
802.11a as its base [188]. The current versions of the standard uses 802.11p [187].
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Council rejecting the EU Commission’s proposal to mandate ITS-G5 for any ITS
deployment [194].
8.2.3 New Zealand (NZ)
In NZ, spectrum allocation is managed by Radio Spectrum Management (RSM) part
of the Ministry of Business, Innovation, and Employment. RSM has reserved the
5.875–5.925 GHz band for possible allocation to ITS applications [195]. However, RSM
is not currently actively working towards any specific goal for internal development of
an ITS policy and is waiting on international standardisation and adoption efforts [196].
8.2.4 Discussion
The FCC has selected C-V2X as the V2X technology for use in the USA. This may be a
mistake for the warehouse environment and scenario analysed in this research, as based
on the conclusions of Chapter 7, C-V2X performs worse than 802.11p. This is as the
main advantage of C-V2X is the better PHY performance. Based on the measurement
performed in Chapter 6, where it was found that 802.11p, even at very low transmit
powers, was able to successfully communicate down the length of the aisle, the improved
PHY does not appear necessary for V2V warehouse communications. If anything, in a
warehouse environment, the better PHY performance may be a drawback for C-V2X
as it performs worse than 802.11p at higher densities (Section 7.4). With better PHY
performance, the technology’s communication range is longer and thus more forklifts
are in range of each other, increasing the effective density.
Unlike the USA, which has possibly backed the wrong technology, neither the
EU nor NZ have selected a V2X technology. However, this state of indecision cannot
continue; advocates for both C-V2X and 802.11p agree that regardless of which standard
is chosen, they cannot coexist [192]. This is backed up by the academic literature which
finds that, without specific coexistence schemes, the performance of the technologies is
degraded when they share spectrum [143,180–183,197]. This degradation in performance
is compounded by the inability of C-V2X and 802.11p to exchange information, reducing
the maximum possible gain in a mixed technology deployment.
The worst case scenario for 802.11p and 802.11bd is that the EU decides to
standardise on C-V2X. This means two of the current largest markets for ITS will
not support it, and as such will likely lead to the technology dying out. If this is the
case, in light of the results presented in Chapter 7, a technologically worse option for
warehouses will have to be accepted. It also means any devices deployed with 802.11p
(such as those discussed in Section 3.2) will legally have to disable their functionality,
operate in unlicensed spectrum and be potentially subject to interference, or be replaced
with C-V2X devices. There is no technical solution to this problem as this is purely a
function of the regulatory environment.
Chapter 9
CONCLUSIONS
This thesis investigated the use of V2X technologies in the warehouse environment.
Specifically, it set out to find whether, when applied to aisle-end collision prevention,
there were any differences between two key V2X technologies and if so, which is better.
As part of this the following research questions were defined:
Q1 What are the key differences between the V2X technologies?
Q2 For two streams of forklifts arriving at the end of an aisle, what is the effect of
average spacing between forklifts on the technologies’ error rate of a collision
warning application?
Q3 What is the effect of transmit power and modulation scheme on the error rate of
a collision warning application?
Q4 What improvements do the evolved forms of the V2X standards offer that poten-
tially mitigate any flaws in the current generation?
Firstly, Q1 was primarily investigated in Section 2.4 which introduced the V2X
technologies currently available. Q1 was also explored in Section 3.1 which discussed
some comparisons between the two main technologies (C-V2X and 802.11p) from
the academic literature. Section 3.1 found that the main difference between the two
technologies’ performance was in the range and density each technology could support,
with C-V2X having a longer range but poorer performance at high vehicle densities when
compared to 802.11p. Research question Q1 was briefly also dealt with in Chapter 8
when discussing the current regulatory support for each technology. Currently, the
USA supports C-V2X as the only possible V2X technology for the 5.9 GHz Intelligent
Transportation System (ITS) band, the EU has adopted a technology neutral approach,
and NZ is waiting on international standardisation efforts.
To address questions Q2 and Q3, an evaluation scenario and application was
developed in Chapter 4 and implemented in a simulator discussed in Chapter 5. To
support the simulator and more accurately represent the warehouse environment, a
custom warehouse aisle-end channel model was designed and parameterised in Chapter 6.
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A simulation campaign was then conducted using the evaluation scenario, simulator,
and warehouse channel model to answer Q2 and Q3 by comparing the failure rate of the
collision warning application (Chapter 7). The simulation campaign found that density,
as measured by the Average Introduction Period (AIP) of forklifts, is the major factor
which impacts both V2X technologies. For both technologies there was no increase from
the baseline false positive error rate as the AIP was reduced (vehicle density increased).
For 802.11p, the false negative error rate did not increase from baseline as the AIP
was decreased. However, for C-V2X as the AIP was decreased, the false negative rate
for MCS20 increased relative to the baseline. Comparatively, the choice of modulation
scheme and transmit power had little effect on the failure rate of the collision warning
application. For C-V2X, the false negative error rate is lower at high densities when
a more noise tolerant MCS is used. Additionally, C-V2X appears to need a minimum
transmit power for the channel to be considered busy when performing the resource
allocation. Below this transmit power scheduling collisions are frequent and the false
negative error rate is extremely high.
The final research question, Q4, was answered in Chapter 8. Based on the results
of the simulation campaign, the next generation of V2X technologies will likely not
mitigate the flaws of the current generation. This is as NR-V2X does not address
the fundamental issues with C-V2X’s resource allocation algorithm which led to worse
performance at high densities when compared to 802.11p. Similarly, 802.11bd does
not alter its channel access algorithm for backwards compatibility with 802.11p and
instead focuses on improving the physical layer performance of 802.11p. These physical
layer improvements are likely irrelevant to the warehouse environment as, based on
the results in Chapter 7 for 802.11p, there appears to be no statistically significant
relationship between the choice of MCS and transmit power (physical layer issues) and
the collision warning application performance.
Based on the answers for research questions Q1–Q4, the overarching research
question can finally be addressed. The first part: is there a difference between the two
technologies, has a clear answer: yes. There are differences between the two technologies’
performance. The second half, which asks which technology is better, does not have a
definitive answer. In terms of technological performance in the scenario investigated,
802.11p has a statistically significant lower false negative error rate compared to C-
V2X, making it better for this application. However, when considering the regulatory
environment discussed in Section 8.2, C-V2X is better suited for use in the USA as it
can legally operate in the 5.9 GHz ITS band, away from potential interference.
9.1 FUTURE WORK
To further explore the use of V2X technologies in the warehouse environment, the
following future research directions are suggested:
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• Validation of the C-V2X simulator using real-world hardware. In Chap-
ter 5, the C-V2X simulator was verified against the theoretical model in [156]
to ensure it represented the model correctly. Neither the C-V2X simulator used
here, nor the theoretical model in [156] have been validated against real-world
implementations of C-V2X. To ensure that the models represent an approximation
of reality, at least basic testing with real C-V2X hardware should be performed
and the simulation model compared against this data.
• Consider the effect of multiple sub-channels on C-V2X. Throughout the
simulation campaign in Chapter 7, a single sub-channel was used. Future research
should consider the effect using multiple sub-channels has on the performance of
C-V2X, where multiple transmissions can occur in parallel without colliding.
• Investigate the minimum transmit power behaviour exhibited by C-
V2X. In Chapter 7, it was found that C-V2X had a critical transmit power,
below which the collision warning application performed much worse. This was
hypothesised to be the result of the received power frequently being below the
threshold for the C-V2X resource allocation algorithm to detect the channel as
busy, leading to frequent packet collisions. This hypothesis should be tested by
gradually decreasing the channel-busy threshold and observing the effect on the
collision warning application error rate.
• Develop a more general and representative warehouse channel model.
In Chapter 6, a simple, application specific warehouse aisle-end channel model was
developed. Further research should continue to characterise the warehouse channel
environment at V2X frequencies, expanding the focus of the model to the whole
warehouse and includes inter-aisle signal propagation. This could take the form of
a series of path loss curves for different warehouse elements (e.g. single racking,
empty bay, free space) which can then be used to form a piecewise propagation loss
based on the distance the signal propagates through each environmental element.
This approach is explored for traditional roads in [177], and can be easily expanded
to the warehouse environment through further warehouse measurements.
• Introduce jitter into the beacon period of the collision warning appli-
cation. The application described in Chapter 4 has perfect clocks, and thus
generates messages exactly every beacon period (after the initial random offset).
It would be interesting to see the effect of jitter in the beacon period on the
performance of the technologies. This is as real-world radios typically cannot
guarantee the exact period between beacons will be met. Including jitter may
increase the false negative rate for C-V2X as the messages may appear aperiodic,
causing frequent resource reservations, leading to more collisions.
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• Evaluate performance of 802.11bd and NR-V2X in the scenario. Sec-
tion 8.1 discussed the next generation of V2X technologies in a qualitative way.
Quantitatively evaluating the next generation will allow the predictions in Sec-
tion 8.1 to be verified. This would require development of appropriate simulators
for NR-V2X and 802.11bd.
Appendix A
PACKET ERROR RATE IS THE COMPLEMENT OF
PACKET RECEPTION RATE
Theorem 1. Packet error rate (PER) is the complement of Packet Reception Rate
(PRR). That is PER = 1 − PRR.




where Te is the number of packets received that have one or more errors in it, and T is




where Tc is the number of packets received with no errors.
Given that a packet is received correctly or received with errors, the total number
of packets received can be stated as,
T = Tc + Te, (A.3)
thus,
Te = T − Tc, (A.4)
Substituting Equation A.4 into the definition of PER, we get:
PER = Te
T
= T − Tc
T
= 1 − Tc
T
= 1 − PRR.

Appendix B
POSIBILITY OF SAFE FOLLOWING DISTANCE
VIOLATIONS
This appendix proves that violations of safe following distances after the simulation
ground truth check (which occurs the instant the computing vehicle enters the in-
tersection) are only possible when the violating vehicle is behind the turning vehicle.
Note, this only holds for the scenario constructed in Chapter 4. Specifically, this proof
concerns safety distance violations where two vehicles enter the unsafe range of each
other whilst turning, but when the ground truth check was performed they obeyed the
safe following distance rules. From this definition it follows that, safe following distance
errors after the ground truth check are only possible when the two vehicles can move
closer together than the instant the ground truth check was performed.
In the scenario in question, all vehicles travel with a constant speed and only one
vehicle has a changing velocity, the turning vehicle. Thus, the only opportunity for
safe following distance violations after the ground truth check is when the vehicle is
turning, as following distance can only change when velocity changes. There are two
possible cases of safe following distance violations: violations with a vehicle in front of
the turning vehicle, and violations with a vehicle behind the turning vehicle.
Case 1: Vehicle Behind the Turning Vehicle. The first case is where the
vehicle is behind (on the left hand side of the intersection) of the turning vehicle
(Figure B.1).
Figure B.1 Case 1, where the vehicle is behind the turning vehicle.
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In this case, we only look at the lateral component, the one running along the top
of the T-intersection, as defined in Figure 4.3. From the point of view of the turning





a (τ) dτ − vmax, t ∈ [0, ∞) , (B.1)
where vmax is the velocity of the vehicle B (Figure B.1), a (·) is the acceleration of the





a (τ) dτ ≤ vmax, t ∈ [0, ∞) , (B.2)
then vrel (t) can be bounded as,
−vmax ≤ vrel (t) ≤ 0, t ∈ [0, ∞) . (B.3)
Thus, since the relative velocity is always negative or zero, the distance between the two
vehicles is always constant or decreasing, and safe following distance violations after
the ground truth check are possible.
Case 2: Vehicle Ahead of the Turning Vehicle. The second possible case
is where the vehicle is ahead of (to the right of the intersection) the turning vehicle
(Figure B.2). Similarly to case 1, we only look at the lateral component running along
the top of the intersection. The relative velocity between the two vehicles, from the
point of view of the turning vehicle, where approaching velocities are negative, is,
vrel (t) = vmax −
∫ t
0
a (τ) dτ, t ∈ [0, ∞) , (B.4)
where vmax is the velocity of vehicle A in Figure B.2. Since Equation (B.2) still holds,
the relative velocity is bounded as,
0 ≤ vrel (t) ≤ vmax, t ∈ [0, ∞) . (B.5)
Figure B.2 Case 2, where the vehicle is ahead of the turning vehicle.
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Therefore, the relative separation between the two vehicles is either constant or increasing,
and safe following distance violations after the ground truth check are not possible.

Appendix C
C-V2X BLOCK ERROR RATE DATA SETS
The data sets presented here are not the complete data sets and only include the
values needed for the analytical calculations performed through this thesis. Linear
interpolation was used to generate Block Error Rate (BLER) values for intermediate
signal-to-interference-and-noise-ratio (SINR) values.
C.1 HUAWEI DATA SET
Table C.1 include the BLER tables used in analytical calculations using the Huawei
data set. These data sets were extracted from the simulator used in [156] and available
online [157]. Note that these values are originally from a Huawei report on DMRS [149].
C.2 NIST DATA SET
Table C.2 includes the BLER tables used for analytical calculations involving the NIST
data set. These data sets were produced as part of the NIST investigation into the
block error rate performance of mode 1 and mode 2 device-to-device communication in
LTE which was documented in [148]. These specific tables are from the NS-3 simulator
developed alongside that project documented in [161] and released online [199].
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Table C.1 The Huawei BLER data set extracted from [157] which is licensed under GNU GPLv3 [198].
Note this is only for the payload part of a C-V2X transmissions. The control information (SCI) uses
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Table C.2 The two BLER tables for analytical calculation using the NIST BLER data set. Extracted
from [199] which is licensed under the GNU GPLv2 license [200].
MCS 0 MCS 9
SINR BLER SINR BLER
<-6.2 1 <0.6 1
-6.2 1 0.6 1
-6 0.9883 0.8 0.9992
-5.8 0.9784 1 0.9972
-5.6 0.9721 1.2 0.9832
-5.4 0.9631 1.4 0.9368
-5.2 0.9517 1.6 0.822
-5 0.9325 1.8 0.6452
-4.8 0.9133 2 0.416
-4.6 0.8783 2.2 0.2032
-4.4 0.849 2.4 0.0748
-4.2 0.8048 2.6 0.0204
-4 0.7565 2.8 0.0048






























D.1 LOCATION 1 — TESTING WAREHOUSE
Location 1 is a testing warehouse for warehouse equipment based in South Auckland.
It consists of a large open area, with a limited area of racking along one side. The roof
of Location 1 is made of corrugated metal panels with periodic transparent corrugated
plastic sections to allow natural light in. Figure D.1 is a replicated copy of the floor
plan provided in Figure 6.6. The following sections detail the racking setup and position
of transmitter and receiver for each measurement scenario.
At Location 1 only the bottom most level of the racking was filled. In all measure-
ments the transmit and receive antennas were 1.0 m from the floor.
D.1.1 Scenario S1 — Clear Space
The zone highlighted in orange in Figure D.1 is the area in which the clear space
measurement scenario was performed. Figure D.2 provides an abridged floor plan for
the scenario. Figure D.3 shows the raw measurement results and path loss model fitting
for the scenario.
D.1.2 Scenario S2 — Empty Racking
Figure D.4 shows the setup for Scenario S2. The raw measurements and path loss model
fitting are provided in Figure D.5.
D.1.3 Scenario S3 — Highly Absorbent
To create a highly absorbent scenario the racking had water-filled Intermediate Bulk
Containers (IBCs) placed on the racking. Each IBC was filled to approximately 1 tonne
weight with tap water. This weight includes the IBC which weighs approximately 40 kg.
The level of contaminants in the tap-water is unknown.












































Figure D.2 The abridged measurement schematic for Scenario S1. Not shown is the remaining 12
measurements points, all spaced 1.5 m apart. For path loss measurements, the transmitter was placed
on the red squares and the receiver on the black circles. For packet reception rate testing the opposite
setup was used.



















































Fitted Modelÿ PL (d0) =38.30 dB
α =1.116
(c) Zone 3
Figure D.3 The raw measurement data and path loss model fit for Scenario S1.

































































































































































































































































































































2.093 m 2.617 m
0 m 5 m 10 m
Figure D.4 The setup for Scenario S2. For path loss measurements, the transmitter was placed on
the red squares and the receiver on the black circles. For packet reception rate testing the opposite
setup was used. Bays without text indicate that the contents of the racking was not noted.


























































Fitted Modelÿ PL (d0) =19.05 dB
α =3.065
(c) Zone 3
Figure D.5 The raw measurement data and path loss model path loss model fit for Scenario S2.
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There were a limited number of IBCs available so only half the racking was filled
with IBCs. An overall schematic of where the IBCs were placed in the racking is shown
in Figure D.6 with the location of the measurement points for Scenario S3. A picture of
the IBCs setup in the racking is provided in Figure D.7. The raw measurements and
path loss model fitting are included in Figure D.8.
D.1.4 Scenario S4 — Highly Reflective
To create a highly reflective scenario, the racks had 2 mm thick Aluminium Composite
Material (ACM) sheets hung centred in the racks, as in Figure D.9. ACM consists
of two thin sheets of aluminium with a polyethylene core sandwiched between them
(Figure D.10). The ACM had custom-fabricated sheet metal hooks riveted to them to
allow them to hang off the front of the racking.
Like the IBCs, there were a limited number of ACM sheets available so only half
the bays were filled. The placement of the ACM is shown in Figure D.11. Figure D.12
shows a view looking down the aisle of the ACM sheets in the racking. It also shows
the ACM end cap placed on the end of one of the aisle to make the aisle appear as it
had a metal volume inside it, rather than just metal sheets. The raw measurements
and path loss model fitting results are included in Figure D.13.














































































































































































































































































































2.093 m 2.617 m
0 m 5 m 10 m
Figure D.6 The setup for Scenario S3. For path loss measurements, the transmitter was placed on
the red squares and the receiver on the black circles. For packet reception rate testing the opposite
setup was used. Bays without text indicate that the contents of the racking was not noted.
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Figure D.7 The IBCs setup in the racking whilst zone 1 packet reception rate measurements were
being taken for Scenario S3. All racking content is artificially staged.












B) Averaged Path Loss
Measured Path Loss









































Fitted Modelÿ PL (d0) =39.24 dB
α =1.641
(c) Zone 3
Figure D.8 The raw measurement data and path loss model fit for Scenario S3.
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Figure D.10 The layers of an ACM panel.













































































































































































































































































































2.093 m 2.617 m
0 m 5 m 10 m
Figure D.11 The setup for Scenario S4. For path loss measurements, the transmitter was placed on
the red squares and the receiver on the black circles. For packet reception rate testing the opposite
setup was used. Bays without text indicate that the contents of the racking was not noted.
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Figure D.12 The view looking down the aisle from behind the transmitter which is in the zone 3
measurement position (not visible). Note the ACM end cap on the right hand side of the aisle. The end
cap is in place to make the racking appear more full when in zone 2, where the transmitter is placed in
between the two aisles. All racking content is artificially staged.























































Fitted Modelÿ PL (d0) =51.17 dB
α =0.090
(c) Zone 3
Figure D.13 The raw measurement data and path loss model fit for Scenario S4.
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D.1.5 Scenario S5 — Mixed
In this scenario the racks were filled with the following contents:
1. Water filled IBC — See Section D.1.3 for a description of the IBCs.
2. ACM — See Section D.1.4 for a description of ACM.
3. Paper — Wooden crates of densely packed paper in file boxes.
4. Powdered Soup — Pallets of dried cup-a-soup packets in cardboard outer boxes
The outer boxes are wrapped in plastic to keep them on the wooden pallet.
5. Soap — Twin packs of soap bars in cardboard outer boxes. The outer boxes are
wrapped in plastic to keep them on the wooden pallet.
6. Wooden crate parts — Disassembled wooden crate sides stacked on top of each
other.
7. Stacked pallets — Multiple wooden pallets stacked on top of each other.
8. Tug hood — Metal hood for tug trucks on wooden pallet.
9. Mechanical parts — Boxed metal and plastic mechanical parts wrapped in bubble
wrap. The parts are in cardboard outer boxes which are loose on a wooden pallet.
10. Computers — Desktop computer towers stacked on a wooden pallet and wrapped
with plastic wrap
11. Iced Tea — Boxes of 500 mL plastic bottles containing iced tea, wrapped with
plastic wrap to keep the boxes on the wooden pallet.
12. Béarnaise sauce — Boxes of 1 L packets of béarnaise sauce in cardboard outer
boxes. The cardboard outer boxes are secured to the wooden pallet with plastic
wrap.
13. Laundry liquid — Boxes of 1.4 L plastic bottles containing laundry liquid, wrapped
with plastic wrap to keep the boxes on their wooden pallet.
The numbering is used as key for the scenario schematic provided in Figure D.14. A view
of the aisle during the packet reception rate measurements in included in Figure D.15.
The raw measurement results and path loss model fitting are provided in Figure D.16.









































































































































































































2.093 m 2.617 m
0 m 5 m 10 m
Figure D.14 The setup for Scenario S5. The numbers in each bay indicate what the bay was filled
with and the key in numbered list in Section D.1.5. Bays without text indicate the contents of the
racking was not noted. For path loss measurements, the transmitter was placed on the red squares and
the receiver on the black circles. For packet reception rate testing the opposite setup was used.
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(a) The view from the transmitter end of the mixed scenario during path loss measurements. The
transmitter is sitting on wooden pallets in the zone 3 measurement position.
(b) A reverse view, looking towards the transmitter, partway down the aisle during the packet reception
rate testing for the mixed scenario.
Figure D.15 Views of the aisle during the mixed scenario testing. All racking content is artificially
staged.






















































Fitted Modelÿ PL (d0) =20.57 dB
α =3.329
(c) Zone 3
Figure D.16 The raw measurement data and path loss model fit for Scenario S5.
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D.2 LOCATION 2 — LOGISTICS WAREHOUSE
Location 2 is a commercial logistics centre based in Rolleston, a town south of
Christchurch, New Zealand. The company which owns and operates the warehouse
offers complete supply chain solutions and uses the warehouse as a centre for their
general logistics operations. As such Location 2 contains a wide variety of materials,
primarily retail food goods and plastic pellets for manufacturing.
Location 2 has a drop ceiling with fluorescent lighting and sprinkler system. Sections
of the drop ceiling are made of transparent plastic panels, which allow sunlight from
clear panels in the roof through, helping light the warehouse. The roof of the warehouse
is made of metal corrugated roofing panels with clear plastic panels matching the clear
panels in the drop ceiling (Figure D.17).
Figure D.18 is replicated copy of the floor plan provided in Figure 6.7. It also
highlights what the different areas are used for, in addition to the areas of interest. Not
shown in the floor plan are two large, covered incoming goods areas on either side of the
building (Figure D.19). Also not indicated in Figure D.18 is the position of automated
pallet wrapping machines and pedestrian safety barriers (Figure D.20).
In all measurements the transmit and receive antennas were 1.0 m from the floor.
Figure D.17 The ceiling of Location 2 in Scenario S6.
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Figure D.19 The view at the start of the aisle in Scenario S6 looking towards the transmitter. This
shows the roller- and pedestrian-doors into the covered incoming/outgoing goods area.
Figure D.20 The automated pallet wrapping machines and pedestrian safety barriers. The pedestrian
safety barriers run the length of the warehouse and are made of steel tubing.
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D.2.1 Scenario S6
The aisle used for Scenario S6 primarily stored cartons of Ultra High Temperature
(UHT) milk in in boxes and bags of polyethylene pellets on pallets. The aisles either side
were of a similar composition. The layout of the racking, the location of two structural
columns, and the location of data points is in Figure D.21. All the racking units were
seven bays high and the aisle was 27 bays long, with each bay being 2.87 m wide.
Figure D.22 includes the raw path loss results and path loss model fitting for this
scenario.
D.2.2 Scenario S7
The aisle in Scenario S7 was used to primarily store chips/crisps in boxes on pallets.
The aisles either side were largely the same, but also had UHT milk in some bays.
Partway through the path loss testing some of the aisle contents were shifted for safety
reasons. However, this was limited to the contents of a single bay. In Figure D.23
the view down the aisle is presented. Figure D.24 provides a diagram of the racking
layout and measurement locations. Similar to Scenario S6, two bays along the aisle
were missing to accommodate structural columns. The raw measurements and path
loss model fitting results are include in Figure D.25. All the racking units were seven
bays high and the aisle was 27 bays long, with each bay being 2.87 m wide.
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4.0 m 4.1 m
0 m 5 m 10 m
Figure D.21 The layout of the racking and a schematics of the measurements taken for Scenario S6.
The bays missing in the rightmost grouping of racking are removed for roof support columns. For path
loss measurements, the transmitter was placed on the red squares and the receiver on the black circles.
For packet reception rate testing the opposite setup was used.






















































Fitted Modelÿ PL (d0) =23.62 dB
α =2.865
(c) Zone 3
Figure D.22 The raw measurement data and path loss model fit for Scenario S6.
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Figure D.23 The view down the aisle measured in Scenario S7.
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3.20 m 3.20 m
0 m 5 m 10 m
Figure D.24 The layout of the racking and a schematics of the measurements taken for Scenario S7.
The bays missing in the rightmost grouping of racking are removed for roof support columns. For path
loss measurements, the transmitter was placed on the red squares and the receiver on the black circles.






















































Fitted Modelÿ PL (d0) =21.34 dB
α =2.651
(c) Zone 3
Figure D.25 The raw measurement data and path loss model fit for Scenario S7.
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