Abstract-We investigate the design of rate-distortion optimal quantizers for distributed compression in a network with multiple senders and receivers. In such network, several noisy observations of one or more unseen sources are separately encoded by each sender and the quantization indices transmitted to a number of receivers, which jointly decode all available transmissions with the help of side information locally available. The joint statistics of the source data, the noisy observations and the side information are known, and exploited in the quantizer design. A variety of lossless coders for the quantization indices, including ideal multiple-source Slepian-Wolf coders, are allowed.
I. INTRODUCTION Consider the sensor network depicted in Fig. 1 , where sensors obtain noisy readings of some unseen data of interest which must be transmitted to a central unit. The central unit has access to side information, for instance archived data or readings from local sensors. At each sensor, neither the noisy observations of the other sensors nor the side information is available. Nevertheless, the statistical dependence among the unseen data, the noisy readings and the side information may be exploited in the design of each of the individual sensor encoders and the joint decoder at the central unit to optimize the rate-distortion performance. Clearly, if all the noisy readings and the side information were available at a single location, traditional joint denoising and encoding techniques could be used to reduce the transmission rate as much as possible, for a given distortion. However, since each of the noisy readings must be individually encoded without access to the side information, practical design methods for efficient distributed coders of noisy sources are needed.
The first attempts to design quantizers for Wyner-Ziv (WZ) coding, i.e., lossy source coding of a single instance of directly observed data with side information at the decoder, were inspired by the information-theoretic proofs. Zamir and Shamai [1] proved that, under certain circumstances, linear codes and high-dimensional nested lattices may approach the WZ rate-distortion function, in particular if the source data and side information are jointly Gaussian. This idea was further developed and applied by Pradhan et al. [2] , [3] , and Servetto [4] , who published heuristic designs and performance analysis focusing on the Gaussian case, based on nested lattices, with either fixed-rate coding or entropy coding of the quantization indices.
A different approach was followed by Fleming and Effros [5] , who generalized the Lloyd algorithm [6] for locally optimal, fixed-rate WZ quantizer design. Later, Fleming, Zhao and Effros [7] included rate-distortion optimized quantizers in which the rate measure is a function of the quantization index, for example, a codeword length. Unfortunately, vector quantizer dimensionality and entropy code block length coincide in their formulation, and thus the resulting quantizers either lack in performance or are prohibitively complex. An efficient algorithm for finding globally optimal quantizers among those with contiguous code cells was provided in [8] , although, regrettably, it has been shown that code cell contiguity precludes optimality in general [9] .
It may be concluded from the proof of the converse to the WZ rate-distortion theorem [10] that there is no asymptotic loss in performance by considering block codes of sufficiently large length, which may be thought of as vector quantizers, followed by fixed-length coders. This suggests a convenient implementation of WZ coders as quantizers, possibly preceded by transforms, followed by Slepian-Wolf coders, analogously to the implementation of nondistributed coders. The quantizer divides the signal space into cells, which, however, may consist of noncontiguous subcells mapped into the same quantizer index. Cardinal and Van Asche [11] considered Lloyd quantization for ideal symmetric Slepian-Wolf coding, without side information. Cardinal [12] , [13] has also studied the problem of quantization of the side information itself for lossless distributed coding of discrete source data (which is not quantized).
A more general extension of the Lloyd algorithm appeared in our own work [14] , which considered a variety of coding settings in a unified framework, including the important case of ideal Slepian-Wolf distributed coding of one or several sources with side information, i.e., when the rate is the joint conditional entropy of the quantization indices given the side information. A theoretic characterization of WZ quantizers with Slepian-Wolf coding at high rates was presented also in our own work [15] . Xiong et al. [16] , [17] implemented a WZ encoder as a nested lattice quantizer followed by a SlepianWolf coder, and in [18] , a trellis-coded quantizer was used instead (see also [19] ).
As for quantization of a noisy observation of an unseen source, the nondistributed case was studied by Dobrushin, Tsybakov, Wolf, Ziv, Ephraim, Gray and others in [20] [21] [22] . Most of the operational work on distributed coding of noisy sources, i.e., for a fixed dimension, deals with quantizer design for a variety of settings, as in the work by Lam and Reibman [23] , [24] , and Gubner [25] , but does not consider entropy coding or the characterization of such quantizers at high rates or transforms. The problem of optimal noisy WZ (NWZ) quantizer design with side information at the decoder and ideal Slepian-Wolf coding has only been studied under the assumptions of high rates and particular statistical conditions by our research group [26] .
The object of this paper is to investigate the design of ratedistortion optimal quantizers for distributed compression in a network with multiple senders and receivers. In such network, several noisy observations of one or more unseen sources are separately encoded by each sender and the quantization indices transmitted to a number of receivers, which jointly decode all available transmissions with the help of side information locally available. We present a unified framework in which a variety of coding settings is allowed, including ideal SlepianWolf coding, along with an extension of the Lloyd algorithm for "locally" optimal design. This work builds upon the distributed coding problem studied in [27] , by considering several decoders, and summarizes part of the research detailed in [28] , where mathematical technicalities and proofs are provided.
Sec. II contains the formulation of the problem studied. A theoretic analysis for optimal quantizer design is presented in Sec. III, illustrated with the example of broadcast with side information in Sec. IV. Experimental results for NWZ coding of jointly Gaussian data are shown in Sec. V.
II. FORMULATION OF THE PROBLEM
Throughout the paper, the measurable space in which a random variable (r.v.) takes on values will be called an alphabet. All alphabets are assumed to be Polish spaces to ensure the existence of regular conditional probabilities. We shall follow the convention of using uppercase letters for r.v.'s, and lowercase letters for particular values they take on. Probability density functions (PDF) and probability mass functions (PMF) are denoted by p and subindexed by the corresponding r.v.
We study the design of optimal quantizers for network distributed coding of noisy sources with side information. possibly different from X. Define Q = =(Q 1J)7='1, X n , and x(q,y) = (xj(qj,yj))= n and X will denote the alphabets of Q and X, respectively. Partially connected networks in which encoder i does not communicate with decoder j can easily be handled by redefining Q i., Q and Q not to include Qij.
We now extend the concept of rate function presented in [14] by means of a much more general definition, accompanied by a characteristic property which will play a major role in the extension of the Lloyd algorithm for optimized quantizer design, called 'update property'. Even though the definition of rate function and its update property may seem rather abstract and complex at this point, it possesses great generality and it is applicable to a wide range of problems. The terms 'cost function', 'distortion function' and 'rate function', formally defined to be equivalent, will be used to emphasize different connotations in the context of applications, usually a Lagrangian cost, a transmission rate, and the distortion introduced by lossy decoding, respectively.
A cost function is a nonnegative measurable function of the form c(q, X, , y, z), possibly defined in terms of the joint probability distribution of (Q, X, y, Z) (a). Its associated expected cost is defined as C = E c(Q, X, X, Y, Z). Furthermore, a cost function will be required to satisfy the following (a)Rigorously, a cost function may take as arguments probability distributions (measures) and probability functions, i.e., it is a function of a function. We shall become immediately less formal and call the evaluation of the cost function for a particular probability distribution or function, cost function as well. 
provided that a minimum exists. Similarly to the sender cost functions, the conditional cost function for decoder j is cj(q.j,xj,yj) = E[[c(Q,X,X,Y, Z)]xJ=qj,yj].
Observe that the defining expression is evaluated at xj and conditioned on the event fQ j = q j, Yj = yj }, and it is completely determined by the joint distribution of X, Y and Z, the cost function c(q, x, x, y, z), all quantizers, and the reconstruction functions at other decoders x j, (q.j;, yj' ). Like in the case of the sender cost functions, it can be shown that for each j, Ec (Q.j,Xj,Yj) = C. From this key property it follows that an optimal reconstruction function must satisfy (Q.j, yja, as. .'. .yht x>QJw ,y:j) argmlnc(Q.,Xj, YJ), ( 
2) Ci
provided that a minimum exists, for each pair (q.j, yj) satisfying pQ.j Iyj(q.jIyj) > 0 (:(q.j, yj) can be arbitrarily defined elsewhere).
The necessary optimality conditions (1) and (2), together with the rate update property defining rate functions, suggest an alternating optimization algorithm that extends the Lloyd algorithm to the quantizer design problem considered in this work: It can be proved that the sequence of costs C (k) in the above algorithm is non-increasing, and since it is non-negative, it converges. In addition, any quantizer satisfying the optimality conditions (1) and (2), without ambiguity in any of the minimizations involved, is a fixed point of the algorithm. Even though these properties do not imply per se that the cost converges to a local or global minimum, the experimental results in the next section show good convergence properties, especially when the algorithm is combined with genetic search for initialization. Many variations on the algorithm are possible, such as constraining the reconstruction function, for instance imposing linearity in Y for each Q when the distortion is the meansquared error of the estimate X, or any of the variations mentioned in [14] .
IV. EXAMPLE: BROADCAST WITH SIDE INFORMATION
Even though the original motivation and purpose of our work is the network distributed coding depicted in Fig. 2 , a number of problems of apparently different nature can in fact be unified within the theoretic framework developed [28] . An example is the problem of broadcast with side information, which we discuss next. Additional cases are quantization of side information, quantization with encoder side information, distributed classification, Gauss mixture modeling, the BlahutArimoto algorithm for WZ coding, and the bottleneck method.
In the problem of broadcast with side information, a single noisy observation Z is quantized, the quantization index Q is losslessly encoded, and the single, resulting bit stream is broadcast to two (or more) decoders, which have access to different side information, Y1 and Y2, in order to obtain the reconstructions X1 and X2 of some data of interest X. This problem, depicted in Fig. 3 , corresponds to the case of network distributed quantization with m = 1 encoder and n = 2 decoders, with the additional constraint that Qll = Q12.
Define Q QiI= Q12. According to [29] , the lowest Rmax. This includes the case when only one decoder has access to side information, studied from an information-theoretic perspective in [30] , [31] , where the motivational application is source coding "when side information may be absent". The problem of designing quantizers and reconstruction functions to minimize a distortion given a rate constraint is usually handled via a distortion-rate Lagrangian cost. Precisely, points of the operational distortion-rate function P(7Rmax) = infR<4max X, are found by minimizing the La- If the operational distortion-rate function is convex, then the complete distortion-rate curve will be swept. In general, a lower convex envelope is obtained.
Define Rj = H(Q Yj). To tackle the broadcast problem we observe that the rate constraint R = max{R,I, 7 2 } < 7Rmax iS equivalent to the set of constraints R I < JZmax, R2 < -Rmax. Fig. 6 , along with the informationtheoretic distortion-rate function, the high-rate approximation, and the distortion bound Do = o7 2 = 1. The results obtained The high-rate approximation theory for network distributed quantization [28] the high-rate approximation in Fig. 6 , quantizers (a) and (b) can be thought of as a low-rate and a high-rate quantizer respectively. Quantizer (b) is a uniform hexagonal tessellation, as predicted by [28] . In all our experiments, the two encoders had very similar quantizers for a given A. The algorithm was run on a fine discretization of the PDF, which for k = 2 used approximately 5.0 106 samples in a 4-dimensional ellipsoid of probability of probability 1 10 -4, giving 3657 points for each Xi. Due to this discretization, the edges of the quantization regions appear somewhat jagged. Experimental results confirm the high-rate approximation theory for distributed quantization, and the recent informationtheoretic analysis of the two-terminal quadratic-Gaussian problem. In addition, they suggest that the convergence properties of the extended Lloyd algorithm are similar to those of the classical one, and can benefit from a genetic search algorithm for initialization.
