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Abstract
This paper discusses the unique continuation principal of the solutions of
the following perturbed fourth order elliptic differential operator LA,qu = 0,
where
LA,q(x,D) =
n∑
j=1
D4xj +
n∑
j=1
AjDxj + q, (A, q) ∈W 1,∞(Ω,Cn)×L∞(Ω,C)
whose principal term is not given by some integer power of the Laplacian op-
erator. We derive some suitable Carleman estimates which is the main tool
to prove the unique continuation principle. As a by-product, we also deduce
some stability estimate and prove the strong unique continuation principle in
2-dimension.
1 Introduction
Let Ω ⊂ Rn, n ≥ 2 be a bounded connected open set. Let us consider the following
fourth order operator
LA,q(x,D) =
n∑
j=1
D4xj +
n∑
j=1
AjDxj + q (1.1)
where A = (Aj)j ∈ W 1,∞(Ω,Cn), q ∈ L∞(Ω,C) and D = 1i∇. Throughout the
paper we assume this regularity on A and q. The operator LA,q(x,D) is a positive
∗ghosh@math.cas.cz
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definite elliptic operator with the principal part
∑n
j=1D
4
xj which is self-adjoint on
L2(Ω). The purpose of this article is to discuss the unique continuation principle
(UCP) of the solutions u of such elliptic fourth order partial differential operator
LA,qu = 0. Ideally, this principle asserts that any solution of an elliptic equation that
vanishes in a small ball, must be identically zero on the whole domain. It can also
be interpreted as, given two regions Ω1 ⊂ Ω2, a solution u to LA,qu = 0 is uniquely
determined on the larger set Ω2 by its values on the smaller set Ω1. The earliest
such result for real analytic coefficients is known as Holmgren’s uniqueness theorem,
see [Joh75]. The scalar second order case is well understood, we mention here
the seminal articles [Car39, AKS62], and the expository text [KT01] and reference
therein as well. In general, the corresponding theory for elliptic equations of order
greater than two is much less discussed. Qualitatively, the case of higher order
operators is different from the second order operators. We cite [Ali80] in this regard
and will get back it in more details at the end of this discussion. Higher order elliptic
equations are common in the study of continuum mechanics, in the related field of
elasticity, and application in engineering design as well, see [Cam14, GGS10]. We
mention the works [ARV19, Lin07, Pro60, LB01] where the UCP for some integer
(≥ 2) power of Laplacian operator has been discussed. Here in [CK10], we find
the discussion of the unique continuation of the product of elliptic operators. In
comparison to the classical bi-Laplacian operator (−∆)2 = (∑nj=1D2xj )2 say, the
principal part of our operator
∑n
j=1D
4
xj (6= (−∆)2) does not involve the mixed
derivative terms D4xixj , i 6= j. Thus, our operator can not be viewed as a higher
order iteration of some second order elliptic operator. Moreover, in general it can
not be written as the product of two elliptic operators, except in 2-dimension. This
encourages us to make a fresh study of the UCP for this operator LA,q(x,D). UCP
results are often regarded as a tool to solve certain problems in solvability of the
related adjoint problem, inverse problems and control theory, see for instance [Tat04,
CZ01, LRL12]. Earlier, the second author has considered this operator to study the
inverse boundary value problem of recovering the coefficients A, q from the associated
boundary Cauchy data, see [Gho15]. Similar inverse boundary value problems for
perturbed bi-harmonic and poly-harmonic operator has been discussed in [KLU14,
KLU12, GK15, BG19].
Now we announce the results obtained in this work. We prove quite a few
theorems. Our first set of results consists of the so-called weak UCP (WUCP) and
the UCP for the local Cauchy data.
Theorem 1.1 ((WUCP)). Let u ∈ H4(Ω) satisfies
LA,q u = 0 in Ω.
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Also let ω ⊂ Ω be a non-empty open subset such that
u = 0 in ω,
then u = 0 in Ω.
As an application of the above result, we deduce the UCP for local Cauchy data.
Theorem 1.2 ((UCP for local Cauchy data)). Let Ω ⊂ Rn have smooth boundary,
and let Γ be a non-empty open subset of ∂Ω. If u ∈ H4(Ω) satisfies
LA,q u = 0 in Ω,(
u, ∂νu
)
Γ×Γ
=
(
∂2νu, ∂
3
νu
)
Γ×Γ
= 0,
then u = 0 in Ω.
There are various approaches to obtain UCP for elliptic equations, at least for
the second order elliptic equations. In general such methods consist of either Carle-
man type estimates ([H8¨5a, H8¨5b, KRS87, Wol93, KT01]) or, Almgren’s frequency
function method ([GM12, GL87, ARRV09]). In this paper, we rely on developing a
class of Carleman estimates as our main tool and apply it in certain ways to estab-
lish the weak UCP and stability estimate. Here we mention few expository notes
[Ler18, Sal, Tat] which turns out to be very useful to carry out our work.
We would like to emphasize here few essential contrast between our leading
operator
∑n
j=1D
4
xj and the bi-Laplacian operator (−∆)2. Let ̺ ∈ Rn be a non-zero
vector; Then we prove that the following Carleman estimate (cf. Proposition 2.3)
‖e ̺·xh h4
n∑
j=1
D4xj (e
− ̺·x
h w)‖L2(Ω) & h
(
‖w‖2L2(Ω) + ‖h∇w‖2L2(Ω)
) 1
2
& h‖w‖L2(Ω) (1.2)
holds for all w ∈ C∞c (Ω) and 0 < h < 1 small enough. However, if the principal
part is a bi-Laplacian (−∆)2 operator, then we could have the following Carleman
estimate [KLU14]:
‖e ̺·xh (−h2∆)2(e− ̺·xh w)‖L2(Ω) & h‖e
̺·x
h (−h2∆)(e− ̺·xh w)‖L2(Ω) & h2‖w‖L2(Ω) (1.3)
which holds for all w ∈ C∞c (Ω) and 0 < h < 1 small enough. Notice that (1.2) offers
better lower-estimate compared to (1.3) as 0 < h < 1 which is due to the structure
of the principal part of the respective operators (as proof indicates in Section 2).
Also we would like to emphasize that though the Carleman estimate (1.2) is an
interior estimate, the estimate up to the boundary can be derived from it (cf. proof
of Theorem 1.3) using the lift of the trace operator. Furthermore, a different type
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of boundary Carleman estimate has been proved in [Gho15, Theorem 3.1]. Here is
our next result.
For any smooth function ϕ, let us define
Ωδ := Ω ∩ {ϕ > δ} and ∂Ωδ := ∂Ω ∩ {ϕ > δ}.
Theorem 1.3 ((Stability estimate)). Let ϕ be any function which satisfies the (2.5),
and ∂Ω0 ⊂ Γ where Γ ⊆ ∂Ω. Suppose that u ∈ H4(Ω) solve the Cauchy problem{
LA,q u = f in Ω,
∂kνu = g
k on Γ, k = 0, ..., 3,
with f ∈ L2(Ω) and gk ∈ H 72−k(Γ). Then there exists constant C > 0, depending
on δ,Ω,Γ, ‖A‖W 1,∞(Ω), ‖q‖L∞(Ω), n only and θ ∈ (0, 1), depending on δ, such that
we have,
‖u‖H1(Ωδ) ≤ C
(
F + F θM1−θ
)
(1.4)
where
F := ‖f‖L2(Ω0) +
3∑
k=0
(
‖gk‖
H
7
2
−k(Γ)
)
, M := ‖u‖H1(Ω0).
Apart from the Carleman estimate, the proof of this above result relies on the
use of some Caccioppoli-type interior estimate as well. For instance, denoting by
Br a ball of radius r, centered at 0, we show that, if
∑n
j=1D
4
xju = 0 in B1, then for
fixed r, ρ ∈ (0, 1) with r > ρ:∫
Br\B̺
(|D2u|2 + |D3u|2) . 1
(r − ̺)2
∫
B2r\B ̺
2
(|u|2 + |Du|2). (1.5)
Note that, even to bound the second order term D2u only, we need H1-norm of u
on the right hand side, i.e.∫
Br\B̺
|D2u|2 . 1
(r − ̺)2
∫
B2r\B ̺
2
(|u|2 + |Du|2).
However, in the case of u˜ solving (−∆)2u˜ = 0 in B1, it is possible to bound D2u˜ by
the L2-norm of u˜ only (see [BM14]):∫
Br\B̺
|D2u˜|2 . 1
(r − ̺)2
∫
B2r\B ̺
2
|u˜|2.
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Thus, the Caccioppoli estimate (1.5) suggests to consider theH1-norm as the natural
candidate instead of the L2-norm for the above theorem.
Next we talk about the strong unique continuation principle (SUCP). If a solu-
tion u of the equation LA,qu = 0 in Ω vanishes to infinite order at x0 ∈ Ω in the
sense that
lim
r→0
1
rm
 ∫
B(x0,r)
(|u|2 + |∇u|2)

1/2
= 0 for all m ≥ 0,
then we say the SUCP holds for this operator if u = 0 in Ω is the only solution.
Concerning the SUCP, we have a very interesting observation to announce. We
find that this property is dimension dependent. In three and higher dimensions, it
does not hold. However in two dimension, due to elliptic factorization of our oper-
ator it holds. We begin with recalling a result by [Ali80] which asserts that:
In Rn, n ≥ 2, let P = P (x, y, t,Dx,Dy,Dt), t ∈ Rn−2 be a differential operator of
order m, m ≥ 2 with principal symbol pm(x, y, t, ξ, η, τ) andM be a sub-manifold of
co-dimension 2. If the principle part pm(0, 0, 0, 1, η, 0) has two roots which are non-
real and non-conjugate, then there exists a neighbourhood V of 0 and two functions
a, u ∈ C∞(V ) which vanishes of all order on M ∩ V and satisfies Pu− au = 0 in V .
Since in R3 (or n ≥ 3), the sub-manifold of co-dimension 2 is given by lines, the
above property precisely corresponds to the vanishing of infinite order at 0. Our
operator
∑3
i=1D
4
xi satisfies all the hypothesis of the above theorem, since 1 + η
4 =
0 has two roots which are non-real and non-conjugate, which concludes that the
operator
∑
D4xi − aI does not have the strong unique continuation property. It is a
strike difference with the general second order elliptic operators and the bi-harmonic
operator for which SUCP is always true.
On the other hand, if we consider the 2-dimension case, the above result no longer
applies. Now as the principal part of our operator can be written as a product of
elliptic operators of second order
D41 +D
4
2 = (D
2
1 +D
2
2 −
√
2D1D2)(D
2
1 +D
2
2 +
√
2D1D2),
the result of [CK10] ensures the strong unique continuation principle in this situa-
tion.
Finally, we briefly describe the plan of the rest of the paper. In Section 2, we
derive the Carleman estimates and as an immediate application we show the UCP
across hyperplane and hypersurface. In Section 3, we prove the weak UCP (Theorem
1.1) and the UCP for local Cauchy data (Theorem 1.2). In the final Section 4, as an
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application of the Carleman estimates derived in Section 2, we prove the stability
estimate (Theorem 1.3).
2 Carleman estimate
This section is dedicated to build Carleman estimates. Let us introduce some stan-
dard notations which is used through out the paper. Let u, ϑ ∈ L2(Ω). We write
(u |ϑ) =
∫
Ω
uϑ dx, ‖u‖L2 = (u |u)1/2.
We say that the estimate
F1(u;h) . F2(u;h)
holds for all u belonging to some function space and for 0 < h < 1 small enough,
if there exists constant C > 0, independent of h but depends on Ω, A, q and n,
such that the inequality F1(u;h) ≤ CF2(u;h) is satisfied. We follow the convention
that C is an unspecified positive constant which may vary among inequalities, but
not across equalities. Generally C depends on various parameters which is specified
when necessary. We first announce the following Carleman estimate with the linear
weight.
Lemma 2.1 ((Carleman inequality with linear weight)). Let Ω = {x = (x′, xn) ∈
R
n : a < xn < b} for some a, b ∈ R. Then the Carleman estimate
h‖w‖L2(Ω) . ‖e
xn
h h4LA,q(e−
xn
h w)‖L2(Ω) (2.1)
holds for all w ∈ C∞c (Ω) and 0 < h < 1 small enough.
Let us assume for the moment that the above lemma holds true. We would like
to motivate the readers how one uses such estimates to derive certain UCP results.
We derive the following simple UCP across a hyperplane with the help of the above
estimate.
Proposition 2.2 ((UCP across a hyperplane)). Let Ω = {x = (x′, xn) ∈ Rn : a <
xn < b} for some a, b ∈ R and assume that u ∈ H4(Ω) satisfies
LA,qu = 0 in Ω.
If u|b−ε<xn<b = 0 for some ε > 0, then u ≡ 0 in Ω.
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Proof. We have that Ω = {x = (x′, xn) ∈ Rn : a < xn < b} and u ∈ H4(Ω) satisfies{
LA,qu = 0 in Ω
u = 0 in b− ε < xn < b.
It is enough to show that u = 0 in c0 < xn < b where c0 is any number satisfying
a < c0 < b.
We rewrite the estimate (2.1) as,
‖exnh w‖L2(Ω) . h3‖e
xn
h LA,qw‖L2(Ω)
which holds for all w ∈ H40 (Ω) and for 0 < h < 1 sufficiently small. Now we choose
w = χu where χ(x′, xn) = ζ(xn) for some ζ ∈ C∞(R) satisfying ζ = 1 for t ≥ c0
and ζ = 0 near t ≤ a. Since u = 0 near x3 = b and χ = 0 near x3 = a, we have that
w ∈ H40 (Ω). Therefore,
‖exnh u‖L2({c0<xn<b}) ≤ ‖e
xn
h (χu)‖L2(Ω)
. h3‖exnh LA,q(χu)‖L2(Ω)
. h3
(
‖exnh χLA,q u‖L2(Ω) + ‖e
xn
h [LA,q, χ]u‖L2(Ω)
)
(2.2)
where [LA,q, χ]u := u D4jχ+4Dju D3jχ+6D2ju D2jχ+4D3ju Djχ is the commutator
term. We observe that, supp [LA,q, χ]u ⊆ supp (∇χ) ⊆ {a ≤ xn ≤ c0}. Then using
LA,qu = 0 in Ω, the inequality (2.2) implies
‖exnh u‖L2({c0<xn<b}) . h3‖e
xn
h [LA,q, χ]u‖L2({a≤xn≤c0}).
But e
xn
h ≤ e c0h when xn ≤ c0 and e
xn
h ≥ e c0h when xn ≥ c0. This yields
e
c0
h ‖u‖L2({c0<xn<b}) ≤ ‖e
xn
h u‖L2({c0<xn<b}) . h3‖e
xn
h [LA,q, χ]u‖L2({a≤xn≤c0})
. h3e
c0
h ‖[LA,q, χ]u‖L2({a≤xn≤c0}).
Since [LA,q, χ]u is a fixed function, dividing by e
c0
h and letting h→ 0 shows that
‖u‖L2({c0<xn<b}) = 0
which completes the proof. 
Now we prove the Lemma 2.1.
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Let Ω˜ ⊂ Rn be a non-empty open set and ϕ ∈ C∞(Ω˜;R) with ∇ϕ 6= 0 be some
phase function. Let us first consider the principal part of the semi classical operator
h4LA,q(x,D), say P (x, hD) as
P (x, hD) = h4
n∑
j=1
D4xj ; h
4LA,q(x,D) = P + h3A · hD + h4q.
The operator P conjugated with the exponential weight e
ϕ
h is denoted as
Pϕ := e
ϕ
h (
n∑
j=1
h4D4xj )e
−ϕ
h =
n∑
j=1
(hDxj + i∂xjϕ)
4 = A+ iB (say)
with its semi classical symbol pϕ(x, ξ) given by
pϕ(x, ξ) =
n∑
j=1
(ξj + i∂xjϕ)
4 = a(x, ξ) + ib(x, ξ), (x, ξ) ∈ (Ω˜× Rn)
where a(x, ξ) and b(x, ξ) denote the Weyl symbols of the semi-classical operators A
and B respectively with the usual summation convention:
a(x, ξ) = ξ4j − 6(∂xjϕ)2ξ2j + (∂xjϕ)4 and b(x, ξ) = 4(∂xkϕ)ξ3k − 4(∂xkϕ)3ξk. (2.3)
The Poisson bracket of these two symbols is given by
{a, b}(x, ξ)
:= a′ξ · b′x − a′x · b′ξ
= {4ξ3j − 12ξj(∂xjϕ)2} · {4ξ3k(∂2xjxkϕ)− 12ξk(∂xkϕ)2(∂2xjxkϕ)}
− {−12ξ2j (∂xjϕ)(∂2xjxkϕ) + 4(∂xjϕ)3(∂2xjxkϕ)} · {12ξ2k(∂xkϕ)− 4(∂xkϕ)3)}
= {16ξ3j ξ3k − 48ξ3j ξk(∂xkϕ)2 − 48ξjξ3k(∂xjϕ)2 + 144ξjξk(∂xjϕ)2(∂xkϕ)2
+ 144ξ2j ξ
2
k(∂xjϕ)(∂xkϕ)− 48ξ2j (∂xjϕ)(∂xkϕ)3 − 48(∂xjϕ)3ξ2k(∂xkϕ)
+ 16(∂xjϕ)
3(∂xkϕ)
3} (∂2xjxkϕ). (2.4)
We want this Poisson bracket to be
{a, b}(x, ξ) ≥ 0 (2.5)
on the set
a(x, ξ) = (ξ4j + (∂xjϕ)
4)− 6(∂xjϕ)2ξ2j = 0 (2.6)
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and b(x, ξ) = 4(∂xjϕ)ξ
3
j − 4(∂xjϕ)3ξj = 0. (2.7)
If {a, b}(x, ξ) > 0 over the set a(x, ξ) = b(x, ξ) = 0, then such weights are known
to be satisfying the sub-ellipticity condition connecting the symbol p(x, ξ) of the
operator P (x,D) and a weight function ϕ, see [H6¨3, H8¨5b]. And if {a, b} = 0 over
a = b = 0, then such weights are known as limiting Carleman weights.
For example, if we choose ϕ(x) = (̺·x) for some ̺ ∈ Rn\{0} a non-zero constant
vector, then the Poisson bracket becomes zero. However, if we choose ϕ = x2n then
it satisfies the sub-ellipticity condition.
Now we introduce the idea of convexification of the weight functions. Let us
choose some ϕ such that (2.5) holds, i.e. {a, b}(x, ξ) ≥ 0 on the set a(x, ξ) =
b(x, ξ) = 0. Note that it does not satisfy the sub-ellipticity condition mentioned
above. Let us replace ϕ by f(ϕ), where f ′ > 0 and f
′′
f ′ > 0 sufficiently large. We
denote ψ(x) = f(ϕ(x)) which is known as the convexified weight function of ϕ. We
denote by a˜ and b˜ be the new corresponding symbols. Let us note that
∂xjψ = f
′(ϕ)∂xjϕ, ∂
2
xjxk
ψ = f ′′(ϕ)∂xjϕ∂xkϕ+ f
′(ϕ)∂2xjxkϕ.
If ξ satisfies (2.6) and (2.7), then it is natural to replace ξ by η = f ′(ϕ)ξ in order
to preserve the conditions (2.6) and (2.7) for the new symbol. So, here we make
two substitutions ϕ 7→ ψ = f(ϕ(x)) and ξ 7→ η = f ′(ϕ(x))ξ in (2.4) which becomes,
when restricted to a˜(x, η) = b˜(x, η) = 0,
{a˜, b˜}(x, η)
=
{
16ξ3j ξ
3
k − 48ξ3j ξk(∂xkϕ)2 − 48ξjξ3k(∂xjϕ)2 + 144ξjξk(∂xjϕ)2(∂xkϕ)2
+ 144ξ2j ξ
2
k(∂xjϕ)(∂xkϕ)− 48ξ2j (∂xjϕ)(∂xkϕ)3 − 48(∂xjϕ)3ξ2k(∂xkϕ)
+16(∂xjϕ)
3(∂xkϕ)
3
}
(f ′(ϕ))6
(
f ′′(ϕ)∂xjϕ∂xkϕ+ f
′(ϕ)∂2xjxkϕ
)
=16
(
ξ3j (∂xjϕ)
)2
(f ′(ϕ))6 f ′′(ϕ)− 96 (ξ3j (∂xjϕ))2 (f ′(ϕ))6 f ′′(ϕ) + 144 (ξ3j (∂xjϕ))2 (f ′(ϕ))6 f ′′(ϕ)
+ 144
(
ξ2j (∂xjϕ)
2
)2
(f ′(ϕ))6 f ′′(ϕ)− 96 (ξ2j (∂xjϕ)2) ((∂xjϕ)4) (f ′(ϕ))6 f ′′(ϕ)
+ 16
(
(∂xjϕ)
4
)2
(f ′(ϕ))6 f ′′(ϕ) + (f ′(ϕ))7 {a, b}(x, ξ)
= 64
(
ξj(∂xjϕ)
3
)2
(f ′(ϕ))6 f ′′(ϕ) + 4
(
ξ4j − (∂xjϕ)4
)2
(f ′(ϕ))6 f ′′(ϕ) + (f ′(ϕ))7 {a, b}(x, ξ).
(2.8)
We use relations (2.6), (2.7) to deduce the last line. Now by using (2.7) again, we
write
64
(
ξj(∂xjϕ)
3
)2
= 16
(
ξ3j (∂xjϕ) + ξj(∂xjϕ)
3
)2
= 16
(
ξj(∂xjϕ)(ξ
2
j + (∂xjϕ)
2)
)2
9
≥ 64 (ξ2j (∂xjϕ)2)2
=
16
9
(
(ξ4j + (∂xjϕ)
4)
)2
(by (2.6))
≥ 16
9
(
(∂xjϕ)
4
)2
> 0. (2.9)
Therefore from (2.8), (2.9) we see that when ϕ, satisfying (2.5), is replaced by the
convexified weight function ψ = f(ϕ), where f ′, f ′′ > 0, we obtain
{a˜, b˜}(x, η) > 16
9
(f ′(ϕ))6 f ′′(ϕ)
(
(∂xjϕ)
4
)2
(2.10)
which is strictly positive.
The idea of covexfication will be crucially used in order to derive the Carleman
estimates for those weight functions satisfying (2.5). At this end, we introduce the
semi classical Sobolev space of order one H1scl(Ω) associated with its norm
‖u‖2H1scl(Ω) = ‖u‖
2
L2(Ω) + ‖h∇u‖2L2(Ω).
In general one defines the semi-classical Sobolev spacesHs(Rn), with s ∈ R equipped
with the norm
‖u‖Hs(Rn) = ‖〈hD〉su‖L2 where 〈ξ〉 = (1 + |ξ|2)
1
2 .
We begin with the following H1scl Carleman estimate which does not involve the
boundary terms.
Proposition 2.3. Let Ω ⋐ Ω˜ are two open subsets of Rn. Let ϕ ∈ C∞(Ω˜;R) such
that (2.5) is satisfied. Then the Carleman estimate
h2‖w‖2H1scl(Ω) . ‖e
ϕ
h h4LA,q(e−
ϕ
hw)‖2L2(Ω) (2.11)
holds for all w ∈ C∞c (Ω) and 0 < h < 1 small enough.
Proof. The proof is divided into two parts: using the notation as before, we will
show first
h2‖w‖2H1scl(Ω) . ‖Pϕw‖
2
L2(Ω), w ∈ C∞c (Ω) (2.12)
and then we add the lower order terms into it to get the desired estimate (2.11).
Let us write
Pϕ =
(
h4D4xj − 6h2(∂xjϕ)2D2xj + (∂xjϕ)4
)
+ i
(
4h3(∂xjϕ)D
3
xj − 4h(∂xjϕ)3Dxj
)
= A+ iB, say.
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Then for w ∈ C∞c (Ω),
‖Pϕw‖2L2 = ((A + iB)w | (A + iB)w)
= ‖Aw‖2L2 + ‖Bw‖2L2 + i(Bw | Aw)− i(Aw|Bw).
The standard Weyl quantizations gives the commutator term as
i[A,B] := i (AB − BA) = Oph(h{a, b}).
For the moment, let us consider a particular case when ϕ(x) = (̺ · x) for
some ̺ ∈ Rn non-zero vector. We know that in this case the Poisson bracket be-
comes zero. Also, in this case, A(̺·x) =
(
h4D4xj − 6h2̺2jD2xj + ̺4j
)
and B(̺·x) =(
4h3̺jD
3
xj − 4h̺3jDxj
)
are constant coefficient self-adjoint operators. Thus the
commutator term i[A(̺·x),B(̺·x)] acting on C∞c (Ω) always satisfy
i[A(̺·x),B(̺·x)] = 0.
Therefore,
‖P(̺·x)w‖2L2 = ‖A(̺·x)w‖2L2 + ‖B(̺·x)w‖2L2 .
Now, for any w ∈ C∞c (Ω),
(A(̺·x)w |w) =
((
h4D4xj − 6h2̺2jD2xj + ̺4j
)
w | w
)
=[ h4(D2xjw | D2xjw)− 6h2̺2j(Dxjw|Dxjw) + ̺4j(w | w)].
By using the inequality |αβ| ≤ δ2 |α|2 + 12δ |β|2 on the left hand side and using the
Poincare´ inequality on the first term of the right hand side, we then obtain,
1
2̺4j
‖Aw‖2L2 +
̺4j
2
‖w‖2L2 ≥ h2‖hDw‖2L2 −O(h2)‖Dw‖2L2 + ̺4j‖w‖2L2 .
Consequently, we get
h2‖w‖2H1scl . ‖A(̺·x)w‖
2
L2 + h
2‖Dw‖2L2 . (2.13)
Now we could try to use that B is associated to two non-vanishing gradient fields to
obtain
‖B(̺·x)w‖L2 ≥ O(h)‖Dw‖L2 −O(h3)‖D3w‖L2 .
But it is not good enough to absorb the O(h2)‖Dw||2 term in (2.13) to obtain
(2.12). We seek for the idea of convexification of the weight function to establish
such estimates.
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In general, for any ϕ satisfying {a, b} ≥ 0 whenever a = b = 0, we convexify the
weight function ϕ and introduce ψ = f(ϕ), where f(λ) = λ+ h2ǫλ
2, λ ∈ R, i.e.
ψ = ϕ+
h
2ǫ
ϕ2 in Ω˜ (2.14)
with ǫ a suitable small parameter to be chosen independent of h and 0 < h < ǫ < 1.
We denote by a˜ and b˜ be the new corresponding symbols and by A˜ and B˜ be the
corresponding operators when ϕ is replaced by ψ.
Let η = (1 + hǫϕ)ξ and we deduce (cf. (2.8) and (2.10)), whenever a˜(x, η) =
b˜(x, η) = 0,
{a˜, b˜}(x, η) = 64 (ξj(∂xjϕ)3)2 hǫ (1 + hǫ ϕ)6 + 4 (ξ4j − (∂xjϕ)4)2 hǫ (1 + hǫ ϕ)6
+ (1 +
h
ǫ
ϕ)7 {a, b}(x, ξ) = d(x, ξ) (say)
(2.15)
with
d(x, ξ) ≥ 16
9
h
ǫ
(1 +
h
ǫ
ϕ)6
(
(∂xjϕ)
4
)2
> 0.
Now as we see that on the x-dependent surface in η-space, given by b˜(x, η) =
0, the fourth order polynomial {a˜, b˜}(x, η) becomes positive when a˜(x, η) = η4j −
6η2j (∂jψ)
2 + (∂jψ)
4 = 0. Thus for some c ∈ C∞(Ω;R),
{a˜, b˜}(x, η) = d(x, ξ) + c(x)a˜(x, η), whenever b˜(x, η) = 0.
Then we consider
{a˜, b˜}(x, η) − d(x, ξ) − c(x)a˜(x, η)
which is a fourth order polynomial in η, vanishing when b˜(x, η) =
∑
j 4(∂xjψ)η
3
j −∑
j 4(∂xjψ)
3ηj = 0. Thus it is of the form l(x, η)˜b(x, η) where l(x, η) is affine in η
with smooth coefficients and hence we end up with
{a˜, b˜}(x, η) = d(x, ξ) + c(x)a˜(x, η) + l(x, η)˜b(x, η). (2.16)
On the other hand, we have the standard Weyl quantizations
Oph(ca˜) =
1
2
c ◦ A˜+ 1
2
A˜ ◦ c+ h4q1(x)
Oph(l˜b) =
1
2
LB˜ + 1
2
B˜L+ h4q2(x),
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where qj’s (j = 1, 2) are smooth functions which together with their derivatives are
bounded uniformly with respect to ǫ near Ω. Now the commutator term is given by
i[A˜, B˜] = Oph(h{a˜, b˜}).
From (2.15) we would like to write,
{a˜, b˜}(x, η) ≥ 64h
ǫ
(1 +
h
ǫ
ϕ)6
(
ξj(∂xjϕ)
3
)2
= 32
h
ǫ
(1 +
h
ǫ
ϕ)6
(
ξj(∂xjϕ)
3
)2
+ 32
h
ǫ
(1 +
h
ǫ
ϕ)6 8
(
ξj(∂xjϕ)
3
)2
> 32
h
ǫ
(1 +
h
ǫ
ϕ)4
(
ηj(∂xjϕ)
3
)2
+
8
9
h
ǫ
(1 +
h
ǫ
ϕ)6
(
(∂xjϕ)
4
)2
=
h
ǫ
d˜(x, η) (say). (2.17)
Thus we have from (2.16) and (2.17),
h{a˜, b˜}(x, η) ≥ h
2
ǫ
d˜(x, η) + hc(x)a˜(x, η) + hl(x, η)˜b(x, η), (x, η) ∈ (Ω˜× Rn).
Now suppose that 0 < h ≪ ǫ ≪ 1. Since d˜ is elliptic and of order 2, there is a
constant c˜
Ω˜
> 0 independent of ǫ, such that
d˜(x, η) ≥ c˜〈η〉2, x near Ω, η ∈ Rn.
Then by using the G˚arding inequality one simply gets
(D˜w |w) ≥ c˜
2
‖w‖2H1scl , w ∈ C
∞
c (Ω) and h is small enough.
Thus on the operator level it implies that
i([A˜, B˜]w |w) ≥h
2
ǫ
(D˜w |w) + hRe(cA˜w |w) + hRe(B˜w |Lw) + h5((q1 + q2)w |w)
≥ c˜
2
h2
ǫ
‖w‖2H1scl − Ch(‖A˜w‖L2‖w‖L2 + ‖B˜w‖L2‖hDw‖L2)︸ ︷︷ ︸
≤ 1
2
‖A˜w‖2
L2
+ 1
2
‖B˜w‖2
L2
+
C1h
2
2
(‖w‖2
L2
+‖hDw‖2
L2
)
−O(h5)‖w‖2L2 .
Now when 0 < h≪ ǫ≪ 1, we obtain
‖Pψw‖2L2 = ‖(A˜ + iB˜)w‖2L2 = ‖A˜w‖2L2 + ‖B˜w‖2L2 + i([A˜, B˜]w |w) ≥ C2
h2
ǫ
‖w‖2H1scl .
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Furthermore, since e
ϕ2
2ǫ and its all derivatives are bounded in Ω by some constant
independent of h, with 0 < h≪ ǫ≪ 1, we finally get
h2‖w‖2H1scl(Ω) . ‖e
ϕ
h h4
∑
j
D4xj (e
−ϕ
hw)‖2L2(Ω). (2.18)
This completes the first part, namely establishing the result (2.12). Now we add the
lower order terms into (2.18).
(a) Addition of the zeroth order term (h4q) where q ∈ L∞(Ω,C):
‖qw‖L2 ≤ ‖q‖L∞‖w‖L2 ≤ ‖q‖L∞‖w‖H1scl(Ω).
(b) Addition of the first order term (h4A ·D) where A ∈W 1,∞(Ω,Cn):
h3e
ϕ·x
h (A · hD)e−ϕh = h3(iA · ∇ϕ+A · hD).
For the first term, we can write
‖(A · ∇ϕ)w‖L2 ≤ ‖A · ∇ϕ‖L∞‖w‖H1scl(Ω) = O(1)‖w‖H1scl(Ω).
Similarly the second term can be estimated as,
‖A · hDw‖L2 ≤ ‖A‖L∞‖hDw‖L2 = O(1)‖w‖H1scl(Ω).
Therefore,
‖eϕh {h3(A · hD) + h4q}e−ϕhw‖L2 ≤ O(h3)‖w‖H1scl(Ω).
Thus for 0 < h≪ 1 small enough, the above O(h3) term gets absorbed into the left
hand side of (2.18) to give
h2‖w‖2H1scl(Ω) . ‖e
ϕ
h h4LA,q(e−
ϕ
hw)‖2L2(Ω).
This finishes the proof. 
Proof of Lemma 2.1. It directly follows from the above Proposition 2.3 by choosing
ϕ(x) = xn. 
Next we prove that if a solution u of LA,qu = 0 vanishes on one side of a hyper-
surface (not necessarily flat) near some point x0, then u vanishes in a neighbourhood
of x0.
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Proposition 2.4 ((UCP across a hypersurface)). Assume that x0 ∈ Ω. Let V
be a neighbourhood of x0 and S be a C
∞-hypersurface through x0 such that V =
V+ ∪ S ∪ V− where V+ and V− denote the two sides of S. If u ∈ H4(V ) satisfies
LA,qu = 0 in V
u = 0 in V+,
then u = 0 in some neighbourhood of x0.
The Carleman inequality with the linear weight ±xn is not sufficient to prove
the UCP across a general hypersurface. We need to bend it by considering quadratic
weight functions of the form ±xn+ |x′|2∓ c2. Thus we prove the following estimate
with convex weight.
Lemma 2.5 ((Carleman inequality with quadratic weight)). Let Ω be any bounded
open set in Rn. Let ϕ(x) = ±xn + |x′|2 ∓ c2 be the weight function. Then the
Carleman estimate
h‖w‖L2(Ω) . ‖e
ϕ
h h4LA,q(e−
ϕ
hw)‖L2(Ω) (2.19)
holds for all w ∈ C∞c (Ω) and 0 < h < 1 small enough.
Let us first see how we can derive the Proposition 2.4 by assuming the Lemma 2.5.
Proof of Proposition 2.4. We first consider the case x0 = 0 and S = {xn = 0}.
Assume that V = B4δ for some small δ > 0 and we have that u ∈ H4(V ) satisfies
LA,qu = 0 in V (2.20)
u = 0 in V ∩ {xn < 0}.
We will show that u = 0 in Bε ∩ {xn > 0} for some ε > 0.
Let us consider the weight ϕ0(x
′, xn) = −xn + |x′|2+ δ2. The level set ϕ−10 (0) is
the parabola xn = |x′|2 + δ2. Now define the sets
W+ := {ϕ0(x) > 0} ∩ {xn > 0}
W− := {−δ2 < ϕ0(x) < 0} ∩ {xn > 0}.
It is clear that W+ and W− are non-empty open sets and Bε ∩ {xn > 0} ⊂ W+ for
ε = δ2.
We rewrite the estimate (2.19) as,
‖eϕ0h w‖L2(Ω) . h3‖e
ϕ0
h LA,qw‖L2(Ω) (2.21)
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BǫB4δ
W−
W+
ϕ0 = −δ2
ϕ0 = 0
x′
xn
which holds for all w ∈ H40 (Ω) and for 0 < h < 1 sufficiently small. Now we choose
w = χu where χ(x) := ζ
(
ϕ0(x)
δ2
)
η
(
|x|
2δ
)
where ζ, η ∈ C∞c (R) satisfy
ζ(t) = 0 for t ≤ −1 and ζ(t) = 1 for t ≥ 0
η(t) = 1 for |t| ≤ 1/2 and η(t) = 0 for |t| ≥ 1.
Since u = 0 for xn < 0, it follows that suppw ⊂ (W− ∪W+) ∩B2δ. Also supp[LA,q, χ]u ⊂
W− ∩B2δ since [LA,q, χ]u involves the derivatives of χ (i.e. ∂αχ where α is a multi-
index) and they are zero on {|x| ≤ δ}∪{ϕ0 > 0} as χ = 1 on W+. Now by applying
(2.21) with this w, along with the fact that ϕ0|W+ > 0 and ϕ0|W− < 0, we get
‖u‖L2(W+∩B2δ) ≤ ‖e
ϕ0
h u‖L2(W+∩B2δ)
≤ ‖eϕ0h χu‖L2(B4δ)
≤ Ch3‖eϕ0h LA,q(χu)‖L2(B4δ)
≤ Ch3
(
‖eϕ0h χLA,qu‖L2(B4δ) + ‖e
ϕ0
h [LA,q, χ]u‖L2(B4δ)
)
≤ Ch3‖eϕ0h [LA,q, χ]u‖L2(W−∩B2δ)
≤ Ch3‖[LA,q, χ]u‖L2(W−∩B2δ).
In the above inequalities, we used the fact that u is a solution of (2.20) and the
support conditions. Since [LA,q, χ]u is a fixed function, letting h → 0 shows that
‖u‖L2(W+) = 0. This proves the proposition in the special case S = {xn = 0}.
Next we consider the case where S is a general C∞ hypersurface. Normalizing,
we may assume that x0 = 0 and S ∩ V = ϕ−10 (0) ∩ V where ϕ0 ∈ C∞(Rn) satisfies
∇ϕ0 6= 0 on S ∩ V . After a rotation and scaling, we may also assume ∇ϕ0(0) =
16
±en. We may further assume that V = B4δ for some δ > 0 which can be chosen
suitably small but fixed. Taylor approximation near the point x0 = 0 gives that
ϕ0(x) = ±xn + b(x)|x|2 where |b(x)| ≤ C in B4δ . Thus S looks approximately
like {xn = 0} in V if δ is chosen small enough and the two sides of S are given by
V± = V ∩{±ϕ0 > 0}. After these normalizations, we set ϕ˜0(x) = ϕ0(x)+C˜ |x′|2∓δ2,
where C˜ > 0 will be chosen in order to have ∂2xjxk ϕ˜0 ≥ 0. Then we can continue
the argument given for the above case, replacing {±xn > 0} by {±ϕ˜0(x) > 0}. This
finishes the proof. 
Now we prove the Lemma 2.5. Let Ω be a bounded open set in Rn and Ω˜ ⊂ Rn
be an another open set such that Ω ⋐ Ω˜. Here in this case, our weight function is
ϕ = ±xn + |x′|2 ∓ c2 near Ω˜. All we need to check whether the hypothesis (2.5) is
satisfied or not, i.e. whether {a, b} ≥ 0 whenever a = b = 0. Then Lemma 2.5 will
follow from the Proposition 2.3.
We find
∂xjϕ =
{
2xj if j 6= n
±1 if j = n
and
∂2xjxkϕ =
{
2δjk if j 6= n
0 if j = n.
Correspondingly, the symbols a(x, ξ), b(x, ξ) becomes,
a(x, ξ) =
n−1∑
j=1
(
ξ4j + 16x
4
j
)
+
(
ξ4n + 1
)− 6 n−1∑
j=1
(
4x2jξ
2
j
)
+ 6ξ2n
b(x, ξ) = 2
n−1∑
j=1
xjξ
3
j ± ξ3n − 8
n−1∑
j=1
x3jξj ± ξn.
Next we calculate the Poisson bracket {a, b}(x, ξ) (cf. (2.4)) to find
{a, b}(x, ξ) =32
n−1∑
j=1
[
ξ6j + 3ξ
4
j (2xj)
2 + 3ξ2j (2xj)
4 + (2xj)
6
]
=32
n−1∑
j=1
(
ξ2j + 4x
2
j
)3
≥ 0.
This completes the discussion of the proof of UCP across the hypersurface.
17
3 Weak UCP and UCP for Cauchy data
In this section, we discuss about the proof of the weak UCP (Theorem 1.1) and
UCP for the Cauchy data (Theorem 1.2). We first deduce the following proposition
which is a special case of weak UCP, from the UCP across a hypersurface. Then
Theorem 1.1 follows using a connectedness argument.
Proposition 3.1 ((Weak UCP for concentric balls)). Let u ∈ H4(B(x0, R0)) satis-
fies
LA,q u = 0 in B(x0, R0)
u = 0 in B(x0, r0) for some r0 < R0.
Then u = 0 in B(x0, R0).
Proof. Let
I := {r ∈ (0, R0) : u = 0 in B(x0, r)}.
Be the hypothesis, I is a non-empty set. Also it is closed since u = 0 in B(x0, ri) with
ri → r implies u = 0 in B(x0, r). Now we show that A is open as well. Therefore
I = (0, R0) which shows that u = 0 in B(x0, R0), as claimed.
Suppose that r1 ∈ I. Let us consider the hypersurface S = ∂B(x0, r1). Since
u = 0 on one side of the hypersurface, for every point y ∈ S, Proposition 2.4 says
that u = 0 in some open ball B(y, εy) ⊂ B(x0, R0). Consider the open set
U := B(x0, r1) ∪
(
∪
y∈S
B(y, εy)
)
.
As the distance between the compact set S and B(x0, R0)\U is positive, there exists
ε > 0 such that u vanishes on B(x0, r1 + ε). This implies I is an open set which
concludes the proof. 
Proof of Theorem 1.1. Let us consider the following set
A := {x ∈ Ω : u = 0 in B(x, r) for some r > 0}.
By the assumption of the theorem, A is non-empty and most importantly it is an
open set by its definition. We show that it is also closed as a subset of Ω. Since Ω
is a connected set, this yields that A = Ω which then completes the proof.
Suppose on the contrary, A is not closed. Let x be a limit point of A such
that x /∈ A, i.e. u does not vanish on B(x, r) for any r > 0. Let us fix r such
that B(x, r) ⊂ Ω and let y ∈ B(x, r/2) ∩ A, therefore u = 0 on B(y, r0) for some
r0 < r/2. Then Proposition 3.1 gives that u vanishes on the concentric ball B(y, r).
But this is a contradiction since x ∈ B(y, r). 
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Finally we show the unique continuation if the Cauchy data vanishes on some
part of the boundary. The proof is done by extending the domain little bit where
the Cauchy data vanishes and then applying the weak UCP.
Proof of Theorem 1.2. Let x0 ∈ Γ. Since Ω has smooth boundary, we can assume,
upon relabelling the coordinate axes, that
Ω ∩B(x0, r) = {x ∈ B(x0, r) : xn > g(x′)} (3.1)
for some r > 0 and some g : Rn−1 → R a C∞-function. Now we would like to
extend the domain near x0. Let h ∈ C∞c (Rn−1) be a function such that h(x′) = 0 if
|x′| ≥ r/2 and h(x′) = 1 if |x′| ≤ r/4. We define the set, for ε > 0,
Ω˜ := Ω ∪ {x ∈ B(x0, r) : xn > g(x′)− εh(x′)}.
If ε is small enough, {x : |x′| ≤ r/2, xn = g(x′) − εh(x′)} ⊂ B(x0, r). Clearly Ω˜ is
an open, bounded, connected set with smooth boundary. Also we define u on the
extended domain as
u˜(x) :=
{
u(x), if x ∈ Ω
0, if x ∈ Ω˜ \ Ω.
Since u˜|Ω ∈ H4(Ω) and u˜|Ω˜\Ω ∈ H4(Ω˜ \ Ω), we may conclude u˜ ∈ H4(Ω˜) if the
traces match at the interface from both sides. But from the hypothesis, u = ∂νu =
∂2νu = ∂
3
νu = 0 on Γ. Also note that by the construction, ∂Ω˜ \ ∂Ω ⊂ Γ. Therefore,
we obtain u˜ ∈ H4(Ω˜). Furthermore, extending q by 0 in Ω˜ \ Ω, we get q˜ ∈ L∞(Ω˜).
Similarly, consider A˜ ∈W 1,∞(Ω˜), an extension of A. Then it follows
L
A˜,q˜
u˜ = 0 a.e. in Ω˜.
Now since u˜ = 0 in Ω˜ \ Ω, the weak UCP (Theorem 1.1) yields that u˜ vanishes on
the whole domain Ω˜ . Hence, u˜|Ω = u = 0 which proves the theorem. 
4 Stability estimate
Here we apply the Carleman estimates to establish the corresponding stability es-
timate. In order to do so, some Caccioppoli-type interior estimate for the fourth
order operator is also crucial which we prove below.
Proposition 4.1 ((Caccioppoli inequality)). Let LA,qu = 0 in B1. For fixed r, ρ ∈
(0, 1) with r > ρ, there exists a constant C > 0 depending only on ‖A‖W 1,∞(B1) and
‖q‖L∞(B1) such that∫
Br\B̺
(|D2u|2 + |D3u|2) ≤ C
(r − ̺)2
∫
B2r\B ̺
2
(|u|2 + |Du|2). (4.1)
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Proof. We start with estimating the first term in the left hand side of (4.1). From
the equation satisfied by u, we get, for any ψ ∈ C2c (B1),
0 =
∫
B1
LA,q uψ =
∫
B1
D2xjuD
2
xjψ +
∫
B1
Aj Dxjuψ +
∫
B1
quψ. (4.2)
Choose a cut-off function η˜ ∈ C∞c (B1) which satisfies
0 ≤ η˜ ≤ 1 in B1,
η˜ = 1 in Br \B̺,
η˜ = 0 outside B2r \B ̺
2
,
and |Dkη˜| ≤ c
(r − ̺)k for k = 1, ..., 4.
Substituting the test function ψ by η˜4u in (4.2) yields,
0 =
∫
B1
D2xjuD
2
xj (η˜
4u) +
∫
B1
AjDxju (η˜
4u) +
∫
B1
qη˜4|u|2
=
∫
B1
η˜4|D2xju|2 + 2
∫
B1
D2xjuDxj η˜
4Dxju+
∫
B1
uD2xjuD
2
xj η˜
4 +
∫
B1
Aj η˜
4 uDxju+
∫
B1
qη˜4|u|2
which can be re-written as, employing Young’s inequality,∫
B1
η˜4|D2xju|2
≤ C
∫
B1
η˜3|D2xju||Dxj η˜||Dxju|+
∫
B1
|u||D2xju|
(
η˜3|D2xj η˜|+ η˜2|Dxj η˜|2
)
+
∫
B1
η˜4|u||Dxju|+
∫
B1
η˜4|u|2

≤ ε
∫
B1
η˜4|D2xju|2 + Cε
∫
B1
|Dxj η˜|2|Dxju|2 + Cε
∫
B1
|D2xj η˜|2|u|2 + Cε
∫
B1
|Dxj η˜|4|u|2
+ C
∫
B1
η˜2|u|2 + C
∫
B1
η˜2|Dxju|2
where the above constant C > 0 depends on ‖A‖W 1,∞(B1), ‖q‖L∞(B1) only. Next
incorporating the properties of η˜ and choosing ε suitably to absorb the first term of
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the right hand side in the left hand side, we obtain,∫
Br\B̺
|D2xju|2
≤
∫
B1
η˜4|D2xju|2
≤ C
∫
B1
|Dxj η˜|2|Dxju|2 +
∫
B1
|D2xj η˜|2|u|2 +
∫
B1
|Dxj η˜|4|u|2 +
∫
B1
η˜2(|u|2 + |Dxju|2)

≤ C
(r − ̺)2
∫
B2r\B ̺
2
|Dxju|2 +
C
(r − ̺)4
∫
B2r\B ̺
2
|u|2 + C
∫
B2r\B ̺
2
(|u|2 + |Dxju|2).
(4.3)
This completes the estimate involving the second order term D2u.
Similarly to estimate the term D3u in terms of Du and u, we repeat the above
arguments with the test function η˜2D2xju,
0 = −
∫
B1
D3xjuDxj (η˜
2D2xju) +
∫
B1
Aj Dxju (η˜
2D2xju) +
∫
B1
q u(η˜2D2xju)
= −
∫
B1
η˜2 |D3xju|2 −
∫
B1
D3xjuDxj η˜
2D2xju+
∫
B1
Aj η˜
2DxjuD
2
xju+
∫
B1
qη˜2 uD2xju
which implies
∫
B1
η˜2 |D3xju|2 ≤ C
∫
B1
η˜|D3xju||Dxj η˜||D2xju|+
∫
B1
η˜2|Dxju||D2xju|+
∫
B1
η˜2|u||D2xju|

≤ ε
∫
B1
η˜2 |D3xju|2 + Cε
∫
B1
|Dxj η˜|2|D2xju|2 +C
∫
B1
η˜2
(
|u|2 + |Dxju|2 + |D2xju|2
)
.
Therefore,∫
Br\B̺
|D3xju|2 ≤
C
(r − ̺)2
∫
B2r\B ̺
2
|D2xju|2 + C
∫
B2r\B ̺
2
(
|u|2 + |Dxju|2 + |D2xju|2
)
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≤ C
(r − ̺)2
 ∫
B4r\B ̺
4
(|Dxju|2 + |u|2)
 (4.4)
where the above constant C > 0 depends on ‖A‖W 1,∞(B1), ‖q‖L∞(B1) only. Thus,
(4.3) together with (4.4) completes the proof. 
Next we establish the stability estimate. For this, it is more interesting to work
with boundary value problems. Recall that for any ϕ smooth function,
Ωδ := Ω ∩ {ϕ > δ} and ∂Ωδ := ∂Ω ∩ {ϕ > δ}.
Proof of Theorem 1.3. We use here the analogue of the Carleman estimate (2.11)
for boundary value problems. By lifting the trace operator, there exists υ ∈ H4(Ω)
satisfying
∂kνυ = g
k on Γ, k = 0, ..., 3
with
‖υ‖H4(Ω) ≤ C
3∑
k=0
‖gk‖
H
7
2
−k(Γ)
(4.5)
for some constant C > 0 depending only on Ω and Γ. Setting u∗ = u−υ, u∗ satisfies
the following Cauchy problem{
LA,q u∗ = f + LA,q υ in Ω,
∂kνu
∗ = 0 on Γ, k = 0, ..., 3.
Now the Carleman estimate says that (cf. Proposition 2.3) there exists C > 0,
depending on only ‖A‖W 1,∞(Ω), ‖q‖L∞(Ω), Ω, n, such that, for all w ∈ C∞c (Ω) and
0 < h < 1 small enough,∫
Ω
(|w|2 + h2|∇w|2) e 2ϕh ≤ Ch6 ∫
Ω
|LA,qw|2e
2ϕ
h (4.6)
where ϕ is any Carleman weight. Let us introduce a cut-off function η ∈ C∞c (Ω)
such that 0 ≤ η ≤ 1 in Ω, η = 1 in Ωδ/2 and η = 0 outside Ω0. Since ηu∗ ∈ H40 (Ω),
we may apply the Carleman estimate (4.6) with w = ηu∗ to obtain∫
Ω0
(|ηu∗|2 + h2|∇(ηu∗)|2) e 2ϕh ≤ Ch6 ∫
Ω0
|LA,q(ηu∗)|2e
2ϕ
h .
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Since η = 1 in Ωδ/2, we can further bound the left hand side from below as,∫
Ωδ/2
(|u∗|2 + h2|∇u∗|2) e 2ϕh ≤ Ch6 ∫
Ω0
|LA,q(ηu∗)|2e
2ϕ
h .
Now we calculate the right hand side,
LA,q(ηu∗) = ηLA,q u∗ + [LA,q, η]u∗ = η (f + LA,q υ) + [LA,q, η]u∗
where
[LA,q, η]u∗ = uD4xjη + 4D3xjηDxju∗ + 6D2xjηD2xju∗ + 4DxjηD3xju∗.
Also,
|[LA,q, η]u∗| ≤ C
(|u∗|+ |Du∗|+ |D2u∗|+ |D3u∗|)
for some constant C > 0 which depends only on δ. Therefore, taking into account
that [LA,q, η]u∗ consists of the derivatives of η, thus supp[LA,q, η]u∗ ⊂ Ω0 \Ωδ/2, the
Carleman estimate becomes,∫
Ωδ/2
(|u∗|2 + h2|∇u∗|2) e 2ϕh
≤ C h6
∫
Ω0
(|f |2 + |LA,q υ|2) e 2ϕh + C h6 ∫
Ω0\Ωδ/2
(|u∗|2 + |Du∗|2 + |D2u∗|2 + |D3u∗|2) e 2ϕh
which reduces to, using the fact that 0 < h < 1 and denoting by Φ := sup
Ω
ϕ and
using Ωδ ⊂ Ωδ/2,∫
Ωδ/2
(|u∗|2 + |∇u∗|2) e 2ϕh
≤ Ce 2hΦ
∫
Ω0
(|f |2 + |LA,qυ|2)+ Ce δh ∫
Ω0\Ωδ/2
(|u∗|2 + |Du∗|2 + |D2u∗|2 + |D3u∗|2).
Further plugging the Caccioppoli estimate (4.1) in the right hand side and replacing
the left hand side on smaller domain, we get,
e
2
h
δ
∫
Ωδ
(|u∗|2 + |∇u∗|2) ≤ ∫
Ωδ/2
(|u∗|2 + |∇u∗|2) e 2ϕh
≤ Ce 2hΦ
∫
Ω0
(|f |2 + |LA,qυ|2)+ Ce δh ∫
Ω0\Ωδ/2
(|u∗|2 + |∇u∗|2)
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for any 0 < h < 1 suitably small, say for h < h1. Also the above constant C > 0
depends only on Ω, ‖A‖W 1,∞(Ω), ‖q‖L∞(Ω), n and δ. Simplifying the above estimate,
along with the estimate (4.5), we get
‖u∗‖H1(Ωδ) ≤ C
(
e
1
h
(Φ−δ)F + e−
δ
2h ‖u∗‖H1(Ω0)
)
≤ C
(
e
1
h
(Φ−δ)F + e−
δ
2h ‖u‖H1(Ω0) + e−
δ
2h ‖υ‖H1(Ω0)
)
≤ C
(
e
1
h
(Φ−δ)F + e−
δ
2hM + F
)
. (4.7)
Now if M < F , then trivially we can write,
M =M1−θMθ ≤M1−θF θ for any θ ∈ (0, 1)
which implies
‖u‖H1(Ωδ) ≤ ‖u‖H1(Ω0) =M ≤M1−θF θ.
If M ≥ F , we choose
1
h0
:=
1
Φ− δ2
ln
(
M
F
)
i.e. e
1
h0
(Φ−δ)
F = e
− δ
2h0M. (4.8)
Assume that Φ > δ (otherwise the estimate (1.4) holds trivially being Ωδ = ∅),
hence h0 > 0. Further we consider two cases:
(i) Let h0 ≤ h1. Then we choose h = h0 in (4.7) to get, with the help of (4.8),
‖u∗‖H1(Ωδ) ≤ 2Ce
− δ
2h0M +CF.
But
e
− δ
2h0 =
(
F
M
)θ
where θ =
δ
2Φ− δ
which implies,
‖u∗‖H1(Ωδ) ≤ CM1−θF θ + CF.
Note that 0 < θ < 1 as well. This finally gives, plugging in u∗ = u − υ and the
estimate (4.5),
‖u‖H1(Ωδ) ≤ C(F +M1−θF θ).
(ii) Let h0 > h1. From (4.8), it follows, M ≤ e
1
h1
(Φ− δ
2
)
F which yields
‖u‖H1(Ωδ) ≤M =M1−θMθ ≤ e
δ
2h1M1−θF θ.
This completes the proof. 
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