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Abstract—We analyze the statistical performance of identi-
fication of stochastic dynamical systems with non-linear mea-
surement sensors. This includes stochastic Wiener systems, with
linear dynamics, process noise and measured by a non-linear
sensor with additive measurement noise. There are many possible
system identification methods for such systems, including the
Maximum Likelihood (ML) method and the Prediction Error
Method (PEM). The focus has mostly been on algorithms and im-
plementation, and less is known about the statistical performance
and the corresponding Cramér-Rao Lower Bound (CRLB) for
identification of such non-linear systems. We derive expressions
for the CRLB and the asymptotic normalized covariance matrix
for certain Gaussian approximations of Wiener systems to show
how a non-linear sensor affects the accuracy compared to a
corresponding linear sensor. The key idea is to take second order
statistics into account by using a common parametrization of
the mean and the variance of the output process. This analysis
also leads to a ML motivated identification method based on the
conditional mean predictor and a Gaussian distribution approx-
imation. The analysis is supported by numerical simulations.
Index Terms—Nonlinear systems identification; Stochastic sys-
tems.
I. INTRODUCTION
THERE has recently been a lot of progress in the de-velopment of algorithms for identification of nonlinear
system, see [16] for a recent overview. The focus has been on
different deterministic model structures such as Best Linear
Approximation, Volterra, Hammerstein and Wiener models
and its generalizations. However, most of these methods as-
sume rather restricted noise models, such as predictor models
with additive white noise. Identification of Wiener systems,
that is systems with a static nonlinearity at the output, is a
classical problem in system identification, see [13], [5], [3],
[24], [7], [23], [4]. It is a key component in the identifica-
tion of block based non-linear systems, and we refer to the
edited book [8] for many recent contributions. Identification
of Wiener systems is an extensive topic and our reference list
is by no means complete. However, most of the research and
existing algorithms for Wiener system identification assume
that the process noise can be neglected. The corresponding
system identification optimization problem is then solved by
minimizing the error between the measured and simulated
outputs. As pointed out in [11], process noise will then cause
a biased estimate. The Maximum Likelihood (ML) method
for stochastic Wiener models was first presented in [10], and
described in more detail in [11]. Efficient numerical algorithms
of the ML estimation problem based on the EM algorithm
and the particle filter have been presented in [15], [20], [21].
The statistical properties of the ML method for identification
of stochastic Wiener systems are, however, less studied. The
Cramér-Rao Lower Bound for systems without process noise,
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where the linear part is a FIR model and the static nonlinearity
is a polynomial, is derived in [14]. More recent results on
stochastic Wiener system identification including benchmarks
can be found in [22], [17], [18], [19], [1].
The main contributions of the paper are:
• Approximate expressions for the Fisher Information Ma-
trix and the asymptotic normalized covariance matrix
for identification of stochastic Wiener systems that give
insight how a nonlinear sensor affects the accuracy of the
identified model.
• An identification algorithm for stochastic Wiener systems
based on the Conditional Mean Predictor and a Gaussian
distribution approximation is derived and analyzed.
The structure of this paper is as follows: Maximum Like-
lihood identification of nonlinear system is summarized in
Section II. Formulas for the Fisher Information Matrix and
Cramér-Rao Lower Bound are presented in Section III. The
special case of estimating the mean of a Gaussian process
using a nonlinear sensor is analyzed in detail in Section V.
Here the Fisher Information Matrix and the asymptotic nor-
malized covariance matrix are derived for certain Gaussian
approximations. This leads to asymptotic error variance results
on how the nonlinearity affects the estimate. These results are
then generalized to stochastic Wiener systems in Section VI.
An example is outlined and numerically evaluated in Section
VII. The paper is concluded in Section VIII.
II. THE MAXIMUM LIKELIHOOD METHOD
This section summarizes some general results on system
identification of stochastic non-linear systems and is mainly
based on [15]. Consider the non-linear stochastic state-space
model structure
xt+1 = f (xt ,ut ,vt ,θ )
yt = h(xt ,ut ,et ,θ ), (1)
with the state-vector xt ∈Rn, input-signal sequence {ut ∈ R},
output-signal sequence {yt ∈ R}. The process noise {vt ∈
R} and the measurement noise {et ∈ R} are assumed to be
mutual independent i.i.d. processes with probability density
functions (pdf’s) pv(·) and pe(·), respectively. The parameters
to be estimated are the elements of the vector θ ∈ Rm. It is
often convenient to represent the model (1) in the stochastic
Markov form
xt+1 ∼ pθ (xt+1|xt)
yt ∼ pθ (yt |xt), (2)
where the conditional pdf’s describe the dynamics of (1). Here
we use the same symbol pθ (·) for different pdf’s and let its
argument decide which function to use. Later, we will use an
extra sub-index to more clearly define a specific pdf. We let
θ = θo denote the true data generating system.
The system identification problem is to estimate θo from N
measurements of the input-output response
Ut = [u1, . . . ,ut ], Yt = [y1, . . . ,yt ], t = 1 . . . ,N. (3)
In order to compute the likelihood function, we apply the so-
called measurement update
pθ (yt |Yt−1) =
∫
pθ (yt |xt)pθ (xt |Yt−1)dxt , (4)
and the time update
pθ (xt |Yt) = pθ (yt |xt)pθ (xt |Yt−1)
pθ (yt |Yt−1)
, (5)
pθ (xt+1|Yt) =
∫
pθ (xt+1|xt)pθ (xt |Yt)dxt . (6)
The log-likelihood function log pθ (Yn) then equals
lθ (YN) = log pθ (y1)+
N
∑
t=2
log pθ (yt |Yt−1). (7)
The Maximum Likelihood (ML) estimate θˆml is obtained by
maximizing the cost-function lθ (YN) with respect to θ .
III. THE FISHER INFORMATION MATRIX AND THE
CRAMÉR-RAO LOWER BOUND
Define the Fisher Information Matrix
Iθo(N) = E
[
∂ lθ (YN)
∂θ
∂ lθ (YN)
∂θ
T
]
θ=θo
. (8)
The covariance matrix Cov{θˆ} of any unbiased estimator θˆ
of θo satisfies the Cramér-Rao bound
Cov{θˆ} ≥ [Iθo(N)]−1. (9)
In the case of scalar Gaussian distributed observations
yt ∼N (µt(θ ),Ct(θ )) , t = 1, . . .N, (10)
the parameter dependent part of the log-likelihood function
equals
lθ (YN) =−12
[
N
∑
t=1
[yt − µt(θ )]2
Ct(θ )
+ logCt(θ )
]
. (11)
The corresponding Fisher Information Matrix has the form,
see [12],
Iθo(N) =
N
∑
t=1
[
1
Ct(θ )
∂ µt(θ )
∂θ
∂ µt(θ )
∂θ
T
+
1
2
1
Ct(θ )2
∂Ct(θ )
∂θ
∂Ct (θ )
∂θ
T
]
θ=θo
. (12)
This result only holds for Gaussian distributed noise. A less
well known result is that the score covariance matrix (8)
corresponding to the cost function (11) but for general noise
distribution equals
Jθo(N) =
N
∑
t=1
[
1
Ct(θ )
∂ µt(θ )
∂θ
∂ µt(θ )
∂θ
T
+
κ(θ )
2
1
Ct(θ )2
∂Ct(θ )
∂θ
∂Ct(θ )
∂θ
T
]
θ=θo
. (13)
where
κ(θ ) =
Dt(θ )
2Ct(θ )2
, Dt(θ ) = E{[(yt− µt(θ ))2−Ct(θ )]2}. (14)
The derivation of (13) is based on calculations of the gradient
of (11) as done in Expression (3C.6) in Appendix 3C in [12].
Notice that Dt(θ ) = 2Ct(θ )2 and thus κ(θ ) = 1 for a Gaussian
distribution, which gives back the result (12). The kurtosis of a
stochastic process equals 2κ(θ )+1, and is a standard measure
of infrequent extreme deviations from the mean of the process.
For example, the kurtosis for a standard chi-squared distributed
variable with one degree of freedom is 15 compared to 3 for
the Gaussian case. The motivation for using (11) for a non-
Gaussian distribution is that it can be viewed as an extension of
the standard Prediction Error Method (PEM) by also matching
the second order statistics.
We will mainly be interested in the asymptotic (large N)
performance of the identification methods, which is measured
by the asymptotic normalized covariance matrix
AsCov{θˆ}= lim
N→∞
Cov{
√
N[θˆ −θo]}, (15)
and by the asymptotic Fisher Information Matrix (FIM) and
corresponding asymptotic Cramér-Rao Lower Bound (CLRB)
FIM(θo) = lim
N→∞
1
N
Iθo(N), CRLB(θo) = [FIM(θo)]
−1. (16)
The ML method is under certain regularity conditions asymp-
totically efficient in the sense that it achieves the asymptotic
CLRB, [13], [12],
AsCov{θˆml}= CRLB(θo). (17)
The cost-function (11) makes sense even for a non-Gaussian
distribution. The log-part can be seen as a regularization term
to penalize a too large variance estimate. The asymptotic
normalized covariance matrix of the estimate obtained by
minimizing (11) for a general noise distribution equals
AsCov{θˆ}= lim
N→∞
N[Iθo(N)]
−1Jθo(N)[Iθo(N)]
−1. (18)
It is only related to the CRLB under the Gaussian assumption
for which Jθo(N) = Iθo(N). Expression (18) follows, c.f. Chap-
ter 9.2 in [13], from analyzing
0=
∂ lθ (YN)
∂θ
|θ=θˆ ≈
∂ lθ (YN)
∂θ
|θ=θo +
∂ 2lθ (YN)
∂θ 2
|θ=θo [θˆ −θo].
To conclude: The performance of identification methods
for stochastic non-linear systems can in principle be evaluated
using the results described in this section, for example by
the CRLB and the asymptotic normalized covariance matrix.
However, one has typically to resort to numerical calculations
to determine these expressions. In particular, it is difficult to
obtain insights in how a specific non-linearity will affect the
identification accuracy. The objective of the paper is to give a
more transparent results for the special case of identification
of stochastic Wiener systems.
IV. STOCHASTIC WIENER SYSTEMS
Consider a stable scalar discrete time stochastic Wiener
dynamic model structure illustrated in Figure 1,
zt = G(q,θ )ut + vt ,
yt = h(zt ,θ )+ et , (19)
G(q) + h(·) +ut
vt
zt
et
yt
Fig. 1: Stochastic Wiener system.
with transfer function G(q,θ ) =∑∞k=0 gkq
−k, impulse response
sequence {gk ∈R}, (q is the shift operator), white zero mean
process noise {vt ∈R} with pdf pv,θ (·), and additive zero mean
white measurement noise {et ∈ R} with pdf pe,θ (·).
It is possible to consider colored process noise vt by using
a predictor form model as described in Section 3.3 in [11].
For a stochastic Wiener system the measurable output yt is a
non-linear function h(·) of the output zt of a stochastic linear
system. This can correspond to a non-linear sensor.
The filtering equations (4) for stochastic Wiener models (19)
is simplified since there is no correlations in time due to the
white noise assumptions, i.e. pθ (yt |Yt−1) = pθ (yt) with
pθ (yt) =
∫
pe,θ (yt − h(G(q,θ )ut + v,θ ))pv,θ (v)dv
= Ev{pe,θ (yt − h(G(q,θ )ut + v,θ ))}. (20)
The interpretation is to marginalize (calculate the average) of
the pdf pe,θ (yt −h(G(q,θ )ut+ vt ,θ )) with respect to the pro-
cess noise vt . If the function h(x) is invertible, h−1(h(x)) = x,
an equivalent likelihood expression is
pθ (yt) =
∫
pv,θ (h
−1(yt − e)−G(q,θ )ut)
|h′(h−1(yt − e))| pe,θ (e)de, (21)
where prime denotes the derivative. If h(x) is increasing,
the absolute value in the denominator can be removed. The
integral (21) may be easier to compute numerically than (20).
Here the θ dependence of h(·,θ ) has been omitted due to
notation constraints. This expression is obtained by change
of integration variable e = yt − h(G(q,θ )ut + v). Notice that
if z = h(v), where the pdf of v is pv(x) and h is an strictly
monotonic differentiable function, then the pdf of z equals
pz(x) =
pv(h
−1(x))∣∣ d
dx
h−1(x))
∣∣ = pv(h
−1(x))
|h′(h−1(x))| . (22)
The main challenge of ML identification is how to efficiently
calculate the pdf integrals. Notice that one has to calculate
one integral per measurement (in total N) just to evaluate the
log-likelihood cost function lθ (YN) at a certain value of θ .
It is also, in principle, possible to numerically calculate the
corresponding FIM and CRLB. An efficient way to numeri-
cally calculate the expected value of a function of a Gaussian
variable is to use the Gauss-Hermite Quadrature∫ ∞
−∞
g(x)e−x
2
dx≈
n
∑
i=1
wig(xi), (23)
where xi are the roots of the Hermite polynomial Hn(x) of
degree n and the weights are wi = 2n−1n!/[n2[Hn−1(xi)]2]. The
Gauss-Hermite approximation is exact for polynomials g(x) up
to order 2n− 1. See [6] for a survey on its use in non-linear
filtering and the connection to the unscented transform. It is
more difficult to obtain insight, e.g., in how the properties of
h(·) affect the accuracy of the ML estimate of linear dynamics.
As mentioned in the introduction, PEM is an alternative to
ML. For the stochastic Wiener system (19) the conditional
mean predictor equals
yˆt|t−1(θ ) = Ev{h(G(q,θ )ut + v),θ )}, (24)
which in general can be computed by integration over v. In
some cases it is possible to analytically calculate yˆt|t−1(θ ) and
its variance. This is, for example, the case when vt is Gaussian
distributed and h(x) is a polynomial.
V. SPECIAL CASE
We will motivate algorithms and analysis for ML and PEM
identification of stochastic Wiener systems by first studying
the special case of estimating a scalar constant mo from the
measurement model
yt = h(m+ vt)+ et . (25)
This corresponds to a stochastic Wiener model with G(q,θ ) =
m, θ = m and ut = 1. We assume {et} and {vt} to be inde-
pendent zero mean Gaussian distributed stochastic processes
with given variances σ2e and σ
2
v , respectively. We also assume
that the sensor function h(·) is given and known.
We now want to answer the following two questions:
1) How does the quality of the ML estimate mˆ depends
on the possible non-linear function h(·) and the noise
variances σ2v and σ
2
e ? More precisely, how does the
asymptotic Fisher InformationMatrix, the corresponding
Cramér-Rao Lower Bound and the asymptotic normal-
ized covariance matrix depend on h(·), σ2v and σ2e ?
2) How should the sensor h(·) be designed to suppress
noise and at the same time amplify information about
the unknown parameter?
A. FIM and CRLB Expressions
It is in principle possible to numerically calculate the FIM
and CRLB using the formulas given the previous sections.
The corresponding results are, however, quite involved and
we will instead derive some approximative FIM and CRLB
expressions for the model (25).
To start, what can be learned from the linear case h(x)=Kx?
The corresponding model is yt = Km+ et +Kvt , with the ML
estimate
mˆML =
1
KN
N
∑
t=1
yt . (26)
The asymptotic variance of the scaled error
√
N[mˆML−mo] is
equal to
CRLB(mo) =
σ2e + h
′(mo)2σ2v
h′(mo)2
⇒ (27)
FIM(mo) =
h′(mo)2
σ2e + h
′(mo)2σ2v
, h′(mo) = K. (28)
Another special case where it is possible to analytically
calculate the asymptotic CRLB is when h(·) is a general
differentiable function but there is no process noise, i.e. vt = 0.
For this case, [12],
CRLB(mo) =
σ2e
h′(mo)2
. (29)
The proof is based on a Taylor series approximation. If instead
et = 0 and the function h(·) is invertible we have the relation
h−1(yt) = m+ vt ,⇒ CRLB(mo) = σ2v . (30)
By comparing these two non-linear special cases with CRLB
for the linear sensor (27),
σ2e
h′(mo)2
+σ2v , (31)
we note that for low or high values of σ2v relative to σ
2
e ,
we expect the CRLB for a nonlinear sensor to be close to the
CRLB for the linear case (31). What happens in between these
two extremes is an open problem to be addressed.
B. First Order Approximations
Applying Gauss Approximation Formula
h(m+ vt)≈ h(m)+ h′(m)vt (32)
to (25) gives the "first-order" Gaussian model
yt = h(m)+ h
′(m)vt + et . (33)
Notice that this is an approximative model and will not lead
to a direct approximation of the CRLB for the general non-
linear case. This approximation is usually only valid in a
neighbourhood where h(·) is approximately linear. Estimation
of m using the model (33) is a Gaussian identification problem
with jointly parameterized mean and variance functions
µ(m) = h(m), C(m) = σ2e + h
′(m)2σ2v . (34)
Notice that the noise variances are assumed to be known,
since we otherwise may have identifiability problems. We can
now directly use the FIM expression (12), which for this case
simplifies to
FIM(mo) =
µ ′(mo)2
C(mo)
+
1
2
C′(mo)2
C(mo)2
. (35)
Evaluation of (35) using (34) gives the FIM expression:
Result 1: The Fisher Information Matrix for the first order
Gauss approximation model (33) equals
FIM1(mo) =
h′(mo)2
σ2e + h
′(mo)2σ2v
+ 2
[
σ2v h
′(mo)h′′(mo)
σ2e + h
′(mo)2σ2v
]2
. (36)
This result gives several new insights. The first term of the FIM
expression (36) equals the FIM (27) for the linear case. Notice
that this now holds for a non-linear model (33). The reason is
that the Gauss approximation formula linearizes the non-linear
noise contribution in an appropriate way. The second term of
(36) shows that the uncertainty of the ML estimate is further
reduced by utilizing the m dependence of the variance. The
improvement in information is proportional to h′′(mo)2, which
makes sense since the variance depends on h′(m).
The FIM expression (36) shows that a non-linear sensor,
with h′′(mo) 6= 0 and gain h′(mo), can give a more accurate
estimate of mo than a linear sensor with the same gain K =
h′(mo). The improvement is, however, in general moderate
since σ2v needs to be small for this approximation to hold.
The corresponding result for the special case when the
measurement noise is small and the function h(x) is invertible
is slightly more involved. Applying Gauss Approximation
Formula to
h−1(yt) = h−1(h(m+ vt)+ et)≈ m+ vt + 1
h′(m+ vt)
et . (37)
leads to the Gaussian model
h−1(yt) = m+ vt +
1
h′(m)
et . (38)
Here we have also approximated the factor h′(m+vt) by h′(m).
The stochastic process (38) has mean and variance
µ(m) = m, C(m) = σ2v +
σ2e
h′(m)2
, (39)
and using (35) gives the FIM expression:
Result 2: The Fisher Information Matrix for the first order
Gauss approximation model (38) equals
FIM2(mo) =
1
σ2v +σ
2
e /h
′(mo)2
+ 2
[
σ2e h
′′(m)
h′(m)(σ2e + h′(mo)2σ2v )
]2
.
(40)
This results is quite similar to Result 1, (36). The only
difference is that σ2v h
′(mo) is replaced by σ2e /h′(mo). The two
FIM expressions (36) and (40) are equal if
σ2e = h
′(mo)2σ2v ,
which makes sense from a noise contribution point of view.
C. Second Order Approximation
A more accurate approximation of (25) is the model
yt = h(m)+ h
′(m)vt +
h′′(m)
2
v2t + et . (41)
This leads to a rather complicated ML problem due to the
chi-squared distributed noise v2t . The model (41) is exact for
a quadratic sensor function h(·) and otherwise an approxima-
tion. This approach is related to the unscented transform as
discussed in e.g. [9]. Rewrite the model (41) as follows to
obtain a zero mean noise contribution
yt = h(m)+
h′′(m)σ2v
2
+ h′(m)vt +
h′′(m)
2
[v2t −σ2v ]+ et . (42)
The variance of v2t −σ2v for a Gaussian process equals 2σ4v .
Hence the approximation (42) has mean and variance
µ(m) = h(m)+
h′′(m)σ2v
2
, (43)
C(m) = σ2e + h
′(m)2σ2v + h
′′(m)2
σ4v
2
. (44)
Applying (35) to this model structure gives:
Result 3: The Fisher Information Matrix for the (second
order) Gaussian approximation of the model (42) equals
FIM3(mo) =
[h′(mo)+ h′′′(mo)σ2v /2]2
σ2e + h
′(m)2σ2v + h′′(m)2σ4v /2
+ 2
[
h′′(mo)σ2v (h′(mo)+ h′′′(mo)σ2v /2)
σ2e + h
′(m)2σ2v + h′′(m)2σ4v /2
]2
.
(45)
The main difference compared to the first order FIM (36) is
the influence of the third order derivative h′′′(mo). Possible
improvement due to increased information depends on the the
size and sign of this term.
As noted earlier the model (42) is not Gaussian and Result 3
has to be modified as described by (18) in order to obtain
the asymptotic normalized covariance matrix of the estimate
obtained by minimizing (11). We use (13) to calculate
J3(mo) =
[h′(mo)+ h′′′(mo)σ2v /2]2
σ2e + h
′(m)2σ2v + h′′(m)2σ4v /2
+ 2κ(mo)
[
h′′(mo)σ2v (h′(mo)+ h′′′(mo)σ2v /2)
σ2e + h
′(m)2σ2v + h′′(m)2σ4v /2
]2
.
(46)
where κ(mo) is defined by (14).
Result 4: The asymptotic normalized covariance of the
estimate obtained by minimizing (11) for the model (42)
equals
AsCov{mˆ}= γ(mo) 1FIM3(mo) , γ(mo) =
J3(mo)
FIM3(mo)
. (47)
The scaling γ is related κ in (46) and gives a measure of how
worse the accuracy is compared to the Gaussian CRLB based
on (45).
D. Conditional Mean Predictor Model
The model (42) has several interesting interpretations. For
a cubic sensor function h(m) it gives the conditional mean
predictor of yt = h(m+ vt)+ et . However, the corresponding
prediction error is not Gaussian distributed. The PEM frame-
work developed in [18] uses
yˆ(m) = Ev{h(m+ v)}, σ2ε (m) = E{[yt− yˆ(m)]2}, (48)
and analyze the estimate obtained by minimizing a variance
weighted PEM cost-function. A more accurate approach to
estimate m is to use the Gaussian ML cost-function (11) and
the model
yt = yˆ(m)+ εt(m), (49)
where εt(m) is zero mean with variance σ2ε (m). Thus µ(m) =
yˆ(m) and C(m) = σ2ε (m). This leads in general to a more
accurate estimate than the weighted PEM since the param-
eter dependence of the variance is taken into account. The
corresponding asymptotic covariance matrix is given by (47).
VI. STOCHASTIC WIENER MODEL
The results in the preceding section can be generalized
to the stochastic Wiener model (19) with a given non-linear
sensor h(·). The simplest case would be to use the Gauss
approximation model
zt(θ ) = G(q,θ )ut ,
yt = h(zt(θ ))+ h
′(zt (θ ))vt + et , (50)
for which it is possible to directly apply the ML method (11)
using
µt(θ ) = h(zt(θ )), Ct(θ ) = σ
2
e + h
′(zt (θ ))2σ2v . (51)
The corresponding asymptotic Fisher Information Matrix is
again obtained by taking the average of (12). The derivative
of h(zt(θ )) will play the same role as for the simple case
even if the formulas will be more involved. Also in this case
a non-linear sensor together with the modelling of the variance
can improve the accuracy of the θ estimate compared to
using a linear sensor. The key question is still how valid the
approximative model is for the intended use.
A more accurate description of (19) is the conditional mean
predictor model
yˆt(θ ) = Ev{h(G(q,θ )ut + v),θ )},
yt = yˆt(θ )+ εt(θ ), σ
2
ε,t(θ ) = E{[yt − yˆt(θ )]2}. (52)
The model parameter θ is estimated by maximizing the
Gaussian log-likelihood (11) using
µt(θ ) = yˆt(θ ), Ct(θ ) = σ
2
ε,t(θ ). (53)
This approach has recently been studied in [2]. It is very
efficient from an implementation point of view compared to
the true ML method.
VII. EXAMPLES
We will now in more detail study the problem how to
estimate the mean m from observations of yt = h(m+vt)+et .
Notice that this is a special case of the stochastic ML system
zt = θut + vt
yt = h(zt)+ et , (54)
with m= θ and ut = 1. Furthermore, we will assume that the
gain is normalized to h′(mo) = 1, with mo = 1 and that the
noises have equal power, σe = σv. This is the special case
when we according to our theory could benefit from a non-
linear sensor. For a quadratic sensor h(x) = x2/2, we obtain
the mean and variance
µ(m) =
m2
2
+
σ2v
2
, C(m) = m2σ2v +
σ4v
2
+σ2e . (55)
For a cubic sensor h(x) = x3/3, we have
µ(m) =
m3
3
+mσ2v , C(m) = m
4σ2v + 4m
2σ4v +
5
3
σ6v +σ
2
e .
(56)
We can now calculate the FIM (45) and the asymptotic
normalized variance (47) of the model parameter m to evaluate
identification performance. For example, the quadratic sensor
with mo = 1 and σe = σv gives
FIM3 =
1
2σ2v + 0.5σ4v
+
1
2
4σ2v
(2σ2v + 0.5σ4v )2
,
J3 =
1
2σ2v + 0.5σ4v
+
κ
2
4σ2v
(2σ2v + 0.5σ4v )2
. (57)
The scaling κ , for the quadratic sensor case, ranges from 1 to
2.2 when σv tends from 0 to 1. A more accurate performance
measure here than the FIM is the asymptotic normalized
variance
AsCov{mˆ}= γ 1
FIM3
, γ =
J3
FIM3
(58)
For the quadratic sensor h(x) = x2/2 the scaling γ varies from
1 to 1.5 in our example. This means that we then can expect
worse identification accuracy (larger variance) for higher noise
variances than predicted by FIM3. For the cubic sensor h(x) =
x3/3 the scaling factor γ is in the order of 1 to 8, which shows
that the true noise distribution here can be far from Gaussian.
Next we will compare the asymptotic performance results
with finite data simulations. We use N = 1000 observations
in the numerical study. The ML estimate is obtained by
minimizing
l(θ ) =
N
∑
t=1
− logEv¯{ σv√
2pi
e
− 1
2σ2e
[yt−h(θut+σvv¯))]2} (59)
calculated using Gauss-Hermite Quadrature of order 10000.
The standard deviation of the ML estimate is calculated from
250 noise realizations. We assume that m > 0 to avoid the
obvious identifiability problem using h(x) = x2/2.
σ2v 0.1 0.25 0.5 0.75 1
Linear 0.0141 0.0224 0.0316 0.0387 0.0447
Quadratic 0.0105 0.0179 0.0280 0.0371 0.0461
ML2 0.0132 0.0219 0.0314 0.0452 0.0478
Cubic 0.0133 0.0239 0.0396 0.0532 0.0660
ML3 0.0129 0.0214 0.0281 0.0330 0.0449
TABLE I: Linear denotes the asymptotic normalized standard
deviation for h(x) = 1. Quadratic denotes the asymptotic
normalized standard deviation for h(x) = x2/2. ML2 denotes
the standard deviation obtained by minimizing (59) for for
h(x) = x2/2. Cubic denotes the asymptotic normalized stan-
dard deviation for h(x) = x3/3. ML3 denotes the standard
deviation obtained by minimizing (59) for h(x) = x3/3.
Table I shows that the asymptotic results are in good
agreement with the simulations. They provide reasonable
estimates of the accuracy of the true ML method. Notice
however that the asymptotic standard deviations corresponds to
minimizing (11) and not to the true ML function (59) as in the
simulations results ML2 and ML3. The proposed conditional
mean predictor based identification method obtained by max-
imizing the Gaussian log-likelihood (11) gives results that are
very close to the asymptotic normalized standard deviations
Quadratic and and Cubic and are thus not reported in the
table. The performance of conditional mean predictor based
identification method is quite close to true ML method, while
the computational efficiency is many magnitudes faster. The
identification accuracy is slightly worse for the cubic sensor
and rather high noise levels. A reason is that the approximate
model (56) has problems to capture the non-linear stochastic
behavior due to the cubic function.
VIII. CONCLUSION
System identification with linear sensors and linear dy-
namics is a very advanced subject with powerful tools for
performance analysis. We have taken a step towards under-
standing more about performance analysis for identification
of stochastic non-linear systems. In order to obtain transparent
results to give guidelines for e.g. experiment design, we have
studied the special case of a known non-linear sensor and an
unknown stochastic linear system with both process noise and
measurement noise. This is a difficult problem, even when the
objective is just to estimate a constant mean. We have derived
first order and second order Gaussian approximations for
the Fisher Information Matrix and the asymptotic normalized
covariance matrix. We started by asking the two questions:
1) How does the quality of the model estimate depends
on the possible non-linear sensor function h(·) and the
noise variances?
2) How should the sensor function h(·) be designed to
enhance information about the unknown parameter?
Our main focus has been on the first question. We have
derived explicit FIM and variance expressions that shows
how the higher derivatives of the non-linear sensor function
affect the quality of the estimate. This is a first step to
understand how general nonlinear functions affect the accuracy
of parameter estimates. We have showed how the scaling κ ,
which is directly related to the kurtosis, may amplify or reduce
uncertainty. From a practical point of view one should design
sensor systems that results in a low kurtosis. For example,
the case when vt is uniformly distributed gives a smaller
kurtosis than for the Gaussian case. It would be of interest to
study more complicated systems including stochastic neural
networks based models. Most results in this area are deter-
ministic and little is known for example how stochastic input
noise affects the performance.
We have proposed an identification method based on the
conditional mean predictor and the corresponding prediction
error variance combined with the Gaussian ML cost-function.
This results in a very computational efficient algorithm with
good performance for identification of stochastic Wiener sys-
tems.
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