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 RESUMEN EJECUTIVO 
Atento desde hace mucho tiempo se erige como la empresa líder en América Latina y España 
dentro del sector BPO (Business Process Outsourcing) y CEM (Customer Experience 
Management). En Perú comenzó sus operaciones desde el año 1999. 
En las últimas décadas han surgido pequeñas empresas dedicas al rubro del Call Center, ingresan 
al mercado compitiendo directamente con ATENTO ofreciendo en líneas generales el mismo 
servicio a un costo mucho más bajo. ATENTO sigue siendo la empresa más grande y líder del 
sector pero va perdiendo terreno, es decir, algunos de sus clientes habituales –principalmente 
del sector bancario- con los cuales había mantenido sociedad durante muchos años, han ido 
confiando y mudando parcialmente o la totalidad de su servicio de atención al cliente vía 
telefónica, a plataformas tecnológicas de otras empresas. 
ATENTO, con el objetivo de fidelizar a sus clientes del sector bancario, planea lanzar un nuevo 
producto que realice la gestión de cobranza preventivas. Hasta ese entonces, y según el estudio 
estratégico realizado por la unidad de negocios de la empresa, dicho servicio – el de gestión de 
cobranza preventiva- únicamente lo tenían implementado las entidades bancarias dentro de su 
propia unidad de tecnología, mas no como un servicio tercerizado.  
Atento actualmente y desde el 2017 viene atravesando una crisis organizacional y económica 
que se traduce en constantes despidos de personal; particularmente la jefatura de soluciones, 
específicamente el área de desarrollo y mantenimiento de software, hasta el año 2018 fue 
reducida casi a un 30% de su capacidad operativa bajo la premisa: “ATENTO es una empresa 
dedicada al OUTSOURCING y EL CUSTOMER EXPERIENCE MAGENEMENT, no al desarrollo de 
sistemas”. En el desarrollo de este sistema, como en la mayoría de desarrollos “in house” 
concebidos dentro de ATENTO, se presentó un gran número de limitaciones y dudas las cuales 
se iban aclarando conforme avanzaba el desarrollo, todo esto a causa de un inexistente 
documento funcional que detalle los requerimientos y funcionalidades que el sistema debería 
cumplir; esto a nivel a funcional y de arquitectura. El tiempo estimado fue muy reducido así 
como la cantidad de desarrolladores involucrados en el proyecto; sólo un desarrollador para un 
sistema que se supone debía estar operativo en 6 semanas. 
El informe incluye en el primer capítulo el análisis del contexto y la experiencia del autor. El 
marco general del proyecto se desarrolla en el segundo capítulo así como los 
objetivos planteados y las tecnologías utilizadas. En el tercer capítulo se presenta el 
desarrollo del proyecto mediante un análisis en retrospectiva evidenciando la 









ATENTO for a long time it stands as the leading company in Latin America and Spain within 
the BPO (Business Process Outsourcing) and CEM (Customer Experience Management) 
sectors. In Peru it began operations since 1999. 
In recent decades, small clinic companies have emerged under the Call Center, entering the 
market directly competing with ATENTO connected in general the same service at a much 
lower cost. ATENTO is still the largest and leading company in the sector but it is losing 
ground, that is, some of its regular clients - mainly in the banking sector - with whom they 
had had a partnership for many years, have been trusting and moving certain or all from its 
customer service via telephone, to technological platforms of other companies. 
ATENTO, with the aim of loyalty to its customers in the banking sector, plans to launch a new 
product that performs preventive collection management. Until then, and according to the 
strategic study conducted by the business unit of the company, said service - that of 
preventive collection management - the specific thing implemented by banking entities 
within their own technology unit, but not as a third-party service. 
ATENTO now and since 2017 has been going through an organizational and economic crisis 
that translates into constant layoffs; specifically the solutions management, specifically the 
area of software development and maintenance, until 2018, almost 30% of its operational 
capacity was reduced under the premise: “ATENTO is a company dedicated to 
OUTSOURCING and EL CUSTOMER EXPERIENCE MAGENEMENT, not to systems 
development. "In the development of this system, as in most" home "developments 
conceived within ATENTO, a large number of limitations and doubts are shown, which were 
clarified as development progresses, all this because of a non-existent functional document 
that details the requirements and functionalities that the system should meet; this at the 
functional and architectural level. The estimated time was greatly reduced as well as the 
number of developers involved in the project; only a program for a system that It means 
having a functioning operation in 6 weeks. 
The report includes in the first chapter the analysis of the context and the experience of the 
author. The general framework of the project is developed in the second chapter as well as 
the objectives raised, and the technologies used. In the third chapter the development of 







Tabla de Contenido 
1. CONTEXTO Y DESCRIPCIÓN DE LA EMPRESA ..................................................................... 15 
1.1 CONSULTORÍA Y ASESORIA EN TECNOLOGÍA CONASTEC.- ....................................... 15 
1.2 CONSULTORÍA Y ASESORIA EN TECNOLOGÍA CONASTEC.- ....................................... 15 
1.3 ATENTO PERÚ.- ........................................................................................................... 16 
1.4 GLOBAL HITSS & AMERICA MÓVIL.- ........................................................................... 17 
2. INFORMACIÓN GENERAL DEL PROYECTO .......................................................................... 18 
2.1 NOMBRE DEL PROYECTO.- ......................................................................................... 18 
2.2 OBJETIVO Y OBJETO DE ESTUDIO.-............................................................................. 18 
2.3 DESCRIPCIÓN DEL PROYECTO ..................................................................................... 18 
2.3.1 Un pequeño SERVIDOR JAVA o llamado también MOTOR DE ENVÍOS. ........... 18 
2.3.2 Una aplicación web o también llamado LANDING PAGES DE ENVÍOS. ............ 19 
2.4 MARCO CONCEPTUAL QUE DA SUSTENTO AL OBJETO DE ESTUDIO. ....................... 19 
2.4.1 ¿QUÉ ES OSGI? .................................................................................................... 20 
2.4.2 ¿QUÉ ES UN BUNDLE EN OSGI? .......................................................................... 22 
2.4.3 CICLO DE VIDA DE UN BUNDLE.- ........................................................................ 23 
2.4.4 SERVICIOS OSGI.- ................................................................................................ 24 
2.4.5 UTILIZACIÓN DE UN SERVICIO OSGI.- ................................................................ 24 
2.4.6 ¿POR QUÉ SPRING? ............................................................................................ 26 
2.4.7 ¿POR QUÉ JAVA SERVER FACES? ........................................................................ 27 
2.5 METODOLOGÍA ........................................................................................................... 28 
3. DESARROLLO DEL PROYECTO ............................................................................................. 30 
3.2.1 INTRODUCCIÓN ECOSISTEMA TECNOLÓGICO DE ATENTO.- ................................. 30 
3.1.1 ORGANIGRAMA ATENTO PERÚ.- ........................................................................... 30 
3.1.1.1 ORGANIGRAMA JEFATURA DE TECNOLOGÍA O SOLUCIONES ....................... 31 
3.1.1.1.1 PLATAFORMA.- ......................................................................................... 32 
3.1.1.1.2 GRUPO CRM.- ........................................................................................... 32 
3.1.1.1.3 GRUPOS AS.- ............................................................................................. 32 
3.1.1.1.4 SERVIDORES.- ........................................................................................... 32 
3.1.1.1.5 SOPORTE TÉCNICO.- ................................................................................. 33 
3.1.1.2 ORGANIGRAMA DIRECCIÓN DE NEGOCIO TELEFÓNICA Y MULTISECTOR .... 33 
3.1.1.2.1 DESCRIPCIÓN ORGANIGRAMA MULTISECTOR Y TELEFÓNICA.-.............. 35 
3.1.2 IMPLEMENTACIONES DE RUTINA.- ........................................................................ 36 
3.1.2.1 CAMPAÑAS ATENTO.- ..................................................................................... 37 
3.1.2.2 IMPLEMENTACIONES DE RUTINA – PLATAFORMA.- ..................................... 38 
3.1.2.3 IMPLEMENTACION DE RUTINA – GRUPO CRM.- ........................................... 38 
3.1.2.4 IMPLEMENTACION DE RUTINA – GRUPO AS.- ............................................... 39 
3.1.3 IMPLEMENTACIONES NUEVAS.- ............................................................................. 39 
3.1.4 ARQUITECURA PARA EL PROCESO DE LLAMADAS DE ENTRADA Y SALIDA.- ........ 39 
3.1.5 ¿CÓMO SE GESTIONA LAS LLAMADAS EN LOS DIFERENTES SERVICIOS DE 
ATENCIÓN? ......................................................................................................................... 41 
3.1.5.1 AVAYA ONE X COMMUNICATOR.- ................................................................. 43 
3.1.5.2 AGENTE AVAYA.- ............................................................................................ 44 
3.1.5.3 BARRA ATENTO.- ............................................................................................ 44 
3.1.5.4 GRABADOR IP.- ............................................................................................... 45 
3.1.5.5 MULTIGESTIÓN.- ............................................................................................. 45 
3.2.2 RECONSTRUCCIÓN DE LA EXPERIENCIA LABORAL – LÍNEA DEL TIEMPO .............. 47 
3.2.1.1 ETAPAS DEL PROYECTO EN LAS CUALES EL AUTOR PARTICIPÓ.- .................. 48 
3.2.1 DIRECCIÓN Y PLANIFICACIÓN.- .............................................................................. 49 
3.2.1.1 RESPONSABLE.- ................................................................................................... 49 
3.2.1.2 PARTICIPANTES.- ................................................................................................. 49 
3.2.1.3 ¿CÓMO SE REALIZÓ EL ANÁLISIS DE LA INFORMACIÓN? .................................. 49 
3.2.1.4 ENUNCIADO DEL PROYECTO.- ............................................................................ 50 
3.2.1.5 EVIDENCIAS SOBRE LAS EXPERIENCIA.- ............................................................. 51 
3.2.1.5.1 TICKET BILLET.- ............................................................................................ 51 
3.2.1.5.2 MRT.- ........................................................................................................... 52 
3.2.1.5.3 CRONOGRAMA DE ACTIVIDADES.- ............................................................. 53 
3.2.1.5.4 DISEÑO ROBOT IVR.-................................................................................... 54 
3.2.2 ANÁLISIS Y DISEÑO.- ............................................................................................... 54 
3.2.2.1 ¿CÓMO SE REALIZÓ EL ANÁLISIS Y DISEÑO DEL SISTEMA? ............................... 55 
3.2.2.1.1 BOSQUEJO DE ARQUITECTURA DEL SISTEMA.- ......................................... 56 
3.2.2.1.2 ELECCIÓN DE ARQUITECTURA PARA EL MOTOR DE ENVÍOS.- .................. 57 
3.2.2.1.3 BUNDLE SCHEDULER.- ................................................................................. 58 
3.2.2.1.4 BUNDLE IVRTASK.- ...................................................................................... 58 
3.2.2.1.5 BUNDLE SMSTASK.- .................................................................................... 59 
3.2.2.1.6 BUNDLE EMAILTASK.- ................................................................................. 59 
3.2.2.1.7 BUNDLE WHATSAPPTASK.-......................................................................... 59 
3.2.2.1.8 SOBRE LA APLICACIÓN WEB.- ..................................................................... 59 
3.2.2.2 SOBRE LA ESTRUCTURA DE TABLAS DEL MOTOR DE ENVÍOS.- ......................... 60 
3.2.2.3 SOBRE LA FORMA DE ESTABLECER CONEXIÓN A LA BASE DE DATOS.- ............ 60 
3.2.2.4 SOBRE EL PROCESO SSIS DE ALIMENTACIÓN.- .................................................. 61 
3.2.2.5 SOBRE CONFIGURADOR DEL MOTOR DE ENVÍOS.- ........................................... 62 
3.2.2.6 EVIDENCIAS SOBRE LA EXPERIENCIA.- ............................................................... 62 
3.2.3 CONSTRUCCIÓN, “¡MANOS A LA OBRA, A PROGRAMAR!”. - ............................... 64 
3.2.3.1 PROCESO DE CARGA MODIFICADO.-.................................................................. 64 
3.2.3.2 ESTRUCTURA DE TABLAS.- .................................................................................. 65 
3.2.3.3 CONSTRUCCIÓN DE CONFIGURADOR PARA EL MOTOR DE ENVÍOS.-............... 67 
3.2.3.3.1 ESTRUCTURA DEL CÓDIGO FUENTE ACTUAL DEL CONFIGURADOR 
MULTIGESTIÓN.- ............................................................................................................. 67 
3.2.3.3.2 Estructura del código fuente para el configurador del MOTOR DE 
ENVÍOS.- 72 
3.2.3.3.3 INTERFACES DE USUARIO CONFIGURADOR DE ENVÍO.- ........................... 76 
3.2.3.4 CONSTRUCCIÓN DEL MOTOR DE ENVÍOS.- ........................................................ 78 
3.2.3.4.1 ¿QUÉ CONVIERTE A UN JAR EN UN BUNDLE O MÓDULO OSGI? .............. 78 
3.2.3.4.2 PATRÓN MVC Y ESTANDARES JAVA EN DESARROLLO DE BUNDLES.- ...... 79 
3.2.3.4.3 BUNDLE “SCHEDULER”.- ............................................................................. 79 
3.2.3.4.3.1 ARCHIVO MANIFIESTO.- ........................................................................ 79 
3.2.3.4.3.2 CLASE ACTIVATOR.- ............................................................................... 80 
3.2.3.4.3.3 ESTRUCTURA DE CÓDIGO.- ................................................................... 81 
3.2.3.4.3.4 CAPA DAO.- ........................................................................................... 82 
3.2.3.4.3.4.1 INTERFACES.- .................................................................................. 82 
3.2.3.4.3.4.2 IMPLEMENTACIÓN DE INTERFACES.- ............................................ 83 
3.2.3.4.3.4.3 POOL DE CONEXIONES C3P0.- ........................................................ 85 
3.2.3.4.3.4.4 DEFINICIOS DE THREADS.- ............................................................. 86 
3.2.3.4.3.5 CAPA DE SERVICIO.- .............................................................................. 88 
3.2.3.4.3.5.1 INTERFACES.- .................................................................................. 88 
3.2.3.4.3.5.2 IMPLEMENTACIÓN DE INTERFACES ............................................... 91 
3.2.3.4.3.6 CAPA DE VISTA Y CONTROLADOR.- ...................................................... 93 
3.2.3.4.3.6.1 VISTAS.- .......................................................................................... 93 
3.2.3.4.3.6.2 CONTROLADORES.- ........................................................................ 94 
3.2.3.4.4 BUNDLE “SMSTASK” ................................................................................... 96 
3.5.5.4.1 ARCHIVO MANIFIESTO.- ........................................................................... 96 
3.5.5.4.2 CLASE ACTIVATOR.- .................................................................................. 96 
3.5.5.4.3 ESTRUCTURA DE CÓDIGO.- ....................................................................... 97 
3.5.5.4.4 CAPA DAO.-............................................................................................... 98 
3.5.5.4.4.1 INTERFACES.- ..................................................................................... 98 
3.5.5.4.4.2 IMPLEMENTACIÓN DE INTERFACES.-................................................ 99 
3.5.5.4.4.3 CLIENTE WEBSERVICE REST - INFOBIP.- .......................................... 100 
3.5.5.4.5 CAPA DE SERVICIO.- ............................................................................... 101 
3.5.5.4.5.1 INTERFACES.- ................................................................................... 101 
3.5.5.4.5.2 IMPLEMENTACIÓN DE INTERFACES ................................................ 101 
3.5.5.4.6 CAPA DE VISTA Y CONTROLADOR.- ....................................................... 102 
3.5.5.4.6.1 CONTROLADORES.- ......................................................................... 102 
3.2.3.4.5 BUNDLE “EMAILTASK”.-............................................................................ 103 
3.5.5.5.1 ARCHIVO MANIFIESTO.- ......................................................................... 103 
3.5.5.5.2 CLASE ACTIVATOR.- ................................................................................ 103 
3.5.5.5.3 ESTRUCTURA DE CÓDIGO.- .................................................................... 104 
3.5.5.5.4 CAPA DAO.-............................................................................................. 104 
3.5.5.5.4.1 INTERFACES.- ................................................................................... 104 
3.5.5.5.4.2 IMPLEMENTACIÓN DE INTERFACES.-.............................................. 105 
3.5.5.5.5 CAPA DE SERVICIO.- ............................................................................... 106 
3.5.5.5.5.1 INTERFACES.- ................................................................................... 106 
3.5.5.5.5.2 IMPLEMENTACIÓN DE INTERFACES ................................................ 106 
3.5.5.5.6 CAPA DE VISTA Y CONTROLADOR.- ....................................................... 107 
3.5.5.5.6.1 CONTROLADORES.- ......................................................................... 107 
3.2.3.4.6 BUNDLE “WHATSAPPTASK”.- ................................................................... 108 
3.5.5.6.1 ARCHIVO MANIFIESTO.- ......................................................................... 108 
3.5.5.6.2 CLASE ACTIVATOR.- ................................................................................ 108 
3.5.5.6.3 ESTRUCTURA DE CÓDIGO.- .................................................................... 109 
3.5.5.6.4 CAPA DAO.-............................................................................................. 109 
3.5.5.6.4.1 INTERFACES.- ................................................................................... 109 
3.5.5.6.4.2 IMPLEMENTACIÓN DE INTERFACES.-.............................................. 110 
3.5.5.6.5 CAPA DE SERVICIO.- ............................................................................... 111 
3.5.5.6.5.1 INTERFACES.- ................................................................................... 111 
3.5.5.6.5.2 IMPLEMENTACIÓN DE INTERFACES ................................................ 111 
3.5.5.6.6 CAPA DE VISTA Y CONTROLADOR.- ....................................................... 112 
3.5.5.6.6.1 CONTROLADORES.- ......................................................................... 112 
3.2.3.5 CONSTRUCCIÓN DE LA APLICACIÓN WEB.-...................................................... 113 
3.5.6.1 INTEGRACIÓN HIBERNATE, SPRING Y JSF.- .................................................. 113 
3.5.6.1.1 Modificaciones en Web.xml .................................................................. 113 
3.5.6.1.2 MODIFICACIONES EN “FACES-CONFIG.XML”.- ...................................... 114 
3.5.6.1.3 ARCHIVOS DE CONFIGURACIÓN SPRING.- ............................................. 115 
3.5.6.1.4 ADMINISTRADOR DE CACHE HIBERNATE “ehcache.xml” ..................... 116 
3.5.6.2 ESTRUCTURA DE CÓDIGO.- ........................................................................... 117 
3.5.6.3 CAPA DAO INTERFACES.- .............................................................................. 118 
3.5.6.4 CAPA DAO IMPLEMENTACIONES ................................................................. 118 
3.5.6.5 CAPA DE SERVICIO INTERFACES ................................................................... 118 
3.5.6.6 CAPA DE SERVICIO IMPLEMENTACIONES .................................................... 118 
3.5.6.7 VISTAS.- ......................................................................................................... 119 
3.5.6.8 CONTROLADORES.- ....................................................................................... 119 
3.5.6.9 LISTENER CICLO DE VIDA JSF.- ...................................................................... 120 
3.2.4 PRUEBAS.- ............................................................................................................. 121 
3.2.5 DESPLIEGUE........................................................................................................... 121 
3.7.1 EVIDENCIA FORMATO DE PASE.- ...................................................................... 121 
3.7.2 SCRIPTS PASE A PRODUCCIÓN.- ........................................................................... 122 
3.7.3 BUNDLES.- ......................................................................................................... 122 
3.7.4 EVIDENCIA CORREO DE PASE A PRODUCCIÓN ................................................ 123 
3.7.5 EVIDENCIA CORREO CONFIRMACIÓN PASE A PRODUCCIÓN.-........................ 123 
4. LECCIONES APRENDIDAS Y PROYECCIÓN PROFESIONAL ................................................ 124 
4.1 LECCIONES APRENDIDAS.- ........................................................................................ 124 
4.2 PROYECCIÓN PROFESIONAL.- ................................................................................... 124 











Tabla de Ilustraciones 
Figura 1. CONTENEDOR OSGI ...................................................................................................... 22 
Figura 2 MANIFIEST.MF BUNDLE OSGI ........................................................................................ 22 
Figura 3 PUBLICACIÓN DE UN SERVICIO OSGI............................................................................. 24 
Figura 4 Consumo de un servicio OSGI ....................................................................................... 25 
Figura 5 Marco de trabajo PMO ATENTO PERÚ .......................................................................... 28 
Figura 6 Organigrama Jefatura de Soluciones ............................................................................. 31 
Figura 7 Organigrama detalle Jefatura de Soluciones................................................................. 31 
Figura 8 Organigrama Telefónica ................................................................................................ 33 
Figura 9 Detalle Organigrama Multisector .................................................................................. 34 
Figura 10 Organigrama Multisector ............................................................................................ 34 
Figura 11 Detalle Organigrama Multisector ................................................................................ 35 
Figura 12 SISTEMA BILLET ........................................................................................................... 36 
Figura 13 EJEMPLO DE MRT ........................................................................................................ 37 
Figura 14 ARQUITECTURA PBX ATENTO PERÚ ............................................................................ 40 
Figura 15 PLATAFORMA DE SERVICIO NÚMERO 6, SEDE ATE ..................................................... 41 
Figura 16 APLICATIVO MULTIGESTIÓN ........................................................................................ 42 
Figura 17 AVAYA ONE X COMMUNICATOR ................................................................................. 43 
Figura 18 AGENTE AVAYA ............................................................................................................ 44 
Figura 19 BARRA ATENTO O BARRA AVAYA ................................................................................ 44 
Figura 20 MULTIGESTION ............................................................................................................ 45 
Figura 21 FASES Y ACTIVIDADES DEL PROYECTO. ELABORACIÓN LUIS PÉREZ ............................ 47 
Figura 22 TICKET BILLET DEL PROYECTO: ELABORADO POR LUIS PEREZ .................................... 51 
Figura 23 MRT DEL PROYECTO: ELABORADO POR LUIS PEREZ ................................................... 52 
Figura 24 CRONOGRAMA DE ACTIVIDADES DEL PROYECTO: ELABORADO POR LUIS PEREZ ...... 53 
Figura 25 DISEÑO ROBOT IVR: ELABORADO POR EQUIPO DE PLATAFORMA ............................. 54 
Figura 26 BOSQUEJO DE ARQUITECURA DEL SISTEMA ............................................................... 56 
Figura 27 BUNDLES ...................................................................................................................... 58 
Figura 28 PROCESO DE CARGA ACTUAL ...................................................................................... 61 
Figura 29 CONFIGURADOR ACTUAL ............................................................................................ 62 
Figura 30 CONFIGURADOR ACTUAL ............................................................................................ 63 
Figura 31 CONFIGURADOR ACTUAL ............................................................................................ 63 
Figura 32 PROCESO DE CARGA MODIFICADO ............................................................................. 64 
Figura 33 ESTRUCTURA DE TABLAS Y DESCRIPCIÓN ................................................................... 65 
Figura 34 ESTRUCTURA DE TABLAS Y DESCRIPCIÓN ................................................................... 66 
Figura 35 - ESTRUCTURA DE TABLAS Y DESCRIPCIÓN ................................................................. 66 
Figura 36  ESTRUCTURA CÓDIGO ACTUAL CONFIGURADOR MULTIGESTIÓN............................. 68 
Figura 37 CLASE “FrmPrincipal” que concentra casi 80% del código del sistema en una sola 
clase. ............................................................................................................................................ 69 
Figura 38 CLASE “FrmPrincipal” que concentra casi 80% del código del sistema en una sola 
clase. ............................................................................................................................................ 69 
Figura 39 CLASE “FrmPrincipal” que concentra casi 80% del código del sistema en una sola 
clase. ............................................................................................................................................ 70 
Figura 40  CLASE “FrmPrincipal” que concentra casi 80% del código del sistema en una sola 
clase. ............................................................................................................................................ 70 
Figura 41 CLASE “FrmPrincipal” algunas muestras de malas prácticas. ..................................... 71 
Figura 42 VISTA Y CONTROLADORES AÑADIDOS AL CÓDIGO EXISTENTE. .................................. 72 
Figura 43 VISTA “DLGWEBMOTORTAREA” UTILIZADO EXCLUSIVAMENTE PARA DEFINIR LOS 
COMPONENTES DE LA INTERFACE DE USUARIO. ........................................................................ 73 
Figura 44 CLASE “DLGWEBMOTORTAREACONTROLLER” UTILIZADO EXCLUSIVAMENTE PARA 
DEFINIR LOS EVENTOS O LISTENER DE LOS COMPONENTES DE INTERFACE DE USUARIO. ........ 74 
Figura 45 - CLASE “DLGWEBMOTORTAREACONTROLLER” UTILIZADO EXCLUSIVAMENTE PARA 
DEFINIR LOS EVENTOS O LISTENER DE LOS COMPONENTES DE INTERFACE DE USUARIO. ........ 75 
Figura 46 LISTADO DE CANALES DE COMUNICACIÓN CONFIGURADOS ..................................... 76 
Figura 47 FORMULARIO DE CREACIÓN DE CANAL DE COMUNICACIÓN ..................................... 77 
Figura 48 EJEMPLO DE ARCHIVO DE MANIFIESTO ...................................................................... 78 
Figura 49 MANIFIEST.MF SCHEDULER ......................................................................................... 79 
Figura 50 ACTIVATOR SCHEDULER .............................................................................................. 80 
Figura 51 ESTRUCTURA CÓDIGO SHCHEDULER .......................................................................... 81 
Figura 52  INTERFACE “CasosEnvioDao” ..................................................................................... 82 
Figura 53 INTERFACE “ConfiguracionCampanaDao” ................................................................... 82 
Figura 54 INTERFACE “SchedulerTaskDao” ................................................................................. 82 
Figura 55 CLASE “CasosEnvioDaoImpl” ....................................................................................... 83 
Figura 56 CLASE “ConfiguracionCampanaDaoImpl” ................................................................... 83 
Figura 57 CLASE “SchedulerTaskDaoImpl” .................................................................................. 84 
Figura 58 CLASE “DataSource o Pool de Conexiones c3p0” ........................................................ 85 
Figura 59 Thread “ThreadActulizacionNewConfiguraciones”: Se crea una única instancia de 
este thread para actualización de canales de comunicación. ..................................................... 86 
Figura 60 Thread “ThreadTaskExecutorInactivos”: Se crea una única instancia de este thread 
para destrucción de thread inactivos. ......................................................................................... 86 
Figura 61 Thread “ThreadExecutor”: Se crea múltiples instancias de este thread dependiendo 
del número de canales de comunicación. ................................................................................... 87 
Figura 62 Thread “ThreadExecutor”: Se crea múltiples instancias de este thread dependiendo 
del número de canales de comunicación. ................................................................................... 88 
Figura 63  INTERFACE “ConfiguracionCampanaService” ............................................................. 88 
Figura 64 INTERFACE “EnviaEmailService” .................................................................................. 89 
Figura 65 INTERFACE “EnviaIvrService” ...................................................................................... 89 
Figura 66 INTERFACE “EnviaSmsService” .................................................................................... 89 
Figura 67 INTERFACE “EnviaWhatsappService” .......................................................................... 90 
Figura 68 INTERFACE “SchedulerTaskService” ............................................................................ 90 
Figura 69 CLASE “ConfiguracionCampanaServiceImpl” .............................................................. 91 
Figura 70 CLASE “GenericService” ............................................................................................... 91 
Figura 71 CLASE “SchedulerTaskServiceImpl” ............................................................................. 92 
Figura 72 CLASE “FrmPrincipal” .................................................................................................. 93 
Figura 73 INTERFAZ MONITOR DE THREADS ............................................................................... 93 
Figura 74 Clase “FrmPrincipalController” ................................................................................... 94 
Figura 75 Clase “FrmPrincipalController” ................................................................................... 94 
Figura 76 Clase “FrmPrincipalController” ................................................................................... 95 
Figura 77 Clase “GenericSenderController” ................................................................................ 95 
Figura 78 MANIFIEST.MF SMSTASK ............................................................................................. 96 
Figura 79 ACTIVATOR SMSTASK .................................................................................................. 96 
Figura 80 ESTRUCTURA CÓDIGO SMSTASK ................................................................................. 97 
Figura 81 INTERFACE “EnviaCasoSmsDao” ................................................................................. 98 
Figura 82 INTERFACE “SmsConfigureDao” .................................................................................. 98 
Figura 83 CLASE “EnviaCasoSmsDaoImpl” .................................................................................. 99 
Figura 84 CLASE “SmsConfigureDaoImpl” ................................................................................... 99 
Figura 85 CLASE “InfoBipRestClient” ......................................................................................... 100 
Figura 86 CLASE “EnviaSmsServiceImpl” ................................................................................... 101 
Figura 87 CLASE “EnviaSmsController” ..................................................................................... 102 
Figura 88 CLASE “EnviaSmsController” ..................................................................................... 103 
Figura 89  ACTIVATOR EMAILTASK ............................................................................................ 103 
Figura 90 ESTRUCTURA CÓDIGO EMAILTASK ............................................................................ 104 
Figura 91 INTERFACE “MailConfigureDao” ............................................................................... 104 
Figura 92 CLASE “MailConfigureDaoImpl” ................................................................................ 105 
Figura 93  INTERFACE “MailConfigureService” ......................................................................... 106 
Figura 94 CLASE “MailConfigureService” .................................................................................. 106 
Figura 95 CLASE “MailConfigureServiceImpl” ........................................................................... 107 
Figura 96 CLASE “EnviaEmailController” ................................................................................... 107 
Figura 97 MANIFIEST.MF WHATSAPPTASK ............................................................................... 108 
Figura 98 ACTIVATOR WHATSAPPTASK ..................................................................................... 108 
Figura 99 ESTRUCTURA DE CÓDIGO WHATSAPPTASK .............................................................. 109 
Figura 100 INTERFACE “WhatsappConfigureDao” .................................................................... 109 
Figura 101 CLASE “WhatsappConfigureDaoImpl” ..................................................................... 110 
Figura 102 CLASE “WhatsappConfigureDaoImpl” ..................................................................... 111 
Figura 103 CLASE “EnviaWhatsappController” ......................................................................... 112 
Figura 104 Web.xml .................................................................................................................. 113 
Figura 105 Web.xml .................................................................................................................. 113 
Figura 106 Web.xml .................................................................................................................. 114 
Figura 107 faces-config.xml....................................................................................................... 114 
Figura 108 application-context-dao.xml ................................................................................... 115 
Figura 109 application-context-service.xml .............................................................................. 115 
Figura 110 application-context-web.xml .................................................................................. 116 
Figura 111 ehcache.xml.xml ...................................................................................................... 116 
Figura 112 ESTRUCTURA DE CÓDIGO APP WEB ........................................................................ 117 
Figura 113 INTERFACES DAO ..................................................................................................... 118 
Figura 114 IMPLEMENTACIONES DAO ...................................................................................... 118 
Figura 115 INTERFACES SERVICE ............................................................................................... 118 
Figura 116 IMPLEMENTACIONES SERVICE ................................................................................ 118 
Figura 117 VISTAS ...................................................................................................................... 119 
Figura 118 CONTROLADORES .................................................................................................... 119 
Figura 119 CLASE LIFE LISTENER “LifeCycleListener” ................................................................ 120 
Figura 120 FORMATO PASE A PRODUCCIÓN ENVIADO ............................................................ 121 
Figura 121 FORMATO PASE A PRODUCCIÓN ENVIADO ............................................................ 122 
Figura 122 FORMATO CORREO PASE A PRODUCCIÓN ENVIADO .............................................. 123 





1. CONTEXTO Y DESCRIPCIÓN DE LA EMPRESA 
 
El autor desarrollo el proyecto de estudio en el que se basa este informe en la empresa 
ATENTO PERÚ durante el periodo comprendido entre inicio y finales de marzo del 2019. En 
ATENTO PERÚ me desempeñe como ANALISTA DE SISTEMAS en la JEFATURA DE 
SOLUCIONES. Actualmente me encuentro trabajando en la empresa GLOBAL HITSS 
perteneciente al GRUPO AMERICA MÓVIL, me desempeño como ANALISTA PROGRAMADOR 
dedicado íntegramente al desarrollo de nuevas funcionalidades en el ámbito de las 
aplicaciones de CLARO ESTADOS UNIDOS y TELMEX ESTADOS UNIDOS. 
 
A continuación, paso a describir mi trayectoria profesional desde mi primer trabajo luego de 
graduarme de la universidad hasta la actualidad: 
 
1.1 CONSULTORÍA Y ASESORIA EN TECNOLOGÍA CONASTEC.-  
 
Esta sección de experiencia laboral corresponde al proyecto de adaptación y 
modificación del módulo de ventas y producción del ERP “ODOO”, de código fuente 
abierto, elaborado en Python e inspirado a nivel de arquitectura en JAVA SERVER FACES. 
El proyecto requirió aprender rápidamente Python para poder realizar las 
modificaciones solicitadas en los módulos señalados. La parte más complicada y que 
significo un duro reto para el equipo de desarrolladores fue la funcionalidad de 
impresión de comprobantes desde el lado del cliente (Navegador Web), para lo cual se 
desarrolló un Servidor WebSocket Java que corría mediante un batchero en cada una de 
las computadoras con una impresora instalada; el servidor websocket se mantenía a la 
escucha de cualquier petición originada desde el navegador web, recibía como 
parámetro la cadena a imprimir y el nombre de la impresora o ticketera. 
 
 Cargo.- Analista Programador Junior 
 Periodo.- Noviembre 2015 – Diciembre 2015 
 Funciones.-  
- Programación y mantenimiento de módulos de OPENERP V.7 – ODOO V.8. 
implementado para el cliente “Corporación Antilla”. 
- Desarrollo de componente de impresión a impresoras matriciales. 
 
1.2 CONSULTORÍA Y ASESORIA EN TECNOLOGÍA CONASTEC.-  
 
Esta sección de experiencia laboral corresponde al proyecto de facturación electrónica 
emprendida por la empresa CONASTEC, cuya finalidad tenía aprobar satisfactoriamente 
el proceso de homologación SUNAT con el objetivo de convertirse en un PROVEEDOR 
DE SERVICIOS ELECTRÓNICOS. El proyecto involucro tecnologías como SPRING para el 
control de transacciones y conexiones a base de datos, manejo de Jobs mediante 
SPRING SCHEDULER, gestión de beans, SPRING AOP para añadir nuevas funcionalidades 
como validaciones de permisos o restricciones de acceso por usuarios a ciertos métodos 
de la capa de servicio; HIBERNATE como ORM para un fácil acceso y modificación de los 
objetos de la base de datos; JAVA SERVER FACES para un desarrollo rápido de vistas así 
como consumo y exposición de servicios SOAP. 
 
 
 Cargo.- Analista Programador Semi Senior 
 Periodo.- Diciembre 2015 – Abril 2017 
 Funciones.- 
- Miembro del equipo de desarrolladores del Sistema de Facturación Electrónica 
EBIS certificado por SUNAT, desarrollado con las tecnologías de HIBERNATE, 
SPRING y JSF. 
- Implementación de funcionalidades del módulo de emisión de comprobantes, 
y generación de UBL de comprobantes electrónicos enviados a SUNAT vía WEB 
SERVICE SOAP. 
- Implementación del validador XSL de SUNAT para los UBL de comprobantes 
electrónicos. 
- Mejora, mantenimiento y estabilización del Sistema EBIS. 
- Elaboración de documento funcional y manual de usuario. 
 
1.3 ATENTO PERÚ.-  
 
Esta sección de experiencia laboral corresponde al cargo de ANALISTA DE SISTEMAS, el 
cual consistía básicamente en atender las solicitudes de los clientes internos (un cliente 
interno en atento viene a ser una unidad de negocio asignada a un cliente externo, ya 
sea un banco, por ejemplo) e identificar los requerimientos y proponer la solución más 
adecuada. El corazón tecnológico usado para gestionar las llamadas telefónicas por los 
OPERADORES u ASESORES es el MULTIGESTIÓN, sistema desarrollador en JAVA SWING 
bajo la arquitectura modular OSGI. 
 
 Cargo.- Analista de Sistemas 
 Periodo.- Abril 2017 – Septiembre 2019 
 Funciones.- 
- Implementación de sistemas web de envío de ofertas y realización de cobranzas 
vía SMS, 
- WHATSAPP, EMAIL y LLAMADAS TELEFONICAS; así como también un motor 
interno MULTITHREAD de envíos de promociones de ventas y cobranzas 
preventivas. 
- Mejora e implementación de nuevas funcionalidades del SISTEMA MULTI 
GESTIÓN DE ATENTO desarrollado en Java Swing. 
- Programación en TRANSACT SQL. 
- Migración de Oracle a SQLSERVER. 








1.4 GLOBAL HITSS & AMERICA MÓVIL.-  
 
GLOBAL HITSS pertenece al grupo AMERICA MÓVIL, es una empresa que funciona como 
una consultora de software específicamente como una “fábrica de sotfware” cuyo 
esfuerzo en su totalidad está destinado a prestar servicios a empresas pertenecientes al 
grupo AMERICA MÓVIL, ya sea CLARO, TELMEX, EMBRATEL entre otras. Mi trabajo 
consiste en desarrollar los requerimientos plasmados dentro de un documento 
funcional previamente elaborado por un ANALISTA FUNCIONAL en ESTADOS UNIDOS; 
también me encargo de hacer seguimiento y dar solución a aquellas incidencias críticas 
que en primera instancia no pudieron ser resueltas por el equipo de soporte 
tecnológico. 
 
 Cargo.- Analista Programador 
 Periodo.- Septiembre 2019 - Actualidad 
 Funciones.- 
- Desarrollo de nuevas funcionalidades en los aplicativos de ventas y gestión de 
requerimientos de CLARO USA y TELMEX USA. 
- Soporte y resolución de incidencias relaciones a los aplicativos de CLARO USA y 
Telmex USA. 





























2. INFORMACIÓN GENERAL DEL PROYECTO 
 
2.1 NOMBRE DEL PROYECTO.- 
 
DESARROLLO DE UN MOTOR JAVA DE COBRANZAS Y OFERTAS DE PRESTAMO, Y UNA 
APLICACIÓN WEB PARA VISUALIZAR EL DETALLE DE LAS MISMAS. 
 
2.2 OBJETIVO Y OBJETO DE ESTUDIO.- 
 
Para el proyecto “DESARROLLO DE UN MOTOR JAVA DE COBRANZAS Y OFERTAS DE 
PRESTAMO, Y UNA APLICACIÓN WEB PARA VISUALIZAR EL DETALLE DE LAS MISMAS” – 
que de ahora en adelante llamaré MOTOR DE COBRANZAS, como cualquier otra 
implementación desarrollado en la JEFATURA DE SOLUCIONES DE ATENTO, no se ciñó a 
una metodología de desarrollo de software estándar, por lo que el objetivo de este 
informe no es la de recalcar las etapas, buenas prácticas o roles de una marco de trabajo 
como SCRUM –por citar alguno- aplicado al desarrollo de software.  
El objetivo principal de estudio, es la de rescatar las virtudes de la programación 
modular OSGI aplicado al marco de desarrollo del moto de cobranza, al mismo tiempo 
que describiré la potente integración de tecnologías como HIBERNATE , SPRING, y JAVA 
SERVER FACES aplicados al marco de desarrollo de la parte WEB del motor de cobranzas; 
ambos marcos de trabajo respetan patrones de arquitectura de software como el MVC 
y estándares de codificación, aprendidos en la universidad y en mi primer empleo(una 
consultora de software). Como objetivo secundario, a manera de crítica constructiva, se 
describirá brevemente la estructura de una aplicación de gestión que representa el 
corazón del cuerpo de negocio de ATENTO PERÚ, la misma que fue desarrollada sin 
respetar patrones de arquitectura de software ni estándares básicos al momento de 
escribir código java, aplicación con la que tuve que lidiar casi a diario durante más de 
dos años. 
 
2.3 DESCRIPCIÓN DEL PROYECTO 
 
A nivel de estrategia de negocio, ATENTO PERÚ tiene como objetivo principal concebir 
un servicio para la gestión automatizada de cobranzas multicanal: vía telefónica, 
mensaje de texto, correo electrónico y whatsapp, que permita liberar a sus clientes del 
sector banca de la tarea de cobranza preventiva, logrando así mantener el rol de socio 
principal con sus clientes del sector bancario en cuanto a la gestión de relación con 
clientes. 
 
Esta iniciativa de negocio concebida dentro de la unidad comercial dedicada a 
CENCOSUD CHILE, se traduce en cuanto a software en dos componentes: 
 
2.3.1 Un pequeño SERVIDOR JAVA o llamado también MOTOR DE ENVÍOS.   
 
Este componente permite la administración de tareas para el envío de 
información de deudas o cobranzas u promociones de ventas, vía telefónica, 
mensaje de texto, correo electrónico y mensajería WHATSAPP; para el caso de 
los canales de comunicación vía mensaje de texto, correo electrónico o 
WHATSAPP, el cuerpo de la información remitida al cliente contendrá un link a 
una página web donde se podrá visualizar el detalle de la información.   
 
Cada tarea a su vez se traduce en código como un hilo en java, esto quiere decir 
que, para el desarrollo del MOTOR DE ENVÍOS, se requirió un avanzado 
conocimiento de MULTITHREAD en JAVA. Así mismo, cada tipo de iteración con 
el cliente, ya sea: LLAMADA TELEFÓNICA, MENSAJE DE TEXTO, CORREO 
ELECTRÓNICO O MENSAJERÍA WHATSAPP se traduce en código como un 
módulo o BUNDLE OSGI. El proceso que alimenta de información al MOTOR DE 
ENVÍOS es un paquete SSIS (SQL SERVER INTEGRATION SERVICES).  
 
2.3.2 Una aplicación web o también llamado LANDING PAGES DE ENVÍOS.  
 
Este componente permite la visualización de la información remitida al cliente 
por el motor de envíos, información enviada ya sea vía mensaje de texto, correo 
electrónico o mensajería WHATSAPP; a su vez permite registrar al usuario una 
promesa de pago. La aplicación web fue desarrollada usando las tecnologías 
SPRING y JAVA SERVER FACES, siguiendo siempre el patrón de diseño 
RESPONSIVE para su correcta visualización en dispositivos móviles. 
 
 
2.4 MARCO CONCEPTUAL QUE DA SUSTENTO AL OBJETO DE ESTUDIO. 
 
El amplio sector de clientes potencialmente morosos de CENCOSUD, conlleva a que la 
información de clientes proporcionada por CENCOSUD mediante un archivo de carga 
Excel, sea numerosa y pesada, motivo por el cual se aprovechó la potencia y eficiencia 
–ampliamente utilizada y comprobada en los procesos de carga de ATENTO- que ofrecen 
las herramientas de SQL SERVER INTEGRATION SERVICES al momento de procesar e 
insertar gran cantidad de datos a una base de datos. 
Se eligió el aproximamiento modular que ofrece OSGI como único FRAMEWORK base 
para la implementación del MOTOR DE ENVÍOS, porque la arquitectura de este sistema 
debía soportar tanto un modelo de gestión automática de cobranzas, así como también 
uno de ventas, y cada modelo de gestión a su vez, de acuerdo a los requerimientos y 
necesidades del cliente contratante, debía poder configurarse o adaptarse a una o más 
canales de comunicación(vía telefónica, mensaje de texto, correo electrónico o 
mensajería WHATSAPP) para la realización de las cobranzas o promoción de ofertas. 
Así mismo, el sistema realiza una eficiente gestión de hilos en java. Pero, ¿Por qué un 
sistema MULTITHREAD?, según los requerimientos solicitados por CENCONSUD CHILE, 
la gestión de cobranza debía iniciarse vía telefónica donde un “robot o bot” tipo IVR 
(INTERACTIVE VOICE RESPONSE) -diseñado por el equipo especializado de 
PLATAFORMA ATENTO-,  en caso el cliente no respondiera la llamada o  no se obtuviera 
un compromiso de pago, el sistema debía ser capaz de identificar aquellas gestiones 
telefónicas que no obtuvieron éxito, para luego realizar un segundo intento de cobranza 
mediante MENSAJE DE TEXTO en cuyo cuerpo se encontraría un link a una aplicación 
web donde el potencial moroso pudiera visualizar el detalle de sus deudas. En caso no 
se obtuviera respuesta mediante la cobranza por Mensaje de Texto, el sistema debía 
realizar un tercer intento de cobranzas mediante MENSAJERÍA WHATSAPP, para 
finalmente pasar a la cobranza vía correo electrónico para aquellas gestiones fallidas vía 
mensajería WHATSAPP. Es evidente que el motor de envíos debía contar con una 
arquitectura MULTITHREAD que soporte uno o N pool de hilos, cada pool de hilos a su 
vez, estaría compuesto de uno o más canales de comunicación (LLAMADA TELEFÓNICA, 
MENSAJE DE TEXTO, CORREO ELECTRÓNICO O MENSAJERÍA WHATSAPP); la cantidad 
de pool de hilos corriendo en el servidor seria directamente proporcional a la cantidad 
de clientes de ATENTO que solicitaran el servicio. Así mismo, el motor de envíos debería 
permitir configurar – mediante su interfaz SWING- el orden de inicio de los hilos o 
canales de comunicación y la manera cómo estos interactuarían. 
 
Para la aplicación web que permite visualizar el detalle de la cobranza o promoción de 
venta, se eligió implementarla tomando como base los FRAMEWORKS SPRING y JAVA 
SERVER FACES; FRAMEWORKS con los cuales ya había trabajado anteriormente y a los 
cuales conocía muy bien. Además, dado el corto tiempo que se tenía previsto para el 
desarrollo del aplicativo web, y aprovechando la existencia de un servidor web TOMCAT 
propiedad de ATENTO, mi mejor elección para realizar una aplicación web de manera 
rápida y aprovechase la ventaja de tener un servidor java, fue definitivamente JAVA 
SERVER FACES. Finalmente debo destacar las siguientes características de SPRING y 
JAVA SERVER FACES, que combinadas se logra un potente, robusto y, sobre todo, rápido 
marco de trabajo al momento de desarrollado una aplicación web: 
 
2.4.1 ¿QUÉ ES OSGI? 
 
OSGi es una de las tecnologías de software distribuido que más impacto está 
causando últimamente. Prueba de ello es que proyectos open source tan 
populares como Eclipse o la framework de aplicaciones empresariales Java EE 
Spring han adoptado esta tecnología como base de sus productos. La razón 
principal para ello es que OSGi define una infraestructura extremadamente 
eficiente para el desarrollo de aplicaciones basadas en servicios (SOA) dentro de 
una máquina virtual Java (JVM). Su principal misión es reducir la complejidad de 
construir, mantener, desplegar y gestionar el ciclo de vida de aplicaciones en 
cualquier tipo de dispositivo computacional. La plataforma de servicios OSGi es 
una tecnología que aporta modularidad dinámica a Java y responde a la 
necesidad de estandarizar la integración de software. Mediante OSGi, Java se 
convierte en un entorno idóneo para afrontar tanto la integración como el 
desarrollo de software. Mientras Java proporciona la portabilidad requerida 
para soportar productos en diferentes plataformas, OSGi facilita las primitivas 
estándar para construir aplicaciones a partir de pequeños componentes 
reutilizables y cooperativos. Para OSGi, un componente software es una librería 
o aplicación que puede ser dinámicamente descubierta y usada por otros 
componentes. 
 
La incorporación de la tecnología OSGi a un dispositivo en red (bien empotrado 
o en forma de servidor) le aporta la capacidad de gestionar el ciclo de vida de 
sus componentes de software y permite la composición dinámica de 
aplicaciones dentro de él desde cualquier otro punto de la red. Gracias a OSGi, 
los componentes software pueden ser instalados, actualizados o eliminados 
sobre la marcha, sin tener que interrumpir la operación del dispositivo o 
servidor. Además, OSGi añade únicamente una ligera capa de software que es 
adecuada incluso para su despliegue y uso en la gestión de componentes 
software en dispositivos empotrados. Eso explica que este estándar no 
solamente prometa como una gran tecnología para mejorar los servidores de 
aplicaciones Java actuales, sino que sea actualmente utilizada en sectores tan 
dispares como la automoción, domótica o los dispositivos móviles. Los atributos 
de su elegante especificación lo han hecho atractivo y aplicable a diversos 
mercados. Por ejemplo, Nokia y Motorota han propuesto una nueva 
arquitectura software basada en OSGi para los teléfonos inteligentes de la 
próxima generación. La industria del automóvil ha adoptado también OSGi. Esta 
plataforma de servicios es parte integral de la plataforma de comunicaciones de 
BMW en la serie 5. Incluso algunos productos de electrónica como Philips 
iPronto, Nokia N800 y E70, la unidad de almacenamiento en red Linksys NSLU2 
empiezan a incorporar OSGi 
 
Desafortunadamente, OSGi es una tecnología que a pesar de existir desde 1999 
no ha contado con gran popularidad entre los desarrolladores de sistemas 
distribuidos y aplicaciones web basadas en Java hasta hace poco. Sin embargo, 
esto está cambiando radicalmente en los últimos meses debido a que son 
muchos los expertos que se han dado cuenta de la idoneidad de OSGi para 
constituir la base de las próximas versiones de servidores de aplicaciones Java. 
Prueba de este interés es que frameworks Java como Eclipse y Spring ya están 
basadas en él, mientras que Apache e IBM ya han preparado también versiones 
de sus servidores de aplicaciones Java EE (Felix y WebSphere, respectivamente) 
























2.4.2 ¿QUÉ ES UN BUNDLE EN OSGI? 
 
Un bundle en OSGI en un JAR y representa un módulo, plugin o unidad de 
implementación independiente dentro de una aplicación. Los bundles se 
despliegan y pueden convivir dentro de un contenedor OSGI tal como se 
muestra en la siguiente imagen: 
 
 
Figura 1. CONTENEDOR OSGI 
         Fuente: (TirthalPatel Osgi, 2014) 
 
Un bundle contiende dentro del jar un archivo MANFIEST.MF. Este archivo 
MANIFIEST contiene metadatos que permiten que OSGi Framework procese los 
aspectos modulares del paquete. El siguiente código es un ejemplo del 












Figura 2 MANIFIEST.MF BUNDLE OSGI 





Los metadatos en este archivo de manifiesto incluyen las siguientes 
propiedades clave: 
 
 Bundle-Version.- Describe la versión del paquete y permite que varias 
versiones de un paquete se activen simultáneamente en la misma 
instancia de marco. 
 Bundle-Name.- Proporciona un nombre legible para un paquete. 
 Bundle-SymbolicName.- Identifica de forma exclusiva un paquete en el 
marco. No reemplaza la necesidad de un encabezado Bundle-Name. 
 Bundle-Activator.- Recibe notificaciones del marco sobre los cambios 
del ciclo de vida del paquete. Esta propiedad especifica la clase que 
implementa la interfaz org.osgi.framework.BundleActivator. 
 Import-Package.- Declara las dependencias externas del paquete que 
usa OSGi Framework para la resolución del paquete. Se pueden declarar 
versiones específicas o rangos de versiones para cada paquete. En este 
archivo de manifiesto de ejemplo, se requiere el paquete 
org.apache.commons.logging en la Versión 1.0.4 o posterior. Se usa 
esta propiedad para especificar los nombres de los paquetes que desea 
que su paquete importe desde el tiempo de ejecución. Si no especifica 
el paquete que su paquete necesita en esta propiedad, puede obtener 
un error de compilación cuando se carga el paquete. 
 
2.4.3 CICLO DE VIDA DE UN BUNDLE.-  
 
El contenedor OSGI gestiona el ciclo de vida de los paquetes. A medida que 
instala y ejecuta un paquete, pasa por varios estados. 
 
Los posibles estados de un paquete son: 
 INSTALLED.- El paquete se ha instalado, pero no se han cumplido todas 
las dependencias del paquete. El paquete requiere paquetes que no 
hayan sido exportados por ningún paquete instalado actualmente. 
 
 RESOLVED.- El paquete está instalado y las dependencias del paquete 
se han cumplido, pero no se está ejecutando. Si se inicia un paquete y 
se cumplen todas las dependencias del paquete, el paquete omite este 
estado. 
 
 STARTING.- Un estado temporal por el que pasa el paquete mientras se 
inicia el paquete. 
 
 ACTIVE.- El paquete se está ejecutando. 
 
 STOPPING.- Un estado temporal por el que pasa el paquete mientras se 
detiene el paquete. 
 
 UNINSTALLED.- El paquete ya no existe en el marco. 
 
 
2.4.4 SERVICIOS OSGI.- 
 
En el marco OSGi, los BUNDLES se construyen alrededor de un conjunto de 
servicios cooperativos disponibles desde un registro de servicios compartidos. 
Tal servicio OSGi se define semánticamente por su interfaz de servicio y se 
implementa como un objeto de servicio. 
 
El objeto de servicio es propiedad y se ejecuta dentro de un BUNDLE. Este 
BUNDLE debe registrar el objeto de servicio con el registro del servicio 
Framework para que la funcionalidad del servicio esté disponible para otros 
paquetes bajo el control de contenedor OSGI. 
 
Las dependencias entre el BUNDLE que posee el servicio y los BUNDLE que lo 
usan son administradas por el contenedor. Por ejemplo, cuando se detiene un 
BUNDLE, todos los servicios registrados en el Framework por ese BUNDLE pasan 
a estado UNREGISTERED automáticamente. 
 
El contenedor asigna servicios a sus objetos de servicio subyacentes y 
proporciona un mecanismo de consulta simple pero potente que permite que 
un BUNDLE solicite los servicios que necesita. El contenedor OSGI también 
proporciona un mecanismo de eventos para que los BUNDLE puedan recibir 
eventos de servicios que están registrados, modificados o no registrados. 
Para publicar un servicio dentro de un bundle se puede usar: 
 
 
Figura 3 PUBLICACIÓN DE UN SERVICIO OSGI 
        Fuente: (Vogella Osgi Tutorial, 2016) 
 
2.4.5 UTILIZACIÓN DE UN SERVICIO OSGI.- 
 
Para utilizar un objeto de servicio y llamar a sus métodos, un paquete primero 
debe obtener un objeto ServiceReference. La interfaz BundleContext define una 
serie de métodos que un paquete puede llamar para obtener objetos 
ServiceReference del Framework: 
 
 getServiceReference (String), getServiceReference (Class): estos 
métodos devuelven un objeto ServiceReference a un objeto de 
servicio que implementa y se registró con el nombre de la interfaz de 
servicio especificada. Si existen varios de estos objetos de servicio, se 
devuelve un objeto de referencia de servicio al objeto de servicio con 
el mayor SERVICIO_RANKING. Si hay un empate en la clasificación, se 
devuelve un objeto ServiceReference al objeto de servicio con el 
SERVICE_ID más bajo (el objeto de servicio que se registró primero). Si 
no se registran objetos de servicio coincidentes, se debe devolver 
nulo. 
 
 getServiceReferences (String, String), getServiceReferences (Class, 
String): estos métodos devuelven una matriz o colección, 
respectivamente, de objetos ServiceReference para objetos de servicio 
que implementan y se registraron bajo la interfaz de servicio 
especificada. 
 
Esto en código se traduce como: 
 
Figura 4 Consumo de un servicio OSGI 
            Fuente: (Vogella Osgi Tutorial, 2016) 
 
 
Si no se registran objetos de servicio coincidentes, el método 
getServiceReferences (String, String) debe devolver nulo y el método 
getServiceReferences (Class, String) debe devolver una colección vacía. 
 
La persona que llama recibe cero o más objetos ServiceReference. Estos objetos 
pueden usarse para recuperar propiedades del servicio subyacente, o pueden 
usarse para obtener el objeto de servicio real. Consulte Obtención de objetos 
de servicio. 
 
Los métodos anteriores requieren que la persona que llama tenga el 
ServicePermission necesario [ServiceReference, GET] para obtener el objeto de 
servicio para la Referencia de servicio devuelta. Si la persona que llama no tiene 
el permiso requerido, estos métodos no deben incluir esa Referencia de servicio 










2.4.6 ¿POR QUÉ SPRING? 
 
SPRING es una de los frameworks JAVA más potentes en la actualidad que 
respeta el MODELO VISTA CONTROLADOR, muy flexible al momento de 
implementar diferentes tipos de arquitecturas de sistemas complejos; 
básicamente se puede integrar SPRING casi con cualquier tecnología JAVA. 
 
Ventajas de SPRING utilizadas en este proyecto: 
 
- La ya conocida destacable facilidad de SPRING al momento de la creación y 
administración de BEANS y la inyección de dependencias. 
 
- Administración y manejo de conexiones y transacciones a nivel de la capa 
de servicios. SPRING puede ser usado para abrir conexiones a base de datos, 
iniciar una transacción y, en caso de producirse una excepción, realizar 
rollback; todo esto es posible gracias a la utilización de SPRING de la técnica 
de programación AOP.  
 
- SPRING respeta el MODELO VISTA CONTROLADOR, de hecho, las tres 
características descritas anteriormente prácticamente obligan a 
implementar una aplicación bajo el patrón MVC. 
 
- Facilidad de integración con casi cualquier framework java; entre los más 
importantes y polulares: Hibernate, MyBatis, JSF, JUnit, integración parcial 
con OSGI (aún en estudio), entre otros. 
 
- Spring provee librerías que liberan de muchas tareas de código repetitivo al 
programador. Ayuda a agilizar el desarrollo a nivel de acceso a base de datos 
con su integración con hibernate, uso de JDBC Templates; control de 
transacciones automáticas; librerías que agilizan la implementación de un 
web service o el consumo de servicios; control de tareas o Jobs; invocación 

















2.4.7 ¿POR QUÉ JAVA SERVER FACES? 
 
JAVA SERVER FACES es el “caballo de batalla” de la plataforma J2EE cuando se 
requiere de algún FRAMEWORK para la construcción de interfaces de usuario 
web del lado del servidor. Se eligió JAVA SERVER FACES y específicamente la 
implementación de ésta, PRIME FACES, por lo siguiente: 
 
- Es un FRAMEWORK que respeta el paradigma MVC, esto es, cada vista o 
formulario está asociado y es manejado por un controlador definido por una 
clase JAVA. 
- Puesto que cada vista o formulario hace “BINDING” o se enlaza a una 
instancia de una clase controlador, el recojo, manipulación y validación 
manipulación de la información de las vistas se hace muy sencillo. 
 
- PRIME FACES ofrece una gran librería de componentes de interfaz de 
usuarios, enriquecidos y probados – solamente es necesario añadir la 
etiqueta respectiva para hacer uso de un componente-, agilizando en gran 
medida el diseño y programación de eventos de los diferentes componentes 
con los que el usuario interactúa.   
 
- Encapsula la programación de eventos asociados a los componentes de 
interfaz de usuario; es decir, con JSF se puede lograr que cada evento llegue 
al servidor y al controlador respectivo, mediante peticiones AJAX, sin 
necesidad de programar directamente estas peticiones, haciendo su uso 
más fácil y productivo.  
 
- JAVA SERVER FACES, gracias a sus componentes de interfaz de usuario, no 
se limita a la utilización un lenguaje de scripts (JAVA SCRIPT) o lenguaje de 
marcas (HTML) – aunque después de todo se puede incluir lenguaje nativo 
de scripts y HTML en las vistas JSF-, lo que permite una fácil adaptación de 














Los requerimientos de implementaciones generados por las unidades de negocios 
mediante la herramienta BILLET que requieren la intervención de un PMO o Project 
Manager Office; es decir, hacemos mención a un proyecto de desarrollo cuyo diseño, 
arquitectura y funcionalidad están aún por definir, en ATENTO PERÚ no son muy bien 
recibidos dentro de la JEFATURA DE SOLUCIONES. El campo de acción de ATENTO PERÚ 
es el CONTACT CENTER; no el desarrollo de software. Normalmente las 
implementaciones nuevas no siguen una metodología de desarrollo de software, por lo 
que, en mi opinión personal, no se suele identificar correctamente el problema y 
objetivos del proyecto, el alcance del mismo, los requerimientos de información y 
necesidades, y especificaciones funcionales que el sistema debe abarcar; no existe un 
documento funcional ni documentos técnicos de los desarrollos. El alcance del proyecto 
y los requerimientos funcionales pueden ir cambiando y terminan por definirse 
conforme el tiempo de desarrollo avanza. Por todo lo expuesto, para los ANALISTA DE 
SISTEMAS Y TÉCNICOS PROGRAMADORES, es un verdadero dolor de cabeza hacerse 
cargo de una implementación surgente que siempre está cambiando en alcance y 
requerimientos funcionales.  
En contraste con ATENTO PERÚ, en mi experiencia laboral anterior me desempeñaba 
como analista programador en la consultora de software CONASTEC, recibía un 
documento funcional y técnico del proyecto elaborado por el líder de equipo, previa 
lectura de ambos documentos, procedía con la codificación de los requerimientos 
definidos en los documentos; se tenía un objetivo y alcance del proyecto claro y mejor 
definido. 
 
En la teoría, el PMO maneja el siguiente marco de trabajo, el cual se divide en cuatro 




Figura 5 Marco de trabajo PMO ATENTO PERÚ 
Fuente: (Atento Perú, 2019) 
 
 
En la sección 3.2 – Reconstrucción del Proyecto se abarca más a detalle cada fase del 
marco de trabajo y las actividades que componen cada fase del proyecto. Brevemente 
mencionare que, en la fase Dirección y Planificación, consistió en el levantamiento de la 
información en base a reuniones entre los responsables de las direcciones de negocios, 
el PMO y el líder técnico de la división del GRUPO CRM; la fase de Análisis y Diseño 
básicamente consistió de reuniones entre el líder técnico  y los Analistas de Sistemas 
donde se dio a conocer los requisitos y funcionalidades que se espera del sistema, se 
comprendió lo que se esperaba del proyecto y se discutió la viabilidad y dificultad 
técnica del proyecto; en la fase de diseño, realizada al mismo tiempo que el análisis(en 
la misma reunión), se definió la arquitectura del motor de envíos, se evaluó las opciones 
de soporte multithread, se definió la arquitectura para la parte web del proyecto, y se 
discutió aspectos de conexión a base de datos y estructuras de tablas;  la fase de pruebas 
consistió en demostraciones de la funcionalidad del motor de envíos y del aplicativo 
web a los gerentes de negocio de CENCOSUD CHILE, simulando casos de envíos de 










































3. DESARROLLO DEL PROYECTO 
 
3.2.1 INTRODUCCIÓN ECOSISTEMA TECNOLÓGICO DE ATENTO.- 
 
Antes de iniciar con la reconstrucción del proyecto de estudio, es menester entender 
primero la estructura organizacional de ATENTO, y la forma en que las áreas de la 
organización se relacionan con el área de soluciones (área dedicada a dar soporte a los 
sistemas de gestión involucrados en el día a día de la interacción ASESOR TELEFÓNICO y 
CLIENTE). 
 
3.1.1 ORGANIGRAMA ATENTO PERÚ.- 
 
ATENTO lidera el servicio de CONTACT CENTER y es considerado el mayor 
proveedor de dicho servicio en América Latina. Actualmente ATENTO cuenta con 
instalaciones físicas en países como España, Argentina, Brasil, Chile, Colombia, El 
Salvador, Guatemala, México, Panamá, Perú, Puerto Rico, Uruguay Y Colombia. 
 
Atento Perú pertenece a la denominada “Región Sur” conformada por todas las 
subsidiarias sudamericanas excepto Brasil, es decir, la región sur la conforman 
los países de Argentina, Chile, Colombia, Perú y Uruguay.  
 
La estructura organizacional de ATENTO PERÚ es compleja y abarca una gran 
cantidad de áreas divididas según funciones. En la sección de anexos se adjunta 
a detalle el organigrama completo de la organización en PERÚ. En esta sección 
del informe me interesa enfocarme en el organigrama correspondiente a la 
JEFATURA DE TECNOLOGÍA O SOLUCIONES, y en el organigrama de las 
DIRECCIONES DE NEGOCIO; ambas unidades – la de TECNOLOGÍA y de 
NEGOCIOS- están en constante interacción: las direcciones de negocios 
constantemente solicitan a la JEFATURA DE SOLUCIONES soporte con los 
aplicativos de gestión, solución de incidencias e implementaciones nuevas. A 


















3.1.1.1 ORGANIGRAMA JEFATURA DE TECNOLOGÍA O SOLUCIONES 
 
 
Figura 6 Organigrama Jefatura de Soluciones 





Figura 7 Organigrama detalle Jefatura de Soluciones 
Fuente: (Fuente de Autoría propia, 2019) 
3.1.1.1.1 PLATAFORMA.- 
 
División tecnológica de la jefatura de soluciones encargada de 
administrar la infraestructura tecnológica de telefonía AVAYA. Se 
encarga de realizar las configuraciones necesarias para que una 
campaña nueva de un determinado servicio pueda iniciar operaciones 
de gestión telefónica. 
 
3.1.1.1.2 GRUPO CRM.-  
 
División tecnología de la jefatura de soluciones encargada de 
administrar los aplicativos de gestión de llamadas. El GRUPO CRM se 
encarga del desarrollo de nuevos requerimientos concernientes a los 
aplicativos de gestión como el MULTIGESTIÓN, SBT BBVA, 
CONFIGURADOR DE CAMPAÑAS, MIDDLEWARE DE CONEXIÓN A BASE 
DE DATOS, CROSSELLING, PROCESOS DE CARGA A TABLAS MAESTRAS 
mediante ETLS, entre otros; también se encarga de las integraciones del 
MULTIGESTIÓN con aplicaciones propiedad de terceros.   El GRUPO 
CRM, así como las otras divisiones, está liderada por un LÍDER TÉCNICO 
y este a su vez tiene a cargo muchos analistas de sistemas, los analistas 
de sistemas pueden trabajar solo o tener como apoyo uno o varios 
técnicos programadores. 
 
3.1.1.1.3 GRUPOS AS.-  
 
División tecnológica de la jefatura de soluciones encargada de recibir las 
incidencias de gestión, de ser posible solucionarlas, o derivarlas al área 
correspondiente para su solución. También tienen en custodia 
aplicativos java como el motor disparador de llamadas “CALLER”, el 
aplicativo de descarga de grabaciones “GIGA”, el sistema de gestión de 
correos electrónicos, el aplicativo BARRA ATENTO o BARRA AVAYA y el 




3.1.1.1.4 SERVIDORES.-  
 
División tecnológica de la jefatura de soluciones encargada de la 
administración de base de datos, administración de servidores 









3.1.1.1.5 SOPORTE TÉCNICO.-  
 
División tecnológica de la jefatura de soluciones encargada del 
mantenimiento de los puestos o computadores de los asesores, 
instalación y configuración de software, configuración de perfiles de 
usuarios Windows y resolución de incidencias menores. 
 




Figura 8 Organigrama Telefónica 







Figura 9 Detalle Organigrama Multisector 





Figura 10 Organigrama Multisector 






Figura 11 Detalle Organigrama Multisector 




3.1.1.2.1 DESCRIPCIÓN ORGANIGRAMA MULTISECTOR Y 
TELEFÓNICA.- 
 
Cuando un nuevo cliente contrata los servicios de atento, éste se 
asigna a una de las direcciones de negocio, ya sea a 
MULTISECTOR o TELEFONICA; un cliente del sector bancario por 
lo general se suele asignar a la dirección MULTISECTOR. Dentro 
del contrato de servicios firmado por ATENTO PERÚ y el CLIENTE, 
se acuerda un número de PUESTOS DE ASESOR o 
COMPUTADORES a utilizar para la gestión. En cada puesto un 
ASESOR TELEFÓNICO iniciará sus labores. La responsabilidad de 
cierto número de ASESORES TELEFÓNICOS recae sobre los 
SUPERVISORES. Los supervisores a su vez responden al BUSINESS 
CHIEF o JEFE DE OPERACIONES asignado al nuevo cliente. Los 
BUSINESS CHIEF y los BUSINESS MANAGER tienen comunicación 
directa con el cliente final, siempre están atentos a las 
inquietudes o iniciativas de negocios que su cliente solicite o, en 
su defecto, proponen a su cliente nuevas ideas de negocio que 
en muchas ocasiones implican IMPLEMENTACIONES NUEVAS o 










3.1.2 IMPLEMENTACIONES DE RUTINA.-  
 
Las implementaciones de rutina solicitada por las direcciones de negocio a la 
jefatura de soluciones se originan cuando un nuevo cliente contrata los servicios 
de atento. Para la puesta en producción del inicio de gestión para un nuevo 
cliente, se requiere gestionar una serie de configuraciones e implementaciones 
a las divisiones de PLATAFORMA y GRUPO CRM. 
Como su nombre lo dice, son implementaciones con un procedimiento ya 
establecido y no implican desarrollos nuevos con alta complejidad.  
 
Los requerimientos llegan a la JEFATURA DE SOLUCIONES mediante la 
herramienta de gestión de requerimientos e incidencias BILLET. Cuando un 
BUSINESS CHIEF o SUPERVISOR genera un “TICKET” en el sistema BILLET, adjunta 
una plantilla conocida como MRT (Modelo de Requerimiento de Trabajo) donde 
especifica el detalle del requerimiento solicitado. 
 
 
Figura 12 SISTEMA BILLET 





Figura 13 EJEMPLO DE MRT 
     Fuente: (Atento Perú, 2019) 
 
 
Las implementaciones de rutinas requieren la intervención de las divisiones de 
PLATAFORMA, GRUPO CRM, GRUPO AS, y CIA para la creación de reportes de 
ventas y de facturación.  
 
NOTA.- En las siguientes secciones se hará uso de algunos términos técnicos los 
cuales se pasaran a describir en la sección “3.1.4 ARQUITECURA PARA EL 
PROCESO DE LLAMADAS DE ENTRADA Y SALIDA”. 
 
 
3.1.2.1 CAMPAÑAS ATENTO.-  
 
En atento una CAMPAÑA se conoce como una gestión operativa que 
involucra un grupo de asesores telefónicos, supervisores y Jefes de 
Operaciones, asociadas a un cliente especifico (BBVA, NATURA, CENCOSUD 
CHILE, etc.). Así, por ejemplo, el cliente BBVA puede tener muchas 
CAMPAÑAS operativas: Campañas de cobranza, venta de tarjetas, 
préstamos, etc. Cada campaña para la puesta en marcha de su gestión, 
requiere una serie de configuraciones técnicas a nivel de aplicativos que 
involucran a áreas como PLATAFORMA, GRUPO CRM y GRUPO AS. Cada 
campaña tiene asignada una unidad de servicio - un número de 4 dígitos que 
identifica a la campaña de manera única- la misma que sirve para agrupar e 
identificar todas las configuraciones asociadas a la campaña. 
 
3.1.2.2 IMPLEMENTACIONES DE RUTINA – PLATAFORMA.-  
 
Algunas de las implementaciones de rutina para la división de plataforma 
son: 
- Creación de VDNS AVAYA para el tráfico de llamadas telefónicas de 
la campaña. 
- Administración de troncales AVAYA para la salida y recibimiento de 
llamadas de la campaña. 
- Creación de claves de llamada AVAYA, importante al momento de 
realizar llamadas telefónicas de salida. 
- Diseño y creación de IVR’S (Interactive Voice Response). 
- Configuración de colas de esperas para VDNS. 
- Configuración de tonos de esperas. 
- Configuración de derivaciones a encuestas. 




3.1.2.3 IMPLEMENTACION DE RUTINA – GRUPO CRM.-  
 
Algunas de las implementaciones de rutinas son: 
- Implementaciones o desarrollos nuevos para agregar nuevas 
funcionalidades a los aplicativos o modificar las ya existentes. 
- Creación de procesos ETL para poblar las tablas maestras de las 
campañas. 
- Registro de las claves de llamadas generadas por PLATAFORMA en 
las tablas de configuración del MULTIGESTIÓN. 
- Registro de VDN generados por plataforma en las tablas de 
configuración del MULTIGESTIÓN. 
- Configuración de ficha de cliente a visualizar en el MULTIGESTIÓN. 
- Configuración de ficha de gestión a visualizar en el MULTIGESTIÓN. 
- Configuración de módulos de MULTIGESTIÓN a usar por la 
campaña. 
- Configuración de productos a usar por la campaña. 
- Configuración de árboles de tipificación a usar por la campaña. 













3.1.2.4 IMPLEMENTACION DE RUTINA – GRUPO AS.- 
 
- Implementaciones o desarrollos nuevos para agregar nuevas 
funcionalidades a los aplicativos o modificar las ya existentes. 
- Creación de ETL para cargar tablas maestras del motor caller para 
el disparo de llamadas automáticas. 
- Administración de repositorios de grabaciones donde se 
almacenará las grabaciones de llamadas de las campañas. 
- Configuración de usuarios para aplicativos GIGA con la finalidad de 
permitir a la campaña descargar el reporte de sus grabaciones. 
 
3.1.3 IMPLEMENTACIONES NUEVAS.-  
 
Son requerimientos que implican una solución nueva para la JEFATURA DE 
SOLUCIONES, por lo que es necesario que las direcciones de negocio soliciten la 
intervención de un PMO o Project Manager Office para el levantamiento de la 
información, elaboración de cronogramas y actas de reuniones en conjunto con 
los BUSINESS CHIEF y el CLIENTE FINAL. En algunos casos, cuando los 
requerimientos tienen una complejidad alta, el PMO solicita la ayuda de los 
líderes técnicos para un mejor levantamiento de información. 
Cuando la etapa de proceso de levantamiento de información culmina, el PMO 
consulta la viabilidad del requerimiento al líder técnico y a los analistas de 
sistemas  y, en caso el requerimiento resulte viable, consulta por los tiempos de 
desarrollo. Luego el PMO genera un nuevo TICKET de requerimiento en la 
herramienta BILLET, el LIDER TÉCNICO asigna en la herramienta BILLET el o los 
desarrolladores que intervendrán en el requerimiento. El Ticket generado entra 
a una cola de atención o, en algunos casos, dependiendo de la importancia y 




3.1.4 ARQUITECURA PARA EL PROCESO DE LLAMADAS DE ENTRADA Y SALIDA.-  
 
A continuación se intentara describir a grandes rasgos cómo se realiza el proceso 
de recibir una llamada telefónica, sus componentes más importantes y como 
éstos interactúan. 
 
La imagen 6 ilustra la arquitectura para el proceso de llamadas mediante 
troncales y un PBX AVAYA; ampliamente usados en ATENTO PERÚ. Para 
comprender la imagen 6, es necesario tener una idea de los siguientes conceptos: 
 
 Red de telefonía pública.- Una red de telefonía pública consta de uno o 
varios números fijos públicos proveídos por compañías telefónicas. Estos 
números públicos son utilizados por los clientes para contactarse con una 
organización en particular. 
 PBX.- siglas en inglés de Private Branch Exchange que traducido al 
español seria Ramal Privado de Conmutación, es una central telefónica 
interna dentro de una empresa, dedica a administrar las llamadas 
internas, las llamadas entrantes y de salida. Este servicio lo proveen 
empresas especializadas en telecomunicaciones como AVAYA, CISCO, 
GENESYS, entre otras. 
 AVAYA.- Empresa de telecomunicaciones ampliamente usado en 
ATENTO PERÚ como proveedor de PBX. 
 LÍNEAS TRONCALES.- La línea troncal es el encargado de comunicar 
simultáneamente múltiples llamadas desde la RED DE TELEFONÍA 
PUBLICA hasta la PBX. 
 VDN.- Siglas en ingles de Vector Directory Number, es un componente 
de software fundamental dentro de una PBX, para ser más preciso, se 
trata de un número de extensión de software (no es una extensión física). 
Es el encargado de administrar las colas de llamadas; transfiere la 
llamada de acuerdo a los skills a una extensión física o AGENTE AVAYA 
disponible. Un vdn puede estar asociados a uno o varios skills. 
 Agentes Avaya.- El agente Avaya es un software que se instala en cada 
uno de los puestos o computadores donde se supone iniciará labores un 
asesor telefónico. Este software convierte al computador en una 
extensión telefónica física. Un agente avaya tiene asignado un skill, de 
esta forma el VDN puede identificar aquellos AGENTES AVAYAS que 
cumplan con un determinado SKILL para luego poder transferir llamadas.  
 
 
Figura 14 ARQUITECTURA PBX ATENTO PERÚ 




3.1.5 ¿CÓMO SE GESTIONA LAS LLAMADAS EN LOS DIFERENTES SERVICIOS DE 
ATENCIÓN? 
 
En la sección anterior se describió de manera general la arquitectura tecnológica 
empleada para recibir llamadas telefónicas y transferir las mismas a los puestos 
de asesor. Pero, eso no acaba ahí cuando el asesor telefónico responde una 
llamada telefónica; no es suficiente con levantar el handset telefónico y 
responder las inquietudes del cliente. Se necesita de un sistema de gestión –
instalado en cada uno de los puestos de asesor- que identifique a los clientes por 
el número de teléfono usado por el cliente para llamar, o quizás identifique al 
cliente por el número de identificación ingresado momentos antes de la 
transferencia de llamada; se necesita de un sistema que mantenga actualizada la 
base de datos con la información histórica de las llamadas. 
 
El sistema MULTIGESTION concebido en la jefatura de soluciones de ATENTO 
PERÚ, es el sistema usado en cada uno de los puestos de asesor de cada una de 
las plataformas de servicios de ATENTO PERÚ y ATENTO COLOMBIA. Hablar del 
MULTIGESTIÓN es hablar del aplicativo CORE usado para gestionar las llamadas 
telefónicas de SALIDA (cuando el OPERADOR realiza una llamada) y de ENTRADA 
(cuando ingresa una llamada al puesto del OPERADOR).   
 
Figura 15 PLATAFORMA DE SERVICIO NÚMERO 6, SEDE ATE 




Figura 16 APLICATIVO MULTIGESTIÓN 
Fuente: (Atento Perú, 2019) 
 
Los datos que el MULTIGESTION persiste en las bases de datos transaccionales 
conciernen a datos de la llamada, del cliente, identificador de la grabación, datos 
de la gestión según tipificación configurada a las campañas del servicio, entre 
otros datos. Como se puede comprender, el MULTIGESTIÓN es la herramienta 
que genera y persiste los datos de gestión en base de datos, información vital 
que alimenta a los reportes de ventas, indicadores de gestión, cubos y datamarts. 
Cabe mencionar que dentro de ATENTO PERÚ existe un área especializada en 
reportes conocida como CIA (CENTRO DE INVESTIGACIÓN Y ANÁLISIS) y también 
un área de Business Analytics; ambas áreas se valen de los datos proporcionados 
por el MULTIGESTION para generar información confiable y oportuna para la 
toma de decisiones gerenciales, y para las facturaciones a los socios comerciales 
de ATENTO (CLIENTES). 
Si bien es cierto, sin el aplicativo MULTIGESTIÓN la información vital e 
imprescindible de las llamadas telefónicas de entrada y de salida no sería 
persistida en las diferentes tablas de base de datos transaccionales, para que un 
operador puede realizar su trabajo de gestión (básicamente contestar o realizar 
llamadas telefónicas), en un puesto de asesor aparte del MULTIGESTION, se 




3.1.5.1 AVAYA ONE X COMMUNICATOR.-   
 
El software de AVAYA instalado en un puesto de asesor convierte al 
computador en un anexo físico. AVAYA ONE X COMMUNICATOR permite 
la opción de configurar puertos UDP en el computador a donde se 
enviarán mensajes para notificar cuando se reciba una llamada, se corte 
la llamada, se realiza una llamada, el agente se ponga en estado no 
disponible u ocupado, entre otros eventos de telefónicos. Este software 




Figura 17 AVAYA ONE X COMMUNICATOR 






















3.1.5.2 AGENTE AVAYA.-  
 
El agente AVAYA permite que un asesor telefónico inicie sesión en la PBX 
de ATENTO mediante un ID AGENTE, un número de extensión y 
contraseña. 
 
Figura 18 AGENTE AVAYA 
            Fuente: (Atento Perú, 2019) 
 
3.1.5.3 BARRA ATENTO.-  
 
También conocido como BARRA AVAYA, es un aplicativo desarrollado en 
el lenguaje C por el GRUPO AS (ver organigrama). Este aplicativo 
constantemente interactúa con el los aplicativos AVAYA anteriormente 
descritos, la comunicación se produce mediante mensajes UDP. La 
BARRA ATENTO constantemente está a la escucha del puerto 
configurado por AVAYA para identificar los diferentes eventos 
telefónicos. La BARRA ATENTO también es capaz de ordenar a AVAYA 
que inicie ciertos eventos como un: INCOMING CALL, DROP CALL, MAKE 
CALL, etc. Otra función principal de la BARRA DE ATENTO es la de 
notificar al MULTIGESTIÓN mediante mensajes UDP cuando se inicie 
ciertos eventos AVAYA y también notificar eventos propios de la BARRA 
DE ATENTO como lo son el: START RECORDING, STOP RECORDING. 
 
 
Figura 19 BARRA ATENTO O BARRA AVAYA 
          Fuente: (Atento Perú, 2019) 
 
3.1.5.4 GRABADOR IP.-  
 
Aplicativo desarrollado en el lenguaje C. Este aplicativo se encarga de 
realizar las grabaciones de llamadas. Interactúa constantemente con la 
BARRA ATENTO mediante mensajes UDP para saber cuándo iniciar o 
detener una grabación. 
 
 
3.1.5.5 MULTIGESTIÓN.-  
 
Aplicativo modular desarrollado en JAVA siguiendo el enfoque de 
modularidad de OSGI. Constantemente esta interactuando con la BARRA 
ATENTO. Cuando el MULTIGESTIÓN se inicia en un puesto de asesor, 
internamente configurar un SERVIDOR SOCKET UDP para recibir las 
notificaciones de la BARRA ATENTO; el MULTIGESTIÓN también conoce 
el puerto de escucha de la BARRA ATENTO, de esta manera puede 




Figura 20 MULTIGESTION 
                   Fuente: (Atento Perú, 2019) 
 
 
El MULTIGESTIÓN se comparta diferente dependiendo de los eventos 
que recibe. Por ejemplo, si recibe una trama UDP de tipo “INCOMING 
CALL” – esta trama contiene información como VDN, teléfono de 
llamada, DNI de cliente, etc.- el MULTIGESTIÓN realiza lo siguiente:  
 
a. Registro en base de datos del inicio de gestión de llamada. 
b. Mediante el VDN identifica al servicio de atención y su 
configuración asociada al MULTIGESTION. 
c. Por el teléfono o DNI identifica al cliente y muestra información 




























3.2.2 RECONSTRUCCIÓN DE LA EXPERIENCIA LABORAL – LÍNEA DEL TIEMPO 
  
El MOTOR DE ENVÍOS o MOTOR DE COBRANZAS surgió como una iniciativa dentro de la 
dirección de negocio correspondiente a CENCOSUD CHILE. Necesito la intervención del 
PMO LUIS HUMBERTO PEREZ URTEAGA para el levantamiento de información, la 
definición de objetivos, control y seguimiento del cronograma de actividades; requirió 
la intervención del líder técnico del grupo CRM, LUIS ESPINO, para el análisis y diseño 
del sistema en conjunto con los analistas de sistemas (incluido yo); la responsabilidad 
del desarrollo y codificación del proyecto estuvo bajo mi responsabilidad, así como la 
elaboración del pase a producción.  
 
Tal como se hace mención en la sección 2.5 de Metodología, el proyecto del Motor de 
Cobranza o Envíos se dividió – en teoría- en cuatro etapas: Dirección y planificación, 
Análisis y Diseño, Construcción, Pruebas y Pase a producción. Las tareas o actividades 
correspondientes al marco de trabajo de este proyecto, el PMO Luis Humberto las 
organizó y distribuyo de la siguiente manera: 
 
 
Figura 21 FASES Y ACTIVIDADES DEL PROYECTO. ELABORACIÓN LUIS PÉREZ 





3.2.1.1 ETAPAS DEL PROYECTO EN LAS CUALES EL AUTOR PARTICIPÓ.- 
A continuación, se ilustra las etapas del proyecto en las cuales el autor de este 
informe, como analista de sistemas, se involucró ya sea como responsable o 
participante: 
 
ETAPA ACTIVIDAD NIVEL DE PARTICIPACIÓN 
Análisis Tara de Envíos: Periodos, 
volumen de información 
PARTICIPANTE 
Análisis Relación entre tareas de 
envíos 
RESPONSABLE 
Análisis Proceso de envíos PARTICIPANTE 
Análisis Mensajería SMS y 
Whastsapp 
RESPONSABLE 
Análisis BASE DE DATOS PARTICIPANTE 
Diseño Interfaz de configuración 
del servidor 
RESPONSABLE 
Diseño Arquitectura OSGI para 
servidor 
RESPONSABLE 
Diseño Cliente Web Service 
Infobip 
RESPONSABLE 
Diseño Integración API 
WHATSAPP y Mail Center  
RESPONSABLE 
Diseño Arquitectura Hibernate, 
Spring y JSJ. 
RESPONSABLE 
Diseño Integración base de datos 
transaccional con base de 
datos maestra 
RESPONSABLE 
Construcción Desarrollo Motor Java RESPONSABLE 
Construcción Desarrollo aplicación Web RESPONSABLE 
Pruebas Pruebas con cliente PARTICIPANTE 






En las siguientes secciones pasare a detallar dichas etapas prestando más énfasis y 













3.2.1 DIRECCIÓN Y PLANIFICACIÓN.- 
 
En esta fase del proyecto no tuve participación alguna, por lo que me limitare solamente 
a narrar desde la perspectiva de un DESARROLLADOR la forma en que se realiza dicha 





La responsabilidad de esta etapa del proyecto recae sobre el o los PMO 
involucrados en el proyecto, para este proyecto la responsabilidad recayó sobre 
LUIS HUMBERTO PEREZ URTEAGA. 
 
3.2.1.2 PARTICIPANTES.-  
 
Para esta etapa del proyecto se vieron involucrados tantos representantes de 
las unidades de negocio comercial dedicado a CENCOSUD así como el líder 
técnico del GRUPO CRM para el apoyo al levantamiento de información y 
opinión técnica. 
 
3.2.1.3 ¿CÓMO SE REALIZÓ EL ANÁLISIS DE LA INFORMACIÓN? 
 
Las actividades de esta fase del proyecto estuvieron bajo la responsabilidad del 
PMO asignado al proyecto. Normalmente los ANALISTAS DE SISTEMAS solemos 
enterarnos de la puesta en marcha oficial de un proyecto cuando el 
requerimiento se nos asigna mediante un  TICKET BILLET generado por la 
herramienta de gestión de incidencias y requerimientos BILLET; es decir, la fase 
de DIRECCIÓN Y PLANIFICACIÓN puede llevarse a cabo mucho antes de que los 
desarrolladores tengan conocimiento de la definición de objetivos y alcance del 
proyecto, lo que, en definitiva, suele causar molestias entre los analistas y 
desarrolladores.  
 
La actividad más importante de esta fase del proyecto es el KICK OFF. Esta 
actividad consiste en una o más reuniones que el PMO organiza, cuenta con la 
presencia de los Jefes de Operaciones o Business Chief, los Business Manager y 
representantes del cliente final (CENCOSUD CHILE para este caso), también 
cuenta con la presencia del líder técnico del GRUPO CRM. La finalidad principal 
del KICK OFF es la de “aterrizar el proyecto” definiendo las necesidades del 
mismo, objetivos y alcance, y fechas críticas; la función del líder técnico en las 
reuniones es la de desestimar o garantizar la factibilidad de lo solicitado desde 
su perspectiva técnica. Luego, una vez “aterrizado” el proyecto, el PMO acuerda 
una reunión por separado con el líder técnico del GRUPO CRM, con la finalidad 
de definir -“coloquialmente”- las funcionalidades y requerimientos del sistema 
y las fechas tentativas para las pruebas y pase a producción; todo esto se 
formaliza mediante un TICKET BILLET dirigido al GRUPO CRM y el 
correspondiente MRT (Modelo de Requerimiento de Trabajo).  
 
Durante las reuniones llevadas a cabo en esta fase del proyecto, el líder técnico 
del GRUPO CRM pudo concluir que lo solicitado era viable en cuanto a 
implementación. Básicamente lo que la dirección de negocio de CENCOSUD 
CHILE requería es la concepción de un sistema que realice la gestión de cobranza 
automatizada valiéndose de diferentes canales de comunicación y que dicho 
sistema sea capaz de integrar y mantener relacionados estos canales de 
comunicación. Por canales de comunicación nos referimos a medios para 
interactuar con el cliente para hacer de su conocimiento la deuda a vencer u 
oferta de préstamo vigente. 
  
 
3.2.1.4 ENUNCIADO DEL PROYECTO.-  
 
Las reuniones llevadas a cabo en esta fase del proyecto, específicamente en las 
reuniones de KICK OFF que sirvió a su vez para realizar el levantamiento de 
información, permitieron enunciar el proyecto en palabras del PMO que dirigió 
el proyecto, al momento de informar a los analistas sobre el proyecto que se 
avecinaba, de la siguiente manera: 
 
“Actualmente, como es de su conocimiento y para aquellos que aún no lo saben, 
CENCOSUD CHILE hace uso de nuestro canal de comunicación IVR (INTERACTIVE 
VOICE RESPONSE) para la cobranza preventiva. Mediante el motor “CALLER” 
desarrollado por la división de tecnología “GRUPO AS”, se puede realizar la 
ejecución de llamadas telefónicas de manera automática, para ello el motor 
“CALLER” consulta su base de datos de carga la cual le indica a quien llamar, 
cuando el cliente responde la llamada se inicia un proceso de interacción entre 
el IVR y el cliente, el IVR es capaz de reproducir grabaciones de voz que contienen 
preguntas e interpretar las respuestas cortas del cliente. En muchas ocasiones 
el cliente no responde la llamada, corta la misma, también hay escenarios en los 
cuales el IVR no es capaz de interpretar correctamente las respuestas de voz del 
cliente o simplemente el cliente se niega a responder las preguntas. Para estos 
escenarios, la dirección de negocio de CENCOSUD CHILE desea contar con un 
sistema que le permita seguir con el procedimiento de cobranza mediante otros 
canales de comunicación los cuales se identificaron como: EMAIL, MENSAJERÍA 
DE TEXTO SMS Y WHATSAPP. Así, por ejemplo, el canal de comunicación SMS 
debe ser capaz de identificar aquellos intentos fallidos de cobranza realizadas 
mediante el IVR  y enviar un mensaje de texto conteniendo un link de redirección 
hacia una página web que permita registrar al cliente un compromiso de pago. 
Al igual que el procedimiento de cobranza mediante el IVR, existe la posibilidad 
que el intento de cobranza vía SMS fracase, ya sea porque el cliente ignore el 
SMS no abriendo el link o no se comprometa mediante la página web a realiza 
el pago por vencer, para estos casos se requiere de un tercer intento de cobranza 
mediante el canal de comunicación WHATSAPP y también de un cuarto intento 
de cobranza mediante el canal de comunicación EMAIL para aquellos intentos 
de cobranza vía WHATSAPP fallidos. La manera en que interactúan los diferentes 
canales de comunicación debe ser configurable; es decir, el orden de ejecución 
de los procedimientos de cobranza mediante los diferentes canales de 
comunicación puede variar de acuerdo a las necesidades del cliente.  
Adicionalmente – y esto es importante- el EQUIPO DE PLATAFORMA desarrollará 
un nuevo diseño de IVR en caso se desee que el cliente que contesta la llamada 
interactúe con un BOT programado.”. 
 
 
3.2.1.5 EVIDENCIAS SOBRE LAS EXPERIENCIA.- 
 
3.2.1.5.1 TICKET BILLET.- 
 
 
Figura 22 TICKET BILLET DEL PROYECTO: ELABORADO POR LUIS PEREZ 









Figura 23 MRT DEL PROYECTO: ELABORADO POR LUIS PEREZ 























Figura 24 CRONOGRAMA DE ACTIVIDADES DEL PROYECTO: ELABORADO POR LUIS PEREZ 


















3.2.1.5.4 DISEÑO ROBOT IVR.- 
 
 
Figura 25 DISEÑO ROBOT IVR: ELABORADO POR EQUIPO DE PLATAFORMA 
Fuente: (Atento Perú, 2019) 
 
 
3.2.2 ANÁLISIS Y DISEÑO.- 
 
En mi trabajo anterior a ATENTO PERÚ, es decir, en la consultora de software CONASTEC, 
la fase de análisis y diseño comprendía la elaboración de un documento funcional a 
cargo del analista funcional, y que abarcaba la narración de flujos del negocio, 
requerimientos funcionales, modelo, especificación y diagrama de casos de uso, 
diagrama de actores y de paquetes, diagrama de clases de Análisis, entre otros; además, 
adicionalmente y no menos importante, siempre era requerido la elaboración de un 
documento técnico a cargo del líder técnico, en este documento se detallaba la 
estructura y organización del código java con respecto a las diferentes capas de la 
aplicación: capa DAO o de persistencia, que comprendía la definición de las interfaces y 
clases que implementaban las mismas para la interacción con la base de datos; capa de 
SERVICIO que comprendía la definición de interfaces y sus clases de implementación 
utilizadas para definir en código la lógica del negocio, también comprendía la 
documentación de la capa de controlador y vista; en caso el desarrollo comprendía la 
implementación de un webservice o cliente webservice, en el documento técnico se 
detallaba las URL del servicio, tipo de webservice(SOAP o REST), métodos expuestos, 
parámetros y tipo de parámetros de los métodos expuestos, respuestas esperadas, 
entre otros.  
 
En contraste con ATENTO PERÚ, la fase de ANÁLISIS Y DISEÑO para un desarrollo de 
software es inexistente en cuanto a documento funcional se refiere, por tanto el alcance 
del sistema y los requerimientos a nivel funcional pueden ir variando durante la etapa 
de construcción, lo que quiere decir que el análisis y diseño del sistema puede incluso 
extenderse hasta la FASE DE CONSTRUCCIÓN DEL SOTFWARE y llevarse a cabo en 
paralelo.  
 
La fase de ANÁLISIS Y DISEÑO en ATENTO PERÚ, tiene su punto de inicio justo después 
de que el correspondiente TICKET BILLET generado por el PMO responsable, se deriva al 
GRUPO CRM y se asigna un analista para su implementación, luego se lleva a cabo una 
reunión entre el líder de equipo y el analista a cargo del desarrollo, el líder de equipo 
expone la definición del requerimiento y el alcance, en conjunto con el analista de 
sistemas se define, por los general, los siguientes puntos técnicos: 
 
a. La arquitectura del sistema, es decir, si el desarrollo seguirá el estándar de 
arquitectura modular OSGI o si en cambio se materializara mediante una 
arquitectura web. 
b. Las tablas de bases de datos transaccionales involucrados, si se crearan 
nuevas tablas, los STORE PROCEDURES a modificar o a crear. 
c. Definición de procesos de cargas SSIS que alimentaran las tablas 
transaccionales. 
d. Forma de interactuar con la base de datos ya sea por intermedio de un 
middleware o mediante conexión JDBC directa. 
e. En caso se requiera implementar un cliente webservice se discute y define 
donde se desarrollará el cliente webservice: en base de datos –si, en ATENTO 
PERÚ aún se suelen consumir webservices desde base de datos Oracle o SQL 
SERVER- o aplicación java, entre otros aspectos técnicos. 
 
3.2.2.1 ¿CÓMO SE REALIZÓ EL ANÁLISIS Y DISEÑO DEL SISTEMA? 
 
La fase de ANÁLISIS Y DISEÑO en ATENTO PERÚ, tiene su punto de inicio justo 
después de que el correspondiente TICKET BILLET generado por el PMO 
responsable, se deriva al GRUPO CRM y se asigna un analista para su 
implementación, luego se lleva a cabo una reunión entre el líder de equipo y el 
analista a cargo del desarrollo, el líder de equipo expone la definición del 
requerimiento y el alcance, en conjunto con el analista de sistemas se define, por 
los general, los siguientes puntos técnicos: 
 
a. La arquitectura del sistema, es decir, si el desarrollo seguirá el 
estándar de arquitectura modular OSGI o si en cambio se 
materializara mediante una arquitectura web. 
b. Las tablas de bases de datos transaccionales involucrados, si se 
crearan nuevas tablas, los STORE PROCEDURES a modificar o a 
crear. 
c. Definición de procesos de cargas SSIS que alimentaran las tablas 
transaccionales. 
d. Forma de interactuar con la base de datos ya sea por intermedio 
de un middleware o mediante conexión JDBC directa. 
e. En caso se requiera implementar un cliente webservice se 
discute y define donde se desarrollará el cliente webservice: en 
base de datos –si, en ATENTO PERÚ aún se suelen consumir 
webservices desde base de datos Oracle o SQL SERVER- o 
aplicación java, entre otros aspectos técnicos. 
 
3.2.2.1.1 BOSQUEJO DE ARQUITECTURA DEL SISTEMA.- 
 
Antes de comenzar a describir los aspectos técnicos y de diseño discutidos 
durante esta fase de análisis y diseño del sistema que definieron la arquitectura 
del sistema, es menester presentar el siguiente bosquejo de la arquitectura del 
sistema –de autoría propia- el cual trata de ilustrar el enunciado del proyecto 
definido en la sección “3.3.4 Enunciado del proyecto”: 
 
 
Figura 26 BOSQUEJO DE ARQUITECURA DEL SISTEMA 












El MOTOR DE ENVÍOS realiza el proceso de cobranza o envío de ofertas 
mediante cuatro canales de comunicación: Llamadas telefónicas, mensajes de 
texto SMS, envío de correos electrónicos y mensajería Whatsapp. Estos canales 
de comunicación conviven e interactúan entre sí. Dependiendo de la necesidad 
del cliente contratante, el proceso de cobranza podría utilizar uno o más canales 
de comunicación –no necesariamente la cobranza debe utilizar todos los canales 
de comunicación- y el orden de interacción entre los canales puede variar 
dependiendo del cliente, esto es, por ejemplo, cierto cliente de ATENTO PERÚ 
podría requerir utilizar únicamente los canales de mensajes de texto SMS y 
mensajería Whatsapp para la cobranza, iniciando este proceso enviando SMS 
mientras que el canal de comunicación Whatsapp, en segundo plano, monitorea 
todos aquellos envíos de SMS que no hayan obtenido el resultado esperado para 
un reintento de cobranza vía Whatsapp. 
 
En el bosquejo de arquitectura de la imagen x, se ilustra un proceso de cobranza 
completo que incluye los cuatro canales de comunicación. El proceso de 
cobranza inicia con el “disparo de llamadas” ordenado desde el canal de 
comunicación de Llamadas telefónicas (de ahora en adelante llamado 
IVRTAKS). En paralelo se encuentra en funcionamiento el canal de comunicación 
de Mensajería SMS (de ahora en adelante llamado SMS TAKS), realizando el 
monitoreo del canal de comunicación IVR TASK identificando todas aquellas 
llamadas que no hayan obtenido un resultado exitoso para realizar el reintento 
de cobranza por SMS; los mensajes de texto contienen un link hacia una 
aplicación web que permite visualizar deudas y registrar fechas de pago. 
También, en paralelo, se encuentra en funcionamiento el canal de comunicación 
de “Correos Electrónicos” (de ahora en adelante llamado EMAILTASK), que se 
encuentra monitoreando el canal de comunicación SMSTASK para los reintentos 
de cobranza de todos aquellos envíos de correos electrónicos que no hayan 
obtenido un resultado exitoso. Por último, tenemos en funcionamiento al canal 
de comunicación “Mensajería Whatsapp” (de ahora en adelante llamado 




3.2.2.1.2 ELECCIÓN DE ARQUITECTURA PARA EL MOTOR DE ENVÍOS.- 
 
La arquitectura modular OSGI permite dividir un sistema en módulos totalmente 
independientes que pueden interactuar entre sí en tiempo de ejecución; esto 
se logra gracias a que OSGI proporciona a cada módulo su propio classpath 
separado del resto de classpath de los demás módulos. La instalación, arranque, 
parada, actualización y desinstalación de cada BUNDLE (módulo) se realizan 
dinámicamente en tiempo de ejecución sin tener que detener por completo la 
plataforma. Para el MOTOR DE ENVÍOS, cada canal de comunicación es 
independiente y, dependiendo de la necesidad del cliente contratante, pueden 
entrar en acción uno o más canales de comunicación; evidentemente la 
arquitectura OSGI encaja perfecto para la implementación del MOTOR DE 
ENVÍOS. 
 
En reunión con el líder de equipo, se acordó basar el desarrollo del MOTOR DE 
ENVÍOS sobre la ya conocida – y ampliamente usada en los desarrollos- 
arquitectura OSGI. Se definieron los siguientes BUNDLES o módulos: 
 
a. Bundle SCHEDULERTASK 
b. Bundle IVRTASK 
c. Bundle SMSTASK 
d. Bundle EMAILTASK 
e. Bundle WHATSAPPTASK 
 
 
Figura 27 BUNDLES 




3.2.2.1.3 BUNDLE SCHEDULER.-  
 
El bundle SCHEDULER será el encargado de leer las tablas de configuración para 
identificar los BUNDLES requeridos para un cierto cliente e instalarlos a 
demanda. También albergará la interfaz de usuario que permitirá monitorear el 
progreso de cobranza de cada canal de comunicación. 
 
Este bundle, luego de leer las tablas de configuración- deberá ser el encargado 
de crear un nuevo Thread por cada canal de comunicación configurado. 
Además, este BUNDLE iniciara Threads adicionales para la actualización 
automática de nuevos canales de configuración y destrucción de Thread 
inactivos. 
 
3.2.2.1.4 BUNDLE IVRTASK.-  
 
Este bundle será el encargado de ordenar al Motor Caller proceder con las 
llamadas de cobranza, para ello será necesario invocar un procedimiento 
almacenado que active el barrido de las tablas del Motor Caller, generando 
llamadas telefónicas derivándolas al aplicativo MULTIGESTIÓN o al ROBOT IVR.  
Tanto si la llamada es derivada al MULTIGESTIÓN o al ROBOT IVR, se tendrá que 
proporcionar un procedimiento almacenado que actualice las tablas del motor 
de envíos con el resultado de las llamadas. 
3.2.2.1.5 BUNDLE SMSTASK.-  
 
Este bundle es el encargado del envío de SMS, para ello es necesario consumir 
el WebService Rest de INFOBIP para él envió de mensaje de textos. El cuerpo 
del mensaje contendrá un link hacia una aplicación web que actualizará las 
tablas del motor de envíos con el resultado de la cobranza. 
 
 
3.2.2.1.6 BUNDLE EMAILTASK.-  
 
Encargado de realizar el envío de correos electrónicos, para lo cual se hará uso 
de las tablas de colas del MAILCENTER para la inserción en base de datos de los 
correos electrónicos a enviar, delegando al JOB SQLSERVER del MAILCENTER el 
envió de los correos. El cuerpo del mensaje contendrá un link hacia una 
aplicación web que actualizará las tablas del motor de envíos con el resultado 
de la cobranza. 
 
3.2.2.1.7 BUNDLE WHATSAPPTASK.-  
 
Para el envió de mensajería WHATSAPP se hará uso del api TWILIO para el envío 
de mensajes vía WHATSAPP. El cuerpo del mensaje contendrá un link hacia una 
aplicación web que actualizará las tablas del motor de envíos con el resultado 




3.2.2.1.8 SOBRE LA APLICACIÓN WEB.-  
 
La gran cantidad de sistemas dentro del ecosistema tecnológico de ATENTO 
PERÚ son aplicaciones JAVA DE ESCRITORIO basados en Java Swing; los 
desarrollos webs son pocos.  
 
Valiéndome de mi experiencia en desarrollo web bajo la arquitectura Java 
Server Faces, Spring e Hibernate adquirida durante mi permanencia laboral en 
la consultora de software CONASTEC, fue inevitable aplicar estas mismas 
tecnologías en el desarrollo de la Aplicación Web que permitiera visualizar las 
deudas de un cliente y realizar el registro de las fechas de pago de las mismas. 
 
Brevemente adelantaré – y esto será detallado en la sección de “Construcción” 
de este informe- que el autor de este informe implemento una librería java que 
permite hacer el binding de cada componente definido en las vistas o páginas 
“.xhtml” con objetos java que se asemejan a los componentes de interfaz de 
usuario Java Swing pero en versión Web, permitiendo tener la capa 
“Vista/Controlador” del sistema más organizada, entendible y fácil de 
mantener. Cabe mencionar que el contenedor de aplicaciones web a utilizar 
será APACHE TOMCAT 8.0 
 
 
3.2.2.2 SOBRE LA ESTRUCTURA DE TABLAS DEL MOTOR DE ENVÍOS.-  
 
La estructura de tablas del motor de envíos son una réplica o “espejo” de las tablas 
maestras transaccionales usadas por el aplicativo MULTIGESTIÓN, pero con una 
estructura más simplificada en cuanto al número de columnas (las tablas maestras 
pueden llegar a tener más de 100 columnas) y relaciones de tablas, esto con la 
finalidad de almacenar información relevante que será usada por los diferentes 
canales de comunicación: Nombre del cliente, número de teléfono, monto de 
deuda, correo electrónico, entre otros.  
 
Las tablas maestras transaccionales constantemente están sometidas a estrés pues 
cada minuto están siendo consultadas por el aplicativo MULTIGESTIÓN el cual a su 
vez se encuentra en funcionamiento es más de diez mil (10, 000) puestos de asesor. 
Por este motivo, se eligió crear una estructura de tablas “Espejo” simplificada para 
evitar aumentar el estrés de las tablas maestras.  
 
3.2.2.3 SOBRE LA FORMA DE ESTABLECER CONEXIÓN A LA BASE DE DATOS.- 
 
El aplicativo MULTIGESTIÓN, así como la gran mayoría de aplicativos de gestión de 
ATENTO PERÚ, establecen conexión indirecta a base de datos por intermedio de un 
MIDDLEWARE. El MIDDLEWARE de ATENTO PERÚ en un WEBSERVICE SOAP QUE 
permite ejecutar sentencias SQL Nativas e invocar procedimientos almacenado, en 
su interior mantiene activo un determinado número de conexiones a las diferentes 
bases de datos, las conexiones abiertas a las bases de datos son reutilizadas, se 
mantienen activas evitando así el coste de abrir y cerrar conexiones; todo esto se 
logra gracias al bien conocido Pool de Conexiones Java Proxool. Sin Proxool cada uno 
de los 10,000 puestos de asesor donde el MULTIGESTIÓN es utilizado tendría que 
abrir 10,000 conexiones de base de datos, ¿Una locura, cierto?, bueno esto se evita 
utilizando un Pool de Conexiones como Proxool. 
La conexión a base de datos por intermedio de un MIDDLEWARE WEBSERVICE 
permite, si bien es cierto, liberar a las bases de datos del estrés de abrir y cerrar 
conexiones, la resolución de una consulta se hace más lenta: se debe sumar el 
tiempo que demore la base de datos en resolver la consulta más el tiempo de 
respuesta del WEBSERVICE.  
 
Para aquellos aplicativos de alta transaccionalidad que requieren una respuesta 
inmediata de la base de datos, se habilita el permiso de conexión directa a las bases 
de datos. Para el MOTOR DE ENVÍOS, se acordó establecer conexión a la base de 










3.2.2.4 SOBRE EL PROCESO SSIS DE ALIMENTACIÓN.-  
 
Será necesario realizar la modificación del proceso de carga existente de CENCOSUD 
que alimenta las tablas maestras, agregando un “task” adicional que alimente las 
tablas simplificadas del motor de envíos. 
 
Figura 28 PROCESO DE CARGA ACTUAL 









3.2.2.5 SOBRE CONFIGURADOR DEL MOTOR DE ENVÍOS.-  
 
Sera indispensable añadir al CONFIGURADOR del MULTIGESTIÓN existente, una 
nueva opción de menú que permita, para una campaña o cliente, realizar el registro 
de los canales de comunicación a utilizar, definir la forma como estos interactuaran, 
definir el volumen de información a consumir por cada canal de comunicación, los 
tiempos de expiración para cada envío de cobranza entre otros aspectos técnicos 




3.2.2.6 EVIDENCIAS SOBRE LA EXPERIENCIA.- 
 
 
Figura 29 CONFIGURADOR ACTUAL 




Figura 30 CONFIGURADOR ACTUAL 




Figura 31 CONFIGURADOR ACTUAL 
Fuente: (Atento Perú, 2019) 
3.2.3 CONSTRUCCIÓN, “¡MANOS A LA OBRA, A PROGRAMAR!”. - 
 
3.2.3.1 PROCESO DE CARGA MODIFICADO.- 
 
 
Figura 32 PROCESO DE CARGA MODIFICADO 











3.2.3.2 ESTRUCTURA DE TABLAS.- 
 
 
Figura 33 ESTRUCTURA DE TABLAS Y DESCRIPCIÓN 
Fuente: (Atento Perú, 2019) 
 
 
Figura 34 ESTRUCTURA DE TABLAS Y DESCRIPCIÓN 




Figura 35 - ESTRUCTURA DE TABLAS Y DESCRIPCIÓN 







3.2.3.3 CONSTRUCCIÓN DE CONFIGURADOR PARA EL MOTOR DE ENVÍOS.- 
 
El objetivo de esta etapa de la construcción, fue crear un nuevo formulario de 
escritorio que permita realizar el registro y mantenimiento de los canales de 
comunicación a usar por una determinada campaña. Este nuevo formulario seria 
añadido como nueva opción de menú en el CONFIGURADOR DEL MULTIGESTIÓN. 
 
 




La estructura del código fuente del CONFIGURADOR DEL MULTIGESTIÓN 
y de cualquier aplicativo JAVA desarrollado en ATENTO PERÚ, no respeta 
el patrón de diseño MVC. Así, se pueden identificar dos capas principales 
en el código fuente: una CAPA DAO para el acceso a base de datos y una 
“CAPA FORM” que alberga clases que cumplen el papel de vista y 
controlador al mismo tiempo; el uso de INTERFACES JAVA es inexistente. 
La capa de servicio que se supone debe contener la lógica del negocio es 
inexistente, por lo que la lógica del negocio se encuentra dispersa en casi 





Figura 36  ESTRUCTURA CÓDIGO ACTUAL CONFIGURADOR MULTIGESTIÓN 
Fuente: (Subversion SVN Atento Perú, 2019) 
 
 
En la “CAPA FORM”, las clases cumple el rol de vista, controlador y alberga lógico 
del negocio. En una misma clase se hacen las definiciones de los componentes de 
interfaz de usuario, se programan los eventos de estos componentes, se hacen 
llamados a la CAPA DAO y al mismo tiempo se mezcla lógica del negocio; es fácil 
imaginar lo caótico que puede llegar a ser una clase que manejo todos estos 
aspectos. 
 
A continuación – y solo a manera de exponer malas técnicas de programación- se 
presenta la FrmPrincipal.java perteneciente a la “CAPA FORM”, esta clase tiene 
nada menos que 26336 líneas de código (y sigue creciendo), en ella se ha 
implementado código para definir interfaces de usuario, manejo de eventos de 
interfaces de usuario, lógica del negocio y llamadas a bases de datos; todo en una 
sola clase, la frase “divide y vencerás” parece no tener significado alguno. 
 
 
Figura 37 CLASE “FrmPrincipal” que concentra casi 80% del código del sistema en una sola 
clase. 






Figura 38 CLASE “FrmPrincipal” que concentra casi 80% del código del sistema en una sola 
clase. 





Figura 39 CLASE “FrmPrincipal” que concentra casi 80% del código del sistema en una sola 
clase. 





Figura 40  CLASE “FrmPrincipal” que concentra casi 80% del código del sistema en una sola 
clase. 
Fuente: (Subversion SVN Atento Perú, 2019) 
 
 
Figura 41 CLASE “FrmPrincipal” algunas muestras de malas prácticas. 





























3.2.3.3.2 Estructura del código fuente para el configurador del MOTOR 
DE ENVÍOS.- 
 
Para implementar la funcionalidad del CONFIGURADOR DEL MOTOR DE 
ENVÍOS, se agregó dentro de la CAPA FORM un nuevo paquete llamado 
“webmotor”. En este paquete se define una clase java que cumple el rol 
de VISTA, donde se define los componentes de interfaz de usuario; en una 
segunda clase java que cumple el rol de CONTROLADOR, se definen los 
eventos asociados a los componentes de interfaz de usuario definidos en 
la VISTA. Esta distribución del código, al menos para el requerimiento del 
CONFIGURADOR DEL MOTOR DE ENVÍOS, hace el mantenimiento del 
código un poco más fácil debido a la división de responsabilidad, sin 




Figura 42 VISTA Y CONTROLADORES AÑADIDOS AL CÓDIGO EXISTENTE. 
Fuente: (Subversion SVN Atento Perú, 2019) 
 
 
Figura 43 VISTA “DLGWEBMOTORTAREA” UTILIZADO EXCLUSIVAMENTE PARA DEFINIR LOS 
COMPONENTES DE LA INTERFACE DE USUARIO. 




Figura 44 CLASE “DLGWEBMOTORTAREACONTROLLER” UTILIZADO EXCLUSIVAMENTE PARA 
DEFINIR LOS EVENTOS O LISTENER DE LOS COMPONENTES DE INTERFACE DE USUARIO. 




Figura 45 - CLASE “DLGWEBMOTORTAREACONTROLLER” UTILIZADO EXCLUSIVAMENTE PARA 
DEFINIR LOS EVENTOS O LISTENER DE LOS COMPONENTES DE INTERFACE DE USUARIO. 
Fuente: (Subversion SVN Atento Perú, 2019) 
 
 
En las etapas de construcción siguientes se tiene la oportunidad de realizar el 
desarrollo de una aplicación partiendo desde cero, por lo que es posible 
implementar y distribuir el código respetando la arquitectura MVC, patrones y 













3.2.3.3.3 INTERFACES DE USUARIO CONFIGURADOR DE ENVÍO.- 
 
Las interfaces de usuario mostrados de este informe se explicarán a 
detalle en la demostración del aplicativo funcional preparada para este 
informe. A continuación, se ilustran los formularios: 
 
a. Formulario DlgWebMtor.-  
 
Presenta un listado de todos los canales de comunicación 
registrados para una campaña. Permite crear, editar o borrar 
canales de comunicación. 
 
 
Figura 46 LISTADO DE CANALES DE COMUNICACIÓN CONFIGURADOS 


















b. Formulario DlgWebMotorTarea.-  
 
Este formulario permite configurar un canal de comunicación. 
Permite definir el tipo de tarea o también llamado canal de 
comunicación, el tipo de tarea a monitorea, asignar una 
configuración SMS y de correos, el numeró de thread o hilos que 
apertura la tarea, la cantidad de procesamiento por cada thread, 
entre otros detalles. 
 
 
Figura 47 FORMULARIO DE CREACIÓN DE CANAL DE COMUNICACIÓN 












3.2.3.4 CONSTRUCCIÓN DEL MOTOR DE ENVÍOS.- 
 
3.2.3.4.1 ¿QUÉ CONVIERTE A UN JAR EN UN BUNDLE O MÓDULO OSGI? 
 
Para que un JAR común y corriente se transforme en un Bundle o Módulo 
OSGI, este necesita definir la METADATA propia de OSGI en su archivo de 
manifiesto MANIFEST.MF. En el archivo de manifiesto se define la versión 
del Bundle, el identificador, nombre del Bundle, las librerías que 
conformaran parte del classpath del Bundle, los paquetes que expondrá 
el Bundle y que podrán ser usados por otros Bundles y, y esto es muy 
importante, se define la CLASE ACTIVATOR que será invocada cuando el 





Figura 48 EJEMPLO DE ARCHIVO DE MANIFIESTO 









3.2.3.4.2 PATRÓN MVC Y ESTANDARES JAVA EN DESARROLLO DE 
BUNDLES.- 
 
En cada uno de los bundles desarrollados en esta etapa de construcción, 
se aplicó el patrón MVC, por lo que se podrá identificar claramente la 
CAPA DAO o de PERSISTENCIA, la CAPA DE SERVICIO que contiene la lógica 
del negocio, la CAPA DE VISTA y los CONTROLADORES de las mismas. Así 
mismo, en cada capa de la aplicación se hace uso de INTERFACES JAVA 
para definir métodos y se definen las clases que implementas estas 
INTERFACES; se hace uso del patrón “SINGLETON”, uso de constantes o 
atributos “finales estáticos”; manejo correcto de excepciones; se respeta 
el estándar de nomenclatura java para nombrar atributos, clases, 
métodos, constantes y más; uso de espacios en blanco para una mejor 
legibilidad del código; correcta visibilidad  de atributo e instancias  de 
clases; división de código en métodos más pequeños. 
 
3.2.3.4.3 BUNDLE “SCHEDULER”.- 
 
3.2.3.4.3.1 ARCHIVO MANIFIESTO.- 
 
 
Figura 49 MANIFIEST.MF SCHEDULER 




3.2.3.4.3.2 CLASE ACTIVATOR.-  
 
 
Figura 50 ACTIVATOR SCHEDULER 

























Figura 51 ESTRUCTURA CÓDIGO SHCHEDULER 










Figura 52  INTERFACE “CasosEnvioDao” 




Figura 53 INTERFACE “ConfiguracionCampanaDao” 




Figura 54 INTERFACE “SchedulerTaskDao” 












3.2.3.4.3.4.2 IMPLEMENTACIÓN DE INTERFACES.- 
 
 
Figura 55 CLASE “CasosEnvioDaoImpl” 




Figura 56 CLASE “ConfiguracionCampanaDaoImpl” 




Figura 57 CLASE “SchedulerTaskDaoImpl” 























3.2.3.4.3.4.3 POOL DE CONEXIONES C3P0.- 
 
 
Figura 58 CLASE “DataSource o Pool de Conexiones c3p0” 




















3.2.3.4.3.4.4 DEFINICIOS DE THREADS.- 
 
 
Figura 59 Thread “ThreadActulizacionNewConfiguraciones”: Se crea una única instancia de este 
thread para actualización de canales de comunicación. 






Figura 60 Thread “ThreadTaskExecutorInactivos”: Se crea una única instancia de este thread 
para destrucción de thread inactivos. 








Figura 61 Thread “ThreadExecutor”: Se crea múltiples instancias de este thread dependiendo 
del número de canales de comunicación. 








Figura 62 Thread “ThreadExecutor”: Se crea múltiples instancias de este thread dependiendo 
del número de canales de comunicación. 










Figura 63  INTERFACE “ConfiguracionCampanaService” 








Figura 64 INTERFACE “EnviaEmailService” 







Figura 65 INTERFACE “EnviaIvrService” 






Figura 66 INTERFACE “EnviaSmsService” 









Figura 67 INTERFACE “EnviaWhatsappService” 






Figura 68 INTERFACE “SchedulerTaskService” 



























3.2.3.4.3.5.2 IMPLEMENTACIÓN DE INTERFACES 
 
 
Figura 69 CLASE “ConfiguracionCampanaServiceImpl” 






Figura 70 CLASE “GenericService” 
   Fuente: (Subversion SVN Atento Perú, 2019) 
 
 
Figura 71 CLASE “SchedulerTaskServiceImpl” 
































Figura 72 CLASE “FrmPrincipal” 




Figura 73 INTERFAZ MONITOR DE THREADS 




Figura 74 Clase “FrmPrincipalController” 
   Fuente: (Subversion SVN Atento Perú, 2019) 
 
 
Figura 75 Clase “FrmPrincipalController” 
               Fuente: (Subversion SVN Atento Perú, 2019) 
 
Figura 76 Clase “FrmPrincipalController” 
                               Fuente: (Subversion SVN Atento Perú, 2019) 
 
 
Figura 77 Clase “GenericSenderController” 
                 Fuente: (Subversion SVN Atento Perú, 2019) 
3.2.3.4.4 BUNDLE “SMSTASK” 
 
3.5.5.4.1 ARCHIVO MANIFIESTO.- 
 
 
Figura 78 MANIFIEST.MF SMSTASK 




3.5.5.4.2 CLASE ACTIVATOR.-  
 
 
Figura 79 ACTIVATOR SMSTASK 




3.5.5.4.3 ESTRUCTURA DE CÓDIGO.- 
 
 
Figura 80 ESTRUCTURA CÓDIGO SMSTASK 
                                              Fuente: (Subversion SVN Atento Perú, 2019) 













Figura 81 INTERFACE “EnviaCasoSmsDao” 





Figura 82 INTERFACE “SmsConfigureDao” 




























Figura 83 CLASE “EnviaCasoSmsDaoImpl” 




Figura 84 CLASE “SmsConfigureDaoImpl” 
                Fuente: (Subversion SVN Atento Perú, 2019) 
3.5.5.4.4.3 CLIENTE WEBSERVICE REST - INFOBIP.- 
 
 
Figura 85 CLASE “InfoBipRestClient” 



























Todas las interfaces de servicio para el bundle “SMSTASK” 
fueron declaradas en el BUNDLE “SCHEDULER”. 
 
 




Figura 86 CLASE “EnviaSmsServiceImpl” 





















Figura 87 CLASE “EnviaSmsController” 






















3.2.3.4.5 BUNDLE “EMAILTASK”.- 
 
3.5.5.5.1 ARCHIVO MANIFIESTO.- 
 
 
Figura 88 CLASE “EnviaSmsController” 
                                Fuente: (Subversion SVN Atento Perú, 2019) 
 
 




Figura 89  ACTIVATOR EMAILTASK 




3.5.5.5.3 ESTRUCTURA DE CÓDIGO.- 
 
 
Figura 90 ESTRUCTURA CÓDIGO EMAILTASK 
                 Fuente: (Subversion SVN Atento Perú, 2019) 
 
 





Figura 91 INTERFACE “MailConfigureDao” 
 Fuente: (Subversion SVN Atento Perú, 2019) 
 
 
3.5.5.5.4.2 IMPLEMENTACIÓN DE INTERFACES.- 
 
 
Figura 92 CLASE “MailConfigureDaoImpl” 






























Figura 93  INTERFACE “MailConfigureService” 
  Fuente: (Subversion SVN Atento Perú, 2019) 
 
 




Figura 94 CLASE “MailConfigureService” 
    Fuente: (Subversion SVN Atento Perú, 2019) 
 
Figura 95 CLASE “MailConfigureServiceImpl” 
                   Fuente: (Subversion SVN Atento Perú, 2019) 
 






Figura 96 CLASE “EnviaEmailController” 
                                             Fuente: (Subversion SVN Atento Perú, 2019) 
3.2.3.4.6 BUNDLE “WHATSAPPTASK”.- 
 
3.5.5.6.1 ARCHIVO MANIFIESTO.- 
 
 
Figura 97 MANIFIEST.MF WHATSAPPTASK 
    Fuente: (Subversion SVN Atento Perú, 2019) 
 
 
3.5.5.6.2 CLASE ACTIVATOR.-  
 
  
Figura 98 ACTIVATOR WHATSAPPTASK 









Figura 99 ESTRUCTURA DE CÓDIGO WHATSAPPTASK 
                                        Fuente: (Subversion SVN Atento Perú, 2019) 
 
 





Figura 100 INTERFACE “WhatsappConfigureDao” 













Figura 101 CLASE “WhatsappConfigureDaoImpl” 



























Todas las interfaces de servicio para el bundle 








Figura 102 CLASE “WhatsappConfigureDaoImpl” 




















Figura 103 CLASE “EnviaWhatsappController” 





















3.2.3.5 CONSTRUCCIÓN DE LA APLICACIÓN WEB.- 
 
3.5.6.1 INTEGRACIÓN HIBERNATE, SPRING Y JSF.- 
 
3.5.6.1.1 Modificaciones en Web.xml 
 
 
Figura 104 Web.xml 





Figura 105 Web.xml 





Figura 106 Web.xml 
 Fuente: (Subversion SVN Atento Perú, 2019) 
 
 
3.5.6.1.2 MODIFICACIONES EN “FACES-CONFIG.XML”.- 
 
 
Figura 107 faces-config.xml 

























Figura 108 application-context-dao.xml 





Figura 109 application-context-service.xml 




Figura 110 application-context-web.xml 
 Fuente: (Subversion SVN Atento Perú, 2019) 
 
 




Figura 111 ehcache.xml.xml 








Figura 112 ESTRUCTURA DE CÓDIGO APP WEB 







3.5.6.3 CAPA DAO INTERFACES.- 
 
 
Figura 113 INTERFACES DAO 
    Fuente: (Subversion SVN Atento Perú, 2019) 
 
3.5.6.4 CAPA DAO IMPLEMENTACIONES 
 
 
Figura 114 IMPLEMENTACIONES DAO 
Fuente: (Subversion SVN Atento Perú, 2019) 
 
3.5.6.5 CAPA DE SERVICIO INTERFACES 
 
 
Figura 115 INTERFACES SERVICE 
        Fuente: (Subversion SVN Atento Perú, 2019) 
 
 




Figura 116 IMPLEMENTACIONES SERVICE 








Figura 117 VISTAS 







Figura 118 CONTROLADORES 




















Figura 119 CLASE LIFE LISTENER “LifeCycleListener” 


























Las pruebas de un desarrollo en ATENTO PERÚ consisten en una demo del aplicativo con 
llevada a cabo por el líder de equipo del GRUPO CRM y el desarrollador, con la 
participación de los supervisores y jefes de la unidad de negocio dedicada al cliente 
CENCOSUD CHILE. 
 
Las pruebas consistieron en lo siguiente: 
a. Generar registros en base de datos de cuatro (04) clientes potencialmente morosos. 
Se utilizó números telefónicos de chile y correos electrónicos pertenecientes a los 
jefes de negocio de CENCOSUD CHILE. 
b. El motor de cobranzas inicio el proceso de cobranza mediante llamadas telefónicas 
(IVRTASK). 
c. Algunos números no respondieron las llamadas. 
d. Para aquellas llamadas sin respuesta, la tarea de cobranza SMS TASK realizo el 
reintento de cobranza mediante SMS. 
e. Todos los números de teléfono que recibieron el SMS no registraron una fecha de 
pago mediante la aplicación web. 
f. Para aquellos SMS que no hayan registrado fecha de pago, la tarea EMAILTASK 
realizo el reintento de cobranza. 
g. La tarea WHATSAPPTASK realizo el reintento de cobranza para los emails que no 




3.7.1 EVIDENCIA FORMATO DE PASE.- 
 
 
Figura 120 FORMATO PASE A PRODUCCIÓN ENVIADO 
Fuente: (Atento Perú, 2019) 
 
Figura 121 FORMATO PASE A PRODUCCIÓN ENVIADO 
Fuente: (Atento Perú, 2019) 
 
 










3.7.4 EVIDENCIA CORREO DE PASE A PRODUCCIÓN 
 
 
Figura 122 FORMATO CORREO PASE A PRODUCCIÓN ENVIADO 
Fuente: (Atento Perú, 2019) 
 
 
3.7.5 EVIDENCIA CORREO CONFIRMACIÓN PASE A PRODUCCIÓN.- 
 
 
Figura 123 FORMATO CORREO CONFIRMACIÓN PASE A PRODUCCIÓN 










4. LECCIONES APRENDIDAS Y PROYECCIÓN PROFESIONAL 
 
4.1 LECCIONES APRENDIDAS.- 
 
Debo decir que, al terminar la universidad tuve mucha suerte de iniciar mi carrera 
profesional en la consultora de software CONASTEC, puesto que aprendí a desarrollar 
software de calidad respetando patrones de diseño para la construcción de software, 
aplicando los más altos estándares de programación java; de hecho teníamos un analista 
funcional con más de 15 años programando en java quien constantemente revisaba el 
código fuente producido y hacía notar su voz de enojo en cuanto identificaba algún 
desperfecto en el código. En CONASTEC todo la LÓGICA DEL NEGOCIO estaba 
implementada a nivel de APLICACIÓN JAVA, la PROGRAMACIÓN en BASE DE DATOS era 
nula; se podría decir que se seguía la filosofía “LA BASE DE DATOS DEBE SER TONTA”. 
 
En ATENTO PERÚ, si bien es cierto no se construye SOTFWARE DE CALIDAD, gran 
volumen de la LOGICA DEL NEGOCIO se encuentra a nivel de BASE DE DATOS, se explota 
casi al máximo todo el potencial de una BASE DE DATOS y esto es algo que muchos 
programadores de LENGUAJES DE ALTO NIVEL -como JAVA- omiten. Gracias a la 
programación extensiva en BASE DE DATOS llevada a cabo en ATENTO PERÚ, pude 
comprender la importancia de usar índices en tablas, optimización de consultas, cómo 
evitar bloquear tablas con consultas pesadas, consumo de webservices desde un 
procedimiento almacenado, bloqueos implícitos de tablas que genera una operación de 
UPDATE, INSERT o DELETE, manipulación de estructuras XML en consultas, uso de LINK 
SERVER para ejecutar consultas a bases de datos remotas y más. 
 
Entonces, ¿qué es mejor, implementar toda la lógica del negoció en un lenguaje de alto 
nivel o, por el contrario, se debe implementar en el lenguaje de base de datos? 
Personalmente creo que se debe buscar un equilibrio. La gran mayoría de la lógica del 
negocio debe recaer sobre un lenguaje de alto nivel – es más fácil resolver incidencias e 
identificar problemas en un lenguaje de alto nivel-; sin embargo, se debe aprovechar el 
poder de procesamiento de una base de datos para tareas o procesos pesados que 
podrían ejecutarse en horarios de baja transaccionalidad, siempre tratando de evitar la 
programación excesiva del lado del servidor de base de datos. Este equilibrio entre base 
de datos y código java se deja evidenciar en el desarrollo del motor de cobranza y el 
aplicativo web. 
 
4.2 PROYECCIÓN PROFESIONAL.- 
 
Al finalizar mis estudios en la escuela de Computación y Sistemas de UPAO, no se me 
pasaba por la mente que iba a dedicarme al mundo de la programación, puesto que fui 
un pésimo alumno en todos los cursos de programación. Estuve cerca de 6 meses 
postulando a puestos de trabajo que en nada guardaban relación con la carrera que 
había estudiado: Cajero bancario, asistente administrativo, soporte técnico o asesor 
telefónico; no logrando calificar para ninguno de esos puestos de trabajo. Dado que no 
lograba calificar para ningún trabajo, entonces me dispuse a aprender programación y 
consultas SQL por mi cuenta para así poder aplicar a trabajos afines a la carrera de 
Computación y Sistemas. Me encerré cerca de dos meses en mi habitación para 
aprender, por mi cuenta, la programación Java y el lenguaje SQL server en ORACLE.  
Desde ese entonces, luego del “encierro forzoso”, soy un apasionado de la 
programación Java y me proyecto a estar siempre involucrado en el mundo JAVA, 
desarrollando software de calidad y promoviendo siempre las buenas prácticas de 
programación. En un futuro me veo dirigiendo mi propio equipo de programadores 
calificados. 
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