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Abstract
We consider the compressible Navier-Stokes system describing the mo-
tion of a viscous fluid confined to a straight layer Ωδ = (0, δ) × R
2. We
show that the weak solutions in the 3D domain converge strongly to the
solution of the 2D incompressible Navier-Stokes equations (Euler equa-
tions) when the Mach number ε tends to zero as well as δ → 0 (and the
viscosity goes to zero).
Key words: compressible Navier-Stokes system, dimension reduction, low
Mach number limit, vanishing viscosity.
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1 Introduction and main results
The paper is devoted to the problem of the limit passage from three-dimensional
to two-dimensional geometry, and from compressible and viscous to incompress-
ible viscous or inviscid fluid.
In the infinite slab geometry
Ωδ = R
2 × (0, δ), δ > 0,
we consider the following compressible Navier-Stokes system describing the mo-
tion of a barotropic fluid,
∂t̺ε + divx (̺εuε) = 0, (1.1)
∂t (̺εuε) + divx (̺εuε ⊗ uε) + 1
ε2
∇xp (̺ε) = µdivxS(∇xuε), (1.2)
where µ is the shear viscosity and we assume the bulk viscosity to be zero, ε > 0
is the Mach number and
S(∇xu) =
(
∇xu+∇′xu−
2
3
divxuI
)
, p (̺) = A̺γ , A > 0, γ >
3
2
. (1.3)
The system is supplemented with the initial conditions
uε (0, x) = u0,ε (x) , ̺ε (0, x) = ̺0,ε = 1 + ε̺
(1)
0,ε, (1.4)
the complete slip boundary conditions
uε · n|∂Ωδ = 0, [S(∇xu)n]tan|∂Ωδ = 0, (1.5)
and the far field conditions for the velocity and density,
uε → 0, ̺ε → 1 as |x| → ∞. (1.6)
Let xh = (x1, x2) and for a function defined in Ωδ, denote the average in the
x3 variable as
f(xh) = f
δ
(xh) =
1
δ
ˆ δ
0
f(xh, x3)dx3. (1.7)
We assume the thickness δ of the domain Ωδ depends on ε such that δ =
δ(ε) → 0 as ε → 0. If (̺0,ε,u0,ε) → (1,u0) in a certain sense, then the formal
limits of (̺ε,uε)-the average of the solution (̺ε,uε) to the initial-boundary
value problems (1.1)-(1.6)-are the incompressible Navier-Stokes equations in R2,
namely
∂tv + (v · ∇h)v +∇hπ − µ∆v = 0, divhv = 0 (1.8)
supplemented with the initial value
v0 (xh) = H (u0,h) (xh) ∈ L2(R2;R2), (1.9)
3
see Theorem 1.4 below. Note that here we use notation uh = (u1, u2) for a
vector field u = (u1, u2, u3) ∈ R3, v = (v1, v2) always represents a vector field
in R2 and
∇h = (∂x1 , ∂x2) , divh = ∇h·, ∆h = ∇h · ∇h = ∂x1x1 + ∂x2x2 ,
while H = Id − ∇h∆−1h divh is the Helmholtz projection to solenoidal vector
fields in R2.
Finally, in addition to δ = δ(ε) → 0, if we assume µ = µ(ε) → 0 as ε → 0,
we obtain the following Euler equations in the plane R2.
∂tv + (v · ∇h)v +∇hπ = 0, divhv = 0.
The goal of this paper is to rigorously justify these two multiple limit pas-
sages. We recall that in [19, 21] P. L. Lions and N. Masmoudi initiated the
study of incompressible (and inviscid) limit of global weak solutions to the com-
pressible Navier-Stokes equations. See also more recent works [1, 3, 6, 7, 9],
among others, on analysis of multi-scale singular limit of compressible viscous
fluids. G. Raugel and G. R. Sell have first studied the thin domain problem to
the incompressible fluids, see [13, 22]. We also note that in a recent paper [11],
the authors considered the incompressible inviscid limit on expanding domains.
As in most cases of singular limits problems in fluid dynamics in the ill-
prepared data framework, the main difficulties are due to poor a priori bounds
and on the presence of the so called acoustic waves which propagate at the high
speed of order 1/ε as ε goes to zero. It turns out that those waves are supported
by the gradient part of the velocity and the main consequence is the loss of
compactness of the velocity field or of the momentum and the impossibility to
define the limit of nonlinear quantities such as the convective term. On the other
hand since in the present paper we are working on an unbounded domain we
can exploit the dispersive behaviour of the underlying wave equations structure
of those waves. Hence, as we will see later on, our approach is a combination
of regularization and dispersive estimates of Strichartz type, this will allow us
to recover the necessary compactness in order to perform the limit process, see
[2, 23], among others.
We end this part by introducing some notations used in the context. Besides
standard Sobolev spaces W k,2(Ω), k = 1, 2, 3, · · · and space-time mixed spaces
such as Lp(0, T ;Lq(Ω)) and Lp(0, T ;W 1,2(Ω)), we especially use W 1,2
n
(Ω;R3)
to denote the space of all vector fields v ∈ W 1,2(Ω;R3) such that v · n = 0 on
∂Ω. Note that in our case of Ωδ = R2 × (0, δ), v · n = v3-the third component
of v. The notation f ∈ Cweak([0, T ];B) with B a Banach space, means that
f = f(t, x)-as a function of time variable t taking value in B (of space variable
x)-is continuous in the weak topology of B. A bar over a function/vector is used
to denote the average over x3 ∈ (0, δ) as defined in (1.7), which is distinct from
the notation of weak limit commonly used in the related literature.
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1.1 Weak solution to the compressible system
Following Maltese and Novotný [20] or Ducomet et al. [5] we define the weak
solutions to the compressible Navier-Stokes system. To simplify notations, in
this section we use Ω to denote Ωδ for every fixed δ ∈ (0, 1).
Definition 1.1. We say that (̺,u) is a weak solution to the compressible
Navier-Stokes system (1.1)-(1.6) if
• the functions (̺,u) belongs to the class
̺− 1 ∈ L∞ ([0, T ] ;Lγ (Ω) + L2 (Ω)) , ̺ ≥ 0 a.a. in (0, T )× Ω, (1.10)
u ∈ L2 (0, T ;W 1,2
n
(
Ω;R3
))
, ̺u ∈ L∞
(
0, T ;L2 (Ω) + L
2γ
γ+1 (Ω)
)
. (1.11)
• ̺ − 1 ∈ Cweak
(
[0, T ] ;Lγ (Ω) + L2 (Ω)
)
, and the continuity equation is
satisfied in the weak sense,
ˆ
Ω
̺ϕ (τ, ·) dx−
ˆ
Ω
̺0ϕ (0, ·) dx =
ˆ τ
0
ˆ
Ω
̺ (∂tϕ+ u · ∇xϕ) dxdt (1.12)
for all τ ∈ [0, T ] and any test function ϕ ∈ C∞c
(
[0, T ]× Ω).
• ̺u ∈ Cweak
(
[0, T ] ;L2 (Ω) + L
2γ
γ+1 (Ω)
)
, and the momentum equation is
satisfied in the weak sense,
ˆ
Ω
̺u · φ (τ, ·) dx−
ˆ
Ω
̺0u0 · φ (0, ·) dx+ µ
ˆ τ
0
ˆ
Ω
S (∇u) : ∇xφdxdt
=
ˆ τ
0
ˆ
Ω
(
̺u · ∂tφ+ ̺u⊗ u : ∇xφ+ p (̺)
ε2
divxφ
)
dxdt (1.13)
for all τ ∈ [0, T ] and any test function φ ∈ C∞c
(
[0, T ]× Ω;R3).
• the energy inequality
ˆ
Ω
[
1
2
̺ |u|2 + E (̺, 1)
ε2
]
(τ) dx+ µ
ˆ τ
0
ˆ
Ω
S (∇u) : ∇udxdt
≤
ˆ
Ω
[
1
2
̺0 |u0|2 + E (̺0, 1)
ε2
]
dx (1.14)
holds for a.e. τ ∈ [0, T ], where
E (̺, 1) = H (̺)−H ′ (1) (̺− 1)−H (1) ,
with
H (̺) = ̺
ˆ ̺
1
p (z)
z2
dz.
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1.2 Main results
To state our result, we first introduce the following classical result to the target
system-the initial value problem to two dimensional Navier-Stokes equations
(1.8), see [17] for example.
Theorem 1.2. Given v0 ∈ L2(R2), divhv0 = 0 in the sense of distribution,
there exists a unique weak solution
v ∈ C([0,∞);L2(R2;R2)) ∩ L2loc(0,∞;W 1,2(R2;R2)), v(0, ·) = v0
to (1.8) such that for any φ(t, xh) ∈ C∞c ([0, T ]× R2;R2), divhφ = 0,ˆ
R2
v · φ(τ, xh)dxh −
ˆ
R2
v0(xh) · φ(0, xh)dxh
=
ˆ τ
0
ˆ
R2
v · ∂tφ+ v · ∇hv · φ−∇hv : ∇hφdxhdt. (1.15)
for any τ ∈ [0, T ].
Remark 1.3. In fact we only need the definition of weak solution to (1.8)-(1.9)
and its uniqueness, from which we have the strong convergence of the whole
sequence uε.
The first result of the present paper is the following theorem on the incom-
pressible and thin domain limit. We assume δ → 0 as ε→ 0 while the viscosity
µ > 0 is fixed.
Theorem 1.4. Let ̺ε,uε be the weak solution to the compressible Navier-Stokes
system (1.1)-(1.6) with the initial data
|u0,ε|2 bounded in L1(R2),
∣∣∣̺(1)0,ε∣∣∣2 bounded in L1 ∩ L∞(R2) (1.16)
uniformly for ε ∈ (0, 1) such that
̺0,εu0,ε → u0 = (u0,h, 0) ∈ L2(R2;R3) (1.17)
as ε→ 0. Then
̺ε → 1 in L∞(0, T ;L2 + Lγ(R2)), uε → (v, 0) in L2(0, T ;L2loc(R2)) (1.18)
for any T > 0, where v is the unique weak solution to the initial value problem
(1.8)-(1.9).
We also consider the inviscid incompressible limit, meaning the viscosity
µ = µ(ε) → 0 as ε→ 0. To this end, let us recall the following classical result,
see [17] for example.
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Theorem 1.5. Given v0 ∈W 3,2(R2), divhv0 = 0, there exists a unique solution
v ∈ Ck([0,∞),W 3−k,2(R2;R2)), π ∈ Ck([0,∞),W 3−k,2(R2)), k = 0, 1, 2, 3
to the following initial value problem
∂tv + (v · ∇h)v +∇hπ = 0, divhv = 0, (1.19)
v(0, x) = v0 (1.20)
such that for any T > 0,
‖v‖Wk,∞(0,T ;W 3−k,2(R2;R2)) + ‖π‖Wk,∞(0,T ;W 3−k,2(R2)) ≤ c(T )‖v0‖W 3,2(R2).
(1.21)
Our result on incompressible, inviscid and thin domain limit is stated as
follows.
Theorem 1.6. Suppose δ, µ→ 0 as ε→ 0. Assume there exist ̺(1)0 ∈ L2(R2),u0 =
(u0,h, 0) ∈ L2(R2;R3) such that
∣∣∣̺(1)0,ε − ̺(1)0 ∣∣∣2, |u0,ε − u0|2 → 0 in L1(R2) (1.22)
and v0 = H(u0,h) ∈ W 3,2(R2), ∇hΨ0 = H⊥(u0,h) ∈ L2(R2;R2). Let v be the
unique solution to the initial value problem (1.19)-(1.20) and ̺ε,uε be the weak
solution to the compressible Navier-Stokes system (1.1)-(1.6). Then, as ε→ 0,
̺ε → 1 in L∞(0, T ;L2 + Lγ(R2)), √̺εuε,h → v in L2(0, T ;L2loc(R2)) (1.23)
for any T > 0 and any compact set K ⊂ R2.
Remark 1.7. It immediately follows from (1.22) that
̺
(1)
0,ε → ̺(1)0 in L2(R2), u0,ε → u0 in L2(R2;R3).
Remark 1.8. Comparing with results [4], [5] and [20], we are interested in multi-
scale singular limit, which means that we study not only reduction of dimension
but also low Mach number limit or low Mach number inviscid limit. As a target
system we get the weak solution of Navier-Stokes equation or strong solution of
Euler equation.
Remark 1.9. The assumption δ, µ→ 0 as ε→ 0 is only for notation simplifica-
tion, that is, to avoid the use a notation such as uε,δ,µ to denote dependence of
solutions to these three parameters. In fact, it is obvious from the proof that
one can send ε, δ, µ→ 0 simultaneously and independently.
Remark 1.10. The reason to choose the complete slip boundary condition (1.5)
for the velocity uε is two folds. On one hand, if one uses the homogeneous
Dirichlet boundary conditions, namely uε = 0 on ∂Ωδ, then the limit velocity
is naturally to be trivially zero since the thinness δ → 0 as ε goes to zero. On
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the other hand, in the procedure of incompressible inviscid limit, such a (slip)
boundary condition allows the limit velocity v-the solution to the incompress-
ible Euler equations-to be served as an admissible test function in the relative
entropy inequality, which is essential in such an approach, see [3, 6, 21], among
others.
Before the end of this section we introduce some results on regularization
that will be used in the following context.
Let η ∈ (0, 1) and define χη(z) = χ(ηz) ∈ C∞0 (R), as
χ(z) = 1, |z| ≤ 1, χ = 0, |z| ≥ 2. (1.24)
For a function f ∈ L2(R2), denote
fη = F−1(χη fˆ) = F−1(χη) ∗ f,
where fˆ is the Fourier transform in R2 and F−1(f) is its inverse. Then fη ∈
C∞(R2)∩W k,p(R2) for any p ∈ [1,∞] and k = 0, 1, 2, · · · . For f ∈ Lp(R2), p ∈
[1,∞],
‖fη‖Lp(R2) ≤ ‖f‖Lp(R2)
and
fη → f in Lp(R2) as η → 0, p ∈ [1,∞). (1.25)
Moreover,
‖fη‖W s,p1(R2) ≤ c(s, p1, p2, η)‖f‖Lp2(R2),
‖fη‖W s1,p1 (R2) ≤ c(s1, s2, p1, p2, η)‖fη‖W s2,p2 (R2) (1.26)
for any s, s1, s2 ∈ R, p1 ≥ p2 ∈ [1,∞] and fixed η ∈ (0, 1).
2 Uniform bounds
For any function f defined in (0, T )× Ωδ, we introduce the decomposition
f = [f ]ess + [f ]res
where
[f ]ess = κ (̺) f, [f ]res = (1− κ (̺)) f,
with
κ (̺) ∈ C∞c (0,∞) , 0 ≤ κ (̺) ≤ 1, κ(̺) = 1 if |̺− 1| ≤
1
2
.
The above decomposition is understood in the sense that the essential part is
the quantity that determines the asymptotic behavior of the system, while the
residual part will disappear in the limit passage.
We start with the uniform bounds following from the energy inequality
(1.14). Dividing both sides of (1.14) by δ and recalling assumption (1.16) added
on the initial data, we have the following estimates:
̺ε |uε|2 uniformly bounded in L∞
(
0, T ;L1
(
R
2
))
, (2.1)
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[
̺ε − 1
ε
]2
ess
≤
[
|̺ε − 1|2
ε2
]
ess
uniformly bounded in L∞
(
0, T ;L1
(
R
2
))
,
(2.2)
ess supt∈(0,T )‖ [̺ε]res ‖γLγ(R2) ≤ ess supt∈(0,T )
∥∥∥[̺γε]
res
∥∥∥
L1(R2)
≤ cε2, (2.3)
ess supt∈(0,T )‖ [1]res ‖L1(R2) ≤ cε2, (2.4)
µ
∣∣∇xuε∣∣2 ≤ µ|∇xuε|2 uniformly bounded in L1 (0, T ;L1 (R2)) . (2.5)
As consequences of these bounds,
[̺εuε]
2
ess ≤
[
̺ε |uε|2
]
ess
uniformly bounded in L∞
(
0, T ;L1
(
R
2;R3
))
(2.6)
and
[̺εuε]res → 0 in L∞
(
0, T ;Ls
(
R
2;R3
))
as ε→ 0 (2.7)
for any s ∈ [1, 2γ/ (γ + 1)] by
‖[̺εuε]res‖
L
2γ
γ+1 (R2)
≤
∥∥∥[̺γε]
res
∥∥∥ 12γ
L1(R2)
∥∥∥̺ε |uε|2∥∥∥ 12
L1(R2)
and the uniform bounds (2.1), (2.3) and (2.4). Especially, it follows that
|̺εuε|s ≤ |̺εuε|s uniformly bounded in L∞
(
0, T ;L1
(
R
2
))
(2.8)
Also we observe that from (2.2) and (2.3),
rε :=
̺ε − 1
ε
uniformly bounded in L∞(0, T ;L2 + Lmin{2,γ}(R2)). (2.9)
Moreover,
̺ε → 1 in L∞
(
0, T ;Lγ
(
R
2
)
+ L2
(
R
2
))
. (2.10)
For fixed µ we have uniform bound of uε in L2(0, T ;W 1,2(R2;R3)). To this
end we write
|uε|2 ≤
[
|uε|2
]
ess
+
[
|uε|2
]
res
, (2.11)
where
|[uε]ess|2 ≤
[
|uε|2
]
ess
uniformly bounded in L∞(0, T ;L1(R2)) (2.12)
according to (2.1). While by (2.3) and (2.4),
1
δ
ˆ
Ωδ
[
|uε|2
]
res
dx ≤ 2
δ
ˆ
Ωδ∩{|̺−1|> 12}
|̺− 1| |uε|2 dx
≤ cε 2γ
(
1
δ
ˆ
Ωδ
|uε|2γ
′
dx
)1/γ′
+ cε
(
1
δ
ˆ
Ωδ
|uε|4 dx
)1/2
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≤ cε 2γ
(
1
δ
ˆ
Ωδ
|uε|2 dx
) 3
2γ′
− 1
2
(
1
δ
ˆ
Ωδ
|uε|6 dx
) 1
2
− 1
2γ′
+cε
(
1
δ
ˆ
Ωδ
|uε|2 dx
)1/4(
1
δ
ˆ
Ωδ
|uε|6 dx
)1/4
≤ cε 2γ
(
1
δ
ˆ
Ωδ
|uε|2 dx
) 3
2γ′
− 1
2
(
1
δ
ˆ
Ωδ
|∇uε|2 dx
) 3
2
(
1− 1
γ′
)
+ cε
(
1
δ
ˆ
Ωδ
|uε|2 dx
)1/4(
1
δ
ˆ
Ωδ
|∇uε|2 dx
)3/4
. (2.13)
Together with (2.11) and the uniform bound (2.5) we find
|uε|2 uniformly bounded in L1(0, T ;L1(R2)).
by applying Young’s inequality. Consequently,
uε uniformly bounded in L2
(
0, T ;W 1,2
(
R
2;R3
))
. (2.14)
We emphasize that this uniform bound is only valid for fixed µ > 0. Going back
to (2.13) we have
ε−min{1,2/γ} [|uε|]2res ≤ ε−min{1,2/γ}
[
|uε|2
]
res
uniformly bounded in L1(0, T ;L1(R2)). (2.15)
We remark that in the last step of (2.13) the following type of Sobolev’s
embedding in domain Ωδ is used.(
1
δ
ˆ
Ω
|f(x)|6dx
)1/3
≤ c
δ
ˆ
Ωδ
|∇f |2 dx, δ ≤ 1.
Indeed, for a function f such that ∇f ∈ L2(Ωδ), f(x) → 0 as |x| → 0 in
certain sense, let fδ(x1, x2, x3) = f(x1, x2, δx3), x3 ∈ [0, 1]. Applying Sobolev
embedding to fδ in the fixed domain R2 × [0, 1] we find
(
1
δ
ˆ
Ωδ
|f |6dx
)1/3
=
(ˆ 1
0
ˆ
R2
|fδ|6dx
)1/3
≤ c
ˆ 1
0
ˆ
R2
|∇fδ|2dx
=
c
δ
ˆ
Ωδ
|∇hf |2 + δ2|∂3f |2dx ≤ c
δ
ˆ
Ωδ
|∇hf |2 + |∂3f |2dx if δ ≤ 1.
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3 Energy and Strichartz estimates
We consider the following acoustic system in R2.
ε∂tψε +∆hΨε = 0, ε∂t∇hΨε + a2∇hψε = 0, a2 = p′(1) > 0, (3.1)
supplemented with the initial data
ψε(0, xh) = ψ0(xh) ∈ Wm,2(R2), ∇hΨε(0, xh) = ∇hΨ0(xh) ∈Wm,2(R2;R2),
(3.2)
for some m = 0, 1, 2, · · · . The acoustic system conserves energy,
1
2
ˆ
R2
|aψε(t, xh)|2 + |∇hΨε(t, xh)|2 dxh = 1
2
ˆ
R2
|aψ0(xh)|2 + |∇hΨ(xh)|2 dxh
(3.3)
for any t ≥ 0.
Also, standard energy estimates give us
‖ψε(t, ·)‖Wk,2(R2) + ‖∇hΨε(t, ·)‖Wk,2(R2)
≤ c (‖ψ0‖Wk,2(R2) + ‖∇hΨ0‖Wk,2(R2)) (3.4)
for k = 1, 2, · · · ,m.
The acoustic wave system disperse local energy. We recall the following
Lp−Lq-estimate as a special case of the well-known Strichartz estimates in R2,
see [12].
‖ψε‖Lq(R,Lp(R2)) + ‖∇hΨε‖Lq(R,Lp(R2))
≤ cε 1q (‖ψ0‖Wσ,2(R2) + ‖∇hΨ0‖Wσ,2(R2)) (3.5)
for any
p ∈ (2,∞), 2
q
=
1
2
− 1
p
, q ∈ (4,∞), σ = 3
q
< 1. (3.6)
Hence for any k = 0, 1, · · · ,m− 1,
‖ψε‖Lq(R,Wk,p(R2)) + ‖∇hΨε‖Lq(R,Wk,p(R2))
≤ cε 1q (‖ψ0‖Wm,2(R2) + ‖∇hΨ0‖Wm,2(R2)) . (3.7)
Now consider the inhomogeneous case of (3.1),
ε∂tψε +∆hΨε = εf1, ε∂t∇hΨε + a2∇hψε = εf2 (3.8)
supplemented with the initial data
ψε(0, xh) = ψ0(xh), ∇hΨε(0, xh) = ∇hΨ0(xh), (3.9)
where f1, f2 ∈ Lq(0, T ;Wm,2(R2)) and ψ0(xh),∇hΨ0 ∈ Wm,2(R2). By using
Duhamel’s principle it is easy to show the following energy estimates.
‖ψε‖L∞(R,Wk,2(R2)) + ‖∇hΨε‖L∞(R,Wk,2(R2))
11
≤ c (‖ψ0‖Wm,2(R2) + ‖∇hΨ0‖Wm,2(R2))
+ c
(‖f1‖L2(0,T ;Wm,2(R2)) + ‖f2‖L2(0,T ;Wm,2(R2))) , (3.10)
as well as the Strichartz estimates
‖ψε‖Lq(R,Wk,p(R2)) + ‖∇hΨε‖Lq(R,Wk,p(R2))
≤ cε 1q (‖ψ0‖Wm,2(R2) + ‖∇hΨ0‖Wm,2(R2))
+ c(T )ε
1
q
(‖f1‖Lq(0,T ;Wm,2(R2)) + ‖f2‖Lq(0,T ;Wm,2(R2))) (3.11)
for the same k, p, q as above, see [2].
4 Weak to weak limit
This section is devoted to proving Theorem 1.4. Motivated by Lighthill [15], [16],
we take average over (0, δ) in the x3-variable to the original Navier-Stokes system
(1.1)-(1.2) and write the resulting system in the following form in (0, T )× R2,
ε∂t
(
̺ε − 1
ε
)
+ divh (̺εuεh) = 0, (4.1)
ε∂t (̺εuεh) + a
2∇h
(
̺ε − 1
ε
)
= ε
(
µdivhS(∇huεh)− divh̺εuεh ⊗ uεh + 1
ε2
∇h
(
p (̺ε)− a2 (̺ε − 1)− p (1)
))
(4.2)
supplemented with the conditions (1.5) and (1.6), where a2 = p′ (1). In fact,
the system (4.1) and (4.2) should be understood in the weak sense, namely
ˆ T
0
ˆ
R2
εrε∂tϕ+m0,ε · ∇hϕdxhdt+ ε
ˆ
R2
r0,εϕ(0, xh)dxh = 0 (4.3)
holds for every ϕ ∈ C∞c
(
[0, T )× R2), while
ˆ T
0
ˆ
R2
εmε·∂tφ+rεdivhφdxhdt+
ˆ
R2
mε·φ(0, xh)dxh = ε
ˆ T
0
ˆ
R2
fε : ∇hφdxhdt
(4.4)
for any φ ∈ C∞c
(
[0, T )× R2;R2), where
rε =
̺ε − 1
ε
, mε = ̺εuε,h, fε = f
1
ε + f
2
ε + f
3
ε ,
f1ε = ̺εuε,h ⊗ uε,h, f2ε = −µS(∇huε,h),
f3ε =
1
ε2
(
p (̺ε)− a2 (̺ε − 1)− p (1)
)
I2,
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such that
f2ε uniformly bounded in L
2
(
0, T ;L2
(
R
2;R2×2
))
(4.5)
and f1ε , f
3
ε uniformly bounded in L
∞(0, T ;L1(R2;R2×2)) according to the uni-
form bounds established in (2.1)-(2.5). Hence
f1ε , f
3
ε uniformly bounded in L
∞(0, T ;W−s,2(R2;R2×2)), s > 1, (4.6)
since L1(R2) continuously embedded in W−s,2(R2).
The averaged momentum mε can be written in terms of its Helmholtz de-
composition, namely
mε = H [mε] +H
⊥ [mε] ,
where
H⊥ [mε] = ∇hΦε
represents the presence of the acoustic waves, with Φε the acoustic potential,
while H [mε] the solenoidal part. In the following we will show the compactness
of the solenoidal component, while dispersive estimates for the acoustic wave
equations will show that ∇hΦε tends to zero on compact subsets and therefore
becomes negligible in the limit ε→ 0.
4.1 Compactness of the solenoidal component
As a direct consequence of (2.14), there exists some V(t, x1, x2) ∈ R3 such that
uε → V weakly in L2
(
0, T ;W 1,2
(
R
2;R3
))
. (4.7)
From the weak formulation of the continuity equation, it follows
divxV = 0 in D′,
which is equivalent to
divhv = 0, v = Vh = Vh (t, xh) .
We remark that in fact the third component of V is zero according to (2.14)
and Poincaré’s inequality. In order to show the strong convergence of H(uε,h)
we first observe that the solenoidal component of the vector field mε is (weakly)
compact in time. Indeed, relations (2.6) and (2.7) imply that
mε → v weakly-(*) in L∞
(
0, T ;
(
L2 + L2γ/(γ+1)
) (
R
2;R2
))
(4.8)
since ̺ε → 1. From (4.4) and the bounds (4.5) and (4.6), we have[
τ →
ˆ
R2
mε · φdxh
]
→
[
τ →
ˆ
R2
v · φdxh
]
in C [0, T ] (4.9)
for any φ(xh) ∈ C∞c
(
R
2;R2
)
, divhφ = 0. This compactness in time of H(mε),
together with the fact that H(uε,h) are bounded in L2(0, T ;W 1,2(R2,R2)), yield
H(mε) ·H(uε,h)→ |v|2
13
in the sense of distribution according to Lemma 5.1 in [18]. Hence |H(uε,h)|2 →
|v|2 weakly since∣∣∣∣∣
ˆ T
0
ˆ
R2
(H(mε)−H(uε,h)) ·H(uε,h)
∣∣∣∣∣ =
∣∣∣∣∣
ˆ T
0
ˆ
R2
H((̺ε − 1)uε,h) ·H(uε,h)
∣∣∣∣∣
≤ ‖̺ε − 1‖L∞
T
(L2+Lγ(R2))‖uε,h‖2
L2T (L
4+L
2γ
γ−1 (R2))
→ 0
according to (2.10) and (2.14). We thus conclude by (4.7) that
H(uε,h)→ v ∈ L2
(
0, T ;L2
(
R
2;R2
))
(4.10)
and
H(uε,h)→ v ∈ L2
(
0, T ;Lploc
(
R
2;R2
))
(4.11)
for any p ∈ [2,∞).
4.2 Compactness of the gradient component
From (4.1)-(4.2) (or its weak formulation (4.3)-(4.4)) we know that rε = ̺ε−1ε
and ∇hΦε = H⊥(̺εuε,h)-the gradient part of ̺εuε,h, obey the following equa-
tions in the sense of distribution.
ε∂trε +∆hΦε = 0, ε∂tΦε + a
2∇hrε = εgε, (4.12)
supplemented with the initial data
rε(0, ·) = ̺(1)0,ε, ∇hΦε(0, ·) = H⊥(̺0,εu0,ε,h), (4.13)
where gε = g1ε+g
2
ε+g
3
ε and g
i
ε is the corresponding gradient part of f
i
ε, i = 1, 2, 3
such that
g2ε uniformly bounded in L
2
(
0, T ;L2
(
R
2;R2×2
))
(4.14)
g1ε, g
3
ε uniformly bounded in L
∞
(
0, T ;W−s,2
(
R
2;R2×2
))
, s > 1, (4.15)
according to (4.5) and (4.6).
We realize that system (4.12)-(4.13) is nothing but the inhomogeneous acous-
tic wave system (3.8)-(3.9). In order to apply Strichartz estimates we regularize
(4.12)-(4.13) by using the mollifiers χη introduced in (1.24) to obtain
ε∂trε,η +∆hΦε,η = 0, ε∂tΦε,η + a
2∇hrε,η = εgε,η, (4.16)
with the initial data
rε,η(0, ·) =
(
̺
(1)
0,ε
)
η
, ∇hΦε,η(0, ·) =
(
H⊥(̺0,εu0,ε,h)
)
η
. (4.17)
Now by (1.26) and the Strichartz estimates (3.11) (with k = 0 and p = 4, q = 8
for example),
‖rε,η‖Lq(R,Lp(R2)) + ‖∇hΦε,η‖LqT (Lp(R2))
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≤ cε 1q
(∥∥rε,η(0, ·)∥∥W 1,2(R2) + ‖∇hΦε,η(0·)‖W 1,2(R2)
)
+ c(T )ε
1
q ‖gε,η‖W 1,2(R2)
≤ c(η)ε 1q + c(η, T )ε 1q , η ∈ (0, 1)
according to the uniform-in-ε bounds (4.14)-(4.15) on gε and (1.16) on ̺
(1)
0,ε and
u0,ε. However, this argument is not valid for g2ε due to the lack of high enough
integrability on time. To overcome this difficulty we split g2ε = g
2
ε,ess+g
2
ε,res ac-
cording to (2.11) and (2.15), with g2ε,ess uniformly bounded in L
∞(0, T ;W−2,2(R2)),
which can be handled as above, and ε−min{1,2/γ}g2ε,res uniformly bounded in
L2(0, T ;W−2,2(R2)). Hence the corresponding acoustic wave produced by g2ε,η,res
vanishes in L2(0, T ;L2(R2)) as ε→ 0 (for fixed η ∈ (0, 1)), by using the energy
estimates (3.10). Accordingly, sending ε→ 0 we find that for any η ∈ (0, 1),
∇hΦε,η → 0 in L2(0, T ;L2loc(R2)) (4.18)
since p, q > 2. By using the uniform-in-ε bound of ∇hΦε in L2(0, T ;W 1,2(R2)),
which follows from the corresponding bound (2.14) for uε, and (1.25), we have
∇hΦε −∇hΦε,η → 0 in L2(0, T ;L2loc(R2)) as η → 0
uniformly for ε ∈ (0, 1). By writing
∇hΦε = (∇hΦε −∇hΦε,η) +∇hΦε,η
and taking ε→ 0 first and then η → 0, we finally obtain
∇hΦε → 0 in L2(0, T ;L2loc(R2)) as ε→ 0 (4.19)
and consequently
∇hΦε → 0 in L2(0, T ;Lploc(R2)) as ε→ 0 (4.20)
for any p ∈ [2,∞).
4.3 The weak-weak limit passage
The strong convergence (4.20) of Φε = H⊥(̺εuε,h), together with the uniform
bound (2.9) of rε = ̺ε−1ε yields
H⊥(uε,h) = εH
⊥ (rεuε,h) +H
⊥(̺εuε,h)→ 0 in L2(0, T ;Lsloc(R2))
for s < min{2, γ}. Hence
H⊥(uε,h)→ 0 in L2(0, T ;Lploc(R2))
for any p ∈ [2,∞) according to (2.14). Together with the strong convergence
(4.11) of the solenoidal part we conclude that
uε,h → v in L2(0, T ;Lploc(R2)), p ∈ [2,∞). (4.21)
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Finally, by applying all these strong convergence in the weak formulation (1.12)-
(1.13) (after taking δ-average as in (4.1)-(4.2)), we find
ˆ
R2
v · ∇hϕdx = 0
for any ϕ ∈ C∞c (R2). Moreover,ˆ
R2
v · φ(τ, xh)dxh −
ˆ
R2
v0 · φ(0, xh)dxh
=
ˆ τ
0
ˆ
R2
v · ∂tφ+ v ⊗ v : ∇hφdxhdt−
ˆ τ
0
ˆ
R2
∇hv : ∇hφdxhdt
for any φ ∈ C∞c ([0, T )×R2), divφ = 0, which are nothing but the weak formu-
lation (1.15) of v-the unique solution to two dimensional Navier-Stokes system
(1.8)-(1.9). Indeed, one only needs to show the limit passage for the convective
term
1
δ
ˆ τ
0
ˆ
Ωδ
̺εuε,h ⊗ uε,h : ∇hψdxdt→
ˆ τ
0
ˆ
R2
v ⊗ v : ∇hψdxdt.
To this end, we note that
1
δ
ˆ τ
0
ˆ
Ωδ
̺εuε,h ⊗ uε,h : ∇hψdxdt
=
1
δ
ˆ τ
0
ˆ
Ωδ
̺εuε,h⊗(uε,h − uε,h) : ∇hψdxdt+
ˆ τ
0
ˆ
R2
̺εuε,h⊗uε,h : ∇hψdxhdt.
According to (4.8) and (4.21), the last term on the right hand side exactly
converges to the corresponding v-term as we want. To show that the remaining
term goes to zero, we use Poincaré’s inequality in the x3-variable to find that
ˆ τ
0
ˆ
Ωδ
|uε,h − uε,h|2 dxdt =
ˆ τ
0
ˆ
R2
ˆ δ
0
|uε,h − uε,h|2 dx3dxhdt
≤ δ
ˆ τ
0
ˆ
R2
ˆ δ
0
|∂3uε,h|2 dx3dxhdt ≤ cδ2
according to the uniform bound (2.5). Consequently,∥∥∥|uε,h − uε,h|2∥∥∥
L1((0,T )×R2)
≤ cδ → 0 as δ → 0. (4.22)
Finally, by Sobolev’s embedding lemma together with the uniform bounds (2.8)
and (2.14), we have for s ∈
(
6
5 ,
2γ
γ+1
]
(since γ > 32 ) and s
′ = ss−1 ∈ [2, 6),
∥∥∥̺εuε,h ⊗ (uε,h − uε,h)∥∥∥
L1(R2)
≤
∥∥∥|̺εuε,h|s∥∥∥ 1s
L1(R2)
∥∥∥|uε,h − uε,h|s′∥∥∥ 1s′
L1(R2)
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≤ c
∥∥∥|uε,h − uε,h|2∥∥∥θ
L1(R2)
∥∥∥|∇ (uε,h − uε,h)|2∥∥∥1−θ
L1(R2)
≤ c
∥∥∥|uε,h − uε,h|2∥∥∥θ
L1(R2)
∥∥∥|∇uε,h|2∥∥∥1−θ
L1(R2)
,
1
s′
=
θ
2
+
1− θ
6
.
We conclude the proof by (4.22) after integrating in time and using the uniform
bound (2.5) for ∇uε.
5 The relative energy inequality
Motivated by [10], we introduce the relative energy inequality which is satisfied
by any weak solution (̺ε,uε) of the Navier-Stokes system (1.1)-(1.6). First, we
define a relative energy functional
E (̺ε,uε | r,U) = 1
δ
ˆ
Ωδ
1
2
̺ε |uε −U|2+ 1
ε2
(H(̺ε)−H ′(r) (̺ε − r)−H (r)) dx.
(5.1)
The following relative energy inequality holds, see [8, 10].
E (̺ε,uε | r,U) (τ) + µ
δ
ˆ τ
0
ˆ
Ωδ
S (∇xuε −∇xU) : (∇xuε −∇xU) dxdt
≤ E (̺ε,uε | r,U) (0) + 1
δ
ˆ τ
0
R (̺ε,uε | r,U) dt, (5.2)
with the remainder term
R (̺ε,uε | r,U) =
ˆ
Ωδ
̺ε (∂tU+ uε · ∇xU) · (U− uε) dx
+µ
ˆ
Ωδ
S (∇xU) : (∇xU−∇xuε) dx
+
1
ε2
ˆ
Ωδ
(̺ε − r) ∂tH ′ (r)− p (̺ε)divxU− ̺εuε · ∇H ′ (r) dx (5.3)
for any pair of smooth functions r,U such that
r > 0, r − 1 ∈ C∞c
(
[0, T ]× Ωδ
)
, U ∈ C∞c
(
[0, T ]× Ωδ;R3
)
, U · n|∂Ωδ = 0.
(5.4)
Note that the class of test functions r,U can be extended to a wider ones
ensuring all terms appeared in the relative energy inequality make sense.
6 The incompressible inviscid limit
6.1 Test functions
In contrast to Section 4, we consider the acoustic wave equations (3.1)-(3.2)
with initial data
ψ0 = ̺
(1)
0 , ∇hΨ0 = H⊥(u0,h).
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Let
(ψ0,η,∇hΨ0,η) := ((̺(1)0 )η,H⊥(u0,h)η).
and ψε,η,∇hΨε,η be the corresponding solution to (3.1). Since the acoustic wave
system is linear,
ψε,η = (ψε)η, ∇hΨε,η = (∇hΨε)η.
Let ε0 be small enough such that for ε ≤ ε0, rε,η := 1 + εψε,η > 0. We use the
couple
[rε,η,Uε,η], Uε,η = (v +∇hΨε,η, 0)
as the test function [r,U] in the relative energy inequality (5.2), where v the
solution to the 2D Euler equations (1.19)-(1.20). We remark that since its third
component is identically zero (not only on the boundary of Ωδ), Uε,η can be
served as an admissible test function in (5.2).
Eε,η (̺,u | r,U) (τ) + µ
δ
ˆ τ
0
ˆ
Ωδ
S (∇xu−∇xU) : (∇xu−∇xU) dxdt
≤ Eε,η (̺,u | r,U) (0) + 1
δ
ˆ τ
0
Rε,η (̺,u | r,U) dt. (6.1)
Here to avoid notation complexity we omit the subscript ε of [̺ε,uε] and ε, η
of [rε,η,Uε,η] unless it is necessary. Also we tacitly admit that, when using
addition/dot between a vector u ∈ R3 and another vector v ∈ R2, v is viewed
as a 3d vector such that its third component is zero.
For the initial data we have
Eε,η (̺,u | r,U) (0) = 1
δ
ˆ
Ωδ
1
2
̺0,ε |u0,ε − u0|2 dx
+
1
δ
ˆ
Ωδ
1
ε2
[
H
(
1 + ε̺
(1)
0,ε
)
− εH ′
(
1 + ε̺
(1)
0
)(
̺
(1)
0,ε − ̺(1)0
)
−H
(
1 + ε̺
(1)
0
)]
dx,
(6.2)
where u0 = H[u0,h] +∇hΨ0. For the first term on the right hand side of the
equality (6.2) we have
1
δ
ˆ
Ωδ
1
2
̺0,ε |u0,ε − u0|2 dx = 1
δ
ˆ
Ωδ
1
2
∣∣∣1 + ε̺(1)0,ε∣∣∣ |u0,ε − u0|2 dx
≤ 1
δ
ˆ
Ωδ
1
2
|u0,ε − u0|2 dx+ 1
δ
ˆ
Ωδ
1
2
∣∣∣ε̺(1)0,ε∣∣∣ |u0,ε − u0|2 dx
≤ 1
δ
ˆ
Ωδ
1
2
|u0,ε − u0|2 dx+ ε
∥∥∥̺(1)0,ε∥∥∥
L∞(R3)
1
δ
ˆ
Ωδ
1
2
|u0,ε − u0|2 dx
≤ c (1 + ε)
∥∥∥|u0,ε − u0|2∥∥∥
L1(R2;R3)
. (6.3)
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For the second term on the right hand side of the equality (6.2), setting a =
1 + ε̺
(1)
0,ε and b = 1 + ε̺
(1)
0 and observing that
H(a) = H(b) +H ′(b)(a− b) + 1
2
H ′′(ξ)(a− b)2, ξ ∈ (a, b) ,
|H(a)−H ′(b)(a− b)−H(b)| ≤ c |a− b|2 ,
we have
1
δ
ˆ
Ωδ
1
ε2
[
H
(
1 + ε̺
(1)
0,ε
)
− εH ′
(
1 + ε̺
(1)
0
)(
̺
(1)
0,ε − ̺(1)0
)
−H
(
1 + ε̺
(1)
0
)]
dx
≤ c1
δ
ˆ
Ωδ
1
ε2
(∣∣∣ε(̺(1)0,ε − ̺(1)0 )∣∣∣2
)
dx
≤
∥∥∥∥∣∣∣̺(1)0,ε − ̺(1)0 ∣∣∣2
∥∥∥∥
L1(R2)
. (6.4)
Finally, we can conclude
[E(̺,u | r,U)](0) ≤ c[(1 + ε)
∥∥∥|u0,ε − u0|2∥∥∥
L1(R2;R3)
+
∥∥∥∥
∣∣∣̺(1)0,ε − ̺(1)0 ∣∣∣2
∥∥∥∥
L1(R2)
].
By sending ε→ 0 and then η → 0 we find, according to (1.16),
E (̺ε,uε | rε,Uε) (0)→ 0 as ε→ 0. (6.5)
Denote
Rε,η (̺,u | r,U) =
3∑
j=1
Rj .
The remaining part of this section is to estimate each Rj to conclude the proof
of Theorem 1.6 by Gronwall’s inequality.
In the following we will use notation c, which may change from line to line, to
mean a constant depending only on the uniform bound of the given initial data.
Notations c(T ), c(η, T ) mean the constants may depending on its components
but independent of ε.
6.2 The convective term
We write
1
δ
ˆ τ
0
R1dt = 1
δ
ˆ τ
0
ˆ
Ωδ
̺ (∂tU+U · ∇U) · (U− u) dxdt
+
1
δ
ˆ τ
0
ˆ
Ωδ
̺ (u−U) · ∇U · (U− u) dxdt. (6.6)
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The last term is controlled by
ˆ τ
0
‖∇hv(t, ·)‖L∞(R2)Eε,η(t)dt+
1
δ
ˆ τ
0
ˆ
Ωδ
̺ (u−U) · ∇∇Ψ · (U− u) dxdt
≤
ˆ τ
0
c(t)Eε,η(t)dt− 1
δ
ˆ τ
0
ˆ
Ωδ
̺u⊗ u : ∇∇Ψdxdt
− 2
δ
ˆ τ
0
ˆ
Ωδ
̺ (u⊗U) : ∇∇Ψdxdt+ 1
δ
ˆ τ
0
ˆ
Ωδ
̺ (U⊗U) : ∇∇Ψdxdt. (6.7)
Applying (1.26) and Sobolev’s embedding lemma to ̺u⊗ u term,∣∣∣∣1δ
ˆ τ
0
ˆ
Ωδ
̺u⊗ u : ∇∇Ψdxdt
∣∣∣∣ ≤ c(T )
∥∥∥̺|u|2∥∥∥
L∞T (L
1(R2))
∥∥∇2Ψ∥∥
L8T (L
∞(R2))
≤ c(η, T )
∥∥∥̺|u|2∥∥∥
L∞
T
(L1(R2))
∥∥∇2Ψ∥∥
L8
T
(W 1,4(R2))
≤ c(η, T )ε 18 (6.8)
according to the uniform bound (2.1) and Strichart estimate (3.7). Moreover,
by using the uniform bound of ̺u in L∞(0, T ;L2 + L
2γ
γ+1 (R2)),∣∣∣∣1δ
ˆ τ
0
ˆ
Ωδ
̺ (u⊗U) : ∇∇Ψdxdt
∣∣∣∣
≤ c(T ) ‖̺u‖
L∞T (L
2+L
2γ
γ+1 (R2))
‖U‖
L∞T (L
4+L
6γ
2γ−3 (R2))
∥∥∇2Ψ∥∥
L8T (L
4(R2))+L6T (L
6(R2))
≤ c(T )c(η)
(
ε
1
8 + ε
1
6
)
≤ c(η, T )ε 18 . (6.9)
To handle the last U ⊗ U term in (6.7), we use the uniform bound (2.9) to
obtain ∣∣∣∣1δ
ˆ τ
0
ˆ
Ωδ
̺ (U⊗U) : ∇∇Ψdxdt
∣∣∣∣
≤ ε
∣∣∣∣1δ
ˆ τ
0
ˆ
Ωδ
̺− 1
ε
(U⊗U) : ∇∇Ψdxdt
∣∣∣∣ +
∣∣∣∣
ˆ τ
0
ˆ
R2
(U⊗U) : ∇∇Ψdxhdt
∣∣∣∣
≤ c(T )ε+ c(η, T )ε 18 ≤ c(η, T )ε 18 . (6.10)
For the first term on the right side of (6.6),
1
δ
ˆ τ
0
ˆ
Ωδ
̺ (∂tU+U · ∇xU) · (U− u) dxdt
=
1
δ
ˆ τ
0
ˆ
Ωδ
̺ (∂tv + v · ∇hv) · (U− u) dxdt+ 1
δ
ˆ τ
0
ˆ
Ωδ
̺∂t∇hΨ · (U− u) dxdt
+
1
δ
ˆ τ
0
ˆ
Ωδ
̺∇hΨ · ∇h∇hΨ · (U− u) dxdt
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+
1
δ
ˆ τ
0
ˆ
Ωδ
̺ (v · ∇h(∇hΨ) +∇hΨ · ∇hv) · (U− u) dxdt. (6.11)
Since v is the solution to the Euler equations (1.19), we have
1
δ
ˆ τ
0
ˆ
Ωδ
̺ (∂tv + v · ∇hv) · (U− u) dxdt = I1 + I2,
where
I1 =
1
δ
ˆ τ
0
ˆ
Ωδ
̺u · ∇hπdxdt = 1
δ
ˆ
Ωδ
̺πdx |τt=0 −
1
δ
ˆ τ
0
ˆ
Ωδ
̺∂tπdxdt
= ε
1
δ
ˆ
Ωδ
̺− 1
ε
πdx |τt=0 − ε
1
δ
ˆ τ
0
ˆ
Ωδ
̺− 1
ε
∂tπdxdt ≤ c(η, T )ε (6.12)
according to (1.21) and (2.2)-(2.4) and
|I2| =
∣∣∣∣1δ
ˆ τ
0
ˆ
Ωδ
̺U · ∇hπdxdt
∣∣∣∣ ≤
∣∣∣∣1δ
ˆ τ
0
ˆ
Ωδ
(̺− 1) ·U · ∇hπdxdt
∣∣∣∣
+
∣∣∣∣1δ
ˆ τ
0
ˆ
Ωδ
U · ∇hπdxdt
∣∣∣∣ . (6.13)
Similarly to the analysis above, for the first term on the right hand side of (6.13),
we have∣∣∣∣1δ
ˆ τ
0
ˆ
Ωδ
(̺− 1) ·U · ∇hπdxdt
∣∣∣∣ ≤ ε
∣∣∣∣1δ
ˆ τ
0
ˆ
Ωδ
(̺− 1)
ε
·U · ∇hπdxdt
∣∣∣∣
≤ c(T )ε
according to (1.21), (2.2)-(2.4) and the energy estimate (3.4). For the second
term on the right hand side of (6.13), we have
1
δ
ˆ τ
0
ˆ
Ωδ
U · ∇hπdxdt = 1
δ
ˆ τ
0
ˆ
Ωδ
v · ∇hπdxdt+ 1
δ
ˆ τ
0
ˆ
Ωδ
∇hΨ · ∇hπdxdt.
(6.14)
Performing integration by parts in the first term on the right-hand side of (6.14),
we have
1
δ
ˆ τ
0
ˆ
Ωδ
divhv · πdxdt = 0
thanks to incompressibility condition, divhv = 0. For the second term on the
right-hand side of (6.14) using integration by parts and acoustic equation, we
have
1
δ
ˆ τ
0
ˆ
Ωδ
∇hΨ · ∇hπdxdt = −1
δ
ˆ τ
0
ˆ
Ωδ
∆hΨ · πdxdt
= ε
1
δ
ˆ τ
0
ˆ
Ωδ
∂tψ · πdxdt
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= ε
[
1
δ
ˆ
Ωδ
ψ · πdx
]t=τ
t=0
− ε1
δ
ˆ τ
0
ˆ
Ωδ
ψ · ∂tπdxdt, (6.15)
that it goes to zero for ε→ 0.
Moreover, by using similar argument as above, the last two terms in (6.11)
are of order
c(η, T )(1 + ε)‖∇hΨ‖L8T (W 1,4(R2)) ≤ c(η, T )ε
1
8 . (6.16)
Finally, using divv = 0,
1
δ
ˆ τ
0
ˆ
Ωδ
̺∂t∇hΨ · (U− u) dxdt = −1
δ
ˆ τ
0
ˆ
Ωδ
̺u · ∂t∇hΨdxdt
+
1
δ
ˆ τ
0
ˆ
Ωδ
(̺− 1)v · ∂t∇hΨdxdt+ 1
δ
ˆ τ
0
ˆ
Ωδ
̺∂t∇hΨ · ∇hΨdxdt (6.17)
The first term on the right side of (6.17) will be cancelled later by the pressure
term while by using the acoustic wave equations (3.1), the second term equals
to
1
δ
ˆ τ
0
ˆ
Ωδ
̺− 1
ε
ε∂t∇hΨ · vdxdt = −1
δ
ˆ τ
0
ˆ
Ωδ
̺− 1
ε
a2∇hψ · vdxdt
≤ c(T )
∥∥∥∥̺− 1ε
∥∥∥∥
L∞
T
(L2+Lγ2(R2))
‖v‖
L∞
T
(L4+L
4γ
3γ−4 (R2))
‖∇ψh‖L8
T
(L4+L4(R2))
≤ c(η, T )ε 18 , γ2 = min{2, γ} (6.18)
by (2.9). Finally, by using the acoustic equations, ε∂t∇hΨ = −a2∇hψ,
1
δ
ˆ τ
0
ˆ
Ωδ
̺∂t∇hΨ · ∇hΨdxdt
= −a2 1
δ
ˆ τ
0
ˆ
Ωδ
̺− 1
ε
∇hψ · ∇hΨdxdt+ 1
2
ˆ
R2
|∇hΨ|2dx |τt=0
≤ c(η, T )ε 18 + 1
2
ˆ
R2
|∇hΨ|2dx |τt=0 . (6.19)
From (6.6) to (6.19) we find
1
δ
ˆ τ
0
R1dt ≤ c(η, T )ε 18 +
ˆ τ
0
c(t)Eε,η(t)dt
+
1
2
ˆ
R2
|∇hΨ|2dx |τt=0 −
1
δ
ˆ τ
0
ˆ
Ωδ
̺u · ∂t∇hΨdxdt. (6.20)
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6.3 The dissipative term
We have
1
δ
ˆ τ
0
R2dt = µ
δ
ˆ τ
0
S(∇U) : (∇u−∇U)dxdt
≤ µ
2δ
ˆ τ
0
S(∇u−∇U) : (∇u−∇U)dxdt + cµ
ˆ τ
0
ˆ
R2
|divS(∇U)|2 dxdt.
Hence the first term can be absorbed by its counterpart on the left side of (6.1)
and the second term is dominated by c(η, T )µ, which goes to zero as ε→ 0 since
µ = µ(ε)→ 0.
6.4 Terms depending on the pressure
Recalling that
1
δ
ˆ τ
0
R3dt = 1
ε2
1
δ
ˆ τ
0
ˆ
Ωδ
(̺− r) ∂tH ′ (r) − p (̺) divU− ̺u · ∇H ′ (r) dxdt,
where r = rε,η = 1 + εψε,η.
1
ε2
1
δ
ˆ τ
0
ˆ
Ωδ
̺u · ∇H ′ (r) dx = 1
ε
1
δ
ˆ τ
0
ˆ
Ωδ
̺u · ∇ψH ′′(r)dxdt
=
1
δ
ˆ τ
0
ˆ
Ωδ
̺u · ∇ψH
′′(1 + εψ)−H ′′(1)
ε
dxdt +
1
δ
1
ε
ˆ τ
0
ˆ
Ωδ
a2̺u · ∇ψdxdt
since H ′′(1) = p′(1) = a2. Realizing that∣∣∣∣H ′′(1 + εψ)−H ′′(1)ε
∣∣∣∣ ≤ c|ψ|,
the first term on the right side is controlled by
c(η, T ) ‖̺u‖
L∞
T
(L2+L
2γ
γ+1 (R2))
‖ψ‖L∞
T
(L4+L∞(R2)) ‖∇hψ‖
L8
T
(L4(R2))+L4γ
T
(L
2γ
γ−1 (R2))
≤ c(η, T )εmin{ 18 , 14γ } (6.21)
By using the acoustic equations,
1
δ
1
ε
ˆ τ
0
ˆ
Ωδ
a2̺u · ∇hψdxdt = −1
δ
ˆ τ
0
ˆ
Ωδ
̺u · ∂tΨdxdt,
which cancels the same term appeared on the right side of (6.17). Now we write
1
ε2
1
δ
ˆ τ
0
ˆ
Ωδ
(̺− r) ∂tH ′ (r)− p (̺)divUdxdt
=
1
δ
ˆ τ
0
ˆ
Ωδ
̺− 1
ε
H ′′(r)∂tψdxdt +
ˆ τ
0
ˆ
R2
ψH ′′(r)∂tψdxhdt
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−1
δ
ˆ τ
0
ˆ
Ωδ
p(̺)− p′(1)(̺− 1)− p(1)
ε2
∆hΨdxdt
− 1
δ
ˆ τ
0
ˆ
Ωδ
p′(1)
̺− 1
ε
1
ε
∆hΨdxdt. (6.22)
Note that
1
δ
ˆ τ
0
ˆ
Ωδ
̺− 1
ε
H ′′(r)∂tψdxdt =
1
δ
ˆ τ
0
ˆ
Ωδ
̺− 1
ε
H ′′(1)∂tψdxdt
+
1
δ
ˆ τ
0
ˆ
Ωδ
̺− 1
ε
(H ′′(r) −H ′′(1)) ∂tψdxdt.
We find the first term on the right side is cancelled by the last term in (6.22)
while the remaining term equals to
−1
δ
ˆ τ
0
ˆ
Ωδ
̺− 1
ε
H ′′(r)−H ′′(1)
ε
∆hΨdxdt
≤ c(T )
∥∥∥∥̺− 1ε
∥∥∥∥
L∞
T
(L2+Lγ(R2))
‖ψ‖
L∞
T
(L4+L
4γ
3γ−4 (R2))
‖∆hΨ‖L8
T
(L4+L4(R2))
≤ c(η, T )ε 18 . (6.23)
Similarly,
ˆ τ
0
ˆ
R2
ψH ′′(r)∂tψdxhdt =
ˆ τ
0
ˆ
R2
ψH ′′(1)∂tψdxhdt
+
ˆ τ
0
ˆ
R2
ψ (H ′′(r) −H ′′(1)) ∂tψdxhdt
≤ 1
2
ˆ
R2
a2 |ψ|2 dxh |τt=0 + c(T ) ‖ψ‖L∞T (L2(R2)) ‖ψ‖L∞T (L4(R2)) ‖∆hΨ‖L8T (L4(R2))
≤ 1
2
ˆ
R2
a2 |ψ|2 dxh |τt=0 + c(η, T )ε
1
8 . (6.24)
Finally, realizing that 1δ
p(̺)−p′(1)(̺−1)−p(1)
ε2 is uniformly bounded in L
∞(0, T ;L1(Ω)),
1
δ
ˆ τ
0
ˆ
Ωδ
p(̺)− p′(1)(̺− 1)− p(1)
ε2
∆hΨdxdt
≤ c(T ) ‖∆hΨ‖L8
T
(L∞(R2)) ≤ c(T ) ‖∇hΨ‖L8
T
(W 2,4(R2)) ≤ c(η, T )ε
1
8 . (6.25)
From (6.21) to (6.25) we conclude that
1
δ
ˆ τ
0
R3dt ≤ 1
2
ˆ
R2
a2 |ψ|2 dxh |τt=0 + c(η, T )εα, α = min{
1
8
,
1
4γ
} (6.26)
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6.5 Proof of Theorem 1.6
Using the conservation of energy for acoustic wave system and all estimates in
the above three subsections, we find
Eε,η (̺,u | r,U) (τ) + µ
δ
ˆ τ
0
ˆ
Ωδ
S (∇u−∇U) : (∇u−∇U) dxdt
≤ c(η, T )εα +
ˆ τ
0
c(t)Eε,η(t)dt,
where c(t) = ‖∇hv(t, ·)‖L∞(R2) ≤ c‖v(t, ·)‖W 3,2(R2) according to Sobolev’s em-
bedding lemma. By Gronwall’s inequality,
Eε,η (̺,u | r,U) (τ) + µ
δ
ˆ τ
0
ˆ
Ωδ
S (∇u−∇U) : (∇u−∇U) dxdt
≤ c(η, T )εα + c(T )Eε,η(0), a.e. τ ∈ (0, T ), (6.27)
where c(T ) = exp
´ T
0 ‖∇hv(t, ·)‖L∞(R2)dt. Sending ε → 0 and then η → 0 we
find
lim
η→0
lim
ε→0
E (̺ε,uε | rε,η,Uε,η) (τ) = 0 uniformly in τ ∈ (0, T ),
as well as
lim
ε→0
E (̺ε,uε | rε,Uε) (τ) = 0 uniformly in τ ∈ (0, T ),
where rε = 1+ψε, Uε = (v+∇hΨε, 0). We thus conclude the proof of Theorem
1.6 by realizing that ∇hΨε,η → 0 in Lq(0, T ;Lp(R2)) as ε → 0 for any p >
2, q > 4 according to the Strichartz estimate (3.7). Indeed, for any compact set
K ⊂ R2, ∥∥∥√̺εuε − v∥∥∥
L2T (L
2(K))
≤
∥∥∥√̺εuε −Uε,η∥∥∥
L2T (L
2(R2))
+c(T,K) ‖∇hΨε,η‖Lq
T
(Lp(K)) ,
which vanishes as ε→ 0 and then η → 0. Finally we remark that if one assumes
that the initial data ∇hΨ0 ∈ W 3,2(R2), then the regularization procedure can
be omitted.
7 Conclusion
We derive as a target system a weak solution of incompressible Navier-Stokes
equation and the strong solution of incompressible Euler equation. What re-
mains open is to derive-using the singular limit-the strong solution of incom-
pressible Navier-Stokes in case of ill-prepared data. The case of getting the
strong solution of incompressible case for well prepared data can be seen as
corollary of "inviscid" case. Another very interesting problem is to prove re-
duction of dimension from weak solution of compressible 3D barotropic case to
weak solution of 2D barotropic case.
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