Abstract. The complement M of a complex line arrangement A in C 2 gives rise to combinatorial data, namely, the intersection lattice L(A). We prove that if the arrangement A is the complexification of a real arrangement, the characteristic varieties of complex rank one local systems on M are determined by the combinatorics of the arrangement A.
1. Introduction 1.1. Let M be a topological space. The characteristic varieties are a way to study M by classifying the rank one (over C) local systems on M, according to the dimensions of their cohomology groups. These local systems are parametered by the algebraic group H 1 (M, C * ), but can also be seen as representations of the fundamental group of M, so that as groups : H 1 (M, C * ) ≃ Hom(π 1 (M), C * ). The characteristic varieties are defined by :
A fruitful particular case is given by spaces that are complement of a finite number of hyperplanes in a linear space C k . We will limit our study to hyperplanes in C 2 . If A is such a line arrangement, the combinatorial data associated to A, i.e. the intersection lattice L(A) of A, is in this case reduced to the list of intersection points of the elements of A, and a list specifying which elements of A are involved in each intersection.
It is known, since an article by G. Rybnikov [11] , that there are (complex) arrangements which are not isomorphic, but which have the same combinatorics, that give rise to non isomorphic fundamental groups. The characteristic varieties of a space M are built from its fundamental group π 1 (M). As mentioned in [12] , it is an open question whether they depend only on the combinatorics of the arrangement. As far as the characteristic varieties
are concerned, one knows (see [2] for a proof) that their tangent cone at the origin can be identified with the corresponding resonance variety, which is determined by the combinatorics of the arrangement. The irreducible components of the characteristic varieties that contain the origin are thereby combinatorially determined. Yet, A. Suciu [12] has given an example of characteristic variety with positive dimensional translated component. The existence of such translated components depends on the existence of pencils with multiple fibers, see [5] , and this is a very subtle problem to decide. In [1] , A.D.R. Choudary, A. Dimca, and S. Papadima have given criteria for the characteristic varieties not to have translated components, criteria that have been recently extended by T.A.T. Dinh [6] , and S. Nazir and Z. Raza [9] .
I would like to thank Alexandru Dimca for his helpful remarks, and for suggesting several improvements of the presentation.
1.2. Our main result is the following. 
Topological preliminaries
The real plane R 2 in the complex space C 2 plays a very particular role for all the complexified real arrangements, because the combinatorics of these arrangements can be read in that plane. Our first result, Proposition 2.3.1, states that the part of the topological data of such an arrangement which is not combinatorial is encoded in the plane R 2 , and is not topologically taken into account in the rest of the space C 2 . However, we will see in section 3.2 that this property is not enough to prove Theorem 1.2.1, essentially because the real plane R 2 is not thick enough to compensate one bad property of the homeomorphism we obtain in Proposition 2.3.1 (we need not specify this property). This is why we consider tubes around the lines of the arrangement, and study the behaviour of this new space in section 2.6.
2.1. We begin with a simple lemma, which will be used in the proof of Proposition 2.3.1.
Lemma 2.1.1. Let U be an open subset of R n . The sheaf of locally lipschitz functions on U is fine, hence soft.
Proof. In this proof, we call this sheaf F . According to Godement, [7] , 3.7, we need to show that for any disjoint closed subsets A and B of U, there exist neighbourhoodsÂ and B of A and B, and a morphism F → F that induces the identity map onÂ and the zero map onB. It is then sufficient to find a locally lipschitz function that equals 1 onÂ and 0 onB, the associated morphism being multiplication by this function. We chooseÂ and B:Â = {x ∈ U, dist(x, A) ≤ dist(x, B)/2} andB = {x ∈ U, dist(x, B) ≤ dist(x, A)/2}.
ThenÂ andB are disjoint closed subsets that are neighbourhoods of A and B respectively. Set f : U −→ R x −→ dist(x,B) dist(x,B)+dist (x,Â) .
The function f is locally lipschitz on U, because the inverse of a lipschitz function that does not vanish is locally lipschitz. Or course f satisfies the desired properties.
Suppose the arrangement
A is the complexification of a real arrangement. Then there is a real plane, P , in R 4 (identified with C 2 ), which intersects each element of A along a real line, and, as a consequence, such that all the intersections of lines of A are in P : if the identification C 2 → R 4 is given by
and the complex lines have real equations, then one can take P = R × {0} × R × {0}.
In the rest of the article, P will always denote this particular plane.
2.3. Let B be a real plane arrangement in R 4 . We will call ( * ) the following list of properties: All the elements of B intersect P along a real line. The intersection of two elements of B is at most one point. The number of elements of B is the same as the number of elements of A. The arrangement B has as many classes of parallel planes as A. There is a bijection between the set of classes from B and the set of classes from A which preserves the cardinal of the classes.
A plane H in R 4 can be encoded with a point x ∈ H and two non colinear vectors v 1 and v 2 that generate its direction H. If H ∩ P is a real line, then v 1 can be chosen in P . We may then talk about neighbourhoods of H: it means we take all the planes given by data taken in neigbourhoods of x, v 1 and v 2 . We will restrict to planes that intersect P along a whole line, so v 1 and its neighbourhoods will be taken in P , and x (and its neighbourhoods) will always be taken in P . Also, we do not want v 2 to be in P , so v 2 and its neighbourhoods will be in R 4 \ P . Given a point x of P and two vectors v 1 ∈ P and v 2 ∈ R 4 \ P , we denote by
Proposition 2.3.1. Let B and B ′ be two plane arrangements satisfying ( * ). Let N = M(B) = R 4 \ H∈B H, and similarly,
There is a homeomorphism of R 4 \ P , isotopic to the identity, that sends (bijectively) the elements of B onto the elements of B ′ . In particular, N \ P and N ′ \ P are homeomorphic.
2.3.1. The rest of section 2.3 is dedicated to the proof of the proposition. We will first show that we can move a little bit any class of parallel planes without changing the topology, then reason out of connectedness to end the proof. To prove we can move the planes a little bit, it is sufficient to be able to move what we called v 1 alone, or v 2 alone, or x alone, because if this is proved, we can compose homeomorphisms to see topology has not changed when moving the three of them simultaneously. We begin with v 2 , then v 1 and x. Let Γ 1 be a class of parallel planes in B. Suppose it has m elements, and call them H 1 , . . . , H m . They have a common direction: H 1 = H 2 = · · · = H m , so we need only two vectors v 1 and v 2 to generate these directions, and we take v 1 ∈ P . We choose a point x 1 ∈ H 1 ∩ P (and, similarly, x i ∈ H i ∩ P , for i ∈ {2, . . . , m}). The fact that H 1 is not parallel to the planes of B from the other classes, and intersect them in a single point, is controled by a few determinants (which must not vanish), if we choose coordinates. Similarly, the fact that the planes from a given class do not equal is controled by the nonvanishing of a few determinants (namely, det(x i − x j , v 1 ) if i, j are in the class associated to v 1 ). So there is a neighbourhood V of all the elements of Γ 1 such that no element of V is parallel to any of the elements of the other classes, such that the cardinal of Γ 1 remains the same, and such that the elements of V intersect the elements of B \Γ 1 in only one point.
is the euclidian open ball of center x 2 and radius ε) and for all v ∈ B(v 2 , ε), for all i ∈ {1, . . . , m},
\ E (here we identify the space R 4 where v ′ 2 lives with the direction of the "concrete" R 4 , where our planes lie). For i ∈ {1, . . . , m}, let
′ ) is free. We choose as affine basis of
. Let X 0 be the vector field on R 4 defined by
Note that for y ∈ H i , there exist λ, µ such that y = x i + λv 1 + µv 2 , and x i − x 1 ∈ P , so for some λ ′ and δ, y =
So we have a (linear with respect to the origin x i ) bijection between H i and H
One can check easily that F is closed in R 4 . For H ∈ B \ Γ 1 , we have F ∩ H ⊂ P (and we have F ∩ P = m i=1 (H i ∩ P )). Indeed, suppose there is a common point x off P . Then, for some v ∈ B 2 and i ∈ {1, . . . , m}, x ∈ H(x i , v 1 , v). This plane also intersects H in P , because H(
∩ H is a whole real line, and this was ruled out by the choice of B 2 . The problems for defining an adequate vector field are situated in the intersections of F with the elements of B \ Γ 1 . These intersections are a finite set A of points of P . So let B be an open ball that contains all the points in A. We denote by c B its complement in R 4 . Let F 1 = F ∪ P and F 2 = H∈B\Γ 1 H. By construction, the closed subsets F 1 and
.
Then f 1 is a locally lipschitz function on c B which equals 1 on F 1 ∩ c B and 0 on F 2 ∩ c B. Let X 1 be the vector field on c B defined by
Let X 2 be the vector field on F 1 defined by X 2 = X 0|F 1 . Let X 3 be the zero vector field of F 2 . Then X 1 , X 2 and X 3 are three locally lipschitz vector fields that take the same values on the intersections of the closed subsets they are defined on. Let us call X the locally lipschitz vector field on c B ∪ F 1 ∪ F 2 obtained by glueing these three vector fields. We can extend X to a vector field on R 4 thanks to Lemma 2.1.1. Note that, as a continuous function, X is bounded on B, and that, on c B, we have X ≤ X 0 . This being said, consider the system
Let Θ be the trajectory of a solution. Since X is colinear to v
The vector field X is bounded on these lines, so the solutions are defined for any positive time t. Moreover, if x ∈ R 4 \ P , the trajectory of the solution is included in R 4 \ P , because, since X equals zero on P , the trajectories that touch P in a given point are actually the trajectory reduced to that point. If φ denotes the flow associated to this differential equation, one can define a homeomorphism of R 4 by
From what we said in the surrounding of (1), we know that this homeomorphism sends the elements of Γ 1 to {H ′ 1 , . . . , H ′ m }, and the other elements of B are left unchanged, because X equals zero on them. The homeomorphism is isotopic to the identity, an isotopy being given by H :
We have almost proved we could move v 2 . The only point is that we had to choose v ′ 2 in B 2 \ E to be able to define an appropriate X. We would like to be able to reach the elements of E too. But this is not very difficult now: we first move off E by choosing a v ′ 2 as before. Then we have a new arrangement B ′ , and an associated three dimensional space
The elements of E that are not in P (and anyway we do not want v ′ 2 to be in P ) are in a B ′ 2 \ E ′ , because we may control the radius of B ′ 2 (with the radius of B 2 ), and because we can choose v ′ 2 as close to E as we want. So the first step of the proof is over. Note that here we found a homeomorphism of R 4 ; this will be used and stated in the following proposition.
2.3.3. Now we want to move v 1 , in a neighbourhood of v 1 . We can suppose the points x i , i ∈ {1, . . . , m} are on the same line in P , because any line in P not parallel to H 1 ∩ P will cut the other lines H ∩ P , for H ∈ Γ 1 , and because changing the point x i , but keeping it in H i , does not change the plane H i . Of course, the direction v ∈ P of the line we have chosen to contain the x i 's is not colinear to v 1 (when m ≥ 2). If m = 1, we choose any vector v ∈ P non colinear to v 1 . Let ε > 0 be small enough so that for all v 
We are going to define a vector field Y 0 on E first, and then extend it to R 4 . We can even simplify the situation by defining a vector field on P first.
is colinear to v (this operation does not change the planes). We choose as affine basis of P : (x 1 ; v 1 , v). We set
Now we extend
is a basis of R 4 ; we set
Then Y 0 is constant on the lines x + Rv, and for y i ∈ H i , we write
, and obtain, since
The set E is a closed subset of R 4 , which intersects the elements of B \ Γ 1 in P (the planes of B intersect in at most one point ; if H ∈ B \ Γ 1 intersected E off P , since it already touches P along a line, it would be included in E, and then would intersect H 1 in a whole line). We set F = H∈B\Γ 1 H.
Let g be the function on R 4 defined by
Then g is a locally lipschitz function on R 4 \ P . Let Y be the vector field of
It is a locally lipschitz vector field, which equals Y 0 on E \ P and 0 on the elements of B \ Γ 1 (deprived of P ). We have
Consider the system γ
with x to be fixed in R 4 \ P . Since Y is always colinear to v, given x, the trajectory of the solution to the differential equation is contained in the line x + Rv, which is included in R 4 \ P ; meantime, the restriction of Y 0 to any of these lines is constant. This, with (2), permits to say that the solution associated to x is defined for any positive time t. So, if ψ denotes the flow associated to this differential equation, one can define a homeomorphism of
We know this homeomorphism sends the lines of
, and leaves the other lines unchanged (in the complement of P !). To end the second step of the proof, we just have to remark that we chose v ′ 1 non colinear to v, but that this is not a restriction, because we can move v if necessary (the only restriction on v is that it should not be colinear to v 1 ).
2.3.4.
Let us move the points x i . There we just move one point, let us say x 1 . Let ε be small enough so that for all
is not colinear to v 1 , because we want to actually move H 1 . The planes H 1 , . . . , H m , P , and
does not intersect the planes H 2 , . . . , H m (if it did, there would be a point in B(x 1 , ε) which would lead to a plane in V changing the cardinal of Γ 1 , and this is not possible). Let S be a neighbourhood of [
Let Z 0 be the vector field on x 1 + Rv defined by
This vector field equals zero on the elements of Γ 1 \ {H 1 }, and for x ∈ H 1 , we have
The rest is very similar to what we have done in the second step. Let
This closed subset of R 4 intersects E in P . We set
It is a locally lipschitz function on R 4 \ P , which equals 1 on E \ P and 0 on F \ P . Let Z be the vector field on R 4 \ P defined by
Then Z is a locally lipschitz vector field on R 4 \ P , which satisfies Z ≤ Z 0 (while Z 0 is bounded on any of the lines x + Rv, for x ∈ R 4 \ P ). Moreover, Z is always colinear to v, so for any
with x to be fixed in R 4 \ P . The trajectories are included in R 4 \ P , because if x ∈ R 4 \ P , the line x + Rv is included in R 4 \ P . As before, the solutions are defined for any positive time t, and if we call χ the flow associated to this differential equation, we obtain a homeomorphism of
,
, and leaves the other planes unchanged. This ends the proof of the third step.
2.3.5. We have to conclude with an argument of connectedness. As said before, a plane can be encoded with three elements: a point x in R 4 , and two non colinear vectors v 1 and v 2 . For our purposes, we need just take x ∈ P and v 1 ∈ ( P \ {0}) (which is connected), so such a plane is identified with an element of P × ( P \ {0}) × R 4 . But several elements of P × P × R 4 correspond to the same plane (we used this in the proof). If we call d the number of elements of A, the space A of arrangements satisfying ( * ) is quotient of a subspace of
We want to show that A is connected. Let us review the conditions that have to be applied to a d-uple of planes for it to satisfy ( * ).
Let B be an arrangement satisfying ( * ). First of all, for any H = H(x, v 1 , v 2 ) ∈ B, v 2 has to be chosen in R 4 \ P , which is connected. Let us callm the number of classes of parallel lines in A. Let us write B as an element
There must bem classes of parallel distinct lines. We call the number of elements of these classes d 1 ,. . . , dm.
We first choose the vectors v 2 . So we begin our work in
The vectors v 2 of a given class have to be colinear to each other, and non colinear to the vectors v 2 from the other classes. So we fixm vectors, one for each class, and ask them to be two by two non colinear: this leads to take the complement C 2 in (R 4 \ P )m of an algebraic subvariety of codimension 3, which (the complement) is consequently connected. Then we complete the classes, by choosing (d 1 − 1) + · · · + (dm − 1) vectors, and more precisely (d 1 − 1) + · · · + (dm − 1) no zero real numbers, since the vectors from a given class have to be colinear (we just choose the coefficient of colinearity). The subspace of T 2 in which we can choose the vectors v i 2 is the product
, which is not connected because R * is not. This is not a real problem, because when we eventually pass to the quotient, two colinear vectors give the same plane, so the two connected components of R * are united. 1 and x i − x j must be non colinear (for the planes H i and H j to be disjoint).
We work here in
The second condition is treated as the condition for v 2 : we choose one vector v 1 for each class, that is to say give an element of C 1 = ( P \ {0})m, and it does not matter how we complete the classes with colinear vectors, because all the choices will give the same image in the quotient. The important fact is C 1 being connected. The two other conditions lead to take the complement of a finite union of codimension 1 subvarieties. So we may have a problem, as far as connectedness is concerned. What we have to see is that the different connected components contain elements that correspond to the same planes, so that when we pass to the quotient, we obtain a connected space. The point is that we may reorder freely the indexes i ∈ {1, . . . , d}, because a plane arrangement is just a set of planes, without ordering. It will be clearer to see the vectors v i 1 as elements of P( P ) ≃ P 1 (R), which we denote by P 1 . Our d-uple of vectors lives in (P 1 ) d , but as seen before, it is enough and more efficient to work with am-uple, in (P 1 )m. We are going to show that when such am-uple is fixed with condition 1 satisfied, the space where we have to choose the points x i (with these fixed vectors) is connected. Then we show that we can link am-uple to another without trespassing conditions 1 and 3.
We fix the vectors v i 1 and work in the quotient, so we can suppose we have chosen one vector for each class. The points x i are to move in P , with condition 3 above satisfied. Let x 1 , . . . , x d be points in P such that condition 3 is satisfied, and let x ′ 1 , . . . , x ′ d be points in P such that condition 3 is satisfied. We work class by class, and treat for instance the first class, so try to move continuously x 1 , . . . ,
We choose an origin in P , which we do not specify. For each i, we write
Let i 0 be such that µ i 0 = max i {µ i }, and let j 0 be such that µ Consider 2m elements w 1 , . . . , wm, and w ′ 1 , . . . , w ′m of P 1 , with w 1 , . . . , wm two by two distinct, and w ′ 1 , . . . , w ′m two by two distinct (there arem classes of parallel lines). We suppose the points are named so that the connected components of P 1 \{w 1 , . . . , wm} are of the form (w i , w i+1 ) (the arc between w i and w i+1 , where we set wm +k = w k modm ). For each i, w ′m to the points w 1 , . . . , wm, and two points of the same group are never equal. This is exactly saying we found a path from (w ′ 1 , . . . , w ′m ) to (w σ(1) , . . . , w σ(m) ), for a given permutation σ, in the subvariety of (P 1 )m in which two components never equal,
Condition 3 means that, when moving, each vector w i has to avoid a finite number of points of P 1 (corresponding to the vectors x k − x l , for k and l in the i th class). We may suppose the points x k of the i th class are on the same line in P , so there is only one point to avoid. Moreover, the direction of this line can be chosen freely (as long as it is not colinear to w i ), so we are free to set the point of P 1 off the arc in which w i will be moved, since this arc does not equal P 1 . Finally, condition 3 is not a real obstruction.
Let us recapitulate what we have done on
1 ) be two points in T 1 . We are able to find particular permutations σ and τ 1 , . . . , τm, such that σ permutes the classes, and each τ i permutes the elements of a given class. These permutations induce a single permutation ρ of {1, . . . , d}, and there is a continuous path from B toB = (x
1 ) , such that all the points of the path satisfy all the necessary conditions. But the pointsB and B ′ have the same image in the quotient, so the space we work on is connected.
Finally, the space A is the product of the spaces T 1 and T 2 we have proved to be connected, so is connected.
2.3.6. Let B be an element of A. Let K be the set of elements B ′ of A for which the statement of the proposition is true (with B fixed). The set K is not empty, because it contains B. ′ , but this is ruled out by the choice of B ′ . So W ∩ K = ∅, and K is closed. Being non empty, open and closed in the connected space A, K equals the whole space A, and the proposition is proved.
From the preceding proof we can deduce
Proposition 2.4.1. Let B be a plane arrangement in R 4 satisfying ( * ), such that M(B) ∩ P = M(A) ∩ P (this implies B has the same combinatorics as A). Then there exists a homeomorphism of R 4 , isotopic to the identity, that sends the elements of B to the elements of A, and whose restriction to P is the identity map. In particular, M(B) and M(A) are homeomorphic.
Let M = M(A)
where ε x equals half of the minimum of the distances from x to the elements of A. Then Q is a finite disjoint union of contractible open subsets of R 4 . We write the Mayer-Vietoris sequence for the covering (M \ P, Q) of M:
It is known (see for instance [3] , p.103), that H 1 (M) is free of rank d, and that a basis can be found by choosing elementary loops γ 1 , . . . , γ d around the lines H 1 , . . . , H d , and these loops can be chosen in M \ P . On the other hand, we need one generator for each component of Q \ P (one loop around P in each component). Eventually, H 1 (Q) = 0 and H 0 (Q\P ) → H 0 (M \P )⊕H 0 (Q) is injective. So we will work with the following generators of H 1 (M \ P ) in the sequel: the union of the preceding generators of H 1 (Q \ P ) (which are sent to zero in H 1 (M)), and of the "elementary loop"-generators of H 1 (M).
2.6. The homeomorphism of Proposition 2.3.1 alone will not be enough for the proof of the theorem (see section 3.2). We will need to take, locally around P , tubular neighbourhoods of the planes. In this section, we extract the necessary topological properties of this new setting.
Let B be a plane arrangement satisfying ( * ). Let N = M(B).
For ε > 0, we set
It is a tubular neighbourhood of P in R 4 . Let ε ′ > 0 and
It is a tubular neighbourhood in V ε of the union of the planes of B. The space N ∩ P is a finite disjoint union of convex open subsets, which we denote by C 1 , . . . , C c , c being the number of components. In the sequel, we will always take ε ′ > ε. Let ε ′ be small enough so that for each of these components C i , there exists
With this ε ′ and an ε < ε ′ , we write V = V ε and T = T ε,ε ′ . Lemma 2.6.1. The subspace V \ T is a finite disjoint union of contractible spaces, whose number is the same as the number of connected components of N ∩ P . The boundary ∂(V \ T ) is the union of the boundaries of these components, and those boundaries are simply connected.
Proof. Let x ∈ V \ T . We first prove that, denoting P ′ = x + P , P ′ ∩ T is a finite disjoint union of convex sets. Let H ∈ B. We choose two vectors v 1 and v 2 generating H, with H k H l v 1 ∈ P (and necessarily v 2 ∈ P ). We denote by T H the restriction of T to a tubular neighbourhood of H:
Let y ∈ P ′ ∩ T H . Such y exists because dist(P, P ′ ) ≤ ε < ε ′ , P ′ = P , and H ∩ P = ∅. We remark that y + Rv
One inclusion stems from the construction. For the other one, let y ′ ∈ P ′ ∩ T H . We write y ′ − y = λv 1 + µv
, and we get the desired inclusion. Now P ′ ∩ T is the union of the sets P ∩ T H , for H ∈ B, which we have just seen to be tubular neighbourhoods in P ′ of lines of P ′ . Consequently, the complement P ′ \T is a finite disjoint union of convex sets. We can say more. Let π denote the orthogonal projection on P . Note that P ′ = P + (x − π(x)). We have real lines H ∩ P in P , for H ∈ B. The translated lines H + (x − π(x)) are real lines in P ′ , all included in T ∩ P ′ , and such that, as we have just seen, T ∩ P ′ is a union of "tubular" neighbourhoods of these lines (in the sense that the neighbourhood of a given line is delimited by two lines parallel to this one). So the number of connected components of the complement P ′ \ T is inferior or equal to c. On the other hand, we know that for all i, B i ∩ P ′ is not empty, and two of these sets, say B i ∩ P ′ and B j ∩ P ′ , cannot be in the same connected component. Indeed, suppose this is the case, and choose y i ∈ B i ∩ P ′ , and y j ∈ B j ∩ P ′ , with i = j, such that there is a path γ : [0, 1] → P ′ \ T from y i to y j . Then π • γ is a path in P from π(y i ) to π(y j ). We have π(y i ) ∈ B i ⊂ C i and π(y j ) ∈ B j ⊂ C j . So there exists t ∈ [0, 1] and H ∈ B such that π • γ(t) ∈ H. But since γ(t) ∈ V , dist(γ(t), π(γ(t))) ≤ ε < ε ′ , and γ(t) ∈ T , which has been ruled out. So two of the B i ∩ P ′ cannot lie in the same connected component of P ′ \ T , and consequently, the number of connected components is superior or equal to c. Eventually, P ′ \ T has c connected components.
We know that for all x ∈ V \ T , there exists a unique i such that x and P ′ ∩ B i are contained in the same connected component of P ′ ∩ T . For a given i, letC i be the set of all the points x associated to i in this way. The setsC i will be the connected components of V \ T . They are disjoint by construction. For each i, let us check thatC i is contractible. Let ρ be the map that sends a point x ∈C i to its projection on the disc B i ∩ P ′ , where P ′ is the plane associated to x as before. The map ρ can easily be checked to be continuous. We define a homotopy H :
This homotopy has values inC i because for all x ∈C i , x and B i ∩ P ′ are in the same connected component of P ′ \ T , which is convex. SoC i can be retracted by deformation to B i ∩ V , which in turn is contractible to x i .
Let us denote by F the closed subset ∂(V \ T ) ∩ ∂T . Let us show that the restriction of ρ to F ∩C i is a homeomorphism onto its image. We denote it by ρ ′ . We show that it is bijective and proper. Suppose x and x ′ are two distinct points of F ∩C i such that
. This implies x + P = x ′ + P . We denote this plane by P ′ , and B i ∩ P ′ by B. Then x and x ′ have the same projection on B, so the line x + R(x − x ′ ) passes through the center y of B, and y is not in the segment [x,
. We suppose we are in the latter case. We know that P ′ ∩C i is a domain of P ′ delimited by lines of P ′ . Since x is on the boundary of this domain, there is a point x ′′ ∈ [y, x] which is at the intersection of two of the lines that delimit the domain, and at least one of these two lines, let us call it L, is transverse to x + R(x − x ′ ). All the points of P ′ ∩C i should be on the same side of L. Yet x ′ and y are not. This is a contradiction, so x = x ′ , and ρ ′ is bijective onto its image. Let x ∈ ∂B i ∩ V . Let us prove that x is in the image of ρ ′ if and only if the half line x i + R + (π(x) − x i ) (in P ) intersects H∈B H ∩ P . We still write P ′ = x + P , and call y the center of B i ∩ P ′ . The if part is clear, because in this case the half line y + R + (x − y) intersects ∂T ∩C i in a single point, whose projection on B i ∩ P ′ is x. For the only if part, suppose that x i + R + (π(x) − x i ) does not intersect the elements of B (remark that, because ε ′ > ε, x = y, so π(x) = x i = π(y), since the restriction of π to P ′ is the translation by x i − y). If y + R + (x − y) ∩ ∂T = ∅, then y + R + (x − y) also intersects one of the translated lines H ∩ P + (y − π(y)), in a point we call z. So π(z) = z + (π(y) − y) ∈ H ∩ P , and π(z) ∈ x i + R + (π(x) − x i ), this is a contradiction. So we have a characterization of the points of the image of ρ ′ . Let K be a compact subset of the image of ρ ′ . We want to show that ρ ′ −1 (K) is bounded, because we already know it is a closed subset of R 4 (F ∩C i is closed in R 4 ). The image π(K) is compact, and included in B i ∩ P . All the points z of π(K) (they cannot equal x i ) are such that x i + R + (z − x i ) intersect ∂T ∩C i in a (necessarily single) point z ′ . The map r : z → z ′ is continuous: finding z ′ is finding the intersection of a half-line with a finite number of lines in the plane P , and taking the closest intersection. So the imageK of π(K) by this map is compact, hence bounded (in P ). Now, for all x in the image of π(x) ) is the projection of a point of P ′ that is already in T ), so finally ρ ′ −1 (K) is bounded, and ρ ′ is proper.
Before going further, we need to specify the topological setting of the image of ρ ′ . We can write R 4 = P × P ⊥ , and take an orthonormal basis of R 4 associated to this decomposition, centered at x i , with associated coordinates (z 1 , z 2 , z 3 , z 4 ), so that P = (z 3 = z 4 = 0), V = (z ). The image of ρ ′ is determined by the points z in the circle (∂B i ) ∩ P such that x i + R + (z − x i ) intersects H∈B H ∩ P . Let us call A ⊂ (∂B i ) ∩ P the set of these points z.
, which is homeomorphic to a solid torus S 1 × B 2 (B 2 is the two-dimensional unit disc), a homeomorphism being given by
Via this homeomorphism, the image of ρ ′ is identified with A × B 2 .
The space ∂C i is the union of two closed subsets:
, that is to say the set of points of ∂C i that are on ∂T , and F 2 = ∂V ∩C i . We will denote by ∂F 1 and ∂F 2 the boundaries of F 1 and F 2 in ∂C i . Then we have ∂F 2 = ∂F 1 because these sets both equal ∂V ∩ ∂T ∩C i . We have to distinguish two cases. Recall we named C i =C i ∩ P the connected component of P ∩ N corresponding to x i . Either C i is bounded, or it is not.
Let us suppose it is not. The set A is a connected subset of the circle P ∩ ∂B i , and is not the whole circle in the present case. It follows that A is contractible, and consequently, so is the image of ρ ′ . Then F 1 , which is homeomorhic to the image of ρ ′ , is contractible. Consider the circle S in P ⊥ := x i + P ⊥ of points y ∈ P ⊥ such that dist(y, x i ) = ε. For each of these points y, we have a plane P ′ (y) = y + P . So F 2 is included in S × P , and
where D is a copy of the disc P ′ (y 0 ) ∩ B i for one point y 0 chosen among the points y. We choose a base point z 0 in ∂D such that (y 0 , z 0 ) (with respect to the product S × D) is in the image of ρ ′ . Then S × {z 0 } is included in the image of ρ ′ (the image of this set is the single point {π((y 0 , z 0 ))}). Let γ be a loop in F 2 with base point (y 0 , z 0 ). Thanks to ρ, we know γ is homotopic in F 2 to a loop included in B i ∩ F 2 , which is a solid torus, so γ is also homotopic to a loop γ ′ included in S × {z 0 }. Now we would rather have a base point in ∂F 2 = ∂F 1 , so we consider a pathγ whose image is the segment [(y 0 , z 0 ), ρ ′ −1 (y 0 , z 0 )], and say thatγ −1 γγ is homotopic toγ −1 γ ′γ , which in turn, thanks to ρ ′ −1 , is homotopic to a path included in ρ ′ −1 (S × z 0 ) ⊂ ∂F 2 . Now any path in F 2 whose extremities are in ∂F 2 can be written as the concatenation of a loop (in F 2 ) and a path included in ∂F 2 (we just need to link the extremities in ∂F 2 ). So this path is homotopic (rel. {0, 1}) to a path included in ∂F 2 . Let γ be a loop in ∂C i = F 1 ∪ F 2 . Each part of γ included in F 2 \ ∂F 2 is homotopic to a path in
Let us suppose C i is bounded. Then A equals the whole circle P ∩ ∂B i . Let I be the closed subset of B i such that I is the union of the image of ρ ′ (this is included in ∂B i ) and of B i ∩ ∂V (so I is the image of the restriction of ρ to ∂C i ). We are going to see that ∂C i is homeomorphic to I, and then that I is homeomorphic to ∂B i . Let x be a point of F 2 . Let P ′ = x + P , and let y denote the center of the disc B i ∩ P ′ . Suppose x = y. If x ∈ B i ∩ P ′ , then we defined ρ(x) as the projection of x on B i ∩ P ′ . But if x ∈ B i ∩ P ′ , it is also possible to associate to x a point in ∂B i ∩ P ′ : we call ρ 1 (x) the intersection point of ∂B i and y + R + (x − y). In both cases, we call ρ 1 (x) the point of ∂B i ∩ P ′ associated to x. The map ρ 1 is continuous. For all x ∈ F 2 , the point ρ 1 (x) is in the image of ρ ′ , because this image is ∂B i ∩ V . Let x ∈ F 2 . If x = y, with the preceding notations, there is a positive number t such that x − y = t(ρ ′ −1 (ρ 1 (x)) − y). If x = y, we take t = 0. This number t depends continuously on x, because it can be expressed in terms of distances. We set σ :
(the y we have written depends on x, and for all such y, we set σ(y) = y). Then we extend σ to F 1 ∪ F 2 by setting σ |F 1 = ρ ′ . Then σ : ∂C i → I is continuous, bijective (this is quite easy to check), between compact subsets of R 4 (these subsets are closed and bounded), so σ is a homeomorphism. Let x be a point of ∂B i . If x ∈ V , that is to say if dist(x, P ) ≥ ε, we set
This map τ is continuous, and its image is B i ∩ ∂V . Indeed, for any point z of B i ∩ ∂V , the half line π(z) + R + (z − π(z)) intersects ∂B i in a single point, whose image through π is π(z). We extend τ to ∂B i by setting
So τ : ∂B i → I is a continuous and bijective map. Since ∂B i is compact, τ is a homeomorphism. We have obtained the two desired homeomorphisms, so we deduce ∂C i is homeomorphic to ∂B i , and in particular, ∂C i is simply connected. The lemma is proved.
2.6.2. Let B and B ′ be two plane arrangements satisfying ( * ). Let N = M(B) and
. We define V and T as in the preceding section.
Proposition 2.6.2. There is a homeomorphism h of R 4 \ P , satisfying the properties of Proposition 2.3.1, such that there exists a neighbourhood
, and V ′ \ T ′ is a disjoint union of contractible subsets, whose boundaries are simply connected, and whose number is the same as the number of connected components of N ′ ∩ P .
Proof. The homeomorphism will be the one of Proposition 2.3.1, so we will look back into the construction in the proof of Proposition 2.3.1, and use its notations. There were three "elementary" homeomorphisms h 1 , h 2 and h 3 , and it is sufficient to prove that they satisfy the properties of the current proposition. Also note that, according to part 2.3.5, the homeomorphism of Proposition 2.3.1 can be obtained by applying first all the necessary homeomorphisms of type h 1 and h 3 , and then all the necessary homeomorphisms of type h 2 . We have h 1 (V \ P ) = V \ P and h 3 (V \ P ) = V \ P . Indeed, h 1 and h 3 are obtained by integrating a vector field which is always colinear to a given vector (and their inverses are obtained from the opposite vector), which in turn is contained in P (of course, so is the opposite vector). The distance between a point and P does not change when this point is translated along a vector in P . Since V is just the set of point whose distance to P is inferior to ε, we have h 1 (V \ P ) = V \ P and h 3 (V \ P ) = V \ P . So in the first part, when applying homeomorphisms of type h 1 and h 3 , we may always set V ′ = V . Now we just need to take
and the same proof as the one of Lemma 2.6.1 shows V ′ and T ′ have the desired property. As far as h 2 is concerned, since it is a homeomorphism of R 4 , we just have to take the images of the sets T and V through h 2 , and they satisfy the desired properties.
Proof of Theorem 1.2.1
After specifying in section 3.1 which correspondence we choose between local systems on two complements of line arrangements, we make in 3.2 a first computation of cohomology which uses only Proposition 2.3.1, and which reduces the proof to showing the Theorem is true at the level of H 1 . We do this in the following sections, using the topological setting of 2.6: we show in 3.3 the tubular neighbourhood can be chosen small enough for the cohomology on M(A) to be the same as the cohomology on the complement of the tubes, and then conclude thanks to the homeomorphism of section 2.6.
Let
′ is the complexification of a real arrangement, with the same combinatorics as A.
We know from Proposition 2.3.1 that there is a homeomorphism h of R 4 \ P , isotopic to the identity, that sends the elements of A to the elements of A ′ , so that M \ P and M ′ \ P are homeomorphic via h. Suppose we have named the lines so that h(H i ) = H ′ i for all i ∈ {1, . . . , d}. Any loop in M is homotopic to a loop in M \ P , so that the morphism π 1 (M \ P ) → π 1 (M) induced by the inclusion is surjective. Hence the induced morphism π :
is surjective too. The same can be said of M ′ and M ′ \ P , and we obtain a surjective morphism π ′ :
Since h is isotopic to the identity map of R 4 \ P , and since along the isotopy the elements of A are always sent to real planes, h preserves the number of turns a loop makes around a given plane of A: if γ is a loop which makes n turns around H ∈ A, then h • γ makes n turns around h(H) ∈ A ′ . Indeed, the number of turns around a plane can be computed by integrating a convenient 1-form on the considered loop, and here both the 1-form and the loop move continuously ; but the number of turns is a discrete value, so this number is constant along the isotopy. Regarding section 2. ) . We define an isomorphism φ :
by setting: ∀i, φ(γ i ) = h(γ i ). Now we want to see that the following diagram is commutative:
The only thing we have to check is that the map π ′ • h passes to the quotient. If we go back to section 2.5, we have to see that the generators of H 1 (Q \ P ) we have chosen are sent to zero by π ′ • h. This is true because π ′ • h just counts the numbers of turns around the elements of A ′ , and these numbers equal the numbers of turns around the elements of A, according to what we have said before. The generators of H 1 (Q \ P ) make no turn around the elements of A. So the preceding diagram is commutative. It induces the following commutative diagram
As a consequence, we will denote φ t by h −1 .
We have a morphism of algebraic groups h −1 :
. We are going to see it preserves cohomology, and that will end the proof. Let L ′ ∈ Hom(H 1 (M ′ ), C * ) be a rank one local system on M ′ , and let
3.2. We have an exact sequence (see [4] , p. 45)
, and for any sheaf
we take sections with support in the closed subset P ∩ M.
The space P ∩ M is a finite disjoint union of contractible open subsets. The number of connected components, which we denote by c, is a combinatorial invariant (see [10] ): the elements of A induce a planar graph on P , and c is just the number of 2-cells of this planar graph, so, thanks to the Euler characteristic, it is determined by the numbers of vertices and egdes of the graph, and these numbers are given by the combinatorics of A (because all the intersections of lines are in P ). Consequently, P ∩ M ′ is also a disjoint union of c contractible subsets. [4] , Remark 2.4.2 (ii)). We can take Q as in section 3.1 (so Q is a finite disjoint union of contractible open subsets), shrinked so that L |Q ≃ C. We have an exact sequence of the same type as (3), but on Q:
This lemma combined with (3) gives
Of course, we have the corresponding results on M', with L ′ (and the same c). Thanks to the homeomorphism h used in the preceding section, we have for all k,
So all the characteristic varieties relative to cohomology groups in degree k ≥ 3 are determined by the combinatorics of the arrangement A. And degree 1 is determined if and only if degree 2 is, so the rest of the proof is dedicated to the computation of H 1 (M, L).
3.3.
We make for A the construction of section 2.6, and obtain a neighbourhood V = V ε of P in R 4 , and a tubular neighbourhood T = T ε,ε ′ of the elements of A in V . Actually, we will consider a decreasing sequence of such neighbourhoods, and set for k ∈ N * ,
There is a natural isomorphism L → lim ← − L k , the limit being taken on the projective system formed with the preceding morphisms.
Proof. For all k, we have a natural map induced by restrictions
which can be seen on the stalks to be surjective. It induces, for all l ≤ k, a morphism
k L, which is an isomorphism, becauseM l is included inM k . Let us denote by j l : T l ∩ M ֒→ M the inclusion. We have an exact sequence (see [7] , p.140)
Remark that since for any sheaf F , the morphism F → i k * i
← − L k is just the sheaf associated to the presheaf U −→ lim ← − L k (U), and this presheaf is already a sheaf (this is true for any projective limit of sheaves). There, it is easy to see that lim ← − L k is a rank one local system. We can also check on the stalks, with this description, that the morphism L → lim ← − L k is an isomorphism. Proposition 3.3.2. For each i, there is a canonical morphism
which is an isomorphism.
Proof. Here we refer to EGA III 1 [8] , Proposition 13.3.1 p. 68, and get down to checking the hypotheses. We do not recall here what the Mittag-Leffler condition (ML) is (see [8] , 13.1.2), but just remember from 13.1.2, Ibid., that when the objects of a projective system are artinian in their category, then condition (ML) is satisfied. Here, the C-vector spaces H i (M, L k ) are finite dimensional, hence artinian in the category of C-vector spaces, so for all i ∈ N * , the projective system (H i−1 (M, L k )) k∈N * satisfies (ML). So we have to check hypotheses (i), (ii), and (iii) to prove our proposition. We consider as basis B for the topology of M the set of all open balls B = B(x, r), with x ∈ M, and r sufficiently small so that L |B ≃ C, and so that the associated closed ball in R 4 , B, is included in M. This is a basis because L is a local system. For B ∈ B, we know that for all k, H i (B, L k ) is finite dimensional (in fact, for k large enough, it is the zero vector space) so is artinian, and the projective system (H i (B, L k )) k satisfies (ML). This is condition (i). Let x ∈ M and i ∈ N * . Let B ∈ B containing x. As we have just said, lim
Indeed, for k large enough, B ⊂M k , because the distance between B and H∈A H is not zero (B is compact and included in M). For such k, L k|B ≃ C, and B is contractible. Consequently, lim − →
where B is taken in the set of elements of B that contain x. This is condition (ii). Condition (iii) is: the morphisms L k → L l , for l ≤ k, defining the projective system, are surjective. This is what we stated in Lemma 3.3.1. 
l L k ≃ L l from our projective system corresponds to the second projection
Proof. We first have to see that
l L is a rank one local system. Let x ∈ M. If x ∈ T l , there is obviously a neighbourhood U of x (included in T l ) such that F |U ≃ C. The same can be said if x ∈ T l . So we suppose x ∈ ∂T l . Let U 0 be a neighbourhood of x small enough so that L |U 0 is isomorphic to C. Via this isomorphism, (j l! j −1 l L) |U 0 is the sheaf associated to the presheaf
And the sheaf (i l * i −1 l L) |U 0 is the sheaf associated to the presheaf
so it is the sheaf associated to
So F |U 0 is the sheaf associated to the presheaf F 1 ⊕ F 2 , and this latter presheaf is the constant one on U 0 . So F |U 0 ≃ C, and F is a rank one local system on M.
The elementary loops around the elements of A that generate π 1 (M) can be chosen to lie in the complement of T l , where we have L |M \T l = F |M \T l . So the local systems L and F have the same monodromy around the elementary loops, so they correspond to the same element in Hom(π 1 (M), C * ), and they are isomorphic.
The rest of the lemma is almost self contained, we just have to compute the image of the morphism L k → i l * i −1 l L k through the preceding isomorphism. It is the morphism
Remark that sinceM k ⊃M l , i l * i l L = 0, so the lemma is proved.
