Abstract-In a B3G/4G wireless communication system, the users will connect to the network using one of several available radio access technologies. In this p a p er, we p ro p osed a Q learning based algorithm for terminals' inde p endent access network selection with the aim of im p roving the resource utilization and p roviding the best q uality of service with res p ect to the wireless environment status, network p erformance and user' re q uirement. In p articular, for the first time we introduced the conce p t of low-carbon as one of the evaluation indicators of wireless communication p erformance, in order to reduce the p ower consum p tion and achieve a balance between q uality and consum p tion. The p ro p osed scheme is based on the concept of cognitive network, which has been proposed recently by the motivation of complexity, heterogeneity and reliability
INTRODUCTION
In future wireless and mobile environments it is likely that users will have access to multiple networks at the same time. Therefore there is a need to have mechanisms in place to decide which network is the most suitable for each user at each moment for every application the user requires. Meanwhile, mobile devices are now being built as multi homed, with multiple network interfaces. And with advances in microelectronics comes the birth of multi-mode terminals, allowing multiple RANs (L TE, HSPA, WLAN, etc.) interfaces to coexist in a single terminal [1] . This paper tries to deal with such a problem that on a user call launching, how to ensure that the user is attached to the most appropriate network that yields the best performance. In the paper, the network performance is evaluated by gain and cost of the network, considering the access network's status, terminal's status and user's QoS requirements.
In some previous studies, the similar problem has been dealt with, assuming that terminals send measured information and their own status to available networks and the networks make access decisions [2] . But evolution towards next generation networks makes it necessary of a user-centric approach where the terminals have greater control on their own behaviors [3] . In literatures [4] [5] , some network architectures supporting terminals' access network selection and the signaling system design are given, but they are lacking of available access network selection algorithm. There are standards supporting only one specific wireless technology and related access point selection, the most notable example is 802.11 [6] [7] [8] , meaning that such solutions can not be used with other technologies. Many previous works on access point selection merely focus on the maximization of throughput. However, increasing number of popular applications is sensitive with other factors such as delay and reliability. With researches making efforts to take QoS requirements of different applications into account, only performance of an already established communication is optimized, while the QoS-aware access network selection has not been considered.
Cognitive networks are motivated by the complexity, heterogeneity, and reliability requirements of the future networks, which are increasingly expected to be self organized so as to meet user and application objectives. [9] . Furthermore, the cognitive pilot channel (CPe) [10] is introduced to such heterogeneous cognitive network as supports for the reconfiguration management of networks and user terminals.
In this paper, a Q-leaming based algorithm for terminals' independent access network selection in the cognitive network is proposed. Related heterogeneous networks information is transmitted to a terminal through the CPC channel. And then, the terminal takes that into consideration together with its request of traffic type and QoS to select the best access network using Q value tables. What is more, we introduced the concept of low-carbon as one of the performance evaluation indicators for the first time. The power consumptions of heterogeneous networks for different traffics are considered as important factors when choosing the access network. The simulation results show that the appropriate choice of access network can effectively reduce the power consumption for transmitting specific traffic. The rest of paper is organized as follows: the Q-Iearning algorithm and access network selection are described in Section 2. In Section 3, the performance of the algorithm is analyzed and evaluated. Finally we conclude this paper in Section 4.
II. SCENARIO AND ALGORITHM
Large amount of the future wireless communication is very likely to happen a scenario of multi-network coverage. In this paper, we suppose that the LTE, WLAN and HSP A networks cover the same region and users' terminals have the capability of discovering and accessing any of these three networks with the help of CPC. In this heterogeneous network environment, the traffics, networks, and users' terminals will present various requirements and should be described and calculated in a unified parameters system. So the parameter congregation that describes the access networks selection should contain the generality of different functional entity mentioned above, moreover, it ought to be easy accessed as well as shield low level detail and reduce computational complexity. In this paper parameters for access selection algorithm include: the various access networks' current coverage, load, types of service and average power consumption of unit bandwidth.
Here we used Q learning method to achieve dynamic adjustment of network configuration, so as to realize the optimization of overall system performance. Q learning algorithm is derived from the classic standard reinforcement learning algorithm [11] � [13] , which is developed from animal learning theory. There is no need of prior knowledge during reinforcement learning process; the agent can choose action autonomously through continuous interaction with the environment to acquire knowledge. The reinforcement learning algorithms have been widely used in the field of robot behavior learning [14] . According to reinforcement learning the environment does not tell the agent how to generate the correct action, but through evaluating the actions aroused and produce reinforcement signal. The agent learns using the information provided by the external environment and their own experiences, through this method, the agent acquires knowledge in constant action-assessment (return) process and improves their own program of action to adapt to the environment. The goal of reinforcement learning system is to keep on learning, dynamicly adjust behavior strategy, and maximize the reinforcement signal. The basic reinforcement learning mechanism is: when the agent makes an action decision based on the current state of the environment, the environment gives the agent a feedback: return of benefit or negative returns, namely the reinforcement signal. The basic principle of reinforcement learning algorithm is: if the agent selects an action and is given positive return then the trend that the agent chooses this action will be strengthened; the other hand, the trend that the agent chooses this action will be weakened.
Reinforcement learning aims to acquire a behavior strategy by learning, in order to make the agent get the greatest reward after actions select. Reinforcement learning needs to define an objective function to indicate what the excellent action is in the long term. Usually the objective function is represented by the value of state or state-action value. The three mam function forms are:
Where rE (0,1) is the discount factor, rl is the return after the agent changed from SI to SI-1, it can be positive, negative or zero. (2-1) is the infinite discount model; the agent takes return from infinite steps in future into return and cumulates it with some form of discount in the value function. (2-2) is the finite model, the agent only takes the sum of next h steps' return into account. (2-3) is the average return model; the agent takes the long-term average return. Obviously, if the objectives function can be determined, then the optimal behavioral strategies can be determined by virtue of (2-4):
7Z" * = arg max V"(s), VSES (2) (3) (4) the main feature and difficulty of reinforcement learning is that only the return value can be used to find the optimal strategy, and it is different from supervised learning algorithm in that it is an online learning algorithm in which the prior training sequence is not necessary. Provided that the environment is a finite-state discrete Markov process, reinforcement learning system can select the action in a limited action set. The state transfers to SI' 1 with the probability Prob[S=S/11I sl,atl P[SI,al,S{1 d after the environment accepts the action and gives the agent return rl.
The purpose of reinforcement learning is to find an optimal strategy, so that the total expected return will be the largest.
Under strategy 7Z" , the value of state SI is:
Dynamic programming theory ensures that there is at least one strategy which achieves that:
The idea of Q-Iearning is not to estimate the environment model, but rather optimize an Q function that can be iterative calculated directly. The Q function implements the action al under the state SI, and then cumulates the reinforcement value according to the discount of the optimal action sequence executed later:
Q(sf'aJ = r, + rmax{Q(St+l'at) I at E A} According to the definition of Q function,
Only under premise of being the optimal strategy is the above formula established. During the learning phase the two sides in function (2-8) are not equal, resulting in the error signal as follows:
L1Q(sp a) = "r + r�axQ(st+P a) -Q(sp a)
Where Q (S t I I, at ) represents the Q value corresponding to the next state, and Q iterative learning rule is shown below:
Specific implementation is to establish a two-dimensional Q value table in each terminal. One dimension is used to represent the index of all the possible status, the other to represent the index of all possible actions. Each cell in the Q value table stores the current Q value q(s, a) corresponding to certain action a, in the given status s. The action selection algorithm is : the terminal selects an action with a certain probability from the action congregation based on Q values; the bigger the Q value, the higher probability the corresponding action is chosen. There are two types of action selection algorithm: one is based on the experiences of action selection already got, while the other is to continuously try new actions, both of which have their own advantages and disadvantages. Depending on learning experience can make the algorithm process achieve convergence quickly, however, with risk of falling into local optimum; trying new action space will be more extensive and comprehensive experience to achieve optimize performance, but at the expense of more learning time 051. In this paper we chose the action selection algorithm used which is based on Boltzmann distribution.
Algorithm flows: (1)
Each terminal initializes all the data of its Q value table to O. (2) When access request arrives, the terminal makes construction of new state s, according to the session condition and network load information. Four elements (C, G, P, L) constitute s, among which C E {O, 1, ... , 8} represents which access networks cover the terminal, G '" [g P " ""' g , ," ""' gk I ' g E {I, 2, ... , G} represents the type of traffic that requests admission. P"'[ P l "",P The terminal chooses an access network with certain probability according to the Q value table. If the chosen network has enough bandwidth to accept then the terminal calculates return according to the outcome of the choice, or else the terminal tries to access to another network. The return can be calculated as: :
r. is the traffic sustained duration, p is the terminal's energy consumption , A is the weight of energy consumption, C:;(g) is the traffic utility function, ((g) = j3*d*B , fJ is the breakage factor of redirection's delay, d is the average data rate and in particular, for the purpose of minimizing the terminal's power consumption, we set the gain parameter a to adaptively adjust the traffic utility function according to different coverage situations. Simplicity, here the voice and data are of no distinction.
According to the return and previous round Q values, the terminal updates the Q value related to the status s and chosen action a as:
III.
PERFORMANCE ANALYSIS
The reconfigurable system in the simulation is composed of three heterogeneous networks: LTE, HSPA and WLAN, each deploying one cell, with coverage of red, green and yellow area respectively, as shown in Fig. 1 . There are the two cells configured respectively as L TE and HSPA with partial overlapping area. And there is a WLAN access point in the LTE cell, the HSPA cell also has overlapping coverage with WLAN. The L TE base station is located at coordinates (0, 0), its wireless coverage area radius is 1000 meters and cell capacity is 10Mbps; HSPA base station is located at coordinates (900,150), its wireless coverage area radius is 600 meters, cell capacity is 7.2Mbps; WLAN base station locates at coordinates (250,250), its wireless coverage area radius is 200 meters, cell capacity is 2Mbps. All users are uniformly distributed in the area covered by at least one base station. In the simulation, the mobility of user is not considered in order to focus on the performance of the access selection scheme, although the scheme can also be applied to moving user terminals.
The Multi Access Networks Scenario
All terminals are reconfigurable and have a mean session arrival rate of � following the Poisson distribution and different values of � are used to prove the performance of the proposed scheme under different traffic load, as shown in Table 2 . The multi-service traffic is considered in the simulation including voice and data sessions. And the session duration follows the negative exponential distribution with mean value of I/�. All the relevant simulation parameters are shown in 
The area 3 and 6 respectively represent coverage situations that the area covered by only WLAN and both WLAN and HSP A, there are not existing areas like that, but in order to ensure the integrity, here we provide the corresponding parameters. And the reasons for selecting the gain parameters are that: such as area 7, the terminals are covered by LTE, HSPA, and WLAN, because the WLAN coverage is small as well as provides more resources and consumes less power, greater gain will be acquired if accessing WLAN. So the WLAN's gain parameter is 2 times as the other two. Other parameters are also based on similar considerations.
In the simulation, we compared the performance of proposed access network selection method and the random access method. It can be seen from Fig. 2 that after access network selection, the terminals using Q-Ieaming algorithm adaptively tend to access the network with more available bandwidth resource and a high session quality, resulting in less block rate than the random access method for different traffic arrival rates. Fig. 3 shows that the throughput of terminals using Q learning access network selection algorithm is higher than that deploying random access. This is because the terminals adaptively choose to access the network with higher average data rate as well as the reduction of the block rate. The results shown in FigA give an demonstration of the performance in the proposed low-carbon target. Through Qlearning access network selection algorithm, the terminals take the trade-offs between quality of traffic and power consumption into account while accessing the sessions with satisfying QoS. 
IV. CONCLUSION
In this paper, we analyzed the issue that how can the users connect to the network using the best access technology in the future heterogeneous wireless network environment. A Q learning based algorithm is proposed for the terminals' autonomous access network selection, which takes the network status, user preference as well as QoS requirement of different applications into fully account. At the same time, we introduced the low-carbon indicator to optimize power consumption while providing satisfactory service. The simulation results show the effectiveness of the proposed algorithm.
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