With the rapid growth of Internet of Things technologies, the management and control of Internet of Things networks face remarkable challenges. As such, software-defined networking, which decouples the control layer from data layer, results in various advantages. An association of software-defined networking and Internet of Things, which is referred to as software-defined Internet of Things, provides a robust platform to improve the management and control abilities of Internet of Things networks. However, these benefits have resulted in an increase in the number of malicious attacks on logically centralized controllers. For that reason, we have performed a specific vulnerability analysis in the link service, where the controller learns network topology through discovering every link between switches. In addition, we demonstrate link spoofing attacks on the link service, and discuss a hybrid countermeasure to address this security problem.
Introduction
The Internet of Things (IoT) comprises a network of physical devices incorporated sensors and embedded systems that interact with each other and connect to the Internet. 1 Many devices generate a huge amount of data that require significant effort and processing to convert it to valuable information. In addition, controlling a large volume of data requires new concepts in managing IoT networks to improve the efficiency. 2, 3 As the next generation of networking architectures, software-defined networking (SDN) can help IoT technologies meet these demands by separating the control layer from the data layer in the network resulting in numerous benefits including centralized control, abstracted network devices, and flexible, automated reconfiguration of the network. 4, 5 The trend to integrate SDN with IoT, which is referred to as software-defined Internet of Things (SDIoT), has seen noticeable growth. [6] [7] [8] [9] [10] However, when the logic of the forwarding behavior of the network is centralized in the controller, a single point of failure may be caused. 5 In the controller, the link service is a fundamental and crucial service that determines the links between switches in the network. However, it is found that the link service is vulnerable to attacks because it accepts all Link Layer Discovery Protocol (LLDP) packets, which are used to discover links among switches. Thus, an attacker can inject fake LLDP packets or simply forward LLDP packets from a target switch to another to make a fake link between them. It affects to all topology-dependent services (e.g. packet routing) and leads to a denial of service due to link disruption and a novel eavesdropping attack, which is presented in this article.
In brief, this work contains following major contributions. First, a vulnerability assessment is performed on the link service. It is found that the attacker can launch a novel eavesdropping attack to overcome existing prevention methods. Second, a hybrid countermeasure is proposed and discussed. Finally, an experiment is carried out to show the effectiveness of the proposed method.
The rest of this article is organized as follows. Section ''Background'' introduces the overview of SDIoT and the link service in an SDIoT controller. Section ''Related work'' provides an overview of related work that is linked to attacks on the link service. Section ''Novel eavesdropping attack'' presents a new eavesdropping attack that can bypass the current security mechanisms. Section ''Hybrid prevention method'' discusses the proposed defense method and evaluates its detection performance. Finally, the summary is presented in section ''Conclusion.''
Background
In this section, we provide an overview of the SDIoT and the link service in the SDIoT controller.
Software-defined Internet of Things
IoT and SDN are two modern paradigms that will dramatically shape future computer networks.
3,5 Some prior works have introduced an integrated SDN with IoT, which has been referred to as SDIoT. Qin et al. 6 proposed an extended Multinetwork INformation Architecture (MINA) with a layered SDN controller for IoT that can deal with network heterogeneity, the difference in service quality, and so on. Jararweh et al. 7 proposed an SDIoT controller that operates as an orchestrating middleware between the data-as-a-service layer and the physical layer, composed of controllers of SDN, storage, security, and so on. Also, various use cases have been presented and implemented, including SDIoT for smart urban sensing, 8 mobility management in urban-scale, 9 and end-to-end service network orchestration.
10 Figure 1 shows the simplified view of the SDIoT architecture, which is described as follows:
The application layer provides various IoT applications and services. The application layer communicates with the control layer through northbound application programming interface (APIs), and the control layer provides an abstraction of the network infrastructures for the application layer. The control layer contains a centralized controller (e.g. Floodlight, 11 POX, 12 and OpenDaylight
13
), which logically maintains a global and dynamic network view, takes requests from the application layer via northbound APIs, and manages the network infrastructure via southbound APIs, for example, OpenFlow. 14 The data layer consists of network infrastructures. When a new packet goes through a switch, if it matches an existing rule in Flow Tables of the switch, the switch will handle the packet according to the matching rule. Otherwise, the switch sends a Packet-In message to the controller to require for proper operation. The controller then provides a Packet-Out message for the packet processing.
Link service in SDIoT controller
In contrast with a conventional network or IoT schemes, the link service in an SDIoT network is special due to its logically centralized controller. The link service uses the LLDP 15 to find the switch-to-switch links in the network and provides such visibility information to upper layer services and applications. Figure 2 illustrates the basic link discovery procedure between two switches as follows:
1. The controller sends a Packet-Out message to switch 1 along with its LLDP packet. 2. Switch 1 broadcasts this LLDP packet to all its active ports. Switch 2 receives the LLDP packet via a port that connects to switch 1. The procedure must be repeated to create a link from the opposite direction. The process is periodically performed for every switch in the network with a new discovery cycle initiated at fixed intervals.
Related work
Due to a lack of integrity detection of the LLDP packets in the link service of the controller, an attacker can create a fake link among two switches by a link spoofing attack that is LLDP Spoofing attack or LLDP Forwarding attack. 16, 17 An example is shown in Figure 3 .
In LLDP Spoofing attack, an attacker (host 1) generates a new LLDP packet or modifies the content of a received LLDP packet, that is, the sender is port number 1 of switch 3 and the receiver is port number 1 of switch 1, and sends it back to switch 1. The controller receives the fake LLDP packet from switch 1 and updates the link database based on the sender and receiver information of the packet. As a result, a fake link is created between switch 1 and switch 3.
In LLDP Forwarding attack, the attacker must control host 1 and host 3. As part of the normal link discovery procedure, host 1 captures a LLDP packet that the sender is port number 1 of switch 1 and then sends this packet to its partner host 3 via a private connection. After that, host 3 forwards the received LLDP packet to port number 1 of switch 3. The controller receives and accepts the LLDP packet from switch 3 because this packet is valid. A spoofing link from switch 1 to switch 3 is successfully built.
To guard against these attacks, TopoGuard 16 appends a static key-hash message authentication code (HMAC)-based authenticator type, length, value (TLV) into an LLDP packet and verifies it when getting the LLDP packet in the controller. TopoGuard also assigns the switch ports as SWITCH and HOST based on the types of received packets and blocks the LLDP packets from the HOST ports. Besides that, SPHINX 17 maintains a flow graph, which provides a clean mechanism to aid in the detection of various violations for the network topology, but it is ineffective in large-scale and dynamic networks. Furthermore, we find that when the attacker suppresses all host-generated traffic and only forwards LLDP packets to perform the link spoofing attack, these schemes do not provide any notification of the violation.
An attacker can create a fake link between two switches by link spoofing attacks due to the lack of LLDP packets verification schemes in the link service. Once the topology information provided by this link service is poisoned by the fake link, all dependent operations such as routing or forwarding applications are malfunctioning. This can lead to denial of service due to link disruption and eavesdropping attack. The problem of link disruption has been known and solved by the aforementioned methods. However, the eavesdropping by LLDP Forwarding attack has not been mentioned in the literature, and thus, there is no existing solution for it. The detail about the novel eavesdropping attack and the proposed countermeasure will be explained in the following sections.
Novel eavesdropping attack
As far as we know, none of the current controllers contain a security mechanism in the link service to comprehensively prevent the LLDP Forwarding attack. Even the current mainstream controllers, such as Floodlight, OpenDaylight, and POX, still have this security issue. The existing link spoofing prevention methods implemented in these controllers such as TopoGuard and SPHINX cannot completely prevent the LLDP Forwarding attack.
In this article, it is found that the LLDP Forwarding attack can lead to a new kind of eavesdropping. The novel eavesdropping attack is based on the fact that the existing prevention methods are useless if the attacker suppresses all host-generated traffic (e.g. address resolution protocol (ARP), domain name system (DNS)) and only performs the LLDP Forwarding attack to make a fake link in the network. The eavesdropping attack scenario is depicted in Figure 4 with a linear network topology. The middle attacker host (the attacker in the figure) requires two network interface cards (NICs) and sets up physical links (e.g. wired or wireless) between two switches, that is, switch 1 and switch 3, through these two NICs. To circumvent the detection of existing protection schemes, the attacker needs to disable all host-generated traffic when forwarding LLDP packets. As part of the normal LLDP broadcast, the attacker host receives a LLDP packet from switch 1 by a NIC and then forwards it to switch 3 via another NIC. In this step, the attacker can use a interactive packet crafting tool (e.g. tcpbridge 18 ) to transfer the LLDP packet from a NIC to another NIC in the attacker's host. When switch 3 receives the LLDP packet, it then transfers the received LLDP packet to the controller. The controller thinks that switch 1 connects to switch 3 and then updates the link database. An opposite link is created in a similar manner. In other words, the attacker makes a fake link by controlling two NICs connected to two target switches to transfer the LLDP packets between them. In addition, the attacker can make a fake link using two hosts connected to two switches to transfer the LLDP packets between them via a private connection, for example, a tunnel or a direct connection.
After installing a fake link, the attacker can launch an eavesdropping attack between host 1 and host 3 because the fake link can interrupt the operation of the shortest-path routing service in the controller, which means this service will set up a direct traffic flow from switch 1 to switch 3 via the fake link. Hence, when host 1 communicates with host 3, the attacker can capture all network traffic, as shown in Figure 5 , where an attacker captures the traffic by h2-eth0 NIC between host 1 (10.0.0.1) and host 3 (10.0.0.3).
In general network topology, the attacker can still perform the link spoofing attacks using the similar method if they can connect to two switches through two NICs. For example, as shown in Figure 6 , host 1 requires five hops (switches) (s1, s2, s3, s5, s6 or s1, s2, s4, s5, s6) to reach host 5 or host 6. However, during a link spoofing attack, host 2 (under attacker control) will forward the LLDP packets to the partner host 4 (under attacker control) via a private connection (e.g. a tunnel) to inform the controller that there is a direct link between port number 1 of switch 2 and port number 1 of switch 5, and vice versa. The controller updates its topology information and the fake link between switch 2 and switch 5 is created. The traffic from host 1 can be sent to host 5 or host 6 through a new shortest path included the fake link (s1, s2, s5, s6). As a result, the attacker can eavesdrop or modify the traffic coming to attackers' NICs before it reaches the destination. Thus, even for general network topology, the eavesdropping attack can occur in the same way as in simple topology shown in Figure 4 .
Hybrid prevention method
In this section, we propose a novel hybrid prevention method to protect the link service against attacks. Furthermore, an experiment is carried out to analyze the effectiveness of the proposed method. 
Proposed method
Although the existing link spoofing prevention methods can guarantee the integrity of LLDP packets and ensure the switch ports work correctly, the link service is still vulnerable to eavesdropping attack caused by a fake link as mentioned earlier. To overcome the drawbacks of current solutions, we propose a hybrid countermeasure that not only ensures the integrity of the LLDP packets, but also detects and stops the fake link launched by a powerful attacker through the combination of the following two schemes.
Semi-dynamic signature of the controller. As we mentioned before, the link discovery procedure is periodically performed. For each link discovery cycle, the secret key is changed in the controller's signature of the LLDP packets in proposed method. Hence, it is securer than using a static key, and it is lighter than the dynamic solution for which every LLDP packet has a unique secret key. This effectively prevents an LLDP spoofing attack.
LLDP switch-to-switch (s2s) time. To detect a fake link launched by the LLDP Forwarding attack, the countermeasure also considers the LLDP switch-to-switch (s2s) time, which is the transmission time of LLDP packet between two neighbor switches. The LLDP s2s time can be determined by subtracting the southbound latency of the two switches from the LLDP latency. The southbound latency of a switch is the time for the LLDP to be transmitted between that switch and the controller, while the LLDP latency is the round trip time of the LLDP packet in a link discovery procedure.
In the case of normal links, the LLDP s2s time equals to one-hop transmission time between two switches. In the case of fake links, the LLDP s2s time varies depending on the case of attack. In the first attack case, the attacker uses a single host with two NICs connected to two target switches to transfer the LLDP packets between them. With this case, the LLDP s2s time consists of the transmission time of the LLDP packet from a switch to the attacker, the processing time of the LLDP packet in the attacker's host, and the transmission time of the LLDP packet from the attacker to the other switch. In the second attack case, the attacker uses two hosts connected to two switches to transfer the LLDP packets via a private connection (e.g. a tunnel or a direct connection). With this case, the LLDP s2s time consists of the processing time of the packet in two attackers' hosts and the transmission time of the packet via at least three hops. In either attack case, the LLDP packet needs to be transmitted via more hops, which increases the LLDP s2s time. However, it is the processing time of the LLDP packet in the attackers' host that significantly increases the LLDP s2s time in case of fake links. Although the processing time might vary depending on the manipulation tools used by the attacker as shown in the experiment, the processing time is always much longer than the transmission time of the LLDP packet. Therefore, the LLDP s2s time in case of fake links is always much longer than that of normal links, which makes it possible to identify the fake links based on the LLDP s2s time. Figure 7 illustrates the entire operating process for a new link service and Table 1 shows the algorithm of proposed countermeasure for link spoofing attacks. The controller adds an HMAC-based signature to LLDP packets with a secret key, which is changed in every link discovery round, and verifies the signature when receiving the LLDP packets from switches. If the signature is invalid, the controller simply blocks it. Otherwise, LLDP s2s time is calculated by subtracting the total southbound latency from the LLDP latency. To find the LLDP latency, controller inserts a timestamp in TLV of LLDP packet. Similarly, the controller adds a timestamp in an EchoRequest and then sends to switch. When the controller receives an EchoResponse from the switch, the southbound latency of this switch is calculated. As a result, if the LLDP s2s time exceeds the threshold, we can regard the link as a fake, and block it for a period of time. The threshold can be set to a value that is greater than the maximum LLDP s2s time of the normal links. To get the maximum LLDP s2s time, the network administrator can run the link discovery cycle in a number of times and get the maximum value of LLDP s2s time of the normal links.
As we mentioned earlier, the eavesdropping attack caused by the fake link can also be performed in the general network topology. However, with the proposed countermeasure, the fake link can still be detected in both attack cases even in the general network topology.
Evaluation
Our experiment is carried out using a Mininet emulator tool, 19 which can accurately emulate an SDN and SDIoT network. The proposed countermeasure is implemented on the Floodlight v1.2 11 controller by editing the LinkDiscoveryManager module. In this module, in order to implement the semi-dynamic signature of the controller as a TLV in LLDP packets, we use SHA-256, that is a key-hash message authentication (HMAC) method, along with the secret key that changes in each link discovery procedure. The LLDP s2s time-based fake link detection mechanism is also executed in this module. We also use Open vSwitch, 20 a virtual switch with support for the OpenFlow protocol. The experiment is run on a PC with an Intel Xeon CPU E3-1230 V2 3.30 GHz with 16 GB RAM. For simplicity, we use the linear network topology shown in Figure 4 . We perform a link spoofing attack and get the LLDP latency to calculate LLDP s2s time from the response of the Floodlight controller by reviewing its console output. There are two attack cases. In the first case, the attacker uses two hosts connected to two switches to perform the attack through three steps. First, the attacker uses tcpdump 21 to collect the LLDP packet from a target switch through an attacker host. Then, this packet is sent to the other attacker's host. Finally, the attacker uses tcpreplay 22 to resend the LLDP packet to another target switch. In the second case, the attacker performs the attack via an attacker's host with two NICs connected to two switches. The attacker uses tcpbridge 18 to forward the packet between two NICs, and thus, the packet can be transferred between two target switches. Figure 8 presents the successful launch of the link spoofing attack in a Floodlight controller.
The solid frames indicate that non-existent bidirectional links between port number 1 of switch 1 (DPID = 00:00:00:00:00:00:00:01, Port = 1) and port number 1 of switch 3 (DPID = 00:00:00:00:00:00:00: 03, Port = 1) are accepted by the controller, and thus, the link spoofing attack is successful. To simplify the demonstration, we assume that the southbound latency of every switch is equal. Therefore, instead of using the LLDP s2s time to detect the fake link, we directly use the LLDP latency. To determine the threshold of LLDP latency, we have run the link discovery procedure 50 times and determined that the maximum LLDP latency of a normal link does not exceed 100 ms, which is the threshold in our experiments. As shown in Table 2 , the LLDP latency of the fake links (i.e. 4227, 3340, 977, 975 ms) are much longer than that of the normal links (i.e. 42, 27, 30, 21 ms). Specifically, let us compare the LLDP latency in two cases of attack. The LLDP latency of the fake link in the first case (attack using two hosts) is much longer than that of the second case (attack using a single host). This is because the LLDP latency of the fake links depends on both the number of attacking hosts and the processing time of the manipulating tools used by the attacker. In the first case, the LLDP packet was processed in two hosts, which generally doubles the processing time of the LLDP packet as compared to the second case where the packet was processed in only one host. Furthermore, in the first case, the manipulating tools used by the attacker are tcpdump and tcpreplay while tcpbridge is used in the second case. The tcpdump and tcpreplay take longer processing time than tcpbridge. Consequently, the LLDP latency of the fake link in the first case is at least three times longer than that of the second case. Therefore, the LLDP s2s time in either case of attack is always much longer than that of normal links, which makes it possible to detect the fake links based on the LLDP s2s time. Figure 8 also demonstrates the successful malicious link identification based on LLDP latency with a threshold of 100 ms. The dotted frames indicate that the fake links between port number 1 of switch 1 and port number 1 of switch 3 in the network are detected right after they have been discovered. The eavesdropping attack can be blocked thanks to the fake link detection mechanism.
There are many packet crafting tools that are available publicly. However, in terms of packet capture and replay, the tcpdump and tcpreplay are one of the most common and powerful tools used by the attacker in Linux-based environments. In the first attack case, where the attacker captures the packets into a file from a host and then replays it on the other host, the attacker can use the alternative tools including Wireshark (wireshark.org), hping (hping.org), and Scapy (secdev.org/ projects/scapy/). However, like tcpdump and tcpreplay, these tools leverage libpcap library (sourceforge.net/ projects/libpcap/) to capture and replay network traffic. Hence, their performance and packet processing time are almost the same with tcpdump and tcpreplay. In the second attack case, where the attacker needs to bridge network traffic across two NICs in an attacker's host, to the best of our knowledge, tcpbridge is the most suitable tool for this task. Furthermore, the additional steps in packet processing of the tools always add the latency in LLDP packets. Therefore, the proposed countermeasure can distinguish between the fake links and the normal links based on the LLDP latency regardless of the attack tools.
Conclusion
Link service is one of the most important services in SDIoT controller since it provides the information about the links among switches. Without it, the hosts cannot communicate to each other in the network. However, it is found that the link service is also vulnerable to the link spoofing attacks including LLDP spoofing and LLDP Forwarding attacks due to the fact that anyone can manipulate the LLDP packets used in the link service to create fake links. While fake links created in LLDP spoofing attack leads to denial of service due to link disruption, the fake links created in LLDP Forwarding attack can lead to a novel eavesdropping. This work proposes a hybrid countermeasure to prevent link spoofing attacks in SDIoT controller through two schemes. The first scheme relies on adding the semi-dynamic signature of the controller to LLDP packets to guarantee the integrity of the LLDP packets. The second scheme detects and blocks fake links by comparing the LLDP s2s time to a predefined threshold. The experiment demonstrates that the proposed hybrid countermeasure is feasible and efficient since it can prevent all link spoofing attacks in real time.
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