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Abstract
Understanding the impact of data structure on learning in neural networks remains a key
challenge for the theory of neural networks. Many theoretical works on neural networks do not
explicitly model training data, or assume that inputs are drawn independently from some factorised
probability distribution. Here, we go beyond the simple i.i.d. modelling paradigm by studying neural
networks trained on data drawn from structured generative models. We make three contributions:
First, we establish rigorous conditions under which a class of generative models shares key statistical
properties with an appropriately chosen Gaussian feature model. Second, we use this Gaussian
equivalence theorem (GET) to derive a closed set of equations that describe the dynamics of two-
layer neural networks trained using one-pass stochastic gradient descent on data drawn from a
large class of generators. We complement our theoretical results by experiments demonstrating
how our theory applies to deep, pre-trained generative models.
1 Introduction
Consider a supervised learning task where we are given a stream of samples drawn i.i.d. from an
unknown distribution q(x, y). Each sample consists of an input vector x = (xi) ∈ RN and a response
or label y ∈ R. Our goal is to learn a function φ : RN → R that provides an estimate of y given x.
There is signicant interest in the class of functions described by a two-layer neural network with
parameters θ = (K, v,W, g) of the form
φθ(x) =
K∑
k=1
vk g
(
λk
)
, λk ≡ 1√
N
N∑
i=1
wki xi, (1)
where v = (vk) ∈ RK and W = (wki ) ∈ RK×N are the weights of the network and each g : R→ R
is a non-linear function. We will focus on the regime where the input dimension N →∞, while the
number of neurons K remains of order 1. The performance of the network is assessed in terms of the
prediction mean-squared error pmse(θ) = E (y − φθ(x))2 /2, where the expectation is over the data
distribution q(x, y) for a xed network with parameters θ.
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Figure 1: Going beyond the i.i.d. paradigm for generating data in the teacher-student setup.
(a) In the classic teacher-student setup [3–6], inputs x are drawn element-wise i.i.d. from the normal
distribution N (0, 1). Their label y is given by the response of a random teacher network to that
input. (b) Here, we analyse a setup where samples (x, y) are generated by rst drawing a latent vector
c ∼ N (0, ID). The label y is given by the response of a two-layer teacher network to the latent vector.
The input x is obtained by propagating the latent vector through a generative network, x = G(c). The
visualisation of the generative network is taken from Radford et al. [21], whose deep convolutional
GAN we use for our experiments in Sec. 4.
A large body of work has focused on understanding the ability of neural networks such as (1)
to generalise well from examples. While a lot of attention has focused on the role of training, and
specically on the properties of stochastic gradient descent, the impact of the data distribution q(x, y)
on learning is not yet well understood. In fact, theoretical works on neural networks in statistics
or theoretical computer science traditionally try to make only minimal assumptions on the class of
distributions q(x, y) [1, 2] or consider the case where data are chosen in an adversarial (worst-case)
manner. In a complementary line of work that emanated from statistical physics [3–7], inputs are
modeled as high-dimensional vectors whose elements are drawn i.i.d. from some probability distribution.
Their labels are either assumed to be random, or given by some random, but xed function of the inputs,
see Fig. 1 (a). This approach, known as the teacher-student setup, has recently experienced a surge of
activity in the machine learning community [8–20]
In this paper, we go beyond the i.i.d. paradigm of the teacher-student setup in two ways (Fig. 1 b).
First, we replace the i.i.d. inputs x with inputs drawn from a generative model G : RD → RN such
as a variational auto-encoder [22], a generative adversarial network (GAN) [23], or a normalising
ow [24, 25]. These models transform uncorrelated latent variables c = (cr) ∈ RD into correlated,
high-dimensional inputs
x = G(c), c ∼ N (0, ID), (2)
that follow the density distribution of the data used to train the generator. Second, we generate the
label of this input by applying a two-layer teacher network with parameters θ˜ = (M, v˜ ∈ RM , W˜ ∈
RM×D, g˜) to the latent representation c of the input, i.e.
y = φθ˜(c) =
M∑
m=1
vm g˜ (νm) , νm ≡ 1√
D
D∑
r=1
w˜mr cr. (3)
This is a key dierence between our model and the traditional teacher-student setup: the student, who
is acting on the input space RN , cannot simply recover the weights of the teacher, who is acting on the
latent space RD . Letting the teacher act on c is motivated by image classication: the class label of an
image should not crucially depend on its every pixel, which are given by x. Instead, it depends on the
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higher-level features of the image, which should be better captured by its lower-dimensional latent
representation. A good example for this are conditional generative models [26, 27], where the class of
the image to be generated is given to the generator explicitly.
Main results
(i) We prove a Gaussian equivalence theorem that gives sucient conditions on the weights of
one-layer generative models under which a given low-dimensional projection of the input x, such
as λk and νm, is approximately Gaussian (Sec. 2)
(ii) We use the Gaussian equivalence to derive a set of integro-dierential equations that describe
the evolution of the prediction error of a two-layer neural network (1) trained using one-pass (or
online) SGD when inputs come from a wide range of deep generative models. (Sec. 3)
(iii) We provide experimental evidence that the Gaussian equivalence and the dynamical equations
of (ii) hold even when the inputs are drawn from a pre-trained generative network such as deep
convolutional GANs and normalising ows. (Sec. 4)
Further related work Several works have recognised the importance of data structure in machine
learning, and in particular the need to go beyond the simple component-wise i.i.d. modelling for
feedforward neural networks [28–31], recurrent neural networks [32] and inference problems such
as matrix factorisation [33]. Ansuini et al. [34] demonstrated that a network’s ability to transform
data into low-dimensional manifolds was predictive of its classication accuracy. While we will
focus on the prediction error, a few recent papers studied a network’s ability to store inputs with
lower-dimensional structure and random labels: Chung et al. [35] studied the linear separability of
general, nite-dimensional manifolds and their interesting consequences for the training of deep neural
networks [36, 37], while Cover’s classic argument [38] to count the number of learnable dichotomies
was recently extended to cover the case where inputs are grouped in tuples of k inputs with the same
label [39, 40]. Recently, Yoshida & Okada [18] analysed the dynamics of online learning for data having
an arbitrary covariance matrix, nding an innite hierarchy of ODEs.
Reproducibility We provide code to reproduce our experiments, the weights of the pre-trained
networks and an integrator for the equations of motion of Sec. 3 online [41].
2 The Gaussian Equivalence Theorem
2.1 Motivation
Our goal throughout this paper is to compute the prediction mean-squared error
pmse
(
θ, θ˜
)
≡ 1
2
E
(
φθ(x)− φθ˜(c)
)2
=
1
2
E
(
K∑
k=1
vkg
(
λk
)
−
M∑
m=1
v˜mg˜ (νm)
)2
, (4)
where the expectation is taken jointly over inputs x and latent variables c for a xed student, teacher
and generator. Since x and c only enter Eq. (4) via the pre-activations λ = (λk) and ν = (νm), we
can replace the high-dimensional average over x, c by a low-dimensional average over the K + M
variables (λ, ν). We will focus on the case where Exi = 0 to keep notation compact.
The pmse will in general be a function of all the moments of the joint distribution of (λ, ν) due to
the non-linearities g and g˜. In the classic teacher-student setup [3–6], where inputs are x ∼ N (0, IN )
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and the teacher acts directly on the inputs, the (λ, ν) are exactly Gaussian, even during training. Hence,
the pmse is a function of only the second moments of λ and ν,
Qk` ≡ Eλkλ`, Rkm ≡ Eλkνm, Tmn ≡ E νmνn, (5)
and the second-layer weights vk and v˜m. In other words, we have:
lim
N→∞
pmse(θ, θ˜) = pmse(Q,R, T, v, v˜) (6)
where Q = (Qk`) etc. This reduction of the high-dimensional average (4) to an expression in terms of
an O(1) number of “order parameters” (6) is central to the classic analysis of two-layer networks in
the i.i.d. teacher-student setup [6, 42, 43]. We will say that a tuple of generator, teacher and student
network for which (λ, ν) are jointly Gaussian have a Gaussian Equivalence Property (GEP).
Our rst main result, the Gaussian Equivalence Theorem, guarantees that the GEP holds when
inputs are drawn from a generative model of the form
Gn(c) = σ(a>n c) (7)
where σ : R→ R is a non-linear function and A = [a1, . . . , an]> is the weight matrix of the generator.
More precisely, the theorem gives veriable conditions on the weight matrices of the student, teacher
and generator networks as well as conditions on σ, under which a given low-dimensional projection of
the inputs, such as λ and ν, is approximately Gaussian.
Generators of the form (7) cover a number of important cases: (i) random feature models [44, 45],
which regard the latent variable c as the true underlying data and x as features constructed from c that
are used as inputs for the prediction algorithm; (ii) Gaussian feature models, where the inputs x are
jointly Gaussian with the latent variables c; (iii) the classic teacher-student setup [3, 4, 6], where the
features x are equal to the latent variables c; (iv) the hidden manifold model of [46, 47].
2.2 Statement of the theorem
Given probability measures P and Q on R, let
d(P,Q) ≡ sup
f∈F
|EP [f ]− EQ[f ]| , (8)
whereF = {f : ‖f ′′‖∞, ‖f ′′′‖∞ ≤ 1} is the set of thrice-dierentiable functions with bounded second
and third derivative and ‖f‖∞ is the uniform norm of f . Given probability measures P and Q on Rd
the maximum-sliced (MS) distance is dened by
dMS(P,Q) ≡ sup
α : ‖α‖≤1
d(α>P, α>Q) (9)
where α>P denotes the one-dimensional distribution corresponding to the projection of P into the
direction of α. It can be veried that the MS distance is a metric [48] and that convergence with respect
to dMS implies convergence in distribution as well as convergence of second moments.
Our result requires the following regularity assumptions:
A1) Row normalisation ‖an‖ = 1 and fourth moment condition:
∑
i 6=j(a
>
i aj)
4 = O(1);
A2) Smoothness: the non-linearity σ is thrice dierential with
E
[|σ(u)|4], E [|σ′(u)|2], ‖σ′′‖∞ and ‖σ′′′‖∞ all O(1);
A3) Bounded student weights: wkn = O(1).
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Note that the smoothness assumption on the non-linearity σ can be relaxed to the assumption that σ
is Lipschitz continuous, with the only consequence being a loss in the rate of convergence. The basic
idea is that any Lipschitz function can be approximated by a function that satises the smoothness
assumptions, see e.g. [49, Proposition 11.58]
The dependence on σ is quantied in terms the rst, second, and third Hermite coecients, which
are dened by
σˆ(1) ≡ E [σ(u)u] , σˆ(2) ≡ 1√
2
E
[
σ(u)(u2 − 1)] , σˆ(3) ≡ 1√
6
E
[
σ(u)(u3 − 3u)] , (10)
where the expectation is taken with respect to a standard Gaussian random variable u. Furthermore, let
ρ = AA> and ρ˜ = ρ− IN and dene the N ×N matrices:
M1 =
1√
N
(
σˆ2(1)ρ˜2 + σˆ2(2)ρ˜2 ◦ ρ) , M2 = σˆ2(2) (ρ˜ ◦ ρ˜)2 + σˆ2(3) (ρ˜ ◦ ρ˜)2 ◦ ρ, (11)
where ◦ denotes the Hadamard (or entrywise) product. Each of these matrices is positive semi-denite,
by the Schur product theorem, and thus has a unique positive semi-denite square root. We then have:
Theorem 1 (Gaussian Equivalence Theorem). Let P be the distribution of the pair (λ, ν) and let Pˆ be
the Gaussian distribution with the same rst and second moments. Under the Assumptions A1-A3,
dMS(P, Pˆ ) = O
(∥∥∥ 1√
N
WM
1/2
1
∥∥∥2 + ∥∥∥ 1√
N
WM
1/2
2
∥∥∥+ 1√
N
∥∥∥ 1√
D
W˜A>
∥∥∥2 + 1√
N
)
(12)
We provide the proof of Theorem 1 in Sec. A.
2.3 Discussion
Theorem 1 can be viewed as a multivariate central limit theorem (CLT) for weakly dependent random
variables. The terms involving the matrices M1 and M2 quantify the impact of the dependencies
in x. Note for example that if the columns of A are uncorrelated, then both of these terms are zero
and Theorem 1 recovers a variation of the classical Berry–Esseen Theorem [49, Chapter 11.5]. The
signicance of Theorem 1 is that it provides a simple and veriable sucient condition for the GEP. In
a nutshell, the weight matrices should avoid any directions in the matrices M1 and M2 associated with
eigenvalues that are not converging to zero.
To appreciate how the spectral properties of M1 and M2 depend on A and σ, it is useful to consider
some examples.
Example 1 (IID A). If the entries of A are i.i.d. sub-Gaussian, then ‖M1‖ = O(1/
√
N) with high
probability. If σˆ2(2) is nonzero, then M2 has one eigenvalue that is O(1) associated with the all-ones
vector and the rest are O(1/N). If σˆ2(2) = 0, which occurs whenever σ is an odd function, then
‖M2‖ = O(1/N). Thus, if σˆ(2) = 0 or ‖ 1√NW1‖ = O(1/N) it follows that dMS(P, Pˆ ) = O(1/
√
N)
with high-probability over A.
Example 2 (Deterministic A). Next consider the case (D ≥ N) where
AA> = IN +
c√
N
(1N − IN )
for some xed constant c. Suppose that σ(k), k = 1, 2, 3 are nonzero. Direct calculation reveals that
M1 has one eigenvalue O(
√
N) with the rest O(1/
√
N) and M2 has one eigenvalue O(1) with the
rest O(1/N). In both cases, the leading eigenvector is proportional to the all ones vector. Thus if
‖ 1√
N
W1‖ = O(1/N) then dMS(P, Pˆ ) = O(1/
√
N).
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The idea that most low-dimensional projections of a high-dimensional distribution are approximately
random has a rich history [50–55]. In this line of work, “most” is quantied in terms of high-probability
guarantees with respect to a random weight matrix W that is independent of x. For example, if the
entries of W are i.i.d. standard Gaussian, then the necessary and sucient conditions for convergence
to a Gaussian are that 1) 1/n‖x‖2 concentrates about is mean 2) and 1/n‖Cov(x)‖2F → 0 (assuming zero
mean). In the setting of this paper, it can be veried that these properties are implied by assumptions
A1 and A2. The added benet of Theorem 1 is that “most” is now quantied deterministically in terms
of the number of the eigenvalues of M1 and M2.
In a dierent direction, Gaussian behaviour associated with random choices of the parameter A
have also been studied in the context of innitely wide networks [56–58]. Specically, if the entries of
A are i.i.d. Gaussian random variables it follows that λ | ν can be viewed as Gaussian processes indexed
by ν. Combined with the Gaussianity of ν, this establishes the GET under general conditions on the
generator. However, this analysis relies crucially on the assumption that A is generated independently
of everything else. This assumption precludes the application to pre-trained generators.
A recent line research has derived Gaussian equivalence theorems using random matrix theory
(RMT) [59–62]. The equivalent mapping to a Gaussian model with appropriately chosen covariance
was explicitly stated and used in [63, 64] and extended to a broader setting encompassing data coming
from a GAN in [65, 66]. Similar to the analysis in this paper, the high-level idea is that certain integrals
with respect to the data distribution q(x, y) can be replaced by integrals over an appropriately dened
Gaussian approximation. The main dierence is the class of functions considered. Specically, Theorem 1
provides guarantees for any suciently smooth function applied to a given low-dimensional projections
of the features (x, c). This form of approximation is needed to justify the integro-dierential equations
derived in Sec. 3. By contrast, the RMT approach provides guarantees for a restricted set of functions
applied to high-dimensional matrices derived from samples of (x, c). For example, these results provide
equivalence of the empirical spectral measures of these random matrices as well as the prediction error
associated with specic learning algorithms. The results in this paper thus neither imply previous work,
nor are they, to the best of our knowledge, implied by it.
Our analysis also highlights the dependence of the rst few terms in the Hermite expansion of σ. In
particular, if σˆ(2) is zero, then the conditions are much less stringent. Note that if σˆ(2) is large, then
correlation in λ is described not by the linear dependence with ν, but by a quadratic dependence.
3 Dynamics of two-layer networks
learning from arbitrary generators
The Gaussian Equivalence Property (GEP) permits to express the pmse of a given student and teacher
in terms of only the “order parameters” Q,R, T, v and v˜ (6). In order to compute the pmse at all times
during training, it is thus sucient to track the evolution of the order parameters during training, which
is the goal of this section.
3.1 Learning setup
We train both layers of the network by performing stochastic gradient descent on the quadratic loss
with mini-batch size 1, such that the weight updates at the µth step of training read
dwki ≡
(
wki
)
µ+1
−
(
wki
)
µ
= − η√
N
vk∆g′(λk)xi, dvk = − η
N
g(λk)∆. (13)
where ∆ =
∑K
j=1 v
jg(λj)−∑Mm=1 v˜mg˜(νm). Note the dierent scaling of the learning rate η, which
guarantees the existence of a well-dened limit of the SGD dynamics as N →∞ [16]. While the order
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parameters Q,R, v are time-dependent through their dependence on the student weights, we will omit
the explicit time index to keep our notation light.
We will make the crucial assumption that at each step of the algorithm, we use a previously unseen
sample (x, y) to compute the updates in Eq. (13). This limit of innite training data is variously known
as online learning or one-shot/single-pass SGD. Using this assumption, the dynamics of two-layer
networks in the classic teacher-student setup have been analysed in seminal works by Biehl & Schwarze
[42] and Saad & Solla [43] (see also [67, 68]). Here, we generalise this type of analysis to two-layer
networks trained on inputs coming from deep generative models with the teacher acting on the latent
variables. Note that this online-learning framework has also been used by a number of recent works
studying the dynamics of networks with nite N and large hidden layer K →∞ [69–72].
From now on, we draw inputs from a deep generative network that we represent formally as
x = G(c) = GL · · · G3 ◦ G2 ◦ G1(c), c ∼ N (0, ID), (14)
where each layer G` of the generator could be any of the following:
Fully-connected layers apply a linear transformation to their inputs, G`(x) = Wx+ b, where W is the
weight matrix of that layer and b is the bias vector;
Convolutional layers [73, 74] are powerful tools to process visual data such as images. They apply a
one- or two-dimensional convolution over their input: G`(x) = ∑Cc Wk ∗ x+ b, where C is the
number of channels of the convolution and ∗ is the convolution operator;
Batch Normalisation layers [75] normalise the inputs of a mini-batch by re-centering and re-scaling
them as G`(x) = γ x−Ex√
Var x+α
+ β where α is a small, non-zero constant; γ and β are learnable
parameters, and the averages are calculated over the mini-batch.
Non-linear activation functions such as the ReLU function G`(x) = max(0, x) or the sigmoidal activa-
tion G`(x) = erf(x/√2).
Invertible transformations are invertible mappings G : RD → RD (i.e. bijections) used in normalising
ows [24, 25] that can transform simple probability distributions to complicated multi-modal
distributions. To be of practical use, calculating the Jacobian of G` should be computationally
ecient (see Kobyzev et al. [76] and Papamakarios et al. [77] for recent reviews.)
3.2 Statement of the equations
We derived a closed set of integro-dierential equations that describe the evolution of all order paramet-
ers under the assumption of the GEP. We provide a self-contained discussion of these equations here,
and relegate the detailed derivation to Sec. B. Remarkably, the generator G(c) only enters the equations
via the input-input and the input-latent covariance,
Ωij = Exixj , Φir = Exicr. (15)
The order parameter Q can be written as Qk` ≡ Eλkλ` ∼∑wki Ωijw`j . A key step in the analysis is to
diagonalise this sum by projecting the student weights into the eigenspace of Ω (cf. Sec. B.1). We can
then consider the integral representation
Qk` =
∫
dµΩ(ρ) ρ q
k`(ρ). (16)
where µΩ(ρ) is the spectral density of Ω (which is known and xed at all times since it is a property of the
generator G), and qkl(ρ) is a density whose time evolution can be characterised in the thermodynamic
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limit. In the canonical teacher-student model with i.i.d. inputs x, introducing such a density is not
necessary since the input-input covariance is trivial, Ωij = δij . As we go to the thermodynamic limit
N →∞, we can identify a continuous time-like parameter t ≡ µ/N as usual [42, 43, 78] and nd that
the density qk`(ρ) evolves according to
∂qk`(ρ)
∂t
= −η
ρ K∑
j 6=k
[
vkvjqk`(ρ)hkj(1)(Q) + v
kvjqj`(ρ)hkj(2)(Q)
]
+ ρvkvkqk`(ρ)hk(3)(Q)
− vk
M∑
n
[
ρv˜nqk`(ρ)hkn(4)(Q,R, T ) +
1√
δ
v˜nr`n(ρ)hkn(5)(Q,R, T )
]
+ all of the above with `→ k, k → `
)
+ η2γvkv`hk`(6)(Q,R, T, v, v˜).
(17)
where γ ≡∑τ ρτ/N and δ ≡ D/N . The functions hkj(1) etc. are scalar, non-linear functions that only
involve averages over the pre-activations λ and ν such as E g(νm)g′(λk)λj . By the GEP, these averages
can be expressed in terms of the order parameters (5), and hence the equation closes. Likewise, we
also consider the projection of ωmi ≡
∑
r Φirw˜
m
r into the eigenspace of Ω and consider the integral
representation
Rkm =
1√
δ
∫
dµΩ(ρ) r
km(ρ). (18)
We nd that rkm(ρ) evolves as
∂rkm(ρ)
∂t
= −ηvk
ρ K∑
j 6=k
[
vjrkm(ρ)hkj(1)(Q) + v
jρrjm(ρ)hkj(2)(Q)
]
+ vkρrkm(ρ)hk(3)(Q)
−
M∑
n
[
ρv˜nrkm(ρ)hkn(4)(Q,R, T ) +
1√
δ
v˜nhkn(5)(Q,R, T )
])
. (19)
Finally, the equation for v can be obtained directly from the SGD update (13) and reads
dvk
dt
= η
 M∑
n
v˜nh
kn
(7)(Q,R)−
K∑
j
vjhkj(7)(Q)
 . (20)
3.3 Solving the equations of motion
The equations of motion (16-20) are valid for any choice of generator network and for any teacher
and student activation functions g(x) and g˜(x) as long as the GEP holds. To solve the equations for a
particular setup, one needs to estimate the covariance matrices Ω and Φ, and to evaluate the functions
hkj(1) etc. that are given in the appendix. By choosing g(x) = g˜(x) = erf(x/
√
2), all these functions
have exact analytical expressions, which we give in Sec. B.6. We provide robust Monte Carlo estimators
of the covariance matrices of any generative network in pyTorch [79] and a numerical implementation
of the equations of motion [41].
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Figure 2: Dynamics of two-layer networks: Theory vs experiments for randomgenerators. We
compare the evolution of the pmse and the order parameters obtained from integration of Eqns. (16-20,
solid lines) and a single run of SGD (crosses). (a) Inputs are generated by a single-layer generator (7) with
i.i.d. weight matrix A and sign activation function (D = 800, N = 8000). (b) Inputs were generated by
the ve-layer DCGAN of Radford et al. [21] with random weights (D = 100, N = 3072). In both plots:
M = K = 2, v˜m = 1, η = 0.2, g(x) = g˜(x) = erf(x/
√
2), integration time step dt = 0.01.
4 Experiments
The derivation of the dynamical equations (16-20) relies on the GEP. While Theorem 1 gives veriable
conditions under which this is true for one-layer generators, it remains an open problem to establish
Gaussian equivalence rigorously for deeper generators with weights that are possibly pre-trained. We
thus conducted a set of experiments to test the validity of the dynamical equations, and hence the
GEP, in these settings. We compared the evolution of the pmse and the order parameters obtained by
integrating Eqns. (16-20) and by evaluating Eq. (5) explicitly during a single run of SGD for a two-layer
student with K = 2 hidden units. The teacher in all experiments was a two-layer network with M = 2
hidden units and weights drawn i.i.d. from the standard normal distribution.
4.1 Fully-connected and convolutional generators with random weights (Fig. 2)
As a rst test, we veried that the equations correctly predict the dynamics in a setting where Theorem 1
applies: a one-layer generator G(c) (7) with i.i.d. weight matrix A and sign activation function. In the
second set of experiments, we drew the inputs from the deep convolutional GAN (dcGAN) of Radford
et al. [21] with random i.i.d. weights. The dcGAN consists of ve convolutional layers, each followed by
a Batch Normalisation layer and a ReLU activation function. The nal activation function is tanh(x)
(see Sec. C for a detailed description). We show an example of the comparison for both cases in Fig. 2,
with more runs in Sec. C. The agreement between equations and simulations in both experiments is
very good.
4.2 Pre-trained deep convolutional GAN
Next, we used an instance of a dcGAN that was pre-trained on the CIFAR10 data set [80], with weights
provided by [81]. On the left of Fig. 3, we show 64 samples of images generated by this network from
i.i.d. Gaussian latent variables. On the level of the ODEs, the change of generator weights is reected
in the change of the covariance matrices Ωij and Φir (15), which need to be estimated precisely. The
comparison on the top right of Fig. 3 shows that the equations capture the evolution of the pmse well.
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Figure 3: Theory vs experiments for deep, pre-trained generative models. Top row: Same plot
as Fig. 2, but this time we draw the inputs from a pre-trained dcGAN that produces images such as
the one shown on the left. D = 100, N = 3072. Bottom row: Experiments with the realNVP model
of Dinh et al. [82]. (Left) The top four rows show images drawn randomly from the CIFAR10 data
set, the bottom four rows show images drawn randomly from the realNVP model trained on CIFAR10.
(Right) Same plot as Fig. 2 when inputs are drawn from the pre-trained realNVP. D = N = 3072.
In all experiments: M = K = 2, v˜m = 1, η = 0.2, g(x) = g˜(x) = erf(x/
√
2), integration time step
dt = 0.01.
Remarkably, the equations exactly predict the evolution of the second-layer weights v. This is a crucial
result, since we obtain these predictions from analytical expressions for the functions hkn(7) and h
kj
(8) that
are only valid if the GEP holds. One can therefore interpret the correct predictions for v based on the
GEP as experimental evidence that the GEP holds even for pre-trained, deep, convolutional generators.
The results for the order parameters Q and R reveal larger uctuations after about 100N ∼ 105
SGD steps, for example for Q11 (blue line in top right plot). One source of error here is numerical and
due to the small size of the teacher network (D = 100) to which we are comparing a theory that holds
asymptotically, i.e. when N,D →∞. Such a small teacher would lead to deviations from the ODEs due
to nite-size eects even for i.i.d. Gaussian inputs. To conrm that these deviations are nite-size eects,
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we also veried our theory for a dierent class of generative model, the aforementioned normalising
ows, who have a larger latent dimension D. We discuss this in the next section.
4.3 Normalising ows: the real NVP
We nally tested the validity of the GEP with a generative model from the class of normalising ows [24,
25, 76, 77]. The key idea behind these models is to obtain a given target distribution from a series of
bijective transformations of a much simpler distribution, say the multidimensional normal distribution.
Constructing a probability density in this way has the advantage that the model’s output distribution
can be written down exactly, making it possible to minimise the exact log-likelihood. This should be
contrasted with variational auto-encoders [22], where a bound on the log-likelihood is optimised, or
GANs, where the unsupervised problem of density estimation is transformed into a supervised learning
problem [23]. For the purpose of verifying the GET via the validity of the dynamical equations, normal-
ising ows have another desirable property: Since the normalising ow is invertible, it implements a
mapping G : RN → RN , i.e. the latent dimension D of a generative model for CIFAR10 images will be
equal to the dimension of CIFAR10 images, D = N = 3072. This should alleviate the nite-size eects
we observed with the dcGAN in the previous experiment.
We trained an instance of the real NVP model of Dinh et al. [82] using the pyTorch port of the
original TensorFlow implementation provided by Mu [83]. Using the original hyper-parameters [82],
we reached an average value of≈ 3.5 bits/dim on the validation set, which agrees with the value of 3.49
bits / dim reported there. Images generated by the trained model are shown in the bottom four rows of
the grid at the bottom of Fig. 3. The comparison between ODEs and simulation (bottom right of Fig. 3)
shows very good agreement between the simulation and the prediction from the ODEs, demonstrating
the validity of the Gaussian Equivalence Property for this instance of a pre-trained generative model
with ∼ 6.3 · 106 trainable parameters.
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A Proof of the Gaussian Equivalence Theorem
There are two main steps to the proof. First we provide a one-dimensional GET (Theorem 2), which is
stated under a more general setting and then we show how Theorem 1 of the main text follows as a
special case.
A.1 One-dimensional GET
Let Z = (Z1, . . . , Zd) be a vector of standard Gaussian variables and let X = (X1, . . . , Xn) be
generated according to Xi = σi(a>i Z), i = 1, . . . , n, where each σi : R → R and each ai is a unit
vector in Rd. Let ρ be the n × n positive semi-denite matrix ρij = a>i aj and let ρ˜ = ρ − In be the
matrix obtained by setting the diagonal entries to zero.
The main result of this section provides Gaussian approximation for a one-dimensional projection of
X . We dene I to be the subset of [n] = {1, . . . , n} such that σi is not ane. Notice that the variables
indexed by the complement of the set, namely {Xi, i ∈ [n]\I}, are jointly Gaussian by construction.
Assumption 1 (Weak Correlation). There exists a constant Cρ such that∑
i,j∈I
ρ˜4ij ≤ C4ρ . (A.1)
Assumption 2 (Smoothness). Each σi is thrice dierentiable. Furthermore, there exists a constant Cσ
such that
max
{
E[(σi(u))4]1/4,
(
E
[
(σ′i(u))
2
])1/2
, ‖σ′′i ‖∞, ‖σ′′′i ‖∞
}
≤ Cσ, (A.2)
where u ∼ N (0, 1).
Each σi can be expressed via its Hermite expansion
σi(u) =
∞∑
k=0
σˆi(k)hk(u), (A.3)
where σˆi(k) is the kth Hermite coecient of σi and hk is the kth (normalised) probabilist’s Hermite
polynomial. Note that if σi is ane then σˆi(k) = 0 for k ≥ 2.
Theorem 2. Let P be the distribution of 1√
n
∑n
i=1Xi and let Pˆ be the Gaussian distribution with the
same mean and variance. Under Assumptions 1 and 2,
d(P, Pˆ ) ≤ CCσ√
n
(
δ1 +
√
n δ2 + C
2
σ + (Cσ + C
2
σ)(C
2
ρ + C
4
ρ)
)
, (A.4)
where C is a universal constant,
δ1 =
1
n
∑
i,j,`∈I
ρ˜ij ρ˜i` (σˆj(1)σˆ`(1) + 2ρj`σˆj(2)σˆ`(2)) +
1
n
∑
i∈I
 ∑
j∈[n]\I
ρ˜ij σˆj(1)
2 (A.5a)
δ2 =
1
n
∑
i,j,`∈I
ρ˜2ij ρ˜
2
i` (2σˆj(2)σˆ`(2) + 6ρj`σˆj(3)σˆ`(3)) (A.5b)
and I is the subset of {1, . . . , n} such that σi is not ane.
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A.2 Proof of Theorem 1
Having established the one-dimensional GET, we are now in a position to prove Theorem 1 of the main
text. Let P be the distribution on RK+M dened by the variables
λk =
1√
N
N∑
i=1
wki xi, k = 1, . . . ,K, ν
m =
1√
D
D∑
r=1
w˜mr cr, m = 1, . . . ,M
where W = (wki ) ∈ RK×N and W˜ = (w˜mr ) ∈ RM×D are weight matrices and c ∼ N (0, ID) is a
vector of latent Gaussian variables. Recall that x ∈ RN is generated according to xi = σ(a>i c) where
σ : R→ R is a non-linearity and each ai is a unit vector in RD .
To bound the maximum-sliced distance between P and a Gaussian approximation it is sucient
to bound the dierence with respect to every one-dimensional projection. Given any unit vector
α ∈ RK+M the variable S ∼ α>P is given by
S =
1√
N
N∑
i=1
K∑
k=1
αkwki xi +
1√
D
D∑
r=1
M∑
m=1
αK+mw˜mr cr. (A.6)
To express this variable using the notation in Section A.1, dene w = (wi) ∈ RN and w˜ = (w˜r) ∈ Rd
according to
wi =
K∑
k=1
αkwki , w˜r =
M∑
m=1
αK+mw˜mi−N (A.7)
Letting n = N +D, we can write S = 1√
n
∑n
i=1Xi where
Xi =

√
n
N
wiσ(a
>
i Z), 1 ≤ i ≤ N√
n
D
w˜re
>
i−NZ, N < i ≤ N +D
(A.8)
and er denotes the rth standard basis vector in Rd. Then, the assumptions of Theorem 2 are satised
with I = {1, . . . , N} denoting the set of indices for whichXi is a non-ane function of Z . In particular,
the distance between the projection of P and the projection of the Gaussian distribution Pˆ with matched
rst and second moments satises
d(α>P, α>Pˆ ) = O
(
δ1√
N
+
√
δ2 +
1√
N
)
(A.9)
where
δ1 =
1
N
N∑
i,j,`=1
wjw`ρ˜ij ρ˜i`
(
σˆ2(1) + 2ρj`σˆ
2(2)
)
+
1
D
N∑
i=1
D∑
r,r′=1
airair′w˜rw˜r′ (A.10)
δ2 =
1
N
N∑
i,j,`=1
wjw`ρ˜
2
ij ρ˜
2
i`
(
2σˆ2(2) + 6ρj`σˆ
2(3)
)
. (A.11)
Recalling the denitions of the matrices M1 and M2, it follows that
δ1√
N
= O
(∥∥∥∥ 1√Nw>M1/21
∥∥∥∥2 + 1√N
∥∥∥∥ 1√Dw˜>A>
∥∥∥∥2
)
(A.12)
√
δ2 = O
(∥∥∥∥ 1√Nw>M1/22
∥∥∥∥) . (A.13)
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Finally, recalling the denition of (w, w˜) we see that the following bounds holds uniformly with respect
to α:
δ1√
N
= O
(∥∥∥∥ 1√NWM1/21
∥∥∥∥2 + σˆ(1)2√N
∥∥∥∥ 1√NWA
∥∥∥∥2 + 1√N
∥∥∥∥ 1√DW˜>A>
∥∥∥∥2
)
(A.14)
√
δ2 = O
(∥∥∥∥ 1√NWM1/22
∥∥∥∥) . (A.15)
This completes the proof of Theorem 1.
A.3 Proof of Theorem 2
A.3.1 Gaussian comparison
The following results shows that it is sucient to bound the distance between P and a Gaussian
distribution that has the same mean but possibly dierent variance.
Lemma 3. For any µ ∈ R and v1, v2 ≥ 0,
d(N (µ, v1),N (µ, v2)) = 1
2
|v1 − v2| (A.16)
Proof. Without loss of generality assume v1 ≤ v2. Letting U1, U2 be independent standard Gaussian
variables we have X1 = µ+
√
v1U1 ∼ N (µ, v1) and X2 = X1 +
√
v2 − v1U2 ∼ N (µ, v2). For each
f ∈ F , a second order Taylor series expansion gives
f(X2)− f(X1) =
√
v2 − v1U2f ′(X1) + 1
2
(v2 − v1)U22 f ′′(X∗), (A.17)
where X∗ lies between X1 and X2. The rst term has zero mean, because U2 is independent of X1. By
assumption ‖f ′′‖∞ ≤ 1 and thus |E [f(X2)]− E [f(X1)]| ≤ 12 |v2 − v1| for all f ∈ F . To see that this
upper bound is tight, note that the inequality is attained for the choice f(x) = 12(x− µ)2.
Lemma 4. Let P be a distribution on R with mean µ and variance v. Then,
d(P,N (µ, v)) ≤ 2d(P,N (µ, v˜)) (A.18)
for all v˜ ≥ 0.
Proof. By the triangle inequality,
d(P,N (µ, v)) ≤ d(P,N (µ, v˜)) + d(N (µ, v),N (µ, v˜)). (A.19)
Noting that the function f(x) = 12(x−µ)2 belongs toF the rst term satises d(P,N (µ, v˜)) ≥ 12 |v−v˜|.
By Lemma 3, the second term satises d(N (µ, v),N (µ, v˜)) = 12 |v − v˜|. Combining these inequalities
gives the stated result.
For the purposes of the proof, we introduce the Gaussian variables
Xˆi = σˆi(0)σˆi(1)a
>
i Z +
(
Var(Xi)− σˆ2i (1)
)1/2
ξi, i = 1, . . . , n (A.20)
where ξ1, . . . , ξn are independent standard Gaussian variables. Furthermore, we dene
S =
1√
n
n∑
i=1
Xi, Sˆ =
1√
n
n∑
i=1
Xˆi. (A.21)
By construction, these variables have the same mean and thus, by Lemma 4, d(P, Pˆ ) ≤ 2d(S, Sˆ), where,
in a slight abuse of notation, we write d(S, Sˆ) to denote the distance between the distribution of the
distributions of S and Sˆ, resp.
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A.3.2 Replacement method
Without loss of generality we will assume that each Xi has mean zero. Given a test function f ∈ F we
are interested in the discrepancy
∆ = E [f(S)]− E
[
f(Sˆ)
]
. (A.22)
The rst step in the proof is to use the replacement method. For each i = 1, . . . , n, dene the hybrid
random variable
Si =
1√
n
i−1∑
j=1
Xi +
1√
n
n∑
j=i+1
Xˆi, (A.23)
which excludes the contribution of the ith term. By the relation Si + 1√nXi = Si−1 +
1√
n
Xˆi, we obtain
the telescoping sum:
∆ =
n∑
i=1
E
[
f
(
Si +
1√
n
Xi
)]
− E
[
f(Si +
1√
n
Xˆi)
]
︸ ︷︷ ︸
∆i
, (A.24)
Applying a third order Taylor series expansion to f about Si and recalling that ‖f ′′′‖∞ ≤ 1, leads to∣∣∣∣f (Si + 1√nXi
)
− f (Si)− 1√
n
Xif
′ (Si)− 1
n
X2i f
′′ (Si)
∣∣∣∣ ≤ 16n3/2 |Xi|3 (A.25)∣∣∣∣f (Si + 1√nXˆi
)
− f (Si)− 1√
n
Xˆif
′ (Si)− 1
n
Xˆ2i f
′′ (Si)
∣∣∣∣ ≤ 16n3/2 |Xˆi|3. (A.26)
Comparing these bounds leads the decomposition
∆i = ∆i,1 + ∆i,2 + ∆i,3, (A.27)
where
∆i,1 =
1√
n
E
[
(Xi − Xˆi)f ′ (Si)
]
(A.28)
∆i,2 =
1
2n
E
[
(X2i − Xˆ2i )f ′′ (Si)
]
(A.29)
|∆i,3| ≤ 1
6n3/2
E
[
|Xi|3 + |Xˆi|3
]
. (A.30)
Note that if (Xi, Xˆi) were independent of Si then the terms ∆i,1 and ∆i,2 would be zero due to the
fact that fact that Xi and Xˆi have the same rst and second moments, and we would recover variation
of the variation of the Berry–Esseen Theorem [49, Chapter 11.5].
A.3.3 Decomposition argument
To make the dependence between (Xi, Xˆi) and Si explicit, we use a decomposition argument that
leverages the Gaussianity of the latent variables. Dene Ui = a>i Z , for i = 1, . . . , n. By the Gaussianity
of Z we can write
Uj = ρijUi + Vij (A.31)
where (Vi1, . . . , Vin) is a Gaussian vector that is independent of Ui. A simple calculation reveals that
Cov(Vij , Vi`) = ρj` − ρijρi`. Using this decomposition, we have
Xj = σj (ρijUi + Vij) , Xˆi = σˆj(1) (ρijUi + Vij) +
√
Var(Xj)− σˆ2j (1)ξj . (A.32)
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Next, we dene the random function Ti : R→ R according to
Ti(u) =
1√
n
i−1∑
j=1
σi(ρiju+ Vij) +
1√
n
n∑
j=i+1
(
σˆj(1)(ρiju+ Vij) +
√
Var(Xj)− σˆ2j (1)ξj
)
(A.33)
The variable Si corresponds to Ti evaluated at Ui. We will also interested in the derivatives with respect
to u, we which are denoted by T ′i = ∂∂uTi, T
′′
i =
∂2
∂u2
Ti, and so on. The supremum norm of this process
is denoted by ‖Ti‖∞ = supu∈R |Ti(u)|. Also, we dene the variables:
S′i = T
′′
i (Ui), S
′′
i = T
′′
i (Ui). (A.34)
With the denitions in hand, we are ready to state bounds on the terms ∆i,1 and ∆i,2. The following
results are proved in Sections A.3.5 and A.3.6
Lemma 5. Under Assumption 2,
∆i,1 ≤ CCσ√
n
(
E
[
(S′i)
2
]
+ E
[∣∣S′′i ∣∣]+ E [‖T ′′i ‖2∞]+ E [∥∥T ′′′i ∥∥∞] ), (A.35)
where C is a universal constant.
Lemma 6. Under Assumption 2,
|∆i,2| ≤ CCσ√
n
(
C2σ
n
+ E
[
(S′n)
2
])
(A.36)
where C is a universal constant.
A.3.4 Final steps in proof
Combining (A.27), (A.30), (A.35), and (A.36) along with the bounds E[|Xi|3],E[|Xˆi|3] ≤ C3σ leads to
∆i ≤ CCσ√
n
(
C2σ
n
+ E[(S′i)2] + E[|S′′i |] + E[
∥∥T ′′i ∥∥2∞] + E [∥∥T ′′′i ∥∥∞]) , (A.37)
where C is a universal constant. In view of (A.24), the remaining step of the proof is to bound the
summation of the right-hand side. To simplify this analysis, we make two observations. First, ∆i = 0
whenever σi is ane and thus we can restrict the summation to the set I . Second, the replacement
method can be applied with respect to any permutation of the problem indices. In particular, if we let
Πi to denote the average with respect to a random permutation of the indices in [n]\i, then we have
∆ ≤ CCσ√
n
(
C2σ +
∑
i∈I
Πi
(
E[(S′i)2] + E[|S′′i |] + E[
∥∥T ′′i ∥∥2∞] + E[∥∥T ′′′i ∥∥∞])
)
, (A.38)
The proof of the following result is given in Section A.3.7.
Lemma 7. Under Assumptions 1 and 2,∑
i∈I
ΠiE[(S′i)2] ≤ δ1 + C2σ(C2ρ + C4ρ) (A.39)∑
i∈I
ΠiE[|S′′i |] ≤
√
n δ2 + Cσ(C
2
ρ + C
3
ρ) (A.40)∑
i∈I
ΠiE[‖T ′′i ‖2∞] ≤ C2σC4ρ (A.41)∑
i∈I
ΠiE[‖T ′′′i ‖∞] ≤ CσC3ρ (A.42)
where δ1 and δ2 are given in (A.5).
Theorem 2 follows from combining (A.37) with Lemma 7 and noting that the upper bound on ∆
holds uniformly for all f ∈ F .
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A.3.5 Proof of Lemma 5
To begin, recall that (Xi, Xˆi) is independent of Si conditioned on Ui. Therefore, the term ∆n,1 can
expressed as
∆i,1 =
1√
n
E
[
(σi(Ui)− σˆ(1)Ui) f ′(Ti(Ui))
]
, (A.43)
For each u, η ∈ R, a third order Taylor series expansion gives
f ′(Ti(u)) = f ′(T (η)) + (T (u)− T (η)) f ′′(T (η)) + 1
2
(T (u)− T (η))2 f ′′′(T (u∗)), (A.44)
where u∗ lies between u and η. For the rst instance of T (u)− T (η) in the above expression, we again
use the third order expansion to write
Ti(u)− Ti(η) = (u− η)T ′i (η) +
1
2
(u− η)2T ′′i (η) +
1
6
(u− η)3T ′′′i (u∗∗), (A.45)
where u∗∗ lies between u and η. For the second instance, use the upper bound
(Ti(u)− Ti(η))2 =
(
(u− η)T ′i (η) +
1
2
(u− η)2T ′′i (u∗∗∗)
)2
(A.46)
≤ 4(u2 + η2) (T ′(u))2 + 4(u4 + η4) (T ′′(u∗∗∗))2 (A.47)
where u∗∗∗ lies between u and v. Here, the second line follows from the inequality (a+ b)2 ≤ 2a2 +2b2.
Combing the above expressions with the assumptions ‖f ′′‖ ≤ 1 and ‖f ′′′‖ ≤ 1 leads to the
approximation ∣∣f ′(Ti(u))−Ψi,η(u)∣∣ ≤ Φi,η(u), (A.48)
where
Ψi,η(u) = Aη + uBη +
1
2
u2T ′′i (η)f
′′(Ti(η)) (A.49)
Φi,η(u) = 2(u
2 + η2)
(
T ′i (η)
)2
+
2
3
(|u|3 + |η|3) ∥∥T ′′′i ∥∥∞ + 2(u4 + η4) ∥∥T ′′i ∥∥2∞ . (A.50)
We will see shortly that the values of the variables Az and Bz are unimportant. Returning to the main
quantity of interest, we can now write
∆i,1 ≤ 1√
n
|E [(σi(Ui)− σˆ(1)Ui) Ψi,η(Ui)]|+ 1√
n
E [|σi(Ui)− σˆ(1)Ui)|Φi,η(Ui)] (A.51)
The rst term satises
|E [(σi(Ui)− σˆ(1)Ui)) Ψi,η(Ui)]|
=
∣∣∣∣12E [(σi(Ui)− σˆ(1)Ui))U2i ]T ′′i (η)f ′′(Ti(η))
∣∣∣∣ ≤ CCσ|T ′′i (η)| (A.52)
where C is a universal constant and we have used the fact that σi(Ui)− σˆ(1)Ui is uncorrelated with
any ane function of Ui. For the second term, the Cauchy-Schwarz inequality and the assumptions on
σi lead to
E [|σi(Ui)− σˆ(1)Ui)|Φi,η(Ui)]
≤ CCσ
√
E [|E [Φi,η(Ui) | Ui] |2]
≤ C ′Cσ
(
(1+η2)E
[(
T ′i (η)
)2]
+ (1+|η|3)E [∥∥T ′′′i ∥∥∞]+ (1+η4)E [∥∥T ′′i ∥∥2∞] )
(A.53)
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The bounds given above hold for each η ∈ R. To obtain an expression in terms of the variables S′i and
S′′i we will take the expectation of this bound with respect to η ∼ N (0, 1). The only nontrivial term in
the expectation is the product η2(T ′(η))2, which can be bounded as follows:
E
[
η2
(
T ′(η)
)2]
= E
[(
T ′(η)
)2]
+ 2E
[
ηT ′(η)T ′′(η)
]
(A.54)
≤ E
[(
T ′(η)
)2]
+ 2
√
E
[
η2 (T ′(η))2
]
E
[
(T ′′(η))2
]
(A.55)
≤ 2E
[(
T ′(η)
)2]
+ 4E
[(
T ′′(η)
)2]
, (A.56)
where, the rst step is Stein’s lemma applied to the function η 7→ η(T ′(η))2, the second step is the
Cauchy-Schwarz inequality, and last step is due to Lemma 8 below.
Lemma 8. For positive numbers x, a, b, the inequality x ≤ a+ 2√bx implies that x ≤ 2a+ 4b.
Proof. Let y =
√
x. Then the assumed inequality becomes y2 − 2√by − a ≤ 0. Solving for the largest
root of this polynomial gives y ≤ √b+√b+ a. Squaring both sides and applying the basic inequality
(u+ v)2 ≤ 2u2 + 2v2 gives the desired result.
Putting these pieces together and noting that for η ∼ N (0, 1), the tuple (η, T ′i (η), T ′′i (η)) is equal
in distribution to (Ui, S′i, S′′i ) gives
∆i,1 ≤ CCσ√
n
(
E
[
(S′i)
2
]
+ E
[∣∣S′′i ∣∣]+ E [(S′′i )2]+ E [‖T ′′i ‖2∞]+ E [∥∥T ′′′i ∥∥∞] ). (A.57)
Finally, noting that E
[
(S′′i )
2
] ≤ E [‖T ′′i ‖2∞] completes the proof of Lemma 5.
A.3.6 Proof of Lemma 6
Dene ψi(u) = E [f ′′(Ti(u))]. Starting with the fact that (Xi, Xˆi) is independent of Si conditioned on
Ui we can write
∆i,2 =
1
n
E
[(
X2i − Xˆ2i
)
ψi(Ui)
]
=
1
n
E
[(
X2i − Xˆ2i
)
(ψi(Ui)− E [ψi(Ui)])
]
≤ CC
2
σ
n
√
Var(ψi(Ui)), (A.58)
where the second step follows because Xi and Xˆi have the same second moments. By the Gaussian
Poincaré inequality,
Var(ψi(Ui)) ≤ E
[(
ψ′i(Ui)
)2]
= E
[(
E
[
T ′i (Ui)f
′′′(Ti(Ui) | Ui
]
)
)2] ≤ E [(S′n)2] , (A.59)
where the last step follows from Jensen’s inequality and the assumption ‖f ′′′‖∞ ≤ 1. Putting these
bounds back together, we get
|∆n,2| ≤ CC
2
σ
n
(
E
[
(S′n)
2
])1/2 ≤ CCσ√
n
(
C2σ
n
+ E
[
(S′n)
2
])
(A.60)
where the last step follows from ab < a2 + b2. Although this last step is not strictly necessary at this
stage, it turns out to simplify the analysis later on.
18
A.3.7 Proof of Lemma 7
To begin, observe that
T ′i (u) =
1√
n
i∑
j=1
ρ˜ijσ
′
j(ρiju+ Vij) +
1√
n
n∑
j=i+1
ρ˜ij σˆj(1)u (A.61)
T ′′i (u) =
1√
n
i∑
j=1
ρ˜2ijσ
′′
j (ρiju+ Vij) (A.62)
T ′′′i (u) =
1√
n
i∑
j=1
ρ˜3ijσ
′′′
j (ρiju+ Vij). (A.63)
where we recall that
ρ˜ij =
{
ρij i 6= j,
0 i = j.
(A.64)
Proof of Inequality (A.39) We begin with the term S′i = T ′i (Ui). Noting that E[σ′j(Uj)] = σˆj(1)
and using the inequality (a+ b)2 ≤ 2a2 + 2b2 leads to
E[(S′i)2] ≤
1
n
E
 n∑
j=1
ρ˜ijσ
′
j(Uj)
2 ≤ 2
n
E
∑
j∈I
ρ˜ijσ
′
j(Uj)
2+ 2
n
 ∑
j∈[n]\I
ρ˜ij σˆj(1)
2 .
(A.65)
This upper bound holds for all permutations of the entries in [n]\i and thus
∑
i∈I
ΠiE[(S′i)2] ≤
2
n
∑
i,j,`∈I
ρ˜ij ρ˜i`E
[
σ′j(Uj)σ
′
`(U`)
]
+
2
n
∑
i∈I
 ∑
j∈[n]\I
ρ˜ij σˆj(1)
2 (A.66)
Next we use that fact thatUi, Uj are Gaussian with mean zero, variance one, and correlation ρij . The
Hermite coecients of σ′i are related to the coecients of σi via the relation (̂σ′i)(k) =
√
k + 1σˆi(k+1).
Combined with the property (see [49, Proposition 11.31])
E [hk(Uj)hk′(U`)] =
{
ρkj`, k = k
′
0, k 6= k′
, (A.67)
we can write
E
[
σ′j(Uj)σ
′
`(U`)
]
= σˆj(1)σˆ`(1) + 2ρj`σˆj(2)σˆ`(2) +
∞∑
k=2
(̂σ′j)(k)(̂σ
′
`)(k)︸ ︷︷ ︸
Rj`
. (A.68)
By the Cauchy-Schwarz inequality, the remainder satises
|Rj`| ≤
√√√√ ∞∑
k=2
(̂σ′j)
2
(k)
√√√√ ∞∑
k=2
(̂σ′`)
2
(k) ≤
√
E
[
σ2j (Uj)
]√
E
[
σ2` (U`)
] ≤ C2σ. (A.69)
Hence, ∑
i∈I
ΠiE[(S′i)2] ≤ 2δ1 +
C2σ
n
∑
i,j,`∈I
|ρ˜ij ρ˜i`| ρ2j` (A.70)
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To bound the second term (A.70) in we use the identity ρ2j` = δj−` + ρ˜2j` and write
1
n
∑
i,j,`∈I
|ρ˜ij ρ˜i`| ρ2j` =
1
n
∑
i,j∈I
ρ˜2ij +
∑
i,j,`∈I
|ρ˜ij ρ˜i`| ρ˜2j`. (A.71)
The st term can be bounded as 1n
∑
i,j∈I ρ˜
2
ij ≤
(∑
i,j∈I ρ˜
4
ij
)1/2 ≤ C2ρ . For the second term, we write
1
n
∑
i,j,`∈I
|ρ˜ij ρ˜i`| ρ˜2j` ≤
1
n
∑
i∈I
∑
j,`∈I
ρ˜2ij ρ˜
2
i`
1/2∑
j,`∈I
ρ˜4j`
1/2 ≤ C2ρ
n
∑
i,j∈I
ρ˜2ij ≤ C4ρ . (A.72)
Combining the above displays, we have shown that∑
i∈I
E[(S′i)2] ≤ δ1 + C2σ(C2ρ + C4ρ) (A.73)
Proof of Inequality (A.40) Next we consider the termS′′i = T ′′i (Ui). Starting with Jensen’s inequality
ΠiE[|S′′i |] ≤
√
ΠiE[(S′′i )2] =
ΠiE
 i∑
j=1
ρ˜2ijσ
′′
j (Uj)
21/2 . (A.74)
Note that for any sequence r1, . . . , rn, and integer i ∈ [n] we can write
Πi
 i∑
j=1
rj
2 = 1
(n− 1)!
∑
pii
 n∑
j=1
1{pii(j)≤i}rj
2 (A.75)
=
n∑
j,`=1
(
1
(n− 1)!
∑
pii
1{pii(j)≤i}1{pii(j)≤i}
)
rjr` ≤
n∑
j,`=1
rjr`, (A.76)
where the summation is over all permutations pii : [n]→ [n] satisfying pii(i) = i. Thus,
∑
i∈I
ΠiE[|S′′i |] ≤
1√
n
n∑
i∈I
∑
j,`∈I
ρ˜2ij ρ˜
2
i`E
[
σ′′j (Uj)σ
′′
` (U`)
]1/2 (A.77)
≤ √n
 1√
n
∑
i,j,`∈I
ρ˜2ij ρ˜
2
i`E
[
σ′′j (Uj)σ
′′
` (U`)
]1/2 (A.78)
where the second step is the Cauchy-Schwarz inequality. Noting that (̂σ′′i )(k) =
√
k + 1
√
k + 2σˆi(k+2)
and following the same approach used in (A.68) and (A.69) leads to∣∣E [σ′′(Uj)σ′′(U`)]− 2σˆj(2)σˆ`(2)− 6ρj`σˆj(3)σˆ`(3)∣∣ ≤ ρ2j`C2σ, (A.79)
and thus
1
n
∑
i,j,`∈I
ρ˜2ij ρ˜
2
i`E
[
σ′′j (Uj)σ
′′
` (U`)
] ≤ δ2 + C2σ
n
∑
i,j,`∈I
ρ˜2ij ρ˜
2
i`ρ
2
j`. (A.80)
To bound second term in (A.80), we use the identity ρ2j` = δj−` + ρ˜2j` and write∑
i,j,`∈I
ρ˜2ij ρ˜
2
i`ρ
2
j` =
∑
i,j∈I
ρ˜4ij +
∑
i,j,`∈I
ρ˜2ij ρ˜
2
i`ρ˜
2
j`. (A.81)
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The rst term is bounded from above by C4ρ . For the second term, we write
∑
i,j,`∈I
ρ˜2ij ρ˜
2
i`ρ˜
2
j` ≤
∑
i∈I
∑
j,`∈I
ρ˜4ij ρ˜
4
i`
1/2∑
j,`∈I
ρ˜4j`
1/2 =
∑
j,`∈I
ρ˜4j`
3/2 ≤ C6ρ . (A.82)
Combining the above displays, we see that
n∑
i∈I
Epi[|S′′i |] ≤
√
n δ2 + Cσ(C
2
ρ + C
3
ρ). (A.83)
Proof of Inequality (A.41) By (A.62) and the assumptions on σ′′i , the following holds almost surely:
‖T ′′i ‖∞ ≤
Cσ√
n
∑
j∈I
ρ˜2ij ≤ Cσ
∑
j∈I
ρ˜4ij
1/2 . (A.84)
where the second step is the Cauchy-Schwarz inequality. Hence,∑
i∈I
Πi‖T ′′i ‖2∞ ≤ C2σ
∑
i,j∈I
ρ˜4ij ≤ C2σC4ρ . (A.85)
Proof of Inequality (A.42) By (A.63) and the assumptions on σ′′′i , the following inequality holds
almost surely:
‖T ′′′i ‖∞ ≤
Cσ√
n
∑
j∈I
|ρ˜3ij |. (A.86)
Hence, ∑
i∈I
Πi‖T ′′′i ‖∞ ≤
Cσ√
n
∑
i,j∈I
|ρ˜3i,j | ≤ CσC3ρ . (A.87)
This concludes the proof of Lemma 7.
B Derivation of the equations of motion of Sec. 3
Here we give a detailed derivation of the equations of motion that describe the dynamics of the two-layer
neural net studied in Sec. 3. We refer to this section for a detailed description of the setup. The GEP
allows us to express the prediction mean-squared error pmse as a function of the second-layer weights
v and v˜ as well as the second moments of (λ, ν), which we can write in terms of the covariance matrices
Ωij = Exixj and Φir = Exicr as
Qk` ≡ Eλkλ` = 1
N
N∑
i,j
wki Ωijw
k
j (B.1)
Rkm ≡ Eλkνm = 1√
δ
1
N
∑
i,r
wki Φirw˜
m
r (B.2)
Tmn ≡ E νmνn = 1
D
D∑
r,s
w˜mr w˜
n
r . (B.3)
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We will adopt the notational convention for tensors such as Qk` that extensive indices (taking values
up to D, N ) are below the line, while we’ll use upper indices when they take a nite number of values
up to M or K . The challenge of controlling the learning in the thermodynamic limit will be to write
closed equations using matrices with only “upper” indices left. Finally, we will adopt the convention
that the indices j, k, `, ι = 1, . . . ,K always denote student nodes, while n,m = 1, . . . ,M are reserved
for teacher hidden nodes.
B.1 Rotating the dynamics
The rst step in the derivation is to rotate the order parameters into the basis given by the eigen-
decomposition of the covariance matrix
Ωij =
1
N
∑
τ
ρτψτiψτj , (B.4)
with eigenvalues ρτ and eigenvectors ψτ that are normalised as∑
τ
ψτiψτj = Nδij and
∑
i
ψτiψτ ′i = Nδττ ′ . (B.5)
We can then re-write the “teacher-student overlap” R (B.2) as
Rkm =
1√
δN
∑
τ
Γkτ Γ˜
m
τ (B.6)
where we have introduced the student projection
Γkτ ≡
1√
N
∑
i
ψτiw
k
i (B.7)
and the teacher projections
Γ˜mτ ≡
1√
N
∑
i
ψτiω˜
m
i , ω˜
m
i ≡
∑
r
Φirw˜
m
r . (B.8)
Note the normalisation (or lack thereof); this is due the fact that Φir = Exicr ∼ O(1/
√
N). The
student-student overlap becomes likewise
Qkl =
1
N
∑
τ
ρτΓ
k
τΓ
`
τ , (B.9)
and we also introduce a new teacher-teacher overlap, which is given by
T˜nm =
1
N
∑
τ
Γ˜nτ Γ˜
m
τ =
1
N
∑
i
∑
r,s
w˜nrΦirΦisw˜
m
s (B.10)
This order parameter can be interpreted as a teacher-teacher overlap with the teacher weights “rotated”
by
[
Φ>Φ
]
rs
. This is a key observation: having the teacher act on the latent variables means that instead
of having the actual teacher-teacher overlap, the student also sees a rotated version, rendering perfect
learning impossible.
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B.2 Teacher-student overlap
To analyse quantities that are linear in the weights, such as the teacher-student overlap Rkm, we have
to analyse the SGD update
dΓkτ = −
η√
N
vk
 K∑
j 6=k
vjAjkτ + vkBkτ −
M∑
n
v˜nCnkτ
 . (B.11)
We will use d to denote the change in time-dependent quantities during one step of SGD. We have
dened the following averages
Ajkτ = E g(λj)g′(λk)βτ , (B.12)
Bkτ = E g(λk)g′(λk)βτ , (B.13)
Cnkτ = E g˜(νn)g′(λk)βτ . (B.14)
where we have introduced the projected input
βτ ≡ 1√
N
∑
i
ψτixi. (B.15)
As we discussed in the main text, there are now two crucial facts that make computing these averages
possible:
Online assumption At each step µ of SGD, the input xµ used to evaluate the gradient is generated
from a previously unused latent vector cµ, which is uncorrelated to the students weights at that
time;
Gaussian Equivalence assumption We assume that theK+M variables {λk, νm} are jointly Gaus-
sian, making it possible to express the averages over {λk, νm} in terms of only their covariances,
and hence later to close the equations. For the special-case of a single-layer generative network,
Theorem 1 gives us veriable conditions on the weights of the generator under which this holds.
Using a simple Lemma 9 to evaluate the averages (B.12-B.14) yields
Ajkτ =
1
QkkQjj − (Qkj)2
(
QjjE
[
g′(λk)λkg(λj)
]
E
[
λkβτ
]
−QkjE
[
g′(λk)λjg(λj)
]
E
[
λkβτ
]
−QkjE
[
g′(λk)λkg(λj)
]
E
[
λjβτ
]
+QkkE
[
g′(λk)λjg(λj)
]
E
[
λjβτ
])
,
(B.16)
Bkτ =
1
Qkk
E
[
g′(λk)λkg(λk)
]
E
[
λkβτ
]
, (B.17)
Cnkτ =
1
QkkTnn − (Rkn)2
(
TnnE
[
g′(λk)λkg˜(νn)
]
E
[
λkβτ
]
−RknE
[
g′(λk)νng˜(νn)
]
E
[
λkβτ
]
−RknE
[
g′(λk)λkg˜(νn)
]
E [νnβτ ] +QkkE
[
g′(λk)νng˜(νn)
]
E [νnβτ ]
)
.
(B.18)
At this point, it is convenient to introduce a short-hand for the three-dimensional Gaussian averages
I3(k, j, n) ≡ E
[
g′(λk)λj g˜(νn)
]
, (B.19)
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which was introduced by Saad & Solla [43]. Arguments passed to I3 should be translated into local
elds on the right-hand side by using the convention where the indices j, k, `, ι always refer to student
local elds λj , etc., while the indices n,m always refer to teacher local elds νn, νm. Similarly,
I3(k, j, j) ≡ E
[
g′(λk)λjg(λj)
]
, (B.20)
where having the index j as the third argument means that the third factor is g(λj), rather than g˜(νm)
in Eq. (B.19). The average in Eq. (B.19) is taken over a three-dimensional normal distribution with mean
zero and covariance matrix
Φ(3)(k, j, n) =
Qkk Qkj RknQkj Qjj Rjn
Rkn Rjn Tnn
 . (B.21)
There are now two types of averages remaining. We rst have
Eλkβτ =
1
N
∑
i,j
Ewki xiψτjxj =
1√
N
ρτΓ
k
τ , (B.22)
and, likewise,
E νnβτ =
1√
δN
∑
i,r
ψτiΦirw˜
n
r =
1√
δN
Γ˜nτ (B.23)
Putting everything together, we can write down the evolution of Γkτ and identify the equations h
kj
(1) etc.
We have
dΓkτ = −
η
N
vk
ρτ∑
j 6=k
[
Γkτv
jhkj(1)(Q) + v
jΓjτh
kj
(2)(Q)
]
+ ρτv
kΓkτh
k
(3)(Q)
−
∑
n
[
ρτ v˜
nΓkτh
kn
(4)(Q,R, T ) +
1√
δ
v˜nΓ˜nτh
kn
(5)(Q,R, T )
]) (B.24)
where we have introduced the auxiliary functions
hkj(1) =
QjjI3(k, k, j)−QkjI3(k, j, j)
QkkQjj − (Qkj)2 (B.25a)
hkj(2) =
QkkI3(k, j, j)−QkjI3(k, k, j)
QkkQjj − (Qkj)2 (B.25b)
hk(3) =
1
Qkk
I3(k, k, k) (B.25c)
hkn(4) =
TnnI3(k, k, n)−RknI3(k, n, n)
QkkTnn − (Rkn)2 (B.25d)
hkn(5) =
QkkI3(k, n, n)−RknI3(k, k, n)
QkkTnn − (Rkn)2 (B.25e)
B.2.1 Introducing order parameter densities
We are now in a position to write down the equation for
Rkm =
1√
δN
∑
τ
Γkτ Γ˜
m
τ .
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Performing the sum over τ in Eq. (B.24), two types of terms remain. For the rst four terms, we are left
with the sum
1
N
∑
τ
ρτΓ
k
τ Γ˜
m
τ (B.26)
This term cannot be reduced to an order parameter in a straightforward way. Instead, we can make
progress by introducing the continuous function:
rkm(ρ) ≡ 1
ερ
1
N
∑
τ
Γkτ Γ˜
m
τ 1 (ρτ ∈ [ρ, ρ+ ερ[) , (B.27)
where 1(·) is the indicator function which evaluates to 1 if the condition given to it as an argument
is true, and which otherwise evaluates to 0. We take the limit ερ → 0 after the thermodynamic limit.
Then we can rewrite the order parameter Rkm as an integral over the density rkm, weighted by the
spectral density of the covariance Ωij :
Rkm =
1√
δ
∫
dµΩ(ρ) r
km(ρ). (B.28)
For the nal term in eq. (B.24), we introduce the density
t˜nm(ρ) ≡ 1
ερ
1
N
∑
τ
Γ˜nτ Γ˜
m
τ 1 (ρτ ∈ [ρ, ρ+ ερ[) , (B.29)
which allows us to write the rst equation of motion, which we state in full in eq. (19).
B.3 Student-student overlap
It is also convenient to re-write the student-student overlap as an integral
Qk` =
∫
dµΩ(ρ) ρ q
k`(ρ). (B.30)
over a density qkl(ρ) that is dened analogously to rkm(ρ),
qk`(ρ) ≡ 1
ερ
1
N
∑
τ
ΓkτΓ
`
τ 1 (ρτ ∈ [ρ, ρ+ ερ[) , (B.31)
The part of the time-derivative of qkl(ρ) that is linear in Γτ can be obtained directly from eq. (B.24) as
for Rkm. For the quadratic part, we have to leading order in N
η2
N
∑
τ
vkv`E∆2g′(λk)g′(λ`)β2τ = η2γvkvjE∆2g′(λk)g′(λ`) (B.32)
where we used that Eβ2τ = ρτ and we have dened
γ ≡ 1
N
∑
τ
ρτ , (B.33)
which is a constant of the motion. The remaining averages of the type
E∆2g′(λk)g′(λ`) = E
 K∑
j
vjg(λj)−
M∑
m
v˜mg(νm)
2 g′(λk)g′(λ`) (B.34)
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can again be expressed succinctly using the shorthands [43]
I4(k, `, j, n) ≡ E
[
g′(λk)g′(λ`)g(λj)g(νn)
]
. (B.35)
that use the same notational conventions as for I3, so the four-dimensional covariance matrix reads
Φ(4)(k, `, j, n) =

Qkk Qk` Qkj Rkn
Qk` Q`` Q`j R`n
Qkj Q`j Qjj Rjn
Rkn R`n Rjn Tnn
 . (B.36)
We thus introduce another auxiliary function for the averages in eq. (B.34),
hk`(6)(Q,R, T, v, v˜) =
K∑
j,ι
vjvιI4(k, `, j, ι)
− 2
K∑
j
M∑
m
vj v˜mI4(k, `, j,m) +
M∑
n,m
v˜nv˜mI4(k, `, n,m). (B.37)
Putting it all together, we obtain the equation of motion
∂qk`(ρ)
∂t
= −η
ρ K∑
j 6=k
[
vkvjqk`(ρ)hkj(1)(Q) + v
kvjqj`(ρ)hkj(2)(Q)
]
+ ρvkvkqk`(ρ)hk(3)(Q)
− vk
M∑
n
[
ρv˜nqk`(ρ)hkn(4)(Q,R, T ) +
1√
δ
v˜nr`n(ρ)hkn(5)(Q,R, T )
]
+ all of the above with `→ k, k → `
)
+ η2γvkv`hk`(6)(Q,R, T, v, v˜).
(B.38)
B.4 Second-layer weights
Finally, we treat each of the second-layer weights of the student v as an order parameter in its own
right. Their equations of motion are readily found from from their SGD update (13), and read
dvk
dt
= η
 M∑
n
v˜nh
kn
(7)(Q,R)−
K∑
j
vjhkj(7)(Q)
 . (B.39)
where we have introduced the nal auxiliary function
hkn(7)(Q,R, T ) ≡ E
[
g(λk)g(νn)
]
etc. (B.40)
where we use the same convention for the subscript of hkn(7) that we used for the integrals I3 and I4.
B.5 A simple lemma
The derivation of the dynamical equations uses a simple Lemma that we recently used to analyse
single-layer generators [46]. To be as self-contained as possible, we repeat the Lemma here:
Lemma9. Suppose you haveT random variablesx1, . . . , xT with jointly Gaussian distribution p(x1, . . . , xT ).
We assume that the distribution has zero rst moments that the second moments matrix qtt
′
is positive
denite. Suppose that an extra random variable y is jointly distributed with the x1, . . . , xT and has mean
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zero, a nite variance 〈y2〉, and correlations 〈xty〉 which are O(1/√N). Then for any two functions
φ(x1, . . . , xT ) and ψ(y) that are odd in each of their arguments, we have, to leading order whenN →∞:
〈φ(x1, . . . , xT )ψ(y)〉 =
∑
t,s
(q−1)ts
〈xsy〉
〈y2〉 〈x
tφ(x1, . . . , xT )〉 〈yψ(y)〉 (B.41)
We refer the interested reader to Goldt et al. [46] for the proof.
B.6 Analytical expressions of certain averages for sigmoidal students
The explicit forms of the integrals in h(7) as well as I3 and I4 that appear in the auxiliary functions
hkj(1) etc. in the dynamical equations and the generalisation error for networks with g(x) = g˜(x) =
erf
(
x/
√
2
)
can be evaluated analytically and were rst given by [42, 43]. Denoting the elements of the
covariance matrix such as Φ3 (B.21) as φij , we have
I3(·, ·, ·) = 2
pi
1√
Λ3
φ23(1 + φ11)− φ12φ13
1 + φ11
(B.42)
with
Λ3 = (1 + φ11)(1 + φ33)− φ213. (B.43)
For the average I4, we have a covariance matrix Φ(4) that is populated in analogy to Φ(3) (B.21), we
have
I4(·, ·, ·, ·) = 4
pi2
1√
Λ4
arcsin
(
Λ0√
Λ1Λ2
)
(B.44)
where
Λ4 = (1 + φ11)(1 + φ22)− φ212, (B.45)
Λ0 = Λ4φ34 − φ23φ24(1 + φ11)− φ13φ14(1 + φ22) + φ12φ13φ24 + φ12φ14φ23, (B.46)
Λ1 = Λ4(1 + φ33)− φ223(1 + φ11)− φ213(1 + φ22) + 2φ12φ13φ23, (B.47)
Λ2 = Λ4(1 + φ44)− φ224(1 + φ11)− φ214(1 + φ22) + 2φ12φ14φ24 (B.48)
and nally for the two-dimensional averages that enter the dynamical equation for v (B.39),
h·,·(7) =
2
pi
arcsin
(
φ12√
(1 + φ11)(1 + φ22)
)
(B.49)
C Further experimental results
We show additional runs for the experiments presented in Sec. 4 in Fig. 4. These runs were performed
with all the parameters identical, except for the initial student weights, which were drawn i.i.d. from
the standard normal distribution N (0, 1). All hyper-parameters are given below the gure.
C.1 Deep convolutional GAN
Below, we give a detailed description of the architecture of the deep convolutional GAN we used in our
experiments. We re-iterate that we provide the full code of these experiments and the weights of the
pre-trained networks in the code archive we provide with this submission. The blocks of the network
were congured as follows:
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Figure 4: Dynamics of two-layer networks: Theory vs additional experiments. We compare the
evolution of the pmse and the order parameters obtained from integration of Eqns. (16-20, solid lines)
and a single run of SGD (crosses). Top row: Inputs are generated by a single-layer generator (7) with
i.i.d. weight matrix A and sign activation function (D = 800, N = 8000). Middle row: Inputs were
generated by the ve-layer dcGAN of Radford et al. [21] with random weights (D = 100, N = 3072).
Bottom row: Inputs were generated by the dcGAN with pre-trained weights, which we provide in the
code archive. In all plots: M = K = 2, v˜m = 1, η = 0.2, g(x) = g˜(x) = erf(x/
√
2), integration time
step dt = 0.01.
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Figure 5: The impact of the spectral density of the input-input covariance on learning. (Left):
Spectral density of the average covariance matrix of inputs drawn from four generative models: (a) Ran-
dom fully-connected network of Fig. 2, (b) fully connected generator with inverse weights (see Sec. C.2),
(c) dcGAN with random weights, and (d) dcGAN trained on CIFAR10. (Right): We compare theory
vs simulation for the training of two-layer neural network on inputs x drawn from a two-layer, fully
connected generative network where the weights of the second layer are the matrix inverse of the
rst layer, Eq. (C.1). D = 5000, N = 5000,M = K = 2, v˜m = 1, η = 0.2, g(x) = g˜(x) = erf(x/
√
2),
integration time step dt = 0.01.
1. 2D Transposed convolutional operator 100→ 512 with kernel size (4, 4) and stride (1, 1) without
bias; Batchnorm, ReLU.
2. 2D Transposed convolutional operator 512→ 256 with kernel size (4, 4) and stride (2, 2) without
bias; Batchnorm, ReLU.
3. 2D Transposed convolutional operator 256→ 128 with kernel size (4, 4) and stride (2, 2) without
bias; Batchnorm, ReLU.
4. 2D Transposed convolutional operator 128→ 64 with kernel size (4, 4) and stride (2, 2) without
bias; Batchnorm, ReLU.
5. 2D Transposed convolutional operator 64→ 3 with kernel size (1, 1) and stride (1, 1) without
bias; Tanh activation function.
C.2 Generative model with strongly correlated weights
Finally, we also constructed a generative model with strongly correlated weights where there exists
a dominant direction in the eigenspace of the input-input covariance matrix Ωij = Exixj . We took
a fully connected generative network G : RN → RN , with two layers of weights A1 ∈ RN×N and
A2 ∈ RN×N . We drew the elements of A1 element-wise i.i.d. from the standard normal distribution,
whereas the second-layer weights A2 = inv(A1). This setup was suggested to us by F. Gerace. After
each layer, we used the sign activation function, so the generator’s output function can be written as
x = G(c) = sign (inv(A1)sign (A1c)) (C.1)
On the left of Fig. 5, we show the spectra of the covariance matrices of various generators. The
leading eigenvalues are smallest for generators with random weights, such as the fully-connected single-
layer network (7) (a) and the dcGAN with random weights (c) that we used in Fig. 2. The pre-trained
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dcGAN has a leading eigenvalue that is about an order of magnitude larger (d). The generator with
inverse weights (C.1) has an eigenvalue that is yet another order of magnitude larger.
The particular weight structure of the “inverse” generator also has a strong impact on the dynamics
of a two-layer network trained on its data, as we show on the right of Fig. 5. Notably, the length of the
weight vectors grows exponentially for a large portion of training time, while the second-layer weights
go to zero. We observed this behaviour consistently over several runs of this setup with dierent weights
for the teacher, generator and dierent initial weights for the student in each case. Characterising
the impact of a dominant direction in the data on the dynamics of two-layer neural networks is an
intriguing challenge that we leave for future work.
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