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1. Introduction and notation 
Let {Zn = (Z!), . . ., Z!?)] denote a critical, positively regular, non-singufa,r, 
d-type Bienayme-Galton-Watson process. The matrix M of offspring expectations 
has maximal eigegvalue p = 1 and corresponding positive left and rilght eigenvec- 
tors U, U, respectively, uniquely determined by the normalizations v . u = 1 and 
1 l u = 1. By ei we denote the unit vector in Rd where (ei)j = &j, the Kronecker 
delta. A generic point in Rd will be denoted by Q = (al,. . ., &), 0 = (0,. . .,O) and 
1 = (1,. . ., 1). For 4, b E Bd write: Q * b = (aI&. . ., a&& a/b = (a&, . a ., ad/bd) if 
~j#OfOrallj;U ~bif~j~~jforallj;~<bifu~~band~$~jforsomej;and 
u 4 b if Qj < bj for all i. Let X denote the set of all d-tuples of non-negative 
integers, %J s X\(O), and for k E X, a F= R”, let uk denote the product 
a:~a$2..ea2. 
As usual, P(X) is the offspring probability generating function (p.g.f.), that is, 
) = (F”‘(X), . . ., Ftd$t)), where F@)(w:) is the p.g.f. of 1 given that & = ei. The 
functional iterate of F( l 1 is F, (. ). For notational convenience we shall usually 
abbreviate ) Under lthe stated assumptions there is a mat given as 
Rij = UiUj, such that lim (n =+ 00) proofs of these an other basic results 
we refer the reader to 
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Let {P& k); i, k F X} denote the n-step transition probabilities. An invariant 
measure {7.(k)) is a IIon-negative solution, not identically zero, of the system 
x v(i)IT(i, k) = v(k), i, k E: X0. (1 1) . 
It is shown in Hoppe [2] that if an invariant measure xists, its generating function 
(g.f.) P(x) = c W(k) xL satisfies Abel’s functional equation 
P(F(x)) = P(x) + 1, 0 <:n 4 1, P(F(0)) = 1. (12) l 
and conversely, any g.4F. satisfying (1.2) determines an invariant measure. (In the 
sequel summations hall1 be understood as being taken over X0.) This equivalence 
was used to characterize invariant measures in the non-critical cases, while the 
critical case was left open. 
In this paper we show that (up to normalization) a u.Gque invariant measure 
e.xists. These results were earlier obtained by Seneta [6] for d = 1. Our approach, 
namely, to obtain invariant measures as limits of normalize(d transition probabilities 
(see equation (4.3)), and then use (1.2) to show non-degeneracy, is entirely in the 
same spirit. However, there are technical differences in higher dimensions which 
deserve some mention. In particular, in one dimension C-e existence and unique- 
ness proofs depend on some results of Kuczma [4] from the theory of functional 
equations, these being unavailable for d > 1. Instead we Irely on the probabilistic 
context of (1.2) for the existence argument and follow up with a consequence of 
convexity to prove uniqueness. (This argument, incidentally, provides an indepen- 
dent proof of a theorem of Kuczma [4].) 
This paper is divided into several parts. Our main theorems are stated in Section 
2, the technical machinery is developed in Section 3, and the sequel is devoted to 
proofs. 
2. Theorems 
Theorem 2J. There is a unique monotonic non-decreasiszg (with respect o the 
partial order in Rd) and co12vex solution to (1.2). It is a generating function and is 
given as 
G(x) = lim u l (F,(x)- F,)lv l (FL - F,), (2 1) . n+= 
where G(x) = &r(k)r” and {n(k)} is the unique invariant measure (up to 
multiplicative constants). 
Tborerar 2.2. Let T denote the extinction time, Then for each positive integer k 
A-w= 
[Zn=j 1 T==n-tk, Zo=i!=u(j;k) (2 23 . 
exists, is independent of i, and 
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2 u(j;k)=l. 
i 
Mowover, we have the relationship 




3. Tech&al lemmas 
Lemma 3.1. 1 0 s Q < b s lq then 
h (F,(b)- F&))/v 0 (F,(b)- F,(a)) = U. 
n--30 
(34 
Proof. We are going to apply the mean value theorem and do not want to account 
for the special cases at the boundary. Observe then, that if bf 1 there is no loss of 
generality in supposing b + 1, since for all sufficiently large n, F,(b) e 1. Also, if 
b = 1, then (3.1) is just (3.3) of JofFe and Spitzer [3]. By the mean value theorem 
F’,‘;,(b)-F$(a)= m *(F,(b)-R(a)) 
where m = gradF(‘)(& and & lies on the line segment joining F,(a) and F,(b). 
Thus there is a matrix ALI (depending on a and b) such that 
F,+,(b)-Fn+,(a)=Mn+~(~(b)-Fn(~)) (W 
and it is clear by the construction that Q < Mn G M and lim(n 4 m)Mn = M. 
It then follows as in Theorem 3.5 of Seneta [8] that there exist two positive null 
sequences {an} and {&} such that for each N and all sufficiently large n 
I-- t&i - R s Mn+N. l l Mn+l s (l_+ CYN)R. 
Taking the inner products with F,(b) - Fn ( a on the right and v on the left, noting ) 
that Rx/vRx = u for x # 0, and then letting n --) 00 folIowed by N+ 00, the 
assertion of the lemma obtains. 0 
Lemma 3.2. 
himm v l (Fn+z - Fn+l)/V l (Fn+l - Fn) = 1* (3.3 j 
Proof. Since 0 < F(0) < 1, identify 0 with a and (0) with b in the previous lemma 
and then from (3.2) 
F n+2 - Fn+l= Mn+l(F,- I- dil,), 
so it is left to consider the limit of 
uM,+r (Fn+l - F,)/v l (Fn+l- F,)- 
got since (F,,, - F,)/v +C+l- I?“)+ u, A4 + M, Mu = u, and v 9 u' = 1, (3.3) 
follows in the limit. El 
iholtarks. For each positive integer k
lim v . (Fn+k+l -X,+k)/v * (F,+I - F,) = 1, 
n-- 
(3 4) . 
F ?I+&+1 -FH+k~Fn+I-Fn (n-+~). (3 5) . 
Lemma 3.3, IfOsa<bsl and kEX, then 
(3 6) . 
Proof. For convenience Iet an = F,(a), b, = F,(b), S, = v . (b,, - 6,). Then (3.1) 
may be written as b,, =a,,+&,(~+~,,)whete~,,~0,O~&-+Oasrr+a~,andthus 
a, = b,, - &(u + en) = b*,fl- &(ulb,, + EJb,)], n being chosen large enlough that 
6 a irn. Therefore a: = &:[I - &(a& + Em/b,,)]’ whence 
@ 
i - a:)/a,, = (l/S,)bt[l - (1~ &(ulb” + Glbn)TI* 
The right side is now in the form to which Lemma 2 of Joffe and Spitzer applies and 
tends to keu as n-a. 0 
Lemma 3.4. If 0 s b < i, then 
fim v l (Fn+l (b)- Fg (b))/v l (F,+, - F,) = 1. 
n-- 
(3 7) . 
Proof. We begin with an expansion for F(x) given by Joffe and SfGtze’t, 
1 - F(x)1 = (M - E(x)) (I- x), Osxsl, 
where the matrix E(x) decreases to zero as x increases to 1 and 0 G (.E(x:))ij *G Mij 
for all x and pain; (i, j). Since vM = v we obtain v 9 (F(b) - b) = vE(b) (1 =a- b), the 
right hand side of which is monotonic non-increasing. Since F, G IF‘, (b) for all n, 
v l (pit,+, (b)- F, (jb))/v l (F,,+, - F,) s 1 so that 
*(Fn+t(b)-Fn (b))/u l (Fn+l-Fn)C 1. 
such that Fk (b)e 1 and an m such that Fk ( 
all sufficiently large n and therefore v l (Fn+l (b)- Fn (b)) 2 
which implies by (3.4) that 
Together with the preceding inequality this completes the pro& fIl 
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Corollary0 If 0 s a, b < 1, then 
lim v 4?,+JbkF:, (b))/v *(F,+,(a)- F, (a))= 1. 
n--m 
. --\ I 
Remark. This corollary 
Kuczma and Smajdor [5] 
is essentially a multivariable analogue of a result of 
4. Existence of invariant measures 
In this section we obtain an invariant measure as the limit of a sequence of 
normalized transition probabilities. This method simultaneously gives a con- 
ditioned limit theorem and asymptotic expansion for the n-step transition prob- 
abilities. We defer a discussion of these consequences toSection 6 and concentrate 
here on the existence half of Theorem 2.1. Consider the conditional probabilities 
Un(i,j)=P(Zn-j 1 T=n+l,&=i] 
= F(OY R (i, j)/(.K@) - Fn (Or ), (W 
and associated measures 
gn (4 j ) = an (4 j)/F(O0)1 
= P, (i, j)/(F,+1(0)’ - a;“,(O)‘), 
defined for i, j E X0 and yt 2 1. We shall prove that 
lim gn (4 j)= n(j) n-+= 143 
exists independently of i and {w(j)} is the required invariant measure. Introduce 
the g.f.‘s 
G, (4x)= CgJi, j)x’ 
= (F,,,(W)’ -. F’,)/(F’,+t - F’,). 
Our proof rests on a beautiful idea oh’ Joffe and Spitzer for the subcritical process 
which we have adapted for use when p = 1; namely, keeping x 4 I fixed, we show 
there is a sequence {e(n) = e (n, x)} of unit vectors each member of which is taken 
from among {e,, e2, . . ., Q) such that {G” (e (n), x)} is monotonic non-increasing. 
Assrlme first that 0 G IIC s F(0). Rewrite G,(i, .a:) as (af, - bi)j(l - b:jr where 
a, = F,(x)lF,+1, ha z Fn/Ii‘,+l, and re has bheen chosen so large that bn 4 1. Letting 
gn = max((aG)- pili:)S/(l - S?) ; I s j < d}, by [3, Lemma 31, n 
on 3 (a’,- Q/(1 - b!,), i E 316,. 
By the Markov property, for i, k E X0, 
G,,+#, x)- G,,(i, X) = 2 P[Z, = m f T = n + 2, ZO = a](G,(m, x)- G&x)). 
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Hence G,.& X) s G&, X) provided i is chosen in such a way that G&n, x)- 
G,(i, x) s 0 for all mr. This may be achieved by selecting i = e(n) = ej where the 
index j maximizes the ratio clefining a,. This procedure inductively generates the 
required sequence {e in)}. Thus 
lim G, (e(n),@ = G(x) ##-+za 
exists. 
We next eliminate the dependence of (e(n)} on x by showing that 
lim v *(F,,(x)- F,)lv l (F,+r F,))= G(x). n-w= 
(4.4) 
(4 5) . 
Define 
A,, = v -(F,(x)-F,)le(n)-(E:,(x)- F,), 
I?, = e(n) l (F-,+1 - F,)Jv l (Fn+l - F,), and 
C, = e(n)*(F,(x)-F,)le(n)-(F,+l- I?.). 
It remains to show that An&C, tends to G(x). By (4.4) C, tends to G(x). The 
sequences {A,} and {B,) need not converge separately, but in view of Lemma 3.1 
and since e(n) can assume only finitely many distinct values, it is apparent hat the 
product A,& tends to 1, which proves (4.5) and, incidentally, shows that the 
individual component ratios (F!)(x) - Ft))J(F’,iI - F(,I)) also’ tend to G(.x). 
The limit in (4.5) can now be shown to exist whenever 0 s x s .,Fk for any k, . 
because writing 
and 
D, = v l (F’(x)-- W/v l (F,+k - F,) 
E, = v l (Fn.+r ‘- Fn)Jv . (F,+l - F,) 
we first imitate the previous steps to deduce that lim (n -+ a)D,, exists, and then 
decompose E, as 
En = y V l (Fn+j+l- Fn+j)JV l (R+I - K), 
j=o 
which tends to k as n -+ 00 by r’13.4). Since Fk 4 1 from the interior of the cube [0, lld 
the limit exists for all 0 s x *g 1, and 
G(F(x)) = lim 9 l (K+, (x)- K)Jv l (&+I - F,) n--r= 
=lim ~v$‘~n+l(x)-Fn(x))Jv~(F,,+l-F,) I ?l+= ? 
)- Fr,)Jv .(H;“,+r- 
so by (3.7) and (4.9, G(x) satisfies the functional equation 
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G(F(x)) = 1 + G(x), G(F(0)) = 1. (4 6) . 
Furthermore G(x) is a g.f. by the continuity theorem. Thus we may write 
G(x) = 2 r(j)x* where, by [a, Lemma 3.11, {n(,f)} defines an invariant meas’ure 
and it is obvious by Lemma 3.3 that 
lim G,, (i, x) = G(x) tad= (4 v . 
independently of i, which then proves (4.3). 
5. Uniqueness uf iuvariant measures 
Let P(X) denote any g.f. solution to (1.2). (The only properties of P(x) we shall 
use are monotonicity and convexity.) 
Lemma 5.1. Given any QI 2 0 
Eimsup P(F, + a[(F,+l-F,))- Yz = (Y. n-cm (5.1) 
Proof, Since G( I - j = a, given any a 2 0 choose x so large that &y < G(x)/2. Let 
an = F,,(X)- F,, and 6, = F,,,- F,,. By (4.7) a’,‘#zb--, G(x) for each 1 g i s d, SO 
that for all sufficiently large n, a’,‘)/b’,‘) 2 G (x)/2. Thus 
a(Fn+l- Fn)e F,(x)- Fn. 
By adding F” to both sides and noting the non-negativity of the left side we obtain 
OK Fn + a(Fn+l- Fn)* 1, (5 2) . 
which means that the argument of P( 0) in (5.1) lies in the domain of definition for 
each or and all large n, so the limsup is well defined. 
Let L be an arbitrarily large positive integer and let nL be such that for n 2 n,~, 
(5.2) is.satisfied with a! replaced by L. Then on 0 s cu s t, II 2 y1L, the followmg 
functions are simultaneously defined: 
and 
I#@) = lim sup .E& (a). );.-+m 64) 
We first show by induction that (Q+=, 0 < QI 6 L. Suppose 
whenever 0 < CY s k, k an integer I q k s L - 1. We will then deduce t 
also true for k replaced by k + 1. Begin by noticing that from (5.3 
P(Pn+@)) - n = 1 by (1.2). Thus H(1) = 1. Ry monotonicity H(ar)s 1 < 00 for 
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0~a~l. Next write cu=k+P where 0C/3~1. The cases PC1 and @=l 
require separate treatment, so first let 6 C 1. 
= P(Fm+I + (k + @ - I) (Fn+, - Fn))- ~1. 
Choose E > 0 so small that (k - 1 + I?) (1 + E) C k. By (3.5) for n sufficiently large, 
F n+l - F, s (I+ E) (Fncz - jF,+l) 
and so 
Hn(k + p)s Hn+,((k + p _ l)(l+ E))+ 1 s Hn+l(k)+ I. 
which shows that H(k + p)s H(k)+ 1 and thus by the induction hypothesis 
H(k +/3)<m for OCpCl. (5 5) a 
If B = 1, then 
Hn(k + 1)~ P(F,+l+ k(F,,l-F.))-n 
and this time we cholose E>O so that k(l+s)<k+p for some OCpCl. It 
follows as above that for n sufficiently large 
Hn(k+l)cHn(k+P)+l 
and then by (5.5) H(k t 1)~ 00. This completes the induction. The integer L being 
arbitrary we conclude that H is bounded on [O,w). 
In view of the analogous properties of H,(a), H(a) is monotonic n&decreasing 
and convex on (0, a) In particular therefore it is continuous on (0, =) (actually on 
[O,=) but right continuity at 0 is not immediately apparent). 
In the above manner we may easily show that for any 0 < E C 1, and Q! > 0 
so that H(a + 1) = H(a) + 1. Since H(1) = 1 this shows that AY(k) = k whenever k 
is a positive integer. (At this point we can let Q! & 0 and conclude that H(0 +) = 
H(O) = 0.) For 2 C a! C 3 convexity implies that 
H(2) - H(1) ~ H(a) - H(2) < H(4) - H(3) 
2-l a-2 - 4-3 
and thus H(a) = CY. 11; follows that H(a) = a for all cy. This proves the lemma. Cl 
Returning now to the uniqueness proof, iteration of (1.2) yields P(Fn(x))- n = 
P(x)* Suppose x is such that G(x) # 0. Then by (4.7) given any c > 0, for all 
sufficiently large 12, 
Applying P( .) to these inequalities and subtracting n, 
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r’i,,((l - E)G(x)) s P(x) s H, ((1 + &)G(x)). 
Taking limits we conclude from Lemma 5.1 that P(X) = G(x). 
If G(n) = 0 this argument fails andl we proceed in a slightly di&rent fashion. 
Given any E ) 0 
OsFn(x)- Fn < E(F,+I - F,) 
for n sufficiently large and then 
0 = P(F,(O)) - n G P(F,(x)) - n G H,(E). 
Again letting n --)oo and E J 0, 
OsP(x)sO so that P(x)=0 if G(x)=O. 
6. Proof of Theorem 2.2 and asymptotic expansions 
Compute P[Zn = j 1 7’ = n + k, Z0 = ij to obtain 
R (i j) (FC - Fi-l)/(F’,+k - FL+,+) 
and from (3.4)9 (3.6), (4.2), and (4.3j the limit as rz + 00 of this expression exists and 
is given as 
u(j ; k) = r(j)(F[ - Fi-,). 
This proves (2.2) and (2.4). To show that the limiting probabilities um to 1, form 
the g.f. xP[Z,, = j 1 T= n + k, &, := i]x’ which, after a calculation, is 
F,,(x * F,Ji - F,(x *F,;_,)’ 
F!,+,c- F!,+k-, ’ 
Comparing this expression with (4.7), using (3.4) and (3.5) it follows that the limit as 
n-+00 is 
G(x * F,J- G(x * Fk-1). 
Upon letting x-+ 1, (4.6) shows that the last expression tends to 1 and the 
continuity theorem then proves (2.3:). It is then also easily seen that 
P,(i,j)=[rr(j)(i.u)+o(l)]v*(F,,+cF,) as n-+00. (6.1) 
Remarks. (2.4) and (6.1) are the al-dimensional nalogues of [6, Theorem 2: and 
17, Theorem 3.2.43. 
Acknowledgment 
This paper is adapted from part of my Princeton dissertation written under the 
guidance of Dr. E. Seneta, whose critical comments, intellectual stimulation, 
patience, kindness and, above all, sincere interest, made its writing possible. It is a 
pleasure to acknowledge my debt, I also wish to thank’the Statistics Department, 
S.G.S., Australian National University for its hospitality while this paper was being 
conceived. 
Referems 
[l] T.E. Harris, The Theory of Branching Processes (Springer, Berlin, 1963). 
[ZJ FM. Hoppe, Stationary measures for multitype branching processes, J. Appl. Prob. 12 (1975) 
219-227. 
[3] A. Joffe and F. Spitzer, On multitype branching processes with p s 1, J. Math. Anal. Appl. 19 (1967) 
409-430. 
[4] M. Kuczma, On convex solutions of Abel’s functional equation, Bull. Acad. Polon. Sci. 13 (1965) 
645-648. 
[S] M. Kuczma and A. Smajdor, Note on iteration of concave functions, .Qmer. Math. Mon. (1967) 
401-402. 
[6J E. Seneta, The Galton-Watson process with mean one, J. Appl. Prob. 4 (1967) 489-495 
171 E. Seneta, Functional equations and the Galton-Watson process, Adv. Appl. Prob. 1(1%9) l-42. 
[S] 8. Seneta, Non-Negative Matrices (Wiley, New York, 1973). 
