In this note we propose an efficient method to compress a high dimensional function into a tensor ring format, based on alternating least-squares (ALS). Since the function has size exponential in d where d is the number of dimensions, we propose efficient sampling scheme to obtain O(d) important samples in order to learn the tensor ring. Furthermore, we devise an initialization method for ALS that allows fast convergence in practice. Numerical examples show that to approximate a function with similar accuracy, the tensor ring format provided by the proposed method has less parameters than tensor-train format and also better respects the structure of the original function.
Introduction
Consider a function f : [n] d → R which can be treated as a tensor of size n d ([n] := {1, . . . , n}). We want to compress f into a tensor ring (TR), i.e., to find 3-tensors H 1 , . . . , H d such that for x := (x 1 , . . . ,
Here H k ∈ R r k−1 ×n×r k , r k ≤ r and we often refer to (r 1 , . . . , r d ) as the TR rank. Such type of tensor format can be viewed as a generalization of the tensor train (TT) format proposed in [14] , better known as the matrix product states (with open boundaries) proposed earlier in the physics literature, see e.g., [1, 15] and recent reviews [17, 12] . The difference between TR and TT is illustrated in Figure 1 using tensor network diagram introduced in Section 1.1. Due to the exponential number of entries, typically we do not have access to the entire tensor f . Therefore, TR format has to be found based on "interpolation" from f (Ω) where Ω is a subset of [n] d . For simplicity, in the rest of the note, we assume r 1 = r 2 = . . . = r d = r.
Notations
We first summarize the notations used in this note and introduce tensor network diagrams for the ease of presentation. Depending on the context, f is often referred to as a d-tensor of size n d (instead of a function). For a p-tensor T , given two disjoint subsets α, β ⊂ [p] where α ∪ β = [p], we use T α;β (2) to denote the reshaping of T into a matrix, where the dimensions corresponding to sets α and β give rows and columns respectively. Often we need to sample the values of f on a subset of [n] d grid points. Let α and β be two groups of dimensions where α ∪ β = [d], α ∩ β = ∅, and Ω 1 and Ω 2 be some subsampled grid points along the subsets of dimensions α and β respectively. We use to indicate the operation of reshaping f into a matrix, followed by rows and columns subsampling according to Ω 1 , Ω 2 . For any vector x ∈ [n] d and any integer i, we let
For a p-tensor T , we define its Frobenius norm as
The notation vec(A) is used to denote the vectorization of a matrix A, formed by stacking the columns of A into a vector. We also use α \ β to denote the relative complement of set β with respect to set α. In this note, for the convenience of presentation, we use tensor network diagrams to represent tensors and contraction between them. A tensor is represented as a node, where the number of legs of a node indicates the dimensionality of the tensor. For example Figure 2a shows a 3-tensor A and a 4-tensor B. When joining edges between two tensors (for example in Figure 2b we join the third leg of A and first leg of B), we mean (with the implicit assumption that the dimensions represented by these legs have the same size)
See the review article [12] for a more complete introduction of tensor network diagrams. 
Previous approaches
In [13] , successive CUR (skeleton) decompositions [6] are applied to find a decomposition of tensor f in TT format. In [5] , a similar scheme is applied to find a TR decomposition of the tensor. A crucial step in [5] is to "disentangle" one of the 3-tensors H k 's, say H 1 , from the tensor ring. First, f is treated as a matrix where the first dimension of f gives rows, the 2-nd, 3-rd, . . . , d-th dimensions of f give columns, i.e., reshaping f to
. Then CUR decomposition is applied such that
and the matrix C ∈ R n×r 2 in the decomposition is regarded as H 1 2;3,1 (the R part in CUR decomposition is never formed due to its exponential size). As noted by the authors in [5] , a shortcoming of the method lies in the reshaping of C into H 1 . As in any factorization of low-rank matrix, there is an inherent ambiguity for CUR decomposition in that CU R = CAA −1 U R for any invertible matrix A. Such ambiguity in determining H 1 may lead to large tensor-ring rank in the subsequent determination of H 2 , H 3 . . . , H d . More recently, [20] proposes various ALS-based techniques to determine the TR decomposition of a tensor f . However, they only consider the situation where entries of f are fully observed, which limits the applicability of their algorithms to the case with rather small d.
Our contributions
In this note, assuming f admits a rank-r TR decomposition, we propose an ALS-based two-phase method to reconstruct the TR when only a few entries of f can be sampled. Here we summarize our contributions.
1. The optimization problem of finding the TR decomposition is non-convex hence requires good initialization in general. We devise method for initializing H 1 , . . . , H d that helps to resolve the aforementioned ambiguity issues via certain probabilistic assumption on the function f .
2. When updating each 3-tensors in the TR, it is infeasible to use all the entries of f . We devise a hierarchical strategy to choose the samples of f efficiently via interpolative decomposition.
While we focus in this note the problem of construction tensor ring format, the above proposed strategies can be applied to tensor networks in higher spatial configuration (like PEPS, see e.g., [12] ), which will be considered in future works.
The paper is organized as followed. In Section 2 we detail the proposed algorithm. In Section 3, we demonstrate the effectiveness of our methods through numerical examples. Finally we conclude the paper in Section 4. In Appendix A, we further provide intuition and justification of the proposed initialization procedure, based on certain probabilistic assumption on f .
Proposed method
In order to find a tensor ring decomposition (1), our overall strategy is to solve the minimization problem min
where
denotes the x k -th slice of the 3-tensor H k along the second dimension. It is computationally infeasible just to set up problem (8), as we need to evaluate f n d times. Therefore, analogous to the matrix or CP-tensor [8, 4] completion problem [3, 19] , a "tensor ring completion" problem min
where Ω is a subset of 
where each coefficient matrix
As mentioned previously, |Ω| should be at least O(ndr 2 ). This creates a large computational cost in each iteration of the ALS, as it takes |Ω|(d − 1) matrix multiplications in general just to construct C x,k for all x ∈ Ω if Ω does not admit any exploitable pattern. When d is large, such quadratic scaling in d for setting up the least-squares problem in each iteration of the ALS is undesirable.
Such concern on computational cost motivates us to use different Ω k 's to determine different H k 's in the ALS steps instead of using a fixed set Ω. If Ω k is constructed from densely sampling the dimensions near k (where neighborhood is defined according to ring geometry) while sparsely sampling the dimensions far away from k, computational savings can be achieved. The specific construction of Ω k is made precise in Section 2.1. We further remark that if
with a small approximation error for every (10) should give similar solutions, as long as (10) is well-posed. This motivates us to solve
instead of (10) where the index sets Ω k 's depend on k. We note that in practice, a regularization term
F is added to the cost in (13) to reduce numerical instability resulting from potential high condition number of the least-squares problem (13) . In all of our experiments, λ is set to 10 −9 and σ k is the top singular values of the Hessian of the least-squares problem (13) . The quality of TR is rather insensitive to the choice of λ as long as the value is kept small.
At this point it is clear that there are two issues needed to be addressed. The first issue is concerning the selection of Ω k , k ∈ [d]. The second issue lies in the initialization of ALS. Since problem (9) is a non-convex optimization problem, it is important to have a good initialization. We solve the first issue using a hierarchical sampling strategy. As for the second issue, by making certain probabilistic assumption on f , we are able to obtain cheap and intuitive initialization. Before moving on, we summarize the full algorithm in Algorithm 1.
Algorithm 1 Alternating least squares
Require:
Tensor ring 
Constructing Ω k
In this section, we detail the construction of Ω k for each k ∈ [d]. We first construct an index set Ω 
In this case, when determining 
and we expect H
upon solving (13), it is necessary that the columns of
Here we emphasize that it is possible to reshape f (Ω k ) into a matrix f k;[d]\k (Ω k ) due to the product structure of Ω k in (14), where the indices along dimension k are fully sampled. The second criteria is that we require the cost in (13) to approximate the cost in (8) .
To meet the first criteria, we propose a hierarchical strategy to determine Ω
L for some natural number L, we summarize such strategy in Algorithm 2 (the upward pass) and 3 (the downward pass). The dimensions are divided into groups of size 3 · 2 L−l on each level l for l = 1, . . . , L. We emphasize that level l = 1 corresponds to the coarsest partitioning of the dimensions of the tensor f . The purpose of the upward pass is to hierarchically find skeletons Θ in,l k which represent the k-th group of indices, while the downward pass hierarchically constructs representative environment skeletons Θ envi,l k . At each level, the skeletons are found by using rank revealing QR (RRQR) factorization [9] .
Algorithm 2 Upward pass
Decimate the number of dimensions by clustering every three dimensions. More precisely, for each
There are 2 L index-sets after this step. For each k ∈ [2 L ], construct the set of environment skeletons
with s elements either by selecting multi-indices from [n] d−3 randomly, or by using the output of Algorithm 3 (when an iteration of upward and downward passes is employed). This step is illustrated in the following figure. [
(continued on page 6.) (continued from Algorithm 2.)
Find the skeletons within each index-setΘ
where the elements in eachΘ in,l k are multi-indices of length 3 · 2 L−l . Apply RRQR factorization to the matrix
to select s columns that best resembles the range of
The multi-indices for these s columns form the set Θ in,l
. This step is illustrated in the following figure, where the thick lines are used to denote the index-sets with size larger than s.
Then, sample s elements randomly from
to form Θ envi,l−1 k , or by using the output of Algorithm 3 (when an iteration of upward and downward passes is employed). This step is depicted in the next figure, and again thick lines are used to denote the index-sets with size larger than d.
After a full upward-downward pass where RRQR are called
obtained. Then another upward pass can be re-initiated. Instead of sampling new Θ envi,l k 's, the stored Θ envi,l k 's in the downward pass are used. Multiple upward-downward passes can be called to further improved these skeletons. Finally, we let Ω
Observe that we have only obtained Ω 
Algorithm 3 Downward pass
k 's from the upward pass, number of skeletons s. Ensure:
For each k ∈ [2 l ], we obtain Θ envi,l k by applying RRQR factorization to
for odd or even k respectively to obtain s important columns. The multi-indices corresponding to these s columns are used to update Θ envi,l k . The selection of the environment skeletons when k is odd is illustrated in the next figure. 
Initialization
Due to the nonlinearity of the optimization problem (9), it is possible for ALS to get stuck at local minima or saddle points. A good initialization is crucial for the success of ALS. One possibility is to use the "opening" procedure in [5] to obtain each 3-tensors. As mentioned previously, this may suffer from the gauge ambiguity issue, leading us to consider a different approach. The proposed initialization procedure consists of two steps. First we obtain H k 's up to gauges G k 's between them (Algorithm 4). Then we solve d least-squares problem to fix the gauges between the H k 's (Algorithm 5). More precisely, after Algorithm 4, we want to use T k,C as H k . However, as in any factorization, SVD can only determine the factorization of T k,C up to gauge transformations, as shown in Figure 3 . Therefore, between T k,C and T k+1,C , some appropriate gauge G k has to be inserted (Figure 3) .
After gauge fixing, we complete the initialization step in Algorithm 1. Before moving on, we demonstrate the superiority of this initialization v.s. random initialization. In Figure 4 we plot the error between TR and the full function v.s. number of iterations in ALS, when using the proposed initialization and random initialization. By random initialization, we mean the H k 's are initialized by sampling their entries independently from the normal distribution. Then ALS is performed on the example detailed in Section 3.3 with n = 3, d = 12. We set the TR rank to be r = 3. As we can see, after one iteration of ALS, we already obtain 10 −4 error using our proposed method, whereas with random initialization, the convergence of ALS is slower and the solution has a lower accuracy. , +1, 
Algorithm 4
Pick an arbitrary z ∈ [n] d−3 and let
Define
where the first, second and third dimensions of T k correspond to the (k − 1), k, (k + 1)-th dimensions of f . Note that we only pick one z in Ω envi k , which is the key that we can use SVD procedure in the next step and avoid ambiguity in the initialization. The justification of such procedure can be found in Appendix A.
2:
Now we want to factorize the 3-tensor T k into a tensor train with three nodes using SVD. First treat T k as a matrix by treating the first leg as rows and the second and third legs as columns. Apply a rank-r approximation to T k using SVD:
Let
3:
Treat C k as a matrix by treating the first and second legs as rows and third leg as columns. Apply SVD to obtain a rank-r approximation:
LetT k,C ∈ R r×n×r be reshaped from U R Σ R ∈ R rn×r .
4:
Pick an arbitrary z ∈ [n] d−4 and let
and sample
2:
Solve the least-squares problem
, = , =
3:
Obtain H k :
",$ " " = end for
Alternating least-squares
After constructing Ω k and initializing
, we start ALS by solving problem (13) at each iteration. This completes Algorithm 1.
When running ALS, sometimes we want to increase the TR-rank to obtain a higher accuracy approximation to the function f . In this case, we simply add a row and column of random entries to each H k , i.e.
where each entry of
is sampled from Gaussian distribution, and continue with the ALS procedure with the new H k 's until the error stops decreasing. The variance of each Gaussian random variable is typically set to 10 −8 .
Numerical results
In this section, we present some results on the proposed method for tensor ring decomposition. We calculate the error between the obtained tensor ring decomposition and function f as:
Whenever it is feasible, we let Ω = [n] d . If the dimensionality of f is large, we simply sample Ω from [n] d at random. For the proposed algorithm, we also measure the error on the entries sampled for learning TR as:
Example 1: A toy example
We first compress the function
considered in [5] into a tensor ring. In this example, we let s = 14 (recall that s is the size of Ω envi k ). We compare our method with DMRG-Cross algorithm [16] (which gives a TT) and the SVD-based TR decomposition method proposed in [5] . As a method that is based on interpolative decomposition, DMRGCross is able to obtain high quality approximation if we allow a large TT-rank representation. Since we obtain the TR based on ALS optimization, the accuracy may not be comparable to DMRG-Cross. What we want to emphasize here is that if the given situation only requires moderate accuracy, our method could give a more economical representation than TT obtained from DMRG-Cross. To convey this message, we set the accuracy of DMRG-Cross so that it matches the accuracy of our proposed method, resulting TT-representations of lower rank. To compare with the algorithm in [5] , we simply cite the results in [5] since the software is not publicly available. As expected, the TR-rank is lower than the TT-rank. 
Example 2: Ising spin glass
We consider compressing the free energy of Ising spin glass with a ring geometry:
We let β = 10, and J i ∈ {−2.5, −1.
. This corresponds to Ising model with temperature of about 0.1K. In this example, we start with a tensor ring with r = 4 in ALS and increase the rank to r = 5 using the rank increasing heuristics detailed in Section 2.3 when the decrement in E skeleton is small. The running time for this experiment is longer since after increasing the rank, ALS has to be used to further decrease the error. We let s = 14 when selecting the skeletons in the hierarchical sampling strategy. In this experiment, the accuracy of DMRG-Cross is set to 1e-03. When computing the error E for the case of d = 24, due to the size of f , we simply sub-sample 10 6 entries of f where J i 's are sampled independently and uniformly from {−2.5, −1.5, 1, 2}. 
Example 3: Parametric elliptic partial differential equation (PDE)
In this section, we demonstrate the performance of our method in solving parametric PDE. We are interested in solving elliptic equation with random coefficients
subject to periodic boundary condition, where a(·) is a random field. In particular, we want to parameterize the effective conductance function
as a TR. By discretizing the domain into d segments and assuming a( 
and we use this formula to generate samples to learn the TR. For this example, we pick s = 14. The results are reported in Table 3 . When computing E with d = 24, again 10 6 entries of f are subsampled where a i 's are sampled independently and uniformly from {1, 2, 3}. We note that although in this situation, there is an analytic formula for the function we want to learn as a TR, we foresee further usages of our method when solving parametric PDE with periodic boundary condition, where there is no analytic formula for the physical quantity of interest (for example for the cases considered in [10] Table 3 . Results for Example 3. Solving parametric elliptic PDE.
Conclusion
In this paper, we propose method for learning a TR representation based on ALS. Since the problem of determining a TR is a non-convex optimization problem, we propose an initialization strategy that helps the convergence of ALS. Furthermore, since using the entire tensor f in the ALS is infeasible, we propose an efficient hierarchical sampling method to identify the important samples. Our method provides a more economical representation of the tensor f than TT-format. As for future works, we plan to investigate the performance of the algorithms for quantum systems. One difficulty is that the Assumption 1 (Appendix A) for the proposed initialization procedure does not in general hold for quantum systems with short-range interactions. Instead, a natural assumption for a quantum state exhibiting a tensor-ring format representation is the exponential correlation decay [7, 2] . The design of efficient algorithms to determine the TR representation under such assumption is left for future works. Another natural direction is to extend the proposed method to tensor networks in higher spatial dimension, which we shall also explore in the future.
A Motivation of Algorithm 4
In this section, we motivate our initialization procedure. To this end, we place the following assumption on the TR f . Assumption 1. Let the TR f be partitioned into four disjoint regions (Fig 5) : Regions a, b, c 1 and c 2 where
for some functions g, h. Here "∝" denotes the proportional up to a constant relationship.
We note that Assumption 1 holds if f is a non-negative function and admits a Markovian structure. Such functions can arise from Gibbs distribution with energy defined by short-range interactions [18] , for example the Ising model.
Next we make certain non-degeneracy assumption on the TR f .
Assumption 2.
Any segment H of the TR f , as shown in Figure 6 , satisfies
;L+1,L+2 ≥ κ for some κ = 1 + δκ, where δκ ≥ 0 is a small parameter.
Region / Region 0 
is rank r 2 generically [15] .
We now state a proposition that leads us to the intuition behind designing the initialization procedure Algorithm 4.
be any two arbitrary sampling vectors where Figure 7 are rank-1.
Proof. Due to Assumption 2, H 
we get rank(
Since rank(B 1 ) rank(B 2 ) = rank(B 1 ⊗ B 2 ) = 1, it follows that the rank of B 1 , B 2 are 1. Figure 7 . Definition of the matrices B 1 , B 2 in Proposition 1.
The conclusion of Proposition 1 implies that to obtain the segment of TR in region a, one simply needs to apply some sampling vector s 2 in the canonical basis to region b to obtain the configuration in Figure 8 where the vectors p b , q b ∈ R r . Our goal is to extract the nodes in region a as H k 's. It is intuitively obvious that one can apply the TT-SVD technique in [13] to extract them. Such technique is indeed used in the proposed initialization procedure where we assume
For completeness, in Proposition 2 we formalize the fact that one can use TT-SVD to learn each individual 3-tensor in the TR f up to some gauges. We further provide a perturbation analysis for the case when Markovian-type assumption holds only approximately in Proposition 2. 
( )

A.1 Stability of initialization
In this subsection, we analyze the stability of the proposed initialization procedure, where we relax Assumption 1 to approximate Markovianity.
Assumption 3.
This assumption is a relaxation of Assumption 1. Indeed, if (45) holds for α = 1, it implies that f (Ω z ) c1;a∪b∪c2 is rank 1. Under the Assumption 3, we want to show that using Algorithm 4, one can extract H k 's approximately. The final result is stated in Proposition 2, obtained via the next few lemmas. In the first lemma, we show that B 1 , B 2 defined in Figure 7 are approximately rank-1.
2 be defined according to Figure 5 and 7, where the sampling vectors s 1 , s
Proof. By Assumption 3,
where κ c1 , κ c2 ≤ κ are condition numbers of H Figure 9 . 
Then
where Figure 5 .
This corollary states that the situation in Figure 8 holds approximately. More precisely, let T,
respectively, as demonstrated in Figure 10a , where p b , q b appear in Corollary 1. Corollary 1 implies
In the following, we want to show that we can approximately extract the H k 's in region a. For this, we need to take the right-inverses ofH Lemma 2. Let σ k : R m1×m2 → R be a function that extracts the k − th singular value of a m 1 × m 2 matrix. Then
Lemma 3. Let
where I is the identity matrix. Let P * 1 ∈ Π 1 be the best rank-r projection forT Ic 2 Ia;Ic 1 such thatT Ic 2 Ia;Ic 1 P * 1 ≈ T Ic 2 Ia;Ic 1 in Frobenius-norm, and
Proof. To simplify the notations, letT 
The inequality comes from the fact that P * 1 ⊗ I is a projection matrix. Next, 
and we can conclude the lemma. The equality comes from the definition of P * 1 , whereas the inequality is due to the facts that P 1 , P 2 are rank-r projectors, and there exists T such thatT = T − E where rank(T Ic 1 Ia;Ic 2 ), rank(T Ic 1 ;IaIc 2 ) ≤ r.
We are ready to state the final proposition. 
where " †" is used to denote the pseudo-inverse of a matrix, if the upper bound is positive. When κ = 1 + δκ and α = 1 − δα where δκ, δα ≥ 0 are small parameters, we have 
The first inequality follows from (66) and (67), and the last inequality follows from Corollary 1 and Lemma 2.
When L a = L c1 = L c2 = 1, applying Algorithm 4 toT resultsT (represented by the tensors T a,L , T a,C and T a,R ). Therefore, this proposition essentially implies T a,C approximates H a up to gauge transformation.
