Quantitative analysis of DNA microarray data is complicated by uncertainties inherent to the experimental setup. Using computer simulations and real-time experimental results, we have previously demonstrated effects of multiplex reactions on a single sensing zone of an array, which may be a leading factor in erroneous interpretation of experimental data. We suggest here that a simplified three component kinetic model may present a sufficient approximation to describe the general case of DNA sensing in a complex sample milieu. We show that, by analyzing the real-time hybridization kinetics of a non-target species, we can perform quantitative analysis of unlabeled targets of interest within a broad dynamic range of concentrations.
Introduction
Use of DNA microarray-based analysis has quickly expanded in genetic research and in various genomic applications since its introduction in the early 1990s (1) . Indeed, microarrays offer geneticists the opportunity to analyze massive amounts of data (up to the whole genome) in the course of a single experiment. The primary goal of microarray-based methodologies is to answer two basic questions: what? and how much?, i.e. to determine the quantitative and qualitative (sequence specific) composition of nucleic acids in the sample. There exists, however, a significant discrepancy of opinions between the general scientific public who often perceive DNA microarrays as established analytical tools and practitioners who have legitimate concerns about the reliability of microarray data (2-5).
The major efforts in primary data analysis are dedicated to developing robust statistical algorithms, which interpret large masses of data, and in assigning biological significance to experimental results (6) . Statistical problems are significant because the sampling of fluorescent signals is done only once in the course of experiment (i.e. end point readout), so that hundreds of thousands of independent variables are analyzed based on a few data points per each (depending on the degree of replication). In parallel, several groups have undertaken studies targeting the numerous physical and chemical processes in play, which define the limitations of current technology, and have critical impact on the interpretation of data. Problems associated with these limitations need to be resolved to bring microarrays to the level of a true analytical tool. We suggest that these problems can be grouped into four clusters: sample preparation, surface chemistry, mass transport, and molecular recognition.
Sample preparation includes a multitude of methods of extraction of nucleic acids from biological samples, shearing of nucleic acids, amplification and labeling (or lack thereof), and generating single stranded targets. Each processing step is a potential source of quantitative bias in experimental results (7) , where the ideal paradigm calls for minimizing preparatory steps. Although there are efforts to standardize sample preparation procedures (8) , it is difficult to foresee a universally accepted protocol that is equally applicable to all microarray experiments.
Surface chemistry has to provide predictable and reproducible attachment of DNA probes to the surface. Major parameters affecting surface chemistry are characteristics of the surface proper: roughness, hydrophobicity, density of chemical functionalities and charges; chemistry of linking probes, density and orientation of probes; size and geometry of the spots; and microarray architecture. All these factors have significant effects on the kinetics of hybridization, and on the results of microarray experiments (9, 10) .
DNA sensing occurs on the liquid-solid interface and two major processes determine the apparent rate of target capture: mass transport of the targets to the sensing surface and kinetics of surface hybridization (11, 12) . Mass transport effects play a crucial role in microarray experiments, especially if the targets are present in low abundance. Under target limiting conditions, lateral diffusion of targets to the sensing spot and vertical diffusion to the surface become rate-limiting. In addition, the creation of local depletion zones modulates the specificity of capture and can lead to quantification biases (4, 10) . Experimental study of hybridization kinetics in multi-component systems indicates continuing growth of surface concentration of specific targets after 72 hours (13) , so equilibrium analysis of microarray data should be used with caution. Active delivery methods have been proposed to enhance mass transport (14) (15) (16) (17) , some of which are implemented in commercial instruments. Even though mass transport enhancements reduce the time to equilibrium, they are less efficient in the complex environment, where the competitive displacement mechanism may become rate limiting (17, 18) .
Molecular recognition problems revolve around a common theme: the inherent cross-hybridization of targets due to imperfect capture specificity. Cross-hybridization is responsible for multiple reactions between heterogeneous DNA sequences as well as partitioning of targets across multiple sensing zones, i.e. multiple targets hybridizing to one zone and one target hybridizing to multiple zones. These effects are compounded due to the growing size of arrays. The importance of reaching equilibrium on DNA microarrays is also well recognized (19) -equilibrium insures temporal stability of the signal and maximal discrimination between a target and nontarget species (20) , which are thermodynamically predictable (21, 22) . Indeed, cross-hybridization and non-equilibrium conditions have been implicated as mechanisms affecting the interpretation of microarray results (19, 23) . Analysis of published data suggested that approximately 75% sequence homology is required to cause significant cross-hybridization; subsequent analysis of probes on multiple commercial arrays showed that some of them produce a large number of false positives due to cross-hybridization (24) . A review of some of the arrays offered by Affymetrix showed that cross-hybridization may affect a major part of the logged data (25) .
Even for a simple two-component scenario, hybridization signals display complex non-monotonic behavior due to competitive displacement interac-tions (20, 22, 26) , which depend on the relative affinities, concentrations of the components, temperature, and mass transport mechanisms. Effects of secondary structure also need to be addressed in this context, especially when they are associated with small sequence alterations: SNPs, deletions and insertions. A general theoretical approach to describe multiple solutionand surface-based reactions during hybridization experiments has been developed (22) , but its full complexity has not yet been studied.
There are several perspectives for addressing molecular recognition problems. The currently accepted approaches are based on thermodynamics, the practical implication of which lies in the optimized design of the surface probe sequences and bulk experimental conditions to minimize cross hybridizations: ionic strength, buffer composition, and temperature. A necessary requirement for applying the thermodynamic approach in data analysis is the equilibrium state of the surface reactions, which in general is not achieved (the degree of completion of hybridization may vary considerably depending on the instrumental platform used). Another approach is to elucidate kinetic mechanisms of multiplex reactions and apply kinetic analysis to extract quantitative information (11, 27) . This approach relies on thermodynamic methods for probe design and optimization of experimental conditions, but in contrast, the analysis uses real-time hybridization curves, which eliminates equilibrium assumptions. In addition, the analysis no longer assumes perfect molecular recognition and therefore accounts directly for the problem of cross-hybridization.
We suggest that the kinetic approach, which requires a paradigm shift in microarray experimentation, may resolve many issues associated with molecular recognition in complex samples. In fact, we (28, 29) and others (4) have experimentally demonstrated the time course of competitive displacement phenomena in multiplex environments, with excellent agreement to simulation results. Although sequence specific effects have not been addressed explicitly in our work, it is implicitly understood that sequence effects are reflected in the corresponding rate constants (30) (in the approximation used here, the dissociation rate constants).
Here we study how changes in sample composition modify the kinetics of hybridization. Using a multi-component kinetic model of hybridization, in which the hybridization of all DNA sequences to a single sensing zone are intertwined, we perform simulations varying the number and concentration of DNA species. We show that, even in this complex environment, the kinetics of hybridization can be adequately described by considering only three components -the perfectly matched target, a high affinity non-target (competitor), and low affinity non-target (apparent background). This ap-proximation significantly simplifies the development of analysis methods. We then extend the simulation work to an experimental setup where we track the hybridization kinetics of the competitor species in real-time and show how it is affected by the presence of a perfectly matched target plus two background species with small sequence variation and varying concentrations. Using both simulation and experimental results, we extend the discussion from the effects of cross-hybridization of background species to the use of the real-time hybridization curve of the competitor to quantitatively assess the concentration of a perfectly matched target under non-equlibrium conditions in the context of the three-component model, even in the presence of multiple background species.
Theory
We consider a simplification to the more general model of the chemical reaction of N different species to a single probe species (20, 22) :
where B i (t) represents bound surface concentrations, k a,i the association rate constant for each reaction, C i (t) the solution concentration, R T the concentration of probe, and k d,i the dissociation rate constants. This environment is one in which all species can compete for the same probe site, but at equilibrium the highest affinity species will partially displace all others, with dynamic range at equilibrium determined by the relative dissociation rates and concentrations of species (20) . Our model disregards surface specific effects: electrostatic repulsion, and probe accessibility (31, 32) . We also disregard relative target to probe orientation and its effects on nucleation rates (33) , as well as cross-hybridization of targets in solution (22) and secondary structure effects (34), (although the latter effects may be described by the use of effective concentrations (28)). This model can be readily extended to include these effects, but our simplification is sufficient to study the essential features of competition in multiplex hybridization. In a typical experiment with end-point measurement, the quantity being measured at each spot is total fluorescence
Biophysical Journal 6 where t is the hybridization time, c is a proportionality constant, and it is assumed that all species are identically fluorecently labeled. In a real time experiment, F (t) is measured continuously at discrete time points. Mass transport can reasonably be incorporated using the two-compartment model, where the concentration C i (t) in the lower compartment is described by (35, 36) ,
where the C i represent constant concentrations in the upper compartment, V is the volume of the lower compartment, S is the surface area intersecting the two compartments, and k M represents the diffusion of target across the interface. It should be clear that the kinetics of all species involved are interdependent through competition for the probe sites. However, it should also be clear that using this model for the interpretation of microarray data can quickly become an intractable problem as the number of interacting species increases. In addition, the model requires some estimation of kinetic rate constants and concentrations of all species involved, which generally are not known a priori, although rate constants can be obtained from sequencespecific calculations (4) .
As a simplified basis for analysis of microarray data, we also consider a simplified three-component model consisting of the complementary target, the highest affinity mismatch (a competitor), and a composite of all other interacting species with lower affinity (background) :
where the appropriate modifications of the lower compartment concentrations also need to be made.
Materials and Methods

Simulation
We will use the analytical description of multiplex hybridization described in the previous section to perform virtual experiments with N ≤ 7. We assume that the association rates of all the species are equal (37), with value 10 6 M −1 s −1 . The dissociation rate for the primary target is set to k d,t = 4.55 × 10 −6 s −1 , the competitor is k d,c = 5 × 10 −4 s −1 , and the background dissociation rates range from 7.5 × 10 −4 s −1 to 3.67 × 10 −2 s −1 . This range was chosen to simulate increasingly unstable targets. It should be pointed out that the dissociation rate constants and association rate constants chosen for the simulations are the same ones used during the fitting of the experimental data. Additionally, the probe concentration R T , is set to 10 −11 M · m for the simulations and allowed to vary during the fit of experimental data. However, R T stayed within the range of 1 × 10 −11 to 5 × 10 −11 for all fits. In addition, the coefficient representing diffusion between the upper and lower compartments, k M , is set to 10 −6 cm 2 /s. Simulations were performed by implementing custom code in Matlab. The function 'ode15s' was used as a differential equation solver. In performing the fits with the N = 3 model, the 'fminsearch' optimization routine was used.
Experimental
We use mixtures of four different 20-mer sequences: a target of interest (5' to 3' CGAGGGCAGCAATAGTACAC, perfect complement to the probe), a competitor (Cy-3 CGAGGGCAGCATTAGTACAC), a tandem mismatch (CGAGGGCAGCATAAGTACAC), and a three-base deletion plus insertion (CGAGGGCAGCAGTACACTTT). Only the competitor sequence is fluorescently labeled, and is therefore the only sequence detected by our fluorescence reader. In a previous paper (29), we showed that it is sufficient to monitor the kinetics of the competitor to assess the presence and concentration of the target sequence, hence allowing "label-free" detection of the target.
Real-time experiments are performed using a custom built fluorescence detection setup (28) . A 532 nm laser was end-fire coupled into a quartz microscope slide which served as an optical waveguide and therefore produced an evanescent field responsible for fluorescence excitation at the surface. The slide also served as our sensing surface where immobilized probe sites are located and where hybridization takes place. The microscope slide is fixed Biophysical Journal 8 to a custom heating unit that uses a computer controlled Peltier heater to adjust the temperature of the hybridization. All experiments are performed at 30 o C. A hybridization chamber was made by applying a PDMS gasket to the quartz slide. After dispensing the hybridization solution into the inner boundary of the gasket, a glass slide is then placed on top of the gasket to complete the chamber. Using a CCD camera (Santa Barbara ST-7XMEI) mounted above the sensing surface, a time dependent fluorescence single, proportional to B c (t), is detected. Each frame captured by the camera is exposed for 2.5 seconds and then saved for post processing. A digital output signal from the camera shutter is used to modulate the laser output in order to reduce photobleaching during the time interval between acquisitions. Further experimental details, such as surface modification chemistry, target and probe preparation, probe immobilization, and normalization, can be found in (28, 29) . Note one difference from the referenced procedure is the slides used for this paper had the GPS layer deposited by Yield Engineering Inc. (San Jose, CA).
Results
Simulations
We begin with N = 4 components to illustrate the kinetics of multi-component hybridization -target, competitor, and two background species. Dissociation rates for the two background species are k d = 7.5 × 10 −4 s −1 and k d = 4.63 × 10 −3 s −1 . Figure 1 shows the individual hybridization curves, along with the composite hybridization curve that would be observed assuming that all species are detected equally; it is clear that the composite curve gives very little indication as to the hybridization kinetics of the target species. In order to be consistent with other graphs, all hybridization curves are normalized against the maximum hybridization signal produced by the competitor species alone.
The hybridization curve of the target always increases monotonically; since the target is at a lower concentration than other species, it does not control the initial phase of hybridization (in this case, the competitor and low affinity background control). In the presence of the target, the competitor will always be displaced (as shown here), while in the absence of the target, the competitor will be the highest affinity species and monotonically increase. As shown in the plot, the background species are displaced, but with very different kinetics. The low affinity background is at higher concentration, so it initially grows rapidly, but, because of it's low affin-ity, it is quickly displaced. However, the high affinity background (at lower concentration) grows more slowly and is displaced more slowly. Even in a complex environment, the equilibrium distribution can be predicted via thermodynamic models, but it is not practical to measure experimentally. In the kinetic regime, the distribution of bound species is time-dependent, as should be clear here. Also shown in the figure is the composite background signal as determined by fitting with the three-component model.
We now investigate how background hybridization affects the kinetics of the target and competitor. Figure 2 shows the target and competitor hybridization curves as the target is added to the sample and as the number of background species increases from 0 to 5; the dissociation rates of the background increase from 7.5 × 10 −4 s −1 for the first background species to 3.67 × 10 −2 s −1 for the fifth. These results indicate dramatic effects on the hybridization kinetics of the target and competitor as reflected in the decrease in their bound concentrations. However, the influence on kinetics diminishes as the affinity of the background species decreases, i.e. there is very little change as the fifth background is added, suggesting that crosshybridization diminishes significantly for species with high dissociation rates (for a fixed concentration).
Using these five background species, simulations were performed to study how a change in the concentration of the high affinity background species (k d = 7.5 × 10 −4 s −1 ), see Fig. 3A and B, and the low affinity background species (k d = 4.63 × 10 −3 s −1 ), see Fig. 3C and D, affect the target and competitor. Two different target concentrations are shown (1 nM and 5 nM). These results show that as the concentration of the target increases, the hybridization rate of the competitor decreases rapidly. As the concentration of the high affinity background species increases, both the target and competitor are modified significantly. The lower affinity background has less effect; the decrease in the hybridization rates of the target and competitor is less pronounced. However, these results show that even low-affinity species, at high enough concentrations, can still play a role in the signal that is acquired.
The above results motivate a major question for microarray analysis: how many background species (i.e. model components) need to be accounted for during analysis? Figure 4 shows that accounting for all possible combinations may not be necessary, where the hybridization of the target and competitor are plotted in the presense of two target concentrations and mixtures of five background species (details in Table 1 ). Using equations 4, 5, and 6 we have fit these hybridization curves, where equation 6 is assumed to be a composite of all remaining species, or in other words, the concentration and rate constants for a third component become apparent. For the fits in Fig. 4 , we assume that the rate constants of both the target and competitor are known (via estimated thermodynamic parameters), and that the concentration of the competitor is known. The routine fits the competitor binding curve by adjusting the concentration of the target and the rate constants and concentration of the apparent background. Table 1 shows these fitted values; the fitted target concentration lies within 10% of the actual value used in the simulations.
Several interesting features are demonstrated by applying three-component fits to more complex cases (seven components in our example). First, even though the hybridization curve of the target is not considered in the fitting routine, the reconstructed target kinetics closely matches the simulated kinetics, as shown in Fig. 4A . Second, the kinetics of the apparent background (as represented by the effective dissociation coefficient) does not change significantly with varying background complexity. The effective k d,b values vary by less than a factor of two, and fall within the middle of the dynamic range of the simulated values for the background species; however, the effective concentration of the background consistently tracks the total background concentration.
We have previously shown that it is possible to determine the kinetics of target hybridization indirectly by monitoring the binding of a mismatched competitor in real-time (29); here we have shown that the competitor can be used to assess the influence of the background milieu as well. It is important to emphasize that the kinetic behavior of the competitor is very sensitive to the presence of both high affinity species (TOI) and lower affinity species (background) only within a limited range of concentrations. For example, even with scenarios where the apparent affinity of the background is distinctly lower than the affinity of the competitor, increase in the effective background concentration may suppress observation of the competitor binding behavior.
Experimental
Experiments were first performed to verify the effect of background on the competitor in the absence of the target. Figure 5A shows the hybridization curves of the competitor as the concentration of the deletion is increased, while Fig. 5B shows the hybridization of the competitor as the tandem mismatch (TMM) is increased. In both cases, the competitor is not displaced because it has a higher affinity than the two background species. Based on these results, we have also verified that the deletion has a lower affinity than the TMM, but the deletion is still a significant source of background.
Fits of the experimental traces were performed using the three component approximation described above, with the background concentration and rate constants free parameters, but with known competitor concentration and rate constants, and known target rate constants. In the three-component fit here, an apparent target concentration is obtained even though no target is present in solution. This concentration represents the lower limit of discrimination and is ∼10 fM for these experiments. This lower limit can be decreased by either measuring over a longer period of time or by improving the signal to noise ratio of the system.
In a microarray experiment, a researcher is searching for a target in the presence of many other species. Figure 5C uses two different target concentrations and shows how, as the deletion concentration is increased in the mixture, the competitor hybridization is changed. Additionally, Fig. 5D shows how the competitor hybridization changes as the concentration of the TMM increases. The experimental data were fit using the same procedure described above, verifying that the three component model works experimentally when a target of interest is present. Table 2 shows that the fits predict target concentrations within 25% of the experimental values. Similar to the result shown in Fig. 5A and B, the TMM decreases the hybridization rate of the competitor more than does the deletion, because of its higher relative affinity. It should be noted that at equimolar target and competitor concentration, the maximum value of the competitor (normalized to the maximum value of the competitor alone) is 0.5, so that the effects of background can be evaluated by deviation of the competitor peak below this value.
Discussion and Conclusion
Recently, the kinetics of hybridization of a primary target in the presence of a secondary mismatched species has been investigated using computational (18, 20, 22, 26, 36) and experimental (4, 28) approaches. While these studies have only considered the competition between two sequences with a single probe, some features are apparent: a) the specificity of recognition is controlled by the competitive displacement of the lower affinity species by the higher affinity one; b) the signature of this mechanism is a non-monotonic growth curve of the lower affinity species; c) depending on the relative concentration and rate constants of the primary and secondary species, the latter may become a major contributor to the observed signal, especially in the transient regime; d) the presence of the secondary species extends the time to reach equilibrium; e) the maximum specificity is obtained at equilibrium, and f) in the absence of the primary target, the secondary species may produce a signal comparable to the primary target alone.
These observations were generalized here to the more complex environment in which the interaction among N species (i.e. a target and N − 1 background) must be considered, all of varying affinities to a given probe. The fundamental questions are then how the background affects the kinetics of the target hybridization and how the target can be properly quantified given the influence of the background. While analysis and interpretation may seem daunting, we showed that the complex N component system can be reduced to a system of three components (the target plus two effective background components, one of which we term the competitor). We demonstrated the validity of this reductionist approach by fitting simulated and experimental binding curves of samples with different compositions. This result opens the way to develop new analytical techniques for quantitative analysis. For example, we showed that by analyzing the binding curve of a known secondary target, which we call a competitor, we can evaluate the concentration of a primary target in an unknown sample composition. However, based on this mechanistic analysis, there are some intrinsic limitations in the application of this approach: when the effective concentration of the background is considerably greater than that of competitor, we may not be able to observe the competitor's kinetics due to the limited signal to background in detection.
Our results demonstrate several important advantages of the kinetic analytical approach discussed above. One is that we practically eliminate false positive calls. Indeed, in the absence of primary targets, the competitor binding curves grow monotonically, while in the presence of the primary targets, they display non-monotonic behavior. Secondly, the detection approach we employed eliminates fluorescent labeling of the sample, because target quantitation is based solely on the binding of the competitor (which itself must be fluorescently labeled). Third, by applying a three component model to analyze experimental binding curves, we demonstrated expanded dynamic range of quantitations: in our example it was determined to be approximately 10 6 . Lastly, the time of the experiment is greatly reduced: analysis is performed on transient binding curves, which eliminates requirements of reaching equilibrium.
Admittedly, there is a considerable gap between the simplified model system that we've presented and high-density microarray experiments with biological samples. Our results suggest that, in scaling to more complex systems, hybridization at each spot in the array can be described by a three component model. However, our model neglects other competing reactions, which also need to be incorporated. Further, proper design of competitor sequences needs to be considered in order to turn our model into an analytical tool, that, in the end, must be validated against experiments of biological significance.
In conclusion, we have studied the kinetics of multiplex hybridization and have suggested that a simplified three-component kinetic model is sufficient to capture the dynamics. In fact, the three-component model provides remarkably good agreement with experimental results. More research needs to be performed in order to evaluate the limits of the three-component model and its use in novel analysis methods. Figure Legends Simulated hybridization curves for a multiplex hybridization with four components -target, competitor, and high and low background species. The composite curve (sum of all components) and effective background are also shown. 
