Dialect variation is of considerable interest in linguistics and other social sciences. However, traditionally it has been studied using proxies (transcriptions) rather than acoustic recordings directly. We introduce novel statistical techniques to analyse geolocalised speech recordings and to explore the spatial variation of pronunciations continuously over the region of interest, as opposed to traditional isoglosses, which provide a discrete partition of the region. Data of this type require an explicit modeling of the variation in the mean and the covariance. Usual Euclidean metrics are not appropriate, and we therefore introduce the concept of d-covariance, which allows consistent estimation both in space and at individual locations. We then propose spatial smoothing for these objects which accounts for the possibly non convex geometry of the domain of interest. We apply the proposed method to data from the spoken part of the British National Corpus, deposited at the British Library, London, and we produce maps of the dialect variation over Great Britain. In addition, the methods allow for acoustic reconstruction across the domain of interest, allowing researchers to listen to the statistical analysis.
Introduction
A better understanding of local dialect variation is of interest both from the point of view of linguistics (how languages evolved in the past, how they became differentiated and how they will develop in the future) and from that of social sciences and demography, the way language is used being both a result of social affiliations and a tool to shape group identification. Dialect variations have long been studied in sociolinguistics by considering textual differences between phonetic transcriptions of the words (see, e.g., Kretszchmar 1996 , Nerbonne & Kretzschmar 2003 , Nerbonne et al. 2011 . This focus on written forms reflects a general normative approach towards languages: for cultural and historical reasons, the way we think about them is focused on the written expression of the words, even when thinking of their pronunciations. However, this is more a social artifact than a reality in the population, as there is great variation even within a single region with a claimed "homogeneous" dialect. Indeed, the analysis of speech data highlights that the definition of language is an abstraction that simplifies the reality of speech variability and neglects the continuous geographical spread of spoken varieties, albeit with the possibility of some clearly defined edges.
In this paper, we develop techniques that explicitly complement this text-based approach; we define methodology not for written or transcription based analysis, but rather by treating the acoustic data directly, by considering sounds as data objects (see Wang et al. 2007 , for a definition of data objects). This allows the examination of all forms of variation, including those within groups usually deemed to be homogeneous. To achieve this requires the development of spatially varying statistical models for object data which take into account both the underlying geography, but also the statistical properties of the data (in this case the fact that part of the model requires estimation of quantities which lie in on a manifold). This leads to the definition of a new concept of covariance which is statistically consistent over space even under Fréchet type estimation.
We are particularly interested in using information from speech recordings to model the smooth variation of speech characteristics over a geographical region. Since recordings are obtained only in a discrete set of locations, the first step will be the development of a non-parametric smoothing procedure to infer speech characteristics (and plausible speech reconstruction) on the continuous map. Having available replicates from different speakers at each location, we are able to model both the mean and the covariance structure of the speech process at that single location, the latter being highlighted in recent studies (see Aston et al. 2010 , Hadjipantelis et al. 2012 as an important feature for language characterization. The model we use to smooth the speech process over the whole geographical region of interest is described in Section 3, with the model based on the concept of using data specific metrics in the analysis.
From a statistical point of view, we develop the concept of spatial object data analysis, and, in particular, the use of d-covariances, that is, covariances that are estimated under a different metric to the usual Euclidean (L 2 ) one. It has been seen in a variety of applications, particularly diffusion tensor imaging, that even when the use of Euclidean distance is appropriate (and in the case of defining geodesics it may well not be so), it is often sub-optimal in terms of the interpretation (see for example Dryden et al. 2009 ). This is particularly important for the case of spatial smoothing with replicates, as use of the implied Euclidean metric (as is the case for the sample covariance) is not consistent with a spatially smoothed version under another metric, while the Euclidean metric is not valid with general smoothing techniques for positive definite covariances. Thus a new type of covariance will be developed which is statistically consistent for both stages. The analysis of the covariance structure is made possible by the presence of replicates of the same sound, uttered by different speakers, in each geographical location. This is an uncommon setting for spatial data analysis which is usually focused on problems where replicates are not available but second-order stationarity can be assumed. The latter is also the setting where most of the recent work on spatial statistics for object data have been developed (see, e.g., Delicado et al. 2010 , Gromenko et al. 2012 , Menafoglio & Petris 2016 . In this work, the need to model the spatial variation of the covariance structure of the speech process led us to choose a non-parametric regression approach to estimate both the mean and the d-covariance of the speech process, in the line of the methods developed for interpolation and smoothing of positive definite matrices (Dryden et al. 2009 , Yuan et al. 2012 ) and for surface smoothing over complex domains (Wood et al. 2008 , Sangalli et al. 2013 .
We also develop a set of tools to communicate relevant information to linguists. First, we generate colour maps that reflect speech variation in the spirit of isogloss maps (see, e.g., Francis 1959 , Upton & Widdowson 2013 but with continuous variation (as opposed to hard boundaries) and using information from speech recordings (as opposed to achieving this via phonetic transcriptions). Moreover, our method allows the resynthesis of a plausible pronunciation for any point in the considered geographical region. We include as supplementary material a few examples of these reconstructed pronunciations for the sound data set described in Section 2.
The paper proceeds as follows. In Section 2, the principles behind using acoustic recordings as the intrinsic data objects, as well as the data set itself, are introduced. Section 3 develops both the concept of d-covariance and the model for spatial data objects based on the d-covariance formulation. Section 4 applies the modeling framework to the British National Corpus data. This data set is a large corpus of acoustic recordings of British English across the UK, making it ideal for the comparison of dialects and accents. Finally, Section 5 is a discussion of the work and both its linguistic and statistical relevance. Some technical results concerning d-covariances and the model are given in the appendix, while the data and associated R code (R Core Team 2016) to replicate the analysis are available as supplementary material.
Sounds As Data Objects
In linguistics, there has recently been a considerable interest in assessing information coming directly from speech recordings (Lehmann 2004 , The Functional Phylogenies Group 2012 , Pigoli et al. 2014 , Hadjipantelis et al. 2015 , Coleman et al. 2015 in addition to textual evidence and phonetic transcriptions. While we develop new methodologies that can be applied to a variety of languages and geographical regions, we consider, in particular, the variation of the English language in the United Kingdom. British English is well known to contain a large number of regional dialects, which can have considerable differences between them. Dialect variation is investigated by analysing the spoken part of the British National Corpus (BNC) deposited at the British Library. The digital versions of these recordings are now made available by the Phonetics Laboratory of the University of Oxford (Coleman et al. 2012) . These sound data (rather than their phonetic transcriptions) will be directly used to explore British dialects. In particular, for the statistical analysis of speech tokens, it is first necessary to represent sounds in a time-frequency domain and align them in time to account for individual variation in speaking rate. We choose here a Mel Frequency Cepstral Coefficients representation for the speech tokens because of its good performance for speech resynthesis (which will be the final output of our analysis), and because it provides a principled lower dimensional representation of the speech tokens. We now give a more detailed description of the underlying data and their mathematical representation.
Sound Waves, Spectrograms, and Mel-Frequency Cepstral Coefficients
A one-channel monophonic sound can be represented by a time series (s(t) : t = 1, . . . , T ), where s(t) represents the recording of the air pressure at time t as captured by the microphone. As such, a sound is the variation of air pressure over time. For t ≤ 0 or t > T , we let s(t) = 0. We can therefore assume that s(t) is well defined for t ∈ Z.
The spectrogram of a sound (s(t)) t=1,...,T is a two-dimensional representation Spec (s) (t, ω) of the sound, where Spec (s) (t , ·) represents the modulus of the discrete Fourier transform of s(t) in a neighborhood of t . Mathematically, if W (x), x ∈ R in a window function with support [−1, 1], then for any positive integer M, w M (t) = W (2t/M ), t ∈ Z is a window of width M , and
The function u → s(t − u)w M (u) is a windowed version of s around t. For computational efficiency, the spectrogram is computed at the Fourier frequencies ω ∈ {2πk/N }, where N ≥ T is highly composite (usually a power of 2), using the fast Fourier transform (FFT; Cooley & Tukey 1965) . The window width M is typically chosen to correspond to a segment of length ranging from 5 to 20 milliseconds (M = 80 or 320 at 16Khz). From now on, we shall call the spectrogram of s the T × N matrix with entries Spec (s) (t, ω k ), t = 1, . . . , T, ω k = 2πk/N, k = 0, . . . , N − 1.
The Cepstrogram Cep (s) (t, q) is the inverse Fourier transform of the log spectrogram, i.e.
The variable q is called a quefrency, or cepstral coefficient. A low dimensional version of the cepstrogram, often used in speech recognition and speech synthesis, are the Mel-frequency cepstral coefficients, or MFCC. The computation of the MFCC is done in two steps. First, the Mel spectrogram, a filtered version of the spectrogram is computed,
where (b f,k ) k=0,...,N −1 , f = 0, . . . , F is the so-called Mel-scale filter bank (an example of a Melscale filter bank is given in Gold et al. 2011) with F filters, which is believed to mimic the human ear auditory system. Then, the MFCC corresponds to the first M ≤ F coefficients of the inverse Fourier transform of the Mel spectrogram:
An additional reason to prefer MFCC over spectrograms is that each coefficient is associated to a frequency band, and therefore the MFCCs are more robust to small misalignments in frequency when comparing multiple speakers or sounds. Note that there exist many modifications and variations of this definition of MFCC in the literature, as authors seek incremental improvements in the performance of implemented speech recognition or parametric speech synthesis systems. Since one of the goals of this paper is the resynthesis of sounds after inference, we shall use the definition and computational implementation of the MFCC proposed in Erro et al. (2011 Erro et al. ( , 2014 as it yields high-quality, natural sounding resynthesised speech. However, the underlying principles are the same. For simplicity, we will refer in the following to this modified version as MFCC.
The British National Corpus
The raw data consist of the audio British National Corpus (BNC) recordings (131 GB of data, 16 Bit 16 kHz one channel .wav files, roughly 1100 hours of recording, publicly available at http://www.phon.ox.ac.uk/AudioBNC). These are mainly recordings of natural speech in typically noisy environments, with low recording amplitude (signal-to-noise ratio). Segmentation information about the words pronounced in the audio files were also provided (in TextGrid format), with the XML edition of the BNC (4.4 GB of files) containing transcriptions of the words spoken in the audio BNC recordings, along with contextual information (anonymized speaker identification, information about the speakers, location of the recording).
For the purposes of the current paper, we restricted ourselves to the analysis of sounds of the vowel "a" present in the following list of words:
class, glass, grass, past, last, brass, blast, ask, cast, fast, pass. (2.1)
The vowels in these words are pronounced in the same (geographically consistent) way and therefore we can consider them as the replicates of the same sound. We denote this as the "class" dataset. In the UK, this vowel is considered prototypical of the distinction between northern and southern accents: in the Midlands, North and South-West these words have a short, open front vowel [a] as in "pat", whereas in the South and South-East they have a long back vowel [A] ("aah"), similar to the vowel in "part". The purpose of our work is the spatial analysis of sounds, and as such we needed to assign to each recorded sounds to the geographical location of the speaker's origin. We therefore removed sounds of speakers with missing or vague location information, and sounds corresponding to speakers who where trained to speak in a specified fashion (such as TV or radio presenters). For each speaker, we then used the corresponding recording location as a surrogate for the speaker's origin, provided this was unique. If there were multiple recording locations for a given speaker, the location corresponding to the locale variable "home" or "at home" was taken as the location of origin. If no such location existed, the sounds corresponding to the speaker were discarded.
After this process, we obtained 5120 sound tokens from 106 distinct geographical locations in Great Britain. These were then transformed into MFCCs. For each word w in our list of words (2.1), we aligned the MFCCs of sounds corresponding to w by registering their first coefficient using the Fisher-Rao metric (R package fdasrvf; see Srivastava et al. 2011 , Tucker et al. 2013 , Wu & Srivastava 2014 ) and then extracted the segment associated to the vowel for each word. Furthermore, we centered the first cepstral coefficients of all the data to remove differences in recording volume. For further information concerning the preprocessing and alignment, see the supplementary material.
Model and Estimation
As mentioned earlier, previous works have identified the covariance structure between frequencies as an important feature of the speech process that characterises languages (Aston et al. 2010 , Hadjipantelis et al. 2012 , Pigoli et al. 2014 , Hadjipantelis et al. 2015 . We therefore have good reasons to expect the covariance between MFCCs-which are related to the energy in each frequency band-to be associated with dialect characteristics, and we want to allow for it to vary geographically. The investigation of the best metric for interpolation or extrapolation of covariance matrices or operators has recently generated much work (Arsigny et al. 2007 , Dryden et al. 2009 , Yuan et al. 2012 , Carmichael et al. 2013 . The use of a metric different from the Euclidean metric in the analysis leads to the formulation of a more general concept of co-variability: the d-covariance. In the following, we explain why we need to introduce this new concept and the role it plays in the definition of the model for speech variation presented in Section 3.2.
d-covariances
Interpolation of covariance matrices under the usual Euclidean metric, although yielding valid covariances, suffers from artifacts, such as swelling (e.g. Arsigny et al. 2006) . Extrapolation of covariances under the Euclidean metric, on the other hand, is not even guaranteed to give valid covariances. For this reason, several other metrics on the spaces of symmetric positive semi-definite matrices have been studied, and have been shown to be useful for interpolation or extrapolation of covariances. The Euclidean average C = n −1 n i=1 C i of covariance matrices C 1 , . . . , C n can be reformulated as the solution to the variational problem
where d E denotes the Euclidean distance. In other words, C is the Fréchet mean of C 1 , . . . , C n under d E . Therefore the average of covariances C 1 , . . . , C n under another metric d can be defined as their Fréchet mean under d.
While covariance interpolation or extrapolation under various metrics is useful (for example in the case of spatial smoothing; see e.g. Yuan et al. 2012) , it is only valid when treating the covariances C i as the observation units, without viewing them as estimators of unknown true covariances, with an intrinsic estimation error. Indeed, since true covariance of a random vector X ∈ R p can be defined as the solution of the variational problem
the sample covariance can be viewed as an analogue sample-based variational problem based on the Euclidean metric d E . When using a metric different than d E for spatial smoothing of sample covariances, a fundamental consistency problem arises due to the two different metrics used in the variational problem and the smoothing problem. This happens because in-fill asymptotics (i.e. the number of locations going to infinity) and in-location asymptotics (i.e. the number of observations per location going to infinity) are taken under different metrics. For this reason, we introduce the concept of d-covariance, where d is a metric on the space of p×p symmetric positive semi-definite matrices S p , that stems from recent developments on the inference for covariance operators (see Arsigny et al. 2006 , Dryden et al. 2009 , Kraus & Panaretos 2012 , Pigoli et al. 2014 , Petersen & Müller 2016a . The d-covariance of a random vector X ∈ R p is denoted cov d (X), and defined by
where µ = E X, and provided the right-hand side is well defined. In this paper, we shall use the square-root metric d S on the space of symmetric positive semi-definite matrices, defined by
is the unique square root of B (meaning that it is the unique matrix D that satisfies DD = B; see Appendix A), and |||·||| is the Frobenius norm. Let |·| denote the Euclidean norm on R p , i.e. |x| = √ x T x. The following Proposition gives an explicit formula for the d S -covariance.
Proposition 3.1. Let X ∈ R p be random element with E |X| < ∞ and mean µ = E X.
Notice in particular that we do not need second moments for the d S -covariance to exist, which is due to the fact that √ XX T = |X|. Since there is an explicit formula for the square-root of symmetric positive semi-definite matrices of rank one, namely
where the expression inside the expectation is understood to be equal to zero if X = µ. The denominator in (3.1) reveals that the square-root of the d S -covariance can be viewed as a regularized version of the usual covariance. Furthermore, it also reveals that unlike the Euclidean covariance, the d S -covariance does not behave in the usual way under linear transformations:
we introduce the new families of square-root metrics
C, D are p × p symmetric positive semi-definite matrices and A is a n × p matrix, we have the following result, proved in Appendix B.
Proposition 3.2. Let A be a n × p matrix, and X ∈ R p be a random element with
This means that the d S -covariance of a linear transformation of X is given by a transformation of the d-covariance of X under a metric related to the linear transformation. In particular, the entries of a d S -covariance do not correspond to the d S -covariance of corresponding entries of the random vector. This is analogous to partial correlation.
A model for spatially varying speech object data
We are now ready to define the model for speech variation for the analysis of dialect data. We wish to have a model which can spatially vary both in terms of a mean function but also in terms of covariance, as we will have replicates at individual spatial locations. We therefore assume the following model:
where Y lj (t) ∈ R p is the vector of the first p Mel-frequency cepstral coefficient (MFCC) at time t ∈ [0, 1] of the recording lj, X l corresponds to the spatial location of the observations Y lj , j = 1, . . . , n l , recorded in latitude/longitude coordinates, i.e. X l ∈ E, where E ⊂ (−90, 90] × (−180, 180] is the spatial domain, and will denote Great Britain in the application of Section 4. The spatial MFCC is the function
. . , n l , and that the ε lj s are all independent. The process
is assumed to have mean zero, E ε = 0, and we define its d S -covariance by Ω(x, t) = cov d S (ε(x, t)), where we write ε(x, t) for ε(x)(t). This implies in particular that cov d S (Y lj (t)) = Ω(X l , t). While traditionally Ω(X l , t) would be defined as the covariance matrix of Y lj , by assuming that E ε lj (t) = 0 for all t and E ε(t)ε(t)
T is the identity, we define here Ω(X l , t) to be the d S -covariance of Y lj , where d S is the square-root metric.
Recalling that S p ⊂ R p×p is the space of symmetric p × p real matrices, the function
, maps a spatial location x ∈ E to a time-varying symmetric positive semi-definite matrix at that location.
Given the observations {Y lj (t), X l }, we want to estimate a smooth field m(x, t) for the mean of the speech process, and a smooth field Ω(x, t) for the (time-dependent) d S -covariance between MFCCs coefficients.
Estimation of the mean MFCCs field
In this section, we will be dealing with the estimation of the mean MFCC field m, and therefore the natural metric in this case to consider is the Euclidean (L 2 ) distance. However, when we consider the geographical distance, the natural metric is the geodesic distance, which we will approximate by graph distance on a constructed triangular mesh over the region of interest.
We propose to fit the mean MFCC field using a local constant estimator which minimizes a weighted mean square fit criterion. Let K : R → [0, ∞) denote a continuous and bounded density function, and let K h (s) = K(s/h)/h 2 . At the location x, the estimate of the mean
, and d g (x, X l ) is the distance on the map between x and X l . The denominator is a normalizing factor that compensates for possible heteroscedasticity in the MFCC field using the total variability of the residuals,σ
The minimizer of the fit criterion (3.3) is a Nadaraya-Watson type estimator, given by convex combination of the average MFCCs at each location, i.e.
where
Possible strategies for the choice of the bandwidth h are discussed in Section 4.1. While it may be argued that using a higher order local polynomial estimator in place of (3.3) can reduce the bias of the estimator, it is not obvious how to define a local polynomial variation that respects the shape of the map and this shortcoming tends to create problems close to the border if the region of interest is non-convex (as is the case with Great Britain).
d S -Covariance Field Estimation
In this section, we extend the kernel smoother to estimate the smooth d S -covariance field Ω. The natural metric to be used for the smoothing in this case is the square root metric d S as this indeed avoids inconsistencies between estimation of the d S covariance in the observed locations and estimation of the spatially smooth field, as we show in Section 3.5. Moreover, the square root metric is well-defined for singular matrices, a property that will be needed for the application to the BNC data in Section 4. In general, locations with small number of observations are expected to have d S -covariance between MFCCs that are not full rank. We also propose to use a locally constant estimator of the covariance field to allow for the non-convex domain, as discussed in the previous section.
At the point x, the estimated covarianceΩ(x, ·) ∈ L 2 ([0, 1], S p ) is the minimizer of the following fit criterion:
where h is a smoothing parameter, andΩ l ∈ L 2 ([0, 1], S p ) is the sample d S -covariance at location X l , defined as
It is not difficult to show that the minimizer of (3.5) is given bŷ
Equation (3.6) reveals thatΩ(x) is the square of a Nadaraya-Watson estimator in the square root space.
Consistency of Smoothing with the Square Root Distance
In this section, we study the properties of the estimator for the d S -covariance smooth field Ω(x, t). This is a non-standard smoothing problem, which poses a few theoretical challenges due to the non-Euclidean metric involved, and to the fact that we want to control the estimation error uniformly in the time index. Moreover, this gives us the opportunity to show how it is possible to account for the use of the geographical distance d g in the kernel smoothing. The estimator for the mean field m(x, t) uses the Euclidean (L 2 ) metric and its properties can therefore be studied using similar arguments, in particular the results in Appendix B.
This first result, proved in Appendix B, shows that under mild assumptions, the sample d S -covariance is a √ n-consistent estimator of the d S -covariance.
this being the explicit expression for the sample
where κ p is a constant depending only on the dimension.
In particular,Ω = cov d S (Y ) + O P (n −1/2 ). We now introduce some conditions used in proving the consistency of the smooth d S -covariance field. (1) The kernel K : R → [0, ∞) is a continuous probability density, with
(2) There exists constants 0 < c 1 < c 2 such that c 1 |x − y| ≤ d g (x, y) ≤ c 2 |x − y|.
Condition 3.4 (1) is a standard condition on the kernel function, which is in particular satisfied by the Gaussian kernel we use in Section 4. Condition 3.4 (2) states that the graph distance is (metric) equivalent to the Euclidean distance on E. The following condition on the sampling density is standard.
Condition 3.5. The density of the observation locations X 1 , . . . , X L ∈ E, f : E → R is continuous, and sup x∈E f (x) < ∞.
Recall that Ω(x, t) = cov d S (ε(·, t)). We are going to assume the following regularity conditions on the error process ε.
Condition 3.6.
(1) n l ≥ c 0 n for all l = 1, . . . , L for some c 0 > 0.
(2) Ω(·, t) : E → S p is C 1 (with respect to the Hilbert-Schmidt norm), and
rs is the rs-th entry of the matrix A.
Condition 3.6 (1) states that asymptotically, the number of observations per locations is of the same order. Condition 3.6 (2) is a (pointwise in time) smoothness condition on the d S -covariance field. Condition 3.6 (3) assumes that the second moment of the error field is uniformly bounded. The second moment is needed to establish the rate of convergence, whereas the uniform bound is for the control of the smoothing error uniformly in time.
We can now state the result on the consistency of the smoothed d S -covariance field, with the proof in Appendix B.
Theorem 3.7. Assume model (3.2) with conditions 3.4, 3.5 and 3.6 holds, and L → ∞, h → 0, Lh → ∞, n → ∞. Then, for any x ∈ E in the interior of E such that f (x) > 0, we have
where the stochastic term is uniform in t, and E X is the expectation conditional on X 1 , . . . , X L .
The first error term comes from the fact that we are using the sample mean in place of the true mean in the computation of the sample d S -covariance, while the second error term is a bias plus variance decomposition. Notice that the n in the variance term is unusual, and is related to the estimation error of d S -covariances at the observation locations. In particular, the variance is inversely proportional to the number of observations per location, regardless of L and h.
Analysis of sound data from the BNC
We apply here the proposed method to the "class" dataset described in Section 2. These provide us with 5120 sound tokens from 106 distinct locations within Great Britain, which are indicated on the geographical map in Figure 1 . Also shown is the triangulation used for the smoothing, where internal nodes correspond to the observed locations. It can be seen that the observed locations are irregularly spaced in the region, with high density of the observations around London and other large cities and very sparse observations in Wales and central Southern England, for example. In particular, only three locations are available in Scotland and therefore we will not draw strong conclusions about the dialect variation in that country.
While the method allows for a smooth reconstruction of the sound from the mean MFCC (and a few of these reconstructed sounds for the vowel described above can be found as supplementary material), we want also to represent the sound variations (and those of the their d S -covariance) on a map to be able to explore dialect variations. We need therefore to reduce the dimensionality of the data object. Among the possible alternatives, we choose to project the mean smooth field onto the principal components obtained from the original data because this allows the comparison of the projections of the smooth field estimated using different choices of bandwidth parameters. Concerning the d S -covariance smoothed field, its variation will be explored by considering the d S -distance with respect to the d S -covariance estimated in specific locations and comparison of how this map changes across the region of interest. We will use a Gaussian kernel for all the results of this Section, and we will now discuss the choice of the smoothing parameters.
Choice of Smoothing Parameters

Varying Bandwidths
In both the estimator for the mean and the covariance, a bandwidth varying with the geographical location can be used. This is particularly important when the locations of the observations are irregularly spaced in the region of interest, as is the case for the "class" dataset, where the use of a constant bandwidth would lead to over-or undersmoothed estimates.
A possible approach is to adapt the bandwidth to the density of the observations using the distance from the k-th nearest location to modulate the global bandwidth, i.e.
where ∆ L (x, k) is the geographical distance between x and the k-th nearest location to x. This k-th-nearest locations varying bandwidth adjusts the bandwidth to the density of the observed locations, thus guaranteeing that information from comparable numbers of observed locations are used in the estimation at each point. However, if there is a large variability between number of observations at different locations, one may prefer to adjust to the number of observations differently. We can then define a k-th-nearest observations varying bandwidth as where∆(x, k) is the least distance from x within which there are at least k observations, i.e.
A third alternative would be to simply using a fixed bandwidth (x) = h for all x, but this leads to the problem of oversmoothing in the regions with denser observations, as mentioned above.
The idea of adjusting the bandwidth on the basis of observation density is well known in non parametric regression (see e.g. Fan & Gijbels 1995) , but the difficulty in estimating the bivariate density with a relatively small numbers of observations led us to prefer the use of the distance from the k-th nearest neighbour as proxy for the inverse of the density of the observations, this distance being expected to be small in high density regions and large in low density regions.
The expressions of the bandwidth in (4.1) and (4.2) contain two parameters that need to be chosen: the number k of nearest neighbours to be used to adapt the bandwidth and the global smoothing parameter h. These can be chosen by cross-validation, as described in the next Section, or by visual inspection of the maps obtained through low-dimensional projection of the estimated field, as is described in Section 4.2.
Cross-validation for varying bandwidth parameters
The choice of the parameters k and h for the varying bandwidths (4.1) and (4.2) can be guided by estimating the prediction error as a function of such parameters using a crossvalidation procedure. We propose here to use a leave-one-location-out cross validation for the choice of the parameters k and h. For the mean field, the cross-validation is defined by
wherem −l is the estimate of the MFCC field obtained without all the MFCCs observed at location X l . Analogously, we can define a cross-validation error for the d S -covariance estimator as
where Ω −l (X l ) is the prediction for the d S -covariance at location X l obtained from (3.6) without the observations at location X l , andΩ l is the sample d S -covariance at X l . It is however important to explore the results visually (and acoustically) for different values of the smoothing parameters, using the strategies described in Section 4.2 to check that the chosen parameters are not leading to oversmoothing or overfitting.
For the "class" dataset, the cross-validation errors for the mean can be found in Figure 2 and the cross-validation errors for the d S -covariance are reported in Figure 3 , for both strategies of varying bandwidth and different values of h and k.
While the two types of variable bandwidth yield comparable cross-validation errors, the minimum error is obtained with the nearest observation varying bandwidth for the mean and with the nearest location varying bandwidth for the d S -covariance. The examination of the curves of average cross-validation error in Figures 2 and 3 leads to the choice of the smoothing parameters {h = 1.5; k = 300 nearest observations} for the mean and {h = 2; k = 20 nearest locations} for the d S -covariance.
Projection of the mean field onto principal components
Visualization of the field of mean MFCC is not a straightforward task. Indeed, at each location 
Here we choose to project onto the principal components of the MFCCs {Y lj : l = 1, . . . , L; j = 1, . . . , n l }. This allows the reproduction of the geographical variation of the projections which capture most of the variability in the original data and to compare the fields estimated for different values of h and k, the projection directions being independent from them.
The maps of the projections of the estimated field for the choice of h and k that minimises the cross-validation error can be found in Figure 4 , along with the corresponding principal Cross-validation error -nearest observations k=200 k=300 k=400 k=500 k=600
Figure 2: Cross-validation curves for the mean MFCC of the "class" dataset when the bandwidth is adjusted using the k-th nearest locations (top) or k-th nearest observations (bottom). Cross-validation error -nearest observations k=200 k=300 k=400 k=500 k=600 component directions. The first principal component direction is essentially considering the energy on the second cepstral coefficient, i.e. on the low frequencies. The second principal component contrasts the first two cesptral coefficients (which contain relative loudness and low frequency information) with the coefficients three to six (energy in relatively higher frequencies). The third principal component direction is more difficult to interpret, mixing time dynamics (along the sound length) of the relative volume with energy in higher frequencies toward the end of the sound and it may be already too noisy to retain linguistics meaning. The map of mean field projected into the first principal component direction highlights the difference between the region around London and the rest of the country, in particular part of the North of England (such as Manchester and Yorkshire). The projection into the second principal component direction produces higher values in the South-West of England and smaller values in the East and North of England. This appears to be driven especially by speech features in Cornwall. The projection in the third principal component direction highlights again the difference of Cornwall (in one direction) and the London region (in the opposite direction phonetically), with the rest of the UK somewhat in the middle. However, we have already seen that this direction is difficult to interpret phonetically and therefore it is hard to draw relevant conclusions. In order to check the results of the cross-validation analysis, we also consider in Figure 5 the estimated field for the smaller value of h = 0.5, again with k = 300. While this less smooth estimate for the mean field shows a few local features that may be removed with the smoother estimate, overall it is clearly overfitting in the regions where more observations are available, such as Yorkshire or the South-East. Therefore, we conclude that the level of smoothing suggested by the cross-validation procedure is reasonable for the mean field estimate.
MFCC d S -Covariance Field
We want also to explore how the d S -covariance changes over the region of interest. While it is in principle possible to use dimension reduction methods, the interpretation of projections of the d S -covariance may be problematic, as discussed in Section 3.1. An alternative way to represent the d S -covariance variation is to consider a single location of interest and plot the square root distances (averaged over the length of the sound) between the d S -covariance at the location of interest, and the d S -covariances at all other locations of the map. This produces 2D surfaces that reflect which parts of the country are more similar or dissimilar to the location of interest with respect to d S -covariance. Figure 6 shows some examples of these distance surfaces, with the tuning parameters chosen by cross-validation (h = 2, k = 20 nearest locations).
It is then possible to consider many such surfaces for locations all over the UK and to infer from them general trends. Figure 7 shows the maps associated to many representative locations together with their geographical position in Great Britain, a "map of maps". It is again possible to recognise the distinction of the Greater London region as well as a divide between the South-East vs. the North of England, Wales and South-West. There are however also some regions-including the contiguous regions of Northamptonshire, Cambridgeshire, Norfolk and Suffolk and also the somewhat separate location of Hampshire-which show differences from both the South-East and the North. Such a "transitional" or "interface" region is not captured well (and is in fact obscured) by the hard boundaries implied by conventional isogloss maps.
Discussion
We presented a method to explore spatial variation of sound processes which is of interest in particular for dialectology and comparative linguistics. The need to model the change in the covariability between frequencies, as well as in the mean sound, led us to propose the novel statistical concept of d-covariance, i.e. a definition of covariability that relies on a distance d different from the Euclidean (Frobenius) distance. This allows the use of metrics that do not produce swelling effects, while estimating the d-covariance consistently in the locations where observations are available. In particular, we chose the square root distance d S described in Dryden et al. (2009) because it is defined for positive semi-definite matrices, and an explicit expression is available, as we showed in Section 3. It is clear that other metrics could be used within this framework, and indeed recent work on choosing metrics (Petersen & Müller 2016a) and smoothing under general metrics (Petersen & Müller 2016b) could prove relevant to this setting. However it is important to remember that the choice of metric should be considered within a data application context as well. We used a Mel Frequency Cepstral Coefficients (MFCC) representation for the sound data objects because this has been shown empirically to provide a better sound reconstruction, especially in the modified version of the algorithm proposed by Erro et al. (2014) . Moreover, the fact that the frequency domain is partitioned into a relatively small number of channels makes this representation more robust to small frequency misalignments across speakers. MFCCs can be then treated as multivariate functional data, and we proposed a model where both the mean and the d S -covariance between coefficients change smoothly in space. We proposed to estimate these smooth fields with a non-parametric estimator, and showed that this provides consistent estimates both for the mean and for the d S -covariance field. We also integrated into the smoothing procedure a geographical distance based on the shortest path on the mesh used to triangulate the possibly non-convex region of interest. This required a non trivial argument to show the consistency of the derived estimator and it has a wider applicability wherever there is the need of accounting for a complex geographical domain.
The proposed method allows, for the first time, the sound variation to be studied using speech recordings directly (as opposed to phonetic transcription), and provides a continuous model for the sound change (through its mean and d S -covariance) in place of discrete regions boundaries, such as those traditionally reported in isoglosses. We analysed speech data from the spoken part of the British National Corpus, and focused on the pronunciation of the vowel in words such as fast or class, which is known to vary on a dialect basis (Upton & Widdowson 2013) , and has particularly prominent variations in British English. While it is possible to listen to the reconstructed sounds (as given in the Supplementary Materials), visual maps are often useful to recognise both global patterns and local features. Exploring the estimated mean and d S -covariance fields, we uncovered geographical patterns that resemble established beliefs about the vowel pronunciation (such as the contrast between the North and the SouthEast of England). However, the variation appears to be much smoother than expected, to the point where it is possible to identify intermediate regions not easily classified by a hard clustering, such as Norfolk or Hampshire. While the difference between Cornwall and the South-East is well known, our dataset appears to show that the former presents some unique features that differentiate it from Hampshire and the Midlands as well. This invites additional studies to explore other sounds and further exploration of this and alternative corpora.
Indeed, possible immediate extensions for this work include studying the joint behaviour of multiple words/sounds in the language and taking into account additional (non geographical) covariates, such as socio-economic variables.
SUPPLEMENTARY MATERIAL
Supplementary materials (details on the data preprocessing, functions used for the smoothing) can be obtained through the authors.
Notice that φ x (y) = (x − y)(x − y) T /|x − y| if y = x, and φ x (x) = 0. Furthermore, it is not difficult to show that φ x is Lipschitz, i.e. |||φ x (y) − φ x (y )||| ≤ κ p |y − y |, where κ p ≥ 0 does not depend on the value of x, but only on the dimension p. We therefore have
and d S (Ŝ,S) = O P (n −1/2 ). The proof is completed by showing that d S (S, S) = O P (n −1/2 ), which follows from the central limit theorem applied to the random element (Y − µ)(Y − µ) T . The central limit theorem is indeed applicable here since
Proof of Theorem 3.7. By the triangle inequality,
whereΩ(x, t) is the same asΩ(x, t), but with the sample mean at the observations replaced by the true mean, i.e.Ω(
Let us first look at the first term in (B.1). Writing E X for the expectation conditional on X 1 , . . . , X L , the triangle inequality and Hölder's inequality yield
By arguments in the proof of Proposition 3.3, we have
which is non-random, and independent of t. Since l w l (x) = 1, we get
Let us now look at the term
it is enough to control the mean square error of each coordinate of Ω (x, t). Notice that
, Therefore we can apply Lemma B.1 for each coordinate
. Since E X Ω l (t) = Ω(X l , t) and
the Lemma can be applied with m(x, t) = Ω(x, t) and ν ∞ ≤ (cn) −1 sup x∈E,t∈[0,1] E |ε(x, t)| 2 . For fixed r, s, the conditional squared bias is bounded by O P (h 2 ) and the conditional variance term is bounded by O P 1 nLh 2 , both bounds being uniform in t. The proof is finished by combining these last results. Letm(x, t) = L l=1 w l (x)Z l (t), where w l (x) is defined in (3.7). Then for each x in the interior of E, if f (x) > 0, we have as L → ∞, h → 0 such that Lh 2 → ∞, where the remainder terms are uniform in t.
Proof. Without loss of generality, assume that K is renormalized such that ∞ 0 K(s)sds = (2π) −1 , and letK h : R 2 → [0, ∞) be defined byK h (x) = K(|x|/h)/h 2 = K h (|x|) for h > 0. Notice thatK h is a valid density function on R 2 for any h > 0, and that it is an approximate identity as h → 0.
We first give a technical result that will be useful, and whose proof follows from standard arguments: for any α, β ≥ 0,
By Condition 3.4 and (B.4), the stochastic term is of order O P (1/ √ Lh 2 ). Concerning the integral, since K h is an approximate identity as h → 0, approximation theory gives Let us now look at the bias term. First, notice that E Xm (x, t) = L l=1 w l (x)m(X l , t). Since x → m(·, t) is C 1 , for all x, y ∈ E, Taylor's theorem yields m(y, t) = m(x, t) + r(x, y, t), where |r(x, y, t)| ≤ ∇ x m ∞ |x − y|. Therefore, using (B.5), | E Xm (x, t) − m(x, t)| ≤ c 2 2
The second term in square brackets is now approximated: 
Combining these results with (B.5) yields the conditional bias term (B.2).
Concerning the variance, we have
Where we have used (B.5). For the term in the second square brackets, we have
where we have used (B.4). Combining these results yields the conditional variance bound (B.3).
The following Lemma gives the approximation error in using the sample total variance in place of the true variance in the estimator of the mean field (3.4). Let σ 2 (x) = E ε(x) 2 .
Lemma B.2. Assume sup x∈E E ε(x) 4 < ∞, (B.6) c n ≤ n l ≤ C n, l = 1, . . . , L, for some constants c , C , as n → ∞, (B 
Then, for fixed L, h, |m(x, t) −m(x, t)| ≤ O p (n −1/2 ) max l=1,...,L |Y l (t)|, as n → ∞.
Proof. First, notice that |m(x, t) −m(x, t)| ≤ max l=1,...,L |Y l (t)| | l w l (x) − λ l (x)|. For the rest of the proof, will drop the x to simplify notation, and write w l instead of w l (x). Notice that
where sw = lw l and sλ = lλ l . Using (B.7), we get that (B.9) where the "· " entries are the same as the "· " entries, but without the n l s, i.e.w l = K h (d g (x, X l ))/σ 2 (X l ), andλ l = K h (d g (x, X l ))/σ 2 (X l ). Using (B.6) and the delta method, we haveλ
The first summand in (B.9) is now bounded:
where we have used (B.8). Using the same arguments, we get the same bound on the second summand of (B.9),
The proof is finished by combining these results.
