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ABSTRACT 
This research identifies residential mobility behaviour impacts of residential dissonance in Transit Oriented 
Developments (TODs) vs. non-TODs in Brisbane, Australia. Based on the characteristics of living environments 
(density, diversity, connectivity, and accessibility) and the travel preferences of 4545 individuals, respondents in 
2009 were classified into one of four categories including: TOD consonants, TOD dissonants, non-TOD 
dissonants, and non-TOD consonants. Binary logistic regression analyses were employed to identify residential 
mobility behaviour of groups between 2009 and 2011; controlling for time varying covariates. The findings 
show that both TOD dissonants and TOD consonants move residences at an equal rate. However, TOD 
dissonants are more likely to move residences to their preferred non-TOD areas. In contrast, non-TOD 
dissonants not only moved residences at a lower rate, but their rate of mobility to their preferred TOD 
neighborhood is also significantly lower due to costs and other associated factors. The findings suggest that 
discrete land use policy development is required to integrate non-TOD dissonant and TOD dissonant behaviors 
to support TOD development in Brisbane.  
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INTRODUCTION 
Residential dissonance signifies a mismatch between a household’s preferred and actual proximal land use 
patterns in residential neighborhoods (1), whereas residential consonance signifies agreement between actual 
and preferred proximal land-uses. Residential dissonance remains a relatively unexplored theme in the literature, 
yet, has been identified as an important behavioral element in the development of sustainable transport and land 
use policy options, such as transit oriented development (TOD). Research to date has identified determinants of 
residential dissonance (1) and has examined travel behavior patterns of urban and suburban dissonants (2, 3) as 
well as urban and rural dissonants (4). Despite the contextual spatial settings, studies have shown that urban 
dissonants (i.e. people who live in an urban environment but prefer to live in a rural/suburban environment) are 
more likely to use the car and less likely to use the bus and active transport compared to their urban consonants 
counterparts. In contrast, suburban/rural dissonants reveal similar travel behavior to urban consonants and are 
less likely to use the car compared to suburban/rural consonants. In addition, urban dissonants make longer 
distance trips on average than urban consonants. Much of this research bears significant implications for TOD–a 
neighborhood design concept that relies on relatively high residential densities, mixed land uses, high levels of 
pedestrian access, and close proximity to public transport. TOD is identified as a key land use policy worldwide 
to reduce carbon emissions and congestion, and to improve physical health (5). Considering these prior research 
findings, if TOD dissonants are attracted to reside in TOD areas as a result of other incentives or policies (e.g. 
school choice, proximity to work, etc.) or if TODs are developed around existing residents who become 
dissonant, the realization of the TOD policy objectives will be challenged by their behavior, and the TOD will 
not fully achieve its desired effect. 
Schwanen and Mokhtarian (2) hypothesized that a state of dissonance may be ameliorated through 
adjustment of individuals’ orientation or attitude toward land use or, eventually, through relocation over time. In 
relation to the first hypothesis, scant evidence has been offered to support dissonant behavior adaptation to 
particular land use features (e.g. TOD). In a study by the same authors (under review), evidence suggests that 
dissonants tend to exhibit fairly stable travel patterns over time. Regarding the second hypothesis, if dissonants 
gradually relocate to their preferred neighborhood over time–then eventually, there will be no dissonants in a 
particular neighborhood. If residential relocation is rapid, then public policies need only focus on the built 
environment and not on attitude change. However, empirical evidence is lacking to support this conclusion, and 
an understanding of mechanisms associated with behavioral adjustment towards TOD is needed. 
This research aims to contribute to this literature gap. The objective of this research is twofold: first, to 
examine whether dissonants are more likely to move residences compared to their counterparts; and second, to 
study whether dissonants move residences to their preferred neighborhood. The evaluation is conducted using 
data on residents living within and outside of TODs in Brisbane, Australia. Section 2 reviews the literature on 
both transit oriented development and residential mobility behavior. The data and methods used are discussed in 
Section 3. Section 4 outlines the findings of the research, and Section 5 provides policy implications. 
 
LITERATURE REVIEW 
 
Transit Oriented Development 
The concept of TOD has originated and evolved along with other related urban compaction concepts such as 
traditional neighborhood design, neo-traditional neighborhood design, mixed-use urban centers, transit adjacent 
development (TAD), and pedestrian pockets. They all reflect to some extent the same neighborhood planning 
concept (6). The underlying construct is a fostering of compact development policy characterized by moderate 
to high density development, diverse land uses, grid or semi-grid street systems with pedestrian amenities, and 
convenient access to mass transit systems (7). The only difference between TOD and other related concepts is 
that TOD is built around and within easy walking distances of a major transit stop (8, 9). TOD has emerged as a 
response to overcome the perceived shortcomings of other neighborhood design concepts (e.g. suburban 
development, planned unit development) and is now associated with three major movements in planning: 
sustainable development, smart growth, and new urbanism (8, 10). 
TOD has been promoted as a sensible planning approach to achieve the above policy goals because of 
the focus on public transit services as a logical competitor to private transport. Private transport is characterized 
by both flexibility and speed; and transit services can only be a competitor of private transport if they meet these 
two characteristics at once, in addition to their capacity advantage (9). Although traditional transit services meet 
the speed criteria, they lack flexibility. As a result, the concept of TOD was developed to provide fast and 
frequent services to distant opportunities and to arrange land uses in an integrated way – usually within walking 
distance from a station in order to achieve the flexibility criteria. A station is developed not just to catch the 
transit services, but is created as a place to live, to work, to shop, to socialize and to recreate (9). 
Research has shown both positive and negative consequences of households living in TODs. Cervero 
and Day (11) found that relocation to TOD areas enabled individuals with a higher level of job accessibility than 
those relocated to traditional outlying suburbs in Shanghai. Other benefits of relocation included increasing 
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physical activity levels due to a higher utilization of active transports (e.g. walking and cycling) (12), and a 
higher rate of return on investment in properties (13). Evidence also suggests that TODs are associated with a 
number of factors (e.g. noise and pollution, crime) that act as a repulsive force for the relocation decision (14, 
15). Therefore, the review of the success of TODs is mixed in the literature, and their effectiveness in terms of 
transit usage has been found to be context dependent (16). Studies have identified site-specific factors 
contributing to the utilization of transit services and consequent success of TOD, including land use density, 
land use diversity, street connectivity, transit frequency, socio-economic status of people, parking facilities etc 
within TOD areas (17, 18). What remains unknown is how these factors have influenced households to move 
out of TODs under conflicting land use preferences. 
 
Determinants of Residential Mobility  
Residential mobility is an outcome to lessen the strain generated from a number of stressors associated with 
lifecycle and other events (e.g. changes in job, birth of a child, or simply a desire to move to a better 
neighborhood) (19). Numerous research studies have been conducted in different contexts in identifying 
determinants of residential mobility based on either revealed or stated preference data (20-22). The merits and 
demerits associated with both data types are discussed in the literature and are not discussed here (22, 23). 
Irrespective of the data type, these studies have identified four groups of factors that influence residential 
mobility: 1) individual’s characteristics (e.g. lifecycle stages, income, race); 2) dwelling unit characteristics (e.g. 
size, design, age of building, type of dwelling); 3) location characteristics (e.g. safety, traffic, noise, air 
pollution, friendliness of neighbors); and 4) accessibility characteristics (e.g. accessibility to opportunities and 
services including job, transport, shops etc) (19, 22, 24). These factors represent the pre-move characteristics of 
the stressors (25). 
Residential relocation can be a short distance intra-urban mobility or a long distance inter-city or inter-
state migration (26). Both of these again can be either voluntary or involuntary/forced (27). This research 
focuses on the intra-urban voluntary mobility due to their larger share in the overall mobility patterns (28). The 
rate of intra-urban mobility varies depending on context (e.g. 43% Australian aged 18 years and over moved 
residences between 2002 and 2006 whereas 70.8% of the respondents want to move to a different location in 
Istanbul) (29, 30). However, despite contexts, age has been identified to be a significant factor in determining 
residential mobility and generally younger individuals have a higher propensity to move than older individuals 
(31-36). In contrast, Varady (25) has reported that the elderly were just as likely to move in response to severe 
housing and neighborhood problems as were younger families in the USA. 
Although age has been considered as a proxy of lifecycle stages in many studies, other studies have 
adopted specific categories in lifecycle stages and found a direct link between changes in lifecycle stages and 
residential mobility such as marriage, birth of the first child, birth of the last child, first child reaches secondary-
school age, last child leaves home, retirement, and death of a spouse (37). van Ommeren et al. (32) found that 
those who live with a spouse move substantially less. The probability of residential mobility increases with a 
change in family size (31, 34). Kim et al. (22) have shown that one more child in a household increases the 
probability of move by 6.3%. Having lost a spouse increased mobility substantially in Britain (38). Hassan et al. 
(35) have reported that the highest mobility is among the couples with children under the age of 14 years in 
Australia. 
Home ownership status, like age and/or lifecycle stages, typically has significant influence on residential 
mobility both in Australia and elsewhere (29, 33). Generally, these studies have reported that owners are less 
likely to move than renters. However, variation also exists between council tenants (lower probabilities) and 
renters in the private sector (39). Ermisch and Jenkins (38) found that higher regional house prices reduced 
mobility significantly for owners, but they have no impact on the mobility of tenants. Weinberg (31) has also 
mentioned that the probability of residential mobility decreases with housing market tightness. Households who 
stayed longer in their present dwelling are less likely to move (34, 38). Although the differences in residential 
mobility behavior are not pronounced between different races in Australia (29), most of the studies conducted in 
the USA reported significant differences between black and white (40). Generally, black are significantly less 
likely than nonblack to change residence. Migrants are more mobile than the rest of the city's population (30, 
41). The effect of education on residential mobility has been reported to be unclear (31, 42). 
Persons who reported poor health were less likely to move in Australia (29) although an opposite 
pattern has been reported in Britain amongst tenants, but not amongst owners (38). The Australian Bureau of 
Statistics (ABS) (29) also reported that the likelihood of residential mobility is higher for individuals who are 
unemployed. A mix effect of income has been reported in the literature. Whereas Bartik et al. (43) reported that 
low-income residents highly value remaining in their dwelling than moving out, other studies found no income 
effect (35). 
A number of studies have shown that dissatisfaction with the locational characteristics influence 
residential mobility (34, 44). In contrast, Rabe and Taylor (45) found and reported that although many 
individuals expressed dissatisfaction with their local area, neighborhood characteristics explained a relatively 
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small proportion of actual mobility. Accessibility factors have been identified to have a greater influence on 
residential mobility than individual characteristics in many studies (46). Density has been identified to have a 
positive association with residential mobility (36, 44). In contrast, a lack of access to shops, jobs, and 
recreational spaces foster residential mobility (i.e. diversity) (22). Unlike individual income, neighborhood 
income typically has significant impact on residential mobility in the US, where both black and white 
households are more likely to move to a poor or extremely poor tract rather than to a non-poor tract (40). 
Two issues are identified from the literature. First, although the impacts of different elements of a TOD 
(e.g. density, diversity of different land uses) have been investigated, little has been done to examine the joint 
impact of these different factors that constitute a TOD. Second, despite the correlations between the above 
multiplicity of factors and residential mobility, what remains unknown is whether these factors cause residential 
mobility, or just a correlation due to a lack of consideration of the living preferences of individuals in the model 
– a spurious relationship (47, 48). For example, relocation from a relatively high density neighborhood does not 
necessarily mean that an individual is dissonant, because they may have moved for other reasons (e.g. school, 
work proximity, affordability) or may move to a similar neighborhood. Therefore, a careful examination of 
residential mobility behavior needs to consider an individual’s neighborhood preference in relation to their 
current and future neighborhoods. 
 
DATA DESCRIPTION 
Considerable past research on residential mobility exploited survey data gathered either at a specific point in 
time or aggregated time-series data (49). The cross-sectional nature of this analysis approach limits the 
understanding of both the variations to different stressors leading to residential mobility, and the implications of 
specific policies (50). As a result, the use of panel data has been viewed as a viable way forward (45). This 
study uses panel data collected in three phases (2007, 2009, and 2011) from 11036, 7867, and 6901 adults 
respectively (aged between 40 and 70 years) living in 200 census collection districts (CCD) in Brisbane as a part 
of the larger HABITAT (how areas in Brisbane influence travel and activity) survey. Details about sampling, 
survey design framework, and the representativeness of the baseline sample to the wider population have been 
published elsewhere and are not discussed here in detail (51). Briefly, a multiple-stage probability sampling 
design was used: first, the 200 CCDs were selected; and second, from within each CCD, a stratified random 
sample was drawn. An initial check of data collected from the follow-up surveys shows that data reported by 
243 and 240 individuals in 2009 and 2011 respectively were not the same persons to that reported in 2007. As a 
result, these individuals were excluded from analysis in order to maintain consistency in the longitudinal nature 
of the datasets. This exclusion resulted in a reduction to the sample sizes to 10740, 7619 and 6661 individuals in 
the respective survey periods. 
This paper uses data from the 2009 and 2011 versions of the survey. However, not all respondents who 
participated in the 2011 participated in the 2009 version or vice verse. Since the objective of this paper is to 
monitor residential mobility of the dissonants longitudinally, only participants common to both phases were 
retained for analysis. As a result, a starting sample size of 6053 individuals was used in each phase. Individuals 
reported responses in 2009 and in 2011 were then checked for consistency and completeness for some selected 
variables that have significant impact on residential mobility as discussed earlier (Table 1). Missing responses in 
any periods were excluded using case-wise deletion method due to monitoring changes between pre- and post-
move characteristics. This resulted to an analytical sample of 4545 individuals. Amongst them, 422 individuals 
had moved home between 2009 and 2011 and were referred to as movers (coded 1) and the remaining 
individuals were referred to as non-movers (coded 0). A comparative investigation of the sample characteristics 
in this periods with the baseline survey data shows that the samples are closely matched, and therefore, are 
representative of the wider population. Table 1 shows the pre-move characteristics of the individuals as well as 
changes in socio-demographic and lifecycle stages between pre- and post-move periods, which were used as 
controlling factors in this research in order to identify the impact of dissonance on residential mobility behavior. 
However, gender, educational qualifications and country of birth are static variables. Since all individuals 
experienced identical changes in their age, only pre-move age category was used. Table 1 also shows the 
characteristics of movers. 
 
METHODOLOOGY 
 
Identifying Neighborhood Type 
This research follows a similar methodology to Schwanen and Mokhtarian (1) in identifying residential 
dissonance. First, the types of neighborhoods in which individuals lived were identified with respect to TOD or 
non-TOD types. However, unlike previous studies that used predominantly subjective classifications of the built 
environment, such as urban and suburban, urban and rural; this research applied a sophisticated methodology to 
determine TOD and non-TOD types. The research framework utilized the “3 D’s” (density, diversity, 
design/street network) of Cervero and Kockelman (18), which have been identified as the main elements of 
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compact land use patterns. In addition, a fourth element ‘public transport (PT) accessibility’ was added to 
characterize the compact areas as TOD specific. As a result, these four criteria were taken into account while 
identifying respondents’ actual neighborhood type, and represents a more articulate definition of TOD compared 
to prior studies. 
A 1km circular buffer was generated for each individual from their home in order to calculate 
residential density, land use diversity, and street connectivity levels for both 2009 (pre-move) and 2011 (post-
move) based on the literature (52). Residential density was measured using the average size of residential zoned 
lands within the buffer (53). As a result, larger numbers represent less density. Land use diversity was derived 
by quantifying the proportion of land area within the buffer that was zoned residential, commercial, industrial, 
recreational, and other. Using an entropy equation described by Leslie et al. (54), the five types of land use were 
combined to form a measure that ranged from 0 to 1, with 0 representing complete homogeneity of land use 
within the buffer, and 1 representing an even distribution of the five types of land use. Street connectivity was 
measured using the intersection density indicator based on the number of 4 or more way intersections located 
within the buffer (55). 
A correlation analysis conducted between the three indicators (density, diversity, connectivity) revealed 
no strong associations between the indicators. As a result, all three indicators were standardized using the min-
max method and aggregated into a composite measure using equal weights. Therefore, a higher composite score 
represents a more compact type of development. The composite indicator was then used to classify respondents 
as living in compact areas (above the mean scores: 0.61) and incompact areas (below the mean scores). 
However, despite living in highly compact areas, individuals cannot be labeled as living in TOD if transit 
services are not available within a walking distance from their homes. As a result, accessibility of transport 
services was used as an ultimate criterion to determine whether respondents lived in TOD type of areas. PT 
accessibility levels were measured separately for bus and train. Respondents were asked to indicate time taken 
(walking) to reach transport services (bus stop and train station) from their home on a 5-point scale (1-5, 6-10, 
11-20, 21-30, and more than 30 minutes) in both periods. These were recoded into binary indicators on whether 
these modes are accessible or not. If PT services are located within a 10 minute walking distance from home, 
then these are considered as accessible (56). Based on these accessibility and compact development criteria, 
respondents’ actual home locations were then classified as either TOD type (when both compact and PT access 
criteria met) or non-TOD type. 
 
Identifying Preferred Neighborhood and Residential Dissonance 
Respondents were asked to indicate whether they agreed/disagreed on 16 items on a 5-point Likert scale (1 – 
strongly disagree to 5 – strongly agree) related to their travel preferences in both survey periods. Based on the 
scores in these statements from the 2009 data, factor analysis was conducted in order to extract the fundamental 
dimensions spanned by these 16 items using the principle axis factoring with oblique rotation. Factor analysis is 
a commonly used method to derive travel attitude variables (57). However, initial results showed that four 
statements had very low communalities and complex structure in the extracted factors (e.g. traffic congestion is 
a problem in Brisbane, car is safer than riding a bike, car is expensive, public transport is expensive). As a 
result, these four statements were excluded from analysis, leaving the remaining statements without complex 
structure on extracted factors (Table 2). Four factors were selected using the latent root criteria for the number 
of factors (eigenvalues larger than 1). These four factors statistically contributed to explaining 52% of variation 
in the data–a level generally considered to be defensible for this type of analysis (4, 58). The four factors 
respectively can be interpreted as reflecting anti PT attitudes, environmental concerns attitudes, pro-car 
attitudes, and safety concern attitudes whilst travelling. The first factor is particularly important for identifying 
preferred neighborhood type in a TOD context. Given that transit services are key elements in facilitating travel 
in TOD areas, respondents with an anti PT attitude are less likely to prefer TOD areas to live. In addition, the 
first factor explained the largest variations in data (26%). Therefore, the first factor was retained in order to 
subdivide respondents into two groups: those respondents who prefer TOD type neighborhoods (negative factor 
scores) and those respondents who do not (positive factor score) (4). The combination of these preferences with 
the actual residential neighborhood of the respondents in 2009 results, based on Schwanen and Mokhtarian (1), 
in four groups: TOD consonants, TOD dissonants, non-TOD dissonants, and non-TOD consonants. This newly 
created variable, therefore, captures both built environmental characteristics and travel preferences together, and 
is referred to as ‘consonant/dissonant’ variable in this research. In addition, based on actual neighborhood types 
in both periods, movers were classified into: a) moved from TOD to TOD areas; b) moved from TOD to non-
TOD areas; c) moved from non-TOD to non-TOD areas; and d) moved from non-TOD to TOD areas. 
 
Data Analysis 
Three choices are examined in the analysis: 1) the choice to move or not (all respondents in sample); and for 
movers, 2) the choice to move to a TOD or non-TOD neighborhood type conditioned on living in a TOD (215 
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respondents); and 3) the choice to move to a TOD or a non-TOD neighborhood conditioned on living in a non-
TOD (207 respondents). 
Three binary outcome variables were developed and analyzed to examine and model these choices. 
Note that movers from TODs had only two options from which to choose (in the minds of the researchers, 
perhaps not explicitly in the minds of the respondents) to choose--they either could move to TOD or a non-TOD 
type of neighborhood. Similarly, movers from non-TOD areas could move to either a TOD or non-TOD area.  
The three outcome variables were regressed using the ‘consonant/dissonant’ variables in three separate binary 
logistic regression models to assess the association between residential dissonance and residential mobility, 
while controlling for pre-move socio-demographics, pre-move neighborhood characteristics, and changes in 
socio-demographic factors (shown in Table 4).  All models were estimated in Stata. To account for the cluster 
sampling effect on variances, the vce(cluster clustvar) option was used to obtain a robust variance estimate that 
adjusts for within-cluster correlation (59). The computed odds ratios (ORs) for each explanatory variable 
provide a measure of how much more likely one group (e.g. TOD dissonant) moved residences when compared 
to its counterpart (e.g. TOD consonant), controlling for other variables in the model. Only statistically 
significant and logically defensible explanatory factors were retained in the final models, although the initial 
model specification included all variables shown in Table 1. 
 
RESULTS 
Between 2009 and 2011, 422 individuals out of 4545 (9.3%) moved residential locations. Therefore, the overall 
4.7% annual rate of residential mobility was relatively low compared to findings elsewhere reported. However, 
given that the rate of residential mobility was higher among younger individuals (aged 18-44 years), and that the 
sample in this study was comparatively older than a representative cross section, the rate of residential mobility 
was not unexpected and is also reasonably representative of a national sample (29). 
Table 3 reveals that 2162 individuals (47.6%) resided in TOD areas, whereas 2383 (52.4%) individuals 
lived in non-TOD areas, suggesting that respondents in the sample were approximately evenly distributed 
between the two area types according to the exogenous definition provided previously. Table 3 also shows the 
nature and size of residential dissonance found in Brisbane. In total, 47.7% (2171) of respondents were found to 
be dissonant. This finding sits between results reported elsewhere, for example, 23.6% in the San Francisco Bay 
Area (1), and 51.4% in Flanders. However, unlike previous studies that reported higher levels of urban dweller 
dissonance, this study found that the extent of mismatch is higher among people living in non-TOD areas (50%: 
1202 individuals out of 2383) compared to people living in TOD areas (45%: 969 individuals out of 2162). This 
finding suggests the existence of potentially significant TOD markets within non-TOD areas. Also significant is 
that more people (53% - TOD consonants plus non-TOD dissonants) would like to live in TOD areas compared 
to non-TOD type of areas (47%) in Brisbane, conditional on the definition applied in this research. This finding 
will require further investigation to determine if the demand for TOD is differentiated across TODs with 
differing characteristics, for example a more ‘rural’ TOD versus a more ‘urban’ TOD. It is not likely, for 
example, that all residential dissonants prefer or demand TOD with similar characteristics. 
Table 4 provides the results obtained from the binary logistic regression models in identifying 
residential mobility behavior of dissonants. Despite the significance of the models and their general concurrence 
with previous studies (22); caution must be taken to interpret the results due to their limited explanatory powers. 
Several of the determinants of residential mobility in the mover vs. non-mover model (Model 1) were found to 
be consistent with the existing literature. The length of stay has a negative association with residential mobility 
in Brisbane, similar to that reported by Ermisch and Jenkins (38) and Ginsberg and Churchman (34). Lack of 
access to PT increases residential mobility. Individuals who did not have access to a car were less likely to have 
moved between 2009 and 2011, possibly due to the fear of increasing travel time in terms of spatial mismatch 
between home and activity places (60).  Also consistent with the literature is that changes in lifecycle stages 
dominantly influence residential mobility behavior, for example becoming a single parent makes someone 2.7 
times more likely to move, whereas when a child leaving home corresponds to a 1.5 increase in likelihood.  
Static respondent characteristics also matter, as a part-time worker is 0.84 times as likely to move as a non-
worker, and someone who does not drive is 0.36 times as likely to move as someone who does drive. 
Tables 3 and 4 show that an insignificant difference exists in the rate of residential mobility between 
TOD dissonants (10.3%) and TOD consonants (9.6%). However, both tables show that TOD dissonants are 
more likely to move to their preferred non-TOD neighborhood (Model 2, Table 4). Sixty-two percent of TOD 
dissonant moves relocated to non-TOD areas between the periods, as shown in Table 3. No significant 
difference was found in the rate of residential mobility behavior for non-TOD consonants and TOD consonants 
(model 1 in Table 4); whereas a significant difference was observed for non-TOD dissonants and other groups 
(model 1, Table 4). About 8% of non-TOD dissonants relocated residences, whereas 10% of other groups 
relocated (Table 3). 
Table 4 shows that non-TOD dissonants not only moved residences at a significantly lower rate (Model 
1), their rate of mobility to their preferred neighborhood was also significantly lower compared to their non-
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TOD consonants counterpart (Model 3). Further analysis has been conducted to better understand this behavior 
and a market tightness factor has been identified as a possible explanation (31, 38). Residential land values in 
2010 (61) and weekly rental values in 2011 (62) data show that TOD areas had a significantly higher value on 
both indicators (rent: TOD $1161 vs. non-TOD $821, F = 398; land value: TOD $395,703 vs. non-TOD 
$322,711, F = 372). As a plausible explanation, it was generally more cost prohibitive for non-TOD dissonants 
to move into TOD areas facing a rent increase, and perhaps the price differential largely explains why they are 
dissonant. From this point of view, non-TOD dissonants desire to move into TOD but are not able due to 
monetary constraints. Moreover, their rate of residential mobility was lower because they cannot easily satisfy 
their residential preferences. 
Other factors were also influential on moving people to TOD. Reduced access to car increased the 
likelihood by a factor of 4. Being a part-time worker increased the likelihood by 2.3 times, whereas a single 
parent with children is about ¼ as likely to move to a TOD--likely due to price and cost influences. Other living 
conditions, which includes many non-traditional household structures, is associated with a nearly 8 fold 
increased in the likelihood of moving to a TOD compared to living alone. Again, this is likely to be facilitated 
by the multiple income streams of many non-traditional households and the resulting increased purchasing 
power. 
The ability to explain moving behavior from TOD to non-TOD neighborhoods is not significantly 
facilitated by Model 2, Table 4. Only worker and household structure variables were significant, and these 
combined explained very little of the variation of residential mobility behavior for this cohort. An interesting 
result is that much more is knowable about people moving from non-TOD neighborhoods in this sample, where 
about 20% of the variance in choice behavior is explained, whereas less than 1% is explained for people moving 
from TODs. 
 
CONCLUSIONS 
The logistic regression models capture between 0.3% - 20% of the variance in the moving behavior for the 
sample. Surprisingly, much more is revealed by the data about people moving from non-TOD areas compared to 
those moving from TOD areas. Clearly, there are potentially many factors not examined in this study that may 
help to explain moving behavior, including school quality, cost of housing relative to income, a job location 
change, or other unknown factors. In addition, despite that residential mobility is often a household level 
decision, most of the factors analyzed in this research capture individual-level attributes or attribute changes, 
and not household level factors. The consideration of intra-household interaction surrounding residential 
preference in decision making was not considered in this research due to data limitations. The extent to which 
these known and unknown omitted factors are correlated with included covariates may influence the odds ratios 
reported here. Further research should seek to include these factors and improve upon the explanatory power of 
the model presented here. 
Clearly, dissonance plays a role in the propensity to move residential location. The odds ratio less than 
unity of non-TOD dissonants is likely to reflect the fact that TOD areas tend to be more costly relative to non-
TOD areas, and thus people wishing to move to TODs may not be able to afford the transition. In contrast, the 
odds ratio greater than 1 of TOD dissonants while choosing residential location is likely to reflect the opposite 
effect—there is cost savings to move from a TOD to non-TOD area on average (on a per square foot basis).  
In the absence of explicit housing cost variables, the model suggests that housing cost as captured by 
land-use may play an important role in TOD policy and the ability to attract residents. TOD dissonants moved 
residences at a higher rate to non-TOD areas. TOD areas will remain a mix of dissonant and consonant residents 
over time unless non-TOD dissonant and TOD consonant groups can be enticed to live and remain in TOD 
areas. 
Policies developed for TOD to encourage the use of public transit are often recognized as a critical first 
step in reducing automobile dependence; however, the attitudes and preferences of individuals remain a strong 
influence on mode choice. This research demonstrates that attitude is an important factor in the development of 
new TOD precincts and in supporting the functioning of effective TOD. First, the latent demand for TOD in 
non-TOD areas is clearly reflected in the preferences of non-TOD dissonants. This may provide an empirical 
first step for the development of TOD areas. Secondly, policies need to be fine-tuned to encourage individuals to 
change attitudes to support the intent of TOD. This is the million dollar question—how do we influence people 
to prefer TOD? This shall remain a vexing question for analysts to ponder moving forward.  
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TABLES 
 
TABLE 1 Socio-economic Characteristics of the Survey Respondents  
Explanatory variables Pre-move characteristics in 
‘09
Changes between ‘09 
and ‘11
Movers 
 Frequency % Frequency % Frequency %
Female 2597 57.1 230 54.5
Older (over 60 years) 1088 23.9 79 18.7
Car Availability  
Yes, always 4109 90.4 395 93.6
Yes, sometimes 254 5.6 19 4.5
No 88 1.9 5 1.2
Do not drive 94 2.1 3 0.7
Level of education  
Upto year 12 1650 36.3 147 34.8
Diploma/certificates 1317 29.0 122 28.9
Graduate 1578 34.7 153 36.3
Employment status  
Not working 1141 25.1 98 23.2
Working part time 1063 23.4 83 19.7
Working full time 2341 51.5 241 57.1
Current living arrangements  
Living alone with no children 728 16.0 71 16.8
Single parent with >= 1 children 286 6.3 34 8.1
Single and living with friends/relatives 174 3.8 23 5.5
Couple living with no children 1408 31.0 138 32.7
Couple living with >= 1 children 1837 40.4 146 34.6
Other 112 2.5 10 2.4
Born not in Australia 1046 23.0 99 23.5
Average household size 2.75 Std. 1.35 2.64 Std. 1.32
Average health status 3.36 Std. 0.90 3.45 Std. 0.88
Average length of stay (year) 14.49 Std. 10.77 9.36 Std. 9.89
Average residential density 1628.94 Std. 11523.85 1499.52 Std. 6248.62
Average land use diversity 0.5519 Std. 0.13 0.56 Std. 0.13
Average network connectivity 22.68 Std. 17.25 24.47 Std. 18.56
Accessible public transport 4104 90.3 374 88.6
  
Socio-demographic changes  
Changes in car availability  
Unchanged 3622 93.3  
Availability increased 123 3.2  
Availability decreased 137 3.5  
Changes in employment status  
Unchanged 3761 82.8  
Working time increased 293 6.4  
Working time decreased 491 10.8  
Averages changes of household sizes -0.09 Std. 0.75  
Average changes of health status 0.01 Std. 0.73  
Changes in living arrangements  
Unchanged 3887 85.5  
Became couple from single 96 2.1  
Became couple with child from single 33 0.7  
Child left from respondent’s home 256 5.6  
Respondent left friends/family 28 0.6  
Became single parent 56 1.2  
Became single from couple 91 2.0  
Added new child 65 1.4  
Other lifecycle changes 33 0.7  
N 4545 4545 422 
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TABLE 2 Pattern Matrix Showing Variable Loadings on Travel Attitude Factors that are Significant in 
the Final Model In 2009 
Statements/items Factors
 Anti-PT Env. con Pro-car Car safer
Public transport is inconvenient and unreliable .857 .029 -.042 -.064
Travelling by public transport is not very pleasant .643 -.008 -.048 .066
Using public transport takes too much time .631 .038 .146 -.003
Public transport can sometimes be difficult than driving .482 -.108 .036 .061
People need to walk and cycle more to improve the environment .038 .902 -.017 .036
People need to walk and cycle more to reduce global warming .007 .778 -.033 .053
People need to walk and cycle more to reduce traffic congestion .024 .746 .012 -.010
People need to use public transport more often to reduce traffic 
congestion 
-.082 .513 .028 -.081
I need a car to do many of the things that I do -.005 .044 .796 .011
I could not manage pretty well without a car .026 -.050 .665 .010
Travelling by car is safer overall than taking public transport .182 .042 -.011 .685
Travelling by car is safer overall than walking -.075 -.028 .030 .652
% of variance explained 25.843 14.919 6.949 4.304
Total variance explained (%) 52.015
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.787
N 4545
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TABLE 3 Descriptive Statistics Showing TOD Dissonance/Consonance and Residential Mobility 
Behaviour  
Dissonance/consonance 2009  characteristics Movers (between ’09 and ’11) Moved into (%)
 Frequency Column % Frequency Column % Row % TOD Non-TOD
TOD consonant 1193 26.3 115 27.3 9.6 57.4 42.6
TOD dissonant 969 21.3 100 23.7 10.3 38.0 62.0
Non-TOD consonant 1181 26.0 113 26.8 9.6 30.1 69.9
Non-TOD dissonant 1202 26.4 94 22.3 7.8 25.5  74.5
Total 4545 100.0 422 100.0 9.3  
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TABLE 4 Binary Logistic Regression Analysis Results Showing Residential Mobility Patterns of Different 
Groups (Std. Err. Adjusted for Clusters in CCDs) 
Explanatory factors Model 1:
Movers vs. Non-Movers
Model 2:
 Moved from TOD
Model 3:
Moved from Non-TOD
 Mover (ref: non-mover) Moved into non-TOD
(ref: moved into TOD)
Moved into TOD 
(ref: moved into non-TOD)
 ORs 95% C.I. ORs 95% C.I. ORs 95% C.I.
TOD dissonants (ref: TOD consonants) --- --- --- 2.373a 1.281 4.396 na  na  na
Non-TOD consonants (ref: TOD consonants) --- --- --- na na na na  na  na
Non-TOD dissonants (ref: TOD consonants) 0.771b 0.588 1.010 na na na na  na  na
Non-TOD dissonants (ref: non-TOD 
consonants) 
na na na na na na 0.465a 0.220 0.983
Residential density --- --- --- --- --- --- 0.998a 0.997 1.000
Land use diversity --- --- --- --- --- --- 87.53a 2.095 3657.793
PT accessible (ref: PT inaccessible) 0.754b 0.552 1.031 --- --- --- 4.094a 1.420 11.803
Length of stay 0.933a 0.915 0.951 --- --- --- --- --- ---
Do not drive (ref: car availability always) 0.359b 0.114 1.136 --- --- --- --- --- ---
Car availability decreases (ref: unchanged) --- --- --- --- --- --- 4.144a 1.009 17.018
Diploma/certificates (ref: upto year 12) --- --- --- --- --- --- 0.402a 0.169 0.957
Graduates and over (ref: upto year 12) --- --- --- --- --- --- 0.225 a 0.090 0.563
Part time worker (ref: non-working) 0.824b 0.658 1.032 --- --- --- 2.351a 1.094 5.052
Full time worker (ref: non-working) --- --- --- 0.553a 0.319 0.957 --- --- ---
Single living with friends/relatives (ref: living 
alone) 
--- --- --- --- --- --- 0.158b 0.023 1.061
Single parent with children (ref: living alone) --- --- --- --- --- --- 0.237b 0.051 1.108
Couple with children (ref: living alone) 0.712a 0.559 0.907 --- --- ---   
Couple with no children (ref: living alone) --- --- --- 0.477a 0.234 0.974
Other living condition (ref: living alone) 0.438a 0.205 0.936 --- --- --- 7.694a 1.242 47.657
Became couple (ref: unchanged 2.613a 1.426 4.786 --- --- --- --- --- ---
Became couple with child (ref: unchanged) 2.411b 0.914 6.359 --- --- --- --- --- ---
Child left from respondent’s home (ref: 
unchanged) 
1.500b 0.938 2.400 --- --- --- --- --- ---
Respondent left friends/family (ref: 
unchanged) 
2.994a 1.292 6.937 — --- --- --- --- ---
Became single parent (ref: unchanged) 2.701a 1.347 5.414 --- --- --- --- --- ---
Became single from couple (ref: unchanged) 2.457a 1.260 4.794 --- --- --- --- --- ---
Other lifecycle changes (ref: unchanged) 2.386b 0.928 6.129 --- --- --- --- --- ---
Pseudo Log-likelihood -1310.259 -141.386 -98.271
Wald chi2 134.31a 13.66a 29.55a
Pseudo R2 0.0673 0.0034 0.1996
N 4545 215 207
a Significant at the 0.05 level. 
b Significant at the 0.1 level 
na = not applicable 
--- = not significant 
