1. Introduction. The index theory for finite factors was introduced by Jones in [3] . In that paper, the following sequence {e x \ i = 1,2,...} of projections plays an important role:
(a) eiβi±\ei = λβi for some λ < 1, (b) e i e j = e j e i for \i -j\ > 2, (c) the von Neumann algebra P generated by {^ / = 1,2,...} is a hyperfinite II i -factor, (d) Xτ(weι) = λtτ(w) if w is a word on l 9 e\,e2 9 ... ,^/-i, where tr is the canonical trace of P and 1 is the identity operator.
If Q is the subfactor of P generated by {e x \ ί = 2,3,...}, then the index [P:Q] of Q in P is l/λ. In the case λ > 1/4, Q has trivial relative commutant in P and The author learned from the referee that A. Ocneanu obtained the same formula independently. She would like to express her hearty thanks to the referee for many valuable comments.
Notations and preliminaries.
Let B be a subfactor of a II i -factor A. Then Jones defined in [3] the index [A:B] of B in A using the coupling constants of A and B due to Murray and von Neumann ([4] ) and he (and also, Pimsner-Popa in [5] ) gives some methods to get the number [A:B] . In [6], Wenzl gets another method to compute [A: B] in the case where those factors are σ-weak closures of the union of increasing sequences of finite dimensional algebras, which satisfy some good conditions.
In this note, we shall use the results in [6] to give a proof of Theorem.
(2.1) Let A be a finite dimensional von Neumann algebra. Then A is decomposed into a direct sum Y%Lχ ®Aι of a(i) by a(i) matrix algebra Aj. The vector a = (a(i)) is called the dimension vector of A, following Wenzl [6] . Each trace φ on the algebra A is determined by a column vector w = (w(i)) which satisfies φ(x) = ΣΊLi W(/)TΓ(Λ;/) for x G A, where x = Σ ®Xj (x/ € A{) and Tr is the usual nonnormalized trace on the matrix algebra. (2.2) Let {e/;/ = 0,±1,±2,...} be Jones' two sided sequence of projections for λ (λ < 1). A reduced word is a word on efs of minimal length for the rules (a), (b) and ef <-• e\. As a trivial consequence of Jones' method in [3] , we have that the von Neumann algebra N generated by {e z ; / = ±1, ±2,...} is a subfactor of the hyperfinite IIχ factor M generated by {e t \ i -0, ±1, ±2,...}. 
it is sufficient to prove that Xv(yE{N k+ι ){x)) = tr(yE(N k )(x)), for x E M k , y e. Λ^+ 1 . Every reduced word y Ê 2m+i has a form y = υw\e m W2, where v is a reduced form on {e z ; / = -m + 1,-m + 2,..., -1} and Wj (i = 1,2) is a reduced word on {e/; / = 1,2,..., m -1}. Let w be a reduced word in M lm \ then
Since each algebra is generated by reduced words,
(2.5) Let (^) and (5^) be sequences of finite dimensional von Neumann algebras such that B k c ^ for all k. Following after [6] , we
resp. a subfactor B of A) and satisfies the property of Lemma 1. So, by (c'), (2.2) and Lemma 2, we have [6] ). In Section 6, we show the periodicity of
3. Bratteli diagram for (M k ) k and path maps. For convenience' sake, throughout we put
In this section, we shall get, for the sequence
On the other hand there is a unitary u in Mim which satisfies ueiu* = e-ι and ue-iu* = β/ for all i = 0,1,..., /w -1 ([3] 
where Pj is the polynomial defined in [3] by Pι(x) -Pι{x) = 1 and
[ Under such identification, we define the direct sum of path maps. Let x = (x(l),...,x(Λ)), y = (y(l),. ..,y(m)) and z = (z(l),...,z{n)) be path maps. If h = max{/*,ra,ft} and x{i) = y(i) + z(/) for every polygon {x(i) 9 y(i), z(/)}, we say x is the Λrec/ .s wm of y and z, and we write x = y ® z. REMARK 3. If we use the method of path model in [4] , a polygon corresponds to a matrix algebra and a path map corresponds to a multi-matrix algebra. Then for all positive integers / and m, /(2m) (resp. /(2m + 1)) is a polynomial on path maps {<Z/+2;; 7 = 0,1,2, ...,m} (resp. j = 0,1,2,..., m) with positive integers as coefficients. Then N k is generated by the commuting pair Λ^(+) and N κ (-) In the case λ = (l/4)sec 2 (π/n + 2) for some n (n = 1,2,...), the diagram for N\ = N2 c Λ^3 c c N 2n has the same form as in the case λ < 1/4, the diagram for N 2n +4i-2 c JV^+^ -i (resp. iV2 Π +4/-1 C N 2n +4i) i s similar to one for iV2«-2 C N 2n -ι (resp. Λ^-i C Λ^) and the diagram for N 2n +4i c #2/1+4/+1 (resp. Λ^z+i c N 2n + 4i + 2 ) has the reverse form of order changed one for N 2n -\ c Λ^2« (resp. 2/1-2 C N 2n ). 
Inclusion matrix of

{2) If n is even and p is odd, then
Ifn is even and p is even, then Proof. Combining the discussions in (2.5) in §3 with results in [2] , we have that the sequence (M k ) is periodic with period 2. The fact implies that (N k ) is periodic with period 4, by the Bratteli diagram for (N k ).
