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Decision making in invertebrates often relies on simple neural circuits composed of only a
few identified neurons.The relative simplicity of these circuits makes it possible to identify
the key computation and neural properties underlying decisions. In this review, we summa-
rize recent research on the neural basis of ultrasound avoidance in crickets, a response that
allows escape from echolocating bats.The key neural property shaping behavioral output is
high-frequency bursting of an identified interneuron, AN2, which carries information about
ultrasound stimuli from receptor neurons to the brain. AN2’s spike train consists of clusters
of spikes – bursts – that may be interspersed with isolated, non-burst spikes. AN2 firing
is necessary and sufficient to trigger avoidance steering but only high-rate firing, such as
occurs in bursts, evokes this response. AN2 bursts are therefore at the core of the com-
putation involved in deciding whether or not to steer away from ultrasound. Bursts in AN2
are triggered by synaptic input from nearly synchronous bursts in ultrasound receptors.
Thus the population response at the very first stage of sensory processing – the auditory
receptor – already differentiates the features of the stimulus that will trigger a behavioral
response from those that will not. Adaptation, both intrinsic to AN2 and within ultrasound
receptors, scales the burst-generating features according to the stimulus statistics, thus fil-
tering out background noise and ensuring that bursts occur selectively in response to salient
peaks in ultrasound intensity. Furthermore AN2’s sensitivity to ultrasound varies adaptively
with predation pressure, through both developmental and evolutionary mechanisms. We
discuss how this key relationship between bursting and the triggering of avoidance behav-
ior is also observed in other invertebrate systems such as the avoidance of looming visual
stimuli in locusts or heat avoidance in beetles.
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BURSTING AS A NEURAL CODE
Behavior, including decision making, is an inherently temporal
process so it goes without saying that the underlying neural activ-
ity is also temporally patterned. The study of the activity patterns
of neurons has revealed clear links between spiking patterns and
functions of neurons (Gerstner et al., 1997; Rieke, 1997; Decharms
and Zador, 2000). As one of the most easily recognizable spik-
ing patterns, bursting has been suggested to play a crucial role in
many systems (Connors and Gutnick, 1990; Gabbiani et al., 1996;
Martinez-Conde et al., 2002; Marsat and Pollack, 2006; Schwartz
et al., 2007a; Lin and Nicolelis, 2008; Marsat et al., 2009). Bursts
are clusters of two or more spikes occurring in quick succession
separated from other spikes by longer inter-spike intervals (ISI).
Several techniques can be used to determine objectively if a cell is
bursting and which spikes are parts of bursts (Cocatre-Zilgien and
Delcomyn, 1992; Bastian and Nguyenkim, 2001). Such analyses are
particularly important to differentiate cells that are simply firing
at high rates or responses with clustered spikes caused by a pul-
satile stimulus from truly bursting cells in the narrow sense of the
term. The simplest methods, based on ISIs histograms or spike-
train autocorrelation functions, identify the range of ISIs typical
of bursts (Figure 1). As shown in Figure 1, bursting neurons have
specific spiking patterns that reflect the presence of a non-linear
transformation between input and output (Chacron et al., 2004).
We will not discuss the cellular mechanisms underlying bursting as
several reviews are available on the subject (Krahe and Gabbiani,
2004; Izhikevich, 2006, 2007).
Studying spiking patterns became crucial once it was real-
ized that information was contained not only in the mean firing
rate of a neuron but also in the detailed temporal structure of
its spike train (Gerstner et al., 1997; Rieke, 1997; Eggermont,
1998; Borst and Theunissen, 1999). The instantaneous firing
rate of a neuron can sometimes be linearly related to the input
signal but the spiking pattern of bursting neurons relates non-
linearly to the input signal (Chacron et al., 2004; Marsat and
Pollack, 2004; Lesica et al., 2006). Studies in several sensory
systems showed that bursting neurons act as feature detectors,
where the occurrence of specific patterns of stimulation results
in bursts (Gabbiani et al., 1996; Lesica et al., 2006; Marsat and
Pollack, 2006). Sensory bursts are often described as units of
neuronal information that exhibit several advantages over sin-
gle spikes (i.e., spikes that are not part of a burst) from the
point of view of information coding and neural dynamics (see
last section).
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FIGURE 1 | Bursting neural responses. Bursting properties of a neuron can
be revealed by stimulating it with a Gaussian input and characterizing its
output. We show here an example of a response of the AN2 neuron of
crickets which displays a characteristic bursting response to ultrasound
stimuli. The lower panels are calculated from 45 s of recording; arrows indicate
the threshold of the intra-burst-ISI. (A) Stimulus and response. The stimulus is
an ultrasound tone (30 kHz) randomly modulated in amplitude. We display
here only the amplitude modulation envelope: a low-pass (<200 Hz) filtered
Gaussian with a mean amplitude of 90 dB SPL and an SD of 5 dB. The neuron
responds with bursts of spikes to the largest peaks in ultrasound amplitude.
The short inter-spike intervals (ISI) of spikes within bursts can clearly be
identified (red). The ISI distribution is quantified in (B–D). (B) ISI distribution
histogram (ISIh). The ISIhs of bursting neurons have a characteristic bimodal
distribution with a peak (shown in red) at short intervals – the intervals of
spikes within bursts – and broad tail of longer intervals (black). The bimodal
nature of the ISIh – the output – highlights the non-linearity of the input-output
transformation since the input – the stimulus – has a Gaussian distribution. A
linear transformation would transform a Gaussian input into a Poisson point
process. The ISIh of a model Poisson neuron with identical mean firing rate
and refractory period is shown in blue. (C) Autocorrelation function. The
autocorrelation function gives the probability of having a spike at different
time intervals following each spike in the response. A random process would
lead to a probability per bin of (Firing rate)× (bin width), in this case
52 Hz×0.001 s, for all intervals (blue line). The peak at short intervals (red)
quantifies the higher-than-chance probability of having spikes separated by
short intervals in bursting neurons. (D) ISI return map. The return map plots
the ISI that precedes each spike as a function of the ISI that follows it. Several
clusters can be observed: a cluster along the y -axis consisting of the first ISIs
of each burst (orange), in the bottom left corner the subsequent intra-burst
ISIs (red), a cluster along the x -axis for the ISIs that follow bursts (gray) and a
more scattered cluster at longer intervals for ISIs between isolated spikes
(black). The ISI return map is a way of visually characterizing the spike-train
structure and revealing the bursting tendency of the neuron, as non-bursting
neurons will not display clusters along the axes at short intervals.
Despite numerous studies on bursting in vertebrate and inver-
tebrate sensory systems and the clear understanding of the type
of information carried by bursts to higher brain centers, it is only
recently that the links between bursts, the information they carry,
and behavioral output were firmly established. We review below
recent findings about bursting and ultrasound avoidance in crick-
ets that show how the bursting properties of a few sensory neurons
determine the behavioral output.
ULTRASOUND AVOIDANCE IN CRICKETS
Sound perception and production in crickets co-evolved as a com-
munication tool (Stumpner and Von Helversen, 2001). Male crick-
ets produce songs with relatively low sound frequencies (3–6 kHz)
to communicate with conspecifics. Crickets are also sensitive to
ultrasound, which allows detection of hunting bats. Ultrasound
avoidance is widespread among nocturnally flying insects (Hoy
et al., 1989; Hoy, 1994). In crickets, the use of hearing for detecting
insectivorous bats is thought to have evolved more recently than
conspecific communication; the pre-existing hearing range was
most probably widened to encompass the ultrasound of echolo-
cating bats (Hoy, 1992; Yager, 1999). Ultrasound stimuli trig-
ger a stereotyped, short-latency (30–40 ms), reflex-like steering
response in tethered flying crickets that, in free flight, would direct
them away from the sound source (Moiseff et al., 1978; Nolen and
Hoy, 1986). Echolocating bats produce sound pulses that vary in
duration (1 to >20 ms) and repetition rates (1–200 Hz) depend-
ing on the species of bat and the task they perform (for reviews
see Schnitzler and Kalko, 2001; Schnitzler et al., 2003). Typically,
bats will increase the repetition rate and decrease the sound-pulse
duration when they require better temporal resolution in their
auditory representation of space. For example, while searching for
insects in open spaces, the bats emit pulses at low rates (a few
Hertz) but increase the rate as they approach an insect for cap-
ture. In the terminal phases of the bat-insect pursuit, pulses are
Frontiers in Neuroscience | Decision Neuroscience July 2012 | Volume 6 | Article 95 | 2
Marsat and Pollack Bursting and ultrasound avoidance
often only 3–5 ms apart. The crickets must therefore be sensitive
to ultrasound stimuli with a wide variety of temporal patterns,
and experiments with tethered crickets show that this is indeed
the case (Pollack and Elfeghaly, 1993).
Bats and insects are engaged in an evolutionary “arms race”
of auditory sensitivity, in which each combatant would benefit
from long-distance detection of the other. Bat echolocation is a
relatively short-range modality; although echolocation calls can
be very intense as they leave the bat (∼120 dB SPL; Surlykke and
Kalko, 2008), the amplitude of returning echoes is limited by the
small reflective surface of an insect’s body, and by frictional loss to
the air. As a result, many bats can detect their prey at an average
distance of only ∼5–10 m depending on the species of bat and
size of the prey (Kick, 1982; Holderied and Von Helversen, 2003;
Surlykke and Kalko, 2008). By contrast, ultrasound sensitivity of
crickets is such that they should be able to detect a bat at a dis-
tance of 10–18 m (Nolen and Hoy, 1986). The best strategy for
an insect that detects a distant bat, then, is to steer away from
the sound source to escape detection, and indeed that is what both
moths and crickets do in response to ultrasound stimuli of low-to-
moderate intensity (Hoy, 1994). Once the bat detects its potential
prey, however, a chase may ensue. Video recordings show that such
“dog fights” between bats and beetles can last for many seconds,
during which the beetle continues to exhibit evasive maneuvers
(Simmons, 2005). The neural and behavioral responses during
close range interactions are not well defined. We know that, in
some insects, very loud sound pulses (>95 dB SPL for crickets) will
cause a different kind of evasive maneuver that is non-directional,
a strategy that may serve to prevent the bat, which can out-fly the
insect, from predicting the trajectory of its prey (Roeder, 1967;
Nolen and Hoy, 1986). However, considering that bats typically
reduce the intensity of their vocalization as they approach their
prey (Schnitzler and Kalko, 2001; Fullard et al., 2003; Schnitzler
et al., 2003), it is unknown how commonly these evasive maneu-
vers are triggered. Also, experiments with playbacks of recorded
echolocation pulses to crickets and moths (Fullard et al., 2003,
2005) indicate that the temporal pattern and the frequency of the
vocalizations of some bats during the final attack phase might not
stimulate the neurons very strongly. These experiments however
were done in a fixed spatial configuration. The spatial dynamics
of a bat-insect interaction can obviously cause large modulations
in the intensity of ultrasound as it reaches each ear beyond those
present in the pulse train that the bat produces. The consequence
of this spatial dynamic on sensory processing remains unexplored
and would be an interesting subject for future studies.
ULTRASOUND CODING IN CRICKETS
The cricket’s ears are located on the tibiae of the fore legs. Auditory
information is carried from the ear to the prothoracic ganglion by
auditory receptors, and is then relayed to the brain by ascending
interneurons (Figure 2). The population of about 60–70 audi-
tory receptors is composed of distinct types of cells based on their
anatomy and tuning to sound frequency (Imaizumi and Pollack,
1999, 2001, 2005). About one-fourth of the receptors respond most
strongly to high frequencies, including ultrasound. The remaining
three-fourth are tuned to the low frequencies used during con-
specific communication. The tuning of receptors to either high
FIGURE 2 | Auditory neurons of the prothorax of crickets. (A) Auditory
receptors project from the ears located on the tibiae of the forelegs to the
prothoracic ganglion. A population of approximately 15 ultrasound receptors
on each side provides inputs to the Ascending Neuron 2 (AN2) which
carries the information to the brain, and to the Omega Neuron 1 (ON1),
which inhibits the contralateral interneurons (both AN2 and ON1). (B)
Morphologies of AN2 (red), ON1 (green), and an ultrasound receptor (blue)
filled with fluorescent dyes. Note that while the AN2 and ON1 neurons
were imaged together, the receptor has been superimposed post hoc.
or low frequencies forms the basis for categorical perception of
sound frequency. This was demonstrated by using an habituation-
dishabituation paradigm to show that stimuli with various carrier
frequencies were categorized either as attractive or repulsive, with
a sharp transition between the two at around 16 kHz (Wytten-
bach et al., 1996). At this transition frequency, responses depended
on the stimulus temporal pattern; non-cricket-like (2 pulses/s)
stimuli consistently elicited avoidance steering, but a calling-song
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model with 15 kHz carrier frequency typically elicited bipha-
sic responses, in which initial steering away from the sound
was replaced after a few seconds by steering toward the sound,
suggesting inhibitory interactions between song-recognition and
predator-avoidance systems (Pollack et al., 1984).
Auditory information is processed initially by bilaterally paired,
identified interneurons that receive monaural excitatory inputs
from receptors (Hennig, 1988; Hardt and Watson, 1994). Two well
studied and particularly important bilaterally paired neurons for
the processing of ultrasound are Ascending Neuron 2 (AN2) and
Omega Neuron 1 (ON1; Figure 2). AN2 is the main conduit by
which information about ultrasound reaches the brain, and can
thus be seen as a bottleneck in the ultrasound processing pathway.
ON1 is a local interneuron; it receives input from the receptors of
one ear and provides contralateral inhibition to several interneu-
rons that receive input from the other ear, including AN2 and
the contralateral ON1 (Selverston et al., 1985), thereby enhancing
bilateral differences used to localize sound.
Several high-frequency-sensitive brain neurons have been
described, some of which, based on their anatomical and phys-
iological characteristics, are candidates for receiving input directly
from AN2 (Boyan, 1980, 1981; Schildberger, 1984; Brodfuehrer
and Hoy, 1990); however paired simultaneous recordings from
AN2 and its potential targets have not yet been performed. Such
experiments are necessary not only to confirm putative connec-
tivity, but also to study the effects of AN2 bursts on its targets.
One type of local brain neuron, which arborizes on both sides
of the brain, is excited by ipsilateral sound pulses and inhibited
by contralateral pulses and thus could, in principle, act as a bilat-
eral comparator. Such a bilateral comparison could be involved in
processing the spatial information of the sound necessary to direct
behavior away from the source but nothing is known about this
process.
Another group of brain neurons, which are probably at least
two synapses removed from AN2, carry the output of brain cir-
cuits to lower ganglia where motor responses are generated (Boyan
and Williams, 1981; Brodfuhrer and Hoy, 1989; Staudacher, 2001).
The most interesting of these, with respect to avoidance responses,
is a subset the activity of which is modulated by flight (Brodfuhrer
and Hoy, 1989). Negative phonotaxis to ultrasound occurs only
when crickets are actively flying (or, much more weakly, while
walking: Pollack et al., 1984); quiescent animals do not respond
to ultrasound, no matter how intense the stimulus. Thus, infor-
mation about the sound stimulus and about behavioral state must
be integrated somewhere along the processing chain. Flight has
no effect on responses of AN2, ruling out early processing as the
locus of this integration, but responses of several descending brain
neurons are both stronger and more rapid during flight than while
animals are quiescent, pointing to the brain as the site where audi-
tory and behavioral-state information are combined. Although
responses are enhanced during flight, the neurons do respond
even while the animal is quiescent. Indeed, response magnitude
of quiescent animals to intense stimuli can be larger than that of
flying animals to stimuli that, though less intense, are nevertheless
above typical threshold for eliciting negative phonotaxis. Thus,
the role of these descending neurons in triggering or controlling
flight-steering responses remains unclear.
Nevertheless, key elements of the network generating the ultra-
sound avoidance behavior are understood. AN2 in particular
has a deterministic role in triggering avoidance steering even
though it is on the sensory side of the pathway. The causal rela-
tionship between AN2’s activity and avoidance steering was first
demonstrated by Nolen and Hoy (1984, 1986). They performed
intracellular recording of AN2 in a tethered cricket while also mon-
itoring the activity of muscles used for steering during flight (see
Figure 3). They showed that hyperpolarizing AN2 abolished the
motor response to ultrasound, and that depolarizing AN2 evoked
a motor response even though no sound was presented, thereby
demonstrating AN2’s necessity and sufficiency. Thus, an interneu-
ron directly post-synaptic to sensory receptors is the decisive
trigger for ultrasound avoidance. Most interestingly, one prop-
erty of AN2 underlies the decision to trigger avoidance steering or
not: bursting.
The temporal coding properties of AN2 were investigated by
Marsat and Pollack (2005, 2006, 2007, 2010) using ultrasound
stimuli with random amplitude modulations (Figure 1A), rather
than using more naturalistic pulsed stimuli. The use of a “white
noise” amplitude envelope is convenient because it allows one to
quickly characterize the temporal tuning properties of the cell, and
also reveals some of the coding strategies. Two key findings came
from comparing the input – the pattern of amplitude modulation
to be encoded – to the output spike train. First, AN2 is able to
encode a wide range of amplitude modulation rates that encom-
pass those typical of bat echolocation signals (Marsat and Pollack,
2005). Second, the neuron encodes the signal in a non-linear
manner. Indeed, the input stimulus has a Gaussian amplitude dis-
tribution but the output spike train has a bimodal distribution
of ISI; the short ISIs of spikes within bursts form the first peak
in the distribution, and the longer ISIs between isolated spikes,
or between bursts, form the second, broader, peak (Figure 1).
Because ISI is the inverse of instantaneous firing rate, the distrib-
ution of the latter is also bimodal. No linear transformation can
turn a Gaussian distribution signal into a bimodal distribution,
and information-theoretic quantification of AN2’s coding of stim-
uli with white noise amplitude envelopes showed that the majority
of the information is encoded non-linearly (Marsat and Pollack,
2005). Similar to bursting neurons in other sensory systems, AN2
bursts act as feature detectors (Marsat and Pollack, 2006), signal-
ing the occurrence of specific patterns of amplitude modulation.
Specifically, AN2 bursts are triggered by peaks in amplitude larger
than the standard deviation of the stimulus, in other words, salient
peaks in amplitude (Figure 1A). Bursts are very reliable in their
timing and thus carry accurate information about the occurrence
of these features. These response characteristics presumably allow
differentiating background noise from those peaks in ultrasound
amplitude that are most likely to originate from a hunting bat.
The bursting characteristics of AN2 have a direct impact on
behavior. Nolen and Hoy (1984, 1986) showed that AN2 evokes
avoidance steering only if it fires at 180 spikes/s or more. This
threshold corresponds to the longest ISIs that occur in AN2’s
bursts (∼6 ms; Figure 1; Marsat and Pollack, 2005, 2006). Marsat
and Pollack examined explicitly the relationships between bursts
or isolated spikes and behavior (see Figure 3). They showed that
avoidance steering was triggered only by bursts whereas spikes that
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A
B
FIGURE 3 | Studying the neural basis of ultrasound avoidance. (A)
Ultrasound pulses such as the ones produced by foraging insectivorous
bats cause avoidance steering in flying crickets directed away from the
sound source. The steering movements consist of changes in the wingbeat
pattern but also of movements of the abdomen, hindlegs and antennae in
the direction of the intended turn. (B) Tethered crickets continue to produce
the motor pattern of flight and can thus be stimulated with ultrasound while
the neural and/or motor output is recorded (Nolen and Hoy, 1984, 1986;
Marsat and Pollack, 2006, 2010).
were not part of a burst had no detectable influence on avoidance
behavior (Marsat and Pollack, 2006).
Although bursts are often considered as all-or-none units, they
may vary in the number of spikes they contain or in the intra-
burst firing rate. The role of burst structure in temporal coding
has been discussed in several systems (Kepecs et al., 2002; Oswald
et al., 2007; Butts et al., 2010), because this can carry fine-scale
information about the feature that the bursts encode. For exam-
ple, the intra-burst firing rate of AN2 varies with the duration of
the peak in ultrasound amplitude, and number of spikes per burst
is correlated with the intensity of the ultrasound peak. Marsat
and Pollack (2010) examined the influence of these parameters
on behavior. They found that the amplitude of steering responses
varied with the number of spikes per burst, but that the intra-burst
firing rate had no effect on behavior. These results make the point
that even though information about a stimulus can be retrieved by
the experimenter by analyzing a specific aspect of the spike train,
this does not necessarily mean that the nervous system uses that
information.
Together these results show that the bursting properties of AN2
have a key impact on ultrasound avoidance behavior. A stimulus
that does not trigger spiking in AN2,or that triggers only non-burst
spikes, will not cause ultrasound avoidance. Therefore the burst-
ing mechanism is a key component of the decision mechanism.
Although it is not yet known whether AN2’s intrinsic properties
contribute to bursting, Sabourin and Pollack (2009) showed that
ultrasound receptors also burst and that these bursts have a high
probability of causing a burst in AN2.
NEURAL DYNAMIC UNDERLYING ULTRASOUND AVOIDANCE
When neurons are part of a population, as is the case for the
15 or so ultrasound-sensitive receptors, the relationship between
the spike trains of the different neurons shapes the population
response. Ultrasound receptors tend to burst synchronously, caus-
ing a large input to AN2 (Sabourin and Pollack, 2009). Redun-
dancy in response patterns across a population has the well known
consequence of limiting the amount of information carried by the
population, since different neurons do not carry entirely differ-
ent information (Sompolinsky et al., 2001; Puchalla et al., 2005;
Sabourin and Pollack, 2010). A useful comparison can be estab-
lished with the population of low-frequency receptors, the spike
trains of which show much less redundancy than those of ultra-
sound receptors. Consequently the accuracy of stimulus coding is
greatly improved by pooling the information from many of these
low-frequency receptors. It is tempting to relate these two cod-
ing strategies to behavior: low-frequency communication sounds
need to be encoded with much detail to permit, for example, the
fine discrimination of male quality during mate choice, whereas
bat-like ultrasound need only be detected to trigger a stereotyped
avoidance response.
Interestingly, it is not sufficient that the population response
of ultrasound receptors be composed of many synchronous spikes
to elicit bursting in AN2; rather, individual receptors must burst
(Sabourin and Pollack, 2009). A “distributed burst” of eight spikes
(eight single spikes coming in close temporal proximity from eight
different receptors) has much less chance of triggering a burst in
AN2 than eight spikes produced by four cells, each producing
a two-spike burst. These results suggest that synaptic properties
contribute to processing the signal, specifically, that facilitation
might enhance the response to true bursts, acting as a filter to pre-
vent responses to coincident non-burst spikes in different recep-
tors. This mechanism helps to maintain the separation between
burst-encoded information and that encoded by isolated spikes.
Recent studies have also revealed that adaptation in AN2 can
lead to filtering out weaker signals (Wimmer et al., 2008; Hilde-
brandt et al., 2011). Based on experiments combining current
injection and pharmacological manipulation Hildebrandt et al.
(2011) suggested that both cell-intrinsic currents and pre-synaptic
inhibition contribute to adaptation of AN2. The former mech-
anism has a subtractive effect on the input-output relationship
whereas the latter has a divisive effect. Both mechanisms influence
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the response to ultrasound and presumably help to scale AN2’s
response so that only peaks in ultrasound amplitude larger than
the recent average amplitude elicit bursts. Another factor con-
tributing to adaptation of AN2 is the very pronounced adaptation
of ultrasound-tuned receptors (Sabourin and Pollack, 2009).
Bursts appear as a distinct medium of information transmis-
sion and the computations performed by network interactions can
operate selectively on the burst-component of the response. This
is apparent, as described above, when only bursts in receptors can
cause bursts in AN2. It is also apparent in the synaptic interaction
between ON1 and AN2. ON1 provides contralateral inhibition to
AN2, and its response pattern to ultrasound – including bursting –
is very similar to that of AN2. Interestingly, ON1 does not produce
bursts when stimulated with low, cricket-like sound frequencies
(Marsat and Pollack, 2004, 2005). By using dichotic stimulation
and judicious choice of stimuli, it was shown that ON1’s coding
properties – in particular its bursting tendency – play an impor-
tant role in shaping the influence of ON1 on AN2. Specifically,
bursts in AN2 are inhibited most efficiently by coincident bursts
in ON1 (Marsat and Pollack, 2005, 2007). The role of ON1 is to
enhance the bilateral contrast that serves as a basis for sound local-
ization. As a consequence, stimuli that trigger bursts in AN2 and
ON1 will be represented with larger bilateral contrast, and thus
sound localization will be selectively enhanced for these stimuli.
These observations support the idea that neural codes and the
architecture of neural computations are mutually determined.
MODULATION OF NEURAL PROPERTIES
Crickets are most at risk of predation by bats while flying. Although
some bats are able to glean prey from the tops of vegetation, this
is unlikely to be a problem for crickets, which spend their time
on the ground in burrows, under the leaf litter, etc. Not all crick-
ets can fly. In many species, individuals may develop either with
stunted wings and weak flight muscles, or with full-length wings
and strong muscles; the former cannot fly, and the latter can. As
crickets age their flight muscles undergo histolysis, so that even
though the wings remain long, the flight muscles can no longer
generate sufficient force for flight. Thus, there are three flight-
classes in the same species; individuals that could never fly, those
that can, and those that could at one time but can no longer. Inter-
estingly, sensitivity to ultrasound varies with flight capability: the
minimum sound level required to elicit avoidance steering is lower
in flight-capable than in flight-incapable individuals; and this is
paralleled by a lower threshold of AN2 for ultrasound stimuli (Pol-
lack and Martins,2007) and by an increased rate of bursting in AN2
compared with that of flight-incapable crickets (Pollack, unpub-
lished observations). These flight-related changes in sensitivity
are specific to ultrasound; neither behavioral threshold – in this
case for attraction to a model of the species’ communication sig-
nal – nor threshold sound level to stimulate AN2, differs between
flight-classes for low-frequency, cricket-like sounds (Pollack and
Martins, 2007).
The “decision” to develop with short or long wings may be
mediated in part by the titer of Juvenile Hormone (JH) during
late larval stages (Zera and Tiebel, 1988), with high JH-level lead-
ing to short-winged phenotype. An increase in JH-level during
adulthood also triggers wing-muscle histolysis (Shiga et al., 1991).
Experiments suggest that JH may also be involved in setting sen-
sitivity to ultrasound. Treatment with a JH analog of late-stage
larvae of a species in which all individuals are normally long-
winged and flight-capable, results in adults with poor sensitivity
to ultrasound. As in wing-dimorphic species, the loss of sensitiv-
ity is specific to high sound frequencies (Narbonne and Pollack,
2008). The possible role of JH in the loss of ultrasound sensitivity
that accompanies wing-muscle histolysis remains to be tested.
Another factor affecting the risk of predation by bats is the
presence of bats themselves. Bat-free islands in French Polyne-
sia have been invaded by a cricket species that also occurs in
bat-rich areas, including Australia. Behavioral threshold for ultra-
sound avoidance, and AN2 threshold for ultrasound stimulation,
are both higher for crickets in the bat-free environment (Fullard
et al., 2010), suggesting that sensitivity to ultrasound has consider-
able evolutionary, as well as developmental, plasticity. The fact that
this plasticity influences the sensitivity of sensory neurons and is
reflected in the behavioral output argues for the importance of
these neurons’ properties in the decision process.
BURSTS, A CODE FOR RAPID SENSORY PROCESSING OF
IMPORTANT SIGNALS?
The preceding paragraphs describe the relationship between the
bursting properties of the cricket auditory neurons and ultrasound
processing. The results summarized in these paragraphs also show
that beyond determining the information available to the nervous
system, the response properties of the sensory neurons relate to the
motor output. Specifically, the encoding of different parts of the
ultrasound stimulus is multiplexed onto two channels within the
neuron’s response: some features of the stimulus are encoded by
bursts and others by isolated spike; only the “burst channel” influ-
ences avoidance behavior. Consequently, the neuronal properties
that generate bursts in response to specific stimulus features also
determine when avoidance steering is triggered and can therefore
be considered part of the decision mechanism. Although some
aspects of ultrasound avoidance, such as its reliability and short-
latency, are reflex-like in nature, the fact that responses occur only
following specific patterns of sensory input is indicative that a
decision has been made. More specifically, the neural network gen-
erating the response must decide whether an ultrasound stimulus
is sufficiently intense, relative to recent experience, to represent a
potential threat and, if so, in which direction to steer.
The influence of a sensory neuron’s coding properties on behav-
ioral decisions has been demonstrated in many systems and is
particularly clear in reflex-like behaviors such as the escape behav-
ior of fish triggered by the activity of Mauthner cells (Korn and
Faber, 2005), the crayfish escape response (Edwards et al., 1999), or
the avoidance of looming stimuli in locust (Fotowat and Gabbiani,
2011). The influence of sensory neuron properties on decisions has
also been examined in much more complex behaviors. For exam-
ple, the decisions of a monkey asked to perform a discrimination
task seem to be correlated with the response patterns of popula-
tions of sensory neurons, although the causal nature of the rela-
tionship is difficult to establish (Nienborg and Cumming, 2010).
Indeed, a clear, causal link between the bursting properties of
sensory neurons and behavior has not yet been demonstrated
in other systems. Nevertheless, the central role of burst codes
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becomes obvious in a growing number of cases. In locusts, the
presence of a looming stimulus is detected through sophisticated
computation carried out at the level of the sensory neuron LGMD
(Fotowat and Gabbiani, 2011) which triggers an escape response
(Fotowat et al., 2011). LGMD exhibits intrinsic bursting properties
and strong spike-frequency adaptation. LGMD is pre-synaptic to
the descending neuron DCMD, which provides the motor com-
mand. DCMD mirrors LGMD’s spiking pattern; thus LGMD’s
bursting properties are likely to have a crucial influence on behav-
ior. Heat sensitive neurons of the beetle provide another example
of a probable link between sensory bursts and behavior in inverte-
brates (Must et al., 2010). In this case burst timing does not relate
to the temporal features of the stimulus; rather, burst rate indicates
the presence of dangerously high temperatures that the beetle tries
to avoid.
Examples of the relevance of sensory bursts for behavior also
abound in vertebrate model systems. Synchronized bursts in a
subset of cells in a sensory processing area signal the occurrence
of aggressive communication signals in electric fish, whereas in a
different subset of cells, bursts code for prey (Gabbiani et al., 1996;
Oswald et al., 2004; Marsat et al., 2009; Marsat and Maler, 2010,
2012). In the retina and the lateral geniculate nucleus of mammals,
bursts also reliably signal the occurrence of specific behaviorally
relevant features of visual inputs such as a sharp contrast or motion
reversal (Lesica and Stanley, 2004; Schwartz et al., 2007b). Thus in
many model systems and modalities, sensory bursts seem to serve
similar purposes: extracting from the sensory environment fea-
tures that are of particular relevance to the organism and signaling
their occurrence reliably to post-synaptic networks.
Burst coding is well suited to this task. Bursts can be seen as self-
contained units of information because they capture, with high
reliability, the timing and the identity of specific stimulus features,
making this information readily available to decoding circuits.
This property is particularly advantageous when a signal must
trigger a response very quickly, as in escape behaviors. Also, the
fact that bursts consist of several closely spaced spikes suggests that
they will have strong effects on post-synaptic cells, where a simple
threshold mechanism could separate relevant signals encoded by
bursts from background noise. Moreover, frequency-dependent
mechanisms, such as facilitation, depression, or resonance, can
allow post-synaptic cells to respond differently to bursts and to
non-burst spikes (Izhikevich et al., 2003). It is known for example
that burst-induced facilitation can lead to an increase in the reli-
ability of synaptic transmission (Lisman, 1997; see also: Harvey-
Girard et al., 2010; Bol et al., 2011). Therefore bursts can carry
reliable information quickly and efficiently to the next stage of
processing. On the other hand bursts might be limited in their
capacity to carry information in their internal structure about
fine-scale variations in the feature that they represent. In partic-
ular we note that because intra-burst ISIs are small, a decoder
would have to be sensitive to minute differences to detect varia-
tions and might thus be more sensitive to noise (Avila-Akerberg
and Chacron, 2011). Furthermore, the internal structure of bursts
is often determined by neuron-intrinsic burst-generating mecha-
nisms rather than by subtle stimulus features, thus limiting their
coding capacity.
In conclusion we suggest that, because of the properties out-
lined above, bursts are frequently observed in networks involved
in behaviors requiring quick stereotyped responses. In crickets,
the use of bursts as an indicator of impending danger allows the
decision to take evasive action to be made very early in the sensory
system, promoting reliable and rapid responses. We argue that the
same strategy may be used by other systems as a way to reduce the
need for temporally costly decision networks.
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