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Abstract 
 
Radio detection and ranging (RADAR or radar) systems typically require the generation, 
transmission, reception, and processing of precisely timed, radio frequency (RF) waveforms 
typically ranging in frequency from the tens of megahertz (MHz) to a hundred gigahertz (GHz). 
MIT Lincoln Laboratory, the sponsor, uses Moving Target Simulator (MTS) units to evaluate the 
performance of signal processing algorithms in developmental and operational airborne radar 
systems. MTS units are ground-based radio frequency (RF) repeaters which apply a phase or 
frequency modulation to a waveform transmitted by a radar system. These MTS units can be 
intricate, and during field tests performed by MIT Lincoln Laboratory staff, a preliminary test is 
performed to verify that the MTS unit is functioning. Previously, the preliminary test was 
performed by multiple pieces of large equipment.  
The designing, building, and testing of the Hand-held Transceiver Tester (HATT) 
provides a simple unit to perform the test without any additional equipment or technical 
expertise. The HATT’s operation involves clear feedback and minimal input from the technician. 
A full prototype was developed for the Ku-band to meet the requirements given by the sponsors 
within the cost restraints ($5,000). Documents were provided to construct additional units 
including variations of the built prototype as X, Ku, and dual band designs.  
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Executive Summary 
A moving target simulator unit repeats radar signals back to the source radar in order to 
simulate target algorithms for airborne radar systems. A moving target simulator needs to apply a 
Doppler frequency offset to a received radar signal and return the modulated signal back to the 
radar that sent it. Depending on both the type of radar system and the functionality of the target 
simulator, the range of parameters possible between the two systems can be very large. For 
example, the carrier frequency, pulse modulation, bandwidth, target range, and target velocity 
can all vary from system to system. All of these parameters can be crucially important to the 
operation of both a radar system and a moving target simulator. Most often these parameters 
must be finely tuned to ensure proper operation. Given that moving target simulators are 
typically used in test environments and that a lot of preparation and planning goes into each test 
date, it is important that the moving target simulators are working before attempting any tests 
with the actual radar systems.  
This pre-test verification of the moving target simulator needs to confirm that the 
hardware is all working as expected. The verification checks for any loose connections, burnt-out 
parts, misconnected devices, and so on. One possible way to perform this test is to use some 
laboratory bench equipment such as an arbitrary waveform generator, two antennas (one for 
transmitting a signal and one for receiving the moving target simulator reply), and a spectrum 
analyzer. A waveform generator is able to generate a wide range of signals to accommodate for 
many target simulator inputs. The antennas allow for the verification of the antennas on the 
target simulator to ensure the entire signal path within the target simulator is operational.  
Finally, the spectrum analyzer shows the returned signal spectrum which can be visually 
interpreted to confirm or deny that the target simulator is working. Unfortunately, this method 
involves large and bulky equipment and a separate power source usually a generator. It is a very 
inconvenient way to verify the moving target simulator, so this project created a new device to 
verify the moving target simulators. 
In order to operate with the given moving target simulator, a list of requirements was 
developed to ensure operation and to provide the desired feedback options. The verification test 
device needed to interact correctly with the moving target simulator, be lightweight and 
handheld, and be battery operated. A full list of the requirements developed with the technical 
staff can be found in the table below. There were a few options when deciding on a design path. 
Possible implementations included the usage of a software defined radio, a field-programmable 
gate array (FPGA), and a traditional transceiver structure. Both the software defined radio 
implementation and the FPGA implementation were more complex, expensive, and unreliable 
when compared to the traditional transceiver design. And, existing software defined radio 
products are not readily available in the necessary frequency band. The transceiver design used 
simple parts, eliminated mainly extraneous features and abilities of the other designs, and was 
easily optimize-able to ensure correct operation for every use. After selection, a full block 
diagram was created and parts were selected and purchased based on part specifications.  
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Table 1: MTS Tester Design Requirements 
 
Comparison of HATT Prototype vs. Previous Testing Technique 
Desired 
Features 
Previous 
Testing 
Technique 
HATT 
Prototype 
Explanation of Capabilities 
Previous Testing 
Technique 
HATT Prototype 
Pulsed 
Waveform Yes Yes 
Generated through use of 
pulse modulation button on 
signal generator 
250 usec period, 50 usec pulse width 
generated through PWM gating 
Arduino 
Battery 
Operated No  Yes 
Previous testing system 
powered through external 
2kW generator 
HATT Prototype powered through 
25.9 V 2.6 Ahr lithium-ion battery 
Small No Yes 
2kW generator itself is 29.5 
inches X 16.0 inches X 21.7 
inches in dimension 
HATT Prototype had dimensions of 
9.25” L x 5.5” W x 4.5” H 
Light No Yes 
Signal generator itself weighs 
approximately 50 lbs. 
HATT prototype weighs 4.50 lbs. 
Handheld No Yes 
No single unit contained in 
previous testing system is 
handheld during test 
Easily held and maneuvered through 
use of enclosure handle  
Single Unit No Yes 
Multiple  parts (Signal 
generator, Horn antenna, 2kW 
generator, Oscilloscope, 
Spectrum Analyzer) 
RF frontend, analog hardware, DSP 
components, horn antenna, and 
battery all contained within single 
unit 
Visual 
Feedback Yes Yes 
Visual feedback provided with 
scope and analyzer plots on 
oscilloscope and spectrum 
analyzer 
Visual feedback provided through 
use of LCD screen along RX peak 
power and Doppler offset from MTS 
unit to be verified 
Audio 
Feedback No Yes 
No audio feedback provided in 
previous testing system 
Audio feedback provide through use 
of headphone jack, allowing audible 
verification of Doppler offset from 
MTS unit 
Simple 
Operation Yes Yes 
Once previous testing system 
set up is complete, actual 
testing procedure is relatively 
simple 
User friendly interface.  Turn on 
HATT, point at MTS unit, receive 
results through headphone jack and 
LCD screen 
Robust No Yes 
Multiple possibilities for 
individual hardware and 
measurement instrumentation 
failure 
Multiple feedback paths provide 
increased reliability and robustness 
in MTS unit verification 
RX Peak 
Power 
(Visual) Yes Yes 
Received power can be 
verified through use of 
spectrum analyzer as well as 
oscilloscope 
Received power can be verified 
through use of Shottky Diode, 
inverting amplifier, and arduino, 
while being displayed with LCD 
screen 
Low Cost No Yes 
Total system cost 
approximately $70,000 
Total system cost approximately 
$5000 
 
The selected design uses many radio frequency (RF) parts in order to simply the design. 
For example, the pulse generation is driven almost completely by RF hardware, with the only 
exception being a control signal supplied by a microprocessor. The block diagram for this design 
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is shown below. The system contains a Dielectric Resonating Oscillator (DRO) to generate the 
RF power needed to transmit in the Ku band. The output of the DRO is connected to a power 
divider to split the power between the RF switch and the local oscillator port of the mixer. The 
RF switch uses a single control line to gate or pulse power divider output which is then radiated 
out the duplexing circulator and horn antenna. A second power divider is used at the receiver 
port of the circulator to provide the mixer and Schottky diode with received singal. The Schottky 
diode in the receiver transforms the RF signal energy into a simple voltage value, which can be 
sampled by the microprocessor. The mixer uses the DRO signal from the power divider 
(attenuated to avoid overdriving the mixer) to down convert the received signal to baseband in a 
single conversion. This low frequency signal is then filtered by a low pass filter to remove noise 
and the pulse envelope. Finally, the signal is sent to an audio feedback channel consisting of an 
amplifier and a speaker or headphones, and sent to a frequency-to-voltage converter which 
provides a consistent voltage for a given frequency input. A microprocessor is used to sample 
both the frequency to voltage converter voltage and the negative Schottky diode voltage, which 
must be inverted. Additionally, the microprocessor generates a pulse width modulation (PWM) 
signal to control the RF switch, and Doppler frequency and received power calculated from the 
samples to the LCD screen. 
 
Figure 1: Block diagram of final HATT design. 
Our design included selecting RF parts for the desired frequency band, among other part-
to-part specifications such as power ratings and so on. Additionally, many of the baseband 
electronics were placed onto a specially designed and fabricated printed circuit board (PCB) 
which contained the low-pass filter (LPF), the frequency to voltage converter, inverting 
amplifier, and power regulation for all the needed voltage rails. Finally, aesthetic and feedback 
features such as an enclosure, a power switch, a headphone jack, a speaker, and an LCD screen 
are included for ease of use and consistent operation. All of these aspects come together to fulfill 
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the requirements and specifications given by our sponsor. After ordering and receiving all of the 
parts, they were tested to verify that their functionality matched their specifications.  Due to the 
simplified nature of this system’s intended operation, much of the complex overhead is removed 
from this design. The testing of the parts individually and within various portions of the overall 
system verified functionality. Some of the Oscilloscope captures are pictured below. The upper 
left waveform shows the PWM signal generated by the Arduino to control the RF switch. The 
upper right waveform is the mixer output; the small Doppler frequency can be seen, as well as 
the much higher pulse envelope. The lower left image shows the low-pass filter output, which 
attenuates the pulsing envelope and leaves the Doppler sinusoid. The final image in the lower 
right is the demonstration of the Schottky diode output; the pulse envelope is still present, and 
the negative voltage can be observed with some RF noise.  
 
Figure 2: Some testing results from the HATT. (Upper left) Pulsed CW HATT output. (Upper right) MTS unit 
returned pulse. (Lower left) Pulsed waveform received from the MTS unit down converted with offset. (Lower right) 
Filtered received signal without pulse envelope. 
Overall, the project succeeded in creating a full working prototype which met the design 
requirements. The prototype was able to hold all of the hardware, included external face features 
such as the LCD screen, a signal level knob, a headphone jack, a power switch, and a charging 
port for the battery. The end product can be seen in the pictures below. On the left the enclosure 
with all components assembled inside and out can be seen on the LCD screen. On the right the 
internal wiring and assembly can be seen. Underneath the box, there is a one-hand handle in 
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order to grip the box, weighing 4.5 pounds. The wiring was glued in place for the Arduino 
connections, but soldered and heat-shrink wrapped for the remaining connections. The battery 
remained stable by simply placing alongside the antenna, however almost all the other parts were 
mounted using screws or were held in place by rigid SMA connections. The overall cost of this 
system was just lower than the goal cost of $5,000 at $4,790. The end result was a very reliable 
system which will be used by the sponsors in future tests. 
 
Figure 3: Final prototype assembly. Left: Cover on, with required headphones. Right: Cover off, internal wiring 
and assembly of parts. 
  
Finally, this project examined the creation of an additional testing unit design for future 
development by the laboratory group. This unit would fulfill some extraneous features that were 
deemed infeasible given the estimated costs. These features mainly included the ability to switch 
the unit from the two used frequency bands, X band and Ku band. This functionality was initially 
desired for the HATT prototype, however due to cost and time constraints the Ku band prototype 
was built instead. The required changes included determining every part’s bandwidth, and adding 
additional RF switches to change between the narrowband components. It was determined that 
the oscillator, the circulator and antenna would all need separate parts, and the mixer would need 
to be able to have its LO port switched between the two oscillators. All of these part swaps 
would require three more expensive switches in order to effectively create a versatile system. In 
addition to a major cost increase, the extra parts would add size and weight to the final product. 
One consideration to help keep the size and possibly weight down would be to use board 
mounted parts instead of SMA connected ones as in the current design. This would allow the 
parts to not be housed in large metal casings and would avoid the use of the awkward and bulky 
SMA connectors; however it would require a large amount of work on the circuit board because 
RF signals behave very differently on a PCB than in the low-loss SMA cables. Regardless, this 
design will not be followed through to a full product as it is beyond the scope of this project.   
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1 Introduction 
 
This project, sponsored by Massachusetts Institute of Technology Lincoln Laboratory 
(MITLL), involved researching, designing, building, and testing of a radar-like unit which could 
reliably and effectively perform a preliminary test for the Moving Target Simulators (MTSs) 
used by MITLL’s Radar Techniques and Algorithms group. Because MTS units are typically 
used to test full radar systems, an important distinction should be made; the unit being designed 
for this project will be referred to as the Hand Held Transceiver Tester (HATT), and the targeted 
units are the MTS units. The full radar systems tested by the MTS units are not explicitly part of 
the process and will be referred to simply as radars. The MTS units echo a radar signal back to 
its source with some phase or frequency modulation. Previously, MITLL used a bulky and 
difficult to use rack-mounted test setup involving multiple pieces of equipment to perform 
preliminary MTS unit tests before starting a field test with an airborne radar system. A more 
manageable testing unit is required to facilitate faster testing. Additionally, the MTS units are 
designed to operate in either the X band or Ku band of radio frequencies, and therefore a tester is 
needed for both or each band. In the end, the HATT will be used to test the MTS units prior to 
performing field tests involving the MTS units and a radar system.  
It was desired that the HATT transmit a pulsed waveform in the Ku band, receive the 
MTS response and provide some indication that the complete system was working as expected. 
At a minimum, the receive path needed to determine that the signal was echoed back, either via 
power sensing or some other signal processing and feedback. The required transmission and 
receive power did not need to be large because the HATT is to be used within a few meters of 
the MTS unit. This unit is also expected to be handheld and portable, so a battery with a 
recharging circuit is necessary, and an enclosure to protect the hardware. The HATT system 
needed a digital device or devices included in order to facilitate signal processing and provide 
visual feedback on a screen. This feedback needed to include a measurement of the power 
received, as well as a measurement of the simulated Doppler shift applied by the MTS unit. In 
this case, a frequency offset would be applied to the signal when the MTS unit was being tested 
with the HATT.  
In the HATT system, a number of parameters are determined by the usage and scenario 
for the tester. The unit will operate around a specific center or carrier frequency, typically 
denoted fc, which will be a major factor in design and parts decisions. Additionally, the pulse 
repetition frequency (PRF) defines how many pulses per second the device will send, and the 
pulse width (PW) defines the width of each pulse in seconds, usually on the microsecond scale. 
The pulsing can be used to determine the range of a reflecting object because of the fixed 
transmission speed of the signals. In addition to range, Doppler frequency can also be obtained 
from the returned pulses. Through the principle of the Doppler Effect, a radio wave reflected off 
a moving object will exhibit some change in frequency relative to the carrier. This offset can be 
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measured to determine the range speed of the target. This technique is the basis for the MTS 
units, as in order for them to appear as moving targets, they need to apply a Doppler offset to the 
echoed waveform.  
Currently, the MTS units must be tested with similar feedback requirements. Rather than 
having one all-in-one unit, the technicians must use a rack-mounted tester including an arbitrary 
waveform generator, and a spectrum analyzer to send a pulsed waveform to the MTS unit and 
measure the received power. This method involves a considerable amount of effort due to the 
fact that the arbitrary waveform generator is a large, rack-mounted device, and the spectrum 
analyzer is more complicated than it needs to be to perform a simple received power 
measurement. Therefore, the HATT was able to provide an effective and simple replacement to 
the previous rack-mounted testing system. It provides the same functionality with additional 
features. 
 
Figure 1.1: Operational Diagram for Airborne Radar, MTS unit, and HATT. 
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2 Background 
 
Radar development and systems have been a major research point for decades. To fully 
understand the many detailed aspects of radar systems, a brief overview of the discoveries 
important to radar and the major breakthroughs in radar technology itself is appropriate. In 
addition, an overview of modern systems and an investigation into specific device RF operation 
are included to allow some deeper familiarity with the HATT design and operation. 
2.1 History 
 
In order to fully comprehend the specifics of radar systems, the basic workings of 
electromagnetic (EM) waves first theorized by James Clark Maxwell (1831-1879) and first 
proven by Heinrich Hertz (1857-1894) must be explored. Maxwell developed his famous 
equations, deemed Maxwell’s equations, to characterize the behavior of electromagnetism. His 
equations predicted the existence of electromagnetic waves which travel at the speed of light 
through free space. Maxwell theorized the existence of these waves in 1862, as well as their 
reflective and refractive properties off of conductive and dielectric surfaces, respectively 
(McKinney, 2006, p. 17). However, the theory was not proven until 1886 when Hertz 
demonstrated one of the first radio transmissions in human history. Hertz’s transmission 
incorporated a spark gap transmitter and a single loop of wire with a millimeter thin gap. When 
the spark gap was transmitting, or sparking, the current present on the “receiver” loop was shown 
by the sparks over the small gap in the loop. Additionally, Hertz discovered the reflectivity of 
radio waves through materials with varying permittivity (McKinney, 2006, p. 17). This aspect of 
wave propagation is crucial to the development of radar decades later. 
Following these advances in wave propagation, Guglielmo Marconi (1874-1937) 
demonstrated a transatlantic communication, “… proving that lower frequencies were not limited 
by the earth’s curvature” (McKinney, 2006, p. 18). Because of this major achievement, a great 
deal of interest and development was sapped from short wave studies for usage in 
communications or otherwise. Marconi’s great success with shortwave technology steered the 
entire industry towards manufacturing short wave vacuum tubes, oscillators, and other 
technology required to effectively produce and utilize microwaves. This success greatly 
overshadowed Nikola Tesla’s (1856-1943) demonstration of electromagnetic wave reflection 
from metallic objects and a surmising of detection and tracking using radio waves (McKinney, 
2006, p. 19). 
From the end of World War I (WWI) until the onset of World War II (WWII), radar 
development suffered from lack of major attention and funding across multiple government 
research facilities, including those of the United States, England, and Germany. Through the 
resources of the US Naval Research Laboratory, the US Army Signal Corps, and the British Air 
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Ministry’s Bawdsey Laboratory, and the work of Dr. A. Holt Taylor, Colonel William R. Blair, 
Lieutenant Colonel Roger B. Colton, and Sir Robert Watson-Watt, radar arrived to defend 
against the Axis aviation forces (McKinney, 2006).  
Surprisingly, the first breakthrough in shortwave transmission occurred through ham 
radio use, throwing off “Marconi’s long wave blanket over short wave exploration” (McKinney, 
2006, p. 28). In 1923 ham radio operators were able to successfully establish high frequency 
radio communications across the Atlantic repeatedly, breaking the assumption that short wave 
radio only propagated via line of sight. This unexpected discovery started high frequency 
research and vacuum tube improvements. Further advancements and motivations for radar came 
in the form of pulse-echo transmission, being crucial to initial range finding techniques, as well 
as increased aviation threats due to the increase of “… speed, range, altitude capability, 
armament, and firepower of military aircraft” (McKinney, 2006, p. 34). As the 1920’s drew to a 
close, radar became a much more vigorously pursued technology by multiple military research 
organizations. Leading up to WWII, various radar systems were designed, developed, refined, 
tested, demonstrated, and eventually produced for the U.S. military and the English Royal Air 
Forces (primarily the Chain Home system).   
Throughout this period, many techniques were attempted, and many practices were used 
intermittently. For example, pulsed radar techniques were attempted multiple times, but were 
unsuccessful during the beginning of radar development. At the end of the year 1936, the US 
Signal Corps was able to successfully demonstrate for the first time that a pulsed radar system 
was feasible (McKinney, 2006, p. 66). Pulsed radar is the only realistic method for ranging 
targets, because of the fact that the time can be measured between the transmission and reception 
of the pulse. It was not until after WWII that more complex radar techniques were developed, 
including linear frequency modulated (LFM) chirp pulses, pulse coherence, and synthetic 
aperture radar (SAR) imaging. 
2.2 Modern Radar Systems 
 
While today’s radar systems tend to vary based on specific applications, constraints, and 
considerations, most radars operate using a similar generic system layout. Modern radar systems 
draw a lot of design aspects from other wireless communication systems. Therefore, a basic 
background in communication systems and theory is assumed and is not covered in this report.  
First, radars need to have transmit and receive chains. In some cases these chains are duplexed 
through the same antenna and waveguide paths, while other radars will have separate transmit 
and receive antennas. As with most wireless communication systems, radar systems typically 
require some form of waveform generation, up- and down-conversion, amplification, signal 
and/or data processing, and display (Richards, 2005, p. 7). A generic system block diagram is 
shown below in Figure 2.1. 
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Figure 2.1: Typical block diagram of a radar; includes phase detection and correction. Diagram recreated from 
online source: http://www.rf-design-tips.com/radar-power-amplifier-design/ 
2.2.1 Transmitters 
The transmitting side of radar tends to be marginally simpler than the receiving side. This 
path includes signal generation, possibly power amplification, and then radiation. Signal-
generation typically will include one or more oscillators; if a signal is more complicated than a 
simple pulse envelope applied to a constant frequency continuous wave (CW) signal, it would 
likely be generated near baseband, and modulated to the transmission or carrier frequency 
(typically denoted fc) by a high frequency local oscillator (LO) and a mixer. Transmitted signals 
can range from generic pulsed-CWs to linear frequency modulated (LFM) chirps and others. In 
order to facilitate ranging and other radar techniques, pulsed waveforms are employed; two 
defining factors of pulsed waveforms are their pulse repetition interval (PRI) and the pulse width 
(PW) (Richards, 2005, p. 9). The PW defines the length of time the waveform is actually 
transmitted, and the PRI defines how far apart in time each pulse is spaced. Often the PRI will be 
much greater than the PW due to range constraints discussed later in this paper. The methods 
used to generate these waveforms have varied over the past few decades, however the current 
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methods can include field programmable gate arrays (FPGAs) to output a wide array of signals 
via pre-sampled signals loaded into memory. Depending on the specifications of the radar 
system, the oscillators and other signal generation devices may produce enough power to be 
radiated from the antenna as is; otherwise additional amplification is typically necessary. 
 Many different factors dictate the radiated power required for reliable operation. For 
radar, a specific equation has been developed to encompass many of these factors. The radar 
range equation is an extended form of the wireless transmission formula. Derivation starts with 
an isotropic antenna, which radiates energy equally in all directions and has a power density  
   
  
    
   W/m2    (2.1) 
where R is equal to the range of the target, Pt is equal to the transmit power applied to the 
antenna, and Qi is the power density (Richards, 2005, p. 55). Equation 2.1 shows that 
electromagnetic (EM) radiation disperses spherically from an ideal isotropic point source. 
However, no physical antenna is isotropic; all real world antennas have a different radiation 
pattern, which give these antennas more directivity. This directivity is encapsulated in the 
antenna gain which is typically measured as the maximum power output of the directional (non-
isotropic) antenna relative to an isotropic output power, expressed in logarithmic units of dBi. 
Specifically in radars, antennas tend to have a very high gain because highly directional antennas 
are used to provide increase angular resolution. Using this constraint, 2.1 becomes 
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Given that this transmission is being sent directly to another antenna, Equation 2.2 can be 
modified with the receiver gain, as well as the effective aperture (denoted Ae), or effective area of 
transmitted power density affecting the receiving antenna. The effective aperture allows the 
power incident to the receiving antenna, Pr, to be calculated as such 
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It is also known that the effective aperture is proportional to the square of the used wavelength 
and directly proportional to the gain (Richards, 2005, p. 13), such that 
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Substituting equation 2.4 into equation 2.3, the received power becomes the Friis Transmission 
Equation for free space loss: 
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However, radar, which provides its own signal source, measures passive reflections off of 
objects in space. These reflections add a second inverse radius relation (4πR2) and a radar cross 
section (RCS) term, denoted by σ, to account for the backscatter effect (Richards, 2005, p. 55). 
Given that the RCS characterizes the backscatter, and not the physical cross section of the 
reflecting target, it is unit less. Specifically the RCS represents the small fraction of power 
scattered back isotropically to the radar receiving antenna (Richards, 2005, p. 55). Modifying 
equation 2.5 to account for this effect provides the simplest form of the radar range equation: 
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Equation 2.6 is extremely useful for quick calculations and is generally accurate enough 
for a received power estimate. The estimate is especially reasonable when determining maximum 
expected power, due to the fact that almost all of the parameters are controllable and known by 
the system designers, or, in the case of the radar cross section, are able to be estimated to an 
order of magnitude. If a more accurate description for received power is desired, however, both 
system and atmospheric losses must be incorporated. Atmospheric losses are given as a range 
equation, as they are dependent on how far a wave travels through the atmosphere, and are 
denoted as La(R). Conversely, system losses are constant for a given system for its intended 
operation and are denoted as Ls. Incorporating these losses into the radar range equation gives 
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Using either equation 2.6 or 2.7, the received power can be estimated for a given 
transmission system, or the transmitted power required for a desired received power can be 
determined. When determining the necessity and magnitude of power amplification for the 
transmission system, this equation incorporates most of the factors prior to processing the signal. 
By this point it should be clear that in order for radar to operate reliably, the system must be 
designed by carrying considerations and requirements across the entire system. Without a 
comprehensively designed system, high failure rates occur and a reliable product will be far out 
of reach. 
Due to the greater transmission ranges (depending on backscatter), radar tends to require 
a much greater transmission power. In systems with physically isolated transmitting and 
receiving antennas, this factor is not much of an issue; however in duplexed antennas, the high 
power transmission source and the low power receiver must share a path at some point. The 
receiver is often optimized for power levels which are orders of magnitude lower than the 
transmit power. Should they receive any signal bleeding directly from the transmission, they will 
~ 24 ~ 
 
likely become overloaded, and break. Therefore, some other form of isolation is required to 
protect the receiver circuitry. 
In most systems, a circulator is at least part of the answer to this isolation need. A 
circulator usually is connected to the duplexed antenna feed, as well as both the transmitter and 
receiver circuitry. Consisting of three ports, a circulator only allows for one-directional flow of a 
signal. For example, in Figure 2.2, the transmitter would be able to pass a high power signal 
from port 1 to port 2, where the antenna would be attached, and port two would be able to pass a 
small amplitude signal to port 3, where the receiver would be attached. However, the circulator 
restricts the ability for a signal from port 3 to port 2, from port 2 to port 1, and from port 1 to port 
3, ideally isolating the system.  
 
Figure 2.2: Schematic symbol for a circulator – 3 port, one directional isolator (Circulator, 2013) 
Unfortunately, circulators do not perfectly isolate the signals in the reverse direction. In 
fact, most modern affordable circulators only attenuate the signal to approximately 1/100
th
 of the 
incident power, or, on a logarithmic scale, 20 dB. Knowing that the transmission power can be 
hundreds of times greater than the received power, more isolation is required. Often, this 
additional isolation will be added as in Figure 2.1 with a receiver protection circuit. Most likely 
implemented in the form of a simple switch, this isolator can provide up to 80 dB of attenuation, 
which translates to an attenuation factor of 1/100,000,000! These switches can be placed 
between the receiver and the circulator, between the transmitter and the circulator, or both if 
need be. While this solution serves to isolate the two systems, it does not allow for simple 
operation; these switches will need to be synchronized to the transmit pulses in order to block 
them from the receiver while passing them to the antenna, as well as passing the received 
radiation from the antenna to the receiver in between the transmitted pulses. Given that radars 
operate at fairly high center frequencies, low PRF, and low PW, the parts need to synchronized 
precisely, as well as have fast switching times in order to keep up with the signal generation. 
2.2.2 Receivers 
Radar receivers have been set apart from typical wireless receivers since the invention of 
radar simply because of their additional range and reflection attenuation. In general, almost all 
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modern radio receivers are of the superheterodyne type. Today’s radar may apply much more 
signal processing to the end product, but most have a basic radio frequency (RF) front end 
similar to that of Figure 2.3 below. The basic definition of a superheterodyne (superhet) receiver 
is a receiver system that includes a low noise amplifier (LNA) represented by the RF amplifier in 
the figure and mixer in the RF frequency band of interest to convert the signal to an intermediate 
frequency (IF) for cheaper and simpler processing (Skolnik, 1980, p. 728). 
 
Figure 2.3: Basic superheterodyne receiver block diagram. The RF amplifier is the LNA in this example.  
(Superheterodyne receiver radio block diagram, 2013) 
Due to the low power of received wireless signals, the first stage after potential duplexing 
and receiver protection is RF amplification. Amplification is performed with an emphasis placed 
on minimal noise figures. Due to the fact that the signal is sometimes so close to the noise floor 
as to be rendered indistinguishable from it, the amplifier needs to amplify the signal without 
adding even relatively low power noise. These specifications can be somewhat difficult given 
that these amplifiers need to be designed for the specific desired RF band, even up to tens or 
hundreds of GHz. Low noise amplifiers (LNAs) typically represent the majority of the noise 
characteristics for the entire receiver, and as such have been optimized over the years to be as 
near optimal as possible. Therefore, most issues with noise figures in receivers will most likely 
be found in the transmission line between the antenna and the receiver (Skolnik, 1980, p. 732). 
While LNAs are the first block in most superhet receivers, sometimes it is preferable to use a 
mixer at the transmission line output for a greater dynamic range (Skolnik, 1980, p. 728). 
In superhet receiver systems, the mixing stage modulates the RF signal down to an IF, 
typically on the order of KHz, which a demodulator or some other kind of processing device can 
efficiently and affordably convert the signals to useful data.  A mixer is driven typically by the 
RF signal and a system provided local oscillator (LO). Mixing can be performed in single 
conversion, dual conversion, or greater orders of conversion. Single conversion involves a single 
mixer and LO which typically operates at a frequency close to the RF signal, whereas dual 
conversion involves two stages, with a secondary oscillator, mixer, amplifier, and IF stage. 
Mixing with more than two stages can reduce the cost with lower frequency oscillators and wider 
bandwidth filters, however typically dual conversion is sufficient for even GHz bands. Adding 
multiple stages can be useful in reducing the non-linearity of the mixers themselves; since mixers 
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typically employ diodes, which introduce non-linearities, intermodulation effects can occur, 
typically called spurious signals (Skolnik, 1980, p. 734). Spurious signals occur at frequencies 
corresponding to eqation 2.8 where fC is the carrier frequency, fLO is the local oscillator 
frequency, and fIF is the intermediate frequency, including its intermodulation products which 
occur at multiples of the oscillator and RF signal from the mixer. 
             for m,n = …, -2, -1, 0, 1, 2, … (2.8) 
Multiple stages can help the RF and LO frequencies to be further separated, spacing out the IF 
spurs from each other in frequency. This spacing helps because it makes it easier to filter out the 
spurs and noise. 
In addition to spurious signals, mixers also suffer from various noise effects including 
thermal noise. In order to combat these undesirable signals, multiple mixer topologies have been 
created. Mixer types include single-ended, balanced, double-balanced, image-rejection, and 
image-recovery. These mixer types vary in complexity and target specific inconsistencies. For 
example, a balanced mixer is able to eliminate LO noise and much of the intermodulation 
products (Skolnik, 1980, p. 735). At each IF in a superhet receiver, there is typically an 
additional amplification stage as well as a low-pass or band-pass filter. The amplifier helps 
recoup the energy absorbed by the mixer, and the filter helps remove noise from both the mixer 
and the amplifier as well as remove spurs and bleed through from the RF and LO signals.  
After the signal has been converted to baseband, there are a few different possible 
operations that could happen depending on the system. Older systems would employ a 
demodulator to perform a specific signal processing technique implemented in analog circuitry. 
Most modern systems will sample and digitize the signal and perform any additional processing 
or demodulation digitally. In general, sampling and digitization has been moving further and 
further towards the antenna, simply because it is cheaper and more adaptable to process data in 
the digital domain. Additionally, as the favorability of digital processing increases, the demand 
for faster and cheaper analog to digital converters (ADCs) also increases. This demand is due to 
the fact that when sampling a signal, the Nyquist Rate rule must be followed in order to sample 
the signal without loss of information. The Nyquist Rate dictates the sampling rate to be twice 
the bandwidth of the signal in order to avoid aliasing, which is a form of signal corruption. Once 
an uncorrupted signal has been digitized, it can be filtered, modulated, resampled, Fourier 
transformed (via a fast Fourier transform or FFT), and almost any other kind of signal processing 
technique.  
2.2.3 Radar Techniques 
 The most basic functions of radar are found in the acronym, radio detection and ranging. 
Ranging is performed by radars using pulsed waveforms, which is a common waveform for radar 
systems to use today. A short pulse is transmitted from the antenna; as it travels (at the speed of 
light) if it is reflected by an object it will travel back to the radar. Here, given a sufficient 
~ 27 ~ 
 
received power, the radar will detect the pulse within a pulse repetition window defined by the 
PRF with precise knowledge of the time passed since the last pulse was transmitted. The range is 
defined by the simple equation 
  
   
 
 m     (2.9) 
where R is the range in meters, c is the speed of light in meters per second, and t0 is the time 
delay of the returned pulse. The range is divided in half because the pulse travels twice the 
distance of the detected object during its round trip (Richards, 2005, p. 3). Unfortunately, this 
method of ranging is susceptible to an effect called range ambiguity.  
 
Figure 2.4: Signal detailing the timing of ambiguous and non-ambiguous ranges (Radar Basics). 
As can be seen in the example shown in Figure 2.4, after a first pulse is transmitted, two 
targets reflect the pulse. The first target pulse at range A returns within the PRI, while the second 
target pulse is received within the following PRI. This late reflection causes the radar to believe 
that the second target is reflecting the second transmitted pulse and interpret the second target’s 
range to be equal to range B rather than C. Typically, because of the greater distance, the 
ambiguous range returns will have lower power, and would appear on analog screens as a fainter, 
ghost-like image. There are a few methods to avoid or recover from this ambiguity including 
analyzing the received power, or the use of multiple PRFs. The specifics of these methods are 
not incredibly relevant to the operation of radar as it applies to this project. 
Detection in radar occurs in a number of ways depending on the waveform used, the 
depth of processing used, and the target(s) desired by the system. Interference inhibiting target 
detection comes from both ambient radio signal noise as well as from clutter (Richards, 2005, p. 
322). Clutter is typically characterized as objects, debris, or other reflectors which are not targets 
as defined by the system. Sometimes, as in weather and imaging radar, clutter is the target; rain 
and other weather systems will typically reflect some portion of the energy, which can be 
measured or discriminated. Due to the correlation levels across pulses for each of the signal, 
noise, and clutter, the signal-to-noise ratio is usually improved by integrating the pulses together. 
Integration can occur both coherently and non-coherently. Non-coherent integration involves 
summing the magnitude data of the waveform, whereas coherent integration sums the complex 
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phase and magnitude of the signal across N pulses (Richards, 2005, p. 33). In order to perform 
coherent integration, the signal needs to start and end on the same phase for every pulse. 
Through this technique, the signal-to-interference ratio can be improved by a factor of N; the 
desired reflected signal should remain similarly deterministic across the pulses causing a 
constructive integration, while the interference will randomly correlate less, causing it to average 
rather than integrate. The drawbacks to this method include extra processing load, and increased 
time to acquire multiple pulses (Richards, 2005, p. 323). Unfortunately, integration does not 
typically reduce clutter interference as clutter is not random, and is not reduced by averaging. 
In order to discriminate clutter, or focus on it if that is desired, another set of processing 
techniques are used called Doppler processing. The Doppler spectrum is formed by relative 
velocity between the radar and the targets or other reflectors. A non-zero relative velocity causes 
returned pulses to have a frequency offset because of the commonly known Doppler Effect. 
Clutter, which is typically stationary, will appear to have little or no Doppler shift in the 
frequency domain; conversely, targets tend to be moving vehicles, which allows the radar to 
discriminate based on the Doppler shift. The Doppler shift is defined by the difference between 
the transmitted and received frequencies: 
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In this equation, Fr is the received frequency, v is the radial velocity of the target, c is the speed 
of light, and Ft is the transmitted frequency. The denominator can be expanded to a binomial 
series, most of which can be discarded because the v/c term will almost always be very small for 
most reflecting targets (Richards, 2005, p. 93). The result of the removal of all greater than first 
order terms gives 
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where the Doppler shift is 
          
  
 
   
  
  
 Hz    (2.12) 
Using the Doppler shift characterized by equation 2.12, a general Doppler spectrum can 
be seen in Figure 2.5 below. In this plot, the x-axis is the range, and the y-axis is the Doppler 
velocity. The colors indicate received power at the corresponding range and Doppler. There are 
two wind turbine targets as indicated by vertical, high energy Doppler bands or smears in range 
bins between 60 and 65 kilometers, and a large amount of ground clutter energy as indicated by 
the streak of zero Doppler velocity spread across the range dimension. In airborne radar, the 
radar will also have some velocity. This inherent velocity causes the Doppler spectrum to appear 
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slightly differently. First, the main lobe clutter (MLC) is shifted to a non-zero frequency due to 
the fact that the radar is moving relative to the stationary clutter. Furthermore, side lobe clutter 
(SLC) becomes evident, which is “clutter from echoes resulting from energy radiated and 
received through the radar side lobes” (Richards, 2005, p. 226). The side lobe angles affect the 
radial speed of the clutter energy, which causes the SLC to smear across a relatively large 
frequency range, however this energy tends to be reduced due to the side lobe attenuation. 
Finally, an altitude line appears at zero Doppler velocity. This altitude line occurs because the 
reflections off the ground directly below the aircraft will have little or no radial velocity. All of 
these sources create a decent amount of interference energy, however when it is analyzed with 
range data as well, often times much of this interference can be selectively removed by filtering 
across pulses in range bins.  
 
Figure 2.5: Range-Doppler radar plot of two wind turbines with substantial ground clutter at 0 Doppler velocity 
(Radar Echoes from Wind Turbines (TN-004)). 
Given these abilities, there are inherent deficiencies with the generic pulsed waveforms 
described earlier to simply the description of basic radar operation and processing techniques. 
Typical pulsed CW signals suffer from a tradeoff between range resolution and detection 
performance. Range resolution is defined by the equation 
           
  
 
 m    (2.13) 
 
where τ is the PW of the signal (Richards, 2005, p. 189). Detection performance is measured by 
signal energy due to the fact that reflected energy is the deciding factor in target identification. In 
a CW pulse, the energy is directly proportional to the PW, because most radars radiate at their 
highest power at all times to get the best detection performance and range. Therefore, improving 
range resolution will decrease detection performance and vice versa (Richards, 2005, p. 189). A 
method to resolve this conflict is to use pulse compression, or waveforms that decouple 
resolution from energy.   
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The primary issue with the pulse CW signals is that the signals really only have the one 
parameter to manipulate: pulse width. In order to facilitate pulse compression, another 
modulation must be applied, either in phase or in frequency. The most common pulse 
compression waveform is the linear frequency modulated (LFM) chirp where the frequency is 
modulated linearly across the width of the pulse. There are other forms of frequency modulated 
chirps typically grouped as non-linear frequency modulated (NLFM) and pulse modulated pulse 
compression waveforms. The linear frequency modulation defines its own bandwidth for the 
chirp; if a greater bandwidth is required, a steeper frequency/time slope can be used (Richards, 
2005, p. 189). However, the chirp is limited by the bandwidth output available by the available 
waveform generator. By creating a pulse that can have a wide bandwidth, up to even hundreds of 
MHz, without depending directly on the duration of the pulse, an LFM chirp increases the 
bandwidth while compressing it into a similar pulse width as traditional pulsed waveforms. This 
controlled increased bandwidth gives a greater range resolution, while the pulse width gives a 
means to control the signal energy and detection ability. Other pulse compression waveforms 
which modulate frequency do so in a similar fashion, changing the frequency pulse to pulse, or 
within a pulse proportional to a function. Phase modulation pulse compression typically does not 
have continuous modulation spectrum, but rather has a fixed number of phase values to switch 
between at specified intervals and patterns (Richards, 2005, p. 211). 
2.3 Moving Target Simulator Operation and Testing 
 
A Moving Target Simulator (MTS) is a widely used tool in order to test airborne radar 
effectiveness in detecting moving targets under various environments and conditions.  Its ability 
to effectively simulate live theatre situations at a fraction of the price by avoiding the 
coordination of physically live targets has caused its use to spread over from airborne radar 
applications into commercial markets, as it is currently used in testing early collision alert radar 
systems in motor vehicles (Abou-Jaoude, Grace, 2000).  In order to simulate target movement, 
MTS systems employ the use of frequency modulation on carrier frequencies received from 
radars.  Frequency modulation corresponds to Doppler shifts or frequency offsets in which the 
MTS is used to simulate the speeding up or slowing down of the velocity of a target (DiFillippo, 
Geling, Currie, 2001).  In order to provide an example of an MTS unit, an MTS unit which the 
Airborne Radar Systems and Techniques Group employs will be examined in the following 
paragraphs in order to provide a clear explanation of how a common MTS system operates.     
One of the MTS units that the MIT LL staff has deployed to the field to measure and 
evaluate airborne radar performance is the Fine Doppler Moving Electronic Target Simulator 
(METS) Unit (FDMU).  This particular MTS unit is designed to operate in the X-band frequency 
range, which is specified by the range of frequencies from 8.0 to 12.0 GHz, and to test various 
airborne radars which operate in this band.   
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Figure 2.6: Fine Doppler Moving Electronic Target Simulator (METS) Unit (FDMU) set up for testing in the 
field (Left).  Top level view of FDMU user interface (Right). Pictures provided by Group 105, MIT-LL. 
The FDMU is used to apply a constant Doppler shift through modulating the received RF 
signal from the airborne radar with a constant frequency in order to simulate a target moving at a 
constant velocity on the ground.  In doing so the unit contains two vertically polarized X-band 
horn antennas which allow for reception and transmission at the airborne carrier frequencies 
operating within that band.  Both the received and transmitted signals are isolated from each 
other in order to avoid cross signal bleeding and are amplified upon reception and prior to 
transmission.   
Performing these field tests allows the Airborne Radar Systems and Techniques Group at 
MIT-LL to develop digital signal processing algorithms and techniques to improve airborne 
radar performance.  Before the MTS units are deployed into the field to run tests on various 
airborne radar systems, the group has to work months ahead of the scheduled test dates to plan 
for all contingencies.  Plans for these test events include creating an inventory of all testing 
materials and devices, developing a technique or test card based upon the sponsor’s 
specifications of the radar capabilities the sponsor wishes to be tested, and verifying the 
functionality of the units and equipment being used in the field testing.  The MTS is one of these 
units in which both prior to being transported to the field and prior to any live testing occurring 
while deployed in the field, the functionality of the system is required to be verified.   
In setting up the functionality test for the MTS unit, the MIT-LL staff members currently 
employ a microwave signal generator, a 17dBi gain horn antenna, a power source, and an 
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oscilloscope or spectrum analyzer in order to verify MTS unit functionality.  An overview of the 
previous testing system, showing the hardware as well as the step by step signal flow, can be 
seen below in Figure 2.7. 
 
Figure 2.7: Flow Chart for Previous Testing System Used to Verify Functionality of MTS Unit 
A microwave RF signal generator from Agilent Technologies is used in order to generate 
a pulsed sinusoidal signal at a specified RF center frequency.  The output of the signal generator 
is connected to a 17dBi gain horn antenna which is used to radiate the pulsed-CW signal to the 
MTS unit.  The horn antenna is designed to operate in the specific frequency band of the MTS 
unit and is either vertically or horizontally polarized.  Upon reception of the pulsed-CW from the 
horn antenna the MTS unit is triggered, performing either phase and/or frequency modulation on 
the signal, and an output of the modulated waveform is generated which can be verified either 
through the use of an oscilloscope or spectrum analyzer.  In the case of the previous testing 
system described in this paragraph, the MTS unit does not radiate a signal back to the signal 
generator, as the signal generator does not possess the ability to physically receive radiated 
signals.  The output waveform generated by the MTS unit is instead connected, through the use 
of a SMA Cable connection, to either an oscilloscope or spectrum analyzer in order to visually 
verify the modulated output of the MTS unit, thus verifying MTS unit functionality.  Using an 
oscilloscope or spectrum analyzer in order to verify MTS unit functionality is completely 
dependent on the preferences of the operator, as both can be used to verify MTS unit 
functionality. In order to power the equipment needed to implement the previous testing system, 
the MIT LL staff has used either a 2kW generator or connected an inverter to a car battery in 
order to provide the 120 VAC power requirements of the previous testing system. 
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These previous testing systems are meant to serve as a quick check for functionality of 
the MTS unit, and as such are meant to be as simple as possible and take as little time to perform 
as necessary.  The previous testing systems are not always the easiest tests to set up and perform 
as the signal generator itself is 54 lbs. and with dimensions of 7” H x 16.8” W x 20.3” D, it is a 
difficult device to set up (Agilent Technologies, Inc., 2012).  The previous testing system also 
involves multiple hardware parts and measurement instruments which take excessive time to 
position and set up and provide greater possibility for equipment to be lost or misplaced and/or 
damaged during transportation and set up.  These previous testing systems need to be as quick 
and simple as possible, only taking seconds to verify functionality of the MTS units, as they are 
essential in ensuring that the sponsor does not waste valuable time and money in the field in the 
event that the MTS is not functioning correctly and radar data are not collected as expected.   
Overall the previous testing technique for the MTS unit is not the most efficient means, taking 
too much time and effort to perform.  The issues and ineffectiveness with utilizing the previous 
testing system are summarized in Table 2.1.  
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Table 2.1: Characteristics of Previous Testing System Used to Verify Functionality of MTS Unit 
Characteristics of Previous Testing Technique 
Desired 
Features Capability (Yes or No) Explanation of Capabilities 
Pulsed Waveform Yes 
Generated through use of pulse modulation button on 
signal generator 
Battery Operated No  
Previous testing system powered through external 2kW 
generator 
Small No 
2kW generator itself is 29.5 inches X 16.0 inches X 21.7 
inches in dimension 
Light No Signal generator itself weighs approximately 50 lbs. 
Handheld No 
No single unit contained in previous testing system is 
handheld during test 
Single Unit No 
Multiple  parts (Signal generator, Horn antenna, 2kW 
generator, Oscilloscope, Spectrum Analyzer) 
Visual Feedback Yes 
Visual feedback provided with scope and analyzer plots on 
oscilloscope and spectrum analyzer 
Audio Feedback No No audio feedback provided in previous testing system 
Simple Operation Yes 
Once previous testing system set up is complete, actual 
testing procedure is relatively simple 
Robust No 
Multiple possibilities for individual hardware and 
measurement instrumentation failure 
RX Peak Power 
(Visual) Yes 
Received power can be verified through use of spectrum 
analyzer as well as oscilloscope 
 
As such, the purpose of this project as defined by MIT LL staff was to develop and 
construct a new portable pulsed-CW transmitter and receiver, identified as the handheld 
transceiver tester or HATT for short, for testing the Moving Target Simulator (MTS) unit. The 
device constructed served as an aid for testing the MTS unit, and as such was designed to be as 
simple, compact, and robust as possible while providing multiple indicators of functional 
feedback in order to verify MTS unit functionality. 
2.4 RF Hardware 
 
In the following section, a general overview of the operation of RF devices essential to 
this project will be covered so as to provide the necessary background for the design of the RF 
hardware of the HATT. Basic operation of specific devices will be discussed, as well as non-
idealities which must be considered when choosing RF devices and implementing them in a 
design. 
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2.4.1 Oscillator 
In order to generate signals at microwave frequencies, various different microwave 
oscillators are used. The oscillator that will be considered for this project is the dielectric 
resonant oscillator, or DRO. The DRO is a microwave oscillator built around a piece of ceramic 
dielectric whose resonant frequency depends on its physical dimensions and dielectric constant. 
The ceramic dielectric in the DRO is typically cut into a disk resembling a hockey puck, and this 
ceramic dielectric is placed physically close to the microstrip trace of the circuit into which the 
microwave energy will be coupled (Ludwig, RF Circuit Design, p. 598). 
 
 
Figure 2.8: Picture of three different DROs for three different operating frequencies. As can be seen in the 
photograph, the size of the DR element scales down as the frequency increases. Retrieved from 
http://www.gedlm.com/DRO/. 
The ceramic puck is termed the dielectric resonator (DR) and is the element responsible 
for producing the microwave oscillations. A typical application of the DR is to place it physically 
close to the microstrip line of a transmission line bandpass filter for the purpose of increasing the 
Q or quality factor, which is a measure of the spectral purity of the oscillation. Used as an 
oscillator, DR’s are known to provide very high Q factors on the order of 105 and provide 
temperature stability of better than ±10ppm/
o
C (Ludwig, RF Circuit Design, p. 598). The 
resonant ceramic puck of the DRO has a high dielectric constant, such that a large portion of the 
electromagnetic energy is contained inside and within the vicinity of the ceramic puck. A portion 
of this microwave energy is coupled into the microstrip line next to it, and typically an RF power 
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amplifier is used to amplify the microwave signal. As the frequency of oscillation increases, the 
size of the ceramic dielectric scales down proportionally, such that at higher frequencies the 
physical size of the DRO decreases.  
The DR is placed inside of a metal waveguide structure with physical dimensions 
matching the wavelength of the electromagnetic waves at the center frequency of the DRO. 
Typically, a form of mechanical tuning is provided by varying the vertical distance between the 
DR and a metal plate placed on top and is performed by turning a screw on the outside of the 
enclosure. The mechanical tuning range is typically on the order of a few MHz. The DRO is a 
free-running oscillator, meaning that the DRO is set to a certain frequency and is not controlled 
in any manner. If the available bandwidth of a radar system is narrow such that the thermal drift 
of a DRO is unacceptable, temperature compensation through controls would become necessary. 
In certain applications where the bandwidth is not so narrow however, the temperature stability 
of the DRO is good enough that such a control system would not be necessary. Typically, DRO’s 
are a potentially inexpensive solution for providing stable oscillations at microwave frequencies. 
2.4.2 PIN Diode Switch 
The PIN diode is a device similar in fashion to a conventional PN junction diode, with 
the exception of there being a layer of intrinsic silicon between the P and N doped layers. The 
layer of intrinsic silicon serves to create a much larger depletion region in the diode, making for 
an inferior rectifier, however extremely useful as a light detector and as a switch or attenuator for 
RF. 
 
Figure 2.9:PIN diode schematic showing the layer of intrinsic silicon between two, narrow, highly doped P and N 
regions (top), as compared to the typical PN junction diode (bottom).                                                                                                   
PIN diodes are typically well suited for use as switches and attenuators in frequencies of 
up to 50 GHz and possess variable resistances between 10kΩ to less than 1Ω (Ludwig, RF 
Circuit Design, p.301). The PIN diode is an interesting device particularly for RF applications 
since at high frequencies under forward bias the PIN diode is nearly ohmic, having linear 
resistance depending upon the bias current provided. Due to the PIN diode’s peculiar ohmic 
behavior at high frequencies, it is well suited as a variable attenuator. Under reverse bias 
conditions, due to the wide intrinsic layer, the depletion region consists of a large portion of the 
device width making for a very small capacitance. The small capacitance of the reversed biased 
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PIN diode allows for fast operation, needed for frequencies up to 50GHz, such that it is well 
suited as an RF amplifier or RF switch.  
Implemented as an RF switch, PIN diodes are used in two different circuit topologies, 
which are the absorptive switch and the reflective switch. The two topologies are shown in the 
figures below. 
 
Figure 2.10:Absorptive switch topology for series and shunt configuration. (Herly, Microwave Switches: 
Application Notes, 2013). Retrieved from http://www.herley.com/index.cfm?act=app_notes&notes=switches 
 
Figure 2.11: Reflective switch topology for series and shunt configuration. (Herly, Microwave Switches: 
Application Notes, 2013). Retrieved from http://www.herley.com/index.cfm?act=app_notes&notes=switches 
Both absorptive and reflective switches can be implemented in either series or shunt 
termination. In the reflective switch, RF signals are conducted when the diode is forward biased 
and are reflected when the diode is reverse biased in the series configuration, while RF is 
conducted under reverse bias and forward bias in the shunt configuration. The reflective switch 
topology is much simpler than the absorptive topology; however the drawback to the reflective 
topology is the VSWR. VSWR, or Voltage Standing Wave Ratio, is a measure of the degree of 
impedance mismatch in a transmission line and is quantified by the ratio of incident and reflected 
voltage wave amplitudes. When there is a large mismatch in impedance, which in the extreme 
case occurs in either an open or shorted termination, a large portion of RF energy is reflected 
back creating standing waves which can damage circuitry. The reflective topology has a VSWR 
which changes as soon as the PIN diode is reverse biased owing to the capacitance of the 
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depletion region, which degrades overall circuit performance. A solution to this degradation of 
VSWR is the absorptive switch topology, in which the RF energy is absorbed in a 50Ω load 
while the switch is off. The absorptive topology is more complicated than the reflective topology 
since more PIN diodes are needed in order to route the RF energy into the load to dissipate it. 
The absorptive topology is also implemented in either a series or shunt configuration. By routing 
the RF energy to a matched load the VSWR does not appreciably change during transition 
between on and off states.  
The RF switch is an active device, since a bias voltage is necessary for the PIN diodes in 
order to select a desirable resistance under forward bias. In the schematics shown in the figures 
above, the bias voltage is connected by a RFC, or Radio Frequency Choke, which blocks the RF 
signal, yet allows DC to pass. Typically a positive and negative voltage bias is necessary for the 
operation of the RF switch. In addition to the bias voltages, a control signal is necessary to gate 
the switch on and off. 
2.4.3 Circulator 
The actual operation of the circulator depends upon the concepts of circulation and 
ferrimagnetic resonance. The circulator itself consists of a ferrite disk and a Y-junction 
transmission line. The ferrite disk and the intersection of the 3 joints of the Y-joint transmission 
line are where the circulation of the RF signal occurs. When RF energy is applied to one of the 
ports, the ferrite disk responds by generating two circularly polarized waves of equal magnitude 
rotating in opposite directions around the ferrite disk. According to the selection of ferrite 
material and the biasing magnetic field, the velocity of a wave traveling in one direction can be 
made to be greater than the velocity of a wave traveling in the opposite direction. If a wave is 
incident upon port 1, the two waves would arrive in phase at port 2 but cancel out at port 3, 
resulting in maximum power transmission from port 1 to port 2 and minimum power 
transmission from port 2 to port 3.  
Ferrimagnetic resonance is the principle by which the wave addition and cancellation 
works in the ferrite material, and ferromagnetic resonance occurs when a rotating magnetic field 
has the same direction, frequency, and precession of the magnetic moments of the electrons in 
the ferrite material. Maximum power transmission occurs at ferromagnetic resonance, whereas 
when the RF signal varies from resonance, lower power occurs. However, due to excessive 
losses, the ferrite material is often biased above or below ferrimagnetic resonance. Thus when a 
ferrite material is chosen and is magnetized, the biasing magnetic field is chosen to operate in the 
low loss region either above or below ferrimagnetic resonance (Nova Microwave (2013), 
Understanding Circulators & Isolators). 
Due to the generation of counter-rotating RF magnetic waves in the ferrite material where 
power transfer is calibrated by the biasing magnetic field, the RF signal circulates in a given 
direction around the circulator. When all ports of the circulator are terminated into perfectly 
matched impedances, then when, for example, an RF signal is applied to port 1, a majority of the 
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RF energy is transferred to port 2 while a small portion is transferred to port 3. The same is true 
for RF energy applied to any of the other two ports, following the circulation. In this manner, the 
isolation specification for a circulator is somewhat of a misnomer, since it is really the degree of 
impedance matching, and thus VSWR, at the three ports that determines the relative power 
transferred. This fact would have consequence when one of the ports is connected to an antenna 
that is both transmitting and receiving, such that a portion of the transmitted energy will appear 
in port 3. In a system which transmits at high power, the energy which leaks into the receive side 
could damage the receiver’s circuitry. Provided that the antenna has a good VSWR and all ports 
are well matched to 50Ω, most circulators at microwave frequencies tend to have about 20dB of 
isolation.  
 
Figure 2.12: Photograph of a disassembled circulator, showing the stripline conductor, ferrite disks, and the 
biasing magnet. This particular circulator is configured as an isolator since the port on the bottom is terminated into a 
matched load. (Pozar, Microwave Engineering, p. 487). 
 
2.4.4 Low Noise Amplifier 
In the receiver of a generic RF system, the low noise amplifier, or LNA, is used to 
amplify weak signals that have become severely attenuated due to free space path loss. The LNA 
provides amplification with very low noise figure, the importance of which is exemplified by 
Friis’ formula for noise factor shown below.  In a cascade of stages in an RF system, the total 
noise figure is calculated using Friis formula taking into account the noise factor and gain of 
each stage.  
          
    
  
 
    
    
   
  
         
                                                                 (2.14)     
in which Ftotal is the total noise figure, Fn is the noise figure of the n
th 
stage in the receiver, and Gn 
is the gain of the n
th
 stage of the receiver. A consequence of Friis’ formula is that the overall 
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noise figure of a receiver is primarily determined by the first stage. The fact that the overall noise 
figure of a receiver is dominated by the first amplification stage is the reasoning behind the 
design of the LNA. 
LNA’s are typically designed using RF transistors using network parameters for the 
transistor known as the S-parameters, which are typically given by the transistor manufacturer. 
The S-parameters are network parameters measuring the forward and reverse gain as well as the 
forward and reverse reflection coefficient. If not given, the S-parameters of RF transistors can 
also be measured using a vector network analyzer. Particularly for Ku band and other high 
frequency bands in the microwave region, specialized transistors based upon GaAs or other III-V 
semiconductor compounds are typically used. A few examples of specific transistor types used 
for microwave frequencies are MESFETs, which are FET’s with a metal-semiconductor gate that 
is similar to a Schottky diode junction; HEMTs, which are heterostructure FETs; and HBTs, 
which are heterostructure bipolar transistors. A relatively new III-V semiconductor being used 
for RF amplifiers, particularly for RF power amplifiers, is GaN, which is known for its high 
electron mobility and for its high voltage breakdown enabling for use in high power applications. 
 
2.4.5 Schottky Diode 
A typical method for measuring RF power is the use of a Schottky diode peak detector. 
The principle of the Schottky detector relies on the same principle of detectors used in receivers 
since the early days of AM radio transmission using crystal radio receivers. Essentially, the 
Schottky diode rectifies the incoming RF signal, similar to a half-wave rectifier, providing a peak 
voltage that is proportional to the peak RF power. The output of the Schottky diode is thus a DC 
voltage, the peak of which is used to calculate the incident RF power. Such detectors are deemed 
“square law detectors” since within an operating region of RF power between around -40dBm to 
-20dBm, the power is equal to the square of the peak voltage divided by the system impedance, 
which is typically 50Ω. Outside of this operating region above -20dBm, the voltage to power 
characteristic is approximately linear with increasing power in dBm (Skyworks, Application 
Note: Mixer and Detector Diodes, 2013). A plot of a detector output characteristic is shown in 
the figure below, showing successive regions of operation where signal noise dominates, the 
square law is valid for power computation, where the output is approximately linear, and where 
the output saturates. 
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Figure 2.13: Example of a plot showing detector output characteristics for a Schottky peak detector diode 
showing square law region and linear regions. (Skyworks, Application Note: Mixer and Detector Diodes, 2013). 
The sensitivity of Schottky detectors is typically about 5mV/µW referenced to -20 dBm. 
Most Schottky diode detectors output a negative voltage for the reason that the Schottky diode 
can be made to be more sensitive owing to the higher mobility of electrons in semiconductors. In 
addition to a negative polarity, most Schottky diode detectors are also “zero bias” meaning that 
no external voltage bias is needed to operate the diode. Typically there will be some leakage of 
RF power in the output of the Schottky detector, which is termed as “video leakage.” To alleviate 
video leakage, typically a video filter is used, which is essentially a low pass filter. 
2.4.6 Mixer 
A RF mixer is essentially a non-linear element which produces sum and difference 
frequencies of the applied RF and the frequency of a local oscillator, or LO. In signal processing, 
the mixer is typically understood mathematically to be a frequency multiplier, which takes two 
sinusoidal signals with different frequencies and multiplies them in order to create the sum and 
difference of those two frequencies. A multiplier is an oversimplified view of the mixer however, 
since in order to achieve this functionality in hardware requires a nonlinear element. For this 
reason, any nonlinear device could be used as a mixer, and as such the simplest mixer is in fact 
the simplest of nonlinear devices, the diode. To illustrate how a single diode could be used as a 
mixer, the following analysis will demonstrate the operation of a basic mixer using a diode 
(Ludwig, RF Circuit Design, p.610). 
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Figure 2.14: Schematic of a basic diode mixer, where two input frequencies are used to create new frequencies at 
the output. 
According to the schematic in the figure above, two signals, the RF and the LO, are 
added and then applied to a semiconductor device with nonlinear characteristics. Using the diode 
as an example, the Shockley diode equation describes the exponential character of the diode’s 
current in the presence of an applied voltage. 
    ( 
 
    )                                                                                                                  (2.15) 
in which Io is the scale current of the diode and depends on a number of factors, including cross 
sectional area, doping concentration, minority carrier diffusion length, etc.; V is the applied 
voltage across the diode; and VT is the thermal voltage, which is kT/q (k is Boltzmann’s 
constant, T is temperature in Kelvin, and q is the electron charge) and is usually taken to be 
about 26 mV at room temperature.  
The input voltage is taken to be the sum of the RF and LO signals, and is denoted by the 
following: 
        (    )        (    )                                                                (2.16) 
where VRF, ωRF, VLO, and ωLO are respectively the RF and LO amplitudes and radial frequencies. 
The current output of the diode using the input voltage can be found by performing a Taylor 
series expansion of the Shockley diode equation around the VQ bias term and substituting the 
input voltage (while ignoring the constant bias term, VQ) as follows:  
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The last term of the Taylor series above is what provides the essential function of the 
mixer. Rewriting the last term using the appropriate trigonometric identity gives: 
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which demonstrates that the nonlinearity of the diode inherently produces frequency components 
containing the sum and difference of the RF and LO frequencies. Of course the analysis above 
ignored all of the other higher order terms in the Taylor series expansion. These other terms are 
called intermodulation products, and a key feature of a mixer is to suppress unwanted 
intermodulation products that can corrupt the output signal. 
There are various topologies involving either diodes or transistors used for mixers, 
including single-balanced and double-balanced mixers, with the “balanced” term referring to 
either one or both of the LO and RF signals being suppressed in the output. For the purpose of 
down-conversion as in a receiver, the mixer combines the RF and LO signals and using a 
nonlinear device will generate an output containing sums and differences of the RF and LO 
frequencies along with their harmonics and intermodulation products. Typically in up-
conversion, the intermodulation products become an issue as well as “image” frequencies, which 
are frequencies which fold over into the RF signal’s bandwidth, and can corrupt the RF signal. In 
down-conversion however, image frequencies are less of an issue as long as a low pass filter is 
used on the intermediate frequency (IF) – which is the down-converted output of the mixer.  
A typical figure of merit for a mixer is the conversion loss (CL) and is defined as the ratio 
of RF power to IF power (Ludwig, RF Circuit Design, p. 615): 
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Typically the highest quality mixers, which have the lowest conversion loss and the least amount 
of corruption due to spurious frequencies such as intermodulation products, are double-balanced 
mixers. Typical double balanced mixers are implemented as switching mixers with a Gilbert cell 
topology wherein the IF overdrives the input transistors to apply a square wave to the input RF 
(Ludwig, RF Circuit Design, p. 627). The following figure shows a double-balanced mixer using 
a diode ring. 
 
Figure 2.15: Schematic of a double balanced mixer implemented with a diode ring. (Ludwig, RF Circuit Design, 
p. 624) 
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It is important to realize that due to the inherent nonlinearity of semiconductor devices, 
characteristics of mixers, amplifiers, etc., are likely to overlap, such that effects seen in mixers 
will also be seen in amplifiers. In the section covering the non-idealities of RF devices, the 
discussion of nonlinear effects of mixers apply just as well to amplifiers, especially to high 
power amplifiers.   
2.4.7 Power Divider 
In order to route an RF signal to separate paths, a power divider must be implemented 
and in such a way that does not degrade the overall performance of the system. The Wilkinson 
power divider is a class of power dividers that achieve isolation between an arbitrary number of 
output ports while maintaining matched conditions on all ports. The power divider consists of 
quarter wave transformers, which can be fabricated in a number of ways. Ernest J. Wilkinson 
first published the article, “An N-way Power Divider,” in 1960 which described the power 
divider and its operation. With all ports of the divider matched, only reflected power from the 
output ports is dissipated in the divider circuit. Power dividers and couplers are essential 
components in RF design, and an extensive amount of literature is devoted just to the topic of 
such devices.  
2.4.8 Non-Idealities of RF Devices 
2.4.8.1 Power Losses 
Due to transmission line effects, power loss can manifest itself in a number of ways at 
RF. Usually power loss occurs through impedance mismatch, where power is reflected at 
mismatched interconnections and can not only waste energy but also potentially damage circuitry 
by producing standing waves. A usual figure of merit which characterizes the power loss due to 
mismatch is the return loss, or RL. RL is defined as follows (Ludwig, RF Circuit Design, p. 93): 
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where Pr is the reflected power and Pi is the incident power. VSWR is another parameter 
discussed earlier related to power reflection due to mismatch. Whereas RL is a decibel measure 
of the power lost due to mismatch, VSWR is a parameter dealing with the ratio of incident to 
reflected voltage wave amplitudes, and minimizing the VSWR of a component is an important 
consideration in RF.  
Another figure of merit that is often quoted in datasheets of RF components is the 
insertion loss, or IL. Insertion loss is the measure of power lost in transmission, and is defined as 
the ratio of transmitted power to incident power in the following way (Ludwig, RF Circuit 
Design, p. 94): 
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where Pt is the transmitted power and Pi is the incident power. Isolation is another figure of merit 
~ 45 ~ 
 
used to characterize RF components with multiple ports where it is desirable to have certain 
signals suppressed in certain ports. As in the case of the circulator, isolation is desired between 
ports that are in the direction opposite to circulation. Isolation is also a decibel measure defined 
in a similar fashion. 
2.4.8.2 Nonlinearity 
Semiconductor devices are generally nonlinear devices, and as such RF components 
implemented with semiconductor devices are nonlinear as well. When applying time harmonic 
signals to nonlinear devices, additional frequencies are produced in the output. In certain cases, 
as in a mixer, the addition of new frequencies is desired; however in the case of say an amplifier, 
the output should not contain any new frequencies. The design of a truly linear amplifier is one 
of the most difficult problems in RF and analog design, owing to the complexity of nonlinear 
devices that are implemented. In the following discussion of nonlinear distortion, the focus will 
be primarily on mixers, however, the effects explained are exactly the same as for amplifiers, and 
the same conventions and definitions are used for amplifiers as well. 
Nonlinear effects tend to occur when the input signal to a device is at a sufficiently high 
power level. For this reason, nonlinearity is a concern in the design of power amplifiers 
operating at high power levels. The input power versus output power curve is ideally linear for 
RF devices, however at sufficiently high input power levels the curve begins to deviate from the 
ideal linear curve. A typical measure of the deviation from linearity is the 1 dB compression 
point defined as the point where the corresponding gain drops to 1 dB below that of the ideal 
linear curve. The following figure shows a typical plot of input power versus output power and 
illustrates the 1 dB deviation from the ideal linear curve. 
 
Figure 2.16: Output power versus input power, showing the ideal linear curve (dotted line) and the actual curve 
(solid line). (Ludwig, RF Circuit Design, p.540) 
At the 1 dB compression point, the output power Pout, 1dB is related to the input power in 
the following way (Ludwig, RF Circuit Design, p. 541): 
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where G1 dB is 1 dB less than the corresponding gain of the ideal linear curve. In the figure above, 
Pout, mds and Pin, mds are the output and input power of the minimum detectable signal. The output 
minimum detectable signal power is usually defined as a certain number of dBs, conventionally 
3 dB, above the output noise power. The output noise power is given by the following equation 
with the corresponding physical parameters (Ludwig, RF Circuit Design, p. 541): 
                                                                                                                       (2.23) 
where k is Boltzmann’s constant, T is temperature in Kelvin, B is the bandwidth in Hz, Go is the 
small signal gain, and F is the noise figure. In the figure above, dR is the dynamic range and is 
defined as the difference between the output power at 1 dB compression and the output 
minimum detectable signal power. When dealing with 1 dB compression specifications for RF 
devices, it is important to understand clearly whether the parameter is input referred or output 
referred, which would indicate whether the given parameter is the output power at 1 dB 
compression or the input power at 1 dB compression. 
The 1 dB compression point is used to characterize mixers as well as amplifiers, though 
in the case of mixers it is generally referred to as conversion compression. In the case of a mixer, 
the input referred 1 dB compression point is in regards to the input RF power or input IF power, 
depending on whether the mixer is used for down conversion or up conversion, respectively. The 
curve shown in the figure above would thus be relevant for a mixer with RF power to IF power, 
again considering whether the mixer is used for up or down conversion.  
As discussed earlier, intermodulation products are a significant consideration when using 
a mixer, as they can corrupt the output signal. In order to characterize the effect of third order 
intermodulation products, the third order intercept point (IP3) is used. IP3 is found by 
extrapolating the input power along the ideal linear curve as well as the third order product input 
power along a linear curve and finding the intersection of the two lines. IP3 is thus a fictitious 
point, and is used to approximately gauge at what input power level third order intermodulation 
products will begin to take effect in the output, as the power level of these intermodulation 
products become comparable to the power level of the output signal. The following plot shows 
the IP3 by plotting the fundamental frequency power and third harmonic power. 
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Figure 2.17: Conversion compression and third order intercept of a mixer. (Ludwig, RF Circuit Design, p.617) 
When reading IP3 specifications for RF devices, it is important also to understand 
whether the parameter is input referred or output referred. In the plot above, the input and output 
third order powers are denoted by PIIP3 and POIP3 respectively.  
Typically, a so called “two-tone test” is used to characterize the intermodulation 
distortion of a mixer or amplifier, where two different frequencies are applied to the device. As 
such, the two-tone third order intercept point is often quoted in datasheets for mixers. Taking 
care to understand the effects of nonlinearity and adjusting power levels to mitigate such effects 
is important when using RF devices. 
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3 Requirements and Design Options 
 
The design for this project builds upon the functionality of the rack-mounted tester which 
uses multiple instruments. From the basic functions, a set of requirements and specifications was 
developed by working with the technical staff and the MTS hardware. The project required 
knowledge of basic radar systems in order to incorporate the implied functionality required to 
create a fully functional system. Using the given requirements and the implied functionality, 
some design decisions were made, and extrapolations as to the system design.  
After conducting research into the radar systems and techniques field, a few design 
implementations were investigated. These options were scrutinized for feasibility, cost, and 
simplicity. Based on the given requirements and more detailed design decisions, one option was 
selected. The chosen option, as will be shown in subsequent sections, fulfilled all design 
requirements.  
3.1 Requirements and Specifications 
 
In order to provide a convenient and simple method for testing the MTS unit, a hand-held 
transceiver design was conceived in accordance with the technical staff’s requirements. The 
hand-held transceiver, or HATT, was specifically designed to transmit and receive a pulsed-CW 
tone at Ku band, which is the frequency band from 12 to 18 GHz, and to provide the operator 
with indication of the received signal. After meeting with the technical staff, the system 
requirements for the HATT were finalized after several iterations. The following table provides a 
list of requirements for the HATT design.  
The waveform for the HATT unit needs to be compatible with the MTS unit that the 
HATT will be testing. Therefore, the HATT needs to be able to trigger the MTS unit with a 
pulsed CW at Ku band. The PW and PRI can be very variable as the MTS unit adapts to almost 
any range of PWs and PRIs. The PRI does have some significance, but only in relation to the 
Doppler frequency. The HATT system needs to be able to filter out the pulse envelope in order 
to characterize the Doppler frequency in the audio output and visual feedback measurements. 
Therefore, the PRF needs to be sufficiently different, in this case greater, than the Doppler 
frequency. Given that Doppler frequencies tend to be on the order of hundreds of Hertz, a PRF 
on the order of thousands of Hertz will be easily filtered out.  
The battery operated, small, lightweight, handheld, and single unit requirements all 
pertain to the ability to use the HATT easily in the field.  By placing the power source in the 
HATT, technicians are able to have a completely cordless unit aside from charging when not in 
use. Additionally, the size and weight should be manageable with two hands, making a cubic 
foot a reasonable maximum size, and five pounds a reasonable maximum weight. The HATT is 
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to be used for short durations of time, no more than five or ten minutes at a time before 
beginning a field test. As for the handheld requirement, a physical handle on the device is 
important in order to ensure that the device is easy to hold by technicians. The single unit 
requirement allows the testing of the MTS unit to be performed by a single technician, whereas 
the horn antennas and multiple devices in the old tester forced multiple technicians to perform 
the test.   
Table 3.1: HATT Design Requirements 
MTS Tester Design Requirements 
Required Features Why? 
Pulsed-CW Trigger testing 
Ku Band MTS compatibility 
Battery Operated Portability in field  
Small (<1 ft
3
) Portability in field  
Lightweight (<5 lbs) Portability in field  
Handheld Easy operation by single user 
Single Unit Prevent loss of parts/components in field 
Visual Indication Test entire MTS RX/TX chain 
Audio Indication Potentially provides more information than visual 
Simple Operation Successful use by non-technical personnel 
Robust No time to troubleshoot in field 
RX Peak Power (>-15dBm) Sufficient SNR 
Low Cost  (< $5,000) Save money 
 
The verification feedback forms need to be both audio and visual. The visual feedback is 
a more precise measurement of both the Doppler frequency and the power returned to the HATT 
by the MTS unit. These values are both set by the MTS unit configuration, and can be compared 
and allow more specific debugging information. However, the audible feedback method is more 
robust as it will provide feedback regardless of modulation schemes, rather than relying on hard-
coded signal processing. Therefore, the audio feedback gives a contingent, direct feedback path 
not based on a digital processing system. It is simpler and allows operators to positively verify 
that the MTS unit is working regardless of the digital system operation.  
 The simple operation and robustness of the HATT is very important, because it is 
intended to replace a fairly complex testing setup with a quick, simple testing device. Therefore, 
simple operation is paramount to the usefulness of this device. Removing unnecessary setup and 
configuration parameters helps technicians to not waste time on an operational test when they 
want to use the MTS unit on real radar systems. The robust requirement is relevant to ensure that 
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the HATT device itself does not need troubleshooting in the field. The HATT device should be a 
consistent device to test the more complex and inconsistent MTS unit.  
Finally, the HATT unit must ensure that it has sufficient transmit and receive power 
while not being overly costly. Both the MTS unit and the HATT must have a good SNR in order 
to accurately use and process the data. The required power depends on the devices used in the 
HATT; depending on the noise floor (thermal or otherwise), a device will have a resolvable limit 
to the minimum measureable power input. Additionally, the actual power receivable will depend 
on the applicable parameters of the radar range equation. The transmission system, the distance 
between the antennas, and the receiver amplification (if any) will all impact the actual received 
power. Given some rough estimates from the technical staff’s current systems, the HATT needs 
to receive at least -15 dBm at the antenna. 
3.2 Design Options 
 
In order to choose the best implementation, the feasibility of various design options was 
investigated to evaluate their feasibility. Most options are variations on the general transceiver 
setup, substituting parts or systems for one or more blocks. The options explored included a 
software defined radio implementation, a field programmable gate array implementation, and a 
traditional transceiver implementation. An in-depth look at each option is given below. 
3.2.1 USRP Implementation 
One possible design solution for the requirements is to use a Software Defined Radio 
(SDR) as the central base hardware. One of the most popular commercially available SDRs is the 
Universal Software Radio Peripheral (USRP) produced by Ettus Research in Santa Clara, CA; 
this popularity and commercial availability make the USRP the most probable choice for a 
HATT implementation. USRPs use a modular hardware feature called Daughterboards. These 
Daughterboards contain the RF hardware specific to their bands. Additionally, USRPs contain 
the analog/digital conversion hardware and a range of onboard digital processing options 
including FPGAs and microprocessors. Finally, an interface option, or options, is included to 
connect to another device such as a computer; this interface is typically a USB or Ethernet port. 
SDR products are intended, by definition, to be very versatile, which is one of the biggest 
advantages of using an SDR device.  
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Figure 3.1: A common implementation of an SDR system. This system includes in-phase and quadrature (I & Q) 
modulation and a USB interface to the digital/analog converters and external devices. Some SDRs have alternative 
interfaces and/or onboard processing.  
An example SDR is shown in the above figure. The receiver and transmitter blocks 
would typically be contained on the Daughterboards of the USRP systems, which is the entirety 
of the RF hardware. The receiver depicted receives a signal, from left to right, through an 
antenna, a bandpass filter, an automatic gain control amplifier, a 90 degree or quadrature phase 
shifter, and an oscillator. For both the in-phase (0 degree) and quadrature (90 degree) signals, the 
signal passes through a mixer, an amplifier, and a lowpass filter. The separate channels for I & Q 
serve to preserve phase information which is more important for typical communications 
systems. The transmitter works similarly, except the signal flows in the opposite direction; I & Q 
signals are fed in on the right through lowpass filters, amplifiers and mixers. Next the signals are 
combined in a phase shifter and amplified before being transmitted by the antenna.  
Apart from the modular transmitter and receiver portions, baseband or IF hardware is 
included to digitize and process the received signals as well as to generate analog waveforms for 
transmission. In Figure 3.1, there are two analog to digital converters (ADCs) which sample and 
discretize the signal into the digital domain. These ADCs are attached to a USB interface, 
however it is more common in USRPs to include a signal processing option for fast onboard 
techniques. Additionally, in modern implementations an Ethernet interface is used rather than 
USB because of the greater throughput available to send and receive signals. Connected to the 
transmitter, two digital to analog converters (DACs) are included to generate the analog transmit 
signal from the digital samples. The common baseband hardware may also serve to condition the 
signals in some way or monitor the entire system and provide additional data beyond the raw 
signal data.  
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The major strength of using SDRs for a HATT design would be that SDR is incredibly 
versatile. By switching out the Daughterboard, the device can be used in many frequency bands. 
The base hardware doesn’t need to change in order to completely change the system not only in 
this frequency aspect but also from a functionality standpoint. With a programmable FPGA or 
microprocessor, the system is able to produce a wider range of transmit waveforms and able to 
perform an almost limitless host of signal processing techniques. Both of these functionalities are 
only limited by the size and speed of these devices. Should the group wish to modify, update, or 
completely change the system performance, they need only to reprogram the device with new 
code and possibly change out the Daughterboard. This flexibility is not always the best option, as 
it is likely to add cost, as well as complexity.  
In order to apply a USRP device to the HATT design, the SDR would need to be able to 
fulfill all the requirements in Table 3.1. The USRP can produce a pulsed CW signal, models are 
not currently available that transmit and receive in the Ku band. This drawback means most of 
the RF hardware required for other implementations would be needed here as well. Given that 
the RF hardware was the bulk of the cost for this project, the USRP simply adds extravagant cost 
to the design. USRPs are fairly compact, due to the fact that they have a lot of hardware 
concentrated on PCBs, however one may need to be disassembled to integrate it into a full 
design, especially where more hardware is needed in both RF and at baseband or IF. 
Furthermore, the USRP device does not fulfill a simple and robust design as it is extremely 
configurable. While this feature sounds positive, it can be a major drawback when not working 
in a lab with a computer with sufficient processing power as in the field. The configurability is 
unnecessary, which implies that it is an extraneous cost. Finally, a USRP design would be able 
take on some of the functionality needed for the HATT tester, including the feedback methods, 
but it appears to be extraneous if other hardware needs to be purchased and added.  
3.2.2 FPGA Implementation  
Using an FPGA was mentioned in the previous implementation as part of a packaged 
USRP system; however, a closer look at an FPGA for use within a system without an SDR is 
warranted. While the end result would be fairly similar to the SDR implementation, a custom RF 
front end would need to be developed, mirroring the SDR transmitter and receiver (transceiver) 
Daughterboard. Additionally, the processing functionality of an SDR would be essentially the 
same. FPGAs can implement microprocessor cores, digital signal processes, and complex 
controllers for on- and off-board devices. An FPGA may be the complete answer for all the 
baseband back end requirements. 
The most probable usage of an FPGA for a HATT design would be to use a pre-
populated development board most suited to the project’s requirements. These boards provide 
some modularity via onboard switches, multiple and various external ports, and display 
indicators such as LEDs and seven segment displays. Sometimes, however, the moderately 
priced boards lack on-board analog connections or A/D and D/A converters. This absence could 
be a drawback or an advantage. On one hand, these devices need to be purchased in addition to 
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the FPGA board, and must be interfaced with via a serial connection. This step causes some 
more complexity and will cause more of the resources to be used on the FPGA. However, this 
requirement also potentially allows specific converters to be selected. The A/D and D/A can 
exactly meet the requirements placed on them, rather than being forced to adapt an onboard chip 
to the design purpose.  
There are a few major advantages to using an FPGA over other processing techniques. 
First, an FPGA can be reprogrammed, as mentioned before, if incorrect logic is found, or if a 
different processing algorithm is desired. Additionally, an FPGA does not run processes serially 
as processors do; instead multiple digital modules can be developed and implemented on the 
board, and they can (and probably will) run at the same time, creating a system optimized to the 
specific purpose applied to the board. This aspect has some advantages over the typical 
microprocessor, which will often have longer required processing intervals for the same 
functionality. Finally, as with the SDR implementation, an FPGA has the ability to generate 
almost any waveform based on its internal memory. This functionality becomes useful when 
looking at the tester’s ability to be used with multiple systems; the more waveforms it can 
generate the wider range of systems will be able to receive its transmissions.  
However, FPGAs often suffer from a greater power draw than microprocessors because 
the internal hardware is not optimized for power consumption, but rather configurability. Given 
this design’s battery operation, this characteristic becomes a clear drawback. Additionally, FPGA 
board costs can run on the order of ten or a hundred times greater than microprocessors, which 
can be purchased for less than $10 in some cases. Furthermore, the difference in FPGA 
codebases and common microprocessor codebases can make a huge difference in writing and 
debugging functionality. This difference questions the complexity and configurability of an 
FPGA design versus the open source simplicity of some microcontrollers.  Many of the 
requirements are fulfilled by an FPGA, and overall it is not a particularly expensive part, 
however it does have a high need for support and/or knowledge in order to troubleshoot and 
operate. The target processing device should be able to control all the hardware needed, process 
the data, and provide feedback with minimal cost and maximum simplicity. Therefore traditional 
microprocessors were investigated.  
3.2.3 Traditional Transceiver Implementation  
A typical radar system has a generic structure as outlined in section 4.2. The traditional 
implementation of a radar system utilizes specific components and subsystems to achieve each 
functional block. An example block diagram is shown below.  
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Figure 3.2: Typical Block diagram of a transceiver. Some of the receiver blocks are from more historic 
implementations such as the demodulator, video amplifier, and threshold decision blocks. Most of those functions are 
performed in digital hardware on one system today (Skolnik, 1980). 
Here, the streamlining of the blocks by specializing them for a design requirement is 
examined in the hopes that parts can be removed or replaced by less expensive options. The 
transmitter, for example can be simplified by relying on the fact that the transmitted pulse does 
not need to be complicated. Rather than generating the pulse at baseband and up converting to 
the RF band, as would be required with the previous two implementations, the pulse can be 
generated in the RF band by gating a sine wave. This method cuts an additional expensive 
mixing and possibly amplification stage out of the design. At the receiver, an amplifier and down 
conversion stage are required to simplify any signal processing to be performed by the system. 
Due to the given requirements including a received power measurement, the system must 
measure the power as close to the input as possible. Furthermore, the traditional transceiver 
design allows for the system to be optimized for the processing that need to be done. At first 
glance, this method cut out a ~$1000 mixing stage for a mixer and power divider, which would 
only be more expensive should the up-conversion require amplification. Additionally, the signal 
processing and system control can probably be easily facilitated by even a low-power 
microprocessor, undercutting the cost of the USRP or FPGA by at least a factor of 10. By 
implementing each block specifically and with only the required functionality, a simpler and less 
expensive system can be realized by being able to remove expensive parts. 
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As with most electrical engineering designs, these improvements come with tradeoffs. In 
this design, the streamlining mitigates the adaptability of the system. Should the requirements 
change over time, it is very possible that the system would be unable to adapt. Luckily, the MTS 
system this design depends upon is already very versatile, and therefore the design requirements 
would not change to become incompatible with this HATT design. That being said, there is some 
versatility in this transceiver implementation as an inexpensive digital processing component is 
to be used for control and processing. This component is most likely to be a microprocessor, 
which can be reprogrammed to adapt or correct some of the features of the system functionality. 
This versatility would not be feasible during field deployment, but more often be utilized for a 
predetermined change in the MTS unit and the HATT device. However, regardless of the 
versatility provided, the simplicity of this system suggests that it will not be reasonably utilized 
past the final implementation.  
Overall, the traditional transceiver appears to be the most feasible and simplistic solution 
to the requirements given in section 5.1. The system is specialized to perform the functions 
required adequately and removes extraneous components from a full radar implementation. 
Furthermore, the baseband portion of the receiver can be iterated many times through the design 
process in order to adapt or fix unexpected issues without increasing cost dramatically 
(compared to the RF frontend). This implementation also allows the entire system to have 
custom and specifically chosen interfaces, which other implementations can lack. This open 
interfacing allows the design to add or remove components fairly easily, until the available 
interfaces are all used. For these reasons, this design option was chosen to implement and build. 
The following sections explore fully the details of the design.  
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4  Design Implementation – Transceiver Design 
 
A high level block diagram of the HATT is shown in the figure below. The general 
operation of the HATT is as follows: the dielectric resonating oscillator (DRO) produces a CW 
signal at Ku band at the center frequency of the MTS and this signal is gated on and off by the 
RF SPST switch. The pulsed-CW signal at the output of the switch is sent through the passive 
circulator and is radiated by the horn antenna. The MTS unit then receives this pulsed-CW 
signal, modulates the frequency, and then retransmits it back to the HATT. The HATT receives 
this signal, which is routed to the receive side through the circulator. A Schottky peak detector, 
which is located as close to the antenna input as possible, outputs a voltage that is proportional to 
the received power which can be sampled by the Arduino’s ADC. The received signal is also 
down-converted by the mixer. The down-converted IF from the mixer is then passed through a 
low pass filter, which attenuates the PRF of the pulse envelope, and this signal is fed to an audio 
amplifier which drives either a speaker or headphones to play back the tone corresponding to the 
frequency offset applied by the MTS. The output of the filter is also fed into a tachometer circuit 
based on the LM2907 frequency-to-voltage converter IC.  The voltage output of the frequency-
to-voltage converter is then sampled by the ADC of the Arduino, which then displays the 
frequency on the LCD screen. The output of the LM2907 can be sampled by the ADC on the 
Arduino as with the Schottky detector. 
The Arduino microprocessor is the primary portion of the digital system which facilitates 
control of most of the system and provides signal sampling and processing. The Arduino 
produces a PWM signal to control the RF switch and defines transmit and receive timing. Due to 
the short operating range, the signal received from the MTS unit by the HATT is mixed with the 
transmitter bleed-through in time. Due to the simplicity of the HATT, these signals cannot be 
separated, which must be taken into account when viewing the visual power feedback. Once the 
samples have been taken and processed, the data are written to a slowly updating LCD screen; 
the refresh rate is about ten times per second in order to improve readability of the numbers 
displayed on the screen.  
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Figure 4.1: Block diagram of the HATT showing all components of the design. 
4.1 RF Frontend 
 
In the following section, the design of the RF hardware in the HATT is discussed, 
including justifications for the inclusion of each component in the overall system. Considerable 
use of the information provided in the background on each RF component will be used both for 
justification of design decisions and to explain the designed purpose of each component. The 
following figure shows the overall block diagram of the HATT system, with the RF transceiver 
section outlined in bold to highlight the components that will be discussed. 
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Figure 4.2: Block diagram of HATT with bold lines highlighting the RF transceiver section, the design of which 
is covered in this section. 
4.1.1 Transmission Path 
4.1.1.1 Dielectric Resonant Oscillator 
The dielectric resonant oscillator chosen for the HATT was the Microwave Dynamics 
(Microwave Dynamics, Irvine, California) DRO-1500. The DRO-1500 is a dielectric resonator 
housed inside of a metal enclosure with a single SMA coaxial connection for the output. The 
DRO-1500 is an active component, requiring a 12 V DC source for operation and draws a 
maximum of 90 mA of current. The DRO-1500 is also referred to as the “Mini-DRO” as it is the 
miniaturized version of the Microwave Dynamics DRO-1000. The dimensions of the DRO-1500 
are shown in the mechanical drawing in the figure below. 
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Figure 4.3: Mechanical drawing of the DRO-1500. Retrieved from Microwave Dynamics DRO-1500 datasheet. 
The DRO-1500 is a free-running oscillator with customizable center frequency between 8 
– 18 GHz and customizable power output between 13 – 18 dBm. Upon ordering the component 
from Microwave Dynamics these two values for center frequency and power output must be 
specified within these ranges. Being a free-running oscillator, there is no phase locking included 
as part of the design of the DRO-1500 such that no external reference is needed. It was desired to 
use a free-running oscillator since this greatly reduces the complexity of the design, lowering the 
component count and complexity. Since there is no phase locking used to maintain a consistent 
oscillator center frequency, temperature stability of the center frequency is an important 
consideration. However, the DRO output is also used to drive the LO of the mixer, such that the 
mixer will drift with the DRO. For this reason temperature stability does not affect performance 
of the HATT. Also, the bandwidth of the MTS is on the order of hundreds of MHz, which is a 
much larger frequency range than the drift of the DRO’s center frequency. 
The two main reasons the DRO-1500 was chosen was for its small size and for the 
internal power amplifier. Shown below is the block diagram of the DRO-1500, which shows the 
internal power amplifier. 
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Figure 4.4: Block diagram of the DRO-1500. The DRO-1500 used in the HATT uses an external 12 V DC source 
as opposed to the 15 V DC source shown in the figure above from Microwave Dynamics. Retrieved from Microwave 
Dynamics. 
Since the DRO-1500 contains a power amplifier inside of its enclosure, a separate power 
amplifier would not be necessary in the transmitting chain of the HATT, which reduces 
component count, complexity and cost. The power output of the power amplifier is customizable, 
between 13 – 18 dBm. In choosing a power output for the DRO-1500, considerations were made 
for the operating distance from the MTS unit and for the isolation of the circulator. In speaking 
with the Airborne Radar Systems and Techniques group, it was decided that a typical operating 
distance of 3 meters from the MTS unit was to be expected, and as such all power considerations 
were made for a nominal distance of 3 meters. It was also determined that the MTS unit requires 
a minimum power of -50 dBm after the receive antenna in order to trigger into operation. 
Considering the lowest available power output of 13 dBm for the DRO-1500, and taking into 
account a power loss of 4 dB from the power divider, 1 dB from the RF switch, and 0.5 dB from 
the circulator, the overall power output before the antenna would be 7.5 dBm. Using the Friis 
transmission formula in decibel form as follows, 
                 
 
   
                                                                                           (4.1) 
where Pt is 7.5 dBm, Gt is the gain of 17 dBi for the transmitting horn of the HATT, Gr is the 
gain of 17 dBi for the receiving horn of the MTS,   is the wavelength (approximately 18 mm), 
and R is 3 meters. Using these values, the received power in the MTS is approximately -25 dBm, 
well above the minimum threshold of -50 dBm. From this calculation, the choice of power 
output from the DRO-1500 is not essential for the MTS receiver. The circulator in the HATT 
however did require consideration. The circulator has an isolation of 20 dB. However in 
speaking with MIT Lincoln Laboratory staff and consulting with application notes from Nova 
Microwave, a loss of 2 – 3 dB in isolation is to be expected in a circulator, such that in the worst 
case an isolation of 17 dB would be expected. As such, the power output was chosen below the 
maximum of 18 dBm to be 15 dBm. With 15 dBm of output power, no transmit power is 
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expected to leak into the receive side of the circulator to potentially disrupt power measurement 
or operation of the mixer. The remaining specification, the center frequency, was chosen to be 
the same center frequency as the MTS. The DRO-1500 cost $985, and was the most expensive 
RF component in the design. The DRO-1500 meets design requirements since it is compact, 
simple to use, and reduces component count and complexity by not requiring a separate power 
amplifier or any temperature compensation or phase locking.  
4.1.1.2 Power Divider 
In order to route an RF signal to different paths, power dividers must be employed which 
can split an RF signal while maintaining matched conditions on all ports. In order to achieve 
such a task, the Wilkinson power divider is commonly employed. There are two points in the 
HATT system where it is physically necessary to split the RF signal into two paths. One point is 
at the output of the DRO, which needs to be routed to the RF switch in order to provide power 
for transmission, and also needs to be routed to the mixer to provide power to the LO port. 
Another point is at the receiver port of the circulator, where the RF signal needs to be split such 
that the received power could be measured by the Schottky diode detector, and such that the RF 
signal could power the RF port of the mixer. The power dividers chosen for the HATT were both 
the Marki Microwave (Marki Microwave Inc., Morgan Hill, CA) PD-0220. The two PD-0220 
power dividers together cost $700. This power divider was chosen since it is a two-way divider 
with two output ports and is specified for an operating bandwidth of 2 – 20 GHz, making it 
suitable for a center frequency for the frequency band of the MTS. A mechanical drawing is 
shown below showing the dimensions of the PD-0220 power divider. 
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Figure 4.5: Mechanical drawing of PD-0220 power divider. Retrieved from Marki Microwave PD-0220 
datasheet. 
The PD-0220 power divider has a power loss of approximately 4.3 dB as seen in the plot 
provided in the Marki Microwave datasheet. The power loss of 4.3 dB aided in reducing the 
power output of the DRO for the purpose of maintaining the LO power within specified range for 
the mixer, yet did not affect the operation of any other component in the HATT.  
4.1.1.3 RF Switch 
In order to generate a pulsed-CW waveform, an RF switch was necessary in order to gate 
the CW signal generated by the DRO. The RF switch chosen for the HATT was the Corry 
Micronics CMISW-1A-12-18 SPST absorptive PIN diode switch. A PIN diode switch was 
specifically chosen since PIN diode switches are well suited for RF applications as discussed in 
the background section. The Corry Micronics switch is small in size, with dimensions as shown 
in the mechanical drawing below. 
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Figure 4.6: Mechanical drawing of Corry Micronics CMISW-1A-12-18 switch. Retrieved from Corry Micronics 
CMISW-1A-12-18 datasheet. 
After considerable search, the Corry Micronics CMISW-1A-12-18 switch was 
determined to be the lowest cost readily available switch, with a cost of $560. Besides cost, 
frequency of operation was also a consideration, with the CMISW-1A-12-18 having an operating 
bandwidth of 12 – 18 GHz, enabling for operation at the center frequency of the MTS. The Corry 
Micronics CMISW-1A-12-18 switch requires external 5 V and -5 V DC sources for biasing 
purposes, and as such this drove the necessity to create a split power supply which will be 
discussed in the analog electronics design section. In addition to the required external voltages, 
the switch also requires a 5V TTL control signal in order to gate the switch. After speaking with 
MIT Lincoln Laboratory staff, it was determined that a single PRF and pulse width of 4 kHz and 
50 µs would be used in the HATT for simplicity and ease of use. A control signal providing a 
gate function with PRF of 4 kHz and pulse width of 50 µs was provided the Arduino. The Corry 
Micronics (Corry Micronics, Corry, PA) CMISW-1A-12-18 switch meets the design 
requirements since it is small in size, is low in cost, and provides simplicity in its use for 
generating a pulsed-CW waveform.  
4.1.1.4 Circulator 
In the design of the HATT, it was decided that a duplex system would be most desirable 
since it requires only one antenna for both transmitting and receiving and removes the necessity 
for a T/R (transmit/receive) switch which would require a control signal that is synchronized 
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with the RF switch used for gating the DRO output. The circulator provides the option of a 
duplex system. The circulator chosen for the HATT was the Nova Microwave 1650CES 
circulator. The 1650CES circulator cost $250, making it relatively low cost in comparison to the 
other components purchased for the HATT. The 1650CES circulator is also specified for an 
operating bandwidth of 15 – 18 GHz, making it suitable for the center frequency of the MTS. 
The 1650CES circulator is small in size, with dimensions shown in the mechanical drawing 
below. 
 
Figure 4.7: Mechanical drawing of Nova 1650CES circulator. Retrieved from Nova 1650CES datasheet. 
In searching for a circulator, the 1650CES circulator had the greatest isolation 
specification as well as the lowest insertion loss, and with its low cost of $250 these 
specifications made the 1650CES circulator desirable. The specific model was chosen as well for 
the SMA coaxial connectors, making it possible to physically integrate into the HATT which 
uses all SMA coaxial connections.  
4.1.1.5 Horn Antenna 
A horn antenna with vertical polarization was chosen for the HATT in order to make the 
HATT compatible with the MTS unit, which also uses vertically polarized horn antennas. The 
horn antenna chosen for the HATT was the Narda model 639 horn antenna which has a gain of 
17 dBi, the same as the MTS unit transmit and receive horns. The model 639 horn antenna cost 
$619. In addition to the horn antenna, a SMA to waveguide adapter was necessary in order to 
physically connect the horn antenna to the output port of the circulator in the HATT. The SMA 
to waveguide adapter chosen was the 4609 model from Narda, which is an adapter specifically 
designed for use with the model 639 horn. The SMA to waveguide adapter cost $445. 
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Mechanical drawings of the model 639 horn antenna and the 4609 SMA to waveguide adapter 
showing dimensions of each are shown below. 
 
Figure 4.8: Mechanical drawing of 639 horn antenna. A = 3.48 inches, B = 2.20 inches, and C = 1.73 inches. 
Retrieved from Nard standard gain horn antenna datasheet. 
The Narda model 639 horn antenna was chosen in order to make the HATT compatible 
with the MTS unit and was mainly chosen since the Airborne Radar Systems and Techniques 
group uses other equipment that use the exact same antenna, such that compatibility was well 
proven. 
4.1.2 Receive Path 
4.1.2.1 Mixer 
One of the design requirements for the HATT is to provide audio indication of MTS 
functionality, which should be done by playing back a tone whose frequency corresponds to the 
frequency offset in the HATT’s carrier frequency applied by the MTS. In order to achieve such 
audio indication, a mixer is employed. The mixer recovers the frequency offset applied by the 
MTS by using the DRO’s output as the LO, which by operation of the mixer would give the 
frequency offset at the IF port in addition to any undesirable intermodulation products that may 
result.  
To exemplify how recovery of the frequency offset would work, an example wherein the 
MTS applies a 200 Hz offset to the carrier frequency is considered. The HATT transmits a 
pulsed-CW waveform with a carrier frequency of, for example, 17 GHz. The MTS’s receiver 
antenna receives this transmitted waveform, and applies a 200 Hz offset to the carrier frequency. 
The modulated waveform, which is a pulsed-CW waveform with carrier frequency of 17 GHz + 
200Hz, is transmitted back to the HATT through the MTS’s transmitter antenna. The HATT 
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receives this modulated waveform, and this signal is routed to the RF port of the mixer. The LO 
port of the mixer is powered by the DRO, which produces a CW signal centered at 17 GHz. 
Provided that no intermodulation products are introduced, the IF port of the mixer then contains 
the difference between the signal at the RF port (17 GHz + 200 Hz) and the signal at the LO port 
(17 GHz) – a sinusoidal 200 Hz signal overlaid with the 4 kHz PRF pulse. Only a low pass filter 
is necessary to attenuate the 4 kHz pulse and recover the 200 Hz frequency, which can be played 
back to the operator. This entire process is demonstrated in the flow diagram below. 
 
Figure 4.9: Flow diagram showing operation of the mixer. 
The mixer chosen for the HATT was the Marki Microwave M4-0220LA. The M4-
0220LA is a double-balanced diode mixer. A double-balanced mixer was desired for the HATT 
since it would provide suppression of both the LO and RF in the output, and a diode mixer was 
desired since it is passive, which reduces the overall external energy requirement of the HATT. 
The M4-0220LA has an operating bandwidth of 2 – 20 GHz for the RF and LO, which is suited 
for the center frequency of the MTS. The mixer cost $316, making it low cost in comparison to 
most of the other RF components. The M4-0220LA is also small in size. The mechanical 
drawing below shows the dimensions of the M4-0220LA. 
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Figure 4.10:  Marki Microwave M4-0220LA Mixer 
The M4-0220LA has a specified two-tone input referred third order intercept point of 12 
dBm, such that the LO port of the mixer should not be driven past 12 dBm otherwise 
intermodulation products would result in the output. For this reason, a 3 dB attenuator was added 
after the power divider before the mixer LO port. Adding the 3 dB attenuator, and with 16.5 dBm 
out of the DRO and 4 dB loss from the power divider, the power driving the LO port of the 
mixer is approximately 9.5 dBm, below the input referred third-order intercept point ( IIP3) of 
the M4-0220LA. The 3 dB attenuator was provided by MIT Lincoln Laboratory. In addition to 
the M4-0220LA’s IIP3, the input referred 1 dB compression point is at 2 dBm, such that the RF 
port of the mixer should not be powered more than 2 dBm. A member of the MIT Lincoln 
Laboratory staff also advised powering the RF port below 0 dBm, preferably at about -10 dBm. 
Using the Friis transmission formula to estimate the received power at a distance of 3 meters 
from the MTS unit, 
                                                               
 
   
                                           (4.2)                                                                               
where Pt is the transmitted power of the MTS which is 32 dBm, Gt is the MTS transmitter 
antenna gain of 17 dBi, Gr is the HATT’s antenna gain of 17 dBi, and the remaining term is the 
same as in the earlier calculation, the expected received power is approximately 0 dBm. Since 
the expected power at the RF port of the mixer is, taking into account the 4 dB loss from the 
power divider, -4 dBm, an LNA is not required in the receiver of the HATT. If an LNA were 
used in the HATT at the nominal operating distance of 3 meters, the power incident upon the RF 
port of the mixer would likely be greater than the input referred 1 dB compression point of the 
mixer, resulting in non-linearity corrupting the output of the mixer. Thus an LNA was not 
included in the design of the HATT. 
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4.1.2.2 Schottky Diode Detector 
One of the design requirements of the HATT was to provide indication of the power 
received by the HATT, and as such a method for power measurement was necessary. The 
method of power measurement chosen was to use a Schottky diode peak detector. As discussed 
in the background section, the Schottky diode detects peak power by rectifying the incoming RF 
waveform and providing a voltage output whose peak is related to the incident power. A zero 
bias, negative polarity Schottky diode was chosen for this task. A zero bias detector was 
desirable for the HATT since no external bias voltage is necessary for the diode’s operation, 
which simplifies use of the diode. The diode’s output is also negative polarity, meaning that the 
output is a negative voltage. Negative polarity detectors are generally used since they provide 
greater sensitivity owing to the higher mobility of electrons in semiconductors.  
The zero bias Schottky diode detector chosen for the HATT was the Narda Microwave 
model 4506 Schottky detector. The 4506 Schottky detector cost $421. The 4506 Schottky 
detector has a sensitivity of 0.5 mV/µW at -20 dBm at 25
o
C. The 4506 Schottky detector is also 
rated for a maximum incident power of 20 dBm, however upon advice from MIT Lincoln 
Laboratory staff the incident power of the detector should not exceed 10 dBm. As such, the 
dynamic range of power measurement for the Schottky detector is 30 dBm, between -20 dBm 
and 10 dBm. The 4506 Schottky detector is also small in size, with dimensions as shown in the 
mechanical drawing below. 
 
Figure 4.11: Mechanical drawing of Narda 4506 Schottky detector. Retrieved from Narda 4506 datasheet. 
The output of the Schottky detector is put through an inverting buffer and is sampled by 
the Arduino and the corresponding incident power is displayed on the LCD screen. The Schottky 
diode’s voltage versus power characteristic was determined experimentally, and a linear fit to the 
collected data is used to calculate the incident power the Schottky diode detects.  The 4506 
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Schottky diode detector meets the design requirements since it is small in size and provides a 
simple method for power detection and measurement. 
4.2 Analog Circuitry 
 
A comprehensive discussion of major analog design decisions and changes to the 
expected design can be found in the following sections. It should provide a basic understanding 
of the reasons behind the baseband analog electronics.  
4.2.1 Distribution of Power Supply 
In satisfying the design requirement of creating a HATT design which would be 
internally battery powered, a rechargeable lithium-ion battery from BatterySpace.com was used.  
The battery is shown below. 
 
Figure 4.12:  Li-Ion 18650 Battery: 25.9V 2.6Ah (67.34Wh, 4.2A rate) Rechargeable Battery Pack 
The lithium-ion battery pack has a working voltage of 25.9V, a peak voltage of 29.4V, and a 
cutoff voltage of 18V, while providing 2.6Ah of capacity.  Included in the pack is a PCM (10A 
limited) protection circuit, which balances charging and protects the battery module form 
overcharge, over-discharge, and short circuits.  The battery module costs $105.95 and comes 
with seven 3.7V Li-ion cells wrapped together to provide the 25.9V output.  A smart charger 
(1.2A) for the 25.9V Li-ion battery can be externally purchased for $31.95. 
 In choosing a Li-ion battery over other battery chemistries, some of the benefits of 
lithium-ion are explored.  The energy density of lithium-ion is generally twice that of the 
standard nickel-cadmium and the load characteristics are reasonably good, behaving similarly to 
nickel-cadmium in terms of discharge. The high cell voltage of 3.7V allows for battery pack 
designs with only one cell. Most of today's mobile phones run on a single cell. A nickel-based 
pack would require three 1.2-volt cells connected in series, requiring excessive space that is not 
needed when implementing lithium-ion modules.  Lithium-ion is also a low maintenance battery, 
an advantage that most other chemistries cannot claim. There is no memory and no scheduled 
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cycling is required to prolong the battery's life (Schalkwijk, Van., 2002).  Using a lithium-ion 
battery provides improved battery lifetime, greater energy density, and low maintenance than 
that seen in other batteries, making it advantageous for implementation in powering the HATT 
design.  
In order to produce both negative and positive supply voltages, the single input supply 
voltage of the battery was split into a dual supply.  A voltage divider connected to an LM675 
operational power amplifier from Texas Instruments created the dual supply, while four voltage 
regulators, the LM7905 (-5V), LM7805 (+5V), LM7808 (+8V), and LM7812 (+12V), created 
the required regulated levels needed to power individual active components with the HATT 
design.  The circuit schematic for the op-amp supply splitter and distribution of power is shown 
below, providing the distinction of voltage levels needed and the components in which each 
voltage regulator was designed to power.  
 
Figure 4.13:Circuit Schematic for Distribution of Power Supply to Active Components in HATT Design 
The first stage in producing the positive and negative supply rails was accomplished 
through the use of a voltage dividing network, in which for the HATT power specifications a 
dividing voltage ratio of 60% supply to the positive rail and 40% to the negative rail was 
employed.  The equation below shows how the two voltage levels of +16 V and -9 V were 
achieved through this network: 
           
  
      
                                                                                                (4.3) 
in which VOUT is the voltage dedicated to the positive supply rail, VIN is the 25.9 V supply from 
the rechargeable Lithium-Ion battery, R1 is a 100 kΩ resistor, and R2 is a 56 kΩ resistor.  
Calculating for VOUT, the voltage supplied to the positive rail is approximately 16.23 V, leaving 
the voltage dedicated to the negative rail at -9.23V.  Once the required levels of rail voltages 
were achieved, an LM675 operational power amplifier was used to create the effective buffered 
virtual ground.  Grounding the output of the op-amp allows for a voltage divider to distribute the 
split power equally or rationed, depending upon the user’s specifications, while still being able to 
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draw current with very low input impedance.  This configuration keeps the virtual ground at the 
output of the op-amp effectively centered between the rails under load.  The buffering circuitry 
within the op-amp allows for the power supply to remain steady and balanced. 
 The LM675 IC from Texas Instruments was also used due to its ability to provide output 
currents in excess of 3 amps, ample for the approximate 350 mA of current required by the 
HATT design.  As shown in the schematic above, the LM675 is configured with a gain of 15 as 
the op-amp is internally designed to be compensated for gains of 10 or greater, which allows it to 
generate such large current output levels.  The gain is also used as a means of keeping the output 
power levels of the op-amp stable, preventing undesired oscillations from occurring.  Although 
the op-amp is designed for a gain of 15, no gain is applied to any of the output rails provided by 
LM675, as essentially the op-amp is being tricked into believing it is using this gain at its output 
when in fact it is implemented only to maintain output stability.  To further stabilize the output 
and prevent unwanted oscillations from occurring, a 0.1uF capacitor is attached from the output 
to the negative supply rail as a decoupling capacitor, preventing current in the output leads from 
coupling through the air to the amplifier input (Texas Instrument, Inc., 2013). 
In considering other options in creating the dual supply from a single supply, a DC-DC 
converter and the use of two single supply batteries were also considered as possible solutions.  
In analyzing the DC-DC converter option first, the DC-DC converter modules can be bought 
through such vendors as Digikey, in which converters can be designed to take a single input 
voltage and output multiple supplies, including both a positive and negative supply, depending 
upon the power specifications of the user. 
 
Figure 4.14: VYC30W-T Series DC to DC Converter 
These converters are large in comparison to that of a LM675 power op-amp and can cost 
upwards of $50 or more.  The DC to DC converter shown above, was considered in splitting the 
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single supply battery into a dual supply, as it can take in a single input from 9 to 36V and 
generate two outputs of +15V and -15V rated at 1A each.  One drawback of using the converter 
is its relatively large dimensions at 2.66" L x 2.17" W x 0.75" H.  The converter is nearly as large 
as the analog PCB (2.5’’L x 2.5’’W x .70’’H) in the HATT design, which will be discussed later 
in this section, and only provides the one function of power regulation.  Due to requiring several 
specific supplies, which are hard to find in one DC to DC converter, and space confinements 
within the HATT enclosure, which will be shown further in the report, the DC to DC converter 
was not the most appealing design choice for the HATT application.  Also due to the added cost 
that is associated with buying a DC-DC converter (approximately $60 for the one pictured 
above) and the fact that the dual power supply created with the LM675 power op-amp with a 
voltage divider circuit can be built and implemented on a PCB for less than $5, an op-amp power 
splitting circuit was favored over the use of a DC-DC converter. 
We also determined that the use of two single batteries was an infeasible design option.  
For example, two possible batteries which could be used in the HATT design are the Li-ion 9V 
500mAh battery for the negative supply and the Li-ion 18.5V 2600mAh battery for the positive 
supply.  These values are chosen at higher voltage levels as the voltage regulators that will be 
used to set each specified voltage level has a dropout voltage of 2V.  If the battery voltage levels 
of the two supplies drop to +14V and -7V, the LM7812 (+12V) and LM7905 (-5V) regulators, 
would allow these higher voltages to pass unregulated, possibly damaging or distorting the 
HATT design and MTS unit functionality.   
Another problem is these single batteries have a different Ah capacity (500 mAh vs. 2600 
mAh) which means that one battery will become discharged prior to the other.  This condition 
could possibly damage or distort results.  Along with the fact that the cost of the two single 
supplies of 9V and 18.5V is $132.45 and the 25.9V Li-ion battery used in the HATT design is 
$138.00, using two single supplies was not decided upon as a desired means of providing a dual 
supply for the HATT design. 
4.2.2 Audio Feedback 
 
Once the received RF signal has been mixed down to the audible frequency range or 
baseband, two frequency components remain in the signal.  These two components are the 4000 
Hz pulsing envelope created by the RF switch in order to trigger the MTS unit and the modulated 
sinusoidal tone added to the signal by the Doppler offset technique of the MTS unit.  The two 
signals are output by the mixer at the same power levels (approximately -4 dBm to -10 dBm), 
roughly corresponding to a peak to peak voltage range of 400 mV to 200 mV.  In order to 
retrieve the modulated tone to verify the MTS unit is functioning properly, the pulse repetition 
frequency (PRF) of the pulsed signal must be filtered out, as the higher frequency tone of the 
pulsed signal dominates the modulated tone.  A seven pole active Sallen-Key Butterworth low 
pass filter (LPF) was generated to filter out this pulsing envelope.  This filter was designed with 
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a specified attenuation of at least -30 dB at the 4000 Hz PRF, a -3 dB cutoff frequency of 2000 
Hz, and a -3 dB roll slope of -140 dB/decade.  This filter allowed the operator to more clearly 
hear the Doppler offset sinusoidal tone in verifying MTS unit functionality. 
Choosing an active filter over a passive filtering network allowed for the cost and size of 
the overall filter to be significantly reduced and avoided the use of inductors which are used in 
implementing a passive filtering system.  Since a filtering system is needed to operate in the 
lower frequency range from 0 Hz to approximately 2000 Hz (-3 dB cutoff frequency), using a 
passive network would require large inductance values (Chen, 2005, p. 36-38).  Passive filters 
can run in the cost ranges of $100 - $300, while our active filter can easily be constructed 
through the use of one OP400 quad 14-DIP op amp, seven external 1/2W rated resistors, and 
seven external 50V rated pF ceramic capacitors,  for approximately $10.  The HATT filter design 
along with resistor and capacitance values used in the design are provided below.  
 
Figure 4.15: Schematic for Low Pass Butterworth Filter (Used to filter out pulsing envelope and retrieve 
Doppler offset) 
A Butterworth filter was also selected over implementing a Chebyshev filter.  A 
Chebyshev filter offers a steeper roll off rate in the stopband, but contains a ripple response in 
the passband.  A Butterworth filter was decided upon as it provides the flattest response in the 
passband region.  In order to significantly improve the Butterworth’s filter -3dB roll off rate the 
number of poles in the filter design was selected as seven, as providing an attenuation rate of      -
140 db/decade beyond the -3dB cutoff frequency was required to create an attenuation of at least 
-30 dB at the 4000 Hz pulsing envelope frequency.  For this reason a seven pole filtering system 
was ultimately decided upon, as it allowed successful retrieval of the 200 Hz Doppler offset from 
the 4000 Hz pulsing envelope to be achieved.  The quantitative design of the low pass filter 
along with the magnitude response plots of the Matlab simulated to measured results are shown 
in Appendix B.   
 Once the received signal has been effectively low pass filtered, separating the received 
Doppler offset sine wave tone from the 4000Hz PRF of the pulsing envelope, an audio amplifier 
~ 74 ~ 
 
(Figure 4.16) was designed in order to drive the Doppler offset sine wave tone to the audio 
headphone jack. 
 
Figure 4.16: Audio amplifier circuit schematic. 
The audio amplifier in the schematic above is an AC coupled inverting amplifier based 
on the LM675 power op amp with a voltage gain of 820 V/V. The LM675 is configured for 
single supply operation, and requires a 12 V DC source. In order to configure the LM675 for 
single supply operation, the resistor divider network connected to the non-inverting input of the 
LM675 biases the operating point of the amplifier to half of the supply voltage, which is 6 V. 
The capacitor connected to the biasing network serves to bypass AC signals to stabilize the DC 
operating point. The capacitors connected to both the output and input serve as frequency 
compensation capacitors which prevent instability in the LM675 op amp from producing 
undesired oscillations. Without the frequency compensation capacitors on the input and output 
pins, the amplifier will produce high frequency oscillations which will couple to the input with a 
phase relationship that will develop undesired frequencies in the output. The frequency 
compensation capacitors are especially essential in the HATT due to the pulsing nature of the 
signal that it produces. Due to the presence of the 4 kHz PRF, even though it is severely 
attenuated by the low pass filter, any unstable oscillation created by the audio amplifier will add 
to the 4 kHz PRF and produce intermodulation distortion. Such intermodulation distortion is 
unpleasant and will corrupt the audio verification function of the HATT. 
A potentiometer is used as a voltage divider in order to control the signal level on the 
input of the amplifier and is mounted on the outside of the enclosure. The signal level control 
knob is provided in the event that the return signal to the HATT begins to overdrive the audio 
amplifier such that the audio signal becomes clipped. In the event that the return signal does clip 
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the audio amplifier, the signal level can be adjusted in order to provide a clear and undistorted 
tone for the purpose of audio verification of the MTS. Shown in the figure below is the 
potentiometer. 
 
Figure 4.17: P16NP-1.0MΩ Potentiometer. Used for controlling signal level on the input of the audio amplifier. 
In order to hear the Doppler offset generated by the MTS unit, a 1/8” mono tone closed 
circuit headphone jack from Switchcraft Inc. was used.  In configuring the audio listening tool 
into the HATT design, the headphone jack was connected to the output signal of the audio 
amplifier.     
 
Figure 4.18: 1/8" Headphone Jack and 8Ω 1W Speakers 
As field testing environments can become excessively noisy with airborne systems, a 
headphone jack allows the user to block out the noise and hear the required Doppler offset to 
verify MTS unit functionality.  
Overall using the low pass filter, audio amplifier, and headphone jack was chosen in 
satisfying the design requirement of providing audio feedback as it provided a simple and robust 
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way of always verifying MTS unit functionality.  The low pass filtered Doppler offset frequency 
could easily have been listened to through the use of sampling the signal directly with the 
Arduino.  This approach was considered, but not chosen, as the HATT design needed to be as 
robust and simple as possible to operate.  For example, having two paths in which feedback is 
generated (visual and audio feedback paths) gives the user a greater chance of verifying MTS 
unit functionality, even in the case that one feedback path should fail.  The audio path also makes 
the HATT design a more robust system.  For example if something fails on the Arduino or LCD, 
it may not be something that can be fixed quickly, whereas using analog components in 
providing the audio feedback provides the operator a better chance of fixing the issue in a timely 
manner.  The simplicity of the analog audio feedback makes it more beneficial to the user in 
providing ease of understanding and operation of the HATT design.                       
4.2.3 Visual Feedback:  Providing Frequency of Doppler Offset Visually 
In providing the added visual feedback requirement of displaying the frequency values of 
the received Doppler offset sine wave tones from the MTS unit, an LM2907 8 DIP IC frequency 
to voltage converter from Texas Instruments was implemented.  The frequency to voltage 
converter takes a frequency input and through the use of a tachometer circuit, is able to produce a 
DC voltage corresponding to the frequency of the input signal.  Within the LM2907, the signal 
input is sent into a differential amplifier driving a positive feedback flip-flop circuit.  The 
differential amplifier is used to amplify the difference in voltage between the two signals and 
ignores any signal common to both inputs, which permits for a threshold voltage to be set.  
Depending upon the differential input voltage applied, the device will change states from on to 
off.  In this case the negative input (V-) of the amplifier is connected to ground and the positive 
input (V+) of the amplifier is connected to the received signal.  Using a differential amplifier 
allows the user the ability to choose the appropriate input switching levels depending on the 
user’s application.  Once a differential output is generated the signal is sent to a charge pump 
which converts the frequency to a corresponding voltage.  When a differential voltage occurs on 
the input, the timing capacitor (C15) is either charged or discharged linearly between two 
reference voltages, which are ¼ and ¾ of the supply voltage (12 V) (Texas Instrument, Inc. 
2013).  The charging and discharging of C15 produces pulses of current which are output to R12 
and integrated with the filter capacitor C8, generating an approximate mV peak to peak output, 
which can be described by the equation: 
                                                                                                       (4.3) 
where K is the gain constant, which in this case is 1.  Using the above equation in which VCC is 
equal to 12 V, FIN is equal to 1000 Hz (largest possible received Doppler offset from MTS unit) , 
C15 has a capacitance of 2700pF, and R12 has a resistance of 15 kΩ, VOUT is calculated to be  
4.86 V.  Solving for Fin/VOUT, every 1V output corresponds to a frequency input of 
approximately 2057 Hz.  The schematic for the frequency to voltage converter is shown below. 
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Figure 4.19: Schematic for Frequency to Voltage Converter 
In choosing the values of R12 and C15, some design options most be considered.  The 
timing capacitor, C15, for the charge pump must be kept at a capacitance greater than 500 pF, as 
it provides internal compensation for the charge pump and maintains the IC’s accuracy.  R12 
must be chosen to satisfy the equation: 
   
    
   
                                                                                                                      (4.4) 
in which i3 is given by the data sheet as typically 180 uA and VOUT the peak to peak DC voltage.  
Since the maximum DC output voltage seen in the HATT design will be approximately 5 V and 
with R12 having a resistance equal to 15 kΩ, the equation is satisfied as 
    
   
  is equal to 33.33 uA 
which is less than the current seen at i3 given as 180 uA.  Satisfying this equation allows the 
device to maintain linearity at the output (Texas Instrument, Inc., 2013).  R12 and C8 must also be 
chosen carefully as the two components govern the response time of the DC voltage, or time 
taken for the output voltage to stabilize to a new DC level when the input frequency changes.  A 
compromise between the parameters of R12 and C8 must be found.  A last consideration is the 
maximum attainable frequency input that the device is able to read in and convert to a DC 
voltage, which is restricted by: 
       
  
        
                                                                                                         (4.5) 
in which i2 is provided by the data sheet at typically 180 uA, C15 is the timing capacitor at      
2700 pF, and VCC is the supply voltage at 12 V.  Using the above equation, the HATT design will 
have a maximum attainable input frequency up to 5555.56 Hz.     
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Also, as mentioned above, the LM2907 can be implemented with as few as four external 
parts.  These parts are one timing capacitor (C15) , one resistor (R12) along with a second 
capacitor (C8) to set the response time in indicating voltage changes due to a change in frequency 
as well as being used as an integrator, and a load resistance (R13).  The device also is able to 
provide accurate frequency to voltage conversions on the order of 0.3% linearity and costs under 
$2. 
4.2.4 Visual Feedback:  Inverting Negative Schottky Diode Output 
The Shottky diode takes the received RF carrier signal power and converts it to a voltage 
output corresponding to the received transmission power from the MTS unit.  The designed 
function of the Schottky diode is to output negative voltages, but the ADC on the Arduino 
requires positive voltages.  In combatting this issue, an inverting gain amplifier configuration 
was designed with a designed gain of -1.  The inverting gain configuration was constructed 
assuming an ideal op-amp model and stable negative feedback (derived in Appendix C).  This 
configuration allowed the negative voltages output by the Schottky diode to be multiplied by a 
gain of -1 prior to being sent to the Arduino.  An inverting gain configuration was used due to its 
simplicity, minimal external parts and low cost.  Configuring the circuit required using one OP27 
op-amp, which is an 8 DIP IC op-amp from Analog devices and two 6.8 kΩ resistors. 
 
Figure 4.20: Circuit Schematic of Inverting Gain Configuration to Produce Positive Output Voltage from 
Negative Schottky Diode Input 
The OP27 op-amp was used in the inverting gain design due to its low noise (80 nV p-p 
(0.1 Hz to 10 Hz)), low drift (0.2 uV/°C), and most importantly its low offset voltage (10uV) 
(Analog Devices, Inc., 2006).  The Shottky diode is a relatively sensitive device increasing in 
approximately 2 mV - 4 mV intervals depending upon the power the diode is receiving.  If a 
different op-amp was chosen for the design, such as the LM741 which can range in offset 
voltages from 5 mV or greater, the effectiveness and accuracy of reading the received power 
from the MTS unit would be distorted and unreliable.  The LM741 also requires for an offset null 
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to be implemented which corrects for the offset voltage seen on the output, but needs to be 
reconfigured and reset to a specified offset every time a new LM741 IC is implemented in the 
HATT design circuitry.  This added complexity in implementing the inverting gain configuration 
makes the OP27 an even more desirable choice for the design of the circuit. 
The ability to accurately read the received power transmitted by the MTS is crucial to the 
effectiveness of the HATT design in providing the requirement of the received peak power from 
the MTS unit.  Use of an inverting gain configuration with the OP27 is also beneficial as the 
circuit can be constructed for under $4 and requires minimal time and labor to produce.    
4.3 Digital System 
 
The digital portion of this design controls and drives multiple other parts in the system. 
This control and driving is provided by an Arduino Uno R3 board. Arduino is an Italian 
company which produces a line of hobbyist and user friendly microprocessor boards; however 
their boards are often referred to simply by their company name, Arduinos. The Arduino Uno R3 
contains an ATmega328 microprocessor using a 16 MHz clock, 14 digital I/O pins with 6 
providing pulse width modulation (PWM), 6 analog input pins, an ADC running at about 10 
KSamples/sec, 32 KB Flash Memory for code storage, 2 KB SRAM for volatile variable storage, 
and 1 KB of EEPROM memory for non-volatile variable storage. The data sheets for the 
Arduino Uno R3 board, the ATmega328, and the LCD screen can be found in the Appendices.  
 
Figure 4.21: An Arduino Uno R2. The 28 pin through-hole package is the ATmega328 (Melgar, Diez, & 
Jaworski, 2012). 
The Arduino, pictured in Figure 4.24, is responsible for many tasks and control functions 
in the HATT system. Beginning with the RF switch, the Arduino generates a PWM signal to 
define the pulse envelope for the transmission pulse. A PWM signal is defined by its frequency 
~ 80 ~ 
 
and duty cycle. The frequency determines how many times per second the signal repeats, and the 
duty cycle determines the portion of the signal which is in the high voltage state. Sometimes a 
PWM signal is used to generate a range of DC voltage values via filtering. For this application, a 
PWM signal is generated using the ATmega’s internal 16-bit counter in a phase and frequency 
correct PWM mode. In phase and frequency correct PWM mode, the counter will count up to the 
user-set top value, and then back down to zero. A compare register containing a set value is 
compared against, when the register matches the counter value, an interrupt flag is triggered and 
the PWM output inverts. By setting the top value, the frequency is controlled, while the phase or 
duty cycle is controlled by the output comparison. Using this mode, a very accurate and specific 
PWM signal can be generated. In the code, two globally defined and accessible variables can be 
defined for PW and PRF for quick and simple operation. While this PWM signal drives the RF 
switch, it will also prove invaluable to determining sampling times. More detailed operation and 
register information can be found in the ATmega datasheet under section 16.  
Additionally, the Arduino uses an 8-bit timer to dictate a 60 Hz refresh rate on the LCD 
screen. The refresh rate was chosen to be able to read numbers on the screen iteratively. The 
timer interrupt function calls a function to serially send the measured and processed data to the 
screen as the required form of feedback. As such, this refresh rate defines the required rate of 
sampling and processing; each time the data are written to the screen, the data must be done 
processing so an accurate value can be written to the screen. The LCD screen itself is a serial 
enabled device with onboard memory for persistent display. Communication is enabled via a 
Universal Asynchronous Receiver/Transmitter or UART contained on both the Arduino and the 
LCD screen controller. The LCD controller, SerLCD v2.5, is a highly configurable controller 
which allows the LCD to be used with only three connections: power, ground, and signal. The 
controller boasts the ability to use a wide range of baud rates, an operational backspace, an 
8MHz processing speed, 80 character input buffer, 1.0 A backlight transistor, fast boot time, and 
configurable boot screen. Due to the open source framework of the Arduino, a library is 
available for the selected line of LCD screens, making usage incredibly quick and simple.  
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Figure 4.22: A picture of a Sparkfun serial LCD screen very similar to the one used (Kendall, Kimm, & Jarrell, 
2012). 
For the data, the ATmega’s internal ADC is used to sample both the power detector as 
well as the frequency to voltage converter. A tachometer circuit in the frequency to voltage 
converter uses analog techniques to perform essentially the same processing as the FFT, but in 
analog. This method requires some resistors and capacitors in order to use the circuitry, but the 
advantage is that the converter outputs a voltage directly related to the input frequency. This 
voltage can be sampled much slower and processed simpler than the received signal. The 
frequency to voltage converter is an inexpensive processing alternative, allowing the Arduino 
greater flexibility in controlling and processing the rest of the system. More detailed information 
as to the specific operation of the onboard ADC can be found in the ATmega’s data sheet in 
section 23, including information regarding the sampling, reference voltages, data output, and 
most other relevant information.  
The other signal measured by the Arduino is the output of the power detector diode. 
When measuring the power detector, the expected output was a constant value, however in 
testing, non-idealities were discovered because the detector is measuring the pulsed RF signal 
and a considerable amount of AC frequency power is still present at the output. This noise makes 
the signal more difficult to read by the Arduino, which samples, at a maximum of ~10 KHz, 
orders of magnitude slower than the RF noise, presumably at Ku band. However the extra 
processing cycles freed up by the frequency to voltage converter can be applied to this sampling, 
without any special configuration of the ADC. While this sampling is sufficient, another issue is 
present as mentioned before: sampling times. The circulator attenuates the transmitted pulse by 
only 20 dB; which is not enough to seem trivial when seen at the power detector output. 
Unfortunately, the pulses are returned to the HATT overlap with the transmitting pulses. The 
samples and output values, therefore, include power from the transmitter. From here, the 
Arduino can threshold the samples to discriminate against transmitter bleed and noise and find 
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the maximum value, which provides a more accurate result than averaging. Only a few other 
considerations must be made from the ADC standpoint. 
For both of the sampled signals, a dynamic range and voltage resolution must be 
considered. The power detector output is on the order of millivolts while the frequency converter 
output can vary based on the connected resistors and capacitors. The range of the power detector 
forces the ADC to sample on a range other than the default 0-5V. There are a few options for the 
reference voltage for the ADC which defines the maximum measureable value in the dynamic 
range. The voltages that can be used are the typical 5V supply, an internal 1.1V reference, or an 
external reference voltage generated manually. Either by using the internal 1.1V or external 
reference, a suitable resolution can be obtained for both inputs; however the reference must stay 
the same between both input channels. This limitation helps define the setup parameters of the 
frequency to voltage converter; the expected output range of the converter should roughly match 
that of the power detector to obtain the best resolution and accuracy on both of the signals. In the 
end the external reference was impacted by the PWM signal, and caused unstable ADC 
operation. So, the internal 1.1 V reference was used to obtain accurate samples and output 
values.  
The Arduino code uses the Software Serial, serLCD, stdio, floatToString, TimerHelpers, 
and Math libraries. The serLCD and TimerHelpers are external libraries included Appendix E. 
4.4 System Construction 
 
The final implementation of the HATT requires a prototype to be constructed. A 
prototype must be able to function reliably in the field and not break down due to normal field 
operation or movement. The analog circuitry, therefore, needs to be soldered onto a board, and 
the entire system needs to be securely mounted into an enclosure.  
4.4.1 PCB Design 
In order to implement the baseband analog electronics stably, a printed circuit board 
(PCB) was designed and fabricated. This board helps keep the components fastened to their 
connections by soldering the through-hole components and attaching external breakout pins for 
any signals or power rails that need to be accessed off of the board. The PCB was designed in the 
Mentor Graphics software package beginning with the DxDesigner schematic tool to define the 
circuit and the ExpeditionPCB tool to place components, route traces, and create voltage planes. 
The schematic and board layout are shown in the following figures. The components contained 
on this board include the analog filter following the mixer, the frequency to voltage converter 
circuit, the voltage inverting circuit to change the power detector output to a positive voltage, 
and a voltage divider to provide an external reference for the ADC on the Arduino.  The 
schematic and layout images are shown below. The board was fabricated with FR4 material, has 
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four layers, is approximately 2.5”x2.5” in area, and contains approximately 45 electrical 
components, not including mounting holes, and breakout pins.  
All of the components were picked to have through-hole mounting to improve soldering 
ease. The board accommodates mounting holes and spreads the components out for simpler 
placement and assembly. The board design placed vertical traces on the top layer of the board, 
and horizontal traces on the bottom of the board in order to improve organization and simplify 
changes and additions. The second and third layers are both defined as plane layers which allow 
large swaths of area to be tied to the same voltage reference. This design method is particularly 
useful for power signals such as ground, and positive and negative voltage rails. In this design, 
the third plane (green in Figure 4.28) is the ground plane, covering the entire area and allowing 
ground connection from any through hole or via on the board. Additionally, there are four 
isolated planes on the second layer, for the positive and negative battery voltages, and for the +/- 
5V required by the filter and frequency to voltage converter. Two SMA connectors and 16 
connection points were included for simple connection of incoming or outgoing signals or power 
rails. Four mounting holes were also included to allow for secure mounting to the enclosure with 
4-40 screws.  
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 Figure 4.23: Schematic for the PCB developed and fabricated for the analog electronics. 
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 Figure 4.24: Above is the PCB layout. The image shows the placement of components and drill holes. 
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 Figure 4.25: The image above shows the routing for the PCB design. The colored rectangles are voltage planes and the lines are 
individual traces. 
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4.4.2 Enclosure Design 
In housing all of the components used in the HATT design, a 3-D printed model radar 
enclosure in Solid Works was constructed using Solid Works CAD software.  Using a 3-D 
printer in order to construct the enclosure allowed for a greater range of design options and 
creativity to be employed than if a metal box enclosure was purchased.  The device was also free 
of cost to build as the Lincoln Labs Innovation Lab allowed the Airborne Radar Systems and 
Technique Group to generate the enclosure for free.  A top and side level view of the 3-D printed 
enclosure is shown below. 
 
 
Figure 4.26: The figures above provide two isometric viewpoints of the designed enclosure. The cover is intended 
to be completely removeable to allow easy access to the electronics and hardware should a repair or diagnostic be 
required. 
The enclosure is 9.25 inches in length, 5.5 inches in width, and 4.5 inches in height.  The 
inside of the interior includes three walls which are used to mount the PCB, Arduino, RF 
~ 88 ~ 
 
components, and outer aesthetic features, as well as a mounting wall to stabilize the horn antenna 
within the enclosure. The two side walls are 1/8 of an inch thick and the back wall and top cover 
provide ¼ of an inch thickness.  The bottom of the radar gun enclosure also contains two rails on 
either side, which allow for the top box cover of the gun to slide into place.  Once slid into place, 
four drill holes were tapped on the outer edges of the box allowing the device to be firmly 
mounted together.  The use of the sliding feature allows for quick easy access to either assemble 
or disassemble the enclosure, providing the user the ability to modify or troubleshoot the device 
in a timely manner.  The top of the enclosure was fitted with a rexolite window, shown in the 
figure below, in which rexolite is a dielectric material used as a protective means against the 
environment while still allowing RF waveforms to radiate through it. 
 
Figure 4.27: The final printed and assembled prototype enclosure. 
The rexolite material allows the horn to radiate within the box, avoiding possible stray 
and reflected radiation from damaging or disrupting the operation of the additional components 
within the enclosure.  In order to point the device in the direction of the MTS unit, a 4 inch 
handle was inserted in the center, ¾ back from the front of the enclosure. 
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Figure 4.28: Placement of components within HATT prototype 
The placement of each component within the box is shown above and includes the RF 
front end, the PCB, the Arduino, the audio amplifier, the horn antenna, and the rechargeable 
lithium-ion battery.  There are also four main user interfacing features mounted on the outside of 
the back wall of the enclosure that allow the user to turn on the device, listen to the audio 
feedback of the Doppler offset, adjust volume sound levels, and view the visual feedback of the 
transmitted power and received Doppler offset. 
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Figure 4.29: User interface of HATT prototype 
A toggle on/off switch is used in order to turn the device on.  The switch includes a red 
LED which is illuminated when powered for power verification and includes a protective cover 
which will prevent the possibility of the battery being drained from accidentally being turned on 
during either handling or transportation.  A 1/8 inch headphone jack is used in order to allow the 
user to plug headphones into the device and listen to the Doppler offset.  In order to adjust audio 
signal levels, a 1.0MΩ potentiometer knob is attached between the audio amplifier and the low 
pass filter output.  Lastly, an LCD screen sits in the center of the back wall in order to provide 
the visual feedback of the Doppler offset frequency and the transmitted power received from the 
MTS unit.  The bottom of the device is used to place the recharging input for the 25.9V lithium-
ion battery. 
Overall the 3-D printed radar gun enclosure satisfies five of the desired requirements of 
the Airborne Radar Systems and Techniques Group.  These five requirements satisfied are small, 
light-weight, hand-held, contained within a single unit, and simple to operate.  The device is 
small, dimensioned at 9.25 inches in length, 5.5 inches in width, and 4.5 inches in height, 
allowing the user to hold the radar gun enclosure with one hand by the radar gun handle provided 
on the enclosure.  The enclosure is also light-weight, weighing in at approximately 8 lbs., 
allowing the user to easily carry and operate the device while verifying MTS unit functionality.  
This ease of use, due to weight, could not be easily accomplished in the previous testing method, 
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as the RF signal generator and 2kW power generator together weighed approximately 200 lbs., 
making both the labor and time devoted to setting up the MTS unit functionality test 
unreasonable and undesired by the Airborne Radar Systems and Techniques Group’s standards.   
The enclosure is contained within a single unit and allows for any user, regardless of 
prior experience or knowledge, to easily operate the device.  Placing all of the components 
within a single unit allowed for fewer parts to be transported to the field and reduces the 
possibility of individual components being lost while in the field, saving both time and money in 
the process.  The device is also simple to operate and understand regardless of the user’s 
experience or knowledge of the device.  The user simply needs to switch the HATT power on,  
point the HATT at the MTS unit (the physical distance in which the user is required to stand 
away from the MTS unit for testing with the new tester will be described in Chapter 12), and 
verify the functionality of the MTS through the LCD screen or the headphone jack.  The device 
simplicity allows for the HATT to be passed on to, and operated by, interested D.O.D. sponsors 
with little to no difficulty or learning curves in device understanding and operation.     
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5 System Testing 
 
The following section will cover the results of various tests that were performed in order 
to characterize the operation of each part of the RF frontend of the HATT. The tests were 
performed on the components used in the final assembly of the HATT. These tests were carried 
out in the Airborne Radar Systems and Techniques Group laboratory, which provided the test 
equipment necessary, including spectrum analyzers, oscilloscopes, and RF signal generators. The 
general approach to testing was to progressively add parts to the transmitter and receiver 
sections, testing the full system up until that part. The operation of each section of the HATT 
system was tested by injecting test signals and monitoring the output.  These outputs were then 
compared to the theoretically expected result. Tests were performed throughout the design 
process as well to determine if any revisions in the design were necessary. The equipment used 
for all tests were an Agilent E4440A spectrum analyzer, an Agilent DSO-X 92004A 
oscilloscope, an Agilent 33250A function generator, an Agilent E8267D RF signal generator, 
and a Fluke 87 multimeter.  
5.1 Transmit Chain Testing 
5.1.1 The Dielectric Resonant Oscillator  
The output of the Microwave Dynamics DRO-1500 was connected directly to a spectrum 
analyzer with SMA coaxial connectors which have negligible loss, and the output was monitored 
in the frequency domain on the spectrum analyzer’s display. The following diagram 
demonstrates the testing procedure.  
 
Figure 5.1: Block diagram of DRO test. 
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The DRO is specified by Microwave Dynamics to operate at the center frequency of the 
MTS unit and to output 16.5 dBm of power. The following figure shows the signal output of the 
DRO in the spectrum analyzer display. 
 
Figure 5.2: Spectrum analyzer plot of the DRO signal output. 
The above spectrum analyzer plot shows the DRO signal output in the frequency domain. 
The span of the spectrum analyzer was set to 200 kHz (20 kHz per division) in order to easily see 
the DRO’s output. The DRO’s output is not a single spectral line at the center frequency which is 
expected of a real oscillator. Due to various noise mechanisms that exist in the DRO including 
thermal noise, 1/f flicker noise, etc., the DRO’s output has a certain degree of phase noise, which 
manifests itself as spreading of frequencies in the frequency domain. The phase noise of the 
DRO can be seen in the steep skirts that fall off to the side of the center frequency peak. In 
addition to the phase noise present in the DRO, the center frequency has a slight offset. The 
offset in center frequency is expected and is a consequence of thermal drift in the DRO. During 
the test, the center frequency drifted approximately 100 kHz. This variation is expected since the 
DRO experiences thermal drift during operation. If the DRO was left connected for an extended 
period, the heat dissipated in the DRO would reach equilibrium and the center frequency would 
eventually settle to some value slightly off from the center frequency. The power output of the 
DRO is given in the upper hand corner of the plot as well and is shown to be 16.72 dBm. This 
power measurement is higher than the 15 dBm specification given to Microwave Dynamics upon 
ordering the device, though this result was also given in the test results from Microwave 
Dynamics, which gave a tested power output of 16.5 ±0.5 dBm at room temperature. The power 
output is also temperature dependent and is likely to change slightly. Overall the DRO is 
transmitting at the desired center frequency and the power output is close to the expected power 
level with small deviation which is expected. The small deviations seen in the center frequency 
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and power output do not in any way detract from the functionality of the DRO and are within 
specification. 
 
5.1.2 The Power Divider  
The Marki Microwave PD-0220 power divider was connected to the output of the DRO 
in order to determine the power loss of the power divider. The following figure shows the test 
setup. 
 
Figure 5.3: Block diagram of the power divider test. 
The power divider was expected to have approximately 4 dB of power loss at the center 
frequency as seen in the datasheet provided by Marki Microwave in Appendix A. The following 
spectrum analyzer plot below shows the spectrum of the signal monitored at the output of the 
power divider. 
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Figure 5.4: Spectrum analyzer plot of the power divider output. 
Seen in the upper right hand corner of the spectrum analyzer display, the power output is 
12.42 dBm, which is 4.3 dB below the measured value of 16.72 dBm shown earlier. This 
measured power loss is as expected from the plot given in the PD-0220 datasheet in Appendix A. 
5.1.3 The Circulator  
The Nova 1650CES (Nova Microwave Inc., Morgan Hill, CA) circulator was tested in 
different configurations in order to determine insertion loss and the isolation between ports. In all 
tests with the circulator, the signal output from the DRO was connected to port 1. The power 
divider was not included in these tests. In testing the insertion loss, port 2 was connected to the 
spectrum analyzer input, and a 50Ω load was connected to the remaining port 3 in order to 
provide a matched condition so as to prevent power reflections that could corrupt measurement. 
The following figure shows the test setup for measuring insertion loss, and the figure after shows 
the measured spectrum of the signal at port 2. 
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Figure 5.5: Block diagram of insertion loss measurement for the circulator. 
 
Figure 5.6: DRO signal taken at port 2 of the circulator. 
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The output power of the signal is 16.2 dBm. From the measured value of 16.72 dBm for 
the DRO as shown earlier, we measure an insertion loss of 0.52 dB for the circulator. This 
measured value of 0.52 dB for insertion loss is very close to the stated specification of 0.5 dB as 
given by Nova Microwave. Taking into account fluctuation in power output from the DRO as 
well, it is reasonable to expect 0.5 dB of insertion loss for the circulator as given in the data 
sheet. 
The isolation between ports of the circulator was also measured. This measurement was 
performed by changing the ports connected to the spectrum analyzer and the 50Ω load. 
Terminating port 2 into the 50Ω load simulates the matched termination provided by the horn 
antenna’s input. The horn antenna from Narda Microwave has a stated VSWR of 1.25 at its 
coaxial SMA connection, which provides a good impedance match to the characteristic 
impedance of 50Ω. Connecting port 2 of the circulator to a 50Ω load, the measured power output 
at port 3 would indicate the isolation since the power measured at port 3 would only be due to 
internal power reflection from port 2 and from the counter-rotating wave generated by the ferrite 
material as discussed in the background. The following figure shows the test setup for the 
isolation measurement and the figure after shows the spectrum of the signal at port 2 on the 
spectrum analyzer. 
 
 
Figure 5.7: Block diagram of the test setup for isolation measurement of the circulator. 
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Figure 5.8: Spectrum analyzer plot of DRO signal at port 3 of the circulator. 
As can be seen in the upper right hand corner of the spectrum analyzer display, the power 
of the signal measured at port 3 of the circulator is -17.45 dBm. This measurement indicates that 
the circulator has an isolation of -17.45 dB between port 1 and port 3. This measured value of 
isolation of -17.45 dB is 2.55 dB below the stated isolation of 20 dB from Nova Microwave. The 
isolation specification given by the manufacturer is not what is observed in an actual 
implementation however, since the isolation specification is given considering the ports to be 
terminated into perfectly matched terminations with all ports having a VSWR of 1. This 
perfectly match condition on all ports is unrealistic however, and since the isolation depends 
upon matching conditions, the isolation is expected to change by about 2 to 3 dB. What is 
important is that an isolation of -17.45 dB ensures that the receiver of the HATT will not be 
damaged by the transmitted power, since the transmitted power will be below the measured 
power output of the DRO, which was 16.72 dBm. 
5.1.4 The RF Switch  
Tests were carried out in order to ensure the functionality of the Corry Micronics 
CMISW-1A-12-18 RF switch. The RF switch was connected directly to the DRO for these tests. 
The RF switch requires a TTL 5V control signal in order to be gated on and off. The control 
signal was provided by an Agilent 33250A function generator. The function generator was 
configured to output a 0 to 5V square wave with a frequency of 4 kHz and a duty cycle in which 
the 5 V value was on for 20% of the cycle, corresponding to a PRI of 250 µs and a pulse width of 
50 µs. The output of the RF switch was then monitored using both the spectrum analyzer and the 
oscilloscope. The following figure shows the test setup using the spectrum analyzer. 
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Figure 5.9: Block diagram of test setup for RF switch test using the spectrum analyzer. 
 
 
The following figures show the output of the RF switch as measured by the spectrum 
analyzer. The plot seen in the spectrum analyzer display is generally called a “pulse spectrum” 
and is a typical spectrum plot seen in pulsed RF systems such as the HATT. The pulse spectrum 
is ubiquitous in radar and wireless communications and a large amount of literature exists on the 
measurement and interpretation of pulse spectrums.  
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Figure 5.10: Pulse spectrum of the RF switch output. The span was set to 500 kHz (50 kHz per division) so as to 
clearly see the side lobes. 
 
From Fourier theory, it is understood that the Fourier transform of a gate function in the 
time domain is a sinc function in the frequency domain. As can be seen in the pulse spectrum 
plot above, the main lobe is centered at the center frequency of the DRO. The side lobes extend 
outward on both sides of the main lobe, progressively decreasing in decibel power level. The 
span of the spectrum analyzer plot above was set to 500 kHz so as to clearly see the side lobes 
extending to infinity on both sides of the main lobe. Half the width of the main lobe in a pulse 
spectrum corresponds to the pulse width of the signal. The main lobe shown in the figure has a 
half-width of 20 kHz, which gives a pulse width of 50 µs as expected. It is also seen in the upper 
right hand corner of the figure that the power is -7.223 dBm, much lower than the power output 
of the DRO. The power is lower because the power in a pulse spectrum is actually spread 
throughout the spectrum in the various side lobes, such that the power given by the marker in the 
spectrum analyzer seems much lower than the total power. The spreading of power throughout 
the lobes of a pulse spectrum is called “pulse desensitization.” The effect of pulse desensitization 
is to be expected from a pulsed waveform wherein the power is transmitted during a small 
duration of time. The following plot shows the same pulse spectrum but with a span of 250 kHz. 
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Figure 5.11: Pulse spectrum of the same signal output from the RF switch with a span of 250 kHz. 
 
In the above pulse spectrum, individual dips spaced closely together are seen to compose 
the main lobe as well as the side lobes. These dips are nulls whose spacing in the frequency 
domain corresponds to the PRF of the signal. Investigating the spacing of the spectral lines inside 
the main lobe and side lobes, the frequency spacing is 4 kHz, which is the PRF of the signal.  
The performance of the RF switch was also monitored on an oscilloscope. The figure 
below shows the test set up using the oscilloscope to view the output waveform of the RF switch 
in the time domain. The figure afterwards shows the generated pulsed-CW signal on the 
oscilloscope.  
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Figure 5.12: Block diagram of the test setup for the RF switch test using the oscilloscope. 
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Figure 5.13: The same oscilloscope capture showing the pulse width of 50 µsec on the bottom panel. 
As can be seen in the oscilloscope pictures above, the signal output of the RF switch is a 
pulsed-CW signal with a PRF of 4 kHz and a pulse width of 50 µsec. The oscilloscope screen 
captures along with the pulse spectrums from the spectrum analyzer verify that the RF switch is 
functioning correctly and is providing a pulsed-CW signal with the specified PRF and pulse 
width as expected. 
5.2 Receive Chain Testing 
 
The presented results above complete the laboratory tests performed on the transmitter 
section of the signal path in the HATT. Verification of the horn antenna functionality is 
demonstrated later by the full system test of the HATT with the MTS unit. The following section 
will cover tests performed on the receiver section of the HATT, beginning with the mixer which 
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performs the down conversion necessary to recover the frequency modulation applied by the 
MTS. 
5.2.1 The Mixer  
In order to test the functionality of the mixer in the receive path, a signal needed to be 
provided which presented a frequency offset to the transmitted signal. Due to the health and 
safety concern of radiating electromagnetic energy in the laboratory, a test set up was conceived 
wherein the transmitted pulsed-CW was fed directly (hard-wired) into the MTS unit, which 
would itself transmit the modulated return signal to the receive side via a coaxial cable. The 
MTS unit retransmitted the modulated signal to the receive path at about -10 dBm which, taking 
into account power loss through the coaxial cable, would result in a received signal as low as 
around -20 dBm. The following figure shows the test set up used to view the mixer IF output. 
 
 
Figure 5.14: Block diagram of the test setup for viewing the mixer output. 
 
In the test set up shown above, the transmit side is fully assembled with a 50Ω load 
connected to port 3 of the circulator to provide a match condition as discussed earlier. With the 
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transmit side fully assembled, the test setup fully simulates the actual operation of the HATT 
during transmit. The received signal from the MTS unit is then fed directly to the mixer, and the 
IF port of the mixer is viewed on the oscilloscope display. This test was performed with the help 
of MIT Lincoln Laboratory staff who aided in the setup of the MTS unit. For this test the MTS 
unit applied a 200 Hz offset above the carrier frequency transmitted, such that a 200 Hz 
sinusoidal signal was expected to be seen at the IF port of the mixer along with the 4 kHz PRF. 
The following figure shows the oscilloscope screen capture of the signal at the IF port of the 
mixer. 
 
Figure 5.15: Oscilloscope capture of the signal at the IF port of the mixer. The 200 Hz sinusoid is seen as well as 
the 4 kHz PRF, which will be attenuated by the low pass filter in a later stage. 
  
As can be seen in the oscilloscope capture above, the period of the sinusoidal signal spans 
two and a half divisions in the time axis, with each division corresponding to 2 ms.  Thus, the 
sine wave period is 5 ms which corresponds to a frequency of 200 Hz as expected. The vertical 
lines seen in the signal are due to the 4 kHz PRF. The IF signal also displays a certain degree of 
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“fuzziness” in what appears to be a constant layer of noise superimposed onto the signal. This 
“fuzziness” seen in the signal is actually due to a small portion of RF energy that is leaking into 
the IF port of the mixer. The leaking of RF energy which manifests itself as apparent noise in the 
IF signal is to be expected since the RF to IF isolation in the mixer is not perfect. The noise 
introduced by RF energy appearing in the IF port of the mixer will also be attenuated along with 
the PRF once the signal is conditioned through the low pass filter. 
5.2.2 The Seven Pole Low Pass Butterworth Filter 
 The mixer output (intermediate frequency) consists of a 4000 Hz pulsing envelope 
modulated with the Doppler offset of 200 Hz.  A seven pole low pass Butterworth filter was used 
to effectively retrieve the 200Hz tone and attenuate the 4000 Hz PRF envelope.  A block 
diagram of the testing procedure used in assessing the low pass filter is shown in Figure 5.16. 
 
Figure 5.16: Block Diagram of test set up for seven pole low pass Butterworth filter 
The effectiveness of the seven pole low pass Butterworth filter in the HATT design in 
attenuating the 4000 Hz PRF and retrieving the Doppler offset 200 Hz tone can be shown in an 
oscilloscope plot of the output of the low pass filter in Figure 5.17.   
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Figure 5.17: Oscilloscope plot of filter output in retrieving 200 Hz Doppler offset and attenuating 4000 Hz 
pulsing envelope 
As expected the pulsing envelope of the 4000 Hz PRF can faintly be seen riding on the outside of 
the 200 Hz tone.  Through looking at the horizontal scale (2 ms/div), the frequency of the 200 Hz 
tone can be verified.  A period of the tone spans 2.5 horizontal boxes, each of which are 5 
ms/div.  The PRF of the 4000 Hz envelope has been significantly attenuated leaving the 200 Hz 
Doppler offset tone to be readily verified by the operator either through the use of the frequency 
to voltage converter or through the use of the headphone jack. 
5.2.3 The Frequency to Voltage Converter 
Once the Doppler offset 200 Hz testing tone from the MTS unit had been retrieved 
through the use of the seven pole low pass Butterworth filter, the signal was then split between 
two paths.  One path was used to listen to the 200 Hz tone through the use of an audio amplifier 
and speaker or headphone jack.  The other path was used to visually observe the frequency 
corresponding to the Doppler offset tone sent by the MTS unit, which again for testing purposes 
was a 200 Hz tone.  In order to observe the frequency value of the Doppler offset 200 Hz tone a 
IC 8 DIP frequency to voltage converter was employed, which allowed a DC voltage to be 
generated  corresponding to the frequency of an input signal.  The results of the frequency to 
voltage converting IC will be observed first in this section.  A block diagram of the testing setup 
for the frequency to voltage converter test is shown below. 
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Figure 5.18: Block Diagram of test set up for frequency to voltage converter 
 
 
 
Figure 5.19: Oscilloscope plot of peak to peak ripple voltage from output of frequency to voltage converter when 
200 Hz input signal is applied 
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Using the oscilloscope as well as a multi-meter to measure the approximate DC voltage 
corresponding to the frequency of the input signal from the low pass filter, the voltage was found 
to be 91.051 mV with the oscilloscope when averaging the maximum and minimum of the peak 
to peak voltage ripple and 91.53 mV with the Fluke 87-5 series multi meter.  The multi meter 
was then used to measure the actual values of the external components used to set the frequency 
to voltage converter, giving:  VCC  = 11.84 V, C1 = 2600 pF, and R1 = 14.754 kΩ.   Using 
equation 4.3 and solving for the frequency, the resulting frequency is calculated to be 201.65 Hz.  
This calculation confirmed that the frequency to voltage converting IC was functioning as 
expected. 
5.2.4 Schottky Diode Detector 
In order to determine the operating characteristic of the Schottky diode detector, a test 
was conceived to retrieve a characteristic curve that could be used to measure the received power 
level. The Schottky diode was connected to a RF signal generator which was configured to 
output a signal which simulated the expected receive signal that would be incident upon the 
diode detector in the HATT. The RF signal generator was set to output a pulsed-CW waveform 
at the center frequency with a PRF of 4 kHz and a pulse width of 50 µsec. The output of the 
Schottky diode was monitored on the oscilloscope. The following figure shows the test setup 
used. 
 
Figure 5.20: Block diagram of the test setup for plotting the Schottky diode detector characteristic. 
For this test, the oscilloscope was configured to have the same sampling rate as the 
Arduino (which was 10 ksamples/sec) so as to closely simulate the voltage that the Arduino 
would be sampling. The negative peak of the voltage was read from the oscilloscope for varying 
incident power levels between -10 dBm and 10 dBm in increments of 0.5 dBm. The collected 
data were then plotted in order to display the characteristic of the Schottky detector diode. The 
following plot shows the characteristic obtained from these data. 
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Figure 5.21: Characteristic of the Schottky diode detector. Blue circles denote the collected data points and the 
red line is a linear fit to the data, with slope and intercept as shown in the equation in the upper left. 
 
Figure 5.22: Oscilloscope capture of Schottky diode detector output at 0 dBm incident power. The output is a 
negative voltage whose peak is proportional to the incident power. The negative voltage peak is measured at -10.42 mV 
for 0 dBm. 
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The operating region of -10 dBm to 10 dBm is within what is generally considered to be 
the linear region of the Schottky diode detector’s characteristic. This curve was then used to 
measure the received power level as discussed in the power detection part of the design. 
5.2.5 The Inverted Shcottky Diode Output 
The negative DC voltage from the Schottky power detecting diode corresponds to the 
received peak power of the RF carrier signal transmitted from the MTS unit.  To sample this 
voltage, an inverting amplifier (gain of -1) converted the voltage to the positive voltage range of 
the ADC of the Arduino.  A Fluke 87-5 series multi meter was used to verify that the Schottky 
diode output had indeed been inverted.  Figure 5.22, shows an oscilloscope plot of the negative 
Schottky diode output prior to being sent to the inverting op-amp configuration.  The negative 
output shows a -10.42 mV output corresponding to a received power level of 0dBm from the 
MTS unit.  Using the multi meter to measure the output of the voltage once being sent through 
the inverting amplifier, the output voltage was found to be 10.43 mV.  This measurement 
verified that the inverting op-amp configuration was functioning properly in producing positive 
voltages.  The 0.01 mV difference between the negative and positive outputs can be ignored as 
no wide ranging inaccuracies will occur in reading the received peak power from the MTS unit. 
5.3 Additional Sub-system Testing 
 
In addition to the transmit and receive chain, some power and control signal testing was 
necessary to ensure that the system operated as expected when implemented into a full prototype. 
The power supply testing included verification that the battery was able to drive the power 
amplifier for a dual-polarity supply and the voltage regulators. The PWM signal was the only 
complicated control signal which needed to be tested.                                                                                                                                                                
5.3.1  The Distribution of the Power Supply 
A Fluke 87-5 series multi meter was used to verify the appropriate distribution of the 
power supply of the 25.9V Li-Ion rechargeable battery to each active component within the 
HATT design.  All measurements taken in testing the power supply were done so under full load 
conditions with the HATT design.  In doing so, the battery voltage was measured at 29.33 V 
across its terminals, as the battery is rated for peak output voltages of 29.4V.  The 29.33V 
generated by the battery was split through the use of a voltage divider connected to a 3A rated 
power amplifier in which the power was approximately split 60% to the positive supply rail of 
the op-amp and 40% to the negative supply rail.  Accordingly, the voltages recorded at the two 
power rails were 18.80V at the positive rail of the power op amp and -10.53V at the negative rail 
of the power op amp.  The positive 18.80V of the positive rail was then split between three 
voltage regulators.  The first voltage regulator, the LM7812 or 12V regulator is used to power 
the DRO, the frequency to voltage converting IC, and the audio amplifier used to drive the weak 
audible tone to the headphone jack.  In all, these devices are expected to draw approximately 241 
mA of current, as the DRO is rated to draw 90 mA, the frequency to voltage converter is 
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expected to draw roughly 1mA, and the audio amplifier is expected to use 140 mA to drive the 
audible tone to the headphone jack.  The measured voltage output of the regulator was 11.87V.  
The second regulator connected to the positive supply rail of the power op amp was the LM7808 
or 8V regulator.  This regulator is used to solely power the Arduino.  The Arduino is expected to 
draw approximately 80mA of current as it will be using two digital I/O pins (40 mA drawn by 
each pin) to control the pulse width modulation to the RF switch and communicate serially with 
the LCD screen.  The measured voltage output of the regulator was 7.96V.   The third voltage 
regulator used to distribute the 18.80V positive supply was the LM7805 or 5V regulator.  This 
regulator is used to power the positive rails of the op-amps used in the low pass filter and bias 
the positive 5V supply of the RF switch.  The op-amps of the low pass filter are expected to draw 
approximately 1 mA and the 5 V bias of the RF switch is expected to draw 30 mA, giving a total 
of 31 mA flowing through the 5V voltage regulator.  The measured voltage output of the 
regulator was 4.956 V.   
The -10.53V supplied through the negative rails of the power op-amp was connected to a 
-5V voltage regulator (LM7905).  The -5V supply generated by the regulator is used to power 
the negative rails of the op-amp used in the low pass filter and provide the -5V bias of the RF 
switch.  The op-amps of the low pass filter are expected to draw approximately 1mA and the -5V 
bias of the RF switch is expected to draw 30mA, giving a total of 31mA.  The measured voltage 
output of the regulator was -4.984V. 
In testing the total current draw of the system with the Fluke 87-5 series multi meter the 
total current drawn was 370 mA.  This compared well with the total current draw which was 
expected to be seen in the system at 353 mA.  Finding the total current draw of the HATT design 
allowed for the operation time of the device to be calculated through dividing the amp-hour 
capacity of the battery by the total current draw of the HATT.  As the capacity of the battery is 
2.6A-hr and the total current draw is 370 mA, the operation in hours for the HATT design is 
approximately 7.03 hours.  This duration allows adequate operation of the device multiple times 
while in the field without fear of battery failure or constant recharging.     
5.3.2 The PWM Signal 
Because much of the Arduino functionality is written into libraries provided by the open 
source community, there are few functions that need to be verified. Control of the LCD screen is 
easily verified by text shown on the screen itself, and using the screen, the sampling values can 
be verified. The only signal to be verified and measured is the PWM signal. Figure 5.23 shows 
the PWM output from digital pin 9 which is connected to the output compare module on timer 1. 
The code specified a PRF of 4 KHz, and a PW of 100 us. As shown by the oscilloscope capture, 
the switching speed of the PWM signal is about 70 ns, orders of magnitude lower than the other 
aspects of this waveform. The MTS unit technically does not require a specific switching speed 
because it uses a moving average filter to trigger, so this waveform should suffice to trigger the 
MTS unit.  
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Figure 5.23: PWM signal generated by the Arduino microprocessor. The width and frequency are as defined in 
the software, and the rise and fall times are sufficiently small. 
5.4 Full System Test Results 
 
A full system test of the HATT with the MTS was performed in the laboratory with the 
aid of MIT Lincoln Laboratory staff. Due to health and safety concern, the MTS was configured 
to transmit at a much lower power level than what it usually transmits during field tests. The full 
system test of the HATT with the MTS was carried out in the same fashion as an actual test that 
would be performed in the field, with the exception of the lower power transmission of the MTS. 
Ordinarily the MTS transmitter would be transmitting 32 dBm before the antenna, and with a 17 
dBi horn antenna the MTS would transmit 49 dBm. For the purpose of testing, the MTS was 
transmitting within a range of power of approximately -10 dBm to -20 dBm before the 
transmitting antenna. 
The MTS was also configured to apply a 200 Hz offset above the center frequency of the 
HATT, as was done for the tests discussed previously. The oscilloscope capture shown in the 
figure below shows the MTS output. The same pulsing envelope corresponding to a 50 µs pulse 
width is seen in the screen capture.  
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Figure 5.24: Oscilloscope capture of the output transmitted waveform from the MTS containing the modulated 
center frequency of the HATT. 
The following figure shows an oscilloscope capture of the signal at the IF port of the 
mixer before the low pass filter. The 200 Hz frequency corresponding to the offset applied by the 
MTS can be seen in the slow sinusoidal variation with a period of 5 ms. In addition to the 200 Hz 
component of the signal, the 4 kHz PRF is seen in the vertical lines breaking up the signal as 
well. The fuzziness of the signal is due to RF energy leaking into the IF port of the mixer from 
the RF port. The most interesting feature of the signal shown in the capture however is the 
constant DC offset which biases the 200 Hz signal above the RF noise. This DC offset was not 
observed in the test results of the mixer shown earlier.  For the test of the mixer, port 3 of the 
circulator was terminated into a 50 Ω load and the HATT received the modulated signal directly 
from the MTS through a coaxial cable. This test setup was conceived in order to simulate ideal 
operation of the HATT in order to verify functionality of the mixer. However during the full 
system test, the HATT receives the modulated signal from the MTS through port 3 of the 
circulator. A small portion of the transmitted signal appears at port 3 of the circulator since the 
circulator is not ideal and does not have perfect isolation. Since a portion of the transmitted 
signal leaks into the receiver of the HATT, this signal gets down converted by the mixer along 
with the modulated signal from the MTS. Down converting the leaked transmitted signal 
containing the center frequency of the HATT’s DRO results in a signal at 0 Hz at the IF port of 
~ 115 ~ 
 
the mixer, constituting a DC offset. Thus in the operation of the HATT, a DC offset appears in 
the IF port of the mixer due to the leakage of transmitted signal in the circulator.   
 
Figure 5.25: Oscilloscope capture of the signal at the IF port of the mixer containing the 200 Hz offset frequency 
and a DC offset. 
Though there is a DC offset at the IF port of the mixer, this DC offset is no longer present 
after the low pass filter, as can be seen in the following oscilloscope capture. In fact, upon closer 
inspection of the oscilloscope screen capture showing the filter output, the signal has a very 
slight negative DC offset indicated by the marker on the right side of the image. It is believed 
that the op amps in the low pass filter have input bias currents which cause voltage drops to 
appear across the input resistors of each of the four op amps in the low pass filter, which 
generate DC errors at the output of each op amp. The accumulated DC errors of the cascaded op 
amps in the low pass filter is believed to be of negative polarity, such that the DC voltage at the 
output of the filter due to these DC errors cancels out the DC offset from the mixer. Since the DC 
offset of the mixer is rather small, measuring at about 25 – 30 mV, and the output of the low pass 
filter has a slight negative DC offset, it would seem likely that the input bias currents of the op 
amps in the low pass filter cancel out the DC offset. A small DC offset present in the signal at 
the output of the low pass filter would not disrupt the operation of the audio amplifier, since it is 
AC coupled; neither would it disrupt the operation of the frequency-to-voltage converter. As 
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long as the signal’s peak voltage amplitude is large in comparison to the DC offset, the 
frequency-to-voltage should still yield an accurate measurement with very minimal error. 
However, for future builds of the HATT it is advised to incorporate a high pass filter after the 
mixer to block the DC offset. Even though the current design removes the DC offset by way of 
op amp DC errors, future builds of the HATT may not exhibit the same behavior. A high pass 
filter should be implemented in order to prevent the DC offset from possibly affecting future 
builds of the HATT in an unexpected way. 
 
Figure 5.26: Oscilloscope capture of the signal taken at the output of the low pass filter.  
In addition to the oscilloscope captures above, the visual and audio indications provided 
by the HATT were verified during the full system test. The frequency reading of the LCD screen 
did not display the offset frequency however. The reason the frequency reading failed was due to 
the lower power transmission of the MTS during the full system test. The frequency-to-voltage 
converter IC in the tachometer circuit which detects the offset frequency contains a hysteresis 
amplifier at its input which triggers the charge pump into operation. The charge pump inside of 
the IC is what is responsible for recording the frequency of the input signal as charge on the 
capacitors, which translates to the voltage output which is proportional to the frequency of the 
input. The hysteresis amplifier of the LM2907N frequency-to-voltage converter IC has input 
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thresholds of ±40 mV, meaning that the signal must surpass ±40 mV in order to trigger the 
hysteresis amplifier and thus the charge pump. The MTS was transmitting at a much lower 
power during the full system test, meaning that the peak to peak voltage amplitude of the signal 
was likely below the input threshold of the hysteresis amplifier inside the frequency-to-voltage 
converter IC. During an actual field test, the received signal is expected to be about 0 dBm, 
which translates to a peak to peak voltage amplitude of 632.630 mV, which is enough to trigger 
the hysteresis amplifier. Thus the frequency reading is expected to be functional when the MTS 
is transmitting at full power.  
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6 Discussion 
 
Table 6.1 compared the HATT prototype capabilities with that of the previous testing 
technique used to verify MTS unit functionality. This project resulted in a prototype which met 
the design requirements. The system worked with the MTS unit operating in the Ku band, with a 
pulsed waveform. The HATT was completely enclosed and was small enough to be easily held 
possibly with one hand, however the weight with the battery makes two-handed carrying and 
operation necessary. The feedback included audio through headphones, and visual via an LCD 
screen. The visual feedback was accurate enough to be able to reliably verify the MTS system 
functionality. Additionally, the audio feedback operated independently of the visual feedback 
system, providing a more reliable, if less accurate method for verification. The system operated 
almost independent of technician operation, with the only controls being power and volume. The 
volume control could be improved, but it allows limited volume variation. The successful 
operation of the system itself verifies the transmitter and receiver power limitations are met and 
overcome, and the signal is able to be received by both the HATT and the MTS unit. The cost 
factor was also met, as the final system costs are below $5000.  This cut the cost associated with 
the previous testing technique by more than $65,000 (RF signal generator alone cost roughly $ 
70,000, while HATT costs less than $4,800 to construct).  The bill of materials for the HATT 
design can be viewed in Appendix D.  Details of the cost can be found in the appendices. 
Additional non-recurring engineering costs were associated with this project, but not included in 
the final cost. 
In addition to the prototype, future designs are examined to give the technical staff 
options to continue this project. First, the staff also has interest in an X band unit, as they also 
use X band MTS units. The same design can be used for both bands, with the exception of the 
RF band-limited parts which would need to be changed. However the same vendors can be used 
because in the order, the band is specified when ordering these parts. Additionally, a dual band 
unit which covers both X and Ku is provided in this report as an unimplemented design. Again, 
the RF components are the only required change. A suggested modification for future builds of 
the HATT would be to include a high pass filter after the mixer so as to block the DC offset, as 
discussed in the full system test results. A high pass filter could easily be implemented by simply 
alternating the capacitor and resistor in the first stage of the low pass filter, using values which 
give a corner frequency of about 20 Hz (for example, 10000 pF and 820 kΩ). In addition to the 
modified first stage of the low pass filter, the corner frequency of the remaining 6 pole Sallen 
Key filter could be shifted to 1.5 kHz, so as to provide additional attenuation of the PRF. 
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Table 6.1: Comparison of HATT Prototype vs. Previous Testing Technique to Verify MTS Unit Functionality 
 
Comparison of HATT Prototype vs. Previous Testing Technique 
Desired 
Features 
Previous 
Testing 
Technique 
HATT 
Prototype 
Explanation of Capabilities 
Previous Testing 
Technique 
HATT Prototype 
Pulsed 
Waveform Yes Yes 
Generated through use of 
pulse modulation button on 
signal generator 
250 usec period, 50 usec pulse width 
generated through PWM gating 
Arduino 
Battery 
Operated No  Yes 
Previous testing system 
powered through external 
2kW generator 
HATT Prototype powered through 
25.9 V 2.6 Ahr lithium-ion battery 
Small No Yes 
2kW generator itself is 29.5 
inches X 16.0 inches X 21.7 
inches in dimension 
HATT Prototype had dimensions of 
9.25” L x 5.5” W x 4.5” H 
Light No Yes 
Signal generator itself weighs 
approximately 50 lbs. 
HATT prototype weighs 4.50 lbs. 
Handheld No Yes 
No single unit contained in 
previous testing system is 
handheld during test 
Easily held and maneuvered through 
use of enclosure handle  
Single Unit No Yes 
Multiple  parts (Signal 
generator, Horn antenna, 2kW 
generator, Oscilloscope, 
Spectrum Analyzer) 
RF frontend, analog hardware, DSP 
components, horn antenna, and 
battery all contained within single 
unit 
Visual 
Feedback Yes Yes 
Visual feedback provided with 
scope and analyzer plots on 
oscilloscope and spectrum 
analyzer 
Visual feedback provided through 
use of LCD screen along RX peak 
power and Doppler offset from MTS 
unit to be verified 
Audio 
Feedback No Yes 
No audio feedback provided in 
previous testing system 
Audio feedback provide through use 
of headphone jack, allowing audible 
verification of Doppler offset from 
MTS unit 
Simple 
Operation Yes Yes 
Once previous testing system 
set up is complete, actual 
testing procedure is relatively 
simple 
User friendly interface.  Turn on 
HATT, point at MTS unit, receive 
results through headphone jack and 
LCD screen 
Robust No Yes 
Multiple possibilities for 
individual hardware and 
measurement instrumentation 
failure 
Multiple feedback paths provide 
increased reliability and robustness 
in MTS unit verification 
RX Peak 
Power 
(Visual) Yes Yes 
Received power can be 
verified through use of 
spectrum analyzer as well as 
oscilloscope 
Received power can be verified 
through use of Shottky Diode, 
inverting amplifier, and arduino, 
while being displayed with LCD 
screen 
Low Cost No Yes 
Total system cost 
approximately $70,000 
Total system cost approximately 
$5000 
 
6.1 PCB Design 
The PCB design was a fairly large challenge for this project, and it was important in 
order to keep the system robust and reliable. Due to MITLL’s software policies, the Mentor 
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Graphics software suite was used to create a circuit diagram and design the actual circuit board. 
The board design originally was not ideal; it was cramped and was missing some very important 
features. Not surprisingly, when dealing with board designing, something always gets forgotten 
or designed incorrectly. Through the iterations of this projects PCB, a parallel capacitor, ground 
pins, mounting holes, and some simple voltage dividers to facilitate the battery monitor needed 
to be added. The amount of revision seems fairly low however, because the primary purposes of 
the board functioned as expected. In addition to the added components and functions, all the 
components on the board were spread out in order to make soldering and placement easier, as 
well as to keep the possibility of components bending and touching contacts less likely. Finally, 
due to broken components, the main 14-pin quad op-amp needed to be replaced. After struggling 
to de-solder the chip, the usefulness of DIP sockets was very evident. The sockets allow for the 
chips to be replaced with any other chip with the same or less number of pins, making part 
swapping very easy should a part need to be replaced. Therefore, instead of soldering in the new 
chip, a socket was soldered instead, and the chip was inserted into the socket. Throughout the 
PCB design, the ability to use the design software as well as some good design practices were 
learned which helped make a better design for this project and for future projects.  
6.2 Microprocessor Choice 
The Arduino and digital system had a few lessons to teach as well; the primary lesson 
being that the actual abilities of a microprocessor should be thoroughly investigated before 
committing to its usage. The major drawbacks of using the Arduino are the lack of an on-board 
debugging chip, and its ADC limitations. The debugging chip is one of the most useful devices 
on a microprocessor board because without it, coders are relying on very limited and poor 
feedback methods, which usually affect the actual performance of the running code. In order to 
attempt to locate the sources of errors and issues in the Arduino code, printouts of coder defined 
variables are sent to a connected computer using the serial interface to the serial monitor in the 
Arduino programming environment. Compared to a debugger, which can halt code running on a 
processor at breakpoints, read and monitor values in variables, registers, and on external 
connections, and force the processor to step through lines of code one by one, most alternatives 
are much less rich in feedback quality. In addition to the lack of debugging, the Arduino’s ADC 
created a few more problems to deal with; the ADC was unable to accept negative voltage 
samples, and required much of the processor’s time in order to take samples, in comparison to 
similar microprocessors. The MSP430 Launchpad made by Texas Instruments has an ADC that 
is able to convert and store samples without any intervention from the microprocessor; however 
it still suffers from being a single-polarity ADC where a dual-polarity is desired.  In the end, a 
voltage inverting or adding amplifier circuit can be used to change negative signals into positive 
ones, which tends to be a cheaper option, as dual-polarity ADCs are more expensive than single 
polarity. Regardless of the ADC polarity, the MSP430 would have been a better choice had the 
debugger and increased ADC performance been known, making it clear that with highly versatile 
digital systems like microprocessors, it is important to know what functionality is going to be 
used and each function’s limitations. 
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6.3 Signal Processing Alternatives 
Finally, more advanced signal processing could be looked into for a future development 
of this digital system. While analyzing the potential processing options is not in the scope of this 
project, some broad general options can be presented and discussed within the realm of the 
current digital system and other potential systems. Various filtering options are available 
including filter banks and Fourier transforms. However, these options are not very feasible with 
the Arduino microprocessor. The Arduino is unlikely to be able to perform these processing-
power intensive functions in the time available with enough accuracy to be useful. However, it 
may be possible to implement higher forms of signal processing such as the above on a more 
powerful microprocessor or an FPGA. The FPGA’s configurability, while possibly unneeded for 
the current system, could give richer and more accurate feedback at a slightly higher expense and 
more complex system. Some research and testing would be needed to examine the limitations of 
both the functional ability and the system ability to process the signal. 
6.4 System Enclosure Discussion 
Currently, all components are able to fit inside the 3-D printed enclosure, allowing for the 
top to slide firmly into place over the bottom of the enclosure.  In the future, the design of the 
enclosure needs to be enlarged, just slightly, in order to comfortably fit the necessary 
components used in the HATT design.  As of now the battery sits halfway on the RF switch 
inside the enclosure, the Arduino is wedged between the RF switch and the wall of the enclosure, 
and the power switch to turn the device on and off is almost touching both the Arduino and 
dielectric resonant oscillator.  The restriction of space within the enclosure prevents ease of 
access in assessing or interchanging parts from within while also preventing a proto-shield from 
being implemented on top of the Arduino, which would allow for the leads into the 
microprocessor to be soldered into place instead of electrically glued.  Presently the device 
stands at 9.25 inches in length, 5.5 inches in width, and 4.5 inches in height.  In order for each 
component or system within the device to fit comfortable while also allowing for greater ease of 
access the suggested HATT enclosure parameters would need to be extended to 9.75 inches in 
length, 6 inches in width, and 5 inches in height.  
6.5 Dual Band HATT 
The MTS unit for which the HATT was designed operates in the Ku band between 12 – 
18 GHz; however the group at MIT Lincoln Laboratory also employs an MTS unit which 
operates in the X band, which is the range of frequencies between 8 – 12 GHz. A Ku band 
HATT was designed since the Ku band MTS unit is more frequently employed in field tests. 
Producing an X band designated HATT would not require any further redesign or modification 
since the construction of an X band HATT would only require a change of a select few 
components which operate in X band. All of the components which are specified for operation in 
Ku band can also be obtained for operation in X band. In the design of the RF section of the 
HATT, only four components in the transmission chain are specified specifically for Ku band, 
while the rest of the RF components are wideband and can operate in either Ku band or X band. 
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The four components which would need to be specified for X band for an X band HATT are the 
DRO, the SPST PIN diode switch, the circulator, and the horn antenna. The rest of the 
components, including the power dividers, the Schottky diode detector, and the mixer are 
wideband and can cover both bands. The low frequency analog components after the mixer 
down-conversion stage along with the Arduino microprocessor and associated components 
would not require any change or modification for an X band device since the RF component of 
the signal is no longer present after the mixer down-conversion. 
Since an X band HATT could easily be produced, the option is open for MIT Lincoln 
Laboratory to construct an X band HATT should the need arise. Producing an X band HATT 
along with a Ku band HATT would essentially double the cost, since most of the components are 
the same and the RF components specified for X band would likely have the same cost as well. 
Also, having two HATT’s which operate at two different frequency bands presents the 
opportunity for confusion about which HATT to use or possibly losing one of the HATT’s 
during transit. A dual band HATT which covers both X and Ku band would present a 
convenience for MIT Lincoln Laboratory since the option for testing either MTS unit is available 
in one device.  
To investigate the benefit of having a dual band HATT versus two separate HATT’s for 
X and Ku band, a dual band HATT design was conceived. The following diagram in the figure 
below shows the top level design of a dual band HATT. The dual band HATT contains two 
separate transmission chains, containing RF components for each corresponding frequency band. 
The two transmission chains share the same receiver section, which contains the wideband 
components. To switch between X and Ku band, two SPDT switches are in the receiver section 
which route to the receiver the two signals required of the transmission section, which are the 
DRO output for the mixer’s LO port and the received signal from the receive port of the 
circulator. The two SPDT switches are simultaneously controlled by an outside switch. The 
control signal from the Arduino which provides the pulse signal to gate the SPST switches in the 
transmitter can be used to control both SPST switches in both transmission chains. During 
operation in one of the two bands, the transmitter for the other band should not interfere at all, so 
long as the SPDT switches have high enough isolation between the outputs to prevent such 
interference. The SPDT switches are the only added components which are not present in the 
single band HATT design. Considerations for the dual band HATT versus the single band HATT 
are increased size and weight due to added components, as well as cost. A dual band HATT 
would cost nearly the same as two single band HATTs. A dual band HATT requires extra RF 
switches, however benefits from a single baseband circuit, battery, and enclosure. 
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Figure 6.1: Top level block diagram of a dual band HATT design. 
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7 Conclusion 
 
This project performed a full design process including initial research, design 
requirements, design options and selection, system construction, testing, and future design 
considerations and systems. The HATT is a fully developed and tuned prototype to accurately 
and completely fulfill the design requirements developed and revised throughout the duration of 
this project. The design was selected over more expensive and complicated designs, and refined 
to be consistently robust and functional. The HATT will be reliable and relied upon for many 
MTS unit tests by our sponsors. After selecting the transceiver design, parts were selected and 
ordered based on the specific functionality outlined by the requirements and direction of the 
project sponsors.  
As parts arrived, they were tested, and assembled for system testing. The RF circuits 
performed as expected with the exception of the mixer circuit, which was being over driven by 
about 3 dB due to the fact that the HATT was being used in such a specialized radar application. 
The analog electronics on the PCB, being cheaper, were more variable and prone to error or 
damage. For this reason, more fixes and changes needed to be made on the PCB than anywhere 
else in the system to handle these problems. The Arduino was originally intended for FFT 
functionality, however it was soon realized that this implementation was infeasible and the code 
was scaled back to a simpler, more accurate implementation with the addition of the frequency-
to-voltage converter.  
Finally, this project involved a simple paper design to provide a dual-band system to 
operate in both the X and Ku bands. This system was an idea the sponsors were interested in, but 
it was an increase in complexity and cost, and outside the scope of this project. Given that this 
project completed a functional prototype, future work into similar testers can be performed much 
easier and with less mistakes or errors.  
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9 Appendix A:  Power Divider Datasheet
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10 Appendix B:  Operation of the Seven Pole Low Pass Butterworth Filter 
In generating a stable filter, all poles must be placed in the left half s plane, lying on a 
circular radius described by the equation: 
       (
 
 
)   ⁄                                                                                                        (10.1) 
in which    is the radius of the circle,    is the -3dB cutoff frequency,   determines the 
maximum variation in passband transmission (or Amax), and N is the number of poles associated 
with the order of the filter.  In using this equation to describe the HATT low pass filter design in 
which the cutoff frequency is 2000 Hz, N is equal to 7 poles, and   is described by the equation: 
   √  
    
  
                                                                                                          (10.2) 
providing   equal to 0.998, the radius of the circle in which each pole lies is approximately 
2000.57 Hz.  The poles that lie on the radius of the circle are also spaced evenly apart by an 
angle of     from the –  axis (Sedra, Smith, 2010, p. 1260-1270).  The transfer function of the 
Butterworth filter can be described by the equation: 
 ( )   
    
 
(    )(    )(    )(    )(    )(    )(    )
                                                         (10.3) 
describing the ratio of the output voltage to the input voltage, in which K is the DC gain of the 
filter, which for the HATT application was designed for a DC gain of 1 (or unity gain) 
throughout the filter,    is the equivalent frequency of each pole, and N is the order of the filter.  
Using this equation the following transfer function for the HATT design was able to be 
formulated through the use of Matlab: 
 ( )   
                                        
                                                                                                           
     (10.4) 
In analyzing the operation of the filter, a Matlab script was created.  The Matlab script allows the 
user the freedom of setting the order of the filter along with the desired cutoff frequency.  Once 
the user parameters have been set, the script outputs the resistor and capacitor values needed to 
realize the filter design.  Appendix F displays the code used to generate the HATT filter design.    
Using the Matlab script to generate the seventh pole filter design produces the resistor 
and capacitive values of: 
R2 = 71kΩ, R3 = 71kΩ, R4 = 49kΩ, R5 = 49kΩ, R6 = 17kΩ, R7 = 17kΩ. 
C2 = 1230pF, C3 = 1000pF, C4 = 2570pF, C5 = 1000pF, C6 = 20200pF, C7 = 1000pF. 
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In creating the HATT design, the resistor and capacitance values used, due to convenience and 
availability of resistor and capacitance values, were: 
R2 = 68kΩ, R3 = 68kΩ, R4 = 47kΩ, R5 = 47kΩ, R6 = 18kΩ, R7 = 18kΩ. 
C2 = 1200pF, C3 = 1000pF, C4 = 2700pF, C5 = 1000pF, C6 = 20000pF, C7 = 1000pF. 
As shown in the low pass filter schematic of Figure 10.1, resistor and capacitance values 
were varied for HATT design convenience.  Using only the design values for the resistive and 
capacitive parameters, a bode plot of the magnitude response of the HATT design filter was able 
to be generated through the use of Matlab.  The plots shown in the following pages compare the 
Matlab simulated frequency response plots to that of the experimental plots which were 
measured. 
 
Figure 10.1: Matlab simulated HATT Design Bode Plot displaying -3dB cutoff frequency and attenuation of 
4000Hz PRF envelope 
The Matlab simulated seven pole filter produces an approximate -3dB cutoff frequency at 
2000 Hz and provides an attentuation of -41dB at the PRF frequency of 4000Hz.  The plot also 
shows an excellent passband response with no ripple being found in the passband region.  
Through the use of the stopband attenuation equation, which can be used to calculate the 
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maximum attenuation seen at the stopband frequency, the attenuation of the 4000Hz PRF can be 
verified quantively. 
 (  )        (    
  (     )  )                                                                           (10.5) 
                                                                                                                                             
in which A is the attenuation,   determines the maximum variation in passband transmission (or 
Amax),    is the minimum attenuation desired at a specific frequency, which in the HATT design 
is at least -30 dB at the PRF frequency of 4000 Hz,    is the passband frequency at 2000 Hz, 
and N is the order of the filter (Sedra, Smith, 2010, p. 1264).  The attenuation ( (  )) is 
calculated to be –42.13dB, which compares very well to the -41 dB attenuation seen on the plot 
above and provides an attenuation greater than -30 dB, which is the necessary attenuation needed 
to clearly hear the Doppler offset upon filtering. 
The -140db/decade slope of the HATT filter design can also be verified by taking two 
points on the -3dB roll off and calculating the slope.  Calculating the slope, the dB/decade roll 
off of the seven pole low pass Butterworth filter was found to be -138.08 dB/decade for the 
HATT design, comparing extremely well to the -140db/decade slope in which the filter was 
designed. 
Comparing the frequency response of the designed filter to that of the experimentally 
measured filter, an input signal was applied to the experimental filter varying in frequency from 
10 Hz – 5000 Hz at an amplitude of 2V peak to peak.  The corresponding output voltage was 
measured and the gain of the seven pole low pass filter system was calculated using the equation: 
        (
    
   
)                                                                                                                      (10.6) 
where G is the gain of the low pass filter measured in decibels (dB), VOUT is the resulting peak 
output voltage, and VIN is the peak to peak input voltage applied to the filter.  A total of 22 
measurements were taken to create Table 10.1 and Figure 10.2, which show the resulting 
frequency response of the filter implemented in the HATT design.
Table 10.1: Frequency Response for experimental low pass seven pole Butterworth filter 
Frequency Response for Experimental Low Pass 
Seven Pole Butterworth Filter 
Frequency 
(Hz) 
Voltage 
Input (V) 
Voltage 
Output (V) 
Gain 
(dB) 
10 2.008 2.008 0 
100 2.008 2.124 0.487816 
300 2.008 2.143 0.565169 
500 2.008 2.13 0.512318 
800 2.008 2.144 0.569221 
1000 2.008 2.157 0.621729 
1300 2.008 2.174 0.689917 
1500 2.008 2.201 0.797127 
1800 2.008 2.207 0.820772 
2000 2.008 1.972 -0.15714 
2300 2.008 1.883 -0.55827 
2500 2.008 0.52 -11.7352 
2800 2.008 0.247 -18.2013 
3000 2.008 0.15 -22.5334 
3300 2.008 0.086 -27.3653 
3500 2.008 0.062 -30.2074 
3800 2.008 0.04 -34.0141 
4000 2.008 0.031 -36.228 
4300 2.008 0.022 -39.2068 
4500 2.008 0.02 -40.0347 
4800 2.008 0.016 -41.9729 
5000 2.008 0.015 -42.5334 
 
 
The resulting Magnitude Response plot, shown below, displays the experimental -3dB 
cutoff point, the db/decade slope, and the level of attenuation at the 4000 Hz PRF of the HATT 
design, which help in serving as a visual tool in describing the measured values in Table 10.1. 
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Figure 10.2: Measured Magnitude Response plot of the -3 dB cutoff frequency, the dB/decade slope, and the 
attenuation seen at 4000 Hz PRF envelope for experimental filter 
As seen in the plot above the filter has a -3 dB cutoff frequency of approximately 2343 
Hz.  The difference in the experimental cutoff frequency to the designed frequency of 2000 Hz 
could be explained through the possible errors seen in the resistor and capacitive values used in 
the filter as they are not perfectly designated at their theoretical value.  Applying this resistor 
value error to a seven pole system could cause the filters -3 dB cutoff to deviate by 343 Hz from 
the expected cutoff value.  The characteristic of the dB/decade slope of the seven pole system as 
well as the attenuation of the 4000 Hz PRF envelope can also be verified through observing 
Figure 10.2. 
Through calculating the dB/decade slope by taking two points on the line of the -3 dB roll 
off, the two points of (2543, -12.7) and (2869,-19.74) were used and the slope of the line was 
calculated to be -135.125dB/decade, which agrees relatively well with that of the -138.08 
dB/decade slope shown in the designed Magnitude Response plot.  Through the use of the 
attenuation equation, the attenuation of the stop band frequency at 4000 Hz was able to be 
calculated to be -43.58 dB, which compared relatively well to the attenuation shown in the 
designed Magnitude Response plot at -41 dB .   
Overall, the experimental Magnitude Response plot compares well with that of the 
designed seven pole low pass filter Magnitude Response plot.  The only real difference is that in 
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the designed seven pole Butterworth filter plot, the passband region is maximally flat with no 
ripple or variation.  As no system is ideal, the experimental filter plot is not maximally flat with 
an approximate variation of 0.8dB in the passband region.     
   
   
 
11 Appendix C:  Operation of the Inverting Gain Amplifier 
 
Note: (-) and (+) inputs in schematic correspond to V- and V+ in describing circuit 
operation throughout this section. 
 
Figure 11.1: Circuit Schematic of Inverting Gain Configuration to Produce Positive Output Voltage from 
Negative Schottky Diode Input 
Assuming an ideal op-amp model and stable negative feedback, applying KCL at the inverting 
input produces the equation (Sedra, Smith, 2010, p. 58-61): 
                                                                                                                       (11.1) 
in which i- is equal to zero, leaving the current iR15 to be equal to iR14.  Through applying KVL at 
the output: 
                                                                                                                 (11.2) 
in which since V- is equal to zero and through the use of Ohm’s law: 
            
       
   
                                                                                                  (11.3) 
substituting iR15 into equation 11.2, VOUT can be found to be equal: 
             
   
   
                                                                                                     (11.4) 
in which setting the equation to calculate the gain produces: 
    
   
   
   
   
                                                                                                                (11.5) 
 ~ 136 ~ 
 
Or, applying KVL at the inverting node (assume i- = 0); 
     
   
  
       
   
                                                                                                                     (11.6) 
solving for the gain produces the identical equation: 
    
   
   
   
   
                                                                                                                              (11.7) 
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12 Appendix D:  Bill of Materials for HATT Prototype 
 
 
Figure 12.1: B.O.M & Total Cost to Build One Ku HATT 
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Figure 12.2:  B.O.M & Total Cost of RF Frontend, Analog & DSP components, and Power Supply & Aesthetics 
for HATT 
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13 Appendix E: Arduino Code 
 
#include <SoftwareSerial.h> 
#include <serLCD.h> 
#include <stdio.h> 
#include <floatToString.h> 
#include <TimerHelpers.h> 
#include <math.h> 
 
const short PULSEWIDTH = 50;  //Pulse width in us 
const short PULSEFREQ = 4000;  //Pulse rep. interval in Hz 
const short THRESHOLD = 10; 
const long CPUF = 16000000; 
const double AREF = 1.1; 
const double minWidth = 0.0625; 
const double resolution = AREF/1023*1000; //Resolution in mV 
const short len = 128;         //Data array sizes 
const double ftv = 2170;          //Hz/V conversion factor 
 
float power = 0, freq = 0; 
int battery = 0; 
short powers[len], freqs[len], bat[16] = {0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}; 
short iF = 0, iP = 0, iB = 0;         //Sampling indexing and storage 
elements 
//float sump = 0, sumf = 0; 
int diff = 0; 
boolean fullf = false, fs = false; 
 
const char* POWSTRING = "Powr=       dBm ";  //Display strings 
const char* FREQSTRING = "Freq=        Hz "; 
 
serLCD lcd(4); 
 
volatile byte refreshCnt = 0; 
volatile boolean refresh = false; 
 
void serialSetup(); 
void lcdWrite(); 
void timerSetup(); 
void calcValues(); 
void adcSetup(); 
 
//Run setup functions 
void setup() { 
  serialSetup(); 
  timerSetup(); 
  adcSetup(); 
  for(int i=1; i<len; i++) { 
    powers[i] = 0; 
    freqs[i] = 0; 
  } 
} 
 
//Main program loop. Runs sampling when in Rx mode, and writes values to LCD 
when refresh is true (120Hz rate) 
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void loop() { 
  //sump -= powers[iP]*resolution;                      //Used for averaging, 
may only need to find maximum value of power. 
  powers[iP] = analogRead(0); 
  //sump += powers[iP]*resolution; 
  if(iP < len) 
    iP++; 
  else 
    iP = 0; 
   
 
  //sumf -= freqs[iF]*resolution;                      //Moving sum of stored 
frequency samples 
  freqs[iF] = analogRead(1); 
  //sumf += freqs[iF]*resolution; 
  //Serial.println(iF, DEC); 
  if(iF < len) 
    iF++; 
  else { 
    iF = 0; 
    fullf = true; 
  } 
  fs = false; 
   
  if(refresh) { 
    bat[iB] = analogRead(2); 
    iB++; 
    if(iB >= 16) 
      iB = 0; 
    calcValues(); 
    lcdWrite(); 
    refresh = false;                        //Reset refresh variable 
  } 
} 
 
//Initialize LCD screen with desired strings and create custom battery 
monitor characters 
void serialSetup() { 
  Serial.begin(9600); 
  lcd.clear(); 
  lcd.setCursor(1,1); 
  lcd.print(POWSTRING); 
  lcd.print(FREQSTRING); 
   
  //Custom battery chars 
  byte bars[8][8] = { 
    {B01110,B11111,B10001,B10001,B10001,B10001,B10001,B10001}, 
    {B01110,B11111,B10001,B10001,B10001,B10001,B11111,B11111}, 
    {B01110,B11111,B10001,B10001,B11111,B11111,B11111,B11111}, 
    {B01110,B11111,B11111,B11111,B11111,B11111,B11111,B11111}, 
    {B10001,B10001,B10001,B10001,B10001,B10001,B10001,B11111}, 
    {B10001,B10001,B10001,B10001,B11111,B11111,B11111,B11111}, 
    {B10001,B10001,B11111,B11111,B11111,B11111,B11111,B11111}, 
    {B11111,B11111,B11111,B11111,B11111,B11111,B11111,B11111} 
  }; 
   
  for(int i=1; i<9; i++) 
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  lcd.createChar(i,bars[i-1]); 
} 
 
//Use Timerhelpers library to setup timers, loads Timer1 with OutputCompare 
(OCR1 and TOP (ICR1) values. 
void timerSetup() { 
  TCCR1A = 0;      //Stop timer. 
  TCCR1B = 0; 
   
  TIMSK2 |= B00000001;      //Timer2 interrupt for LCD refresh rate 
  TIMSK1 &= B00000000;      //No interrupt for PWM Timer1. 
   
  pinMode(9, OUTPUT); 
  //Timer 1 - PWM control 
  int count = (int)(PULSEWIDTH/minWidth/2); 
  if(count >= 4800) 
    count = 4800; 
  OCR1AH = count>>8;              //Load Pulse width count 
  OCR1AL = count; 
  count = CPUF/(2*(double)PULSEFREQ); 
  ICR1H = count>>8;               //Load PRI count 
  ICR1L = count; 
   
  //Timer1::setMode(8, Timer1::PRESCALE_1, Timer1::CLEAR_A_ON_COMPARE);  
//Phase and Freq correct PWM mode 
  Timer2::setMode(0, Timer2::PRESCALE_256, Timer2::NO_PORT);           
//Normal counting mode 
   
  TCCR1A |= bit (COM1A1) | bit (COM1A0);   
  TCCR1B |= bit (WGM13) | bit (CS10); 
   
  TIMSK2 |= B00000001;      //Timer2 interrupt for LCD refresh rate 
  TIMSK1 &= B00000000;      //No interrupt for PWM Timer1. 
} 
 
//ADC Setup only needs to specify the reference source. All other ADC values 
taken care of with analogRead(). 
void adcSetup() { 
  analogReference(INTERNAL);     //1.1V REFERENCE 
  //analogReference(EXTERNAL);   //External REFERENCE  
} 
 
//Writes the power and freq values calculated by calcValues() to LCD Screen 
void lcdWrite() { 
  char spower[8], sfreq[8];      //Format power and freq into strings 
  dtostrf(power, 7, 4, spower); 
  dtostrf(freq, 7, 4, sfreq); 
  spower[7] = '\0'; 
  sfreq[7] = '\0'; 
   
  lcd.setCursor(1,6); 
  lcd.print(spower); 
   
  lcd.setCursor(2,6);  
  lcd.print(sfreq); 
   
  switch(battery) { 
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    case 0: 
      lcd.setCursor(1,16); 
      lcd.printCustomChar(1); 
      lcd.setCursor(2,16); 
      lcd.printCustomChar(5); 
      break; 
    case 1: 
      lcd.setCursor(1,16); 
      lcd.printCustomChar(1); 
      lcd.setCursor(2,16); 
      lcd.printCustomChar(6); 
      break; 
    case 2: 
      lcd.setCursor(1,16); 
      lcd.printCustomChar(1); 
      lcd.setCursor(2,16); 
      lcd.printCustomChar(7); 
      break; 
    case 3: 
      lcd.setCursor(1,16); 
      lcd.printCustomChar(1); 
      lcd.setCursor(2,16); 
      lcd.printCustomChar(8); 
      break; 
    case 4: 
      lcd.setCursor(1,16); 
      lcd.printCustomChar(2); 
      lcd.setCursor(2,16); 
      lcd.printCustomChar(8); 
      break; 
    case 5: 
      lcd.setCursor(1,16); 
      lcd.printCustomChar(3); 
      lcd.setCursor(2,16); 
      lcd.printCustomChar(8); 
      break; 
    case 6: 
      lcd.setCursor(1,16); 
      lcd.printCustomChar(4); 
      lcd.setCursor(2,16); 
      lcd.printCustomChar(8); 
      break; 
  } 
} 
 
//Timer2 refresh rate setter. refreshCnt adds time between refreshes, to 
obtain a slow ~120Hz 
ISR(TIMER2_OVF_vect) { 
  refreshCnt++; 
  if(refreshCnt >= 128) { 
    refreshCnt = 0; 
    refresh = true; 
  } 
} 
 
void calcValues() { 
  double sumf = 0, sumb = 0; 
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  int m = powers[0]; 
  for(int i=1; i<len; i++) { 
    if(powers[i] > m) 
      m = powers[i]; 
    sumf += freqs[i]*resolution; 
    if(i<16) 
      sumb += bat[i]*resolution; 
  } 
  if(fullf) 
    freq = (sumf/len)*ftv+8; 
    //freq = (sumf/len); 
  else 
    freq = (sumf/iF)*ftv+8; 
    //freq = (sumf/iF); 
   
  battery = (int)(8*sumb/16/AREF);  //Maps the battery average to 1 of 8 
values. 
  //Serial.println(fullf); 
   
  double ml = log10(m*resolution); 
  power = 3.3*pow(ml,2) + 0.42*ml - 11; 
} 
 
 
 
/* 
 Timer Helpers library. 
 
Devised and written by Nick Gammon. 
Date: 21 March 2012 
Version: 1.0 
 
Licence: Released for public use. 
  
See: http://www.gammon.com.au/forum/?id=11504 
  
 Example: 
  
 // set up Timer 1 
 TCNT1 = 0;         // reset counter 
 OCR1A =  999;       // compare A register value (1000 * clock speed) 
  
 // Mode 4: CTC, top = OCR1A 
 Timer1::setMode (4, Timer1::PRESCALE_1, Timer1::CLEAR_A_ON_COMPARE); 
  
 TIFR1 |= bit (OCF1A);    // clear interrupt flag 
 TIMSK1 = bit (OCIE1A);   // interrupt on Compare A Match   
  
*/ 
 
#ifndef _TimerHelpers_h 
#define _TimerHelpers_h 
 
#if defined(ARDUINO) && ARDUINO >= 100 
  #include "Arduino.h" 
#else 
  #include "WProgram.h" 
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#endif 
 
/* --------------------------------------------------------------- 
 Timer 0 setup 
 --------------------------------------------------------------- */ 
 
namespace Timer0  
{ 
  // TCCR0A, TCCR0B 
  const byte Modes [8] [2] =  
  { 
   
  { 0,                         0 },            // 0: Normal, top = 0xFF 
  { bit (WGM00),               0 },            // 1: PWM, Phase-correct, top 
= 0xFF 
  {               bit (WGM01), 0 },            // 2: CTC, top = OCR0A 
  { bit (WGM00) | bit (WGM01), 0 },            // 3: Fast PWM, top = 0xFF 
  { 0,                         bit (WGM02) },  // 4: Reserved 
  { bit (WGM00),               bit (WGM02) },  // 5: PWM, Phase-correct, top 
= OCR0A 
  {               bit (WGM01), bit (WGM02) },  // 6: Reserved 
  { bit (WGM00) | bit (WGM01), bit (WGM02) },  // 7: Fast PWM, top = OCR0A 
   
  };  // end of Timer0::Modes 
   
  // Activation 
  // Note: T0 is pin 6, Arduino port: D4 
  enum { NO_CLOCK, PRESCALE_1, PRESCALE_8, PRESCALE_64, PRESCALE_256, 
PRESCALE_1024, T0_FALLING, T0_RISING }; 
   
  // what ports to toggle on timer fire 
  enum { NO_PORT = 0,  
     
    // pin 12, Arduino port: D6 
    TOGGLE_A_ON_COMPARE  = bit (COM0A0),  
    CLEAR_A_ON_COMPARE   = bit (COM0A1),  
    SET_A_ON_COMPARE     = bit (COM0A0) | bit (COM0A1), 
     
    // pin 11, Arduino port: D5 
    TOGGLE_B_ON_COMPARE  = bit (COM0B0),  
    CLEAR_B_ON_COMPARE   = bit (COM0B1),  
    SET_B_ON_COMPARE     = bit (COM0B0) | bit (COM0B1), 
  }; 
   
   
  // choose a timer mode, set which clock speed, and which port to toggle 
  void setMode (const byte mode, const byte clock, const byte port) 
  { 
  if (mode < 0 || mode > 7)  // sanity check 
    return; 
   
  // reset existing flags 
  TCCR0A = 0; 
  TCCR0B = 0; 
   
  TCCR0A |= (Modes [mode] [0]) | port;   
  TCCR0B |= (Modes [mode] [1]) | clock; 
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  }  // end of Timer0::setMode 
   
}  // end of namespace Timer0  
 
/* --------------------------------------------------------------- 
 Timer 1 setup 
 --------------------------------------------------------------- */ 
 
namespace Timer1  
{ 
  // TCCR1A, TCCR1B 
  const byte Modes [16] [2] =  
  { 
   
  { 0,                         0 },            // 0: Normal, top = 0xFFFF 
  { bit (WGM10),               0 },            // 1: PWM, Phase-correct, 8 
bit, top = 0xFF 
  {               bit (WGM11), 0 },            // 2: PWM, Phase-correct, 9 
bit, top = 0x1FF 
  { bit (WGM10) | bit (WGM11), 0 },            // 3: PWM, Phase-correct, 10 
bit, top = 0x3FF 
  { 0,                         bit (WGM12) },  // 4: CTC, top = OCR1A 
  { bit (WGM10),               bit (WGM12) },  // 5: Fast PWM, 8 bit, top = 
0xFF 
  {               bit (WGM11), bit (WGM12) },  // 6: Fast PWM, 9 bit, top = 
0x1FF 
  { bit (WGM10) | bit (WGM11), bit (WGM12) },  // 7: Fast PWM, 10 bit, top = 
0x3FF 
  { 0,                                       bit (WGM13) },  // 8: PWM, phase 
and frequency correct, top = ICR1     
  { bit (WGM10),                             bit (WGM13) },  // 9: PWM, phase 
and frequency correct, top = OCR1A     
  {               bit (WGM11),               bit (WGM13) },  // 10: PWM, 
phase correct, top = ICR1A     
  { bit (WGM10) | bit (WGM11),               bit (WGM13) },  // 11: PWM, 
phase correct, top = OCR1A 
  { 0,                         bit (WGM12) | bit (WGM13) },  // 12: CTC, top 
= ICR1     
  { bit (WGM10),               bit (WGM12) | bit (WGM13) },  // 13: reserved 
  {               bit (WGM11), bit (WGM12) | bit (WGM13) },  // 14: Fast PWM, 
TOP = ICR1 
  { bit (WGM10) | bit (WGM11), bit (WGM12) | bit (WGM13) },  // 15: Fast PWM, 
TOP = OCR1A 
   
  };  // end of Timer1::Modes 
   
  // Activation 
  // Note: T1 is pin 11, Arduino port: D5 
  enum { NO_CLOCK, PRESCALE_1, PRESCALE_8, PRESCALE_64, PRESCALE_256, 
PRESCALE_1024, T1_FALLING, T1_RISING }; 
   
  // what ports to toggle on timer fire 
  enum { NO_PORT = 0,  
     
    // pin 15, Arduino port: D9 
    TOGGLE_A_ON_COMPARE  = bit (COM1A0),  
    CLEAR_A_ON_COMPARE   = bit (COM1A1),  
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    SET_A_ON_COMPARE     = bit (COM1A0) | bit (COM1A1), 
     
    // pin 16, Arduino port: D10 
    TOGGLE_B_ON_COMPARE  = bit (COM1B0),  
    CLEAR_B_ON_COMPARE   = bit (COM1B1),  
    SET_B_ON_COMPARE     = bit (COM1B0) | bit (COM1B1), 
  }; 
   
  // choose a timer mode, set which clock speed, and which port to toggle 
  void setMode (const byte mode, const byte clock, const byte port) 
  { 
  if (mode < 0 || mode > 15)  // sanity check 
    return; 
   
  // reset existing flags 
  TCCR1A = 0; 
  TCCR1B = 0; 
   
  TCCR1A |= (Modes [mode] [0]) | port;   
  TCCR1B |= (Modes [mode] [1]) | clock; 
  }  // end of Timer1::setMode 
   
}  // end of namespace Timer1  
 
/* --------------------------------------------------------------- 
 Timer 2 setup 
 --------------------------------------------------------------- */ 
 
namespace Timer2  
{ 
  // TCCR2A, TCCR2B 
  const byte Modes [8] [2] =  
  { 
   
  { 0,                         0 },            // 0: Normal, top = 0xFF 
  { bit (WGM20),               0 },            // 1: PWM, Phase-correct, top 
= 0xFF 
  {               bit (WGM21), 0 },            // 2: CTC, top = OCR2A 
  { bit (WGM20) | bit (WGM21), 0 },            // 3: Fast PWM, top = 0xFF 
  { 0,                         bit (WGM22) },  // 4: Reserved 
  { bit (WGM20),               bit (WGM22) },  // 5: PWM, Phase-correct, top 
= OCR2A 
  {               bit (WGM21), bit (WGM22) },  // 6: Reserved 
  { bit (WGM20) | bit (WGM21), bit (WGM22) },  // 7: Fast PWM, top = OCR2A 
   
  };  // end of Timer2::Modes 
   
  // Activation 
  enum { NO_CLOCK, PRESCALE_1, PRESCALE_8, PRESCALE_32, PRESCALE_64, 
PRESCALE_128, PRESCALE_256, PRESCALE_1024 }; 
   
  // what ports to toggle on timer fire 
  enum { NO_PORT = 0,  
     
    // pin 17, Arduino port: D11 
    TOGGLE_A_ON_COMPARE  = bit (COM2A0),  
    CLEAR_A_ON_COMPARE   = bit (COM2A1),  
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    SET_A_ON_COMPARE     = bit (COM2A0) | bit (COM2A1), 
     
    // pin 5, Arduino port: D3 
    TOGGLE_B_ON_COMPARE  = bit (COM2B0),  
    CLEAR_B_ON_COMPARE   = bit (COM2B1),  
    SET_B_ON_COMPARE     = bit (COM2B0) | bit (COM2B1), 
  }; 
   
   
  // choose a timer mode, set which clock speed, and which port to toggle 
  void setMode (const byte mode, const byte clock, const byte port) 
  { 
  if (mode < 0 || mode > 7)  // sanity check 
    return; 
   
  // reset existing flags 
  TCCR2A = 0; 
  TCCR2B = 0; 
   
  TCCR2A |= (Modes [mode] [0]) | port;   
  TCCR2B |= (Modes [mode] [1]) | clock; 
  }  // end of Timer2::setMode 
   
}  // end of namespace Timer2  
 
#endif 
 
 
 
/* 
 serLCD.h - Library for controlling a SparkFun serLCD module 
     Code written for firmware version 2.5 
 
 Created by Cody B. Null, September 9, 2011 
 Modified by Jordan Hochenbaum, Dec 5, 2011. (Version 1.5) 
 Modified by Johan Korten, March 23, 2013. (Version 1.6) 
 
 
 Version 1.4 - This version wrote specifically for 16x2 
               Display. 
               More display support coming in later version. 
 
 Version 1.5 - Since mid 2011 the Arduino IDE has implemented the 
NewSoftSerial  
               library updates in the standard SoftwareSerial library and so  
               using NewSoftSerial is no longer needed. serLCD has been 
updated  
               to use the Standard SoftwareSerial library. Also, Arduino 1.0 
               support has been added. Backwards compatible with previous 
versions. 
 
 Version 1.6 - Added support for the setType special command. 
    This will help using different LCD's (2x16, 2x20, 
4x16, 4x20).   
        Added support for scrollLeft and scrollRight commands. 
 
 Note - This library requires NewSoftSerial library 
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        The latest version of NewSoftSerial library can  
        always be found at http://arduiniana.org. -> NO LONGER NECESSARY. See 
1.5 notes above.-Jordan Hochenbaum 
*/ 
#ifndef serLCD_h 
#define serLCD_h 
 
#if ARDUINO >= 100 
#include "Arduino.h"       // for delayMicroseconds,digitalPinToBitMask, etc 
#else 
#include "WProgram.h"      // for delayMicroseconds 
#include "pins_arduino.h"  // for digitalPinToBitMask, etc 
#endif 
#include "SoftwareSerial.h" 
 
// Commands 
#define LCD_BACKLIGHT  0x80 
#define LCD_CLEARDISPLAY 0x01 
#define LCD_CURSORSHIFT  0x10 
#define LCD_DISPLAYCONTROL 0x08 
#define LCD_ENTRYMODESET 0x04 
#define LCD_FUNCTIONSET  0x20 
#define LCD_SETCGRAMADDR 0x40 
#define LCD_SETDDRAMADDR 0x80 
#define LCD_SETSPLASHSCREEN 0x0A 
#define LCD_SPLASHTOGGLE 0x09 
#define LCD_RETURNHOME  0x02 
 
// Flags for display entry mode 
#define LCD_ENTRYRIGHT  0x00 
#define LCD_ENTRYLEFT  0x02 
 
// Flags for display on/off control 
#define LCD_BLINKON  0x01 
#define LCD_CURSORON  0x02 
#define LCD_DISPLAYON  0x04 
 
// Flags for display size 
#define LCD_2LINE  0x02 
#define LCD_4LINE  0x04 
#define LCD_16CHAR  0x10 
#define LCD_20CHAR  0x14 
 
//  Flags for setting display size 
#define LCD_SET2LINE  0x06 
#define LCD_SET4LINE  0x05 
#define LCD_SET16CHAR  0x04 
#define LCD_SET20CHAR  0x03 
 
class serLCD : public SoftwareSerial { 
public: 
 serLCD (int pin); 
 
 void clear(); 
 void clearLine(int); 
 void home(); 
 void setBrightness(int); 
 ~ 150 ~ 
 
 
 void setSplash(); 
 void setType(int);  // new in 1.6 
 void scrollLeft();  // new in 1.6 
 void scrollRight(); // new in 1.6 
 void toggleSplash(); 
 
 void blink(); 
 void noBlink(); 
 void cursor(); 
 void noCursor(); 
 void display(); 
 void noDisplay(); 
 
 void setCursor(int, int); 
 void selectLine(int); 
 
 void leftToRight(); 
 void rightToLeft(); 
 void autoscroll(); 
 void noAutoscroll(); 
 
 void createChar(int, uint8_t[]); 
 void printCustomChar(int); 
 
private: 
 void command(uint8_t); 
 void specialCommand(uint8_t); 
 
 uint8_t _displayfunction; 
 uint8_t _displaycontrol; 
 uint8_t _displaymode; 
 uint8_t _numlines; 
 uint8_t _numchars; 
 uint8_t _rowoffset; 
}; 
 
#endif 
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14 Appendix E:  Matlab Code for LPF and Schottky Diode 
%Low Pass Filter: Design and experimental results 
% 
%Low pass filter design calculations 
%Calculates component values for a N-pole lowpass Butterworth filter 
%implemented with a first order RC (if N is odd) and cascaded Sallen Key 
circuits 
%   numPoles is the number of poles, Fc is the 3dB corner 
%   frequency [Hz] of the lowpass filter, and Clow is the lowest capacitance 
%   value used [F] (no less than 100pF otherwise stray capacitances could 
%   affect performance). 
  
clc 
close all 
% Filter Specifications 
Fc = 2e3; 
numPoles = 7; 
Clow = 1e-9; 
plotfunction = 1; 
  
C = ones(1, numPoles); 
R = ones(1, numPoles); 
% p = ones(1, numPoles); 
  
if mod(numPoles,2)==0 
    theta = pi/numPoles;    % angle between poles in s-plane constellation 
    i=1; 
    while i<numPoles 
        C(i) = Clow*(tan((i-(i/2))*theta)^2+1); 
        C(i+1) = Clow; 
        R(i) = 1/(2*pi*Fc*sqrt(C(i)*C(i+1))); 
        R(i+1) = R(i); 
%         p(i) = -1/(R(i)*C(i))*(1+1i*sqrt((C(i)/C(i+1))-1)); 
%         p(i+1) = -1/(R(i)*C(i))*(1+1i*sqrt((C(i)/C(i+1))-1)); 
        i=i+2; 
    end 
else 
    % Calculate values for first-order RC 
    C(1) = Clow; 
    R(1) = 1/(2*pi*Fc*Clow); 
    theta = pi/numPoles;    % angle between poles in s-plane constellation 
    k=2; 
%     p(1) = -1/(R(1)*C(1)); 
    while k<numPoles 
        C(k) = Clow*(tan((k-(k/2))*theta)^2+1); 
        C(k+1) = Clow; 
        R(k) = 1/(2*pi*Fc*sqrt(C(k)*C(k+1))); 
        R(k+1) = R(k); 
%         p(k) = -1/(R(k)*C(k))*(1+1i*sqrt((C(k)/C(k+1))-1)); 
%         p(k+1) = -1/(R(k)*C(k))*(1-1i*sqrt((C(k)/C(k+1))-1)); 
        k=k+2; 
    end 
end 
if plotfunction==1 
    G1 = tf([0 1],[C(1)*R(1) 1]); 
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    G2 = tf([0 0 1],[C(2)*C(3)*R(2)*R(3) C(3)*(R(2)+R(3)) 1]); 
    G3 = tf([0 0 1],[C(4)*C(5)*R(4)*R(5) C(5)*(R(4)+R(5)) 1]); 
    G4 = tf([0 0 1],[C(6)*C(7)*R(6)*R(7) C(7)*(R(6)+R(6)) 1]); 
    G = G1*G2*G3*G4 
    % Plot frequency characteristic with calculated component values 
    figure(1)    
    h = bodeplot(G); 
    grid on 
    figure(2) 
    stepplot(G) 
    setoptions(h,'FreqUnits','Hz','PhaseVisible','off'); 
    grid on 
    R 
    C 
else 
    R 
    C 
end 
  
% Plot frequency characteristic with actual measured component values 
R1 = 82e3;  
R2 = 68e3; 
R3 = 68e3; 
R4 = 47e3; 
R5 = 47e3; 
R6 = 18e3; 
R7 = 18e3; 
C1 = 1000e-12; 
C2 = 1200e-12; 
C3 = 1000e-12; 
C4 = 2700e-12; 
C5 = 1000e-12; 
C6 = 20000e-12; 
C7 = 1000e-12; 
G1 = tf([0 1],[C1*R1 1]); 
G2 = tf([0 0 1],[C2*C3*R2*R3 C3*(R2+R3) 1]); 
G3 = tf([0 0 1],[C4*C5*R4*R5 C5*(R4+R5) 1]); 
G4 = tf([0 0 1],[C6*C7*R6*R7 C7*(R6+R7) 1]); 
Z = G1*G2*G3*G4; 
figure(3) 
h = bodeplot(Z); 
grid on 
figure(4) 
stepplot(Z) 
setoptions(h,'FreqUnits','Hz','PhaseVisible','off'); 
grid on 
  
% Experimentally determined frequency characteristic  
% Amplitudes were measured for various frequencies with a multimeter 
F = [10 100 300 500 800 1000 1300 1500 1800 2000 2300 2500 2800 3000 3300 
3500 3800 4000 4300 4500 4800 5000]; 
vout = [2.008 2.124 2.143 2.13 2.144 2.157 2.174 2.201 2.207 1.972 1.883 0.52 
.247 .15 .086 .062 .04 .031 .022 .020 .016 .015]; 
vin = 2.008; 
G = 20*log10(vout/vin); 
figure(5) 
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semilogx(F, G) 
xlabel('Frequency (Hz)'); 
ylabel('Magnitude (dB)'); 
title('Bode Diagram [Experimental]'); 
grid on 
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15 Appendix F:  Wiring Diagram of HATT Prototype 
 
Figure 15.1: Wiring schematic for final implementation 
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16 Appendix G: PCB Part requirements and placement 
 Capacitors: 
4 x 1000 pF 
1 x 1200 pF 
2 x 2700 pF 
2 x 10,000 pF 
7 x 0.1 uF  
1 x 1.0 uF 
 
Resistors 
1 x 1.0 kΩ 
2 x 6.8 kΩ 
1 x 10 kΩ 
2 x 15 kΩ 
2 x 18 kΩ 
1 x 33 kΩ 
2 x 47 kΩ 
1 x 56 kΩ 
3 x 68 kΩ 
1 x 82 kΩ 
1 x 100 kΩ 
1 x 560 kΩ 
1 x 910 kΩ 
 
Integrated Circuits 
1 x OP 400 
1 x LM 2907 
1 x OP 27 
1 x LM 675 
1 x LM 7805 
1 x LM 7808 
1 x LM 7905 
1 x LM 7812 
 
Connectors 
2 x 5-pin SMA connector 
1 x 14 pin DIP socket 
 
Placement 
 
R1 – 82 kΩ 
R2 – 68 kΩ 
R3 – 68 kΩ 
R4 – 47 kΩ 
R5 – 47 kΩ 
R6 – 18 kΩ 
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R7 – 18 kΩ 
R8 – 15 kΩ 
R9 – 10 kΩ 
R10 – 100 kΩ 
R11 – 56 kΩ 
R12 – 1 kΩ 
R13 – 15 kΩ 
R14 – 6.8 kΩ 
R15 – 6.8 kΩ 
R16 – 560 kΩ 
R17 – 68 kΩ 
R18 – 33kΩ 
R19 – 910kΩ 
 
C1 – 1000 pF 
C2 – 1200 pF 
C3 – 1000 pF 
C4 – 2700 pF 
C5 – 1000 pF 
C6 – 10,000 pF 
C7 – 1000 pF 
C8 – 2700 pF 
C9 – 1 uF 
C10 – 0.1 uF 
C11 – 0.1 uF 
C12 – 0.1 uF 
C13 – 0.1 uF 
C14 – 0.1 uF 
C15 – 0.1 uF 
C16 – 0.1 uF 
C17 – 10,000 pF 
 
U1 – OP 400/DIP socket 
U2 – LM 2907 
U3 – LM 675 
U4 – LM 7805 
U5 – LM 7905 
U6 – LM 7808 
U7 – LM 7812 
U8 – OP 27 
 
J1 – Mixer output 
J2 – Schottky output 
 
H1 – Filter output (to Audio Amp) 
H2 – Battery connect Negative 
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H3 – Battery connect Positive 
H4 – +8V power pin 
H5 – Frequency to Voltage output 
H6 – -5V power pin 
H7 – +5V power pin 
H8 – -5V power pin 
H9 – +5V power pin 
H10 – +10V power pin 
H11 – +8V power pin 
H12 – Ext. Ref. voltage (for Arduino) 
H13 – Ground pin 
H14 – Ground pin 
H15 – Ground pin 
H16 – Ground pin 
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17 Appendix H: Mechanical Drawings of the Enclosure 
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Figure 17.1: Two mechanical drawings of enclosure design. 
