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Introduction and main result
The totally asymmetric simple exclusion process (TASEP) is, arguably, the simplest non-reversible interacting stochastic particle system [24] . It belongs to the Kardar-Parisi-Zhang universality class [21] . A TASEP configuration is described by η ∈ {0, 1} Z , where η j is the occupation variable at position j, η j = 1 meaning that there is a particle at site j. The stochastic updating rule is simple: independently of each other, particles try jump to the right with rate 1 and are allowed to do so only if their right neighboring site is empty. We label particles and denote the position of particle n at time t by x n (t). Our choice is a right-to-left labeling, i.e., x n+1 (0) < x n (0) for all n, which is preserved at all times since particles can not overtake each other.
Under hydrodynamic scaling, the particle density solves the deterministic Burgers equation (see e.g. [1, 23] ). It is well-known that depending on the initial conditions, discontinuities of the particle density can arise, or persist if already present initially. These discontinuities are called shocks and many properties of them are known. For random (Bernoulli) initial conditions one sees Gaussian fluctuations of the position of the shock [8, 9, 17] in the t 1/2 scale. Further microscopic information on the shock are available too [4, 6, 7, 10] . The Gaussian fluctuations actually comes from the random initial and not from the TASEP dynamics as the dynamical fluctuations generated by models in the KPZ class grow like t 1/3 .
Fluctuations of a single shock for non-random initial conditions have been analyzed the first time in [14] and further investigated in [15, 26] , including the fluctuations of a second class particle [13] . For large time t, the limiting distribution of particle positions around the shock is given by a product of two distribution functions. This is related to the fact that a shock is located in a position where two characteristic lines of the Burgers equation intersect and thus the fluctuations at a shock come from the randomness located around the two merging characteristic lines. The shock between two particle densities λ < ρ is stable in time and moves with average speed 1 − λ − ρ. If in the system there are many shocks they will merge. Coalescing of two shocks is typical, while higher order shock collisions are possible but atypical, because in that case at least three shock trajectories have to meet exactly at a given time. For that reason we consider in this paper the merging of two shocks. When two shocks merge, then three characteristic lines come together, see Figure 1 . As stated in Theorem 1.1, our main result is that the fluctuations of particles when two shocks merge is given as product of three instead of two GOE Tracy-Widom distribution functions.
In the previous papers [13] [14] [15] 26] the results are obtained by using the mapping to the last passage percolation (LPP) model and then analyzing an equivalent problem in terms of LPP quantities. Since this mapping holds only for the totally asymmetric version of the exclusion process, it is desirable to obtain results without passing via LPP. Doing so has already proven crucial to obtain results beyond the totally asymmetric case, see [27] . Hence in this paper we work directly in the space-time TASEP picture. As ingredient we use the convergence to a GOE Tracy-Widom distribution for constant density initial condition [16] , the slow-decorrelation phenomenon typical for KPZ models [5, 11] and show that fluctuations are localized around spacetime regions of width t 2/3+ε around the characteristic lines. The proof of the localization result has some similarities, but also important differences with respect to the proof of the so-called transversal fluctuations in LPP, which was analyzed first in [20] and refined in [3] . Many but not all the ingredients used in this paper extend also to the partially asymmetric simple exclusion process.
The main result
Let us consider the following initial condition, given in terms of three fixed particle densities 0 < ρ 1 < ρ 2 < ρ 3 < 1:
This means that left from the origin we have density ρ 1 of particles, between 0 and T we have density ρ 2 and to the right of T we have density ρ 3 .
The chosen initial condition implies that there is a shock starting from the origin and moving with speed 1 − ρ 1 − ρ 2 and a second shock starting from position T having speed 1 − ρ 2 − ρ 3 . Thus there is a time where the two shock meet. We call the position and time when this happens the triple point, since three characteristic lines of the Burgers equation meet. We consider T ≫ 1. Then, an elementary computation shows that the triple point occurs around time T /(ρ 3 − ρ 1 ) at position (1 − ρ 1 − ρ 2 )T /(ρ 3 − ρ 1 ). Furthermore, the particle at the triple point has label close to ρ 1 ρ 2 T /(ρ 3 − ρ 1 ), see Figure 1 for an illustration. Our main result is the following. Theorem 1.1. Consider TASEP with initial condition (1.1). Take
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for k = 1, 2, 3. Here F GOE is the GOE Tracy-Widom distribution function [29] . If we start from the triple point and take the parameter τ → ±∞ following the directions of the standard shocks (the blue lines in Figure 1 ), then the fluctuations reduces to the ones of a standard shock, i.e., they are given in our case as product of two GOE Tracy-Widom distributions (appropriately centered and scaled) as stated below. Corollary 1.2. We have the following transitions to standard shock behavior:
(1.7)
Proof. The proof consists in elementary computations. For instance, in the first case, after shifting of u and s leads to
Outline. In Section 2 we analyze in details TASEP with fixed density ρ over all Z. We state the one-point distribution, the slow decorrelation and the localization result, which is the main work. These are then used as input in Section 3 to prove the main theorem.
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TASEP with fixed density
In order to prove Theorem 1.1, we start by studying the localization property of TASEP with constant density everywhere, i.e., for some fixed density ρ ∈ (0, 1), consider the initial condition
The characteristic lines have speed 1 − 2ρ, while particles in average move with speed 1 − ρ. We want to consider particles which are non-trivially correlated with the event around the origin at time 0. Thus we get 1
and, at time t,
The fluctuations of x n (t) are known to be GOE Tracy-Widom distributed. Indeed, by rewriting the result proven in [16] in terms of distribution of particles instead of height function or last passage percolation we have the following.
PSfrag replacements Proposition 2.1 (Theorem 2.1 in [16] ). Consider TASEP with initial condition x n (0) = −⌊n/ρ⌋ for some fixed ρ ∈ (0, 1). Then
The backwards path
We define the following process running backwards in time as in [12] , see Figure 2 for an illustration. Let N(t) = N. If at timet + we have N(t + ) = n and at timet a jump of particle n is suppressed by the presence of particle n − 1, then we set N(t) = n − 1. Further, for any u ∈ (0, t), we define the particle system {x n (s), u ≤ s ≤ t, n ≥ N(u)} by setting the position of particles at s = u asx n (u) = x N (u) (u) − n + N(u), for n ≥ N(u). The evolution ofx n 's and x n are coupled by the basic coupling. We define for Z ∈ Z the step initial data
for Z = 0 we simply write x step n . In Proposition 3.4 of [12] it is shown that
Here, the process y N (τ ) (τ, t) from time τ to time t is obtained by starting at time τ a TASEP from {x step,Z n } n≥1 with Z = x N (τ ) (τ ) and setting y N (τ ) (τ, t) =
In other words, we can write with Z k = x k (0)
This was also previously shown in Lemma 2.1 of [28] .
2. An important property of the construction of the backwards paths is the following (see [12] for more detailed explanations). Suppose that the backwards path x N (u) (u), u ∈ [0, t], stays inside a deterministic region C. Then, the distribution of x N (t) (t) does not depend on the particular realization of the randomness outside C. Thus, if the backwards path stays inside C with probability going to one as t → ∞, then the law of x N (t) (t) is asymptotically independent of the randomness outside C.
From a law of large number and the KPZ scaling exponents, we expect
as we shall prove below.
Localization
Consider the cylinder C around the characteristic line leaving from the origin of width t 2/3+ε , namely
Define its left/right border as
Consider the events
Then, for all t large enough,
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for some constants C, c > 0.
To prove Theorem 2.3, we need to have a good control on the fluctuations of x N (t).
Proposition 2.4. Let α ∈ R be fixed and consider N = ρ 2 t + ραt. Let δ ∈ (0, 1/3). Then, for all t large enough,
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for some constants C, C, c,c.
Proof. The system is basically translation invariant (up to order one) and thus we can w.l.o.g. consider α = 0. Since by basic coupling
with s = −t δ . Using (A.1) we thus get the claimed result. Union bound applied to (2.8) gives
(2.16)
We want to use the bounds of Lemma A.1. For that reason we need to consider the particle index strictly away from 0 and t.
Case 1: Consider η ∈ [ 3 4 ρ 2 , ρ 2 ]. Then, since particle with index t(ρ 2 −η) = N − N 0 is to the right of particle with index N − 3 4 ρ 2 t, we get
. This holds true whenever ν > ρ − ρ 1−ρ t −2/3+δ . Thus for η < ρ 2 − ρ and any large enough t, the searched probability is strictly equal to zero. Case 3: Finally consider the case η ∈ [ρ 2 − ρ, 3 4 ρ 2 ] and let ν = ρ 2 − η. We have bounds on the fluctuations of x step νt (t) with respect to ( 
Thus, using (A.1), we get
Combining the bounds for the three cases and performing the sum over η ∈ t −1 Z leads to the desired result.
As a consequence, if we know that x N (τ ) (τ ) = (1 − 2ρ)τ − t 2/3+ε , then we have a good estimate on N(τ ). With this we can estimate x step N −N (τ )+1 (t − τ ) and conclude that x N (τ ) (τ ) + y N (τ ) (τ, t) (which is equal to x N (t)) is much larger than its typical value. This gives us that it is actually very unlikely to have x N (τ ) (τ ) = (1 − 2ρ)τ − t 2/3+ε . Lemma 2.5. Let 0 < ε < 1/3. Consider the event that at time τ t a particle is at position (1 − 2ρ)τ t − t 2/3+ε , i.e.,
. Then, for all t large enough,
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for some constants C, c > 0 independent of τ ∈ [0, 1].
Proof. We prove that the fluctuations of N − 0 around ρ 2 τ t + ρt 2/3+ε are not of larger order than t 1/3 .
where in the last step we used the second inequality of Proposition 2.4 with t → τ t.
Case 2: N − 0 > ρ 2 τ t + ρt 2/3+ε + ρt 1/3+ε . This case is treated similarly, with just ≤ inequalities in the events replaced by ≥, and in the last step we use the first (stronger) inequality of Proposition 2.4. By renaming the constants we get the claimed result.
In exactly the same way one proves the following. Lemma 2.6. Let 0 < ε < 1/3. Consider for the event that at time τ t a particle is at position (1 − 2ρ)τ t + t 2/3+ε , i.e., E + = {x n (τ t) = (1 − 2ρ)τ t + t 2/3+ε for some n ∈ Z}.
(2.25)
On the event E + , let N + 0 be s.t. x N + 0 (τ t) = (1 − 2ρ)τ t + t 2/3+ε . Then, for all t large enough,
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for some constants C, c > 0 independent of τ ∈ [0, 1]. Now that we have a good control of the particle number, we can get good estimates on x step
27) and
P({x step N −N + 0 +1 ((1 − τ )t) ≤ (1 − 2ρ)(1 − τ )t − t 2/3+ε + 1 8 t 1/3+2ε } ∩ E + ) ≤ Ce −ct ε .(2.
28)
Proof. We give the details of the proof only for (2.27), since the proof of (2.28) is analogous.
where in the second step we used Lemma 2.5. In the event N c − , we know that N − 0 = ρ 2 τ t + ρt 2/3+ε + γt 1/3+ε for some (random) |γ| < 1. Setting N − N − 0 = ν(1 − τ )t an easy computation gives
for all t large enough. Thus, using Lemma A.1, we get
31) for all t large enough, which finishes the proof.
Now we can prove the localization theorem.
Proof of Theorem 2.3. If ω ∈ Ω ε ∩ G, then the backwards path starts inside the cylinder and at some time crosses its boundary L + ∪ L − . Denote by I ± (t 0 ) the events that there is a crossing in the time interval [t 0 , t 0 + 1), i.e.
(2.32)
First let us control that the displacement in a time interval bounded by 1 is also small. For any backwards path, define the event that in a time distance bounded by 1 the increment is bounded by t ε , namely for t 0 ∈ Z ∩ [0, t], set
By the graphical construction it is immediate that |x N (t 0 ) (t 0 ) − x N (t 1 ) (t 1 )| is dominated by a Poisson process with intensity 1. Furthermore, since t) , the two events in D t 0 are actually the same. Therefore we have
Then, first of all,
By Proposition 2.4 with α = 0 we know that P(G c ) ≤ Ce −ct ε and also P(F c ) ≤ Ce −ct ε . Thus it remains to get a bound for P(Ω ε ∩ G ∩ D ∩ F ). Case 1: For some t 0 integer, I − (t 0 ) and D hold. In this case, we have
on a set of probability bounded from below by 1 − Ce −ct ε . But since the condition (2.38) and the one defining F are incompatible, we have
Case 2: For some t 0 integer, I + (t 0 ) and D hold. In this case, we have x N (t) ≥ (1−2ρ)t 0 +t 2/3+ε +x step N −N 0 +1 (t−t 0 )−1−t ε and by using Proposition 2.7 we get as well
Thus, we have shown that
By redefining the constants the result claimed is proven.
Slow decorrelation
The last ingredient of the proof of the main result is slow decorrelation. 
Proof. Slow decorrelation was proven in [5] in terms of height functions. In Proposition 3.3 of [12] the proof have been adapted to the observable given by the particle position. The key input is the existence of non-trivial distributions D, D ′ such that
(2.43)
Then one uses (2.7), namely
, to deduce (2.42). The distribution function D has been proven to be given in terms of the GOE Tracy-Widom distribution function in [16] , see Proposition 2.1, while the convergence of the step initial condition is well known to be the GUE Tracy-Widom distribution function [19] .
Proof of Theorem 1.1
The strategy of the proof is the following (see Figure 3 for an illustration):
1. First we decompose the problem into three simpler initial conditions, so that x N (t) = min{x 1 N (t), x 2 N (t), x 3 N (t)}, see Proposition 3.1.
2. For each of the simpler problems, we can construct the backwards paths and show that, for all ν < 1, there are constants c k , N k such that
i.e., the fluctuations at time t are governed by the ones at time t − T ν already, see Corollary 3.4.
3. Finally we show that the backwards paths for x k N k (t − T ν ) are localized inside cylinders of width t 2/3+ε with high probability, see Corollary 3.5. This implies that x k N k (t − T ν ), k = 1, 2, 3 are asymptotically independent, as the cylinders, for all T large enough, are disjoint provided that ν > 2/3 + ε. From this asymptotic independence, we obtain the product form of the limiting distribution of x N (t).
Decomposition into three simpler problems
The distribution of x n (t) can be written as minimum of three different initial conditions, see Figure 4 . These are obtained as follows:
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The colored irregular lines represent the backwards paths starting at x k N k (t − T ν ), k = 1, 2, 3, whose laws depend only on randomness in the cylinder C k with high probability (localization). These cylinder are however disjoint for 2/3 + ε < ν < 1, giving asymptotic independence.
(1) all particles to the right of the origin are removed,
(2) all particles to the right of T are removed, while particles to the left of the origin are packed into a step initial condition to the left of 0,
(3) all particles to the left of T are packed into a step initial condition to the left of T .
Using the graphical construction for TASEP [18, 23] , see also [25] , one can couple the processes {x n (t), n ∈ Z}, {x 1 n (t), n ≥ 0}, {x 2 n (t), n ≥ −⌊T ρ 2 ⌋}, and {x 3 n (t), n ∈ Z}. With this basic coupling, since TASEP is attractive, one immediately has, for any n ≥ 1,
However we have more than these three inequalities. Then we have the following decomposition
Proof. There are two ways of proving it. One is a slight extension of the one of Lemma 3.1 of [12] . The idea is to see that if the index of the backwards path at time 0 satisfies N(0) ≥ 0, then
N (t). Alternatively, we can apply the representation of Lemma 2.1 of [28] , see (2.8) , and notice that
(3.6)
Extension of the three problems into full-line problems
First we extend the models (1), (2) and (3) to have fixed density over all space. Thus define, for all n ∈ Z,
x 1 n (0) = −⌊n/ρ 1 ⌋,x 2 n (0) = −⌊n/ρ 2 ⌋,x 3 n (0) = −⌊(n+ n 0 )/ρ 3 ⌋, (3.7) where n 0 = (ρ 3 − ρ 2 )T . The shift inx 3 n (0) is due to the fact that we need to keepx 3 n (0) = x 3 n (0) for n = −⌊ρ 2 T ⌋. Let us state a result on the limiting distribution for the above system, which is a corollary of Proposition 2.1. 
Define α such that N = ρ 2 1 t + ρ 1 αt. As a consequence of the localization result, Theorem 2.3, if we take t and N as in Corollary 3.2, then we get
Similarly, for the other initial conditions, we have
for some constants C, c > 0. As explained in more details in [12] , by the construction of the backwards path x N (u) (u), u ∈ [0, t], at any time we can move away particles to the right of it and move in the right direction particles to its left, without changing the distribution of x N (t) (t). We employed it by moving particles to the right as much as possible and thus generating a step-initial condition. However any other moves between doing nothing and the step-initial condition gives the same result, as they are sandwiched between them. In particular, on the events thatx 1
we can modify the initial configurations to x 1 (0), x 2 (0) and x 3 (0) and still have the property x k N (t) =x k N (t), k = 1, 2, 3. By (3.12) and (3.13) , this happens with probability at least 1 − 3Ce −ct ε . Consequently the following corollary holds. 
Use of slow-decorrelation
The reduction ofx k N (t) to x k N (t) implies also that the slow-decorrelation result, Theorem 2.8, holds here as well. To be explicit we have 
(3.14)
Proof. As input one needs the convergence to distributions of x k N (t) and x k N k (T − T ν ). In the same way as for Corollary 3.3 for x k N (t), one gets for instance 
Asymptotic independence
The remaining step to complete the proof of Theorem 1.1 is to prove that z 1 , z 2 , z 3 are asymptotically independent, see also Remark 2.2. For that purpose, define the cylinders (3.18) for k = 1, 2, 3. By choosing 2/3 + ε < ν < 1, we clearly have C 1 ∩ C 2 ∩ C 3 = ∅ for all T large enough. Letx k N k (u) (u) be the backwards process starting at time t−T ν with particle number N k (t − T ν ) = N − ρ 2 k T ν . Then, rewriting the result of Theorem 2.3 for the three densities and shifting appropriately, we get Corollary 3.5. Let 0 < ε < 1/3 and 2/3 + ε < ν < 1. Then for all T large enough,
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for k = 1, 2, 3.
By the construction of the backwards path, on the event that the path stays inside the cylinder C k , the z k =x k N k (t−T ν ) (T − T ν ) does not depend on the randomness outside C k , for k = 1, 2, 3. Since these cylinder do not intersect, on the event that all three backward paths stay in the respective cylinder, are z 1 , z 2 , z 3 independent. Since by Corollary 3.5 this event has probability going to one as T → ∞, it means that z 1 , z 2 , z 3 are asymptotically independent and thus 
A Some bounds
Lemma A.1. Let ν ∈ (0, 1). There exists a t 0 ∈ (0, ∞) such that for all t ≥ t 0 ,
where the constants C i , c i are positive and independent of s. Further, for any given ε > 0, the constants in the bounds for step initial conditions can be chosen independent of ν ∈ [ε, 1 − ε].
The first estimate in (A.1) was obtained in [2] in terms of TASEP height function. The idea is to bound the Fredholm determinant which gives the distribution function of x step t/4 (t) by the exponential of the trace of the kernel, see Section 4 of [2] . The method was used before by Widom in [30] . The other two estimates in (A.1) follow directly from the exponential estimates on the correlation kernel for step initial condition. Although we do not need it here, let us mention that the estimates can be improved to optimal decay power [22] .
