Abstract. Safety-related communication system SRComS uses a safety code for achieving the integrity of messages transferred between safety-related devices. In most cases, it is a block systematic code that uses syndromic decoding technique. The authors discuss the possibilities of using the convolutional structures for safety-related applications requiring creation of safety case based on quantitative assessment in relation to the transmission integrity level. This assessment is based on code analysis focused mainly on the error probability calculation. The results published in the practical part are obtained using a model created in Matlab environment, in which the chosen convolutional structures were tested. These tests were focused on the transmission error probability analysis provided by a binary symmetric channel, and also on optimization of other parameters affecting the residual error in the decoding algorithm. The results are generalized into concept of methodology for the convolutional codes safety assessment in compliance with standards for safety-related applications.
Introduction
Convolutional codes are a part of a large set of channel self-repair codes, which are used in many practical applications requiring immediate (real-time) repair of broken data [1] . Correction properties of convolutional codes for different types of encoders should be verified using models in appropriately chosen software. The most commonly used way to describe the coding and decoding of the convolutional code structures is the trellis diagram, which combines elements of the tree and state diagram [2] . The basis for determining the convolutional code error probability is the signal graph.
The structure of the linear convolutional code is represented by (n, k, L), where n is the number of bits of coded word, k is the number of information bits at the input and L is the constraint length representing the number of bits in encoder memory. Convolutional code is described also by its transfer function tf . Decoding algorithm is not described by the circuit connection, but using the Trellis diagram. This algorithm uses the principle of Maximum-Likelihood Decoding (MLD). The most common method using this principle is the Viterbi method [3] . There are also decoding techniques using tree expression.
Convolutional coding and decoding techniques can be implemented by software in conjunction with the technical implementation (hardware). It is not possible to clearly determine which principle is the most appropriate. The choice depends on the requirements on code from the perspective of output device used and the required transmission speed via a channel with a predefined error structure.
For the simulation of data transmission secured by convolutional codes, the Matlab software along with Simulink and Communications System Toolbox libraries is very useful [4] . This environment allows to create a communication system model from individual function blocks and to adjust their parameters according to the needs of the specific problem. Us-ing this model, it is possible to create a time simulation of transmission with the option to analyse the system, which is used for data transmission through a communication channel and optimization of the convolutional codes parameters such as Decoding Window (DW ) or Safety Interval (SI) affecting the error probability of one bit during the transmission. The library contains so called M-function for most function blocks and this M-function is possible to combine with the system model created in Simulink environment. There is not always a corresponding M-function or vice versa, some functions do not have an equivalent in the simulation library.
Matlab provides, except for Viterbi decoding algorithm, two decoders for the convolutional codes decoding. One of them is the APP decoder working on the "posteriori" probability principle. The second option is an effective way of decoding using the Turbo decoder, which decodes the input signal using the parallel concatenated decoding scheme, which is also working with "posteriori" probability [5] .
The effort of the authors is the suggestion of using the chosen convolutional structures for safety-related applications. Therefore it is necessary to provide a quantitative safety assessment of the transmission based on the detailed codes analysis with focus on choosing the optimal connection regarding the Hamming distance d f ree , the safety interval between errors and the error probability calculation in the required bit error rate range by using the created model.
The results obtained can be used for generalization of knowledge and for creation of the methodology for verification of the correction properties of convolutional codes in compliance with standards for safety-related applications.
Safety Code Requirements for Safety-Related Applications
If the Safety-Related Electronic System (SRES) includes the information transmission between two and more safety-related devices, then the communication system is the integral part of the SRComS and it has to be proven that transmission on the output devices level is safe in compliance with standards, e.g. [6] and [7] . The requirement for the integrity of security against accidental failure is reported in European standards and as a Tolerable Hazard Rate (THR), which is taken as a parameter in the design of binding parameter when constructing, for example, railway security equipments, nuclear power plants or chemical plants. THR values are assigned to the Security Integrity Level (SIL) according to the international standard IEC 60 518. More can be found in [6] , [7] , [8] , and [10] .
It is known, that in order to increase the transmission quality, detection (or correction) techniques of transmission codes are used in protocols of conventional transmission systems for detection (or correction) of simple errors or clusters of errors. Although these transmission codes may be very effective, they may fail due to HW faults, interference from the external environment or the occurrence of systematic errors. These transmission codes in SRComS are considered untrustworthy. Therefore, it is required to use the additional safety code for detection of the Safety-Related Message (SRM) damage. Its position in the model of message transmission (Fig. 1) is in layer providing functions of transmission protection [8] .
In case of using a safety code, its ability to detect all expected types of errors with defined values of the detected errors probability has to be proven (proving the fulfilment of safety requirement related to the defined maximum value of the undetected errors probability). Although the standard [6] recommends using detection codes only, there are known applications from the set of block codes, such as [10] and [11] , which use coding structures of the correction codes with good properties. These codes accelerate the transmission and have advantageous properties, while its HW or SW implementation is based on its detection property only (e.g. Hamming or Reed-Solomon codes).
The requirements for choosing the safety code parameters depend on the required safety properties of the SRComS (especially on tolerable intensity or probability of undetected broken messages). If the SRComS is used for transmission of Safety-Related and also NonRelated Messages (SRM and SNRM), then these messages have to differ by their structure. The fulfilment of safety requirements, which are defined for SRComS, requires the safety code to have the ability to detect and appropriately react to typical faults of the untrustworthy transmission system. At least these failures or errors (causing the faults) have to be taken into account:
• interrupted transmission line,
• all message bits with logical 0,
• all message bits with logical 1,
• message negation,
• synchronization loss (in case of serial transmission),
• random errors in message,
• clusters of errors in message,
• systematic errors, e.g. repeated types of errors,
• combination of above stated failures, resp. errors.
The important request, which affects the choice of the safety code parameters, is the undetected (resp. uncorrected) error probability, so-called residual error rate of the code, which has to be under defined (required) level.
The trend in the safety-related applications, which presently use wireless technologies (open transmission system), is from the safety code point of view the using of codes with fast coding and decoding algorithm. In many cases, these are real-time applications with strong detection, resp. correction properties (especially in the case of applications with increased industrial interference). The idea of using well-proven correction codes from the non-safety application areas is also current due to the practical problems encountered with the block codes used so far (it is a group of cyclic codes working on the Cyclic Redundancy Check (CRC) principle). The main problems according to [10] are as follows:
• Code length -it is usually required to have the ability to secure messages of different length by one code. The most of the theoretical knowledge about the codes is bound to the certain recommended construct code lengths, which is mostly fulfilled in practice (abbreviated or expanded codes are used). It is important to note that the code of each length has specific detection properties and from that resulting safety properties.
• Minimal Hamming distance (d min ) is bounded by requirement that the code should detect errors to a certain multiplicity. Most codes detect simple (independent errors) and errors with i-th multiplicity (dependent errors -clusters). In practical applications, the d min is not always known and if it is known, so it is valid for code of certain construct length. If the code length is exceeded, d min may drop sharply.
• Detection of chosen error patterns -some types of errors can occur more often and therefore the code is required to detect them (e.g. repeated clusters of certain length, all bits "1" or "0" or message negation). Mostly, however, the probability of error patterns occurrence is unknown.
For these reasons, using the original convolutional structures or modified convolutional codes for real-time applications (after detailed analysis) is very interesting. However, it should be noted that the separation of the detection process from the correction process in case of MLD decoding is not as simple as in the case of block systematic codes using the syndromic decoding technique, although it is possible to reach the software solutions.
MLD Decoding-Based Convolutional Code Design in Safety-Related Applications
The basic objective is to analyse the correction properties of chosen convolutional structures via created model and modify the algorithm of MLD decoding. It is assumed that the Viterbi algorithm with hard decision principle is used. The aim is to remove error correction from the decoding process and keep the code usable in safety-related applications in compliance with standard recommendations [6] .
This approach is explained using a simple example of linear convolutional code with transfer function tf = [5 7] . It is an optimal connection regarding the maximal value of the free Hamming distance d f ree = 5, with correction properties of double errors cluster and with safety interval SI = 10 bits and if DW = 5 tact. The Trellis diagram for decoding this linear convolutional code with the coding rate r = 1/2 and redundancy R = 50 % is shown in Fig. 2 .
Let the data sequence 00 11 11 00 10 on the decoder input be influenced by the error sequence 00 00 10 00 00, which is artificially applied on the coded sequence (single error). According to the Viterbi algorithm, a path with better metrics is searched in every tact using the Trellis diagram. The path metrics with the lowest value determine the most probable path, corresponding to the input sequence (blue path in the Fig. 3 From the procedure stated above is obvious that the error was removed during the decoding. The decoding window parameter in original procedure is very important to achieve the optimal decoding. The higher the DW , the higher the probability of correct decoding and the higher the safety interval between errors. However, increasing the DW value slows the decoding process down [12] .
It has been empirically proven that in order to achieve the optimal code correction properties, this value is determined as follows:
where DW is size of decoding window or, in other words, the decoding depth, and L is the constraint length. Correction properties of encoders are often increased by increasing the constraint length L.
The proposed procedure for modification of the original decoding algorithm is based on the evaluation of metrics of each DW , while the path with zero metrics is determined. In case of different (higher) metrics during the SRM transmission an error occurred (an error was detected), the message has to be transmitted again. It is therefore necessary to use the Automatic Request Question (ARQ) mode for message repetition, which is standardly used in SRComS.
In the observed example of decoding the sequence (Fig. 2) , a path with zero metrics would not be found after DW processing (the best path in the example is with d = 1) and the receiver would issue a command for message repetition. It would be advantageous if both the original and the modified algorithm were processed and the results would be compared on the receiving side, thereby increasing the eliability of the transfer. The message would be evaluated as valid only if the two decoding algorithms match.
This proposed approach appears to be effective for shorter messages (the so-called short message format) where the telegram can be divided into fewer decoding windows to ensure system availability. In most cases, in SRComS (compared to conventional systems) it is a typical message format being used. If the message length is, for example, 2B, it is the short message format for safety profile used in the safety related applications that communicate via Common Industrial Protocol (CIP), so called CIPsafety [7] . The message length 16-bits and the processing corresponds to the two decoding windows after adding the padding. Regarding the transmission speed of decoding (tact) and simple algorithm (shift and mod2 function), it is a very fast process.
The modified procedure of decoding appears to be effective in safety related applications for the message length up to 4B. For longer formats, it is necessary to simulate the time dependences of the decoding for generated error patterns or to use the original algorithm after a detailed safety analysis, especially from the perspective of calculating the uncorrected error probability within the defined bit error range, to meet the tolerable rate of dangerous failures caused by electromagnetic interference.
Model Implementation
The correction properties of chosen convolutional structures were tested using a model. The model includes a data source (Bernoulli Binary Generator) Tab. 5: Results of SI for chosen optimal connections of encoders with the coding rate 1/2 and the constraint length L = 3, 5, and 8. generating bits with a defined rate, convolutional encoder/decoder (Convolutional Encoder, Viterbi Decoder) and a model of binary symmetric channel (Binary Symmetric Channel) [13] . Two functional blocks of the BSC are used. In the lower branch, the data goes directly to the function block BSC2, without using the safety code. In the upper branch of the model, data is initially secured by safety code and then goes to the block BSC1. In the dialog window of the BSC1, the error rate is set identically to BSC2. The outputs of both branches are compared with input data in the Error Rate Calculation ERC1 and ERC2 evaluators.
Type of error
The tests were performed in faulty and fault-free operation in compliance with the requirements for optimal connections of several linear convolutional codes with tf = [5 7], [23 35] and [247 371], while their correction properties considering the increasing constraint length L were examined. In the Tab. 6, these code parameters are stated: d f ree and the number of corrected errors p cor . The choice of encoder connections can be changed in the encoder/decoder dialog window by changing the transfer function. Different error patters (from single error up to error clusters of required length) were simulated in compliance with the requirements. The script for generating the clusters of length 2 up to 5 is shown in Fig. 3 . The cluster length is adjustable in the script. In the simulation realized in Matlab version 8.5 (also known as R2015a), we worked with the following types of errors a) -e) described in Tab. 5 and we used their periodic repetition at a chosen length of error sequence of 2000 bits. The safety interval determines the number of flawless symbols within the error sequence. The results of the safety interval are stated in Tab. 5.
The script allows to test the convolutional structures with inappropriate transfer function, so called catastrophic connections, which cannot be used in the form of safety code due to a dysfunctional MLD. For the simulated time transmissions of secured data, the safety interval between errors was examined. 
Results
The basis of the quantitative safety evaluation of the safety code is a detailed analysis of the error probability depending on the bit error rate and the subsequent dangerous failure rate calculation. In compliance with [6] , this function has to be monotonically increasing for all values of the bit error rate of the communication channel. For the error rate calculation, a script was created with the possibility of more detailed analysis of graphic dependencies. The results were compared with results obtained using the created model on the basis of time simulation of transmission. The uncorrected error probability for convolutional codes is possible to be determined using the signal graph. The procedure is shown for a linear convolutional code (2, 1, 2) with tf = [5 7] . This procedure can be generalized for any convolutional encoders defined by the state diagram and consequently a generally valid methodology can be created.
The procedure consists of these steps:
• Creation of the signal graph from the state diagram of convolutional code.
• Allocation of the D, L, N parameters to the signal graph connectors.
• Creation of the transfer function T (D, L, N ), which uniquely represents the code states and all paths for the transmission of binary sequence from the input to the output (it is expressed by an infinte geometric series).
• Creation of the geometric series sum of the transfer function.
• Exclusion of parameters of the transfer function, which have a unit value (simplification of the transfer function).
• Calculation of partial derivation of the transfer function according to the parameter N (exponent of the parameter affects the code correction properties).
• Application of the bit error rate p b for parameter D provided the BSC.
• Determination of upper border of probability of error event occurrence while using the MLD according to Viterbi.
• Analysis of the uncorrected error probability function depending on the p b (function has to be monotonically increasing for all observed values of the p b ).
• Determination, i.e. estimation of the fault messages number per hour (pessimistic estimation is that all received messages are faulty).
• Calculation of the tolerable dangerous failure rate
The signal graph for the example stated above is shown in Fig. 4 . The connectors of the signal graph are evaluated by the parameters D, L, and N , whose exponents are determined as follows: the power of parameter D determines the Hamming distance of the output code word from the zero code word, power of parameter L determines the number of branches in the path, and power of parameter N determines the weight of the input sequence (number of ones in the input sequence). Using stated parameters, it is possible to write the transfer function of the T (D, L, N ) code, which is determined by the infinite geometric series, Eq. (2).
The sum of this geometric series leads to Eq. (3). 
Let us denote the number of code paths when using the MLD, that are acquiring the weight j, as n j . Then it is possible to modify the Eq. (4) into Eq. (5) and the transfer function T (D) from Eq. (5) can be expressed by the sum Eq. (6) [5] .
Let us denote the error event occurrence probability when using the MLD according to the Viterbi p E . Let the error occurrence probability in the MLD process be p j . Then the error event occurrence probability for the number of paths n j with weight j is lower than the probability sum of all possible paths, that will merge in the signal graph with node (0).
The uncorrected error occurrence probability in one bit (p unc ) has to be lower, than the sum of all paths, that are given by the product of the total weight w j and the error probability during decoding decision p j (see Eq. (8)).
For convolutional codes with coding rate r = k/n, k symbols from each branch are decoded. In the observed example k = 1.
During the message transmission through the binary symmetric channel, the error probability when decoding decision p j is lower than Eq. (9).
where p b is the error probability of one element (bit) in the BSC channel.
According to the [7] the equation for upper border of the uncorrected error probability of one element (bit) is:
If in the Eq. (3) L = 1 and the Eq. (10) are applied for k = 1, we can calculate the error probability for one tact (1 path) in the DW .
After modification of the equation (Eq. (11)) for N = 1 and influence of the BSC, i. e.
1/2 , we get Eq. (12) .
The obtained results of the uncorrected error probability for the analysed connection of linear convolutional code with transfer function tf = [ The error rate of the analysed connection with the redundancy of 50% tf = [5 7 ] is comparable with the Hamming block code (7, 4) with redundancy of 42%. A graphical dependence of the uncorrected error probability for both encoders is shown in Fig. 6 . The uncorrected error probability of the Hamming code (7, 4) is calculated according to the (Eq. 13) [4] .
. (13) As already emphasized, the requirement for the use of a safety code in safety related applications is the monotonous growth of the error probability function over the entire bit error range pb ϵ (0; 2 -1 ). In our observed example of convolutional code with tf = [5 7] in Fig. 7 , the function is monotonically increasing. However, the error rate graph for the worse quality of the communication channel shows that there is a leap change in the uncorrected error probability. This could cause a critical error in applications with increased safety level when receiving the secured message. A graphical dependence of the uncorrected error probability with tf = [5 7] for the worse quality of communication channel is shown in Fig.  7 . 
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Conclusion
For safety-related communication, it is necessary to focus on the use of detection channel codes (which, in the case of error detection, require an automatic retransmission mode) or the use of correction code techniques.
In the case of binary transmission, the most frequently used block systematic codes (CRC, Hamming codes) have some disadvantages. Therefore, the authors have attempted to find a solution in a form of using the convolutional codes. These codes belong to group of correction codes and are used in a number of communication applications. The convolutional codes achieve reliable data transmission mainly due to a good burst-error correction ability.
When using the safety code in safety-related applications, it is necessary to quantitatively demonstrate the ability to detect all expected error types with a defined probability value of detected errors or to demonstrate the compliance with the safety requirement related to the maximum probability of undetected errors. The methods of assessing communication security are based on the modelling principle.
In this paper, we verified the proposed methodology for assessing the safety message transmission for the selected convolution structures via models in Simulink and using the created m-files in Matlab. To simulate error transmission over a communication channel, we used a binary symmetric channel model. The results obtained are generalized in the proposal for a methodology for assessing the safety of convolutional codes in accordance with standards for safety-critical applications. 
In this paper, we verified the proposed methodology for assessing the safety message transmission for the selected convolution structures via models in Simulink and using the created m-files in Matlab. To simulate error transmission over a communication channel, we used a binary symmetric channel model. The results obtained are generalized in the proposal for a methodology for assessing the safety of convolutional codes in accordance with standards for safety-critical applications.
