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Distributed consensus on minimum time rendezvous via cyclic
alternating projection
Hu Chunhe and Chen Zongji
Abstract— In this paper, we propose a distributed algo-
rithm to solve planar minimum time multi-vehicle rendezvous
problem with non-identical velocity constraints on cyclic di-
graph (topology). Motivated by the cyclic alternating projec-
tion method that can compute a point’s projection on the
intersection of some convex sets, we transform the minimum
time rendezvous problem into finding the distance between the
position plane and the intersection of several second-order cones
in position-time space. The distance can be achieved by metric
projecting onto the plane and the intersection persistently from
any initial point, where the projection onto the intersection
is obtained by Dykstra’s alternating projection algorithm. It
is shown that during the procedure, vehicles use only the
information from neighbors and can apply the projection onto
the plane asynchronously. Demonstrations are worked out to
illustrate the effectiveness of the proposed algorithm.
I. INTRODUCTION
In the past decades, a large amount of attention has been
devoted to coordinate control of multi-vehicle systems[1],
[2], [3]. The main object of coordinated control is to al-
low the multi-vehicle work together and coordinate their
behaviors in a cooperative fashion to achieve a common
goal efficiently. Multi-vehicle coordination control consists
of widespread research fields, including mission assignment,
formation control, rendezvous control, consensus and dis-
tributed estimation, etc. As a fundamental problem, ren-
dezvous control has attracted great deal of attention from
numerous researchers [4], [5], [6], [7], [8], [9]. Roughly
speaking, it gives the method to drives the vehicles to the
same location.
To achieve rendezvous with time-optimal cost becomes
attractive. The time-optimal rendezvous was firstly intro-
duced as the n-dimension phase space rendezvous problem
for linear systems in [10], [11], where the authors concluded
that the intersection of convex attainable collections is the
optimal rendezvous point. In the last decade, the majority
of minimum time rendezvous problems were concentrated
on physical entities (wheeled vehicles [12], unmanned aerial
vehicles (UAVs) [13], under water vehicles [14], spacecraft
[15], etc.). Naturally, the minimum time rendezvous can be
formed into a standard optimal problem with dynamics as
constraints and time as cost function, which has been solved
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by the maximum principle of Pontryagin [16], dynamic op-
timization [17], and nonlinear programming [14]. However,
those algorithms are difficult to solve, especially the two-
point value boundary problem, and rely on off-line centric
calculation.
The searching algorithm via level set methods in [12]
quantizes the entire 2D environment with arrival time for
each vehicle, and then a min-max method is applied for
the minimum time rendezvous point. A direct heuristic
search algorithm based on path planning is proposed in
[18], where the author analyzes two Dubins vehicles leader-
follower configuration. Searching methods provide a simple
description to the problem but require the knowledge of all
potential rendezvous points.
Most of the literatures mentioned above considered just
two vehicles, moreover, with one on a fixed known trajectory.
The minimum time rendezvous for multi-vehicle, namely
more than three vehicles, brings in new topics and becomes
a challenge in the distributed setting. The decentralized
algorithm for Dubins vehicles to a fixed rendezvous point
with the arrival angle as optimization variable is investigated
in [13]. The distributed consensus algorithm for identical
speed multi-agent time-optimal rendezvous has been studied
in [19], where the centers for the minimal enclosing ball and
minimal enclosing orthotropic are chosen as the rendezvous
point. Through distributed computation of the minimal en-
closing shapes, consensus control approach provides an
efficient solution.
This paper proposes a novel algorithm for minimum time
rendezvous problem with non-identical velocity constraints
for multi-vehicle in 2-D space. Velocity constraint is an
essential character for vehicles, especially for UAVs. When
different velocity constraints applied to different vehicles, the
conclusion obtained in [19] is no longer applicable here.
Studying the minimum time rendezvous problem we show
that, any vehicle with velocity constraint has a bounded
reachable distance in limited time which forms a second-
order cone in position-time space. Furthermore, the minimum
time can be acquired by finding the distance between the
position plane and the intersection of those second-order
cones belonging to the vehicles.
Our main result is the design of an algorithm based on the
alternating projection method for the distributed computation
on minimum time rendezvous point. Alternating algorithm is
widely applied to optimal approximation, e.g.,solving linear
system [20], linear programming [20], signal processing [21]
and even Sudoku puzzle [20].In our algorithm, we utilize
Bregman’s alternating projection to obtain the distance rep-
resent the minimum time aforementioned. During the proce-
dure, the metric projection onto the intersection is necessary,
so we employ another projection algorithm−Dykstra’s alter-
nating projection as the intermediate procedure. We show
that in our algorithm, vehicles can have the consensus on the
minimum time rendezvous point with only the information
from neighbors on a cyclic interaction topology. Although
only the 2-D space assumption has made in this paper,
the algorithm can be easily extended to higher dimensions
rendezvous problem.
This paper is organized as follows. In Section II, we intro-
duce the minimum time rendezvous problem and the methods
of alternating projection. Section III presents the geometric
description on the problem and proposes the distributed
algorithm on minimum time rendezvous. Demonstrations are
provided as the proof of algorithm’s efficiency in Section IV.
Finally in Section V, conclusions are provided.
II. PROBLEM FORMULATION AND PRELIMINARY
A. Minimum time rendezvous with velocity constraints
In this section, we will introduce the problem of planar
minimal time rendezvous with different velocity constraints.
Multi-vehicle rendezvous problem focuses on the task that
how the vehicles can come together in centralized or decen-
tralized manners. In [19], the authors introduced a identical
speed minimum time rendezvous problem, which can be
explained as following:
min
x,y
{
max
i
‖(x, y)− (xi, yi)‖
}
, (1)
where (x, y) , (xi, yi) i ∈ 1, 2, 3, . . . , N represent the
position of some point p and vehicle i respectively and ‖·‖
is the norm. With the homogenous velocity assumption, the
optimal solution consists of moving toward the center of the
minimal enclosing ball(bound on L2 norm) or toward the
center of the minimal enclosing orthotope (bound on the
infinity norm) of the points located at the initial position
of the vehicles.[19]
However, if vehicles have non-identical velocities, the
points mentioned before are no longer the proper minimum
time rendezvous points. This can be attributed to following
simple example. Consider two vehicles with initial points
(x1, y1) and (x2, y2) in a 2-D Euclidean space. If two vehi-
cles are at equal velocities, the middle point
(
x1+x2
2 ,
y1+y2
2
)
between these two vehicles is the minimum time rendezvous
point, which is indeed the center of the minimal enclosing
ball or the minimal enclosing orthotope. If the vehicles have
different velocities v1, v2, the minimum time rendezvous
point becomes
(
v1x2+v2x1
v1+v2
, v1y2+v2y1
v1+v2
)
.
Therefore, we have to transform the minimum time ren-
dezvous problem for multi-vehicle into
min
x,y
{
max
i
‖(x, y)− (xi, yi)‖
vi
}
, (2)
where (xi, yi) i ∈ 1, 2, 3, . . . , N and vi are the initial point
and the velocity of vehicle i ∈ 1, 2, 3, . . . , N respectively
and (x, y) is an arbitrary point.
We make further assumptions to this min-max problem in
distributed setting:
Assumption 1: The vehicles can not start from the same
position and each vehicle i has fixed velocity vi > 0, i ∈
1, 2, 3, . . . , N .
Assumption 2: The vehicles are memoryless except for
the initial position and can only access their own state
including position and velocity without interaction.
Assumption 3: The communication between the vehicles
is limited in a cyclic digraph interaction topology. Without
loss of generality, the interaction sequence is according to the
number assignment to the vehicles, i.e., vehicle i receiving
information from i − 1 ,i ∈ 2, 3, . . . , N and vehicle 1
receiving from N .
Under the assumptions, each vehicle receives the estimate
to the rendezvous point from the previous one, executes
calculation and sends to the next.
B. Convex sets intersection seeking method via Alternating
Projection
Alternating projection algorithm is a type of geometric
optimization method. Through iteratively orthogonally pro-
jecting onto finite many Hilbert spaces successively in cyclic
setting, the limit to the projection sequence provides an
approximation of the initial point to those spaces.
Bregman’s alternating projection, known as Bregman’s
algorithm or Bregman’s method designed for closed convex
sets is always used to obtain a point in the intersection of con-
vex sets. In considering two convex sets without intersection,
Bregman’s algorithm achieve the distance between the two
sets [22]. Following theorem provides detailed descriptions.
Assume there are two convex sets A,B ⊆ Rn, and
PA (·) , PB (·) denote projection on A and B, respectively.
We have the following theorem on above sequences:
Theorem 1: [1] Let A,B ⊆ Rn be closed convex sets and
{an}
∞
n=1,{bn}
∞
n=1 be the sequences generated by alternating
projection onto A and B from any intimal point x0 ∈ Rn:
an = PA (bn−1) , (3)
bn = PB (an) , (4)
a1 = PA (x0) . (5)
1. If A
⋂
B 6= Ø,
an, bn → x
∗ ∈ A
⋂
B. (6)
2. if A
⋂
B = Ø,
an → a
∗ ∈ A, bn → b
∗ ∈ B, (7)
where ‖a∗ − b∗‖ = dist(A,B).
Ordinary alternating projection can only achieve some
point arbitrarily on the intersection but not the orthogo-
nal projection, so we employ another variant projection
algorithm−Dykstra’s alternating projection. This method is
usually employed to the problem
minimize
x∈R
‖x− r‖
2
subject to x ∈
n⋂
i=1
Ai, (8)
which provides the best approximations to the sets.
Recently, Dykstra’s algorithm has been extended to solve
least-squares [23], convex optimization [24], etc..
Dykstra’s alternating projection implements correction at
each projection to Bregman’s method by subtracting the
variable, i.e., increment. Following theorem provides detailed
descriptions.
Theorem 2: [1] Let A1, A2, . . . An ⊆ Rn be the closed
convex sets with nonempty intersection. Given x ∈ Rn
iterate by
xin := PAi
(
xi−1n − I
i
n−1
)
, (9)
Iin := x
i
n −
(
xi−1n − I
i
n−1
)
, (10)
x0n := x
r
n−1, (11)
with initial values x01 := x, Ii0 := 0 then
xn → P⋂n
i=1
Ai (x) . (12)
III. ALGORITHM
In this section, we will firstly transform the minimum time
rendezvous problem into searching for the distance between
the zero-time plane and the intersection of several second-
order cones. Secondly, the problem is handled with a 2-step
alternating method in distributed setting.
A. Problem based on geometric description
The minimum time cost by vehicle i from the initial
position (xi, yi) with speed of v to any specific position
p : (x, y) in the 2-D plane is
ti (x, y) =
‖(x, y)− (xi, yi)‖2
vi
. (13)
Note that in the minimum time rendezvous problem (2),
max
i
‖(x,y)−(xi,yi)‖
vi
is the point-wise maximum to (13). From
[25], we know that because (13) is convex in position, the
epigraph of the point-wise maximum corresponds to the
intersection of epigraphs of (13):
epi
{
max
i
(ti (x, y))
}
= ∩
i
epi {ti (x, y)} . (14)
Since the potential arrival time t to any position must
be equal to or larger than the minimum time, the epigraph
of (13) is the potential arrival time. The potential time for
vehicle i to any positions forms a second-order cone in
position-time space,
Ci : t = epi {ti (x, y)} ≥
‖(x, y)− (xi, yi)‖2
vi
, (15)
with the initial positions as apexes and vi as the slope of the
generatrix.
Applying (14) and (15) to the original problem (2), we
can transform (2) into,
min
x,y
⋂
i
Ci. (16)
Therefore, the minimum time rendezvous point becomes the
lowest point of the intersection of the cones. In other words,
the minimum time is the distance between the intersection
and the zero-time plane in the position-time space.
B. 2-step seeking method
From the discussions in Section II, we know that Breg-
man’s alternating algorithm is employed to achieve the
distance between two disjoint convex sets. Beside zero-
time plane, the intersection in (16) is also a convex set,
because the intersection of a finite number of second-order
cones is convex. Furthermore, rendezvous time for vehicles
starting from different points must be larger than zero, and
consequently there is no common point in the zero-time plane
and the intersection. Therefore, the Bregman’s alternating
algorithm is absolutely applicable here to find the distance.
Nevertheless, during this procedure, Bregman’s algorithm
requires the orthogonal projection from a given point onto
the intersection, which is difficult to obtain especially in dis-
tributed setting. Dykstra’s alternating projection in Theorem
2 provides an efficiency method to such problem. As men-
tioned before, we are about to engage Dykstra’s algorithm
as the intermediate procedure in Bregman’s algorithm.With
cyclic digraph interaction topology, the vehicles utilize Dyk-
stra’s algorithm to reach consistency on the projection onto
the interaction and Bregman’s algorithm to ensure consensus
on the minimum time rendezvous point.
The algorithm is detailed in the following table.
Algorithm: 2-steps alternating projection
xt0 = xinit(i) {Initial guess from vehicle’s start position}
yt0 = yinit(i)
tt0 = 0
It0 =
[
0 0 0
]
{Initial increment}
For l = 1 To MaxIteration Do
If vehicle number i 6= 1 Then {If not the first vehicle}
(xpre, ypre, tpre) = ReceivePrevious (i− 1)
{Vehicle 1 receive information from the last one}
Else
(xpre, ypre, tpre) = ReceivePrevious (LastV ehicle)
{Receive information from previous vehicle}
End If
(x0, y0, t0) = cone projection ((xpre, ypre, tpre)−Itl−1,
xt0, yt0, v)
Itl = (xtl, ytl, ttl)− [(xpre, ypre, tpre)− Itl−1]
{Dykstra’s alternating projection method}
If mod (l, BregmanFrequence) = 0 Then
{Time for proceeding Bregman’s alternating projection method}
Itl = (0, 0, 0) {Reset increment and time to zero}
ttl = 0
If i 6= 1 Then {Vehicle 1 conduct Bregman’s alternating
projection to zero time plane}
xtl = 0
ytl = 0
End If
End If
SendtoNext (xtl, ytl, ttl) {Send the projection point to next
vehicle}
End For
The function ’cone projection’ in the algorithm is used to
obtain the projection onto a cone.
Cone Projection Function: (x0, y0, t0) = cone projection
((xpre, ypre, tpre)− Itl−1, xt0, yt0, v)
Input:Target Position p and time t for projection,the cone’s apex p0,
the slope of the generatrix (vehicle’s velocity) v
s = norm (p − p0) {Euclidean distance between original position
to apex}
If ((s− abs (v ∗ t)) > 0) Then {Projection onto the surface of the
cone}
pp = (p − p0)
(v2s+vt)
(v2s+s)
+ p0
tp =
(vs+t)
(v2+1)
Else If (s <= vt) Then {Original point inside the cone}
p p = p {Projection the same as original}
t p = t
Else If (s <= −vt) Then {Projection onto apex}
p p = p0
t p = 0
End If
(xpre, ypre) = p p {Distribute position to components}
tpre = t p
Return (xpre, ypre, tpre)
Remark 1: The frequency of Bregman’s alternating pro-
jection applied to the vehicles ensures the converge speed,
and the frequency of Dykstra’s alternating projection guar-
antees the accuracy.
Remark 2: When the items ’BregmanFrequence’ in Algo-
rithm 1 are set differently for the vehicles, vehicles execute
in an asynchronous setting. Although this configuration may
seem to damage the cooperation, algorithms still function
well, and the results are given in the next section.
IV. SIMULATION
To illustrate efficiency of our algorithm, we provide fol-
lowing demonstrations. Consider five vehicles, whose ini-
tial positions and velocities are (0m, 0m), (100m, 20m),
(150m, 200m), (50m, 50m), (20m, 170m), and 5m/s,
7m/s, 10m/s, 6m/s, 4m/s, respectively. The minimum
time rendezvous point is (50m, 66m) and the time is
16.6667s.
We apply our algorithm to those 5 vehicles in following
two scenarios. In the first scenario, the five vehicles know
how many iterations have been proceeded, and process
the Bregman’s projection (i.e., make the increments reset
to zero) simultaneously. The second scenario studies the
asynchronous case, where the agents have their own clock
to reset the increments.
A. Scenario I: Simultaneous Bregman’s projecting
Fig.1 shows the position evolution history during the
interactions between the vehicles. Fig.2 presents projection
points in position-time space. Five vehicles can all obtain the
minimum time rendezvous point, the circle in the figures. As
shown in the Fig.2, the line oscillates, because the Bregman’s
alternating projection switches between the x-y-0 plane and
the intersection of the cones, and finally the oscillate between
the two points yield the distance, or the minimum time.
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Fig. 1. Trajectory of the agreements to the rendezvous point in x-y plane.
0 20 40
600
50
100
0
5
10
15
20
25
X−Position (m)Y−Position (m)
Ti
m
e 
(s)
Fig. 2. Trajectory of the agreements to the rendezvous with time.
Fig.3 and Fig.4 present the errors to the actual minimum
time rendezvous point, (50m, 66m), during the procedure.
In Fig.3 the Bregman’s projection is applied every time
after the Dykstra’s projection proceeds 50 cycles, and in
Fig.4 100 cycles. As the results shown, the frequency of
Bregman’s projection applied not only affects the convergent
rate but also the accuracy. This is due to the fact that
reducing the frequency of Bregman’s projection means more
Dykstra’s projection would be used, and more accuracy
of the projection onto the intersection of the cones would
be achieved. Conversely, Bregman’s projection will quickly
approach the solution with a rough estimate.
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Fig. 3. Error to the real minimum time rendezvous point with low
frequency Bregman’s projection.
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Fig. 4. Error to the real minimum time rendezvous point with high
frequency Bregman’s projection.
B. Scenario II: Asynchronous Bregman’s projecting
In this scenario, we let vehicle 1 reset its increment to
zero every 50 cycles, vehicle 2 and 3 every 40 cycles, and
vehicle 4 and 5 every 75 cycles. This setting will result in
error on increments in the procedure of Dykstra’s projection.
As shown in Fig.5, the errors also converge to zero
with around 2000 times interactions, about the same as the
simultaneous case. Fig.6 illustrates the increment of time
changes when the algorithm is applied. Although different
frequency of reset is employed, the increments perform as if
a global synchronous clock triggers Bregman’s projection.
We speculate this as the result of nonlinear interactions
within the vehicle.
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Fig. 5. Error to the real minimum time rendezvous point with asynchronous
Bregmans projecting.
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Fig. 6. Increments of each vehicle when asynchronous Bregmans
projecting applied.
V. CONCLUSIONS AND FUTURE WORKS
We have proposed the distributed algorithm on multi-
vehicle minimum time rendezvous point seeking which is
composed of the Bregman’s and Dykstra’s alternating pro-
jection method. We have shown that the distance between
the position plane and the intersection of the second-order
cones is the minimum time for rendezvous, and the point
on the plane that achieves the distance is the minimum time
rendezvous point. The Bregman’s alternating projection was
used to obtain the distance by consistent projections onto the
plane and the intersection of the cones. Dykstra’s method
guaranteed the vehicles with cyclic digraph interaction net-
work had consensus on the projection of the point onto
the intersection of the cones and only the communication
with the neighbor is applied. The frequency of Bregman’s
alternating projection applied to the vehicles ensures the
converge speed, and the frequency of Dykstra’s alternating
projection ensures the accuracy. The increments should be
reset to zero after the procedure of cyclic Dykstra’s method,
but the demonstration result showed that the vehicles could
make the prediction on when to apply Bregman’s projection
and reset the increment asynchronously. We believe the
ability of asynchronous is linked to the characteristics of the
alternating projection. This leaves the question of robustness
of asynchronous open. In future research, we will analyze
asynchronous character, and consider the interaction network
with loose constraints.
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