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1 INTRODUCTION 
By the word primary steel processing, we mostly understand continuous casting, 
centrifugal casting but also hot and cold rolling. Heat transfer is the most 
characteristic and prevailing process for all of them, which may be attended by other 
side processes such as solidification, mechanical deformation, oxidation, and so on. 
To ensure perfect quality of final products the cooling control is naturally desirable. 
It requires the cooling intensity to be optimized. In majority cases the needed 
cooling is provided by arrays of nozzles in that the operating fluid is the most 
frequently water but also mixture of both, air and water, and last but not least 
different emulsions supporting better lubrication of working surfaces. In particular, 
it is the cooling intensity that is responsible for the final quality of product, and thus 
the cooling system should be reasonably designed in terms of not only suitable 
cooling but also energy savings. Essentially, four different ways can be used to 
design a cooling system. Designers often rely on their own experiences and proceed 
intuitively.  Another way is the using of some of plenty correlations that were put 
together based on experimental data and allow to calculate heat transfer coefficient 
as a function of flow parameters. However, those correlations are always restricted 
to a certain range of selected parameters, hardly ever account for more than one 
nozzle or even curved surfaces. The most sophisticated and precise method is 
seemingly a laboratory experiment and the consequent inverse task, which is capable 
of the thermal boundary condition reconstruction. Performing of experiments is 
however economically and energy demanding  and that’s why it gives a chance to 
Computational Fluid Dynamics that are capable of simulating fields of velocities, 
pressures, temperatures numerically provided boundary conditions are correctly 
defined and appropriate models are employed. It is CFD that is the background of 
this thesis and hopefully brings new pieces of knowledge into cooling problems 
solved numerically with the help of CFD methods. 
 
1.1 OBJECTIVES OF THESIS 
The main objective is to deal with the description of several cooling processes 
numerically namely using the commercial CFD software Fluent. Here, it could be 
further assigned to two categories. The first category should cover the microscopic 
point of view i.e. a single droplet approaching, hitting and spreading on a hot 
surface. The second category should comprise heat transfer simulations of an entire 
jet emanating from a particular nozzle. The solid jet and the flat fan nozzles were 
chosen as representatives to be simulated. Type of the solid jet nozzle was chosen 
from experimental paper work of other researchers in order to allow for verification 
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of calculated data. However, the selected flat fan nozzle can be found in the real 
continuous slab caster as a basic cooling unit in the secondary cooling system.  
Imagine a hot steel plate of the thickness in order of millimeters or centimeters 
with one side exposed to a spraying jet that involves a very intensive cooling. 
Thermal boundary condition in the jet footprint and surroundings is naturally 
unknown, time dependent and changes along with surface temperature, flow 
parameters and physical properties of the operating fluid. On the other hand, other 
thermal boundary conditions around are either usually known or can be easily 
defined considering some simplifying assumptions e.g. an adiabatic wall etc.  
The computational domain must be extended to fluid region i.e. the region where 
the jet is spraying, so that the heat transfer can be solved using CFD methods. The 
extension must be sufficient enough in order to define accurate boundary conditions. 
In solid region it is only the equation of unsteady heat conduction to be solved 
whereas in fluid region it is Navier-Stokes equation modified for two phase flow 
that has to be primarily solved along with continuity equation. Further, there are 
energy equation and equations for turbulent properties in fluid region. Fluid region, 
which is described by several partial differential equations, is obviously more 
complicated in terms of numerical schemes than solid region described only by a 
single diffusion equation. According to underlying physics and flow nature the most 
suitable multiphase model can be selected that is however still rather general and has 
to be concretized via extra subroutines. 
 
1.2 DESCRIPTION OF MULTIPHASE MODELS 
Three absolutely different multiphase models were used to describe physics of the 
foregoing objectives. Basic principles of these models are briefly summarized 
below. 
The Volume of Fluid method (VOF) is the first multiphase model, which belongs 
to so-called interface tracking methods (e.g. the front-tracking method, the Level-Set 
method, the boundary integral method, the Second Gradient method etc.) and is able 
to capture the actual position of interface. In other words, it does not enable to 
simulate the flow of dispersed phase. The color function F stands for the basic idea 
of the VOF model and represents the fractional volume of the cell. F = 1 means that 
the cell is occupied by the fluid, while a zero value indicates that the cell contains no 
fluid. Cells with F values between zero and one must then contain free boundary. 
The function F can be expressed as the following 
cell
sp
V
V
F =
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where Vsp is the volume of the secondary phase within the cell with the volume of 
Vcell. The scalar function F is tracked either implicitly i.e. additional transport 
equation is solved or is evaluated explicitly. Besides, the continuity and the 
momentum equations must be solved simultaneously. Both terms on left side of the 
continuity equation contains the function F in the numerator. The VOF model is 
well-known and widely used since it is mass conservative and robust, but it also 
suffers from several bottlenecks. For transverse flows or triangular meshes it may 
suffer from interface smearing. It requires nearly one order lower computational 
time step to satisfy stability condition. The basic stability condition originally 
proposed by Brackbill has the following form 
 
 
It should be noted that in literature (Vigneaux) different stability condition can be 
found for low Reynolds flows; hence, using the Brackbill’s stability condition is 
ambiguous. For many interfacial flows Capillary forces cannot be neglected. 
Whether surface tension effects are important or not can be judged by Capillary and 
Weber numbers. In the VOF model surface tension is modeled via the Continuous 
Surface Force model (CSF), which as shown later can fail or even cripple the main 
flow. Surface tension force is naturally applied as a volume source and interface 
normals and curvatures are calculated from the gradient of rather stepwise color 
function F.  
Considering the description of the first multiphase model, the VOF model, as 
completed, several words can be mentioned on the second multiphase model. Unlike 
the VOF model, the Euler-Euler model handles two or more phases as miscible 
fluids with one phase denoted as a primary phase and the rest denoted as dispersed 
phases. The momentum and the mass balance are calculated for each phase 
separately. When the flow is turbulent, it is also possible to solve turbulence 
separately for each phase. The interphase momentum exchange is provided via 
volume source terms for accompanying forces such as the drag force, the lift force 
etc.   
As regards the third multiphase model, the Discrete Phase model (DPM), the 
continuous phase flow is solved by the time-averaged Navier-Stokes equations, 
while the dispersed phase is treated as a large number of particles, droplets that are 
tracked through the whole computational domain and can exchange momentum, 
mass and energy with the continuous phase. The basic form of continuity and 
momentum equation for the continuous phase remains the same except of one term. 
It is the term corresponding to momentum exchange between the continuous and the 
3
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dispersed phase. The trajectory of droplets is calculated by integration of the force 
balance on each particle mass in a Lagrangian frame of reference. In Cartesian 
coordinates this force balance is written as 
( ) ( )ρρ
ρ
−+−= p
p
i
DiiD
di guuF
dt
du
 
where FD is the drag force and the second term on the right side accounts for the 
gravity force and the buoyancy force. The flow of the continuous flow influences the 
flow of the dispersed phase and vice versa i.e. it is coupled. Regarding the heat 
transfer, in the case of the continuous phase the transport equation for enthalpy is 
solved. On the contrary, the temperature of each particle is constant throughout and 
is given by a simple ordinary differential equation 
( )ddDdpd TThAdt
dT
cm −=
∞
 
where the right hand side determines the actual physics of particle heating. For 
example, this equation denotes a convective heating. Besides, other heating laws for 
different heating mechanisms such vaporization, boiling can be considered.  
 
2 SINGLE DROPLET SIMULATIONS 
Originally, the plan was to simulate a single droplet impinging onto a hot surface, 
the consequent spreading of the droplet, and most importantly the distribution of 
heat transfer coefficient (HTC) dependent on radial position and time. Note that the 
most of nozzles for cooling purposes produce very fine droplets (SMD~100 µm). 
Therefore, droplets of this size were of interest. However, for such a small droplet 
problems related to modeling of Capillary forces were detected and thus, the original 
schedule was partially modified to the flow study of free-falling droplet and the 
closely related surface tension modeling. 
 
2.1 THEORY  
Momentum is generally transferred between both, air and water phases, through 
mass transfer interphase drag, lift, gravity and buoyancy. The lift force is important 
when the density of droplet is much lower than density of ambient, e.g. bubbly 
flows. Hence, the lift force can be neglected. Further, buoyancy force can be also 
neglected due to very low density of air. Then the force balance on the droplet can 
be written as:  
 
 
2
2vACmg
dt
dv
m gD ρ−=
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where CD is the drag coefficient. In general, the drag coefficient CD is a function of 
particle shape and its orientation with respect to the flow, Reynolds number, 
turbulence level and Mach number. 
Here, a new drag law was suggested based on experimental data and is valid up to 
Re=1000. The correlation is as follows: 
)2983.3log(Re)04833.0exp(Re 29116.0 +⋅⋅= =DC
 
The equation for the force balance was solved using the Runge–Kutta method in 
Matlab and calculated acceleration and corresponding velocities were used to verify 
simulations. Two droplet diameters were considered (2mm, 0.2mm). Besides 
velocity behavior, terminal velocities (6.37m/s, 1.8m/s) were calculated 
respectively.  
 
2.2 TERMINAL VELOCITY OF DROPLET, CFD 
Here, simulations were supposed to prove whether the VOF model along with the 
CSF model is able to calculate terminal velocity of droplet. This task was solved in 
the droplet frame of reference, which in simple terms means that the droplet was 
motionless and air flowed around the droplet. The velocity of far field was then the 
terminal velocity of droplet. The advantage of this model is that there is no need for 
the dynamic mesh refinement since the droplet remains at the same position. 
Moreover, mesh can be precisely refined in regions of steep velocity or pressure 
gradient. The terminal velocity of 6.56 m/s was calculated for 2mm droplet that 
agrees quite well with the ODE solution. In the case of 0.2mm droplet, the terminal 
velocity did not converge to a single value, but rather oscillated between 1.8–
2.0 m/s. As shown later the CSF model was the responsible factor. Mesh, contours 
of velocity and path lines for the 2mm droplet are illustratively shown in Fig.1. Due 
to the shear stresses in the vicinity of the interface, the water circulated with the 
maximal axial velocity magnitude of 0.2 m/s and the wake of the length nearly of 
5 mm is formed behind the droplet. 
 
2.3 VELOCITY FIELD INSIDE AND OUTSIDE DROPLET, CFD 
A short excursion was made to seek for an easier and faster way of simulating 
velocity and pressure field outside and inside the droplet. The speedup consisted in 
using only single phase model and steady solver. Considering the spherical droplet, 
the interface was represented by a rigid wall and the momentum exchange through 
the interface was provided via user defined functions. Simulations were more than 
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20 times faster than the aforementioned VOF calculations and results were in good 
agreement.  
 
Fig.1  Mesh and velocity field around 2mm droplet at terminal velocity 
 
2.4 DROPLET ACCELERATING IN GRAVITY FIELD 
Here, a special procedure for dynamic mesh refinement along the droplet interface 
was developed and the effect of surface tension on the droplet acceleration was 
numerically studied. The initial velocity of droplet was zero; thus, the capillary 
forces and the gravity force were the only forces acting on droplet. Both droplets 
were simulated (2.0, 0.2 mm). Since only a very short time interval was simulated 
(0.05 s), the actual acceleration was constant i.e. there was a linear growth in droplet 
speed. The case with 2mm droplet fitted quite well the reality; however, the finer the 
mesh was the smaller the acceleration was. In the case of the 0.2mm droplet, the 
droplet even did not start falling but rather kept on vertical fluctuating around the 
position. When the surface tension was lowered enough, the droplet started falling, 
but only when the surface tension was turned on, the results followed the reality. In 
here, some bottlenecks of the surface tension model (CSF) were detected and 
studied later. 
 
2.5 STUDY ON SPURIOUS CURRENTS 
The purpose of this study was to observe the behavior of a 2mm droplet patched 
in the center of square domain assuming the Capillary force to be the only force 
acting on the droplet. Simulations with four different mesh densities were 
performed. For each case two different stability conditions were respected. The first 
g 
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one was the original Brackbill’s stability condition. The second more restrictive one 
was originally published by Vigneaux, who suggested it for low Re flows. Results 
were evaluated in terms of mean and maximum velocities detected within domain at 
dimensionless time τ. The choice of lower time step defined according to Vigneaux 
had negligible effect on spurious currents generated within domain. However, the 
mesh size significantly affected the flow. The finer the mesh was, the higher the 
velocities were calculated. Maximum velocities were about 0.2 m/s, whereas mean 
velocities were about 0.05 m/s excluding air cells from calculation. The fundamental 
findings can be summarized into one sentence. For fine grids the CSF model 
diverges with mesh refinement. As a next step procedures for calculation of normals 
and curvatures were inspected. 
 
2.6 INTERFACE NORMAL, CURVATURES AND SURFACE TENSION AS 
SOURCE TERM 
Four different approaches were employed to calculate interface normals. First two 
approaches simply calculated normals from gradient macro C_VOF_G(c,t) and 
reconstructed gradient macro C_VOF_RG(c,t) available through UDFs. The third 
approach was the ALE-like scheme, which is most likely the same as the second 
macro mentioned above. Unlike the macros, the using of this approach required a 
knotty user defined functions, since accessing of for neighboring cells was 
necessary. Even more complicated functions had to be used in the last approach 
employing so-called Height Functions. Height Functions were constructed within 
each cell containing interface with help of either horizontal (3x7 cells) or vertical 
(7x3 cells) stencil. The accuracy of those four procedures was assessed with the help 
of maximum and mean deviation of calculated normal from the actual normal. The 
most accurate results were gained by using the HF approach. The maximum 
deviation was 0.76°, while the mean deviation was only 0.26°. On the contrary, the 
worst results were obtained with the gradient macro C_VOF_G(c,t). The maximum 
deviation was 5.0°, while the mean deviation was only 1.74°. HFs can obviously 
capture normals to interface more precisely than standard procedure simply based on 
gradient of the color functions F. Besides interface normals, it was also important to 
calculate curvatures. It was done only for normals calculated using ALE-like scheme 
and HF approach. In most of interface cells, ALE-like scheme gave satisfactory 
results within error of 1%; however, in some cells errors were even higher than 
100%. The HF approach again showed better capabilities. In most normal directions 
to the mapped mesh errors were insignificant, but in transverse direction it was still 
nearly 40%.  
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In here, a new method for curvature calculation was imposed. Knowing normal 
previously calculated using HFs, the interface can be reconstructed using piecewise 
linear elements. In 2D, each linear element has two intersection with corresponding 
cell faces. These intersections within the current interface cell and also intersections 
within two neighboring cells are used to construct three circles from three points. 
Circle centers are then identified, averaged into one value, and new curvature 
corresponds to reciprocal value of distance from the circle center to the current 
interface cell.   
In FVM based methods the surface tension must be applied as a volume source 
term even though it acts as a surface force. In the CSF approach the source term is 
rather non-zero even outside the interface because it comprises the color function F. 
The advantage is that the volumetric force is now evenly distributed along interface 
no matter the grid orientation; the exact position of interface is not needed. The 
disadvantage is that there is not the prompt jump in pressure across the interface and 
as issued here, parasitic currents occur especially in cases with high density or 
viscosity ratios. Therefore, a new model was suggested which comprised the 
reconstructed length of interface. The main idea consisted in imposing the surface 
tension at a virtual interface that was created by shifting the actual interface either 
into the denser phase or into the more viscous phase depending on whether the 
density or the viscosity ratio is more important. The shift was as small as possible, 
but big enough to ensure the position of virtual interface entirely in cells containing 
only one phase.     
 
3 SIMULATIONS OF JETS, ATOMIZED JETS 
Generally, when the jet emanating from an arbitrary nozzle either does not 
undergo a breakup into fine droplets or it breaks into large liquid bunches at the 
most, then one of free surface tracking methods should be certainly used. On the 
other hand, when the ultimate breakup is expected e.g. for high Weber numbers, 
then it is commonly mandatory to employ multiphase models for miscible phases 
such as the Euler-Euler or the Euler-Lagrange model.  
 
3.1 SOLID JET 
The solid jet of 2mm diameter impinging onto hot cylindrical surface (diameter of 
6 mm) was simulated for flow rate of 1.2 l/min. The corresponding outlet velocity 
was 6.4 m/s. The nozzle-to-wall distance was 10.6 mm.  
The k-epsilon model was used to capture turbulence, although the RNG model is 
generally not recommended for flows with significant streamline curvatures, swirl 
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and rapid changes. It was preceded by the tuning of turbulent Prandtl number Prt, 
which directly influences the effective thermal conductivity. This model constant Prt 
was set based on simulations of flow around a horizontal plate and credible 
correlations for Nusselt number. The default value 0.85 had to be replaced by 1.3 in 
order to fit correlated data.  
Concerning the solid jet, first simulations were performed for thermal boundary 
condition that led only to the conductive and the conductive heat transfer i.e. no 
phase changes could occur. The constant heat flux of 398kW/m2 was set on the 
impact wall. When a jet impinges a wall, the flow near the jet axis undergoes 
relaminarization and in a certain distance the transition back to turbulence takes 
place again. In this case, the exact position of the transition was found based on 
literature survey. The following model thus accounted for the transition from the 
laminar to the turbulent flow. In Fig.2 nearly the entire computational domain is 
shown, where contours of velocity are shown along with distribution of heat transfer 
coefficient. Red dots stand for experimental data, whereas orange and yellow curve 
represent results from simulations. Results are in a very good agreement. 
 
Fig.2 Spreading of unconfined water jet on hot wall with illustrative trend of HTC; 
contours of velocity magnitude [m/s]; red points (Wu’s experiment), orange curve 
(calculation with k-epsilon model), yellow curve (accounts for transition to turbulence) 
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In the next step, a new model was suggested to account for the film boiling. The 
vapor layer was expected to be continuous with time independent thickness. The 
first occurrence of the vapor layer was expected when the liquid reached the 
temperature of 150°C as claimed in literature. This model was drafted for the steady 
state solver; therefore, the main assumptions are: the thickness of vapor layer is time 
independent and only film boiling can occur i.e. condensation cannot be modeled. 
The UDF was designed to calculate vapor mass and energy sources for continuity 
and energy equation. The algorithm was designed as follows. Firstly, the closest cell 
to the jet axis near impact wall with temperature of 150°C was detected. Since the 
vapor layer formation was expected to start inside this cell, the vapor mass source 
term was imposed. Secondly, vapor flow rate through the outlet boundary condition 
was checked every each iteration. As soon as it was the same as the sum of vapor 
mass sources, new source terms were imposed in downstream cell and the algorithm 
looped until interface had the saturation temperature. The procedure is schematically 
shown in Fig.3. 
 
Fig.3 Illustrative outline of looping algorithm for deriving source terms 
 
Besides, another model for film boiling was developed based upon work by 
Welch and Yuan. Unlike the aforementioned approach, here, the vapor layer can be 
continuous, but it can also oscillate and even break into small bubbles. Both, 
evaporation and condensation could be simulated. Source terms were either imposed 
in cells containing interface or in cells adjacent to the hot wall. Within each of these 
cells the heat flux was calculated using the following expression: 
]/[/ 2mWnn
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Knowing the heat flux, the basic mass source term is given by the next formula: 
  =
∙

∙
 
where A is the area of interface demarcated by cell faces. The latent heat is denoted 
by L. Finally, the cell volume is labeled as V. Other related source terms come out 
from this source. 
In addition to the VOF simulations, the Euler-Lagrange model was used instead. 
First, the only the cold flow was studied in terms of velocity profiles in different 
positions. The distribution of impact pressure was compared with previous VOF 
simulations. At last, several heat transfer simulations were performed considering 
firstly only the inert heating of droplets and then also the evaporation of droplets. 
Besides, the UDF was developed to customize the default inert heating law, which 
allowed for the control of heat transfer coefficient on the droplet surface.       
 
 
3.2 FLAT-FAN NOZZLE 
Unlike the continuous flow emerging from the solid jet nozzle, the flat fan nozzle 
is intentionally designed to produce chisel-like water jet pattern consisting of fine 
droplets. Therefore, from the engineering point of view the using of the VOF model 
is impractical because of high computational demands and a different model should 
be used instead. Here, the Euler-Euler and the Euler-Lagrange models were 
employed. 
The nozzle of interest was the manufactured Lechler 600.429.16.33 commonly 
used in the section of secondary cooling within the continuous slab caster. More 
specifically, this nozzle is a basic unit in first row of nozzles under the mold and 
above the foot rolls. (See Fig.5 for idea about the complete geometry). Multiphase 
simulations were preceded with the simulation of the cold flow that provided them 
with inlet boundary conditions (velocity components, volume fraction of liquid, 
turbulent kinetic energy and dissipation rate). 
Note that dispersed phase could be rather formed into continuous phase in the gap 
between the foot roll and the slab. Hence, the mixture Euler-Euler was used 
considering the constant droplet diameter. Simultaneously, the simple breakup 
model was developed based on the WAVE model. The basic equation for the change 
of diameter of the parent droplet was supposed to follow this equation: 
 
where τ is the breakup time. The radius of the parent droplet is denoted by a, and r is 
the radius of the new formed droplet. In Fig.4, iso-values of water volume fraction 
( )arra
dt
da ≤−−= ,
τ
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clearly define the silhouette of the jet. The colormap within the nozzle footprint 
stands for the impact pressure. Several bottlenecks should be emphasized: the jet 
was unrealistically flat; a lack of dispersed phase was detected in the center line, 
simulation was very slow (Δt = 5e-06 s). 
 
Fig.4 Iso-value of water volume fraction with contours of total pressure 
Due to aforementioned bottlenecks, this modeling approach was left behind and 
the Euler-Lagrange model was considered instead. The primary breakup model was 
estimated using the standard Flat-fan atomizer model. Concerning the secondary 
breakup of droplets, two models were tested (the Taylor Analogy Breakup model 
and the Blob Jet model); however, only the TAB model gave reasonable results. See 
Fig.6 for information about distribution of droplet size. Both, experimental data and 
data from simulations are shown.   
 
Fig.5 Isometric view of the whole computational domain with flat jet represented by 
water droplets and continuous water in gap between the slab and the foot roll (droplets are 
represented in blue, water volume fraction of 0.5 is in green) 
16 
 
Since droplets represented by Lagrange particles cannot cluster and thus form a 
continuous phase, the UDF was developed to couple the DPM and the VOF model. 
In other words, when the droplet hits the free water surface it exchanges momentum, 
and its mass is converted into the continuous phase. In Fig.5, the green surface 
represents the free water surface of the water bulk captured between the moving slab 
and the rotating foot roll. 
 
 
Fig.6 Droplet distribution from experiment (top), velocity distribution from simulations 
(bottom), red dotted line denotes the case with 10 streams and 1500 parcels, green dotted 
line denotes the case with 10 streams and 1000 parcels and blue dotted lined denotes the 
case with 10 streams and 50 parcels 
So far, the cold flow was discussed. In the real casting process the temperature of 
the slab is fair above 1000 °C. For heat transfer simulations the temperature was 
lowered to 200 °C in order to avoid big source terms. The model settings were rather 
parametric with the following parameters sorted by effect: the mesh density, 
boundary condition for Lagrange particles, saturated vapor pressure, the number of 
streams. In Fig.7, the color map of heat flux within the nozzle footprint is shown. 
17 
 
 
Fig.7 Droplets of flat jet and contours of heat flux [W/m2] 
 
4 DISCUSSION AND CONCLUSIONS 
The title of thesis is Effect of flow parameters of water and air atomized sprays on 
cooling intensity of hot surfaces that obviously says nothing about procedures and 
approaches used to gain valuable results.  Thus, the fact that solely CFD methods 
namely the commercial code Fluent were used is the first very important remark in 
conclusions. Furthermore, it is very important to note that unlike non-commercial 
in-house codes the CFD package Fluent as a general-purpose modeling tool does 
have a certain lack in flexibility and numerous lines must be inevitably respected. 
Anyway, even without additional user changes to Fluent's algorithms it is still 
capable CFD tool.  As accidentally indicated it is possible to design your own user 
defined subroutines (UDFs) when a standard model suffers from incompleteness. 
UDFs in this thesis stand for a basic building stone.  
The thesis is divided into two seemingly independent parts. The first part 
concerns numerical study of a single droplet denoted as a micro-scale point of view. 
The second part is dedicated to simulations of the entire water jet emanating from a 
solid jet nozzle and a flat fan nozzle using the Euler-Euler and the discrete phase 
model (DPM).  
 
In the first part, the detailed description of the free surface tracking model 
(Volume of Fluid, VOF) precedes results from simulations. In brief, the only 
difference compared to single phase flow modeling is that the volume fraction is 
used to track and identify the interface position. It was found out that in addition to 
the standard convective stability condition (CFL) a special stability condition exists 
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and must be obeyed. This stability condition prevents waves on free interface from 
being amplified. In single phase flow simulations the convective stability condition 
introduced by Courant number (CFL) should be less than 2. However, here in VOF 
simulations it was below 0.5. 
 
The main objective of the first part was originally a comprehensive explanation of 
heat transfer coefficient (HTC) on a hot surface during a single water droplet impact 
and a consequent droplet spreading.  Further, it was also intended to study the 
velocity field both outside and inside the moving droplet.   First simulation settings 
were as the following. The droplet of the specified diameter was patched inside a 
two dimensional domain with the initial velocity of zero.  In other words the droplet 
was static at the beginning of simulation.  The gravity force, the capillary forces and 
the drag force were the only forces acting on the droplet. Naturally, the droplet 
velocity was expected to follow the Newton's law.  Numerical solution of Newton's 
law (ODE solved in MATLAB) was used for verification of results from 
simulations. Note that the algorithm for Newton's law was also designed to account 
for the drag force considering both, constant and dynamic drag coefficients. Results 
from simulations unexpectedly varied significantly within the range of tested droplet 
diameters 2.0 - 0.2 mm. The case with 2 mm droplet diameter agreed perfectly with 
Newton's law solved numerically. However, the case with the droplet diameter of 
0.2 mm was far from to be desired because of so-called spurious or parasitic currents 
that appeared during simulation and prevented the droplet from the physical 
acceleration. For the smallest diameters the droplet even didn't start falling towards 
the bottom surface, it rather kept on fluctuating around the same position. These 
parasitic currents were evidently caused by the surface tension model (CSF - 
Continuum Surface Force model).  Because of the presence of spurious currents 
especially in droplet diameters common during spray cooling the HTC distribution 
could not be for that reason studied. Instead of running meaningless simulations 
seeking for HTC distribution, several different models were set up in order to give 
detailed information on parasitic currents, droplet terminal velocities obtained from 
simulations, and proposals how to get rid of parasitic currents. 
 The first modeling approach was aimed at terminal velocity of free falling 
droplet. Simulations were carried out in the droplet frame of reference in order to 
maintain the droplet in the same position i.e. the droplet was without move and there 
was rather a non-zero velocity field around it. This approach allowed for static mesh 
refinement along the interface and in places of large velocity gradients. With help of 
this approach, pressure and velocity field could be studied with success, but 
unfortunately only in the case of 2.0 mm droplet. This approach was also found to 
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be suitable for calculation of terminal velocity (2.0 mm droplet ~ terminal velocity 
of 6.56 m/s). As regards the failure of the model in the case of 0.2 mm droplet, it 
was caused by some lacks of CSF model. Despite this weakness of the model, the 
terminal velocity (0.2 mm droplet) agreed quite well with real droplet behavior 
(terminal velocity of 1.8 m/s). The model was able to capture the recirculation area 
inside the droplet and the wake formed behind it.  
The purpose of the second modeling approach was to simplify the previous model 
in terms of forgetting multiphase models and using single phase model instead. The 
circular droplet was introduced as an axisymmetric circle surrounded by walls. The 
momentum transfer across the wall was provided through User Defined Function 
(UDF). This study gave satisfactory results as regards velocity and pressure field in 
full range of tested diameters. Note that it was not capable of computing terminal 
velocity. The terminal velocity was actually used as inlet velocity boundary 
condition. The advantage of this model was that simulations could be run within the 
steady solver and thus it greatly reduced computational time consequently. Just one 
remark on momentum transfer through the interface should be made:  The UDF 
accessed velocities in fluid cells (air fluid) adjacent to the interface (wall) and then 
imposed a 'relevant' portion of stored velocities in each of counter-cells in droplet 
bulk. The 'relevant' portion of velocity is always less than unity and in this case, it 
was determined from the previous simulations. 
The third model directly simulated a droplet free-fall under gravity with the help 
of the dynamic grid adaption procedure implemented via journal file. This model 
was used to study the effect of the CSF model on the droplet acceleration during the 
free fall. The droplet with the diameter of 2.0 mm was tested only on mesh 
sensitivity and it was found out that the finer the mesh was, the lower the resulting 
acceleration was. The actual droplet speed was nearly linearly dependent on time; 
however, in simulations the finer mesh led to the drop in droplet speed. That's why 
this model was also the confirmation of several paper works that the CSF model 
diverges with the mesh refinement. While the 2 mm droplet was tested on mesh 
sensitivity, the 0.2 mm droplet was tested within the range of different surface 
tensions. The physical value of surface tension (0.072 N/m) even completely 
prevented the droplet from falling. The droplet rather kept on fluctuating around the 
initial position. The lower the value of surface tension was, the more realistic the 
droplet acceleration was. This malfunction of the standard surface tension model 
(the CSF model) initiated the next step that was aimed at how normals, curvatures, 
and the entire CSF model are implemented into Fluent code. Before this was done, 
several simulations were performed without gravity in order to objectively study 
parasitic currents in terms of maximal and mean velocity values. Only the 2.0 mm 
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droplet was considered and as expected, errors in velocities grew up with the mesh 
refinement. Maximal values of parasitic currents for the finest mesh (0.025 mm) 
were around 0.25 m/s, whereas mean values were around 0.036 m/s for the same 
grid. It should be noted that the convective stability condition (CFL) was always 
considerably less than 2 that is the restriction for convective flows. Here, however, 
even more restrictive conditions were used in VOF calculations. The first capillary 
stability condition previously proposed by Brackbill is a function of fluid density 
and surface tension. The second one was derived for low Re flows, ignores fluid 
density, but takes into account viscosity. The second condition is also generally 
more restrictive. No matter which stability condition was used, results from 
simulations were always nearly the same. 
As mentioned in upper lines, there was an author's intention to have a closer look 
at how normals, curvatures are calculated within Fluent code and whether any more 
accurate procedures could be implemented instead. The 2D circle (diameter of 2 mm 
filled with water) patched in rectangle (4x4 mm filled with air) was used as the 
topology for testing of different procedures of normal and curvature calculation. 
Note that exact normals were known a priori and thus, might be compared with 
those obtained numerically. As most of commercial CFD packages also Fluent 
calculates normal from gradient of volume fraction, which is the easiest way, but not 
as accurate as will be shown later. First, normals were calculated using standard 
macros available in Fluent namely C_VOF_G(c,t) and C_VOF_RG(c,t). Since the 
surface tension model comes from work by Brackbill, also the original procedure 
based on ALE-like scheme was implemented via UDFs and used for calculation of 
normals. The worst results were obtained with the gradient macro C_VOF_G(c,t). 
The reconstructed macro and the procedure based on ALE-like scheme gave 
quantitatively very similar results. The mean deviation from the actual normal was 
about 0.95° and the maximum deviation was approximately 2.5°. Contrary to these, 
say, standard procedures, the Height Functions  were employed through UDFs and 
the maximum deviation dropped by 300% and the mean deviation dropped even by 
400%. Unlike the foregoing procedures, the Height Functions can only be used for 
mapped meshes since it requires a construction of 7x3 (or 7x3) stencil in 2 
dimensions around each cell containing a two phase interface.  Further, based on 
calculated normals curvatures were determined for each interface cell. The ALE-like 
scheme gave evenly distributed errors no matter the orientation of normal. In some 
cells the error was even more than 100%. On the contrary Height Functions 
exhibited far more precise results especially when the most normal direction was 
oriented vertically or horizontally (5% error). However, when the normal direction 
was rather transverse to the grid orientation, then errors were unexpectedly even 
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40%. For this reason, the new method was proposed that is in principle based on 
construction of circles from three points. These points are the end points of linear 
segments that introduce the interface. The procedure calculates curvature from the 
distance between the circle center and the appropriate position of the linear segment.  
Besides normals and curvatures, also a new volume source term for surface tension 
was proposed. It takes into account the length of interface within the cell and should 
be applied not in interface cells but rather in cells within equidistant distance of dx 
(size of cell) from the interface inside the denser phase. Note that neither the new 
method for curvature calculation nor the new volume source term for surface tension 
were tested practically; however, it is expected to be more accurate than the standard 
methods and converge with mesh refinement. 
To sum up, the original objective of calculation of HTC distribution within the 
spreading droplet was abandoned because serious problem with surface tension 
model appeared. This surface tension issue was studied instead and both, new 
methods and results from simulations, hopefully brings an important insight into the 
matter.  
So far only the part denoted as the micro-scale model has been discussed; 
however, not a single word was said about the macro scale model that should shed 
light on possible ways of simulating an entire water jet as a complicated droplet 
structure coupled with heat transfer. Considering a water jet impinging onto a hot 
surface, several heat transfer mechanisms can be distinguished. When the liquid 
temperature is below the temperature of the boiling point, then only convective-
conductive heat transfer can take place. When the liquid temperature is however 
enhanced above the boiling point, then a certain portion of water mostly adjacent to 
hot surface can be evaporated and consequently transformed into either separate 
vapor bubbles or continuous vapor layer depending mainly on the temperature of the 
hot surface. Note that the word 'jet' in general does not say anything about the flow 
pattern. It even does not say whether the continuous flow emanating from a nozzle 
exit breaks into droplets or rather stays continuous. The thesis concerns with both 
types of jets. The first type of jet is produced by a solid jet nozzle, which can be 
simply e.g. just a pipe with a sharp edged exit. The second type is a flat-fan nozzle 
that produces a chisel-like flow pattern.  
Simulations of the two phase flow outside of nozzles generally require complex 
inlet boundary conditions that must be either obtained experimentally or with the 
help of CFD. Inlet boundary conditions can be quite easily obtained from single 
phase simulations. Author affords to supplement the thesis with some results on the 
flow modeling inside the full-cone nozzle (Lechler 460.844) that were formerly 
cited in his master thesis. Next, the flow inside the flat-fan nozzle Lechler 
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(600.429.16.33) was simulated. Results such as velocities, volume fractions, and 
turbulent properties were later imposed in simulations of the entire jet as the inlet 
boundary conditions. Concerning the modeling of a solid jet, no separate single 
phase calculations of internal nozzle flow were performed because it was done 
simply together with the jet calculation within one single model. The main reason 
that it could be done this way is that the model was small enough in terms of number 
of finite volumes.  
In the rest of oncoming lines the following topics will be discussed. Firstly, it will 
be the solid water jet impinging onto hot surface simulated using the VOF model. 
Secondly, it will be the single flat-fan nozzle as a representative of the whole nozzle 
array in the real continuous slab caster, more specifically above the first row of foot 
rolls, right underneath the mold bottom.   
Numerical study of heat transfer between the solid jet and the hot surface required 
additional simulations that were used to tune up constants of k-epsilon turbulence 
model, namely the turbulent Prandtl number. Since the water jet spreading on 
surface is seemingly similar to the flow around the flat plate and reliable correlations 
for HTC exists for such a flow around a horizontally placed plate, simple 2D model 
was built up and suitable value of the turbulent Prandtl number was identified (1.3). 
It should be noted that the 2D model had to account for the transition from laminar 
to turbulent regime. The position of transition was however not calculated by the 
model, but it was rather defined by the correlation beforehand. Further, note that the 
value of 1.3 was optimal for the velocity range from 6 to 24 m/s that corresponded 
to radial velocities of the spreading jet. For smaller velocities the turbulent Prandtl 
number would be smaller and vice versa. First, a lower constant heat flux 
(398 kW/m2) from heated surface was chosen in order to prevent the boiling regime. 
The nozzle of 2 mm diameter supplied the water flow rate of 1.2 l/min.  The HTC 
distribution was studied up to radial distance of 30 mm. Two models were tested. 
The first one did not account for the transition from laminar to turbulent regime, 
whereas the second one did so. Results were compared with experimental data and 
were in the good agreement. In the case of the first model, the maximum relative 
error was 45%. In the second case, it was only 20%.  Note that this model was 
capable of simulating convective heat transfer but not evaporation. The evaporation, 
actually the film boiling, was taken into account in the next step. 
Two different models for film boiling were put together with the help of UDFs. 
The first model considered that the first portion of water will evaporate within the 
cell of temperature higher than 150°C. The most important assumption of the model 
was a steady behavior of the vapor layer, because it was designed for the steady state 
solver. Not many jobs were calculated, but all of them ran very fast. However, the 
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flow was unfortunately unsteady in terms of fluctuating vapor layer. Hence, for this 
particular geometry and flow settings it could not be used with success. For different 
flow conditions it is likely to work and due to its robustness and fast computations, it 
could be very useful in some applications. 
Unlike the first rather unphysical and non-conservative model, the second model 
had a physical background. The evaporation was provided through mass and 
momentum source terms based on heat fluxes going always through one particular 
cell containing interface. The evaporation could also start from the hot wall where 
no vapor cells were adjacent to this wall. According to the direction of heat flux in 
each particular cell either the evaporation or the condensation could be present. This 
model came out from paper work of other researchers (Welch, Yuan). Results 
showed quite realistic behavior i.e. when the boiling was initiated, the jump in HTC 
and transition from continuous to oscillating profile was observed. However, the 
model was not compared with experiments and might require some minor 
modifications to be successfully used in any possible application. 
In the thesis there is also a chapter that handles the problem of impinging solid jet 
in a completely different way. Instead of using the VOF model, the Discrete Phase 
Model was tested. The main idea consisted in significantly rougher boundary layer 
mesh and much lower computational costs consequently. It should be noted that 
using of finer mesh would not be anyhow beneficial anyway, since the rule for 
maximum volume fraction of dispersed phase was violated. Firstly only the cold 
flow namely velocity and pressure field were studied. Unlike the previous model, 
this model gave very uniform nearly rectangular profiles of axial velocities for the 
different distances from the nozzle exit. Moreover, although the interaction with 
surrounding air was considered, the momentum exchange was much lower than in 
the previous model. Nevertheless, core jet velocities were in a good agreement. On 
the contrary, it was not the case of radial velocities that varied much from those 
obtained in the previous model. Radial velocities in this model were descending 
much faster with increasing radial distance. As regards the pressure distribution 
within the nozzle footprint, the DPM model gave again almost rectangular 
distribution, while the previous VOF model gave more realistic Gauss-like 
distribution. Finally, several heat transfer calculations were performed. Firstly, only 
the convective heat transfer using the standard inert heating law was solved. The 
character of HTC distribution was relatively fine, but absolute values were far from 
to be desired (one order lower). This vast difference was attempted to be resolved by 
user defined inert heating law, which considered much higher HTC on the droplet 
surface. This approach however raised HTC only slightly and rather in higher radial 
distances than in jet axis. Employing vaporization and boiling laws gave similar 
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results to those using only the inert heating law. This was accredited to very poor 
convergence especially for continuity equation that was caused by partial violation 
of the rule for volume fraction of droplets. At the time of being this model is not 
useful for simulations of impinging solid jets. 
 
Besides the solid jet, the jet emanating from the particular flat-fan nozzle 
(600.429.16.33) was investigated. Unlike the nozzle producing solid jet, this 
particular flat fan nozzle was chosen, since it is mounted within the real continuous 
slab caster and stands for the basic unit in the secondary cooling system comprising 
hundreds of these nozzles, manifolds and high-performance pumps. To be more 
specific, in this case flat fan nozzle is mounted in the first row of nozzle just above 
the first row of foot rolls underneath the mold bottom. In foregoing paragraphs 
several words were mentioned on the modeling of internal flow. Here, the results 
namely profiles of several variables were used as inlet boundary conditions. It is 
appropriate to give notice on the complexity of the computational domain. In 
vertical direction the fluid region is very narrow e.g. the flat jet passes the foot roll 
only in distance of several millimeters. Further, the flat jet hits the very hot slab 
surface (>1000°C), its flow veers left, right, down, and up rapidly to be veered soon 
again by symmetry conditions, mold at the top, and the foot roll in the bottom. 
Moreover, the angle of zero can be found between the slab and the foot roll. This 
closely tighten up space must definitely cause tremendously unstable and turbulent 
flow that makes calculations more difficult.  
It was decided to solve this using the Euler-Euler model. Since this model is not 
capable of predicting the secondary breakup, the breakup model based on WAVE 
model was developed and employed using UDFs. It was tested on 2D jet. Although 
it successfully predicted the evolution of parent droplet diameters, it did not account 
for diameters of child droplets. This could be overcome using some averaging 
method and thus obtain a mean diameter within each cell that would represent both, 
parent and child diameters. This was however considered only theoretically; 
therefore, only the constant droplet diameter was considered within the Euler-Euler 
model. Later on, using of the Euler-Euler model was not anyhow advantageous 
because it required very small time steps (5e-06 s). To make matters worse, the 
model suffered from the lack of water along the center line of flat jet which was 
pretty weird on the one hand but on the other hand it was confirmed by literature 
(St-Georges and Buchlin). 
Because of these bottlenecks, the Discrete Phase Model was used instead. Inlet 
boundary conditions were determined from internal flow simulations. The primary 
breakup was simulated using the flat fan atomization model. As regards the 
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secondary breakup, both, the Taylor Analogy (TAB) and the Blob jet breakup 
models, were tested. Experimental data (velocity and droplet distributions) were 
used to tune up the model constants. The TAB model gave markedly more accurate 
results than the Blob jet model. For the number of parcels of 2000 and streams count 
of 10 results agreed very well with experimental data. Since the discrete phase 
cannot be formed into a continuous fluid region and this is actually what seemingly 
happens in the gap between the slab and the foot roll, the model for coupling 
between the discrete phase and the continuous phase was developed and tuned in 
terms of mass conservation. To make a picture complete, the discrete phase was 
simulated by the DPM model, whereas the continuous phase was simulated by the 
VOF model. Because of a certain smearing of free interface the drag force acting on 
each droplet had to be modified i.e. up to a specific water volume fraction limit the 
droplet behaved like it was passing only through a cell containing 100% of air. 
Similar but much more complicated changes would have to be done to secondary 
breakup model, but in this case the secondary breakup was simply rather not taken 
into account. The model for coupling was quite robust, but most importantly, results 
were likely to be realistic.  
In next step, the heat transfer was included but the temperature of mold was 
lowered from more than 1000°C to 200°C to avoid large source terms. For these 
‘kick-off’ simulations the model for coupling was not considered. Several model 
settings were tested and especially strong dependence on boundary layer was 
identified. The thinner the first cell layer was, the worse convergence behavior was 
detected. Of course, this was caused by violating the rule for the maximum allowed 
volume fraction of dispersed phase within each particular cell. On the other hand, 
the thinner the layer was, the more accurate results were gained. Results were 
ranging from 10kW/m2 for rough mesh to 100kW/m2 for fine mesh. The reality can 
be still even one order higher. This incapability of the present model can be 
explained simply explained by the very low heat transfer between the hot slab and 
the droplet. The first responsible originator could be the missing radiation exchange 
between the slab and the semitransparent droplet. The second originator definitely is 
the low temperature in cell adjacent to hot slab that is consequently used for 
calculation for the calculation of evaporative heat transfer.  It might be useful to 
hold temperature of near slab cells at temperature of the slab and perhaps it might be 
also useful and more realistic to keep the vapor fraction equal to unity. These 
proposals were however not put in practice.  
 
To summarize the thesis it is convenient to define three different 'folders' in which 
each particular piece of this thesis can be filed separately. Let's start with the folder 
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that does not sound just good. In here, we could leave numerical models that led into 
blind passage such as the simulation of 0.2 mm droplet free-falling and finally 
impinging on hot surface using the standard surface tension model or the Euler-
Euler model in modeling of flat jet as a basic unit in continuous slab caster etc. The 
second folder sounds somewhat better, because in there we can place models and 
ideas that were partially able to solve the problem, but would require other 
subroutines or modifications that would lead to desired results. Frankly, it could not 
be brought to an end, since it would be too much extensive work that would 
definitely ask for more time to spend on it. In this second folder we could put e.g. 
the secondary breakup model for the Euler-Euler model or the new approach for 
implementation of Capillary forces. At last, the third folder can be filled in with 
models, simulations that worked reliably e.g. subroutines for calculation of interface 
normals and curvatures within the VOF model, numerical study of HTC distribution 
for solid jet spreading on hot surface with the temperature below the boiling point, 
simulation of flat jet using the DPM model, the model for coupling between the 
DPM and the VOF model. 
The author is pretty sure that there might be some mistyped characters, 
discrepancies, imperfections, but in the same measure he is convinced that the thesis 
can yield notable profit to other researches. 
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7 ABSTRACT 
The present thesis is focused on an overall description of water jets and air 
atomized jets for cooling purposes using CFD methods namely ANSYS FLUENT. It 
comprises two main parts – the micro and the macro model. The micro model 
concerns with a numerical description of single droplet dynamics whereas the macro 
model deals with a numerical modeling of water jets as complicated droplet 
structures emanating from solid stream nozzle and flat fan nozzle. By and large, it is 
based on multiphase models and User Defined Functions (UDFs), which represents 
the background of the present thesis. In most of cases, the presented numerical 
models were compared either with experimental data or another numerical model.  
In the first part, the theory of each of three multiphase models is discussed. The 
first one, the Volume Of Fluid model (VOF), was used for simulation of single 
droplet dynamics designated as a micro model whilst last two multiphase models, 
the Euler-Euler model and the Euler-Lagrange model, were applied in the case of 
modeling of the entire water jet structure, which is contrarily designated as a macro 
model.  
The micro model concerns with a numerical study of free-falling water droplet. 
For small droplet diameters (~100µm) the standard surface tension model 
(Continuum Surface Force model, CSF) was proved to cause significant unphysical 
parasitic currents. Therefore, the thesis is also devoted to surface tension as a source 
term of body forces imposed in momentum equation, normal, curvature calculation 
and related issues. 
The macro model covers a numerical study of dynamics of the entire water jet 
structure i.e. the space between the nozzle exit and the wall where the jet impinges. 
It accounts for the complete geometry, for instance, support rolls, a slab and a mold 
bottom of a continuous caster.  
Firstly, the physics of a solid jet impact onto a hot plate was simulated using both, 
the VOF and the Euler-Lagrange model. As regards the case with the VOF model, a 
model for film boiling was designed and tested.  
Finally, both, the Euler-Euler model and the Euler-Lagrange model, were used for 
simulation of a flat jet horizontally spraying onto a hot slab inside a confined 
domain bounded by support rolls and a mold bottom. Concerning the simulation 
with the Euler-Euler model, a secondary breakup model was introduced based on the 
wave stability atomization theory. Concerning the Euler-Lagrange simulation, the 
dispersed phase (Lagrange particles) formed rather a continuous phase in some 
places, and therefore the coupling between Lagrange particles and the VOF model 
via UDFs was proposed. 
