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Abstract
In this paper we prove the non-linear asymptotic stability of the five-
dimensional Schwarzschild metric under biaxial vacuum perturbations. This
is the statement that the evolution of (SU (2)× U (1))-symmetric vacuum per-
turbations of initial data for the five-dimensional Schwarzschild metric finally
converges in a suitable sense to a member of the Schwarzschild family. It con-
stitutes the first result proving the existence of non-stationary vacuum black
holes arising from asymptotically flat initial data dynamically approaching a
stationary solution. In fact, we show quantitative rates of approach. The proof
relies on vectorfield multiplier estimates, which are used in conjunction with
a bootstrap argument to establish polynomial decay rates for the radiation
on the perturbed spacetime. Despite being applied here in a five-dimensional
context, the techniques are quite robust and may admit applications to various
four-dimensional stability problems.
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1 Introduction
The existence of black holes features among the most fundamental predictions of
general relativity. In the appropriate mathematical language of the theory, these
objects correspond to solutions of the Einstein equations
Rµν − 1
2
Rgµν = 8πTµν (1)
possessing a regular event horizon and a complete null-infinity. General relativity
admits an initial-value formulation suggesting that the appropriate setup to study
black holes is in evolution from initial data. In this context, the main objective is
to determine whether the maximal development associated to given data admits a
complete null-infinity and a regular event horizon.
Some important special black hole solutions (hence their initial-data) are known
in closed form. They are static or stationary, with the well-known Schwarzschild
and Kerr family of solutions amongst them, which are believed to play crucial roles
as “final states” in gravitational collapse. It is fundamental for our understanding
of the theory to investigate the stability of these explicit solutions, that is to say
the global structure of the evolution arising from initial data close (in an appropri-
ate sense) to that of the known reference solution. Due to the complexity of this
non-linear problem, most rigorous studies have been focussed on special symmetry
classes. Specifically, a paramount problem of black hole physics, the full non-linear
stability of the Kerr-solution, remains open to date.
A model in which both the global spacetime structure associated to the evolu-
tion of general initial data and the stability of certain solutions in particular have
been mathematically understood previously is that of the self-gravitating scalar
field under spherical symmetry. The assumption of spherical symmetry casts the
Einstein equations as a 1+1 dimensional system of PDEs, the inclusion of a mass-
less scalar field being the simplest way to circumvent Birkhoff’s theorem.1 In the
context of this model, Christodoulou [2] proved that generic initial data either dis-
perse, i.e. asymptote to Minkowski space for late times, or collapse to regular black
holes. His seminal work was extended by Dafermos and Rodnianski [6], who proved
that the development of initial data collapsing to black holes in fact approaches a
Schwarzschild-metric on the exterior of the black hole at a sufficiently fast polyno-
mial rate. These decay rates [6] of the scalar field were first suggested on a heuristic
level by Price [8], and are thought to be sharp. It is remarkable that [6] is a “large
data” result. The initial data need not be assumed close to Schwarzschildean; all
initial data containing a trapped surface are shown to approach a Schwarzschild
metric.
1.1 The model
An alternative model allowing the study of gravitational collapse in vacuo was re-
cently proposed by Bizon et al. [1]. To understand their idea we recall that, in
view of the four-dimensional Birkhoff’s theorem, gravitational collapse in vacuo
1Birkhoff’s theorem implies that spherically symmetric vacuum solutions are either
Minkowskian or Schwarzschildean.
3
(Tµν = 0 in (1)) cannot be studied under spherical symmetry. In axisymmetry
on the other hand, the Einstein equations no longer reduce to a system of 1 + 1
dimensional PDEs and the resulting problem does not seem tractable with cur-
rent mathematical techniques. The way out of this dilemma suggested by [1] is
to study the Einstein vacuum equations under SU (2)-symmetry in five dimen-
sions. This is motivated by the following observation: The analogue of spherical
symmetry in four dimensions, i.e. an SO (3) action on an orbital two-sphere, is
clearly an SO (4) ∼= (SU (2)L × SU (2)R) /Z2 action on a 3-sphere in five dimen-
sions. However, via the latter isomorphism there exist subgroups of SO (4), for
instance SU (2)L and (SU (2)L × U (1)R) /Z2 which still act transitively on the 3-
sphere.2 Consequently, even within the class of the smaller symmetry-groups (com-
monly called triaxial- or biaxial- Bianchi IX depending on the subgroup to which
one restricts) the Einstein equations reduce to a system of 1+1 dimensional PDEs.
Moreover, Birkhoff’s theorem is evaded by the introduction of one or two (in the
triaxial case) dynamical degrees of freedom arising from the reduced symmetry.
In the biaxial case this degree of freedom is manifest in a certain function B,
which geometrically speaking corresponds to the “squashing” of the three sphere. B
is normalized such that it is zero for the Schwarzschild-Tangherlini metric. From the
point of view of the analysis it can be understood as the analogue of the massless
scalar field in four dimensions. The Einstein equations (1) imply the following
non-linear wave equation for the squashing field B
gB = − 4
3r2
(
e−8B − e−2B) . (2)
In [1] the model outlined was investigated numerically, suggesting that small
initial data will disperse, whereas large data will collapse to black holes, approaching
some Schwarzschild-Tangherlini black hole for large times. The mathematical study
of the model was initiated shortly thereafter by M. Dafermos in collaboration with
the present author. In [5], the following statement3 was proven:
Theorem. Consider a triaxial-symmetric initial data set (Σ, g,K), which is close
in an appropriate norm4 to an initial data set (Σ, gS,KS) evolving to the five di-
mensional Schwarzschild-Tangherlini solution of mass M . Let the squashing fields
B1, B2 which are identically zero for the five-dimensional Schwarzschild metric, be
of compact support on the initial hypersurface. Let Q be the Lorentzian quotient of
the future Cauchy development of the data. Then Q contains a subset with Penrose
diagram:
S˜
i+
i0
H+
p
I+
It particular, the quotient of the maximal development of the set (Σ, g,K) admits
a complete null-infinity with final Bondi mass Mf close to M , and a regular event
horizon H+ on which the Penrose inequality r2 ≤ 2Mf holds. Here r is the area-
radius function.
The above theorem can be paraphrased as stating that perturbations of Schwarz-
schild-Tangherlini initial data again collapse to regular black holes close to the
original Schwarzschild black hole. This result was termed orbital stability of the
2The subscripts L and R stand for the left and the right action respectively.
3Actually, it follows from a stronger statement proven in [5].
4See [5] for the precise definition.
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five-dimensional Schwarzschild metric in [5] and generated the first vacuum black
hole solutions arising from asymptotically flat initial data that are not stationary.5
Crucial for the proof of the above theorem is the existence of good monotonicity
properties for a function m (u, v), called the Hawking mass, defined in (29). It
converges to the ADM mass defined at the asymptotically flat end. It is shown to
satisfy ∂um ≤ 0 and ∂vm ≥ 0 on the domain of outer communications, leading to
an a-priori bound for the total mass fluctuation on the spacetime in terms of the
initial data.
1.2 The main theorem
Orbital stability provides of course certain control over the global structure of the
solution. Nevertheless, it leaves the details of the late-time behaviour unclear.
In particular, solutions could exhibit unexpected features at late times with the
squashing field B oscillating in some complicated manner and the geometry thus
never settling down. This problem is finally addressed in the present paper. By
proving appropriate decay-rates we will show that the squashing field does decay
for late times and hence that perturbations converge to another member of the
Schwarzschild-Tangherlini family.
1.2.1 The statement
The main result is
Theorem 1.1. Consider a biaxial-symmetric initial data set (Σ, g,K), which is
close in the sense of the previous theorem to an initial data set (Σ, gS ,KS) whose
maximum development is the five dimensional Schwarzschild-Tangherlini solution
of mass M . Let π :M→Q denote the projection map of the maximal development
of (Σ, g,K) to the two-dimensional Lorentzian quotient space Q and let S˜ = π (Σ).
Fix a curve of constant area radius, r = rK , away from the horizon, intersecting S˜
at P as depicted below. Assume furthermore that the initial data slice S˜ coincides
r = rKH+ I+
i0
P
Q
S˜
R
i+
for r ≥ rK with an integral curve of the globally defined vectorfield ∇r on Q and
that the data is Schwarzschildean outside a compact set, i.e. that the squashing field
B is of compact support.
Define regular coordinates (u, v) on the subset J+
(
S˜ ∩ {r ≥ rK}
)
∩ J− (I+)
of the Penrose diagram arising by the previous Theorem as follows. Let the point
R, determined by the intersection of the curve r2 = 4m with S˜, have coordinates
u = v =
√
M . Set r,v =
1
2 (1− µ), with µ = 2mr2 , along the null-ray PQ and
r,u = − 12 along null-infinity. In these coordinates u → ∞ along null-infinity as
i+ is approached. The horizon H+ is parametrized as (∞, v). Define t = v+u2 and
r⋆ = v−u2 .
5Solutions with a future complete, but not past complete, I+ have been constructed previously
by Chrus´ciel [4], by solving a certain parabolic problem.
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Then there exists a dimensionless constant δ > 0, depending only on the geom-
etry of S˜ such that if the field B satisfies
M−
3
4
[
r
3
2 |B|+ r 52
∣∣∣B,u
r,u
∣∣∣+ r 52 ∣∣∣B,v
r,v
∣∣∣] ≤ δ (3)
on S˜ ∩ {r ≥ rK} and
1
M
∫
S˜∩{r≥rK}
[
u2 (∂uB)
2
+ v2 (∂vB)
2
+
(
u2 + v2
)
(−r,u)B2
] 1
Ω
dvol3 ≤ δ2 , (4)
as well as
M−
3
4
[
r
3
2 |B|+ r 52
∣∣∣B,u
r,u
∣∣∣] ≤ δ (5)
on the ray v = v (P ) ∩ {r ≤ rK}, then the squashing function B satisfies
|B|+
√
M |B,v|+
√
M
∣∣∣B,u
r,u
∣∣∣ ≤ C√M
v+
for r ≤ rK (6)
where v+ = max (1, v),
|B|+
√
M |B,v|+
√
M
∣∣∣B,u
r,u
∣∣∣ ≤ C√M
t
for r ≥ rK (7)
|B| ≤ C M
3
4
r
3
2
for r ≥ rK (8)
on D = J+
(
S˜ ∩ {r ≥ rK}
)
∩ J− (I+) for a dimensionless constant C (which de-
pends on the choice of rK) computable from the initial data.
We will refer to this result as the asymptotic stability of the Schwarzschild-
Tangherlini solution. In particular, Theorem 1.1 produces the first dynam-
ical vacuum solutions arising from asymptotically flat initial data and
converging to stationary black holes for late times.
1.2.2 Remarks
Restricting S˜ to coincide with a ∇r integral curve for r ≥ rK is justified by Cauchy
stability and the fact that the global properties of the Penrose diagram are already
known by the orbital stability result of the previous theorem. It has been assumed
to avoid some clumsy notation in the proof.
Cauchy stability also justifies stating the smallness assumptions (3), (4) and (5)
on the slice
S˜rK =
(
S˜ ∩ {r ≥ rK}
)
∪
(
{v = v (P )} ∩ {r ≤ rK}
)
. (9)
instead of S˜.6 The advantage of doing it this way is that (3) and (5) do not depend
on the choice of double-null coordinates on the Penrose diagram.7 Assumption (4)
on the contrary depends on the choice of coordinates. However, since both the u
and the v coordinate are easily shown to be finite in the region where B is supported
6The smallness assumption (5) easily translates into an appropriate smallness assumption on
S˜, depending on the geometry of S˜ for r ≤ rK , after extending the coordinate system to all of
J+
“
S˜
”
∩ J− `I+´.
7This will become useful later because the bootstrap argument applied in the proof requires
the definition of different coordinate systems.
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on S˜ ∩ {r ≥ rK} in the given coordinate system, assumption (4) is automatically
satisfied if we choose the δ in (3) small enough since B and is assumed to be of
compact support initially. Hence it could be dropped by making δ even smaller. We
have nevertheless included (4) for conceptual reasons which will become apparent
later in the proof.8 The condition (4) would also be required if one eventually drops
the assumption of compact support, for then (4) imposes conditions on the decay
of the fields near infinity.
Factors of
√
M have been inserted in all formulae to make constants dimension-
less.
1.3 Summary of the proof
Before we embark upon an outline and a discussion of the proof, it is perhaps
illuminating to compare and contrast the situation with the proof of Price’s law
[6] for a self-gravitating spherically symmetric scalar field in 3 + 1 dimensions. It
turns out that the techniques developed in the latter paper to derive decay rates
do not generalize to the system under consideration. The underlying reason can be
traced back to two crucial estimates applied in [6]. The first of these, which allows
one to extract decay directly from the horizon, relies heavily on the homogeneity of
the non-linear wave equation satisfied by the field φ in the scalar field model. The
second estimate is made possible by the existence of an almost Riemann invariant,
a quantity admitting better decay properties than the scalar field φ itself, which can
be exploited to derive uniform decay of the energy in the area radius r. This decay
played an important role in conjunction with the pigeonhole principle completing
the argument in [6].
In the five-dimensional case there is no almost Riemann invariant and hence no
apparent analogue to obtain decay in r for the energy in the asymptotic region.
Moreover, the wave equation (2) satisfied by the dynamical field B has an inhomo-
geneous part, which in particular appears in the redshift estimate. These obstacles
necessitate a very different approach to proving decay. The path we choose here
is based on exploiting energy currents arising from vectorfield multipliers. This
method was already central in the proof of the non-linear stability of Minkowski
space [3] and has recently been applied at the linear level in the black hole context
for the first time [7]. In the latter paper, decay rates for a scalar field satisfying
the homogeneous linear wave equation on a four-dimensional Schwarzschild space-
time are proven.9 Key to establishing decay, at least away from the horizon, is the
application of a so-called Morawetz vectorfield. A careful analysis reveals that the
decay-rates can be generalized to the linear problem associated with the non-linear
problem studied here, namely the analysis of the linearized version of the wave
equation (2) on a fixed Schwarzschild-Tangherlini background. What is more, the
method of compatible currents being very geometric and robust in nature in fact
carries over to the non-linear problem suggesting that the decay rates (6), (7), (8)
may be established for the non-linear problem as well. However, in contrast to the
linear case several non-linear error-terms now enter the various estimates, which
cannot be controlled a-priori. This requires the introduction of a bootstrap argu-
ment to be applied in conjunction with the estimates obtained from the method of
compatible currents.
It is noteworthy that the paper provides the first application of compatible cur-
rents techniques in a (non-linear) black hole context. The argument presented here
is generally more robust than that of [6] but is of course restricted to small data.
8The quantity (4) is related to a boundary term in the vectorfield multiplier estimate associated
with the vectorfield K.
9Clearly, this is the associated linear problem to the model of the self-gravitating scalar-field.
Most notably, it can be treated without any symmetry assumptions on the scalar field, cf. [7].
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More precisely, the method presented is expected to be appropriate to eventually
address non-linear problems without symmetry, most famously the non-linear sta-
bility of the Kerr-solution. In particular, since the technique is not bound to any
dimension one should be able to reprove a version of “Price’s law” [6] for small
initial data along the lines of the present paper.
1.3.1 Compatible currents
The basic idea behind the exploitation of energy currents based on vectorfield mul-
tipliers is quite simple. We construct a Lagrangian whose field equation generates
the non-linear wave equation (2) satisfied by the squashing field B. The canonical
energy momentum tensor Tµν can be contracted with a vectorfield V
µ to produce
a one-form Pν = TµνV
µ. Finally, Stokes’ theorem relates the spacetime (or “bulk”)
integral of the divergence∇νPν over a certain region to integrals along its boundary.
This leads to the identity∫
∂D
Pµnµ =
∫
D
∇µPµ =
∫
D
[Tµνπ
µν + V µ∇νTµν ] . (10)
where πµν = 12 (∇µV ν +∇νV µ) is the deformation tensor of the vectorfield V .
One possible application of (10) is to estimate a future boundary integral from
the past boundary and the spacetime-term. On the other hand, for some vector
fields we will estimate a bulk-term from the boundary terms. The power of the
method arises from an interplay between the identities associated with different
vectorfields adapted to the geometry of particular regions. It is crucial that due to
the Lagrangian structure both the boundary and the bulk term of (10) only depend
on the 1-jet of B. Suitably applied, the method ultimately produces weighted
L2-bounds on the fields from which pointwise bounds on the fields follow in the
standard manner.
1.3.2 The bootstrap
Before any bootstrap assumptions can be specified, coordinates have to be defined
on the Penrose diagram. This turns out to be a rather subtle issue, intimately
related to the bootstrap argument itself. The crucial observation is that the co-
ordinates have to be normalized to the future of the bootstrap region, in order to
capture the decay for late times in the estimates.10 This is realized as follows. Con-
sider the integral curves of the vectorfield ∇r, foliating the black hole exterior.11
Each of these curves also intersects the curve of fixed area radius r = 2
√
Mf (with
Mf being the final Bondi mass the latter is comfortably away from the horizon).
Hence we can associate a geometric time to any∇r integral curve by using the affine
parameter along the curve r = 2
√
Mf . Now for each such “time” τ˜ on the curve,
we construct a coordinate system Cτ˜ (depending on τ˜ !) on the black hole exterior
by the following procedure. We find the point A on the ∇r curve associated to τ˜ ,
where r2 = 4m. The r = const curve through A will intersect the data at some
point D. The affine length from A to D along that curve defines the coordinate
time at A.12 The actual coordinate system (u, v) is finally defined by imposing
that t = u+v2 = T holds on the integral curve of the vectorfield ∇r starting at the
point A, at least up to the point B where the integral curve intersects a certain
10This is reminiscient of the situation in Christodoulou-Klainerman’s proof of the stability of
Minkowski space [3].
11Note that for convenience, we have assumed in Theorem 1.1 that the initial data are also
defined on such a curve, at least up to its intersection with a curve r = rK .
12See definition (42). We add a factor of
√
M in order to avoid dividing by zero when we state
decay in t.
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SchwarzschildrK
data
u = u0
J+t = TA
B
C
D
m = mmin r = 2
√
MA
m = mmaxE
P
t ≈ √M
Figure 1: The choice of coordinates.
constant rK-curve, fixed once and for all, which is chosen to lie close to the hori-
zon. Moreover we set r⋆ = v−u2 = 0 at the point A and r,v =
1
2 (1− µ) on BE.
There is some choice to complete the coordinate system by specifying r,u on BC.
For most practical calculations we will use Eddington-Finkelstein type coordinates,
setting ν = − 12 (1− µ) on BC. In any case, the bounds proven will be manifestly
independent on the choice of u coordinate on BC.
An important issue immediately arising from the way we define the coordinates
is that the notion of a constant t slice differs in the different coordinate systems
depending on the choice of τ˜ . (Of course the analogous statement holds for the
notion of timelike surfaces of constant r⋆.) Nevertheless, we will show that the
coordinate systems remain uniformly close to each other in a suitable sense, in
particular that the tτ˜ coordinate of the initial data slice between rK and the support
radius is always close to
√
M , however large we choose τ˜ . A detailed analysis is
given in section 8.3.
Every τ˜ defines a T , which in turn defines a region A (T ) depicted in Figure 5.
It is the region, enclosed by the t = T -curve up to some point B′ with coordinates
(T, r⋆K), the null-line v = T + r
⋆
K linking B
′ with the horizon, a horizon piece,
the null-line v = 2
√
M + r⋆K , the t = 2
√
M piece and the u = u0 null-line on
which the field B is identically zero by the assumption of compact support13. Here
r⋆K = supt<T r
⋆ (t, rK). Another curve, r
⋆ = r⋆cl, located to the right of r
⋆ = r⋆K
will also be introduced and fixed. We now choose a small constant c and define
the bootstrap region to be the region associated to the largest time τ˜B, such that
for any
√
M ≤ τ˜ ≤ τ˜B the following “statement P” holds in the associated region
A (T (τ˜)) in the coordinate system Cτ˜ :
1. In the subregion {r⋆ ≥ r⋆K} ∩ A (T ), the area radius satisfies∣∣∣r⋆ − [r (t, r⋆) +√MA
2
(
log
(
r (t, r⋆)−√2MA
r (t, r⋆) +
√
2MA
)
+ p
)] ∣∣∣ < c√M (11)
with
p = −2
√
2− log 2−
√
2
2 +
√
2
(12)
and MA defined to be the Hawking mass at the point (T, r
⋆ = 0).14
13Note that this null-line has a geometric significance by the assumption of compact support.
The exact value of u0 will depend on the coordinate system chosen.
14The reader should note that in Schwarzschild with M = MA the left hand side of (11) is
identically zero. The coordinate r⋆ is then the so called Regge-Wheeler tortoise coordinate.
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2. We have15
1
2
√
M < sup
S˜∩{r⋆≥r⋆
K
}∩{u≥u0}
t <
3
2
√
M . (13)
3. the weighted energy EKB defined in (124) satisfies E
K
B
(
T˜
)
< cM on all arcs
{t = T˜ < T } ∩ {r⋆ ≥ r⋆K} ⊂ A (T ).
4. the energy-flux satisfies m (uhoz, v2) − m (uhoz, v1) < cM2(v1+)2 for any v1 ≤ v2
along the part of the horizon located in A (T ), where vi+ = max (1, vi).
5.
m
(
ur⋆
cl
, v
)−m (uhoz, v) < cM2
v2+
(14)
holds in A (T ). Here v+ = max(1, v).
6. the integral bound
F˜YB =
∫
r3
(B,u)
2
Ω2
du <
CLM
2
v2+
for CL = sup
r⋆≥r⋆
cl
1
1− µ (15)
holds along lines of constant v in the region {r⋆ ≤ r⋆cl}∩{u ≤ T−r⋆ (T, rK)}∩
A (T ), corresponding to a decay of energy as measured by local observers near
the horizon.16
We define the set
A =
{
τ˜ ∈
[√
M,∞
) ∣∣∣ PT (τˆ) holds in A (T (τˆ )) for all τˆ ≤ τ˜ } ⊂ [√M,∞)
(16)
which will be shown to be open, closed and non-empty. This implies that the
statement P holds on the entirety of the black hole exterior. The decay rates of
Theorem 1.1 follow immediately after proving that the coordinate systems used in
the bootstrap converge to one which is close to the one asserted by Theorem 1.1.
The openness of the set A follows from a straightforward continuity argument.
The difficult part in closing the bootstrap therefore is to “improve” the statement
P on the closure of the set A (T ).
1.3.3 Closing the bootstrap
The third bootstrap assumption is shown to imply 1
(ti)
2 decay of the energy-flux on
the arcs {t = ti} ∩ {r⋆ ≥ r⋆K} ∩ {u ≥ 111 ti}, from which pointwise bounds on the
field B and its v-derivative are obtained. Additionally, strong decay of B in the
area radius r can be extracted from the boundedness of EKB . The assumptions also
provide sufficient control over the coordinate functions at late times. In particular
one determines the relation between the area radius r (u, v) and the coordinate
r⋆ = v−u2 , at least in the region where r
⋆ ≥ r⋆K . For late times this relation
converges to the well-known formula expressing the area radius r in terms of the
tortoise coordinate r⋆ of the five-dimensional Schwarzschild metric as captured by
bootstrap assumption 1. It follows in particular that the value of r does not change
much (the corrections are shown to be of order 1t ) along a r
⋆ = const-curve in the
15This assumption states in particular that the initial data slice is both near and to the past of
the bootstrap region. It ensures that the bootstrap region does not move away from the data.
16That is to say the quantity F˜YB measures exactly the energy which is not seen by the Hawking
energy at the horizon.
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region r⋆ ≥ r⋆K , allowing us to go back and forth between the two in the course of
the paper. Moreover, bootstrap assumption 1 is improved.
Various constant r- and constant r⋆-curves in the region r ≥ rK will play a cru-
cial role, since certain integrands arising from the method of compatible currents
admit good signs in appropriate regions.17 The r⋆ = r⋆cl-curve, occurring in the
bootstrap for instance (along which r ≈ rcl by the previous remarks), is determined
by various requirements defined later but is in any case located to the right of the
aforementioned r = rK . The latter curve on the other hand, can and will be chosen
close to the horizon providing a source of smallness in the bootstrap argument. A
second source of smallness arises from Cauchy stability: After picking some rK we
can choose a very late time t0 up to which the fields are still small and after which
terms like C(rK)t , with C (rK) a constant depending on the choice of rK , are small.
We now turn to various energy currents arising from vectorfield multipliers and
describe how the bootstrap is closed. The remarkable properties admitted by the
Hawking mass for the system under consideration manifest themselves in the iden-
tity (10) for the vectorfield
T =
4r,v
Ω2
∂u − 4r,u
Ω2
∂v . (17)
The spacetime-term associated to the T -energy identity vanishes and one obtains a
relation between boundary-terms, which are precisely the associated energy fluxes.
The monotonicity of the Hawking mass equips all boundary terms with signs when
applied in the region18 (cf. figure 4)
uHDr⋆cl,uJ[t1,t2] :=
(
{t1 ≤ t ≤ t2} ∩ {r⋆ ≥ r⋆cl} ∩ {u ≥ uJ}
)
∪
{
{t1 + r⋆cl ≤ v ≤ t2 + r⋆cl} ∩ {r⋆ ≤ r⋆cl} ∩ {u ≤ uH}
}
. (18)
Such regions arise from a dyadic decomposition of the bootstrap region between t0
and T with ti+1 = 1.1ti playing a crucial role later in the argument.
It can be shown that the boundary-terms associated to the vectorfield
X = f (r⋆) (∂u − ∂v) , (19)
for some carefully chosen bounded function f , are controlled by the energy-flux
(i.e. the T boundary-terms) and the integral bound (15) when applied in the region
(18). The function f is in turn chosen such that the spacetime-term of X admits a
positive sign. In conjunction with the bootstrap assumptions this results in a 1
(ti)
2 -
decay bound for a positive spacetime integral in the dyadic region ti+1−r
⋆
clDr
⋆
cl,
1
10 ti
[ti,ti+1]
,
which will prove useful in controlling the spacetime integrals of other vectorfields.
Close to the horizon, in a characteristic rectangle [u1 = t1 − r⋆cl, u2 = uhoz] ×
[v1 = t1 + r
⋆
cl, v2 = t2 + r
⋆
cl] associated to the dyadic region
uhozDr⋆cl,uJ[t1,t2] , we will ap-
ply the vectorfield
Y =
α (r⋆)
Ω2
∂u + β (r
⋆) ∂v (20)
for appropriately chosen functions α and β (cf. the bold rectangle in Figure 2). The
strategy is to control the future-null boundary integrals from the past boundary-
17By bootstrap assumption 1 constant r and constant r⋆-curves are close to one another in that
region.
18From the vectorfield point of view this follows from the fact that T is timelike, that the normal
to the region is non-spacelike and the positivity properties of Tµν . Cf. (10).
11
and the associated spacetime term.19 The integrand of the latter contains a part
admitting a good sign, which can be used in combination with the spacetime term of
X to control the remaining spacetime term of Y . Moreover, one ingoing boundary-
term being located completely in the region r⋆ ≥ r⋆cl, is always controlled by the
energy flux and hence decays like 1t2 . Applying the identity in the characteristic
rectangle with the bottom being v0 = t0 + r
⋆
cl, where an appropriate smallness
assumption holds by Cauchy stability, and the top being v = v˜ for any v0 ≤ v˜ ≤
T + r⋆K immediately yields uniform boundedness for both the boundary terms and
the good spacetime term of Y . The argument can be improved by a pigeonhole
principle applied in every characteristic rectangle. Namely, one extracts from the
good spacetime term of Y a “good FY -slice”, i.e. a slice on which the local Y -
energy density decays like 1vi times the good spacetime term plus a contribution
from the energy in the region r⋆ ≥ r⋆cl. This is depicted as the dotted line in
Figure 2 below.20 Applying the vectorfield identity for Y again in a region with the
good slice as its past-boundary, one exports the 1vi -decay to all dyadic rectangles.
Iterating the procedure one obtains C
(vi)
2 decay for all boundary-terms and the good
spacetime term of Y . The decay of the Y boundary terms leads to the pointwise
bound |r 32 B,ur,u | ≤ Cv in the region r⋆ ≤ r⋆cl, which can be exported to the region
r⋆cl ≤ r⋆ ≤ 910 t using the energy estimate and the decay in the central region.
With the pointwise bound on r
3
2
B,u
r,u
at our disposal, we can finally make use of
the Morawetz vectorfield
K =
(u+ a)2
M
∂u +
(v − a)2
M
∂v (21)
for a constant a.21 As mentioned previously, its application is necessitated by the
lack of an almost Riemann invariant and it proves crucial in the derivation of decay
rates away from the horizon. The vectorfield identity for the region uH=T˜−r
⋆
KDr⋆K ,u0
[t0,T˜ ]
associated to any T˜ ≤ T and some large t0 relates a future boundary term to a past
boundary term, a horizon-term and their associated spacetime term.
The boundary terms on the T˜ -arc contain “good”-terms which are precisely the
strongly weighted energies EKB
(
T˜
)
of the second bootstrap assumption and error-
terms. The vectorfield identity is now exploited so as to estimate this “good” term
on the future arc in terms of all other terms entering the identity. These latter
quantities are in turn shown to be small or of good sign, which will finally improve
assumption 3. To derive the smallness for the various terms, it will be necessary
to subdivide the domain of integration and to apply different estimates in each
region, carefully taking the geometry of the black hole into account.22 It should
be emphasized that these estimates belong to the most subtle ones in the paper.
They make crucial use of the monotonicity manifest in the Raychaudhuri equations
(23) and (24), and exploit an exponential decay associated with the redshift very
close to the horizon by introducing an intermediate region between r⋆ = r⋆K and
the horizon.
For the boundary terms, there are two sources from which the smallness is finally
obtained: One is the choice of the curve r = rK , which can be chosen very close
to the horizon. The other stems from the choice of a late time t0 up to which the
19Physically, the boundary terms of the Y vectorfield correspond to the energy flux as measured
by a local observer near the horizon.
20Alternatively one can extract a “good FT -slice” on which the T -energy flux is improved. This
will come in handy later.
21This suitably chosen constant defines the origin of the vectorfield.
22It is here where the pointwise bound on r
3
2
B,u
r,u
established earlier enters.
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initial data has only changed by an amount as small as we may wish by Cauchy
stability and after which the good decay estimates, i.e. the weight of 1t0 carries over.
To establish smallness for the spacetime term appearing in theK-vector-identity,
on the other hand, a further argument is needed. This term consists of a “main”-
term, which is the one that appears in the linear case, and error-terms. The error-
terms can be dealt with very analogously to the treatment of the error-boundary
terms. The main term is shown to admit a good sign for r⋆ ≤ r⋆cl and for some
r⋆ ≥ R⋆ for some R⋆. The remaining piece in the central region is divided into
dyadic regions, tj+1 = 1.1tj. Each K-integral of such a dyadic region can be
controlled by tj+1 times the spacetime integral of the vectorfield X in that region.
Since the X-bulk term decays like 1
(tj+1)
2 as outlined above, summing up the dyadic
regions yields smallness for the main K-spacetime-term (arising from the large time
t0, where we start the dyadic decomposition). This improves bootstrap assumption
3.
With the third bootstrap assumption being improved on all arcs T˜ ≤ T it follows
that the decay of the energy has been improved on all arcs.23 As a corollary, the
same decay is obtained through any achronal hypersurface lying completely in the
region r⋆K ≤ r⋆ ≤ 910 t. In the final step we find in each dyadic rectangle a “good
u = u0
vj+1 = tj+1 + r
⋆
cl
vj = tj + r
⋆
cl
u = 1
10
tj
u = 9
10
tj − r⋆cl
t = tj
t = tj+1
r⋆ = r⋆
K
r⋆ = r⋆
cl
Figure 2: Closing the bootstrap.
FT -slice” on which the energy flux is improved to
ǫ
(vi)
2 , very analogous to finding
a “good FY -slice” as described above. Combining it with the improved decay on
the associated arc (cf. the dotted slice in Figure 2), the domain of dependence
property improves the bootstrap assumptions 4 and 5. Additionally, we can finally
find a good FY -slice in each characteristic rectangle (improving assumption 6 on
that slice), which in conjunction with the energy decay now being improved to ǫv2
everywhere in r⋆ ≤ 910 t, can be exported to all v-slices. Hence assumption 6 is also
retrieved with a better constant. This completes the proof that the set A is indeed
closed and the main theorem follows in view of the previous remarks.
It should be noted that the decay rate that can be extracted in this argument
is limited by the weights appearing in the K vectorfield, i.e. by the decay in the
central region.24 In particular, we cannot derive the stronger decay 1v3−ǫ near the
horizon obtained in [6] for the massless scalar field. It is an interesting question
whether other methods can improve the decay rates proven in this paper.
23This is a consequence of the previously mentioned fact that the expression for EKB contains
strong weights from which the decay can be extracted.
24Clearly, better decay in the central region could immediately be exported to the horizon by a
reiteration of the pigeonhole principle in conjunction with the vectorfield Y .
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1.4 Outline of the paper
We start by introducing the biaxial Bianchi IX model and some notation (section
2) before defining the aforementioned future-normalized coordinate system Cτ˜ in
section 3. Various a-priori bounds, which can be obtained without invoking the
main bootstrap argument and turn out to be helpful at many stages of the paper are
derived in section 4. An important point to keep in mind, however, is that the decay
of the energy in the area radius cannot be obtained by these methods due to the lack
of an almost Riemann invariant for the model under consideration. The method
of compatible currents is explained in more detail in section 5, where moreover
the relevant identities associated with the regions considered later are derived. In
particular, the Hawking mass is recovered as a potential of a certain vectorfield-
current (section 6). After defining the bootstrap assumptions (section 7), various
bounds for the fields are derived from them and the stability of the coordinate
systems Cτ˜ defined in section 3 is established (section 8). The identities associated
to the vectorfields Y and X are analyzed in sections 9 and 10. Here a somewhat
lengthy argument is pursued to construct the function f implicit in the vectorfield
X , which finally ensures that its spacetime term admits a positive sign. Section
11 reveals how to control the weighted energies produced by Y near the horizon
with the help of the vectorfield X . The relevant version of the pigeonhole principle
is also explained at this stage. Finally, in section 12 the Morawetz vectorfield K
is introduced and the necessary estimates to control the various error-integrals, as
outlined in the introduction, are performed. Everything is put together in section
13, where the bootstrap is closed. The paper finishes with some final remarks and
open questions.
2 Biaxial Bianchi IX
The class of biaxial Bianchi IX metrics was introduced in [1]. We recall that these
spacetimes are topologicallyM = Q× SU(2), where Q is a two-dimensional mani-
fold and that global coordinates (u, v) can be found on Q expressing the metric of
M in the form
g = −Ω2 (u, v) dudv + 1
4
r2 (u, v)
(
e2B(u,v)
(
σ21 + σ
2
2
)
+ e−4B(u,v)σ23
)
(22)
where B and r are functions Q → R and the σi form a basis of left invari-
ant one-forms on SU(2). Note that if B = 0, the symmetry is enhanced to
(SU (2)L × SU (2)R) /Z2 = SO (4) and the metric reduces to the five dimensional
Schwarzschild-Tangherlini metric in view of the higher dimensional version of a
well-known theorem due to Birkhoff.25 In this sense, B is the dynamical degree of
freedom ruling the model. See [5] for a more detailed discussion.
The vacuum Einstein equations for the above model reduce to a system of 1+1
dimensional PDEs on the quotient manifold Q:
∂u
(
Ω−2∂ur
)
= − 2r
Ω2
(
(B,u)
2
)
, (23)
∂v
(
Ω−2∂vr
)
= − 2r
Ω2
(
(B,v)
2
)
, (24)
r,uv = −1
3
Ω2ρ
r
− 2r,ur,v
r
= −Ω
2
r3
m− 1
3
Ω2
r
(
ρ− 3
2
)
, (25)
25Note also the relation between the familiar round metric (dω2
S3
) and the bi-invariant metric
on S3, dω2
S3
= 1
4
`
σ21 + σ
2
2 + σ
2
3
´
.
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∂u∂v logΩ =
Ω2ρ
2r2
+
3
r2
r,ur,v − 3 (B,v) (B,u) = 3Ω
2
2r4
m+
Ω2
2r2
(
ρ− 3
2
)
− 3θζ
r3
, (26)
B,uv = −3
2
r,u
r
B,v − 3
2
r,v
r
B,u +
Ω2
3r2
(
e−8B − e−2B) . (27)
Here we have defined the quantity26
ρ = 2e−2B − 1
2
e−8B ≤ 3
2
, (28)
with the inequality following from elementary calculus. Equality holds if and only
if B = 0. Note that the non-linear wave equation (27) can be written as (2) with
 being the d’Alembertian of the metric (22).
A remarkable feature of the above system is the existence of a function m (u, v)
called the Hawking mass and defined by
m =
r2
2
(
1 +
4r,ur,v
Ω2
)
. (29)
Since the inequalities r,u < 0 and r,v ≥ 0 were shown [5] to hold everywhere on the
black hole exterior27, the Hawking mass has the following monotonicity properties
there:
∂um = −4r3 λ
Ω2
(B,u)
2
+ rν
(
1− 2
3
ρ
)
≤ 0 , (30)
∂vm = −4r3 ν
Ω2
(B,v)
2
+ rλ
(
1− 2
3
ρ
)
≥ 0 . (31)
This allows the derivation of energy estimates for the field B, which plays an im-
portant role at all stages of the present paper. The existence of these estimates was
already an essential ingredient in the proof of the orbital stability [5].
We conclude this section recalling some notation introduced in [5]. We set
λ = r,v ν = r,u ζ = r
3
2B,u θ = r
3
2B,v (32)
and introduce the quantities
κ =
λ
1− µ =
Ω2
−4ν and γ =
−ν
1− µ =
Ω2
4λ
(33)
satisfying
κ,u = κ
(
2
r2
ζ2
ν
)
, (34)
γ,v = γ
(
2
r2
θ2
λ
)
, (35)
as well as the auxiliary quantities
ϕ1(B) =
(
1− 2
3
ρ
)
− 8B2 and ϕ2(B) = 4B
3
(
e−8B − e−2B)+ 8B2 , (36)
both of order B3. The volume element associated to (22) is
dV ol =
√
gdudvdw = r3
Ω2
2
dudvdAS3 = r
3Ω2dtdr⋆dAS3 (37)
26The quantity ρ is related to the scalar curvature of the group orbit by R = 4
r2
ρ.
27They hold on the initial data for small perturbations of Schwarzschild-Tangherlini and are
seen to be preserved by equations (23) and (24).
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where in the standard Euler-coordinates on SU(2) (cf. [5])
dAS3 =
1
8
sin θdω =
1
8
sin θdθdφdψ and hence
∫
dAS3 = 2π
2 . (38)
The monotonicity of the Hawking mass justifies the definitions
mmin,mmax for the minimal and maximal Hawking mass. (39)
Furthermore, the quantity Mf will denote the final Bondi mass and M the mass of
the perturbed Schwarzschild solution. The mass M determines the scaling of the
problem and I have normalized all quantities appropriately using factors of M . In
particular, “smallness” always refers to dimensionless quantities.
We write C (ǫ) for a constant satisfying limǫ→0 C (ǫ) = 0. The notation a ∼ b is
used if there exist uniform constants c1, c2 with c1 ≤ ab ≤ c2. Finally, we define
v+ = max (1, v) and vi+ = max (1, vi) . (40)
3 Choice of coordinates
As mentioned in the introduction, the choice of coordinates is already a rather
delicate issue for the problem under consideration. Although the final result does
not depend on the choice of coordinates, the bootstrap-techniques applied in the
proof require the coordinates to be normalized to the future of the bootstrap region
introduced in section 7. If on the contrary one normalized the coordinates on the
initial data, one would not be able to obtain the improved decay of the fields at late
times from the estimates, roughly speaking because contributions from the initial
data, which have not yet decayed, enter the estimates. This necessitates, after
a purely geometric definition of “time” for ∇r integral curves on the black hole
exterior, the introduction of a different coordinate system Cτ˜ = (uτ˜ , vτ˜ ) defined
with respect to every such “time” τ˜ . All such coordinate systems Cτ˜ are defined on
the set
D = J− (I+) ∩ J+ (S˜rK) (41)
of the black hole exterior. In section 9 we shall exploit the bootstrap assumptions
to establish that – in a certain region – these coordinate systems are uniformly close
to each other in a suitable sense. It should be observed that the coordinate systems
Cτ˜ are different from the coordinate system asserted in Theorem 1.1. In the last
section of the paper we will show that the coordinate system Cτ˜ for τ˜ →∞ is close
to the one asserted by Theorem 1.1.
We begin by considering the family of ∇r integral curves starting out from some
r = rK -curve which is chosen close to the horizon
28 such that still 1−µ ≥ c˜ > 0 holds
for a small c˜, and ending at spacelike infinity i0. These curves foliate D∩{r ≥ rK}.
Moreover, every curve admits a unique point where r = 2
√
m. We pick any such
curve and label the corresponding point by A. Denote the mass at A by mA and
consider the curve r2 = 4mA going through A and intersecting the initial data at
some point D. Let τAD be the affine length of the constant r curve (with tangent
vector normalized to one) connecting A and D. Finally, define
T =
√
M +
τAD√
1− 2mAr2
=
√
M +
√
2 τAD (42)
to be the time associated to the ∇r curve under consideration. In this way we
can assign a notion of time to any ∇r integral curve. Considering next the curve
28The choice will provide a source of smallness later in the bootstrap argument.
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r2 = 4Mf with affine parameter τ˜ starting from the initial data, we obtain a map
ϑ : [0,∞) ∋ τ˜ 7→ T ∈
[√
M,∞
)
(43)
which is defined by taking τ˜ to the time associated to the ∇r integral curve which
intersects the curve r2 = 4Mf at τ˜ . The map ϑ is easily seen to be continuous and
surjective.
For every τ˜ a coordinate system (u, v) is defined as follows. Let A have coordi-
nates (u, v) = (T = ϑ (τ˜ ) , T = ϑ (τ˜)). Set κ = γ = 12 along the ∇r integral curve
up to r = rK . Since
∇r (u+ v) = (∇r)u + (∇r)v = 2
Ω2
(−ν − λ) = 2 (1− µ)
Ω2
(γ − κ) , (44)
we have that t = u+v2 (thus defining t) is indeed equal to the constant T on the
∇r integral curve through A. Moreover r⋆ = v−u2 is equal to 0 at A. Let the ∇r
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Figure 3: The choice of coordinates.
curve defining the coordinate system intersect r = rK at B. We erect the constant
u = uB-ray to the past of B and set κ =
1
2 there. The coordinate system is
completed by specifying the u-coordinate on BC. We set ν = − 12 (1− µ) on BC.
This might send the horizon to u =∞, namely if 1−µ = 0 at C.29 We will see that
in these coordinates v → ∞ at I+. The coordinates thus defined will be refered
to as Eddington Finkelstein coordinates. We also allow ourselves to move freely
between the coordinates (u, v) and
(
t = v+u2 , r
⋆ = v−u2
)
.
Clearly if τ˜ = 0, then the associated integral curve coincides for r ≥ rK with
the curve on which the initial data is defined, and t =
√
M defines the initial-data
slice in r ≥ rK . Note that in any coordinate system associated to some τ˜ > 0, a
slice on which t = constant does in general not agree with a ∇r-slice. However,
once we have introduced the bootstrap assumptions, we will be able to show that
the two slices mentioned remain uniformly close to each other in r⋆ ≥ r⋆K for any
τ˜ > 0. This argument is postponed to section 8.3.2. Here we only introduce
Notation 3.1. Let tτ˜Aτ˜B denote the t-coordinate, measured in the coordinate system
defined by τ˜A, of the point defined by the intersection of the ∇r integral curve
determined by τ˜B and the curve r
2 = 4m (ϑ (τ˜A) , r
⋆ = 0).
We conclude with a remark on the differentiability of the coordinate systems.
Due to the “cusp” at the point B the coordinate system is only C1: The quantities
κ and γ (and by definition (33) the first derivatives of the area radius function
29Of course, one does not expect this to be the case generically.
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r (u, v)) are clearly continuous. The second derivatives r,vv and r,uu however, are
discontinuous at the point B. This could be avoided by applying an appropriate
smooth interpolating function in a small neighborhood around the point B. How-
ever, we will see later that the bootstrap involves only first derivatives (and hence
continuous quantities) and that the regularity suffices to close the bootstrap.
4 Basic estimates
In this section we are going to show that given an appropriate smallness assumption
on the field B, namely (3) and (5), the field and its derivatives remain small on the
entire D. Since this “first round” is independent of the main bootstrap argument,
it provides a good way-in to familiarize oneself with the basic estimates applied
in different regions of the black hole exterior. The bounds in this section will be
proven in the coordinate system Cτ˜ associated to any τ˜ ≥ 0.30 In this context it
is crucial that the smallness assumptions (3) and (5) are manifestly independent of
the coordinate choice. From [5] we recall that
1− mmin
mmax
< ǫ (δ) with lim
δ→0
ǫ (δ) = 0 (45)
can be chosen arbitrarily small by an appropriate assumption on the initial data.
We will abbreviate ǫ (δ) by ǫ in the following. In view of the monotonicity-properties
of the Hawking mass ((30) and (31)) the mass difference between any two points
cannot exceed mmax · ǫ (δ). We note
Lemma 4.1. If (45) holds, then on the horizon we have
0 ≤ 1− µ ≤ 2mmax
r2
ǫ (46)
Proof. From [5] we have both 1 − µ ≥ 0 on the black hole exterior, as well as the
Penrose inequality 1 − 2Mfr2 ≤ 0 holding on the horizon with Mf the final Bondi
mass. Combining this with (45) immediately yields (46).
Corollary 4.1. The area radius r satisfies
|r+ − r−| ≤ 4mmax√
mmin
ǫ on H+ (47)
with r± being the maximal (minimal) value of r on the horizon.
Corollary 4.2. For any given η > 0 we can choose the δ of the initial data so small
that for some r = rK curve located completely in D the estimate
rK − r ≤ η (48)
holds in r ≤ rK .
For the estimates in this section only we will explicitly couple the location of
the r = rK curve to the smallness of the initial data. In particular we define the
curve rK by
1− 2mmax
(rK)
2 = ǫ
1
3 (49)
It follows easily that the maximum r difference in the region r ≤ rK satisfies
∆r ≤ rK − r− ≤ 3 mmax
2
√
2mmin
ǫ
1
3 . (50)
30Note that if τ˜ = 0 the coordinates are normalized on initial data.
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Proposition 4.1. In any coordinate system Cτ˜ and with the assumptions of Theo-
rem 1.1 on the initial data we have
r|B|+√r|θ|+M 14
∣∣∣ ζ
ν
∣∣∣ ≤ √M · C (δ) (51)
everywhere in D. Moreover the coordinate function κ satisfies∣∣∣κ− 1
2
∣∣∣ ≤ C (δ) (52)
everywhere in D. Here the constant C (δ) can be made arbitrarily small by choosing
the δ of the initial data sufficiently small.
Proposition 4.1 will immediately follow from Propositions 4.2-4.5 (plus their
associated Corollaries) proven in the remainder of the section, each of them estab-
lishing the bounds in different regions of the black hole exterior. Note that the
radial decay of B promised by Proposition 4.1 is weaker than that of Theorem 1.1.
Proposition 4.2. In the region D we have
|B (u, v) | ≤ C1 (ǫ (δ) , δ) . (53)
where C1 (ǫ (δ) , δ) can be made arbitrarily small by choosing the δ in (3) small
enough.
Proof. We integrate from the initial data to any point in the region r ≥ rK and
estimate as follows
|B (u, v) | ≤ δ
(√
M
r
) 3
2
(udata, v) +
∫ u
udata
ζ
r
3
2
du
≤ δ
(√
M
r
) 3
2
+
√∫ u
udata
ζ2 (1− µ)
−ν du
√∫ u
udata
−ν
(1− µ) r3 du
≤ δ
(√
M
r
) 3
2
+
1√
2
√
mmax −mmin sup
r≥rK
(
1√
1− µ
)
1
r
≤ δ
(√
M
r
) 3
2
+ ǫ
1
3
√
mmax
r2
, (54)
which proves (53) in that region.
Next we turn to the region D ∩ {r ≤ rK}. We choose a constant C > 2M 34 r−
3
2− δ
such that |B| ≤ C still implies that
3
2
− ρ = 3
2
−
(
2e−2B − 1
2
e−8B
)
≤ 3
2
m
r2
(55)
in D∩{r ≤ rK}. For rK sufficiently close to the horizon it is easily seen that C = 110
is good enough. Define the region
R =
{
(u, v) ∈ D ∩ {r ≤ rK} : |B (u¯, v¯) | < C for all (u¯, v¯) ∈ J− (u, v)
}
(56)
which is clearly open and non-empty. We are going to apply a bootstrap argument:
Pick a point in the closure of R, where B ≤ C by continuity. We are going to
improve this bound by showing that in the causal past of that point B is in fact
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smaller than C2 . By continuity it follows that the set R is also closed, hence must
constitute the entirety of D∩{r ≤ rK}. The argument proceeds in two steps. First
we make use of the redshift estimate integrating the equation(
ζ
ν
)
,v
= −3
2
θ
r
− 4
3
κ√
r
(
e−8B − e−2B)− ζ
ν
(
4κ
r3
m+
4κ
3r
(
ρ− 3
2
))
(57)
from the initial data yielding
ζ
ν
(u, v) =
ζ
ν
(u, vi) e
− R v
vi
[ 4κ
r3
m+ 4κ3r (ρ− 32 )](u,v¯)dv¯ (58)
+
∫ v
vi
e−
R
v
v¯ [
4κ
r3
m+ 4κ3r (ρ− 32 )](u,vˆ)dvˆ
[
−3
2
θ
r
− 4
3
κ√
r
(
e−8B − e−2B)] (u, v¯) dv¯
and hence
∣∣∣ ζ
ν
(u, v)
∣∣∣ ≤ δ
(√
M
) 3
2
r−
+
3
2
√∫ v
vi
e−
R
v
v¯ [
4κ
r3
m](u,vˆ)dvˆκ (u, v¯) dv¯
√∫ v
vi
θ2
κr2
(u, v¯) dv¯
+
4
3
sup
r≤rK
[
|e−8B − e−2B| 1√
r
] ∫ v
vi
e−
R
v
v¯ [
2κ
r3
m](u,vˆ)dvˆκ (u, v¯) dv¯
≤ δ
(√
M
) 3
2
r−
+
3
2
√
ǫ
√
mmax (rK)
3
4mminr2−
+
2
3
(rK)
3
√
r−mmin
(
e8C + e2C
) ≡ C˜M 14 .
(59)
It follows that | ζν | is bounded (but note that the last term might not be small) in
that region. In the second step we integrate from the r = rK curve, on which B is
small by (54), or the initial data to obtain
B (u, v)−B (uR, v) =
∫ u
urK
ζ
r
3
2
(u¯, v) du¯ (60)
and use the previous bound (54)
|B (u, v) | ≤ δ
√
M
3
2
r
3
2
+ ǫ
1
3
√
mmax
r2
+ C˜M
1
4
∫ u
urK
−ν
r
3
2
≤ δ
√
M
3
2
r
3
2
+ ǫ
1
3
√
mmax
r2
+
C˜
2
M
1
4
(r−)
5
2
(
(rK)
2 − (r−)2
)
.
Now because the r difference is given by (50) in the region under consideration, we
have indeed shown that B is smaller than C2 in R for an appropriate choice of ǫ.
By continuity the set R is also closed. Hence R = D ∩ {r ≤ rK}.
Corollary 4.3. In r ≥ rK we have that
|B (u, v) | ≤
√
M
C2 (ǫ, δ)
r
. (61)
Proof. This is the statement of (54).
It is instructive to compare the 1r -decay of Corollary 4.3 with the analogous
estimate derived for the massless scalar field in four dimensions [6]. In the latter
case, one obtained by the above method 1√
r
-decay. There existed an almost Rie-
mann invariant, i.e. a certain combination of the field and its derivatives, however,
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admitting better decay properties than the field or its derivatives alone. Via this
quantity, it was possible to improve the decay in r of the field itself to 1r , which was
it turn sufficient to extract energy decay in r. In five dimensions there is no almost
Riemann invariant and energy decay in r will only be obtained from the application
of the Morawetz vectorfield K in the context of the bootstrap argument pursued
later.
Corollary 4.4. In the region R = D ∩ {r ≤ rK} we have∣∣∣ ζ
ν
∣∣∣ ≤M 14C3 (ǫ, δ) . (62)
Proof. This follows from revisiting the red-shift estimate (59) above, this time im-
proving the estimate for the
(
e−8B − e−2B)- term by Proposition 4.2, which implies
that |e−8B − e−2B| is ǫ-small. In this way we obtain a smallness factor for all the
terms involved in (59).
Proposition 4.3. In D we have∣∣∣κ− 1
2
∣∣∣ ≤ C4 (ǫ, δ) . (63)
Proof. Integrating (34) from the t = T ∩{r ≥ rK} surface to any point in the region
{r ≥ rK} yields
κ (u, v) = κ (uT , v) exp
(∫ u
uT
2
r2
(1− µ) ζ2
(ν) (1− µ)
)
(u¯, v) du¯ . (64)
If the point under consideration lies to the future of the t = T hypersurface (u ≥ uT ),
the upper bound κ ≤ 12 follows from monotonicity, whereas the lower bound is
obtained via
|κ (u, v) | ≥ 1
2
exp
(
sup
r≥rK
(
2
r2 (1− µ)
)∫ u
uT
ζ2 (1− µ)
ν
(u¯, v) du¯
)
≥ 1
2
exp
(
−4mmaxǫ 23
r2K
)
. (65)
On the other hand, integrating (34) from the null line u = T−r⋆ (T, rK) downwards
the lower bound follows from monotonicity and the upper one by using (62)
|κ (u, v) | ≤ 1
2
exp
(
(C3 (ǫ, δ))
2
)
exp
(
− 2
√
M
r (u, v)
+
2
√
M
rK
)
≤ 1
2
+ c˜4 (ǫ, δ) . (66)
Since the r-difference in the region r ≤ rK is ǫ 13 -small by (50), we obtain the desired
upper bound for κ in particular on all of r = rK .
Now any point located in the past of the t = T hypersurface and satisfying
r ≥ rK can be reached by integrating (34) from either t = T or from r = rK where
the upper bound (66) has already been established. The lower bound for κ at such
a point follows from monotonicity, the upper one from
|κ (u, v) | ≤
(
1
2
+ c˜4 (ǫ, δ)
)
exp
(
sup
r≥rK
(
2
r2 (1− µ)
)∫ u
uT
ζ2 (1− µ)
−ν (u¯, v) du¯
)
≤
(
1
2
+ c˜4 (ǫ, δ)
)
exp
(
4mmaxǫ
2
3
r2K
)
. (67)
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To extend the estimates to the entire region r ≤ rK we integrate (34) from the
r = rK curve (on which the lower bound (66) and the upper bound (65) has been
established) to the horizon. Again the upper bound follows from monotonicity and
for the lower one we write
κ (u, v) = κ (u0, v) exp
(∫ u
u0
2ν
r2
ζ2
(ν)
2
)
(u¯, v) du¯ (68)
and estimate, using (62)
|κ (u, v) | ≥ 1
2
exp
(
−4mmaxǫ 23
(rK)
2
)
exp
(
(C3 (ǫ, δ))
2
)
exp
(
− 2
√
M
r (u, v)
+
2
√
M
rK
)
.
(69)
Taking again (50) into account, we obtain the lower bound for κ also in that region.
With the bound on κ established we also have good control over the quantity
λ = κ (1− µ). In particular λ < 1 everywhere and λ becomes very small (perhaps
zero) at the horizon. In particular, it follows that
|θ| < |θ|
κ (1− µ) =
|θ|
λ
(70)
holds everywhere on S˜ ∩ {r ≥ rK} and hence the θλ -part of the smallness condition
(3) implies smallness for θ as well. With this in mind we can prove
Proposition 4.4. In D we have
|θ| ≤ C5 (ǫ, δ)
√
M
r
(71)
Proof. We rewrite equation (27) as
∂uθ = −3
2
λζ
r
+
Ω2
3
√
r
(
e−8B − e−2B) (72)
and integrate it from S˜ ∩ {r ≥ rK} to any point in D. We note that for |B| small
we can find a constant K such that(
e−8B − e−2B)2 ≤ K (1− 2
3
ρ
)
(73)
holds. This constant approaches 92 as |B| goes to zero. We then estimate
|θ (u, v) | ≤M 34 δ
r
(udata, v) +
3
2
√∫ u
udata
ζ2 (1− µ)
−ν du¯
√∫ u
udata
κλ (−ν)
r2
(u¯, v) du¯
+sup
(
4
3
κ
)√
K
√∫ u
udata
r (−ν)
(
1− 2
3
ρ
)
du¯
√∫ u
udata
−ν
r2
(u¯, v) du¯
≤M 34 δ
r
+
√
ǫ
√
mmax√
r
+ 8
√
ǫ
√
M√
r
. (74)
Finally, we extend the bound on ζν to the region r ≥ rK .
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Proposition 4.5. We have ∣∣∣ ζ
ν
∣∣∣ ≤ C6 (ǫ, δ) (75)
in all of D.
Proof. Integrate equation (57) from the r = rK -curve, where | ζν | ≤ C3 (ǫ, δ) by
Corollary 4.4 out to infinity. Note that due to the estimate proven for the field B
in Corollary 4.3 we may achieve (choosing δ small enough) that
3
2
− ρ ≤ 3m
r2
(76)
holds in the region r ≥ rK . Using again (73) we can follow the string of estimates∣∣∣ ζ
ν
(u, v)
∣∣∣ ≤ ∣∣∣ ζ
ν
(u, vrK )
∣∣∣+ 3
2
√∫ v
vrK
θ2
κ
(u, v¯) dv¯
√∫ v
vrK
λ
(1− µ) r2 (u, v¯) dv¯
+
4
3
√∫ v
vrK
(e−8B − e−2B)2 r (u, v¯) dv¯
√∫ v
vrK
κ2
r2
(u, v¯) dv¯
≤
∣∣∣ ζ
ν
(u, vrK )
∣∣∣+ 3
2
√
ǫ
2
ǫ
1
6
√
mmax√
rK
+
4
√
K
3
√
2
sup
r≥rK
(
1√
λ
)√∫ v
vrK
(
1− 2
3
ρ
)
rλdv¯
√∫ v
vrK
λ
(1− µ) r2 dv¯
≤
∣∣∣ ζ
ν
(u, vrK )
∣∣∣+ 3√mmax√
rK
ǫ
1
3 +
4
√
K
3
√
2
sup
r≥rK
(
1√
κ (1− µ)
) √
mmax√
rK
√
ǫ
≤ M 14C3 (ǫ, δ) + 3
√
mmax√
rK
ǫ
1
3 + 2
4
√
K
3
√
2
2
√
M√
rK
ǫ
1
6 (77)
to conclude the result.
So far we have shown that rB, ζν , and
√
rθ are small and that κ is everywhere
close to 12 for the perturbed spacetime. Estimates for some higher derivative quanti-
ties will be required later. However, since all bounds can be considerably improved
once the bootstrap assumptions have been introduced, we postpone the derivation
of further pointwise estimates to section 8.4. Here we only note
Proposition 4.6. On D we have, independent of the coordinate system Cτ˜ , the
bound ∣∣∣Ω,v
Ω
− m
r3
∣∣∣ ≤ 1√
M
C7 (ǫ) (78)
Proof. From the fact that κ = 12 on {t = T } ∩ {r⋆ ≥ r⋆ (T, rK)} (hence κ,r⋆ = 0
there) and on {u = T − r⋆ (T, rK)} ∩ {t ≤ T } (hence κ,v = 0 on this null-line) the
bound (78) follows on these sets. We can obtain the quantity
Ω,v
Ω at any point on
D by integrating equation (26) from the aforementioned set to the desired point.
Inserting the estimates of Proposition 4.1 gives (78) everywhere.
Remark: The quantity
Ω,v
Ω is discontinuous at the point B in the coordinate
system Cτ˜ . This discontinuity is propagated along the null-line v = v (B) when inte-
grating the quantity ∂u
Ω,v
Ω (which is continuous! (cf. 26)) in u (cf. also Appendix A).
We conclude the section with a useful bound for the quantity γ in the region
D ∩ {t ≤ T } ∩ {r ≥ rK}.
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Proposition 4.7. In D ∩ {t ≤ T }∩ {r ≥ rK} we have in the coordinate system Cτ˜
C8 (ǫ, δ) ≤ γ − 1
2
≤ 0 (79)
Proof. Integrate (35) from the t = T -slice in the past-direction. By monotonicity
γ ≤ 12 is obvious. The other direction is derived from
γ (u, v) = γ (u, vT ) exp
(∫ vT
v
− 2
r2
θ2
λ
(u, v¯) dv¯
)
(80)
and the estimate
γ (u, v) ≥ 1
2
exp
[
−
(
sup
{r≥rK}∩{t≤T}
2
r2 (1− µ)
)∫ vT
v
θ2
κ
(u, v¯) dv¯
]
≥ 1
2
exp [C8 (ǫ)] , (81)
which follows by choosing the mass fluctuation small enough.
We close the section by emphasizing once more that the bounds proven in this
section are independent of the particular coordinate system used, i.e. of how large
we choose τ˜ (and hence T ). In this context it is important that the smallness
assumptions (3) and (5) are invariant under a change of coordinates.
5 Compatible currents
5.1 The basic identity
Varying the Lagrangian
L = 1
2
gµν∂µB∂νB +
1
2r2
(
1− 2
3
ρ
)
(82)
with respect to B leads to the non-linear wave equation (2) satisfied by the field B.
We associate to (82) the energy momentum tensor
Tµν = ∂µB∂νB − 1
2
gµν (∂B)
2 − 1
2r2
gµν
(
1− 2
3
ρ
)
(83)
satisfying the equation
∇µTµν = 1
r3
(
1− 2
3
ρ
)
∇νr . (84)
Given any vectorfield V we can define its deformation tensor
πµνV =
1
2
(∇µV ν +∇νV µ) (85)
and the vector
Pα = gαβTβδV
δ . (86)
The method of compatible currents is based on the following basic identity for an
arbitrary vector field V :
−∇αPα = −
(
Tαβπ
αβ
V +
(∇βTαβ)V α) . (87)
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5.2 Useful formulae
In (u, v)-coordinates the components of the energy momentum tensor (83) read
Tuu = (∂uB)
2
,
Tvv = (∂vB)
2
,
Tuv = − 1
2r2
guv
(
1− 2
3
ρ
)
=
1
4r2
Ω2
(
1− 2
3
ρ
)
,
Tij = = −1
2
gij
(
∂αB∂αB +
1
r2
(
1− 2
3
ρ
))
. (88)
The vectorfields V used in this paper have u and v components only and will
furthermore depend only on these two variables. For such vectorfields we compute
the components of their deformation tensor:
πuu =
4
Ω2
∂v
(
Vv
Ω2
)
,
πvv =
4
Ω2
∂u
(
Vu
Ω2
)
,
πuv =
2
(Ω2)
2 (∂vVu + ∂uVv) ,
gijπ
ij = −6
r
(
ν
Ω2
Vv +
λ
Ω2
Vu
)
. (89)
Finally, the following explicit formulae for the contraction
Tµνπ
µν = Tuuπ
uu + Tvvπ
vv + 2Tuvπ
uv + Tijπ
ij (90)
will be useful:
Tµνπ
µν =
4
Ω2
(
(∂uB)
2
∂v
(
Vv
Ω2
)
+ (∂vB)
2
∂u
(
Vu
Ω2
)
+
1
4r2
(∂vVu + ∂uVv)
(
1− 2
3
ρ
))
+
3
r
(
ν
Ω2
Vv +
λ
Ω2
Vu
)(
∂αB∂αB +
1
r2
(
1− 2
3
ρ
))
(91)
and
− Tµνπµν − V ν∇µTµν =
− 4
Ω2
(
(∂uB)
2
∂v
(
Vv
Ω2
)
+ (∂vB)
2
∂u
(
Vu
Ω2
)
+
1
4r2
(∂vVu + ∂uVv)
(
1− 2
3
ρ
))
−3
r
(
ν
Ω2
Vv +
λ
Ω2
Vu
)
(∂αB∂αB)− 1
r3
(
ν
Ω2
Vv +
λ
Ω2
Vu
)(
1− 2
3
ρ
)
. (92)
5.3 Basic regions
In the course of the paper we shall apply the basic vectorfield identity (87) for
different vector fields in adapted regions of the black hole exterior. Here the relevant
formulae arising from (87) for these regions are derived.31
31Since the coordinate system is only piecewise C2, the justification of these formulae, which
are easily derived formally, requires some care. A detailed discussion can be found in Appendix
A.
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5.3.1 Characteristic Rectangles
Writing out the identity (87) for a null-rectangle R = [u1, u2]× [v1, v2] yields
−
∫
vol
∇αPα = −
∫
S3
∫ v2
v1
∫ u2
u1
1√
g
∂α (
√
gPα)
√
gdudvdω
= −
∫
S3
∫ v2
v1
∫ u2
u1
[∂u (
√
gPu) + ∂v (
√
gP v)] dudvdω . (93)
Defining the bulk term
IVB = −
∫
vol(R)
(
Tαβπ
αβ
V +
(∇βTαβ)V α) Ω2
2
r3dudvdAS3 (94)
and the boundary terms
FVB ([u1, u2]× {v}) = −
∫
S3
∫ u2
u1
√
gP v (u¯, v) du¯dω
= 2π2
∫ u2
u1
[
r3 (∂uB)
2
V u +
rΩ2
4
(
1− 2
3
ρ
)
V v
]
du ,(95)
FVB ({u} × [v1, v2]) = −
∫
S3
∫ v2
v1
√
gPu (u, v¯) dv¯dω
= 2π2
∫ v2
v1
[
r3 (∂vB)
2
V v +
rΩ2
4
(
1− 2
3
ρ
)
V u
]
dv , (96)
we find the identity
FVB ({u2} × [v1, v2]) + FVB ([u1, u2]× {v2})
= IVB (R) + FVB ({u1} × [v1, v2]) + FVB ([u1, u2]× {v1}) (97)
5.3.2 The region uHDr
⋆
g ,uJ
[t1,t2]
Another important region is
uHDr
⋆
g ,uJ
[t1,t2]
:=
(
{t1 ≤ t ≤ t2} ∩ {r⋆ ≥ r⋆g} ∩ {uJ ≤ u ≤ uH}
)
∪
(
{(u, v) ∈ [t1 − r⋆g , uH]× [t1 + r⋆g , t2 + r⋆g]}) (98)
for which one finds the basic identity
IˆVB
(
uHDr
⋆
g ,uJ
[t1,t2]
)
= FˆVB (t2)− FˆVB (t1) + HˆuH − JˆuJ , (99)
with the bulk term
IˆVB
(
uHDr
⋆
g ,uJ
[t1,t2]
)
=
∫
uHDr
⋆
g,uJ
[t1,t2]
(−TµνπµνV − (∇µTµν)V v) dV ol (100)
and the boundary terms
1
2π2
FˆV (t) =
∫ t−uJ
r⋆g
−P t (t, r⋆)Ω2r3dr⋆
+
∫ uH
t−r⋆g
[
r3 (∂uB)
2
V u +
rΩ2
4
(
1− 2
3
ρ
)
V v
]
du , (101)
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u = uJu = uH
t = t1
t = t2
v2 = t+r
⋆
g
v1 = t1 + r
⋆
g
r⋆ = r⋆g
Figure 4: The region uHDr
⋆
g ,uJ
[t1,t2]
.
where
−P t = V
u
2Ω2
[
2 (∂uB)
2 +
Ω2
2r2
(
1− 2
3
ρ
)]
+
V v
2Ω2
[
2 (∂vB)
2 +
Ω2
2r2
(
1− 2
3
ρ
)]
(102)
and
1
2π2
HˆVuH =
∫ v2
v1
[
r3 (∂vB)
2
V v +
rΩ2
4
(
1− 2
3
ρ
)
V u
]
(uhoz, v) dv (103)
and
1
2π2
JˆVuJ =
∫ 2t2−uJ
2t1−uJ
[
r3 (∂vB)
2 V v +
rΩ2
4
(
1− 2
3
ρ
)
V u
]
(uJ , v) dv . (104)
For the region under consideration we will also need to apply Green’s identity to a
term of the form D · (B2) for some function D.32
IˆVB
(
uHDr
⋆
g ,uJ
[t1,t2]
)
= ... +
∫ [(
B2
)
D
]
dV ol = ...+
∫ [
B2 (D)
]
dV ol
+ G (t2)−G (t1) +N (t2)−N (t1) +HGuH − JGuJ(105)
where
1
2π2
G (t) =
∫ t−u0
r⋆g
[
B2∂tD −D∂tB2
]
r3 (t, r⋆) dr⋆ , (106)
1
2π2
N (t) =
∫ uH
t−r⋆g
[
B2∂uD −D∂uB2
]
r3
(
u, t+ r⋆g
)
du , (107)
1
2π2
HGuH =
∫ t2+r⋆g
t1+r⋆g
[
B2∂vD −D∂vB2
]
r3 (uH , v) dv , (108)
1
2π2
JGuJ =
∫ t2+r⋆g
t1+r⋆g
[
B2∂vD −D∂vB2
]
r3 (uJ , v) dv . (109)
32The formula derived here is a-priori valid only for D ∈ C2. However it also holds for a D
admitting less regularity, as is shown explicitly in Appendix A, where we demonstrate that for
the cases where (105) is applied in the paper (equations (373) and (260)), D indeed satisfies these
requirements.
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We then define the renormalized bulk term
IVB
(
uHDr
⋆
g ,uJ
[t1,t2]
)
:= ...+
∫
uHDr
⋆
g,uJ
[t1,t2]
[
B2 (D)
]
dV ol , (110)
for which the identity
IVB
(
uHDr
⋆
g ,uJ
[t1,t2]
)
= FVB (t2)− FVB (t1) +HuH − JuJ (111)
with
FVB (t) = Fˆ
V
B (t)−G (t)−N (t) , (112)
HVuH = Hˆ
V
uH −HGuH , (113)
JVuJ = Jˆ
V
uJ − JGuJ (114)
holds. Note that for uJ = u0, the boundary terms JuJ all vanish, because B does
not have any support on u = u0 by the domain of dependence property.
Finally, for future reference we also define the subregion
Br
⋆
g ,R
⋆
g
[t1,t2]
= uHDr
⋆
g ,uJ
[t1,t2]
∩ {r⋆g ≤ r⋆ ≤ R⋆g} (115)
and the slice
Σt¯ =
(
{t = t¯} ∩ {r⋆ ≥ r⋆cl}
)
∪
(
{v = t¯+ r⋆cl} ∩ {r⋆ ≤ r⋆cl}
)
. (116)
6 The vectorfield T and the Hawking mass
Recall that the Hawking mass m defined in (29) satisfies (30) and (31). The one-
form dm is closed and by simple connectedness of the Penrose diagram, exact. It
follows that energy is conserved. This fact can also be seen from the integral identity
(87) applied to the the vector-field
T =
4λ
Ω2
∂u − 4ν
Ω2
∂v . (117)
If we apply the identity (87) in the region uHDr
⋆
g ,uJ
[t1,t2]
, energy conservation translates
into the following relation between the boundary terms:
FTB (t2) = F
T
B (t1)−HTuH + JT (uJ) , (118)
where
FTB (t) =
∫ uH
t−r⋆
cl
[
4r3λ
(B,u)
2
Ω2
− rν
(
1− 2
3
ρ
)]
(u, t+ r⋆cl) du
+
∫ t−u0
r⋆
cl
(
r3
(B,v)
2
κ
+ 4r3
λ
Ω2
(B,u)
2
+ r (λ− ν)
(
1− 2
3
ρ
))
(t, r⋆) dr⋆ , (119)
HTuH =
∫ v2
v1
[
r3
(B,v)
2
κ
+ rλ
(
1− 2
3
ρ
)]
(uH , v) dv , (120)
JT (uJ) =
∫ 2t2−uJ
2t1−uJ
[
r3
(B,v)
2
κ
+ rλ
(
1− 2
3
ρ
)]
(uJ , v) dv . (121)
We will sometimes use the notation E (Σ), for the energy flux through an achronal
slice Σ.
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7 The bootstrap
The bootstrap is intimately related to the choice of coordinate systems defined in
section 3. We will use the notation introduced in that section.
7.1 The bootstrap region and the statement P
Let
a =
√
M
2
[
−3
√
2− log
(
2−√2
2 +
√
2
)]
(122)
and c be some small constant. Define
S = t∂t + (r
⋆ − a) ∂r⋆ S = t∂r⋆ + (r⋆ − a) ∂t (123)
and the quantity
EKB (t) =
2π2
M
∫ t−u0
r⋆K
[
(1 + 2ν)
(
(SB)
2
+ (SB)
2
)
+(−2ν)
((
SB +
3
2
r⋆ − a
r
B
)2
+
(r⋆ − a)2
r2
B2
)
+(−2ν)
((
SB +
3
2
t
r
B
)2
+
t2
r2
B2
)]
r3dr⋆ (124)
with
r⋆K = sup
t<T
r⋆ (t, rK) . (125)
To each τ˜ we associate the region A (T (τ˜ )) = uhozDr⋆K ,u0
[2
√
M,T )
(hence defining the T
 
 


 
 


t = T
u = u0
r
⋆
cl
κ = γ = 1
2
t = 2
√
M
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P
r
⋆
K
S˜rK
B′
Figure 5: The bootstrap region.
in (125)).
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We define the statement PT (τ˜) associated to a region A (T (τ˜)) to be33
1. In the subregion {r⋆ ≥ r⋆K} ∩ A (T ), the area radius satisfies∣∣∣r⋆ − [r (t, r⋆) +√MA
2
(
log
(
r (t, r⋆)−√2MA
r (t, r⋆) +
√
2MA
)
+ p
)] ∣∣∣ < c√M (126)
with
p = −2
√
2− log 2−
√
2
2 +
√
2
(127)
and MA defined to be the Hawking mass at the point (T, r
⋆ = 0).
2. We have
1
2
√
M < sup
S˜∩{r⋆≥r⋆K}∩{u≥u0}
t <
3
2
√
M . (128)
3. The weighted energy-density (124) satisfies
1
M
EKB
(
T˜
)
< c on all arcs {2
√
M ≤ t = T˜ < T } ∩ {r⋆ ≥ r⋆K} ∩ A (T ) .
(129)
4. The energy-flux satisfies
m (uhoz, v2)−m (uhoz, v1) < c M M
(v1+)
2 (130)
for any v1 ≤ v2 along the part of the horizon located in A (T ) and
5.
m
(
ur⋆
cl
, v
)−m (uhoz, v) < c MM
v2+
(131)
holds in A (T ) for an r⋆cl defined in the subsection below.
6. The integral bound
F˜YB =
∫
r3
(B,u)
2
−ν du < CLM
M
v2+
for CL = sup
r⋆≥r⋆
cl
1
1− µ (132)
holds along lines of constant v in the region {r⋆ ≤ r⋆cl}∩{u ≤ T−r⋆ (T, rK)} ⊂
A (T ), corresponding to a decay of energy for local observers near the horizon.
Finally, we define the set
A =
{
τ˜ ∈
[√
M,∞
) ∣∣∣ PT (τˆ) holds in A (T (τˆ )) for all τˆ ≤ τ˜ } ⊂ [√M,∞)
(133)
Note that the lower bound on τ˜ ensures that T > 2
√
M (cf. (42)). The following
key-Theorem will close the bootstrap and is easily seen to imply the decay rates of
Theorem 1.1. It will only be proven at the end of the paper.
Theorem 7.1. The set A is non-empty, open and closed.
33We will sometimes abbreviate T (τ˜) by T , reminding the reader that any T arises from τ˜ as
described in section 3.
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A few remarks are in order. The first two bootstrap assumptions ensure that the
different coordinate systems Cτ˜ do not move too far away from one another, at least
in the region r⋆ ≥ r⋆K . The first controls the deviation of the relation between the
coordinate r⋆ and the area radius r from the familiar relation between the Regge-
Wheeler coordinate and the area radius in the Schwarzschild metric. In particular,
for Schwarzschild the left hand side of (126) is zero. The second assumption ensures
that the bottom of the bootstrap region (the t = 2
√
M slice) does not move away too
much from the geometrically defined initial data (and is moreover always located to
the future of the data). In other words, the coordinates of S˜∩{r⋆ ≥ r⋆K}∩{u ≥ u0}
are similar in all coordinate systems Cτ˜ .
The open-part of Theorem 7.1 follows from a simple continuity argument:
Proposition 7.1. The set A defined in (133) is open.
Proof. We observe that the integral EKB (t) and in fact all the quantities appearing
in statement P of the bootstrap assumptions depend continuously on the choice of
τ˜ .
One should note in this context that all bootstrap assumptions involve only first
derivatives of the fields and the area radius, and hence only continuous quantities
(cf. the remarks on the differentiability of the coordinate systems at the end of
section 3).
The hard part of Theorem 7.1 consists in showing that A is closed. This will
be accomplished by improving the constants appearing in the inequalities of the
bootstrap assumptions.
7.2 The choice of r⋆cl
In this subsection we define the quantity r⋆cl with respect to the coordinate system
associated to the bootstrap region. Clearly, the location of r⋆cl will change between
different coordinate systems when the bootstrap region is altered. However, by
bootstrap assumption 1, it will always stay close to a geometrically defined curve
of constant r, which is determined below.
By Propositions 4.6 and 4.1 we know that on D the bound
√
M
∣∣∣Ω,v
Ω
− m
r3
∣∣∣+ ∣∣∣κ− 1
2
∣∣∣ ≤ C (ǫ) (134)
holds in any coordinate system Cτ˜ . For any small number ψ > 0 we can hence
choose the initial data small enough such that there exists an rY <
3
2
√
M satisfying
max
r≤rY
[
log
rY
r−
, r
Ω,v
Ω
− 1
2
, 1− µ
]
< ψ . (135)
Here Corollary 4.2 has been used for the bound on the first factor. By bootstrap
assumption 1 the curve r⋆Y := inft<T r
⋆ (t, rY ) is always close to the geometrically
defined curve rY . Hence we can additionally impose that
√
M
−r⋆Y
< ψ (136)
holds. Next we are going to determine how small ψ has to be. We define two
functions α (r⋆) and β (r⋆) in the coordinate system associated with the bootstrap
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region as follows.
r⋆K
t = tdataD
C
r⋆cl
t = T
r⋆Y
The function α which is supported only for r⋆ ≤ − 12
√
M is everywhere non-negative
and defined by setting α
(
r⋆C =
T+r⋆K−uhoz
2
)
= 1 and
α′ (r⋆) =

0 for r⋆ ≤ r⋆C
1√
M
χ˜ (r⋆) in [r⋆C , r
⋆
K ]
M
1
4
(
√
M+|r⋆|)
3
2
in [r⋆K , r
⋆
Y ] .
(137)
with M = m (T, r⋆ = 0) and χ˜ a smooth positive interpolating function. In partic-
ular α = 1 on DC.
The non-negative function β, again with support only for r⋆ ≤ − 12
√
M , is defined
by setting β
(
r⋆D =
2
√
M+r⋆K−uhoz
2
)
= 0 and imposing that
24
r (t, r⋆)
Ω2 (t, r⋆) ≥ β′ ≥ 18
r (t, r⋆)
Ω2 (t, r⋆) (138)
in all of r⋆ ≤ r⋆Y . We can estimate the value of β on r⋆Y by
β (r⋆Y ) = 0+
∫ r⋆Y
D
β,r⋆dr
⋆ ≤
∫ r⋆Y
D
24
Ω2
r
dr⋆ ≤
∫ r⋆Y
D
24
γκ
γ + κ
∂r⋆ log rdr
⋆ ≤ 12 log rY
r−
.
Hence β remains controlled by the r-fluctuation in r⋆ ≤ r⋆Y and hence small by
choosing ψ above suitably small. Note that α and β are in particular supported
away from the curve r⋆ = 0.
We finally choose the ψ of (135), (136) so small that the inequalities(
4α
Ω,v
Ω
r − α′r
)
> max
[
2
(
1
4κ
α− βλ
)2
,
r
4
√
M
α,
κ (1− µ) r√
M
]
, (139)
α ≥ κ
(
4βλ+ 2rβ′ + 8rβ
Ω,v
Ω
)
+max
[ κrβ
2
√
M
,
r
2
√
M
]
, (140)(
−r
⋆ − a
r
)[
24µr
Ω,v
Ω
+ (1− µ) (−70κ− 36κµ)
]
> 45 . (141)
hold in the region r⋆ ≤ r⋆Y and set r⋆cl = r⋆Y − 2
√
M .
Remark: The constant ψ and the corresponding rY (and the upper bound on
initial data) can easily be computed explicitly and is fixed once and for all. In
particular it does not depend on the size of the bootstrap region and the coordinate
system that comes along with it. The curve r⋆ = r⋆Y and hence r
⋆ = r⋆cl is then
also fixed and always close to rY by bootstrap assumption 1 and the fact that rK
is chosen much closer to the horizon than rY . Smallness for the bootstrap on the
other hand, will be exploited via the r⋆K -curve and by choosing the initial data even
smaller to “beat the constants” which are introduced by the choice of r⋆cl.
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7.3 Cauchy stability
For the closed-part we will have to improve the constant c in the statement P
(i.e. the bounds (129-132)) in the region A (T ). The argument constitutes the body
of the paper. In this context we note that within the process of improving the
bootstrap assumptions there will be two sources of smallness. The first arises from
the fact that r = rK can be chosen very close to the horizon. The second is obtained
by selecting a ∇r-slice belonging to some large τ˜0 (and hence large associated time
t0) up to which Cauchy stability holds by a suitable smallness assumption on the
data. This is expressed precisely by the following
Proposition 7.2. For any small η > 0, δ˜ > 0, and any large τ˜0 (hence large
associated time T0 = ϑ (τ˜0), with ϑ defined in (43)) we can find an rK and a δ > 0
such that the following statement is true: If the smallness assumptions (3) and (5)
of Theorem 1.1 hold for δ, then
1. The curve r = rK away from the horizon satisfies r
2
K − r2− < η
2. in the coordinate system defined by τ˜• ∈ [0, τ˜0] the t-coordinate of the subset
S˜ ∩ {r ≥ rK} ∩ {u ≥ u0} of the initial data satisfies
|t−
√
M | < δ˜
√
M. (142)
3. In the coordinate system defined by Cτ˜0 , the statement P holds with constant δ˜
(instead of c) in the region uhozDr⋆K ,u0
[2
√
M,T0]
and moreover, the pointwise bound
|B|+M− 14
∣∣∣ ζ
ν
∣∣∣ +M− 14 |θ| ≤ √M δ˜
v+
(143)
holds on any slice Σt (cf. (116)) for 2
√
M ≤ t ≤ T0.
Proof. The first assertion is the statement of Corollary 4.2. For the second state-
ment consider the coordinate system CT=ϑ(τ˜•) for a given τ˜• ∈ [0, τ˜0]. The vectorfield
∇r introduced in section 3 can be expressed in the associated (t, r⋆) coordinates
∇r = 1
4κγ
[(γ − κ) ∂t + (γ + κ) ∂r⋆ ] (144)
as can the vectorfield ∇⊥r which is defined to be orthogonal to ∇r and whose
integral curves are the curves of constant area radius r:
∇⊥r = 1
4κγ
[(γ + κ) ∂t + (γ − κ) ∂r⋆ ] . (145)
The rescaled vectorfields
R =
1√
1− µ∇r and G =
1√
1− µ∇⊥r (146)
satisfy the orthonormality relations
g (R,R) = 1 and g (G,G) = −1 and g (R,G) = 0 . (147)
Let ̺ be the affine parameter along R and τ the affine parameter along G. In
the following, we frequently refer to figure 3 of section 3. At the point A we have
t = T• =
√
M +
√
2τAD by definition. We would like to estimate the value of t at
the point D and compare it to 1, which is the value of t if τ˜• = 0, T• =
√
M and
33
the coordinates are defined on initial data. The rate at which t changes in affine
parameter along the integral curve of ∇⊥r going through A is given by
dt
dτ
=
1
4κγ
(κ+ γ)
1√
1− µ . (148)
We will integrate (148) from τ = 0 to τ = τAD with initial condition T0 =
√
M +
τAD√
1−µA at A. By Proposition 4.1 and 4.7 the estimates
|κ+ γ − 1| ≤ C (ǫ) and
∣∣∣ 1√
1− µ −
√
2
∣∣∣ ≤ C (ǫ) (149)
hold along the curve. Given the fixed τ˜0 we choose the initial data so small that
τ˜0 · C (ǫ) is as small as we may wish. Hence τAD · C (ǫ) is small for any τAD (τ˜•)
with τ˜• ≤ τ˜0.34 With these choices the estimate
|t (D)−
√
M | ≤ C (ǫ) (150)
simply follows from integrating (148).
In a completely analogous fashion, by considering dr
⋆
dτ and using that |γ − κ| ≤
C (ǫ) we can show that the point r⋆ = 0 on the initial data is close to r = 2
√
M :
|r (tdata, 0)− 2
√
M | ≤ C (ǫ)√M .
Before we finally estimate how t changes along the integral curve of R through
D (i.e. the location of the initial data), we derive a rough estimate for the relation
of r and r⋆. Consider the vectorfield
L =
1
Ω
∂r⋆ , (151)
whose integral curves are the curves of constant t. The coordinate r⋆ changes along
such a curve (affine parameter l) by
dr⋆
dl
=
1
Ω
=
1√
4κγ (1− µ) . (152)
Integrating from r⋆ = 0, where r ≈ 2
√
M outwards to infinity noting that 1−µ > 49
and that both κ and γ are close to 12 in the region under consideration, we obtain
9
10
l ≤ r⋆ ≤ 9
4
√
2
l . (153)
On the other hand, the area radius changes according to
dr
dl
=
1
Ω
(λ− ν) = 1
2
√
1− µ√
γκ
(κ+ γ) (154)
leading to the estimate
2
√
M − C (ǫ)
√
M +
2
5
l ≤ r ≤ 2
√
M + C (ǫ)
√
M +
11
10
l . (155)
Combining (153) and (155) yields the relation
9
11
r − c1 ≤ r⋆ ≤ 45
8
√
2
r with c1 =
9
11
(
2
√
M − C (ǫ)
√
M
)
(156)
34Note that τ˜• is close to τAD , since the curves r2 = 4MF and r2 = 4mA converge to one
another for the initial data going to zero
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along any curve of constant time in the region r ≥ 2√M . In particular, if a quantity
decays in r in the asymptotic region, it decays in r⋆ as well.
Finally, we can consider the integral curve of R through D on which the initial
data is defined. We want to prove that the value of t does not change much along
that curve (at least up to the area radius R˜ where the support ends). First we
show that the horizon is a finite length of affine parameter along ∇r away from D.
Namely, since the r-component of the vectorfield R is given by Rr =
√
1− µ, we
have the equation
dr
d̺
=
√
1− µ . (157)
Starting at r (0) = 2
√
mA and integrating inwards to the point where the curve
intersects the horizon we find
0 ≤ −̺hoz =
∫ 2√mA
rhoz
dr
1√
1− µ =
∫ 2√mA
rhoz
dr2 · ∂r
(√
1− µ
) r3
4m− 2rm,r dr
≤ (4√mA + C (δ))
(
1√
2
− C (δ)
)
(158)
for some small δ. On the other hand, we can integrate outwards from D along ∇r
to a point where r = R˜. From (155) we know that the affine parameter is controlled
by the r value along the curve, hence for large R˜
̺ ≤ 6
5
R˜ . (159)
Finally, t changes along the curve according to
dt
d̺
=
1
4γκ
(γ − κ) 1√
1− µ ≤ 0 . (160)
Within [rK , 2
√
mA] and [2
√
mA, R˜] we can use the pointwise bound
(γ − κ) 1√
1− µ ≤ C (ǫ) (161)
following from the results of section 4 and choose ǫ (hence the initial data) so small
that C (ǫ) exceeds the support radius R˜:
|tD − t| ≤ C (ǫ) 6
5
R˜ ≤ C (ǫ) . (162)
In this way we can make the difference in t small in the region between r = rK and
r = R˜ on the ∇r integral curve.
The pointwise bound of statement 3 follows directly from Proposition 4.1 to-
gether with the fact that the quantity v is finite in the region under consideration.
For (126) of statement P we observe that on {t = T0} ∩ {r⋆ ≥ r⋆K} we have
∂tr = 0 by definition. From ∂r⋆r = (κ+ γ) (1− µ) we derive, using Propositions
4.1 and 4.7, the estimate 1 of statement P on t = T0 for an arbitrary good constant
by a suitable smallness assumption on the data. However, along a curve of constant
r⋆ ≥ r⋆K , the value of r changes only by an amount which can be made small by
suitable choice of initial data, as is seen from the estimate
|r (tb, r⋆)− r (ta, r⋆) | =
∣∣∣ ∫ tb
ta
(λ+ ν) dt
∣∣∣ ≤ ∫ T0
2
√
M
(1− µ) (κ− γ)dt ≤ C (ǫ) · T0
(163)
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is small for any ta, tb ∈
[
2
√
M,T0
]
if the data is small enough.
The second bootstrap assumption has been dealt with in statement 2 of Propo-
sition 7.2 already.
The third bootstrap assumption involves integrals over compact intervals with
the integrand containing B and its derivatives. The integral is small on t = 2
√
M
by assumption (3) and Cauchy stability. Again from Cauchy stability it follows that
EKB will stay as small as we may wish up to the chosen T = ϑ (τ˜0) slice if we only
chose the data small enough. This is perhaps most easily seen directly from the fact
that u and v are always finite in the region of integration, and taking into account
the pointwise bounds on B, ζν , θ established in Proposition 4.1. Put together it
follows that the quantity EKB can be made smaller than δ˜ for a finite t slice by an
appropriate assumption on the data.
The bootstrap assumptions involving the energy can be satisfied by choosing
the data sufficiently small (recall the a-priori bound on the mass fluctuation (45)).
Finally, assumption (132) follows from the pointwise bound on ζν (cf. Proposition
4.1) and realizing that integrating the quantity ν in u yields a finite result. Hence,
in the coordinate system defined by τ˜0, all inequalities in the statement P can be
brought to hold with constant δ˜ in the region uhozDr
⋆
K ,u0
[2
√
M,T0]
.
Corollary 7.1. The set A defined in (133) is non-empty.
Proof. By statement 2 of Proposition 7.2 for any τ˜• ≤ τ˜0 the coordinates of a
point in the associated region A (ϑ (τ˜•)) will be close to the coordinates of the same
point in the coordinate system defined by τ˜0. Hence the statement P holds with
constant δ˜ in A (ϑ (τ˜•)) for all τ˜• ≤ τ˜0 by choosing δ small enough. Therefore
[
√
M, τ˜0] ⊂ A.
In order to be useful in conjunction with the bootstrap, statement 3 of Proposi-
tion 7.2 has to hold in any coordinate system Cτ˜ associated to a τ˜ > τ˜0 with τ˜ ∈ A.
The argument is postponed to Proposition 8.8, after we have derived appropriate
decay bounds from the bootstrap assumptions in the next section.
Proposition 7.2 also provides us with two sources of smallness. In particular it
justifies the following algebra for constants:
C (r⋆cl) η = δ˜ (164)
C (r⋆K)
t0
= δ˜ (165)
Namely, after we have chosen ψ > 0 (cf. (135) and (136)) to determine r⋆cl, we can
choose η so small that it “beats” any constant depending on r⋆cl, and finally t0 so
large that 1√
M
C(r⋆K)
t0
is as small as we may wish. (Of course, the restrictions on the
initial data get stronger and stronger in this process.) Consequently, everywhere
that the formulation “we choose t0 so large that” is used in the paper, we always
have an application of Proposition 7.2 in mind.
8 Analyzing the bootstrap assumptions
In this section we are going to derive certain decay bounds for the energy, the
squashing field and some other quantities. These estimates will be useful for late
times, i.e. they are to be understood in conjunction with Proposition 7.2 where we
can choose such a late time. The time t0 up to which Cauchy stability holds is chosen
in particular so large that for t ≥ t0 we have v ∼ t in the region r⋆cl ≤ r⋆ ≤ 910 t
and that v ∼ t ∼ r⋆ in the region r⋆ ≥ 910 t. Moreover v0 = t0 + r⋆cl >>
√
M .
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All statements about decay in this section are then valid in the subregion {t ≥
t0} ∩ {v ≥ v0} of the bootstrap region.
8.1 Energy decay
From assumption (129), we can directly derive 1t2 decay of the energy in certain
regions for late times.
Proposition 8.1. On a hypersurface of constant t we have the bounds
2π2
M
∫ t−u0
r⋆K
(−2ν) (r
⋆ − a)2
r2
B2r3dr⋆ ≤ EKB (t) , (166)
2π2
M
∫ t−u0
r⋆K
(−2ν) t
2
r2
B2r3dr⋆ ≤ EKB (t) (167)
and
2π2
M
∫ t−u0
r⋆K
(
(u+ a)
2
(∂uB)
2
+ (v − a)2 (∂vB)2
)
r3dr⋆ ≤ 2EKB (t) . (168)
Proof. The first two bounds follow directly from (124). For the last inequality note
that 2 (∂uB)
2
(u+ a)
2
+ 2 (∂vB)
2
(v − a)2 = (SB)2 + (SB)2 and
(SB)
2
+ (SB)
2
= (1 + 2ν)
(
(SB)
2
+ (SB)
2
)
+ (−2ν)
(
(SB)
2
+ (SB)
2
)
≤ (1 + 2ν)
(
(SB)2 + (SB)2
)
+4 (−2ν)
((
SB +
3 (r⋆ − a)
2r
B
)2
+
(
SB +
3t
2r
B
)2)
+3 (−2ν)
(
(r⋆ − a)2
r2
B2 +
t2
r2
B2
)
(169)
and that we control all the terms on the right hand side separately by (124).
The following proposition is an immediate application of the latter and allows
us to estimate the energy flux through certain slices for late times.
Proposition 8.2. Let (r⋆1 , t1), (r˜
⋆
1 , t1) be such that t1−r˜⋆1+a ≥
√
M and t1+r
⋆
1−a ≥√
M and let additionally r⋆1 ≥ r⋆K . Then we have
m (r˜⋆1 , t1)−m (r⋆1 , t1) ≤ 3M
(
(t1 − r˜⋆1 + a)−2EKB (t1) + (t1 + r⋆1 − a)−2EKB (t1)
)
.
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Proof.
m (r˜⋆1 , t1)−m (r⋆1 , t1) =
∫ r˜⋆1
r⋆1
∂r⋆mdr
⋆ =
∫ r˜⋆1
r⋆1
(
− ∂um+ ∂vm
)
dr⋆
≤
∫ r˜⋆1
r⋆1
(
(B,u)
2
γ
r3 +
(B,v)
2
κ
r3 +B2r (λ− ν)
(
8 +
ϕ1 (B)
B2
))
dr⋆
≤ (t1 − r˜⋆1 + a)−2
∫ r˜⋆1
r⋆1
(
(u+ a)
2 (B,u)
2
γ
− ν (u+ a)2 B
2
r2
(
8 +
ϕ1 (B)
B2
))
r3dr⋆
+(t1 + r
⋆
1 − a)−2
∫ r˜⋆1
r⋆1
(
(v − a)2 (B,v)
2
κ
+ λ (v − a)2 B
2
r2
(
8 +
ϕ1 (B)
B2
))
r3dr⋆
≤ 3M
(
(t1 − r˜⋆1 + a)−2EKB (t1) + (t1 + r⋆1 − a)−2EKB (t1)
)
,
where we have used (30), (31) and Proposition 8.1 as well as the bounds (63) and
(79).
The previous proposition can be combined with the bootstrap assumptions (131)
and (130). The fact that energy is conserved then immediately yields decay for any
achronal slice in a certain subregion of A (T ) as elaborated in the following
Proposition 8.3. In the bootstrap-region A (T ) the energy flux through any achronal
surface
S ⊂ A (T ) ∩ {r⋆ ≤ 10
11
t} (170)
with v− = minv S ≥ t0 + r⋆cl ≥
√
M and mint S ≥ t0 satisfies
E (S) ≤M2C (c)
v2−
. (171)
r⋆ = 9
10
t
t = ti
t = T
r⋆ = r⋆cl
r⋆ = r⋆K
t = t0
u = 1
11
ti+1
t = ti+1 = 1.1ti
t = 2
√
M
Figure 6: Energy decay from K.
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Proof. Dyadically decompose the region A (T ) into regions uhozDr
⋆
cl,u0
[ti,ti+1]
with ti+1 =
1.1ti.
35 Proposition 8.2 applied to any slice ti+1 with r
⋆
1 = r
⋆
K and r˜
⋆
1 =
10
11 ti+1 yields
(for late times, i.e. when t− r⋆cl+ a ≈ t, which is the case for t ≥ t0, cf. Proposition
7.2)
m
(
ti+1, r
⋆ =
10
11
ti+1
)
−m (ti+1, r⋆K) ≤M2
C (c)
t2i
(172)
Combining this decay in the central region with the energy decay at the horizon
(bootstrap assumptions (130) and (131)) we find from energy conservation that the
energy must decay like 1
v2−
through any achronal slice in the region where r⋆ ≤
10
11 t. This shows (171), noting that for large times t ≥ t0 we have t ∼ v in the
region r⋆cl ≤ r⋆ ≤ 910 t. Note in particular that we have this decay of energy flux
through the regions uhozDr
⋆
cl,u=
1
11 ti+1
[ti,ti+1]
for large ti (cf. Figure 6, where such a region
is depicted).
8.2 Decay estimates for κ and γ
The following proposition establishes appropriate decay bounds on κ and γ sufficient
to improve the estimate (126) for the relation between r⋆ and r in the central region
in the next section.
Proposition 8.4. In the region A (T ) ∩ {r⋆ ≤ r⋆cl} ∩ {v ≥ v0} we have∣∣∣κ− 1
2
∣∣∣ ≤ CLM
v2
. (173)
In the region A (T ) ∩ {r⋆ ≥ r⋆K} ∩ {r⋆ ≤ 910 t} we have
1
2
≤ κ ≤ 1
2
+ CL (2 + c)
M
t2
(174)
1
2
≥ γ ≥ 1
2
− CK cM
t2
(175)
with CK = supr⋆≥r⋆K
1
1−µ and CL = supr⋆≥r⋆cl
1
1−µ .
Proof. Integrating equation (34) from the set {u = T − r⋆ (T, rK)} ∪
(
{t = T } ∩
{r⋆ (T, rK) ≤ r⋆ ≤ r⋆cl}
)
, where κ = 12 by definition, to any point in the region
r⋆ ≤ r⋆cl yields after inserting bootstrap assumption (132)∣∣∣κ (t, r⋆cl)− 12 ∣∣∣ ≤ 2CLMv2 (176)
in that region establishing (173). We can obtain κ at any point in the remaining
region A (T ) ∩ {r⋆ ≥ r⋆cl} ∩ {r⋆ ≤ 910 t} by integrating from the set L =
{
{t =
T } ∩ {r⋆ ≥ r⋆cl}
}
∪ {r⋆ = r⋆cl} on which either κ is equal to 12 or satisfies the
estimate (176), to the desired point. An application of Proposition 8.3 then yields
35 This decomposition implies that the width of each region is of the size of the t coordinate it
is at. It should be noted that this decomposition may not fit exactly, i.e. the last of these dyadic
tubes may have a smaller width. To keep the notation reasonably clean this fact is always to
be understood implicitly. The results derived for each dyadic region in the paper are of course
independent of the fact that the last region may be smaller.
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(174) in the region A (T ) ∩ {r⋆K ≤ r⋆ ≤ 910 t} as follows:
κ (t, r⋆) = κ (uL, v) exp
(
−
∫ uL
t−r⋆
2
r2
ζ2
ν
(u¯, v) du¯
)
≤ κ (uL, v) exp
(
sup
[
2
r2 (1− µ)
]∫ uL
t−r⋆
4λ
Ω2
ζ2 (u¯, v) du¯
)
≤
[
1
2
+ 2CL
M
(t+ r⋆)
2
](
1 + cCL
M
t2
)
. (177)
For the estimate (175), we first note that γ = 12 on {t = T }∩ {r ≥ rK}. On the
r⋆ = 910 t curve we can obtain (175) by integrating (35) from {t = T }∩{ 910T ≤ r⋆ ≤
T − u0} downwards to any point in the region A (T ) ∩ {r⋆ ≥ 910 t}. We use that λ
is bounded below and |θ| ≤ C(ǫ)
√
M√
r
in the integration region, both following from
Proposition 4.1, to obtain
γ ≥ 1
2
− C (ǫ)M
r2
(178)
there. Since r is controlled by r⋆ (cf. equation (156)) and r⋆ ≥ 910 t in the region
under consideration, we find the bound (175) in the region A (T ) ∩ {r⋆ ≥ 910 t},
in particular on the r⋆ = 910 t-curve. Finally, the value of γ at any point in the
remaining region A (T )∩ {r⋆K ≤ r⋆ ≤ 910 t} can be obtained by integrating (35) in v
from some point of the set L′ =
{
{t = T } ∩ {r⋆ ≤ 910 t}
}
∪ {r⋆ = 910 t} (on which
γ already satisfies (175)). Using the decay of the energy flux we arrive at (175) in
the remaining region:
γ (t, r⋆) = γ (u, vL′) exp
(
−
∫ vL′
t+r⋆
2
r2
θ2
λ
(u, v¯) dv¯
)
≥ γ (u, vL′) exp
(
− sup
[
2
r2 (1− µ)
] ∫ vL′
t+r⋆
θ2
κ
(u, v¯) dv¯
)
≥ 1
2
(
1− 2CK cM
t2
)
. (179)
From the proof of the γ-estimate we deduce:
Corollary 8.1. In the region r⋆ ≥ r⋆cl, the estimate (175) holds with the constant
CK replaced by CL.
In the asymptotic region t is like r and the bounds extend:
Corollary 8.2. In AT ∩ {r⋆ ≥ 910 t} ∩ {v ≥ v0} we have
1
2
≤ κ ≤ 1
2
+ 2CL (2 + c)
M
r2
and
1
2
≥ γ ≥ 1
2
+
C (ǫ)
r2
(180)
Proof. The bound for γ is the statement of (178). To obtain the bound for κ
integrate (34) from r⋆ = 910 to the asymptotic region of A (T ) in u using that
t ∼ r⋆ ∼ r in the region r⋆ ≥ 910 t (cf. again (156)) and that the energy estimate
holds in the region under consideration. Note again that r could be replaced by t
in that region.
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8.3 Stability of the coordinate systems
8.3.1 The relation between r⋆ and r.
We are now in a position to derive an estimate for the relation between the co-
ordinate r⋆ = v−u2 and the function r (u, v). This estimate in conjunction with
Proposition 7.2 will automatically improve bootstrap assumption 1, which – mod-
ulo the error-term – expresses precisely the relation of the tortoise coordinate r⋆
to the area radius in the five-dimensional Schwarzschild metric. For this section
we will use C((rK , c) to denote a constant which depends on the weight of
1
1−µ on
r = rK and on the parameter c in the bootstrap assumptions.
Proposition 8.5. The estimate
∣∣∣r⋆ − [r (t, r⋆) +√MA
2
(
log
(
r (t, r⋆)−√2MA
r (t, r⋆) +
√
2MA
)
+ p
)] ∣∣∣ ≤ C (rK , c) M
t
(181)
with p defined in (127) and MA the Hawking mass at the point (T, r
⋆ = 0), holds in
the region A (T ) ∩ {r⋆ ≥ r⋆K}.
Proof. The estimates
|∂tr| = |λ+ ν| ≤ C (rK , c) M
t2
, (182)
∂r⋆r = λ− ν ≤ (1− µ) + C (rK , c) M
t2
≤
(
1− 2MA
r2
)
+ C (rK , c)
M
t2
(183)
in the region A (T )∩{r⋆ ≥ r⋆K}∩{r⋆ ≤ 910 t} are a direct consequence of Proposition
8.4. Since also r (T, r⋆ = 0) = 2
√
MA, the relation (181) follows in the region
A (T )∩{r⋆ ≥ r⋆K}∩{r⋆ ≤ 910 t}. An application of Corollary 8.2 finally extends the
bound to the remaining region, r⋆ ≥ 910 t.
This means that in the region A (T ) ∩ {r⋆ ≥ r⋆K} we can go back and forth
from r to r⋆ with an error-term of 1t , which is small at late times. In analogy with
Corollary 8.1 we also have
Corollary 8.3. In the region A (T ) ∩ {r⋆ ≥ r⋆cl} the estimate (181) holds with
constant C (rcl, c) replacing C (rK , c).
8.3.2 Stability of constant t slices
In this section we are going to study the relation of the different coordinate systems
Cτ˜ = (uτ˜ , vτ˜ ) associated with different τ˜ ∈ A (cf. Section 3). Instead of the small-
ness estimates entering the proof of Proposition 7.2, we will now exploit the decay
estimates for the quantities κ and γ derived in Proposition 8.4. Recall Notation 3.1.
Proposition 8.6. Let τ˜A ∈ A. In view of Corollary 7.1 assume τ˜A ≥ τ˜0. Then
in the coordinate system Cτ˜A = (uτ˜A , vτ˜A) associated to τ˜A the t-coordinate of the
initial data slice satisfies the bound
sup
S˜∩{r⋆≥r⋆K}∩{u≤u0}
|t−
√
M | ≤ C (ǫ) . (184)
Proof. By Proposition 7.2 the statement (184) already holds up to τ˜0 by a suitable
smallness assumption on the initial data in all coordinate systems Cτ˜ with τ˜ ≤ τ˜0.
Consider now a coordinate system Cτ˜A for a τ˜A ≥ τ˜0. Recall the vectorfields G and
R defined in (146). In the following, we again frequently refer to figure 3 of section
3. At the point A we have tτ˜Aτ˜A = T by definition. We would like to estimate the
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value tτ˜A0 at the point D and compare it to
√
M , which is the value of t if τ˜ = 0
and the coordinates are defined on the initial data. The rate at which t changes
in affine parameter τ along the integral curve of ∇⊥r is given by (148). We first
integrate (148) along the curve r2 = 4mA, from A to the point A
′, which is defined
to be on the ∇r slice associated with τ˜0. Using the decay estimates
|κ+ γ − 1| ≤ CL (2 + c) M
t2
and
∣∣∣ 1√
1− µ −
1√
1− µA
∣∣∣ ≤ C (c) M
t2
(185)
which hold along the curve by Proposition 8.4 (and its Corollaries), we obtain an
estimate
T − tτ˜Aτ˜0 ≤
1√
1− 2mAr2
(τA − τA′) + C (c, r⋆cl)
M
tτ˜Aτ˜0
(186)
where the last term is small and the constant C (c, r⋆cl) depends on the weight of
1
1−µ on r
⋆
cl. Using the definition of T = ϑ (τ˜A) =
√
M + τA√
1−µA we derive∣∣∣tτ˜Aτ˜0 − τA′√
1− 2mAr2
−
√
M
∣∣∣ ≤ C (c, r⋆cl) M
tτ˜Aτ˜0
(187)
and with the bootstrap assumption on the energy∣∣∣tτ˜Aτ˜0 − τA′√
1− 2mA′r2
−
√
M
∣∣∣ ≤ C (c, r⋆cl) M
tτ˜Aτ˜0
(188)
In the second step we integrate (148) from A′ to D. In this region we can use the
smallness estimates for κ and γ as in the proof of Proposition 7.2 obtaining∣∣∣tτ˜Aτ˜0 − tτ˜A0 ∣∣∣ ≤ 1√
1− 2mA′r2
(τA′) +
√
MC (ǫ) , (189)
where we used the fact 1√
M
C (ǫ) ·τA′ is small by a suitable choice of the initial data,
which in turn follows from the smallness of 1√
M
C (ǫ) τ˜0 by Proposition 7.2 and the
estimate |τA′ − τ˜0| ≤
√
MC (ǫ). Putting together the estimates (188) and (189) we
obtain∣∣∣√M + τA′√
1− 2mA′r2
− tτ˜A0
∣∣∣ ≤ τA′√
1− 2mA′r2
+ C (c, r⋆cl)
M
tτ˜Aτ˜0
+
√
MC (ǫ) (190)
from which it follows (choosing τ˜0 large enough and the initial data suitably small)
that the t-coordinate at D is close to
√
M . In the second step, which is identical to
the one in Proposition 7.2, one finally shows that t only changes by C (ǫ) along the
∇r-curve through D on which the initial data is defined.
Corollary 8.4. Bootstrap assumption 2 is improved.
One easily generalizes the previous proposition to the statement that t does not
change much along a ∇r integral curve located in the bootstrap region:
Proposition 8.7. With the assumptions of Proposition 8.6, the t-coordinate along
the ∇r integral curve associated to
√
M ≤ τ˜i ≤ τ˜A satisfies
sup
(∇r)τ˜i∩{r⋆≥r
⋆
K}
|t− ϑ (τ˜i) | ≤ C (ǫ) (191)
in the coordinate system Cτ˜A = (uτ˜A , vτ˜A).
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Proof. Repeat the proof of the previous Proposition, now integrating only up to the
∇r integral curve associated with τ˜i. In the second step, when integrating equation
(160) along the ∇r integral curve, one again uses the smallness estimate for κ− γ
in [r⋆K , R˜
⋆]. However the decay estimate
(γ − κ) 1√
1− µ ≤ ǫ˜
M
3
4
r
3
2
(192)
following from Proposition (8.2) can now be used in the region [R˜,∞). The ǫ˜ arises
because M
1
4√
r
is small in
[
R˜,∞
)
. Inserting that the affine parameter ̺ is proportional
to r (cf. (155)), one concludes that
0 ≤ − dt
d̺
≤ ǫˆM
3
4
̺
3
2
(193)
and hence the change in t along any ∇r integral curve is also small within the region
[R˜,∞).
Proposition 8.8. Statement 3 of Proposition 7.2 holds in any coordinate system
Cτ˜ for τ˜ ≥ τ˜0 and τ˜ ∈ A.
Proof. Bootstrap assumption 1 and the previous Proposition implies that the lo-
cation of the region uhozDr⋆K ,u0
[2
√
M,T0]
only changes slightly between the different co-
ordinate systems. In particular, the v coordinate of the region uhozDr⋆K ,u0
[2
√
M,T0]
is
uniformly bounded in the different coordinate systems, as is the t coordinate for
r⋆ ≥ r⋆K . Hence if statement 3 of Proposition 7.2 holds in the coordinate system
Cτ˜0 it also holds in the coordinate system Cτ˜ for τ˜ ≥ τ˜0 and τ˜ ∈ A.36
Finally, we conclude from Proposition 8.5
Corollary 8.5. Bootstrap assumption 1 is improved.
Proof. We apply Proposition 7.2, i.e. we choose t0 large such that C (rK , c)
M
t0
is
very small (in particular smaller than c4 ) and the initial data so small that the
bootstrap assumptions hold with constant c2 at t = t0. Then for t > t0 the estimate
of Proposition 8.5 takes over and improves the constant c in (126).
8.4 Pointwise bounds
In this subsection we derive pointwise decay bounds on the squashing field B and
its derivatives, as well as on some higher order quantities. The key idea is that these
bounds hold up to some large time t0 by Cauchy stability (cf. Propositions 7.2 and
8.8).37 After that time the energy decay derived from the bootstrap assumptions
in Proposition 8.3 ensures appropriate decay estimates for the fields.
8.4.1 The squashing field and its derivatives
Proposition 8.9. The pointwise bound
|B (t, r⋆) | ≤
√
CL C (c)
√
M
t
(194)
holds everywhere in A (T ) ∩ {r⋆cl ≤ r⋆ ≤ 910 t}.
36The δ of Proposition 7.2 may have to be chosen slightly smaller but the change is uniform in
τ˜A and hence the size of the bootstrap region!
37The location of t = t0 might change slightly from coordinate system to coordinate system but
the change is uniformly controlled by C (ǫ) as has just been established in section 8.3.2.
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Proof. The estimate (194) holds for t ∈ [2√M, t0] (for some large but finite t0) by
Proposition 8.8 with an appropriate choice of the initial data. For [t0, T ] we integrate
out in the u-direction from the set L = {u = u0} ∪
({t = t0} ∩ {r⋆ ≥ 910 t0)}, where
either B ≡ 0 by the assumption of compact support or the bound (194) holds by
Cauchy stability, to the r⋆ = 910 t curve:
B
(
t, r⋆ =
9
10
t
)
= B
(
uL, v =
19
10
t
)
+
∫ 1
10 t
uL
B,u
(
u, v =
19
10
t
)
du (195)
≤ δ˜
√
M
v
+
√∫ 1
10 t
uL
4λ
Ω2
ζ2du
√∫ 1
10 t
uL
−4κν
4r3λ
du ≤ C (ǫ)
√
M
t
since r ∼ r⋆ ∼ t on the curve. Note also that along a line of constant v in the
region r⋆ ≥ 910 t we have v ∼ t. Integrating out further from a point
(
t, 910 t
)
on the
r⋆ = 910 t-curve along the slice t = const we obtain
|B| ≤ C (ǫ)
√
M
t
+
∫ 9
10 t
r⋆
cl
|∂r⋆B| dr⋆
≤ C (ǫ)
√
M
t
+
√√√√∫ 910 t
r⋆
cl
(∂r⋆B)
2 r3dr⋆
√√√√∫ 910 t
r⋆
cl
[
− ∂
∂r⋆
1
r2
](
1
2 ∂r∂r⋆
)
dr⋆
≤ C (ǫ)
√
M
t
+ C (c)
√
M
t
sup
√
1
2 ∂r∂r⋆
(196)
yields (194) in the whole region r⋆cl ≤ r⋆ ≤ 910 t since sup
√
1
2 ∂r
∂r⋆
≤ 45CL in the
region r⋆cl.
Recall that in the region r⋆ ≥ 910 t we were able to derive 1r -decay of the field B
without involving the bootstrap assumptions (cf. Corollary 4.3). The next Propo-
sition shows that the boundedness of the quantity EKB improves this decay consid-
erably:
Proposition 8.10. In the region X = A (T ) ∩ {r⋆ ≥ 3
√
M} ∩ {u ≥
√
M} we have
|B| ≤ C (c) M
r
3
2u
1
2
. (197)
Proof. Choose a point (t, r⋆) in the region X and a point (t, r˜⋆) in the central region
(r⋆cl ≤ r˜⋆ ≤ 3
√
M). We have
r3B2 (t, r⋆) = r3B2 (t, r˜⋆) +
∫ r⋆
r˜⋆
∂r⋆
(
r3B2
)
dr⋆ . (198)
By Proposition 8.9, |B (t, r˜⋆) | ≤ Ct . Moreover, by Cauchy-Schwarz∫ r⋆
r˜⋆
∂r⋆
(
r3B2
)
dr⋆ ≤ 2
√∫ r⋆
r˜⋆
(∂r⋆B)
2
r3u2dr⋆
1
t
√∫ r⋆
r˜⋆
t2B2r3
1
u2
dr⋆
+
1
t2
∫ r⋆
r˜⋆
t2B2r2dr⋆ . (199)
We can finally insert the inequalities (168) and (167) to find
B2 (t, r⋆) ≤ CL C (c)
M
(
3
√
M
)3
r3t2
+ 2C (c)
M2
tr2u
+ C (c)
M2
r2t2
. (200)
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Noting that in the region u ≥ 1 we have for large times t ≥ r2 yields the desired
result.
For the region region u0 ≤ u ≤
√
M we can follow the same proof replacing u2
by u2 +M (to avoid dividing by zero) to obtain
Proposition 8.11. In the region X˜ = A (T ) ∩ {r⋆ ≥ 3√M} we have
|B| ≤ C (c) M
3
4
r
3
2
. (201)
Having established better decay of B from the bootstrap assumptions we can
also derive better decay of θ via an auxiliary quantity Θ, which is the analogue of
the almost Riemann invariant in four dimensions. Note however that we cannot use
Θ to improve the decay in B itself (as in the four-dimensional case) but only in its
derivatives, once better decay in B has already been established.
Lemma 8.1. On {r⋆ = 910 t}, the quantity Θ = θ + 32
√
rλB satisfies
|Θ(u, v) | ≤ C (c) M
3
4
v+
(202)
Proof. Integrate the equation (recall definition (36))
∂uΘ = B
[
35λν
4
√
r
− 11Ω
2
2r
5
2
m
]
+
1
4
Ω2√
r
ϕ2 (B)
B
− Ω
2
2
√
r
B
(
ρ− 3
2
)
(203)
from the set L = {u = u0} ∪
({t = t0} ∩ {r⋆ ≥ 910 t0)}, where either Θ ≡ 0 by the
assumption of compact support or the bound (202) holds by Proposition 7.2 with
constant δ˜, to the r⋆ = 910 t curve. Since the right hand side of equation (203)
satisfies∣∣∣∣∣B
[
35λν
4
√
r
− 11Ω
2
2r
5
2
m
]
+
1
4
Ω2√
r
ϕ2 (B)
B
− Ω
2
2
√
r
B
(
ρ− 3
2
) ∣∣∣∣∣ ≤ C (c) Mr2 (204)
in the region r⋆ ≥ 910 t following in turn from the decay of B derived in Proposition
8.10, we obtain the estimate
|Θ(u, v) | ≤ δ˜M
3
4
v+
+ C (c)
M
3
4
r
≤ C (c) M
3
4
v+
. (205)
Corollary 8.6.
|θ (u, v) | ≤ C (c) M
3
4
r
(206)
holds in r⋆ ≥ 910 t.
Proof. Use Lemma 8.1 and take into account Proposition 8.10.
Proposition 8.12. The pointwise bound
|θ (t, r⋆) | ≤ C (c) M
3
4
t
(207)
holds everywhere in A (T ) ∩ {r⋆cl ≤ r⋆ ≤ 910 t}.
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Proof. By the previous corollary
|θ (u, v) | ≤ C (c) M
3
4
t
(208)
holds on r⋆ = 910 t. We can integrate equation (72) from that curve or t = t0,
where the bound |θ| ≤ δ˜M
3
4
v holds by Proposition 7.2, to any point in the region
A (T ) ∩ {r⋆ ≤ 910 t}:
θ (u, v) = θ (ui, v)− 3
2
∫ u
ui
ζ
r
λdu¯+
∫ u
ui
Ω2
3
√
r
(
e−8B − e−2B) du¯ (209)
and hence
|θ (u, v) | ≤ δ˜M
3
4
v
+
3
2
√∫ u
ui
4ζ2λ
Ω2
du¯
√∫ u
ui
−4κνλ
r2
du¯ (210)
+
1
3
√∫ u
ui
−4κν (e−8B − e−2B)2 rdu¯
√∫ u
ui
−4κν
r2
du¯ ≤ C (c) M
3
4
v
.
The energy estimate, Proposition 8.3 and the fact that v ∼ t in the region r⋆cl ≤
r⋆ ≤ 910 t yields the desired result.
With the previous Proposition and Proposition 4.1, Corollary 8.6 is easily ex-
tended to the entire bootstrap region:
Corollary 8.7.
|θ (u, v) | ≤ C (c) M
3
4
r
(211)
holds in all of A (T ).
Close to the horizon we have
Proposition 8.13. The pointwise bounds
|B (t, r⋆cl) |+ |θ (t, r⋆cl) | ≤ 2
√
CL C (c)
√
M
v+
. (212)
hold everywhere in A (T ) ∩ {r⋆ ≤ r⋆cl} ∩ {u ≤ T − r⋆ (T, rK)}.
Proof. The decay for θ was already obtained in the proof of Proposition 8.12. From
Proposition 8.9, we know that on r⋆ = r⋆cl we have the decay
|B| ≤
√
CL C (c)
√
M
v+
(213)
Consequently,
B (u, v) = B
(
ur⋆
cl
, v
)
+
∫ u
ur⋆
cl
ζ
r
3
2
(u¯, v) du¯
≤
√
CL C (c)
√
M
v+
+
√∫ u
ur⋆
cl
ζ2
−ν du¯
√∫ u
ur⋆
cl
−ν
r3
du¯ (214)
and upon inserting bootstrap assumption (132) we obtain the result.
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8.4.2 Higher order quantities
In this subsection various bounds on the derivatives of the quantity Ω2 are proven.
Since we have not yet established a pointwise bound on ζν , the estimates will turn
out to be suboptimal.38 However, they suffice to estimate certain error-terms in
the X-vectorfield identity. An interplay between the X and the Y -vectorfield will
finally generate a pointwise bound on ζν , which allows one to optimize the estimates
(cf. Proposition 8.16). In particular, the new decay will then suffice to control the
error-terms occurring in the identity (10) for the vectorfield K.
The first step is to improve Proposition 4.6 to a decay bound. In the following
C (r⋆cl, c) denotes a constant whose weight is determined by CL and which also
depends on the c in the bootstrap assumptions.
It should be emphasized again that the quantity
Ω,v
Ω is only piecewise contin-
uous, with a discontinuity spreading along the null line v = T + r⋆ (T, rK). The
estimates below are valid because the quantity ∂u
Ω,v
Ω , which is integrated along
null-lines, is continuous. The same considerations are valid for the quantity
Ω,u
Ω
whose discontinuity is along the null line u = T − r⋆ (T, rK).
Proposition 8.14. In the region A (T ) ∩ {r⋆ ≥ r⋆K} ∩ {r⋆ ≤ 910 t} we have the
one-sided bound
Ω,v
Ω
− m
r3
≤ C (r⋆cl, c)
√
M
t2
. (215)
In A (T ) ∩ {r⋆ ≤ r⋆cl} we have
Ω,v
Ω
− m
r3
≤ C (r⋆cl, c)
√
M
v2+
(216)
Proof. Since κ = 12 on the u = T − r⋆ (T, rK) ray we have
κ,v = 0 = 2κ
Ω,v
Ω
− κ
(
4κ
r3
m+
4
3
κ
r
(
ρ− 3
2
))
(217)
and, in view of Proposition 8.13, the estimate∣∣∣Ω,v
Ω
(u = T − r⋆ (T, rK) , v)
∣∣∣ ≤ m
r3
(u = T − r⋆ (T, rK) , v)+C (r⋆cl, c)
√
M
v2+
. (218)
Moreover, on {t = T } ∩ {r⋆ (T, rK) ≤ r⋆ ≤ 910T } we have by the constancy of κ
κ,r⋆ = 0 = 2κ
Ω,v
Ω
− κ
(
4κ
r3
m+
4
3
κ
r
(
ρ− 3
2
))
− κ 2
r2
ζ2
ν
(219)
and hence
Ω,v
Ω
− m
r3
≤ C (r⋆cl, c)
√
M
v2+
(220)
following from the fact that |B| ≤ Cv+ in that region by Proposition 8.13. Note
that the inequality (220) would also be two-sided if we had the analogous pointwise
bound on ζν . Integrating (26) downwards from the set L = {u = T − r⋆ (T, rK)} ∪
({t = T } ∩ {r⋆ (T, rK) ≤ r⋆ ≤ r⋆cl}) to the r⋆ = r⋆cl curve yields
Ω,v
Ω
(u, v) =
Ω,v
Ω
(uL, v) +
∫ u
uL
[
−6κmν
r4
− 2κ ν
r2
(
ρ− 3
2
)
− 3ζθ
r3
]
(u¯, v) du¯ (221)
38Such a pointwise bound could in principle be established via a bootstrap argument in the style
of Proposition 4.2, with the pointwise decay bound on B (213) now entering the estimates.
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and upon inserting the pointwise estimates on B and θ (Proposition 8.13), bootstrap
assumption 5 and the estimate
∣∣∣ ∫ uL
u
[
−3ζθ
r3
]
(u¯, v) du¯
∣∣∣ ≤ 3C (c) M 34
v+
√∫ u
uL
ζ2
Ω2
du¯
√∫ u
uL
−4κν
r6
du¯ ≤ C (c)
√
CL
M
7
4
r
5
2−
1
v2+
for which (132) has been used, we finally find that
Ω,v
Ω
− m
r3
≤ C (r⋆cl, c)
√
M
v2+
(222)
holds everywhere in r⋆ ≤ r⋆cl establishing (216). Starting from this curve or from
the curve {t = T } ∩ {r⋆cl ≤ r⋆ ≤ 910 t} we can integrate (26) further to any point
in the region A (T ) ∩ {r > rK} ∩ {r⋆ ≤ 910 t}, this time using the energy estimate
instead of (132) to obtain (215).
Proposition 8.15. In the region A (T ) ∩ {r⋆ ≥ r⋆K} ∩ {r⋆ ≤ 910 t}∣∣∣∣Ω,uΩ + mr3
∣∣∣∣ ≤ C (ǫ)t , (223)
in the region A (T ) ∩ {r⋆ ≤ r⋆K} ∩ {u ≤ T − r⋆K}
0 >
Ω,u
Ω
≥ −m
r3
− C (ǫ)
v+
. (224)
Proof. γ = 12 on the set L = {t = T } ∩ {r⋆ (T, rK) ≤ 910T }. From
− γ,r⋆ = 0 = 2γΩ,u
Ω
− γ
(
−4γ
r3
m− 4
3
γ
r
(
ρ− 3
2
))
− γ 2
r2
θ2
λ
(225)
we derive using the decay estimates (194), (212), (207) the bound∣∣∣Ω,u
Ω
+
m
r3
∣∣∣ ≤ C (rK , c) M
rT 2
(226)
on L. We write the evolution equation (26) as
∂v
(
Ω,u
Ω
)
= γ
(
6m
λ
r4
+
2λ
r2
(
ρ− 3
2
)
+ 3
θ
κ
ζ
ν
λ
r3
)
(227)
and integrate downwards in v. Using the estimates (174), (175) and again the decay
estimates for B and θ, the error-terms are estimated∣∣∣ ∫ vL
v
[
3γ
θ
κ
ζ
ν
λ
r3
] ∣∣∣ (u¯, v) dv¯ ≤ C (c) M 34
v+
sup
∣∣∣ ζ
ν
∣∣∣ ∫ vL
v
λ
r3
dv¯ ≤ C (ǫ)
v+
(228)
and ∣∣∣ ∫ vL
v
γ
2λ
r2
(
ρ− 3
2
) ∣∣∣ ≤ C (ǫ)
v2+
. (229)
This establishes the estimate (223) in a subregion (u ≥ 110T ) of the region asserted
in the Proposition. For the remaining part, we derive the estimate∣∣∣Ω,u
Ω
+
m
r3
∣∣∣ ≤ C (ǫ) M
r3
(230)
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valid on {t = T }∩{r⋆ ≥ 910T } using the decay of B, θ (Corollary 8.7 and Proposition
8.11) in r. Integrating (227) downwards to any point in the region {r⋆ ≥ 910 t} using
again the estimates for B and θ one obtains (230) in the entire region {r⋆ ≥ 910 t}.
Since t ∼ r⋆ on the curve r⋆ = 910 t we obtain∣∣∣Ω,u
Ω
+
m
r3
∣∣∣ ≤ C (ǫ) M
rt2
(231)
on that curve. Finally, integrating (227) from the r⋆ = 910 t curve downwards up to
any point in the region r⋆ ≥ r⋆K yields (223) for the entire region asserted in the
Proposition.
For the estimate (224) we integrate (227) from r⋆ = r⋆K where t ∼ v downwards.
Clearly the round bracket on the right hand side of (227) is always positive and
hence the upper bound of (224) follows immediately. For the lower bound we use
the estimate γ ≤ 12 available in the region under consideration to estimate:
Ω,u
Ω
(u, v) ≥ Ω,u
Ω
(u, v = u+ 2r⋆K)−
∫ u+2r⋆K
v
1
2
(
6m
λ
r4
+
2λ
r2
(
ρ− 3
2
)
+ 3
θ
κ
ζ
ν
λ
r3
)
≥ −m
r3
(u, u+ 2r⋆K)−m (u, u+ 2r⋆K)
(
1
r3
(u, v)− 1
r3
(u, u+ 2r⋆K)
)
− C (ǫ)
v+
≥ −m
r3
(u, v)− C (ǫ)
v+
.
We easily extend the bounds to the asymptotic region:
Corollary 8.8. In the region A (T ) ∩ {r⋆ ≥ 910 t} we have
Ω,v
Ω
− m
r3
≤ C (r⋆cl, c)
√
M
r2
and
∣∣∣Ω,u
Ω
+
m
r3
∣∣∣ ≤ C (ǫ)M
r3
. (232)
Proof. The first bound follows from integrating equation (26) outwards from r⋆ =
9
10 t using that r ∼ t in that region and the decay of the fields in r. The second
bound was obtained in (230).
As seen in the proof of Propositions 8.14 and 8.15 a pointwise decay bound
on the quantity ζν would considerably improve the estimates on the higher order
quantities. We summarize this as
Proposition 8.16. Assume that∣∣∣ ζ
ν
∣∣∣ ≤ CM 34
v+
holds in r⋆ ≤ r⋆cl and
∣∣∣ ζ
ν
∣∣∣ ≤ CM 34
t
in
9
10
t ≥ r⋆ ≥ r⋆cl .
(233)
holds for a constant C depending only on r⋆cl. Then in the region {r⋆ ≥ r⋆g} for any
r⋆cl ≥ r⋆g ≥ r⋆K we have the bounds∣∣∣Ω,v
Ω
− m
r3
∣∣∣ ≤ C (r⋆cl, c) √Mt2 and ∣∣∣Ω,uΩ + mr3 ∣∣∣ ≤ C (r⋆g , c)
√
M
t2
. (234)
Moreover, the one-sided bound (216) in the region A (T )∩{r⋆ ≤ r⋆cl} is extended to∣∣∣Ω,v
Ω
− m
r3
∣∣∣ ≤ C (r⋆cl, c) √Mv2+ , (235)
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and the bound (224) is refined to
0 >
Ω,u
Ω
(u, v) ≥ −m
r3
(u, v)− C (r⋆cl, c)
√
M
v2+
. (236)
in the region A (T ) ∩ {r⋆ ≤ r⋆cl} ∩ {u ≤ T − r⋆K}.
Proof. Revisit the proof of Propositions 8.14 and 8.15. Note that the constant in
the u-estimate of (234) improves by moving away from the horizon since it depends
on the weight of 11−µ on r
⋆
g .
9 The vectorfield Y
Recall the functions α and β defined in section 7. Close to the horizon we are going
to apply the vector field
Y =
2α (r⋆)
Ω2
∂u + 2β (r
⋆) ∂v (237)
for which
Y u =
2α
Ω2
Y v = 2β Yu = −βΩ2 Yv = −α . (238)
The calculations will be carried out in the Eddington Finkelstein coordinates defined
in section 3. From (92) we derive the identity
− Tµνπµν −
(∇βTβδ)Y δ = −2 (∂uB)2
Ω4
(
4α
Ω,v
Ω
− α′
)
− 2β′ (∂vB)
2
Ω2
+
1
Ω2r2
(
1− 2
3
ρ
)(
−1
2
α′ +
αν
r
+
βλΩ2
r
+
1
2
β′Ω2 + 2βΩ2
Ω,v
Ω
)
+
12
Ω2r
(
1
4κ
α− λβ
)
∂uB∂vB . (239)
In a characteristic rectangle R = [u1, u2]× [v1, v2] the identity
FYB ({u2} × [v1, v2]) + FYB ([u1, u2]× {v2}) (240)
= IYB (R) + FYB ({u1} × [v1, v2]) + FYB ([u1, u2]× {v1}) (241)
follows, with the boundary-terms given by
1
2π2
FYB ({u} × [v1, v2]) = 2
∫ v2
v1
(
β (∂vB)
2
+
1
4r2
(
1− 2
3
ρ
)
α
)
r3dv , (242)
1
2π2
FYB ([u1, u2]× {v}) = 2
∫ u2
u1
(
α
Ω2
(∂uB)
2
+
βΩ2
4r2
(
1− 2
3
ρ
))
r3du (243)
and the spacetime-term
1
2π2
IYB (R) =
∫ v2
v1
∫ u2
u1
(
− Tµνπµν −
(∇βTβδ)Y δ
)
1
2
Ω2r3dudv
=
∫ v2
v1
∫ u2
u1
(
−
[
(∂uB)
2
Ω2
(
4α
Ω,v
Ω
− α′
)
+ β′ (∂vB)
2
+
1
2r2
(
1− 2
3
ρ
)(
1
2
α′ − αν
r
− βλΩ
2
r
− 1
2
β′Ω2 − 2βΩ2Ω,v
Ω
)]
+
6
r
(
1
4κ
α− λβ
)
∂uB∂vB
)
r3dudv . (244)
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It will be useful to split the term into
IYB (R) = −I˜YB (R) + ÎYB (R) (245)
where
1
2π2
I˜YB (R) =
∫ v2
v1
∫ u2
u1
[
(∂uB)
2
Ω2
(
4α
Ω,v
Ω
− α′
)
+ β′ (∂vB)
2
+
1
2r2
(
1− 2
3
ρ
)(
1
2
α′ − αν
r
− βλΩ
2
r
− 1
2
β′Ω2 − 2βΩ2Ω,v
Ω
)]
r3dudv (246)
and
1
2π2
ÎYB (R) =
∫ v2
v1
∫ u2
u1
(6
r
(
1
4κ
α− λβ
)
∂uB∂vB
)
r3dudv . (247)
With the choices of the functions α and β made in section 7, the integral I˜YB (R) is
non-negative for r⋆ ≤ r⋆Y and moreover, using (138),
IˆYB (r
⋆ ≤ r⋆Y ) = 2π2
∫ v2
v1
∫ u2
u1
∫
S3
(6
r
(
1
4κ
α− λβ
)
∂uB∂vB
)
r3dudv
≤ 2π2
∫ v2
v1
∫ u2
u1
1
2
(
2 (∂uB)
2
Ω2
(
1
4κα− λβ
)2
r
+
18
r
Ω2 (∂vB)
2
)
r3dudv
≤ 2π2
∫ v2
v1
∫ u2
u1
1
2
(
(∂uB)
2
Ω2
(
4α
Ω,v
Ω
− α′
)
+ β′ (∂vB)
2
)
r3dudv
≤ 1
2
I˜YB (r
⋆ ≤ r⋆Y ) (248)
holds in r⋆ ≤ r⋆Y . We conclude by rewriting identity (240) for a characteristic
rectangle with one boundary being the horizon:
FYB ({uhoz} × [v1, v2]) + FYB ([u1, uhoz]× {v2}) + I˜YB (R)
= IˆYB (R) + FYB ({u1} × [v1, v2]) + FYB ([u1, uhoz]× {v1}) . (249)
10 The vectorfield X
All calculations in this section are performed in the Eddington Finkelstein coordi-
nate system defined in section 3.
10.1 The basic identity
The vector field X is defined as
X = 2f (r⋆) ∂u − 2f (r⋆) ∂v (250)
for some function f chosen below and with uJ satisfying uJ ≥ t1 − r⋆cl. It will be
applied in the region
Dr⋆cl,uJ[t1,t2] :=
uH=t2−r⋆clDr⋆cl,uJ[t1,t2] (251)
for some r⋆cl also chosen below. We note
Xu = 2f Xv = −2f Xu = fΩ2 Xv = −fΩ2 . (252)
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From now on primes will denote a derivative with respect to r⋆, hence ∂vf (r
⋆) = 12f
′
and ∂uf (r
⋆) = − 12f ′. From (92) using
− (∂r⋆B)2 = 2∂uB∂vB − (∂uB)2 − (∂vB)2 (253)
we compute
− Tµνπµν −
(∇βTβδ)Xδ = 2
Ω2
f ′ (∂r⋆B)
2
+∇αB∇αB
(
−f ′ − 3
r
(λ− ν) f
)
+
1
r2
(
1− 2
3
ρ
)(
−f ′ − λ− ν
r
f +
(
Ω2
)
,u
− (Ω2)
,v
Ω2
f
)
. (254)
With the boundary terms
1
2π2
F̂XB (ti) = −2
∫ t−uJ
r⋆
cl
f∂tB∂r⋆B (ti, r
⋆) r3dr⋆
+
∫ t2−r⋆cl
t−r⋆
cl
[
r3 (∂uB)
2 (2f) +
rΩ2
4
(
1− 2
3
ρ
)
(−2f)
]
du (255)
and
1
2π2
HˆXuH =
∫ v2
v1
[
r3 (∂vB)
2 (−2f) + rΩ
2
4
(
1− 2
3
ρ
)
(2f)
]
dv , (256)
1
2π2
JˆXuJ =
∫ 2t2−uJ
2t1−uJ
[
r3 (∂vB)
2
(−2f) + rΩ
2
4
(
1− 2
3
ρ
)
(2f)
]
dv , (257)
one can state the identity∫
Dr
⋆
cl
,uJ
[t1,t2]
[−Tµνπµν − (∇βTβδ)Xδ] dV ol = F̂XB (t1)− F̂XB (t0) + HˆXuH − JˆXuJ . (258)
Let us turn to the spacetime integral on the left of (258) with the integrand being
given by (254). In view of definition (36) we can write
∇αB∇αB = 1
2
B2 +
4B
3r2
(
e−8B − e−2B) = 1
2
B2 − 8B
2
r2
+
1
r2
ϕ2 (B) (259)
and the integrand (254) becomes
− Tµνπµν −
(∇βTβδ)Xδ = 2
Ω2
f ′ (∂r⋆B)
2
+
1
2
B2
(
−f ′ − 3
r
(λ− ν) f
)
+
1
r2
(
8B2
)(
2
λ− ν
r
f +
(
Ω2
)
,u
− (Ω2)
,v
Ω2
f
)
+
1
r2
(ϕ1 (B))
(
−f ′ − λ− ν
r
f +
(
Ω2
)
,u
− (Ω2)
,v
Ω2
f
)
ϕ2 (B)
r2
(
−f ′ − 3
r
(λ− ν) f
)
. (260)
Finally, we apply Green’s theorem to the B2-term.39 Collecting the B2-terms of
(260) after the integration by parts we find
− 1
2
B2
[
−32f λ− ν
r3
+ 16
f
r2
(Ω)
2
,v − (Ω)2,u
Ω2
+
(
f ′ +
3
r
(λ− ν) f
)]
. (261)
39cf. the remarks in appendix A
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Since
w(u, v) =
(
− 4
Ω2
∂u∂v − 6
r
ν
Ω2
∂v − 6
r
λ
Ω2
∂u
)
w (u, v) (262)
and moreover f depends only on r⋆ we arrive at

(
f ′ +
3
r
(λ− ν) f
)
=
f ′′′
Ω2
+
6
r
λ− ν
Ω2
f ′′ + f ′
[
6
Ω2
(
∂r⋆
λ− ν
r
)
+
9 (λ− ν)2
r2Ω2
]
f
[
− 12
Ω2
∂u∂v
(
λ− ν
r
)
− 18
r
ν
Ω2
∂v
(
λ− ν
r
)
− 18
r
λ
Ω2
∂u
(
λ− ν
r
)]
.
Computing the derivatives explicitly for the expression in the square brackets of
(261) yields the identity
− 32λ− ν
r3
+
16
r2
(Ω)
2
,v − (Ω)2,u
Ω2
− 12
Ω2
∂u∂v
(
λ− ν
r
)
− 18
r
ν
Ω2
∂v
(
λ− ν
r
)
− 18
r
λ
Ω2
∂u
(
λ− ν
r
)
= (λ− ν)
(
−35
r3
− 18µ
r3
)
+
1
r2
(
Ω,v
Ω
− Ωu
Ω
)
(35 + 9µ) + I7 (B, θ, ζ) (263)
with
I7 (B) = 9
r4
θ2
κ
+
36
r4
λζ2
Ω2
+
(
ρ− 3
2
)
1
r3
[
−14 (λ− ν) + 8r
(
Ω,v
Ω
− Ω,u
Ω
)]
− 16
r
7
2
(
e−2B − e−8B) (θ − ζ) . (264)
We summarize the remaining error-terms as
I8 (B) = f
(
−ϕ1 (B)
B2r2
(Ω)
2
,v − (Ω)2,u
Ω2
−λ− ν
r3
(
ϕ1 (B) + 3ϕ2 (B)
B2
))
−f ′ϕ1 (B) + ϕ2 (B)
B2r2
and read off the pointwise estimate (cf. Corollary 4.3)∣∣∣I7 (B) ∣∣∣+ ∣∣∣I8 (B) ∣∣∣ ≤ C (ǫ) √M
r4
. (265)
Taking care of the boundary terms arising from the application of Green’s identity
we can finally state the identity (cf. equation (111))
IXB
(
Dr⋆cl,uJ[t1,t2]
)
= FXB (t2)− FXB (t1) +HXuH − JXuJ (266)
with the renormalized bulk-term
IXB
(
Dr⋆cl,uJ[t1,t2]
)
=
∫
Dr
⋆
cl
,uJ
[t1,t2]
{
2
Ω2
f ′ (∂r⋆B)
2
+
−B
2
2
[
f ′′′
Ω2
+
6
r
(
λ− ν
Ω2
)
f ′′ + f ′
(
6
Ω2
(
∂r⋆
λ− ν
r
)
+
9
r2
(λ− ν)2
Ω2
)
+f
(
(λ− ν)
(
−35
r3
− 18µ
r3
)
+
1
r2
(
Ω,v
Ω
− Ω,u
Ω
)
(35 + 9µ)
)]}
dV ol
+
∫
Dr
⋆
cl
,uJ
[t1,t2]
B2
[
−1
2
I7 (B) + I8 (B)
]
dV ol , (267)
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the new boundary terms
FXB (t) = Fˆ
X
B (t)−
∫ t−uJ
r⋆
cl
∫
S3
(
f ′ +
3
r
(λ− ν) f
)
(∂tB)B (t, r
⋆) r3dr⋆dAS3
+
∫ t−uJ
r⋆
cl
∫
S3
1
2
(
∂t
(
3
r
(λ− ν)
)
f
)
B2 (t1, r
⋆) r3dr⋆dAS3
−
∫ ∞
t−r⋆
cl
∫
S3
(
f ′ +
3
r
(λ− ν) f
)
(∂uB)B (u, t+ r
⋆) r3dudAS3
+
∫ ∞
t−r⋆
cl
∫
S3
1
2
(
∂u
(
f ′ +
3
r
(λ− ν)
)
f
)
B2 (u, t+ r⋆cl) r
3dudAS3 ,
(268)
the horizon terms
HXuH = Hˆ
X
uH −
∫ t2+r⋆cl
t1+r⋆cl
[
B∂vB
(
f ′ +
3
r
(λ− ν) f
)]
r3 (uhoz, v) dv
+
∫ t2+r⋆cl
t1+r⋆cl
[
B2
2
∂v
(
f ′ +
3
r
(λ− ν) f
)]
r3 (uhoz, v) dv (269)
and the J-terms
JXuJ = Jˆ
X
uJ −
∫ 2t2−uJ
2t1−uJ
[
B∂vB
(
f ′ +
3
r
(λ− ν) f
)]
r3 (uJ , v) dv
+
∫ 2t2−uJ
2t1−uJ
[
B2
2
∂v
(
f ′ +
3
r
(λ− ν) f
)]
r3 (uJ , v) dv . (270)
10.2 Analysing the X-bulk-term
10.2.1 Borrowing from the derivative-term
We would like the spacetime term (267) to have a sign. To achieve this we borrow
from the term containing a derivative. Define
t′ =
t1 + t2
2
and r⋆x = r
⋆
cl +
t1 − t2
2
, (271)
r⋆x (t) =
{
r⋆cl + t1 − t for t1 ≤ t ≤ t′
r⋆cl + t− t2 for t′ ≤ t ≤ t2 .
(272)
t = t2
t = t1
r⋆cl
(t′, r⋆x)
r⋆x (t) u = uJ
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and compute40∫ t2
t1
dt
∫ t−uJ
r⋆x(t)
f ′
Ω2
(∂r⋆B)
2
r3Ω2dr⋆ =
∫ t2
t1
dt
∫ t−uJ
r⋆x(t)
f ′
Ω2
(∂r⋆B + ξB)
2
r3Ω2dr⋆
+
∫ t2
t1
dt
∫ t−uJ
r⋆x(t)
B2
(
f ′′ξ
Ω2
+
ξ′f ′
Ω2
+
3
r
λ− ν
Ω2
f ′ξ
)
r3Ω2dr⋆
−
∫ t2
t1
dt
∫ t−uJ
r⋆x(t)
B2
(
f ′
Ω2
ξ2
)
r3Ω2dr⋆ + JX,uJerror +H
X,v1=t1+r
⋆
cl
error +H
X,u2=t2−r⋆cl
error
for some function ξ chosen in (277). The boundary-terms are
JX,uJerror = −
∫ t2
t1
f ′ξB2r3 (t, t− uJ) dt = −
∫ 2t2−uJ
2t1−uJ
f ′ξB2r3 (uJ , v) dv , (273)
H
X,v1=t1+r
⋆
cl
error =
∫ t′
t1
dtf ′ξB2r3 (t, v1 − t) =
∫ t2−r⋆cl
t1−r⋆cl
f ′ξB2r3 (u, v1) du (274)
and
H
X,u2=t2−r⋆cl
error =
∫ t2
t′
dtf ′ξB2r3 (t, t− u2) =
∫ t2+r⋆cl
t1+r⋆cl
f ′ξB2r3 (u2, v) dv . (275)
To keep the notation clean we write M = m(T, r⋆ = 0) in this section. For a
sufficiently large constant σ we define the shifted coordinate x
x = r⋆ − σ −
√
M . (276)
We choose
ξ =
3
2
λ− ν
r
− nx
x2 + σ2
(277)
for some n ∈ ( 12 ,∞) from which
− ξ′ + ξ2 − 3
r
(λ− ν) ξ = −9
4
(λ− ν)2
r2
+
x2
(
n2 − n)+ nσ2
(σ2 + x2)
2 −
3
2
(
∂r⋆
(
λ− ν
r
))
follows. Hence the integral (267) can be expressed as
IXB
(
Dr⋆cl,uJ[t1,t2]
)
=
∫
Dr
⋆
cl
,uJ
[t1,t2]
2f ′
Ω2
(∂r⋆B + ξB)
2
dV ol
−1
2
∫
D1
[
f ′′′
Ω2
+ f ′′
(
4nx
Ω2 (σ2 + x2)
)
+ f ′
(
4x2
(
n2 − n)+ 4nσ2
(σ2 + x2)
2
Ω2
)
+f
[
(λ− ν)
(
−35
r3
− 18µ
r3
)
+
1
r2
(
Ω,v
Ω
− Ω,u
Ω
)
(35 + 9µ)
] ]
B2 dV ol
+
∫
D1
(
−1
2
I7 (B) + I8 (B)
)
B2dV ol
+JX,uJerror +H
X,v=t1+r
⋆
cl
error +H
X,u=t2−r⋆cl
error (278)
40Again care is necessary in the integration by parts because of the differentiability of the
coordinate system. In any case it is sufficient to note that the integrands of the boundary terms
are continuous and that the integrand of the bulk term is piecewise continuous (all terms except
the ξ′-term are in fact continuous everywhere).
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which we will write shorthand as
IXB
(
Dr⋆cl,uJ[t1,t2]
)
= I¯XB
(
Dr⋆cl,uJ[t1,t2]
)
+ JX,uJerror +H
X,v=t1+r
⋆
cl
error +H
X,u=t2−r⋆cl
error (279)
where
I¯XB
(
Dr
⋆
cl,uJ
[t1,t2]
)
=
∫ {2f ′
Ω2
(∂r⋆B + ξB)
2
+B2
[
F + f · g − 1
2
I7 (B) + I8 (B)
]}
dV ol(280)
with the identifications
F = − 1
2Ω2
(
f ′′′ +
4nxf ′′
σ2 + x2
+ f ′
(
4x2
(
n2 − n)+ 4nσ2
(σ2 + x2)
2
))
, (281)
g = −1
2
[
(λ− ν)
(
−35
r3
− 18µ
r3
)
+
1
r2
(
Ω,v
Ω
− Ωu
Ω
)
(35 + 9µ)
]
. (282)
10.2.2 The choice of f
By Propositions 8.4, 8.14 and 8.15 we have the bounds
λ− ν = (1− µ) + C (r⋆cl, c)
M
t2
, (283)
Ω,v
Ω
− Ω,u
Ω
≤ µ
r
+
C (ǫ)
t
, (284)∣∣∣Ω,v
Ω
− Ω,u
Ω
∣∣∣ ≤ µ
r
+
1√
M
C (ǫ) (285)
in the region r⋆cl ≤ r⋆ ≤ 910 t. This implies that
g ≥ 1
2r7
(
35r4 − 104Mr2 − 108M2)+ C (ǫ)
tr2
(286)
and that ∣∣∣g − 1
2r7
(
35r4 − 104Mr2 − 108M2) ∣∣∣ ≤ C (ǫ)√
Mr2
, (287)
where M = m (T, r⋆ = 0). It is apparent (note Proposition 4.6 in particular) that
the expression g is negative close to the horizon, positive far away from it with a
single zero at some r = rzero (t) for which the estimate∣∣∣rzero −√2M√ 1
35
(
26 +
√
1621
)∣∣∣ ≤ C (ǫ)√M (288)
can be derived. This in turn implies an estimate (with error of order 1t ) for the r
⋆
value along that curve via identification (181). It follows that g changes sign in a
small interval around r⋆zero. For future calculation the estimate
− 1
6
√
M < r⋆zero < −
1
10
√
M (289)
for r⋆zero will be sufficient.
We finally construct the function f = f (x) = f
(
r⋆ − σ −√M
)
by setting
f (xzero) = f
(
−σ −
√
M − r⋆zero
)
= 0 (290)
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and
f ′ =
Mn−
1
2
(x2 + σ2)n
. (291)
Note that f will be bounded for n ∈ ( 12 ,∞). Later we will set n = 32 . We compute
f ′′ =Mn−
1
2
−2xn
(x2 + σ2)
n+1 , (292)
f ′′′ =Mn−
1
2
2n
(
x2 + 2nx2 − σ2)
(x2 + σ2)n+2
(293)
to find
F =Mn−
1
2
n
Ω2
x2 − σ2
(σ2 + x2)
n+2 . (294)
We will now show that there exists a positive constant c (σ) > 0 such that in
(280)
F + f · g − 1
2
I7 (B) + I8 (B) ≥ 1
r3
c (σ) (295)
holds in the region of integration. Note that the above choice of f ensures that
f · g is positive everywhere, except for an ǫ-small correction-term. In particular, in[
r⋆zero − 110
√
M, r⋆zero +
1
10
√
M
]
we have
fg ≥ − 1
M
3
2
C (ǫ) (296)
and outside of this set, using (265) and (286)
1
8
fg − 1
2
I7 (B) + I8 (B) ≥ c2 (σ)
r3
. (297)
10.2.3 Estimating I¯XB
(
Dr⋆cl,uJ[t1,t2]
)
The aim is to establish (295). We will do the computations in the shifted x-
coordinate (276).
xzero = r
⋆
zero −
√
M − σ
σ−σ
xzero +
1
10
√
Mxzero − 110
√
M
The region x ≤ −σ and x ≥ σ Note that F is already non-negative for x ≤ −σ
and x ≥ σ. In the subinterval
[
xzero − 110
√
M,xzero +
1
10
√
M
]
, the only subset
where f · g might cause problems, we have the stronger bound
F ≥ 1
M
3
2
c1 (σ) > 0 , (298)
which upon combination with (296) yields
F + fg − 1
2
I7 (B) + I8 (B) ≥ 1
r3
c (σ) (299)
for the regions under consideration.
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The region [−σ, σ] We shall show that we can dominate the term F in the region
[−σ, σ] by the term 78f · g in (280).41 In conjunction with (297) this will yield the
desired result (295). By Proposition 8.4
|Ω2 − (1− µ) | = | (4γκ− 1) (1− µ) | ≤ C (r⋆cl, c)
M
t2
(300)
holds in the region −σ ≤ x ≤ σ and also f is positive there.42 In view of (286) it
suffices to show
Mn−
1
2
n
(1− µ)
σ2 − x2
(σ2 + x2)2+n
≤ 1
2r3
(
35− 104M
r2
− 108M
2
r4
)
f
7
8
(301)
in the region −σ ≤ x ≤ σ. There we can estimate
f (x) =
∫ x
−σ−
√
M+r⋆zero
f ′ >
∫ x
−σ−
√
M
f ′ ≥Mn− 12 x+ σ +
√
M(
2σ2 + 2σ
√
M +M
)n (302)
such that it suffices to establish
n
(1− µ)
σ2 − x2
(σ2 + x2)2+n
<
1
2r3
(
35− 104M
r2
− 108M
2
r4
)
x+ σ +
√
M(
2σ2 + 2σ
√
M +M
)n 78 .
(303)
Part I. Consider first the region −σ < x ≤ − 23σ translating to
√
M < r⋆ ≤
1
3σ +
√
M . The lower bound on r⋆ implies a lower bound on r by identification
(181). In particular, r >
√
M
(
2 + 35
)
in that region and hence
1− µ > 7
10
and
1
1− µ <
10
7
(304)
as well as
35− 104M
r2
− 108M
2
r4
> 17 (305)
hold in the region under consideration. Consequently, for σ sufficiently large we
have
n
(1− µ)
σ2 − x2
(σ2 + x2)
2+n < n
10
7
σ − x√
σ2 + x2
σ + x(
13
9 σ
2
)3/2+n
≤ n
√
2
10
7
(
9
13
) 3
2+n x+ σ
σ3+2n
(306)
The upper bound on r⋆ can be exploited for large σ to give
r ≤ 5
12
σ . (307)
Again choosing σ sufficiently large, this gives rise to the estimate
1
2r3
(
35− 104M
r2
− 108M
2
r4
)
x+ σ +
√
M(
2σ2 + 2σ
√
M +M
)n 78
≥ 17
2
(
12
5σ
)3
x+ σ
(3σ2)
n
7
8
≥ 116
3n
x+ σ
σ2n+3
7
8
. (308)
41Note that we save 1
8
fg to get the positivity of (297).
42Note that we can use the aforementioned Proposition because the region under consideration
lies in r⋆ ≥ r⋆
cl
.
58
Comparing (308) and (306) for n = 32 we have shown the desired inequality (303)
in the region under consideration.
Part II. Consider now the region − 23σ ≤ x ≤ σ, which translates to 13σ +
√
M ≤
r⋆ ≤ 2σ +√M . We can choose σ so large that
1− µ ≥ 6
7
(309)
and
r
x+ σ
≤
(
7
6
) 1
3
(310)
hold in the region under consideration. We deduce that for large σ
7
8
1
2r3
(
35− 104m
r2
− 108m
2
r4
)
x+ σ +
√
M(
2σ2 + 2σ
√
M +M
)n ≥ 783525 x+ σ(2σ2)n (x+ σ)3 67
and
n
(1− µ)
σ2 − x2
(σ2 + x2)2+n
≤ 7
6
n
(σ − x) (σ + x)
(σ2 + x2)2+n
. (311)
Hence it suffices to show that, for large σ, we have the inequality
1
9
n
(
2σ2
)n (σ − x) (x+ σ)3
(σ2 + x2)
2+n ≤ 1 . (312)
For n = 32 we obtain
1
3
√
2
(σ − x) (x+ σ)3 σ3
(σ2 + x2)
7
2
< 1 , (313)
which is shown to be true by elementary arguments. Namely, for x < 0 we have
1
3
√
2
(σ − x) (x+ σ)3 σ3
(σ2 + x2)
7
2
≤ 1
3
√
2
(σ − x)σ6
(σ2 + x2)
7
2
≤
√
2
3
√
2 (σ2 + x2)
(σ2 + x2)
7
2
σ6 ≤ 2
3
< 1 (314)
and for x ≥ 0 we have
√
2
3
(σ − x) (x+ σ)3 σ3
(σ2 + x2)
7
2
≤
√
2
3
σ4 (x+ σ)3
(σ2 + x2)
7
2
≤
√
2
3
(
σx + σ2
x2 + σ2
)3
σ√
x2 + σ2
≤
√
2
3
(
σx+ σ2
x2 + σ2
)3
≤
√
2
3
(
1
2
(
1 +
√
2
))3
<
2
√
2
3
< 1 . (315)
This finally establishes that the integrand of I¯XB is non-negative and vanishes if and
only if B = 0 everywhere.
Remark: The minimum size of the constant σ required for the estimates above
to work can be determined explicitly. Choosing σ = 40
√
M for instance is large
enough.
10.2.4 Summary
We can write
I¯XB
(
Dr⋆cl,uJ[t1,t2]
)
= IXB
(
Dr⋆cl,uJ[t1,t2]
)
− JX,uJerror −HX,v=t1+r
⋆
cl
error −HX,u=t2−r
⋆
cl
error (316)
and we have shown
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Proposition 10.1. The estimate∫
Dr
⋆
cl
,uJ
[t1,t2]
B2
r3
dV ol ≤ C (σ) I¯XB
(
Dr⋆cl,uJ[t1,t2]
)
(317)
holds.
In the following subsection we are going to estimate the error boundary terms
on the right hand side of (316).
10.3 Controlling the error-boundary-terms
Lemma 10.1. The error-terms (273)-(275) satisfy
|JX,uJerror| ≤ C (σ) (m (uJ , 2t2 − uJ)−m (uJ , 2t1 − uJ)) (318)
,
H
X,v1=t1+r
⋆
cl
error ≥ 0 (319)
and
H
X,u2=t2−r⋆cl
error ≥ 0 . (320)
Proof. The statement (318) is immediate since we are away from the horizon and
both ξ and f ′ decay sufficiently fast at infinity to retrieve the correct powers of r
appearing in the energy. For the other two inequalities recall that f ′ ≥ 0 always
and that x ≤ −√M in the region of integration and hence ξ ≥ 0.
10.4 Controlling the boundary-terms of IXB
(
Dr⋆cl,uJ[t1,t2]
)
The following Lemmata show that the boundary terms of the vectorfield X appear-
ing in the vector field identity (266) are controlled by the energy plus a contribution
from the term F˜YB appearing as bootstrap assumption 6. Together with the results
of Lemma 10.1, identity (316) ultimately yields an estimate for the positive space-
time integral I¯XB , manifest in Proposition 10.2.
Lemma 10.2. We have, for any q ∈ R+,
|FXB (t) | ≤ [C (r⋆cl) + Cfq]EF (t) + Cf r2clB2 (t, r⋆cl) +
2
q
Cf F˜
Y
B (v = t+ r
⋆
cl)
(321)
with
EF (t) = m (t, t− uJ)−m (uH , t+ r⋆cl) (322)
and F˜YB (v1) being the quantity appearing as bootstrap assumption 6. Moreover
Cf = supr≤r⋆
cl
[f ′r]≪ 1 is a small constant and C (r⋆cl) just depends on r⋆cl.
Proof. The F -boundary-terms arising from energy (119) can be estimated
FTB (t) =
∫ t2−r⋆cl
t−r⋆
cl
[
4r3λ
(B,u)
2
Ω2
− rν
(
1− 2
3
ρ
)]
(u, t+ r⋆cl) du
+
∫ t−uJ
r⋆
cl
(
− 4r3 ν
Ω2
(B,v)
2
+ 4r3
λ
Ω2
(B,u)
2
+ r (λ− ν)
(
1− 2
3
ρ
))
(t, r⋆) dr⋆
≥
∫ t2−r⋆cl
t−r⋆
cl
[
4r3λ
(B,u)
2
Ω2
− rν
(
1− 2
3
ρ
)]
(u, t+ r⋆cl) du
+
1
CL
∫ t−uJ
r⋆
cl
(
(∂tB)
2
+ (∂r⋆B)
2
+
B2
r2
)
r3 (t, r⋆) dr⋆(323)
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The F -boundary terms arising from the basic identity for the vector field X (268)
are
1
2π2
FXB (t) = − 2
∫ t−uJ
r⋆
cl
f∂tB∂r⋆B (ti, r
⋆) r3dr⋆ (324)
−
∫ t−uJ
r⋆
cl
(
f ′ +
3
r
(λ− ν) f
)
(∂tB)B (t, r
⋆) r3dr⋆
+
∫ t−uJ
r⋆
cl
1
2
(
∂t
(
3
r
(λ− ν)
)
f
)
B2 (t1, r
⋆) r3dr⋆
+
∫ t2−r⋆cl
t−r⋆
cl
[
r3 (∂uB)
2
(2f) +
rΩ2
4
(
1− 2
3
ρ
)
(−2f)
]
du
−
∫ t2−r⋆cl
t−r⋆
cl
(
f ′ +
3
r
(λ− ν) f
)
(∂uB)B (u, t+ r
⋆) r3du
+
∫ t2−r⋆cl
t−r⋆
cl
1
2
(
∂u
(
f ′ +
3
r
(λ− ν) f
))
B2 (u, t+ r⋆cl) r
3du .
Spacelike FX-terms We estimate the first three terms of (324) (with the index
sl denoting the restriction to the spacelike terms)
|FXB (t) |
2π2
∣∣∣
sl
≤
∫ t−uJ
r⋆
cl
|f |
(
(∂tB)
2
+ (∂r⋆B)
2
)
r3dr⋆
+
∫ t−uJ
r⋆
cl
f ′
2
(
(∂tB)
2
√
M +
B2√
M
)
r3dr⋆ +
∫ t−uJ
r⋆
cl
|f | 3
2r
(λ− ν)
(
r (∂tB)
2
+
B2
r
)
r3dr⋆
+
∫ t−uJ
r⋆
cl
|f |
[
3
2r2
(λ− ν) (λ+ ν) + 3
r
(r,vv − r,uu)
]
B2r3dr⋆ .(325)
Recall that f ′ is positive and that we have |f | ≤ C (σ) and f ′ ≤ C (σ) Mr3 . Moreover
(λ+ ν) is clearly bounded everywhere, as is r2
Ω,v
Ω and r
2 Ω,u
Ω (cf. Corollary 8.8).
Using the equations
r,vv = 2
Ω,v
Ω
λ− 2
r2
θ2 and r,uu = 2
Ω,u
Ω
ν − 2
r2
ζ2 (326)
it becomes apparent that the terms in (325) are controlled by energy.
Null FX-terms For the last three terms of (324), which only arise for the FX (t1)-
term by the geometry of the region, we observe that the first is manifestly controlled
by the energy because f is bounded along the rays of integration. For the second
term one estimates for any q ∈ R+∫ t2−r⋆cl
t1−r⋆cl
f ′|∂uB||B|r3du ≤ Cf
∫ t2−r⋆cl
t1−r⋆cl
[
qrB2 (−ν) + 1
q
(B,u)
2
−ν r
3
]
du
≤ Cf
(
qEF +
1
q
F˜YB (v1)
)
(327)
where bootstrap assumption (132) has been used, and∫ t2−r⋆cl
t1−r⋆cl
(
3
r
(λ− ν) |f |
)
|∂uB||B| (u, t+ r⋆) r3du
≤
∫ t2−r⋆cl
t1−r⋆cl
(
3
r
(λ− ν) |f |
)
1
2
(
(∂uB)
2
−ν
√
M +
1√
M
B2 (−ν)
)
r3 (u, v1) du ≤ C (σ)EF .
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Finally, for the third term we note that x ≤ −√M and hence f ′′ ≥ 0 in the
integration region to estimate∫ t2−r⋆cl
t1−r⋆cl
1
2
[
−∂uf ′ − (∂uf) 3
r
(λ− ν) + |f |
∣∣∣∂u(3
r
(λ− ν)
) ∣∣∣]B2 (u, t+ r⋆cl) r3du
≤ Cf r2cl B2 (t1, r⋆cl) + Cf
∫ t2−r⋆cl
t1−r⋆cl
2|B||B,u|r2du + C (m (u1, v1)−m (u2, v1))
≤ Cf r2cl B2 (t1, r⋆cl) + Cfq ·EF + Cf
1
q
F˜YB (v1) + CEF .
for any q ∈ R+.
Lemma 10.3. We have
|JXuJ | ≤ CEJ (uJ) (328)
for some constant C and
EJ (uJ) = m (uJ , 2t2 − uJ)−m (uJ , 2t1 − uJ) . (329)
Proof. For the terms in the first line of (270) apply the inequality 2BB,v ≤ B2r +
r (B,v)
2
to retrieve the correct powers of r in the energy. For the second line observe
that f ′, r,vv and r,uu decay sufficiently fast in r.
Lemma 10.4. We have
HXuH ≤ C EH (v1, v2) + Cf r2clB2 (t2, r⋆cl) (330)
for some constant C and
EH (v1, v2) = m (uhoz, v2)−m (uhoz, v1) . (331)
Proof. The term HˆXuH is manifestly controlled by the energy by the fact that f is
bounded. For the second and third term in (269), we observe that the terms which
are multiplied by a λ- or a ν-factor (or derivatives thereof) are controlled by the
energy. For the remaining terms we note that x ≤ −
√
M and hence f ′′ > 0 in this
region and estimate (using a Hardy inequality)∫ v2
v1
[
|B||∂vB|f ′ + B
2
2
(f ′),v
]
r3dv
≤ Cf r2clB2 (t2, r⋆cl) +
3
2
∫ v2
v1
B2f ′r2λdv +
∫ v2
v1
2|B||∂vB|f ′dv
≤ Cfr2clB2 (t2, r⋆cl) + CfEH + 16
∫ v2
v1
(∂vB)
2 (f
′)2
f ′′
r3dv +
∫ v2
v1
[
B2
4
(f ′),v
]
r3dv(332)
from which we obtain∫ v2
v1
[
|B||∂vB|f ′ + B
2
4
(f ′),v
]
r3dv ≤ Cf r2clB2 (t2, r⋆cl) + EH (333)
because
(f ′)2
f ′′
=
1
−3x
M√
x2 + σ2
(334)
is small in the region under consideration allowing us to estimate the derivative
term in the last line of (332) by the energy.
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From the previous Lemmata and the identity (316) we conclude
Proposition 10.2. In the region Dr⋆cl,uJ[t1,t2] we have for any q ∈ R+
I¯XB
(
Dr⋆cl,uJ[t1,t2]
)
≤ [C (r⋆cl) + Cfq]
[
EF (t1) + EF (t2)
]
+ C (ǫ)
M2
t21
+ CEH (v1, v2) + CEJ (uJ) + 2Cf
1
q
(
F˜YB (v1)
)
. (335)
Proof. Add up the estimates of the previous Lemmata. Note that pointwise bounds
for B2 on the r⋆ = r⋆cl-curve were obtained from the energy Ef (t) in Proposition
8.9, including a small term C (ǫ) M
2
t21
. Hence we can replace the terms appearing in
Lemmata 10.2 and 10.4 by the energy, such that (335) is finally obtained.
10.5 Controlling the time derivative from IXB (B)
For the statements of the next two propositions let R⋆ = − 13
√
M < r⋆zero and define
the regions
B = {t0 ≤ t ≤ t1} ∩ {r⋆cl ≤ r⋆ ≤ R⋆} (336)
and the slightly smaller region
Bς = {t0 ≤ t ≤ t1} ∩ {r⋆cl + ς ≤ r⋆ ≤ R⋆ − ς} . (337)
where ς ≤ 16
√
M is some positive number (in units of
√
M), say ς = 110
√
M .
Define also a smooth cut off function χ supported in [r⋆cl, R
⋆] and equal to 1 for
{r⋆cl + ς ≤ r⋆ ≤ R⋆ − ς}. Note that with the definition of r⋆cl (cf. section 7.2) we
have r⋆cl + ς < r
⋆
Y and also R
⋆ − ς ≥ − 12
√
M .
Proposition 10.3. We have, for large t1,
1
M
3
2
∫
B
B2dV ol ≤ C (σ) I¯XB
(
Br⋆cl,R⋆[t1,t2]
)
(338)
and
1√
M
∫
B
(∂r⋆B)
2
dV ol ≤ C (r⋆cl, σ) I¯XB
(
Br⋆cl,R⋆[t1,t2]
)
. (339)
Furthermore, we can control the time derivative
1√
M
∫
Bς
(∂tB)
2 dV ol ≤ C (r⋆cl, σ, χ)
[
I¯XB
(
Br⋆cl,R⋆[t1,t2]
)
+ m (t2, R
⋆)−m (t2, r⋆cl) +m (t1, R⋆)−m (t1, r⋆cl)
]
.(340)
Proof. Inequality (338) is the statement of Proposition 10.1. Equation (339) follows
from an application of the triangle inequality to the first term in (280) and the
previous bound on the B2-integral, noting that f
′
Ω2 is bounded above and below in
the region under consideration. Finally, (340) is obtained via Green’s identity43
∫
B
χ
(
−1
2
B2
)
=
∫
B
χ
(
−1
2
B2
)
−
∫
χB∂tBr
3dr⋆dAS3
∣∣∣∣∣
t=t2
t=t1
(341)
43There are no problems with the differentiability here.
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for the χ defined above, which can be written∫
B
χ
1
Ω2
(∂tB)
2 dV ol =
∫
B
B2
[
−1
2
χ+
χ
r2
(
8− ϕ2 (B)
B2
)]
dV ol
+
∫
B
χ (∂r⋆B)
2 1
Ω2
dV ol +
∫
χB∂tBr
3dr⋆dAS3
∣∣∣∣∣
t=t2
t=t1
.
The spacetime integrals on the right hand side are controlled by (338) and (339).
For the boundary term in the second line we estimate∫
χB∂tB (t, r¯
⋆) r¯3dr¯⋆dAS3 ≤
∫ R⋆
r⋆
cl
(
B2√
M
+
√
M (∂tB)
2
)
(t, r¯⋆) r¯3dr¯⋆dAS3
≤
√
MC (r⋆cl) (m (t, R
⋆)−m (t, r⋆cl)) . (342)
Putting all this together we obtain
1√
M
∫
Bς
(∂tB)
2 dV ol ≤ 1√
M
∫
B
χ
2
Ω2
(∂tB)
2 dV ol
≤ C (r⋆cl, σ, χ)
[
I¯XB
(
Br⋆cl,R⋆[t1,t2]
)
+m (t2, R
⋆)−m (t2, r⋆cl) +m (t1, R⋆)−m (t1, r⋆cl)
]
.
We can summarize this as
Proposition 10.4. The quantity
IB (W) =
∫
W
[
1√
M
(∂tB)
2
+
1√
M
(∂r⋆B)
2
+
1
M
3
2
B2
]
dV ol (343)
satisfies
IB (Bς) ≤ C (r⋆cl, σ, χ)
[
I¯XB
(
Br⋆cl,R⋆[t1,t2]
)
+ m (t2, R
⋆)−m (t2, r⋆cl) +m (t1, R⋆)−m (t1, r⋆cl)
]
. (344)
Proof. This is a direct consequence of Proposition 10.3.
11 Combining X and Y : Horizon Estimates
For the next two propositions recall the choice of r⋆Y made in section 9, which
implied in particular that Y is supported only in r⋆ ≤ − 12
√
M .
11.1 Controlling IYB from I
X
B and energy
Proposition 11.1. Consider the characteristic rectangle R = [u1, uhoz] × [v1, v2]
together with the r⋆ = r⋆cl curve intersecting (u1, v1). Define u (v2) by r (u(v2), v2) =
r⋆cl and r (u, v(u)) = r
⋆
cl. We have the estimates
FYB ({u1} × [v1, v2]) ≤ C (r⋆cl) (m (u1, v2)−m (u1, v1)) (345)∫ uhoz
u(v2)
(∂uB)
2
Ω2
du ≤ CFYB
([
u1, uhoz
]
× {v2}
)
(346)∫ v(u)
v1
rB2dv ≤ CFYB
(
{u} ×
[
v1, v(u)
])
for all u ≥ u1 (347)
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Proof. This follows from the definitions (242) and (243)
Proposition 11.2. Recall the basic dyadic regions Dr
⋆
cl,uJ
[t1,t2]
for the vectorfield X
(251) and erect the characteristic rectangle
R = [u1, uhoz]× [v1, v2] (348)
associated with such a region as depicted in the figure. More precisely, let u1 =
t1 − r⋆cl, v1 = t1 + r⋆cl, v2 = t2 + r⋆cl.
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Figure 7: The horizon estimate.
Let also
T = {r⋆ ≥ r⋆Y } ∩ {v ≤ v2} ∩ {u ≥ u1} , (349)
and recall that R⋆ = − 13
√
M . We have the inequality
FYB ({uhoz} × [v1, v2]) + FYB ([u1, uhoz]× {v2}) +
1
2
I˜YB (R \ T )
≤ C (r⋆cl, σ)
[
I¯XB
(
Br⋆cl,R⋆[t1,t2]
)
+m (t2, R
⋆)−m (t2, r⋆cl) +m (t1, R⋆)−m (t1, r⋆cl)
]
+C (r⋆cl)
[
m (u1, v2)−m (u1, v1)
]
+ FYB ([u1, uhoz]× {v1}) .(350)
Proof. Recall the identity (249):
FYB ({uhoz} × [v1, v2]) + FYB ([u1, uhoz]× {v2}) + I˜YB (R)
= IˆYB (R) + FYB ({u1} × [v1, v2]) + FYB ([u1, uhoz]× {v1}) . (351)
By Proposition 11.1 we control
FYB ({u1} × [v1, v2]) ≤ C (r⋆cl) (m (u1, v2)−m (u1, v1)) . (352)
To establish (350) we will show
IˆYB (R) ≤
1
2
I˜YB (R \ T )
+C (r⋆cl, σ)
[
I¯XB
(
Br⋆cl,R⋆[t1,t2]
)
+m (t2, R
⋆)−m (t2, r⋆cl) +m (t1, R⋆)−m (t1, r⋆cl)
]
(353)
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I˜YB (T ) ≤ C (r⋆cl, σ)
[
I¯XB
(
Br
⋆
cl,R
⋆
[t1,t2]
)
+m (t2, R
⋆)−m (t2, r⋆cl) +m (t1, R⋆)−m (t1, r⋆cl)
]
(354)
To see this decompose
IˆYB (R) = IˆYB (R \ T ) + IˆYB (T ) (355)
Since in R \ T we have by definition r⋆ < r⋆Y one can apply (248) to obtain
IˆYB (R \ T ) ≤
1
2
I˜YB (R \ T ) . (356)
On the other hand, in the region T we have
IˆYB (T ) ≤ C (r⋆Y ) IB
(
T ∩ {r⋆ ≤ R⋆ = −1
2
√
M}
)
, (357)
which follows from the fact that Y is only supported for r⋆ ≤ − 12
√
M . An appli-
cation of Proposition 10.4 to the term on the right hand side of (357) will produce
the required second term on the right hand side of (353). The estimate (354) is
obtained completely analogous to (357).
Proposition 11.3. With assumptions and geometry as in Proposition 11.2 we also
have
FYB ({uhoz} × [v1, v2]) + FYB ([u1, uhoz]× {v2}) +
1
2
I˜YB (R \ T )
≤ C (r⋆cl, σ)
[
m
(
u = t1 −R⋆, v = 12
11
t2 +R
⋆
)
−m (u = t2 − r⋆cl, v = t1 + r⋆cl)
]
+
11
10
FYB ([u1, uhoz]× {v1}) .
Proof. Use the inequality
I¯XB
(
Br⋆cl,R⋆[t1,t2]
)
≤ I¯XB
(
u=t2−r⋆clDr⋆cl,t1−R⋆[t1,t2]
)
(358)
which is obvious from the positivity of the integrand (compare the dashed lines in
the previous figure for the regions). Inserting the estimate of Proposition 10.2 into
the inequality (350) we obtain the result by an appropriate choice of q.
It is of crucial importance that the constant C (r⋆cl) just depends on the choice
of r⋆cl and not on r
⋆
K .
11.2 Controlling F YB from I˜
Y
B and energy, on a good slice
Finally, we are going to control the boundary terms FY by I˜Y and the energy on a
“good” null-slice.
Proposition 11.4. With R and T as before pick a vˆ ∈ [v1, v2] that satisfies
FYB ([u1, uhoz]× {vˆ}) = inf
v1≤v≤v2
FYB ([u1, uhoz]× {v}) . (359)
Then
FYB ([u1, uhoz]× {vˆ}) ≤ C (v2 − v1)−1 I˜YB (R \ T )+C (r⋆cl) (m (u1, v2)−m (u1, v1)) .
(360)
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Proof. Recall that the expression (243) is manifestly positive. Set u (v) = v − 2r⋆cl
and estimate
FYB ([u1, uhoz]× {vˆ}) ≤ inf
v1≤v≤v2
FYB ([u (v) , uhoz]× {v}) + FYB ([u1, u (v˜)]× {v˜})
≤ 1
v2 − v1
∫ v2
v1
FYB ([u (v) , uhoz]× {v})dv + C (r⋆cl) [m (u1, v2)−m (u1, v1)] .
where v˜ is the v-slice determined by taking the infimum of FYB in the region
[u (v) , uhoz]. For the integrand of the first term in the last line we have
FYB ([v − 2r⋆cl, uhoz]× {v}) ≤ 2π2
∫ uhoz
v−2r⋆
cl
du r34
√
M
[
(∂uB)
2
Ω2
(
4α
Ω,v
Ω
− α′
)
+β′ (∂vB)
2
+
1
2r2
(
1− 2
3
ρ
)(
α′
2
− αν
r
− βλΩ
2
r
− 1
2
β′Ω2 − 2βΩ2Ω,v
Ω
)]
,(361)
following from the fact that the inequalities (139), (140), (141) hold in r⋆ ≤ r⋆cl.
Comparing (361) with (246) produces the first term in (360).
We will also need a related version of the previous Proposition, which provides
one with a good energy-slice instead of a good FY -slice:
Proposition 11.5. With R and T as before pick a vˆ ∈ [v1, v2] that satisfies
E ([u1, uhoz]× {vˆ}) = inf
v1≤v≤v2
E ([u1, uhoz]× {v}) . (362)
Then
E ([u1, uhoz]× {vˆ}) ≤ C (v2 − v1)−1 I˜YB (R \ T ) + (m (u1, v2)−m (u1, v1)) (363)
.
Proof. Recall that
E ([u1, uhoz]× {v}) =
∫ uhoz
u1
∫
S3
(
4λ
Ω2
(∂uB)
2
+
1
r2
(
1− 2
3
ρ
)
(−ν)
)
r3dudAS3
is manifestly positive. With u (v) = v − 2r⋆cl estimate
E ([u1, uhoz]× {vˆ}) ≤ inf
v1≤v≤v2
E ([u (v) , uhoz]× {v}) + E ([u1, u (v˜)]× {v˜})
≤ 1
v2 − v1
∫ v2
v1
E ([u (v) , uhoz]× {v})dv + [m (u1, v2)−m (u1, v1)] .
The integrand of the first term in the last line can be controlled by
E ([v − 2r⋆cl, uhoz]× {v}) ≤ 2π2
∫ uhoz
v−2r⋆
cl
du r34
√
M
[
(∂uB)
2
Ω2
(
4α
Ω,v
Ω
− α′
)
+β′ (∂vB)
2
+
1
2r2
(
1− 2
3
ρ
)(
α′
2
− αν
r
− βλΩ
2
r
− 1
2
β′Ω2 − 2βΩ2Ω,v
Ω
)]
, (364)
following from the fact that the inequalities (139), (140), (141) hold in r⋆cl. Com-
paring (364) with (246) produces the first term in (363).
The results of this section are already sufficient to obtain a pointwise decay
bound for the quantity ζν . For reasons of presentation this is postponed to section
13.1 but the reader impatient to see the argument can turn to the latter section at
this point.
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12 The vectorfield K
12.1 The basic identity
The vectorfield K is defined as
K =
2
M
(u+ a)
2
∂u +
2
M
(v − a)2 ∂v . (365)
It is the analogue of the Morawetz vector field in four dimensions. In particular, it
is conformally Killing in five dimensional Minkowski space.44 We note
Ku =
2
M
(u+ a)
2
Kv =
2
M
(v − a)2 Ku = −Ω
2
M
(v − a)2 Kv = −Ω
2
M
(u+ a)
2
(366)
and
u = t− r⋆ v = t+ r⋆ (v − a)2 − (u+ a)2 = 4t (r⋆ − a) . (367)
From (92) we compute the identity
M
(−Tµνπµν −∇βTβδKδ) = 3
2r
(
ν (u+ a)
2
+ λ (v − a)2
)
B2
+32
B2
r2
(
t− 1
2r
(
ν (u+ a)2 + λ (v − a)2
)
+
1
4Ω2
((
Ω2
)
,u
(u+ a)2 +
(
Ω2
)
,v
(v − a)2
))
+
ϕ1 (B)
Ω2r2
((
Ω2
)
,v
(v − a)2 + (Ω2)
,u
(u+ a)
2
)
+
4t
r2
ϕ1 (B)
+
3
r3
(
ν (u+ a)
2
+ λ (v − a)2
)
(ϕ1 (B) + ϕ2 (B))− 2
r3
ϕ1 (B)
(
ν (u+ a)
2
+ λ (v − a)2
)
(368)
with ϕ1 and ϕ2 defined in (36). We shall apply the basic vectorfield identity in the
region (cf. Figure 8)
DK
[t0,T˜ ]
= T˜−r
⋆
KDr
⋆
K ,u0
[t0,T˜ ]
(369)
for any T˜ < T producing the identity
ÎKB
(
DK
[t0,T˜ ]
)
= F̂KB
(
T˜
)
− F̂KB (t0) + HˆKuH=T˜−r⋆K + 0 (370)
where
ÎKB
(
DK
[t0,T˜ ]
)
=
∫
DK
[t0,T˜ ]
(
− Tµνπµν −∇βTβδKδ
)
dV ol , (371)
F̂KB (t)
2π2
=
1
M
∫ t−u0
r⋆
K
(
(∂uB)
2 2 (u+ a)2 + (∂vB)
2 2 (v − a)2 (372)
+
(
(u+ a)
2
+ (v − a)2
) Ω2
2r2
(
1− 2
3
ρ
))
r3dr⋆
+
1
M
∫ T˜−r⋆K
t−r⋆
K
[
2 (u+ a)
2
r3 (∂uB)
2
+
rΩ2
2
(v − a)2
(
1− 2
3
ρ
)]
(u, t+ r⋆K) du
and
HˆK
T˜−r⋆
K
2π2
=
1
M
∫ T˜+r⋆K
t0+r⋆K
[
2 (v − a)2 r3 (∂vB)2 + rΩ
2
2
(u+ a)
2
(
1− 2
3
ρ
)](
T˜ − r⋆K , v
)
dv .
44The vectorfield field has been shifted by a for reasons which will become apparent later.
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Note that the J-term vanishes in view of the assumption of compact support. We
are now going to define the renormalized quantities IKB and E
K
B that arise from an
application of Green’s theorem to the B2 term in the spacetime integral (371).
The D in the basic identity (105) is here given by (cf. appendix A)
D =
3
2
(
ν (u+ a)
2
+ λ (v − a)2
r
)
. (373)
We compute
3
2
r2
(
ν (u+ a)2 + λ (v − a)2
r
)
= t
(
−24r r,uv
Ω2
− 12λν
Ω2
)
+t
(
r⋆ − a
r
)(
12r
λ
Ω2
r,uu + 12rr,uv
λ
Ω2
− 24 r
2
Ω2
(r,uv),v + 24
νλ2
Ω2
)
+(u+ a)
2
(
[λ+ ν]
(3r,uv
Ω2
+
6νλ
Ω2r
)
− 6r
Ω2
(
(r,uv),v + (r,uv),u
))
+(v − a)2
(
− 3λ
Ω2
r,uu − 3ν
Ω2
r,vv
)
(374)
and define the bulk term
IKB
(
DK
[t0,T˜ ]
)
=
1
M
∫ ∫
1
2
r3Ω2dudv
B2
r2
{
t
[
32− 24r r,uv
Ω2
− 12λν
Ω2
+ 4
ϕ1 (B)
B2
]
+t
(
r⋆ − a
r
)[
− 64λ+ 24λ
2ν
Ω2
+ 12
rr,uvλ
Ω2
− 24 r
2
Ω2
(r,uv),v + 12r
λ
Ω2
r,uu
−64Ω,u
Ω
r +
ϕ1 (B)
B2
(
−8rΩ,u
Ω
+ 4λ
)
+ 12λ
ϕ2 (B)
B2
]
+(u+ a)
2
[
(λ+ ν)
(
3
r,uv
Ω2
+
6νλ
Ω2r
− 16
r
+
1
r
ϕ1 (B) + 3ϕ2 (B)
B2
)
−6 r
Ω2
(
(r,uv),v + (r,uv),u
)]
+(v − a)2
[(
16 + 2
ϕ1 (B)
B2
)(
Ω,v
Ω
+
Ω,u
Ω
)
− 3 λ
Ω2
r,uu − 3 ν
Ω2
r,vv
]}
. (375)
In order for the identity (cf. equation (111))
IKB
(
DK
[t0,T˜ ]
)
= FKB
(
T˜
)
− FKB (t0) +HKT˜−r⋆
K
(376)
to hold, the boundary terms have to be
FKB (t)
2π2
=
FˆKB (t)
2π2
+
1
M
∫ t−u0
r⋆K
2B (∂tB)
(
3
2r
(
ν (u+ a)
2
+ λ (v − a)2
))
r3 (t, r⋆) dr⋆
− 1
M
∫ t−u0
r⋆K
B2∂t
(
3
2r
(
ν (u+ a)
2
+ λ (v − a)2
))
r3 (t, r⋆) dr⋆
+
1
M
∫ T˜−r⋆K
t−r⋆K
2B (∂uB)
(
3
2r
(
ν (u+ a)
2
+ λ (v − a)2
))
r3 (u, t+ r⋆K) du
− 1
M
∫ T˜−r⋆K
t−r⋆
K
B2∂u
(
3
2r
(
ν (u+ a)
2
+ λ (v − a)2
))
r3 (u, t+ r⋆K) du (377)
69
and
HK
T˜−r⋆
K
2π2
=
HˆK
T˜−r⋆
K
2π2
− 1
M
∫ T˜+r⋆K
t0+r⋆K
B2∂v
(
3
2r
(
ν (u+ a)
2
+ λ (v − a)2
))
r3
(
T˜ − r⋆K , v
)
dv
+
1
M
∫ T˜+r⋆K
t0+r⋆K
2B (∂vB)
(
3
2r
(
ν (u+ a)
2
+ λ (v − a)2
))
r3
(
T˜ − r⋆K , v
)
dv .(378)
12.2 The Spacetime integral
Let us turn to an analysis of the integral (375). Besides the formulae (326), (26)
and (25) the following identities will be useful
(r,uv),v
Ω2
= −Ω,v
Ω
µ
r
+
3λµ
2r2
− 1
r3
(
θ2
κ
+ rλ
(
1− 2
3
ρ
))
−Ω,v
Ω
2
3r
(
ρ− 3
2
)
+
λ
3r2
(
ρ− 3
2
)
+
4
3r
5
2
θ
(
e−2B − e−8B) ,
(r,uv),u
Ω2
= −Ω,u
Ω
µ
r
+
3νµ
2r2
− 1
r3
(
−4 λ
Ω2
ζ2 + rν
(
1− 2
3
ρ
))
−Ω,u
Ω
2
3r
(
ρ− 3
2
)
+
ν
3r2
(
ρ− 3
2
)
+
4
3r
5
2
ζ
(
e−2B − e−8B) .
The bulk integral can be written
IKB
(
DK
[t0,T˜ ]
)
= IKB,main
(
DK
[t0,T˜ ]
)
+ IKB,error
(
DK
[t0,T˜ ]
)
(379)
with
IKB,main
(
DK
[t0,T˜ ]
)
=
1
M
∫ ∫
1
2
r3Ω2dudv
B2
r2
{
t
[
35 + 9µ+ 4
ϕ1 (B)
B2
+ 8
(
ρ− 3
2
)]
+t
(
r⋆ − a
r
)[
24µr
Ω,v
Ω
− 64rΩ,u
Ω
+ (1− µ)
[
−70κ− 36κµ− 6rΩ,u
Ω
]
+ P (B)
]}
(380)
IKB,error
(
DK
[t0,T˜ ]
)
=
1
M
∫ ∫
1
2
r3Ω2dudv
B2
r2
{
(u+ a)2
2
(
Q (B)
+
(
Ω,v
Ω
+
Ω,u
Ω
)[
12µ+ 8
(
ρ− 3
2
)]
+
(λ+ ν)
r
[
−35− 18µ− 14
(
ρ− 3
2
)
+ 2
ϕ1 (B) + 3ϕ2 (B)
B2
])
+(v − a)2
([
Ω,v
Ω
+
Ω,u
Ω
](
16 +
3
2
(1− µ) + 2ϕ1 (B)
B2
)
+ 6
λζ2
r2Ω2
+ 6
νθ2
r2Ω2
)}
(381)
where
P (B) = −8rΩ,u
Ω
ϕ1 (B)
B2
+ 4κ (1− µ) ϕ1 (B) + 3ϕ2 (B)
B2
+
24θ2
κr
− 24λζ
2
Ω2r
− 32√
r
θ
(
e−2B − e−8B)+ (ρ− 3
2
)[
−28κ (1− µ) + 16Ω,v
Ω
r
]
(382)
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and
Q (B) =
12θ2
r2κ
− 48λ
r2Ω2
ζ2 − 16 (e−2B − e−8B) θ + ζ
r
3
2
. (383)
Note that
|P (B) | ≤ C (ǫ)
√
M
r
(384)
by the pointwise bounds of section 8.4.
12.2.1 Estimating IKB,main
We start with the observation that IKB,main has a good sign near the horizon and
near infinity:
Lemma 12.1. One can find Rˆ⋆ such that the integrand of IKB,main is negative for
r⋆ ≥ Rˆ⋆. It is also negative for r⋆ ≤ r⋆cl.
Proof. The second statement is a consequence of (141) and the inequality
Ω,u
Ω < 0
which follows from Proposition 8.15. For large r⋆ on the other hand, we can expand
the integrand of (380) in powers of 1r using the results of section 8.4:
|B| ≤ C (ǫ)
√
M
r
and κ =
1
2
+O
(
1
r2
)
and
rΩ,u
µΩ
≈ −1
2
and
Ω,v
Ω
= O
(
1
r2
)
and (cf. identification (181))
r⋆
r
∼ 1− p˜± ǫ
r
+O
(
1
r2
)
where p˜ =
√
MA
2
p =
√
MA
2
[
2
√
2 + log
(
2−√2
2 +
√
2
)]
to find
IKB,main
(
DK
[t0,T˜ ]
)
=
1
M
∫ ∫
1
2
r3Ω2dudv
B2
r2
t
{
35 (a+ p˜) + ǫ
r
+O
(
1
r2
)}
.
With the chosen centre a of the K vector field (a = −p˜− 1 by equation (127)), the
integrand will be negative in r⋆ ≥ Rˆ⋆ for some suitably chosen Rˆ⋆.45
Remark: In particular, we will choose t0 so large that Rˆ
⋆ ≤ 910 t0 holds.
The idea in estimating the spacetime integral IKB,main
(
DK
[t0,T˜ ]
)
is to decompose
the region of integration into dyadic pieces (cf. footnote 35)
DK
[t0,T˜ ]
=
N−1∑
j=0
DˆK[tj ,tj+1] with tN = T˜ (385)
DˆK[tj ,tj+1] = DK[t0,T˜ ] ∩ {tj ≤ t ≤ tj+1} . (386)
For each piece DˆK[tj ,tj+1] we can control the bulk term IKB,main by the bulk term I¯XB
losing a power of t:
45Note that the rest terms are all controlled by C(rcl,c)
r2
.
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Z
t = 2
√
M
Figure 8: Different regions to control the error-terms of K.
Proposition 12.1. In the region DK
[t0,T˜ ]
we have, for each dyadic piece
IKB,main
(
DˆK[tj ,tj+1]
)
≤ 1√
M
C
(
r⋆cl, Rˆ
⋆, σ
)
tj+1I¯
X
B
(
B[r
⋆
cl,Rˆ
⋆]
[tj,tj+1]
)
≤ 1√
M
C
(
r⋆cl, Rˆ
⋆, σ
)
tj+1I¯
X
B
(
u=T˜−r⋆clDr
⋆
cl,u=
1
11 tj+1]
[tj ,tj+1]
)
.(387)
Proof. By the previous Lemma it suffices to show (387) with DˆK[t1,t2] replaced by
B[r
⋆
cl,Rˆ
⋆]
[t1,t2]
because the integrand of IKB,main admits a good sign to the left of r
⋆
cl and to
the right of Rˆ⋆. For the compact r⋆-interval the first part of inequality (387) follows
from Proposition 10.1, the second from Rˆ⋆ ≤ 910 t0 and the positivity of I¯XB .
12.2.2 Estimating IKB,error
In this subsection we are going to show that the contribution of the integral IKB,error
can be made as small as we may wish for late times by choosing r⋆K sufficiently close
to the horizon and the initial data sufficiently small. To achieve this we shall split
the integration into different regions U ,V , W and Z defined as follows
U = DK
[t0,T˜ ]
∩ {r⋆ ≤ r⋆K} ∩ {u ≥ 2v − 4r⋆K} , (388)
V = DK
[t0,T˜ ]
∩ {r⋆ ≤ r⋆K} ∩ {u ≤ 2v − 4r⋆K} , (389)
W = DK
[t0,T˜ ]
∩ {r⋆K ≤ r⋆ ≤
9
10
t} , (390)
Z = DK
[t0,T˜ ]
∩ {r⋆ ≥ 9
10
t} . (391)
An immediate observation is
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Lemma 12.2. In all regions we have
κ+ γ ≥ 0 . (392)
Proof. This is a consequence of the choice of coordinates and the monotonicity of
κ in u and of γ in v manifest in equations (34) and (35).
The next lemma establishes appropriate bounds to control the error-terms of
IKB,error in equation (381).
Lemma 12.3. Recall that by Propositions 8.9, 8.12 and 8.13 the bound
|B|+M− 14 |θ| ≤ C (r⋆cl)
√
M
t
(393)
holds in W and
|B|+M− 14 |θ| ≤ C (r⋆cl)
√
M
v
(394)
holds in U ∪ V. Assume also∣∣∣ ζ
ν
∣∣∣ ≤ C (r⋆cl) M 34t in W and ∣∣∣ ζν ∣∣∣ ≤ C (r⋆cl) M
3
4
v
in U ∪ V. (395)
Then we have the following estimates
• In region W
|Q (B) |+
∣∣∣6 λζ2
r2Ω2
∣∣∣+ ∣∣∣6 νθ2
r2Ω2
∣∣∣ ≤ C (r⋆K , c) M 74
r
3
2 t2
, (396)
∣∣∣Ω,v
Ω
+
Ω,u
Ω
∣∣∣ ≤ C (r⋆K , c) √Mt2 . (397)
• In region V
|Q (B) |+
∣∣∣6 λζ2
r2Ω2
∣∣∣+ ∣∣∣6 νθ2
r2Ω2
∣∣∣ ≤ C (r⋆cl, c)√
Mu2
, (398)
Ω,v
Ω
+
Ω,u
Ω
+
C (r⋆cl, c)
√
M
u2
≥ 0 . (399)
• In region U
− ν ≤ d1 exp
(
− d2
2
√
M
u
)
(400)
for positive constants d1 > 0, d2 > 0.
• In region Z ∣∣∣Ω,v
Ω
+
Ω,u
Ω
∣∣∣ ≤ C (r⋆cl, c) √Mr2 . (401)
Proof.
The region W The bound (397) is the statement of Proposition 8.16. The bound
(396) follows directly from the decay properties (393) and (394).
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The region V. From Proposition 8.16 we derive the bound∣∣∣Ω,v
Ω
(u, v)− m
r3
(u, v)
∣∣∣ ≤ C (r⋆cl, c) √Mu2 (402)
by observing that u is like v in the region V .
The quantity
Ω,u
Ω is obtained by integrating (26) written as
∂v
(
Ω,u
Ω
)
= γ
(
6m
λ
r4
+
2λ
r2
(
ρ− 3
2
)
+ 3
θ
κ
ζ
ν
λ
r3
)
(403)
from the set L = {{t = T } ∩ {r⋆K ≤ r⋆ ≤ r⋆cl}} ∪ {r⋆ = r⋆cl} downwards. On L itself
we have by Proposition 8.16∣∣∣Ω,u
Ω
(u, v)− m
r3
(u, v)
∣∣∣ ≤ C (r⋆cl, c) √Mu2 . (404)
Since γ ≤ 12 in V by monotonicity and moreover
Ω,u
Ω will always be negative, we
can derive the bound
Ω,u
Ω
(u, v) =
Ω,u
Ω
(u, vR)−
∫ vR
v
γ
(
6m
λ
r4
+
2λ
r2
(
ρ− 3
2
)
+ 3
θ
κ
ζ
ν
λ
r3
)
(u, v¯) dv¯
≥ −m
r3
(u, vR)− C (r⋆cl, c)
√
M
u2
+m (u, vR)
(
1
r3 (u, vR)
− 1
r3 (u, v)
)
≥ −m
r3
(u, v)− C (r⋆cl, c)
√
M
u2
(405)
in V , where in the last step we used that in V the Hawking mass decays like 1u2 .
Putting the bounds (405) and (402) together yields (399). The bound (398) on
Q (B) follows directly from the pointwise bound (394).
The region U Integrating the quantity ν = γ (1− µ) from the spacelike t = T
curve downwards to any point in the region U we obtain
− ν (u, v) = 1
2
(1− µ) (uT , vT ) exp
(
−
∫ vT
v
f˜ (u, v) (uT , v¯) dv¯
)
=
1
2
(1− µ) (uT , vT ) exp
(
−
∫ vT
vr⋆
K
f˜ (u, v) (u, v¯) dv¯ −
∫ vr⋆
K
v
f˜ (u, v) (u, v¯) dv¯
)
(406)
with
f˜ (u, v) =
4κ
r3
m+
4
3
κ
r
(
ρ− 3
2
)
. (407)
In both regions V and U the quantity f˜ is clearly positive, bounded below by some
d2 > 0. We can estimate, for a point (u, v) in region U
− ν (u, v) ≤ 1
2
(1− µ) (uT , vT ) exp
(
−
∫ vr⋆
K
v
f˜ (u, v) (u, v¯) dv¯
)
≤ 1
2
(1− µ) (uT , vT ) exp
(−d2 (vr⋆
K
− v)) ≤ 1
2
(1− µ) (uT , vT ) exp
(
− d2
2
√
M
u
)
.(408)
Here we have used that v ≤ vr⋆
K
− 12u by definition of the region U .
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The region Z The estimate is the statement of Corollary (8.8).
With the necessary bounds in place we can prove the following
Proposition 12.2. Assume (395) holds. Then the error-term IKB,error satisfies
IKB,error
(
Dr⋆K
[t0,T˜ ]
)
≤ 1√
M
C (r⋆cl, σ)
N−1∑
j=0
tj+1
[
I¯XB
(
u=tj+1−r⋆clDr
⋆
cl,u=
1
11 tj+1
[tj ,tj+1]
)]
+ Mǫ˜ (r⋆K) +Mδ˜ (t0) (409)
with
lim
r⋆K→−∞
ǫ˜ (r⋆K) = 0 as well as limt0→∞
δ˜ (t0) = 0 . (410)
Proof. By Lemma 12.2 we have λ + ν ≥ 0. Hence the term multiplying (λ+ ν) in
IKB,error has a good (negative) sign in all regions and can be ignored. For the other
two terms we look at the different regions:
Region W: Note that u and v are controlled by t in this region. We insert (397)
and (396) into the integral IKB,error. The resulting term, which has to be controlled
is √
MC
∫
W
du dv Ω2r3
B2
r2
. (411)
We split the region of integration into W1 =W ∩ {r⋆ ≥ r⋆cl} and W2 =W ∩ {r⋆ ≤
r⋆cl}. The region W1 is partitioned into dyadic slices as was the bulk term:
IKB,error
(W1) = N−1∑
j=0
IKB,error
(
W1[tj ,tj+1]
)
. (412)
We can control each dyadic tube by I¯XB losing a power of t (arising from a missing
power of r in (411))
IKB,error
(
W1[tj,tj+1]
)
≤ 1√
M
C (r⋆cl, σ)
N−1∑
j=0
tj+1
[
I¯XB
(
W1[tj ,tj+1]
)]
≤ 1√
M
C (r⋆cl, σ)
N−1∑
j=0
tj+1
[
I¯XB
(
u=tj+1−r⋆clDr
⋆
cl,u=
1
11 tj+1
[tj ,tj+1]
)]
In the regionW2 we can ignore the factors of r. It suffices to estimate B2 ≤ C(r⋆K ,c)t2
from Proposition 8.9 and hence∫
W2
dt dr⋆ Ω2r3
B2
r2
≤
∫ T˜
t0
dt
C (r⋆K , c)
t2
∫ r⋆K
r⋆
cl
dr⋆
4κγ
κ+ γ
∂r
∂r⋆
≤ C (r⋆K , c)
M2
t0
. (413)
Region V: In this region u is like v at late times. We insert the bound (398) into
IKB,error and estimate the resulting term (v0 = t0 + r
⋆
cl, V˜ = T˜ + r
⋆
cl)
1√
M
C
∫
V
dv duΩ2B2 ≤
∫ V˜
v0
1√
M
C
v2
∫ 2v−4r⋆K
t0−r⋆K
du (−4κν) ≤ CM
v0
. (414)
For the remaining terms, i.e. those containing a
(
Ω,v
Ω +
Ω,v
Ω
)
-factor, we insert the
one-sided bound (399) to control the error term∫
V
dtdr⋆r3
B2
r2
u2
(
∂tΩ
2
)
(415)
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for large times (in particular t0 + r
⋆
K ≥ 1) as follows (uH = T˜ − r⋆K). First define
r⋆+ = −
t0
2
+
3
2
r⋆K and r
⋆
− = r
⋆
K −
T˜ − r⋆K
4
(416)
and
t¯ (r⋆) =
{
t0 + r
⋆
K − r⋆ for r⋆ ≥ r⋆+
−3r⋆ + 4r⋆K for r⋆ ≤ r⋆+ .
(417)
Then the term (415) can be estimated using Proposition 8.13
1
M
∫ r⋆K
r⋆−
dr⋆
∫ T˜−r⋆K+r⋆
t¯(r⋆)
dt r3
B2
r2
u2
(
∂tΩ
2 + CΩ2
√
M
u2
)
≤ CLC (c)
√
M
∫ r⋆K
r⋆−
dr⋆
∫ T˜−r⋆K+r⋆
t¯(r⋆)
dt
(
∂tΩ
2 + CΩ2
√
M
u2
)
≤ CLC (c)
√
M
∫ r⋆K
r⋆−
dr⋆Ω2
(
T˜ − r⋆K + r⋆, r⋆
)
+ CLC (c)M
∫ T˜+r⋆K
t0+r⋆K
dv
∫ min(uH ,2v−4r⋆K)
v−2r⋆
K
du
Ω2
u2
≤ CLC (c)
√
M
[
r
(
T˜ , r⋆K
)
− r
(
T˜ − r⋆K + r⋆−, r⋆−
) ]
+ CLC (c)M
∫ T˜+r⋆K
t0+r⋆K
dv
1
v2
∫ uH
v−2r⋆
K
duΩ2
≤ CLC (c)M · ǫ (r⋆K) + CLC (c)M
√
M
t0
ǫ (r⋆K) .
where in the first step we have used that the round bracket in the first line is
positive. The constant C (r⋆cl) may have different values in each line. We also used
that
∂r⋆r = λ− ν = 1
4
Ω2
(
1
γ
+
1
κ
)
(418)
and therefore
Ω2 = 4∂r⋆r
γκ
γ + κ
≤ 4∂r⋆r (419)
holds. In summary, smallness for this error-term arises from the smallness of the
r-difference between any two points in the region r⋆ ≤ r⋆K . The crucial point is
that only C (r⋆cl) enters the above estimate, such that the r-difference can “beat”
the constant.
Region U : To control the error-terms in region U estimate the curly bracket of
IKB,error by some constant times u
2 and B2 by something small (cf. Corollary 4.3).
The resulting integral can be controlled via (400)as follows:
|IKB,error (U) | ≤
1
M
C (ǫ)
∫ T˜
2 +
3
2 r
⋆
K
t0+r⋆K
dv
∫ T˜−r⋆K
2v−4r⋆K
du (−ν)u2 (u, v)
≤ 1
M
C (ǫ)
∫ T˜
2 +
3
2 r
⋆
K
t0+r⋆K
dv
∫ T˜−r⋆K
2v−4r⋆K
du exp
(
− d
2
√
M
u
)
u2 ≤MC (ǫ)Ce− d2√M t0 .
The region Z On the one hand, we have to establish smallness for
1
M
∫
Z
dudvr3Ω2
B2
r2
[
(u+ a)
2
+ (v − a)2
] [
Q (B) + 6
λζ2
r2Ω2
+
3θ2
2κr2
]
≤ C
√
M
∫
Z
dudv
[
Q (B) + 6
λζ2
r2Ω2
+
3θ2
2κr2
]
, (420)
76
where we used that r controls v and u in the region under consideration and Propo-
sition 8.11. From Proposition 4.1 it is apparent that the critical term to control
is ∫
Z
1
2
1
r2
ζ2dudv ≤ C
∫
dv
1
v2
(∫
ζ2du
)
≤ C (ǫ) M
t0
. (421)
Namely, the remaining terms in the square bracket of (420) all decay like ǫr3 by
Proposition 4.1 such that direct integration will already lead to a smallness factor.
The other critical term to control is
1
M
∫
dudv
1
2
r3Ω2
B2
r2
(
(u+ a)
2
+ (v − a)2
) [Ω,v
Ω
+
Ω,u
Ω
]
(422)
which upon inserting (401) and using the fact that r controls u and v in the region
under consideration reduces to controlling the term
C (r⋆cl, c)
1√
M
∫ T˜
t0
dt
∫ T˜−u0
9
10 t
dr⋆B2r (−ν) . (423)
Using that r ∼ t in region Z we can estimate (423) by
≤ C (r⋆cl, c)
1√
M
∫ T˜
t0
dt
1
t2
∫ T˜−u0
9
10 t
dr⋆B2r3 (−ν)
≤ C (r⋆cl, c)
√
M
∫ T˜
t0
dt
1
t2
EKB (t) ≤ C (r⋆cl, c)
M
3
2
t0
(424)
where we have used bootstrap assumption (129).
12.3 The Boundary Terms
We write the boundary-terms (377) as
FKB (t) = F
K
B,main (t) + F
K
B,errorarc (t) + F
K
B,errorline (t) (425)
where
FKB,main (t)
2π2
=
1
M
∫ t−u0
r⋆K
(
−12tr
⋆ − a
r
νB∂tB + 6B
2ν
r⋆ − a
r
)
r3dr⋆
+
1
M
∫ t−u0
r⋆
K
(
(∂uB)
2
2 (u+ a)
2
+ (∂vB)
2
2 (v − a)2
+
(
(u+ a)
2
+ (v − a)2
) Ω2
2r2
(
1− 2
3
ρ
))
r3dr⋆
+
1
M
∫ T˜−r⋆K
t−r⋆
K
[
2 (u+ a)2 r3 (∂uB)
2 +
rΩ2
2
(v − a)2
(
1− 2
3
ρ
)]
(u, t+ r⋆cl) du , (426)
FKB,errorarc (t)
2π2
= − 1
M
∫ t−u0
r⋆K
3
2
B2
(
(u+ a)
2
r
(r,uu + r,uv) +
(v − a)2
r
(r,vv + r,uv)
)
r3dr⋆
+
1
M
∫ t−u0
r⋆K
(
+3B∂tB
(v − a)2
r
(λ+ ν)− 3v − a
r
B2 (λ+ ν)
)
r3dr⋆
+
1
M
∫ t−u0
r⋆
K
3
2
B2
(
λ+ ν
r2
(
ν (u+ a)
2
+ λ (v − a)2
))
r3dr⋆ (427)
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and
FKB,errorline (t)
2π2
=
1
M
∫ T˜−r⋆K
t−r⋆
K
2B (∂uB)
(
3
2r
(
ν (u+ a)2 + λ (v − a)2
))
r3 (u, t+ r⋆) du
− 1
M
∫ T˜−r⋆K
t−r⋆K
B2∂u
(
3
2r
(
ν (u+ a)
2
+ λ (v − a)2
))
r3 (u, t+ r⋆) du(428)
and
HK
T˜−r⋆K
2π2
=
1
M
∫ T˜+r⋆K
t0+r⋆K
[
2 (v − a)2 r3 (∂vB)2 + rΩ
2
2
(u+ a)
2
(
1− 2
3
ρ
)]
(T − r⋆K , v) dv
− 1
M
∫ T˜+r⋆K
t0+r⋆K
B2∂v
(
3
2r
(
ν (u+ a)2 + λ (v − a)2
))
r3 (T − r⋆K , v) dv
+
1
M
∫ T˜+r⋆K
t0+r⋆K
2B (∂vB)
(
3
2r
(
ν (u+ a)
2
+ λ (v − a)2
))
r3 (T − r⋆K , v) dv(429)
Note that FKB,errorline
(
T˜
)
= 0 and that the last term of FKB,main also vanishes for
t = T˜ .
12.3.1 Estimating FKB,main (t)
We are going to show that the boundary term FKB,main (t) comes with a sign. This
is obviously the case for the integral in u, so it remains to establish non-negativity
of the spacelike integrals. Define
S = (v − a) ∂v + (u+ a) ∂u , (430)
S = (v − a) ∂v − (u+ a) ∂u . (431)
Note that
(SB)
2
+ (SB)
2
= 2 (u+ a)
2
(∂uB)
2
+ 2 (v − a)2 (∂vB)2 (432)
and
S = t∂t + (r
⋆ − a) ∂r⋆ S = t∂r⋆ + (r⋆ − a) ∂t (433)
respectively
t∂t = S − (r⋆ − a) ∂r⋆ t∂t = t
(r⋆ − a)S −
t2
(r⋆ − a)∂r⋆ . (434)
We can insert these expressions into the boundary term (426) and integrate the
second term by parts using S: ∫ T˜−u0
r⋆
K
Bt∂tB
1
r
(−2ν) (r⋆ − a) r3dr⋆
=
∫ T˜−u0
r⋆K
−2ν
r
(r⋆ − a)B
(
(SB)− (r⋆ − a) ∂r⋆B
)
r3dr⋆
= νr2 (r⋆ − a)2B2
∣∣∣r⋆=T˜−u0
r⋆=r⋆
K
+
∫ T˜−u0
r⋆K
(−2ν) r3
[
r⋆ − a
r
B (SB)
+B2
(
r⋆ − a
r
+
(r⋆ − a)2
r2
[
κ−
(
ν + r
Ω,u
Ω
)
+ P1 (B)
])]
dr⋆ (435)
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where
P1 (B) =
ζ2
rν
+
2
3
κ
(
ρ− 3
2
)
≈ C (ǫ) (436)
is very small by Proposition 4.1. Note that the boundary term near infinity vanishes
in view of the assumption of compact support on the initial data and the domain
of dependence. The term at r⋆ = r⋆K is manifestly positive since ν < 0 in the
integration region.
Alternatively, using S, we can obtain ∫ T˜−u0
r⋆K
Bt∂tB
1
r
(−2ν) (r⋆ − a) r3dr⋆
=
∫ T˜−u0
r⋆
K
−2ν
r
(r⋆ − a)B
(
t
(r⋆ − a)SB −
t2
(r⋆ − a)∂r⋆B
)
r3dr⋆ = νr2t2B2
∣∣∣r⋆=T˜−u0
r⋆=r⋆
K
+
∫ T˜−u0
r⋆
K
(−2ν) r3
(
t
r
(SB)B +
t2
r2
B2
[
κ−
(
ν + r
Ω,u
Ω
)
+ P1 (B)
])
dr⋆ .
Again the boundary term has a positive sign at r⋆ = r⋆K .
If we split the relevant term in (426) into two equal pieces and collect terms we
can write
1
2π2
FKB,main
(
T˜
)
=
1
M
∫ T˜−u0
r⋆
K
[
(∂uB)
2 2 (u+ a)2 + (∂vB)
2 2 (v − a)2
+
(
(u+ a)
2
+ (v − a)2
) Ω2
2r2
(
1− 2
3
ρ
)
− 12tr
⋆ − a
r
νB∂tB + 6B
2ν
r⋆ − a
r
]
r3dr⋆
≥ 1
M
∫ T˜−u0
r⋆
K
dr⋆r3
[
(1 + 2ν)
(
(SB)
2
+ (SB)
2
)
+(−2ν)
((
SB +
3
2
r⋆ − a
r
B
)2
+
(r⋆ − a)2
r2
B2
(
23
4
+ δ + 3
[
κ−
(
ν + r
Ω,u
Ω
)]))
+(−2ν)
((
SB +
3
2
t
r
B
)2
+
t2
r2
B2
(
23
4
+ δ + 3
[
κ−
(
ν + r
Ω,u
Ω
)]))]
r3
which is manifestly positive. Furthermore
1
2π2
FKB,main
(
T˜
)
≥ EKB
(
T˜
)
+
4
M
∫ T˜−u0
r⋆
K
(−ν) B
2
r2
(
t2 + (r⋆ − a)2
)
r3dr⋆ (437)
with EKB being the quantity appearing in bootstrap assumption 3.
12.3.2 Estimating FKB,errorarc
(
T˜
)
Lemma 12.4. Under the assumption (395) we have that
1
2π2
FKB,main
(
T˜
)
+ FKB,errorarc
(
T˜
)
≥ EKB
(
T˜
)
+Mǫˆ (438)
with the ǫˆ arising from the fact that T˜ is large.
Proof. We have
|λ+ ν| ≤ C (r⋆K , c)
M
T˜ 2
for r⋆K ≤ r⋆ ≤
9
10
T˜ (439)
79
by Proposition 8.4 and
|λ+ ν| ≤ C (r⋆K , c)
M
r2
for r⋆ ≥ 9
10
T˜ (440)
by Corollary 8.2. Recalling the bound (8.16) we can estimate the expression
r,vv + r,uv = 2λ
Ω,v
Ω
− 2
r2
θ2 + 2κ
µ
r
ν +
4κν
3r
(
ρ− 3
2
)
(441)
by
|r,vv + r,uv| ≤ µ
r
(λ+ ν) + C (r⋆K , c)
√
M
T˜ 2
≤ C (r⋆K , c)
√
M
T˜ 2
(442)
and similarly
|r,uu + r,uv| ≤ C (r⋆K , c)
√
M
T˜ 2
, (443)
both in the region r⋆K ≤ r⋆ ≤ 910 T˜ . Analogously, we obtain
|r,vv + r,uv|+ |r,uu + r,uv| ≤ C
r2
in the region r⋆ ≥ 9
10
T˜ . (444)
Inserting these estimates into (427) it becomes clear that we have to establish small-
ness for the terms∫ T˜−uJ
r⋆K
[√
MB2r2 +M
3
2
θ2
r
+M
3
2
ζ2
r
](
T˜ , r⋆
)
dr⋆ . (445)
We split the integral into the region r⋆K ≤ r⋆ ≤ 910 T˜ and the region r⋆ ≥ 910 T˜ . In
the first region the derivative terms of (445)are manifestly controlled by the energy,
decaying like 1
T˜ 2
by Proposition 8.3. The B2 term can be estimated as∫
B2r2dr⋆ ≤ CT˜
∫
B2rdr⋆ ≤ CT˜
[
m
(
T˜ ,
9
10
T˜
)
−m
(
T˜ , r⋆K
)]
≤ CM
2
T˜
. (446)
In both cases smallness is obtained from the fact that t0 is chosen very large. In the
region r⋆ ≥ 910 t on the other hand, the derivative terms in (445) can be controlled
by pulling out the 1r as a smallness factor and use the energy estimate for the rest.
For the B2 term we have to borrow from the good last term of (437):∫ T˜−uJ
9
10 T˜
B2r2dr⋆ ≤ 10
9T˜
∫ T˜−u0
9
10 T˜
B2r3dr⋆ . (447)
Hence a tiny contribution from the last term of (437) will control this term and we
finally arrive at (438).
12.3.3 Estimating HK
T˜−r⋆
K
Lemma 12.5. Under the assumption (395) we have
−HKu=T−r⋆
K
≤Mǫ˜ (r⋆K) (448)
where ǫ˜ (r⋆K)→ 0 for r⋆K →∞.
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Proof. The first term of (429) is clearly positive and can be neglected. For the other
terms split the integration I = [v1, v2] =
[
t0 + r
⋆
K , T˜ + r
⋆
K
]
into the part which lies
in U (where we can use the estimate (400)) and the part in V (where we are going
to exploit the fact that the r-difference is small). See Figure 8. Following this line
of thought we estimate the (negative of the) second term of (429)∫
I
B2∂v
(
3
2r
(
ν (u+ a)
2
+ λ (v − a)2
))
r3
(
T˜ − r⋆K , v
)
dv
≤
∫
I
3B2
2
(
r (−λ) ν (u+ a)2 + r2r,vv (v − a)2 + 2r2λ (v − a)
)(
T˜ − r⋆K , v
)
dv
≤
[∫
I∩U
+
∫
I∩V
]
3B2
2
(
r (−λ) ν (u+ a)2
)(
T˜ − r⋆K , v
)
dv
+M2C (r⋆cl, c)
∫
I
[
λ
v0
+ r,vv
] (
T˜ − r⋆K , v
)
dv
≤ Ce−d2 u (u+ a)2
∫
I∩U
B2rλ
(
T˜ − r⋆K , v
)
dv + CM
3
2
∫
I∩V
λ (−ν)
(
T˜ − r⋆K , v
)
dv
+M2C (r⋆cl, c) ǫ (r
⋆
K) ≤M2ǫ˜ (r⋆K) ,(449)
where we used that r,uv ≤ 0, that u is like v in region V , and the assumptions (394).
For the (negative of the) third term we obtain (C just depends on r⋆cl)
−
∫ T˜+r⋆K
t0+r⋆K
2B (∂vB)
(
3
2r
(
ν (u+ a)
2
+ λ (v − a)2
))
r3
(
T˜ − r⋆K , v
)
dv
≤
[∫
I∩U
+
∫
I∩V
]
3
2
r2
(
B2
r
+ r (B,v)
2
)
(−ν) (u+ a)2
(
T˜ − r⋆K , v
)
dv
+
∫
I
3
2
r2
(
B2
r
+ r (B,v)
2
)
λ (v − a)2
(
T˜ − r⋆K , v
)
dv
≤ Ce−d2 u (u+ a)2 M
3
2
v0
+ CM
3
2
∫
I∩V
λ
(
T˜ − r⋆K , v
)
dv + CM
3
2
∫
I
λ
(
T˜ − r⋆K , v
)
dv
≤ ǫ˜ (r⋆K)(450)
where we again used that u is like v in region V , and the inequality (394), as well as
the fact that (−ν) ≤ λ (cf. Lemma 12.2). These estimates together yield (448).
12.3.4 Estimating FKB,errorline (t)
Clearly FKB,errorline
(
T˜
)
= 0 since there is no upper null-boundary for the region in
which we apply K. Hence we only have to estimate FKB,errorline (t0). This is done
in the same manner as for the horizon term: Splitting the integral into a part lying
in V and a part in U , using the estimate (395) in the former and applying (400) in
the latter region.
12.4 Summary
We have shown the following
Proposition 12.3. Assume (395) holds. It follows that
EKB
(
T˜
)
≤ 1√
M
C (r⋆cl, σ)
N−1∑
j=0
tj+1I¯
X
B
(
u=tj+1−r⋆clDr
⋆
cl,
1
11 tj+1
[tj ,tj+1]
)
+FKB (t0)+Mǫˆ (r
⋆
K , t0)
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and ǫˆ can be made arbitrarily small by choosing both −r⋆K and then t0 sufficiently
large.
Proof. Write (376) as
FKB,main
(
T˜
)
+ FKB,errorarc
(
T˜
)
= IKB,main
(
Dr⋆K ,u0
[t0,T˜ ]
)
+ IKB,error
(
Dr⋆K ,u0[t1,t2]
)
+FKB (t0)−HKuH=T˜−r⋆K (451)
and apply the estimates of Lemmata 12.4 and 12.5, as well as Propositions 12.1 and
12.2.
13 Closing the bootstrap
With the required estimates now in place we are in a position to prove the closed-
part of Theorem 7.1, i.e. to improve the remaining bootstrap assumptions.46
We start with the observation that the X-bulk-term decays.
Proposition 13.1. We have
I¯XB
(
Dr⋆cl,ti−R⋆ti,ti+1
)
≤ I¯XB
(
Dr
⋆
cl,
1
11 ti+1
ti,ti+1
)
≤M2C (r
⋆
cl)
t2i
. (452)
Proof. Apply Proposition 10.2 in combination with Proposition 8.3 and the boot-
strap assumption (132).
With the help of the Propositions proven in section 11 we can derive the point-
wise bound (395), which was assumed for most of the Propositions established in
section 12.47
13.1 A pointwise estimate for ζ
ν
using Y
Proposition 13.2. In the region A (T ) ∩ {r⋆ ≤ r⋆cl} ∩ {v ≥ t0 + r⋆cl} we have∣∣∣ ζ
ν
∣∣∣ ≤ C (r⋆cl, c) M 34v (453)
and in A (T ) ∩ {r⋆ ≥ r⋆cl} ∩ {r⋆ ≤ 910 t} the estimate∣∣∣ ζ
ν
∣∣∣ ≤ C (r⋆cl, c) M 34t . (454)
Proof. Starting from the slice Σt0 (cf. definition 116) erect the characteristic rect-
angle to any Σt, t0 ≤ t ≤ T . By Cauchy stability (Proposition 7.2), we have that
1
M
FYB ([u1, uhoz]× {v0 = t0 − r⋆cl}) ≤ δ˜ (455)
and hence an application of Proposition 11.3 together with (452) immediately yields
1
M
FYB ([u1, uhoz]× {v = t− r⋆cl}) ≤
11
10
δ˜ + ǫ˜ (456)
46Recall that the first two have been improved already in Corollaries 8.4 and 8.5.
47The reader is assured that none of the results of section 12 will be used in the following
subsection. The argument has been placed in this section because it is also used to improve the
integral bound (132).
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for any t ≤ T . This estimate and Proposition 11.2 immediately imply the uniform
estimate
1
M
I˜YB (Ri \ Ti) ≤
11
10
δ˜ + ǫ˜ (457)
for the region Ri \ Ti of any characteristic dyadic rectangle. Next we apply Propo-
sition 11.4 to each dyadic rectangle to find a slice vˆ satisfying
1
M
FYB ([ui, uhoz]× {vˆ}) ≤ C
ǫ˜
√
M
vi+1 − vi + C
√
M
(vi)
2 ≤
C
√
M
ti
. (458)
Proposition 11.2 applied to the rectangle enclosed by the good slice in [vi, vi+1] and
v = vi+1 yields, again using (452)
1
M
FYB ([ui, uhoz]× {vi+1}) ≤ C
√
M
vi+1
. (459)
Having exported the better decay to all late slices in this fashion, we can erect
the characteristic rectangle again and apply Proposition 11.2, which produces the
uniform decay estimate
1
M
IYB (Ri \ Ti) ≤ C
√
M
vi
. (460)
One may repeat the procedure, i.e. apply Proposition 11.4 again, which now provides
one with a good slice (with the Y -flux decaying like 1
(vi+1)
2 ). After application of
Proposition 11.2 this leads to the decay
1
M
FYB ([ui, uhoz]× {vi+1}) ≤ C (r⋆cl, c)
M
(vi+1)
2 (461)
on any late slice vi. Finally one may export the decay to any v-slice by choosing
appropriate regions:
1
M
FYB ([u (r
⋆
cl) , uhoz]× {v}) ≤ C (r⋆cl, c)
M
v2
, (462)
1
M
FYB (u× [v, vˆ]) ≤ C (r⋆cl, c)
M
v2
, (463)
1
M
I˜YB (R \ T ) ≤ C (r⋆cl, c)
M
v2
(464)
everywhere. Note that we have assumed a better bound than (462) in the bootstrap
assumption (132), however the bound (463) is new and essential to derive the point-
wise bound for ζν . Namely, integrating (57) upwards in a characteristic rectangle
yields
ζ
ν
(u, vi+1) =
ζ
ν
(u, vi) e
− R vi+1vi [ 4κr3m+
4κ
3r (ρ− 32 )](u,v¯)dv¯
+
∫ vi+1
vi
e−
R
v
v¯ [
4κ
r3
m+ 4κ3r (ρ− 32 )](u,vˆ)dvˆ
[
−3
2
θ
r
− 4
3
κ√
r
(
e−8B − e−2B)] (u, v¯) dv¯ (465)
and hence ∣∣∣ ζ
ν
(u, vi+1)
∣∣∣ ≤ ∣∣∣ ζ
ν
(u, vi)
∣∣∣e−.1·d·vi
+
3
2
1
rmin
√∫ vi+1
vi
e−
R
v
v¯ [
3
2
4κ
r3
m](u,vˆ)dvˆκ (u, v¯) dv¯
√∫ vi+1
vi
θ2
κ
(u, vˆ) dvˆ
+C
(
sup
r≤r⋆
cl
1√
α
)√∫ vi+1
vi
e−
R
v
v¯ [
3
2
4κ
r3
m](u,vˆ)dvˆκ (u, v¯) dv¯
√∫ vi+1
vi
αrB2 (u, vˆ) dvˆ
≤ CM
3
4
vi
+
∣∣∣ ζ
ν
(u, vi)
∣∣∣e−.1·d·vi .
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Reiterating from the first to any chosen late rectangle we find for any (u, vi) in the
region r⋆ ≤ r⋆cl∣∣∣ ζ
ν
(u, vi)
∣∣∣ ≤ C (r⋆cl, c) M 34vi and hence
∣∣∣ ζ
ν
(u, v)
∣∣∣ ≤ C (r⋆cl, c) M 34v (466)
which is (453). Integrating (57) from the set L = {r⋆ = r⋆cl}∪{{t = t0}∩{r⋆ ≥ r⋆cl}},
where the bound (454) holds by Cauchy stability and the estimate just established,
we obtain (454) in the complete region using the energy estimate and the fact that
u ∼ t in the region where r⋆cl ≤ r⋆ ≤ 910 t.
13.2 Improving assumption (129)
With the pointwise bound on ζν established we can improve assumption (129) for
any late boundary term EKB
(
T˜
)
via Proposition 12.3. One applies the K-estimate
in the region u=tN−r
⋆
KDr⋆K ,u0[t0,tN ] some large −r⋆K , late t0 and tN = T˜ . Using (452) we
have
I¯XB
(
u=tj+1−r⋆clDr
⋆
cl,u=
1
11 tj+1
[tj ,tj+1]
)
≤ C (r⋆cl, c)
M2
(tj+1)
2 ≤ ǫ (t0)
M
7
4
(tj+1)
3
2
(467)
with the ǫ arising from the fact that t0 can be chosen as large as we may wish (at
the cost of making the data smaller). Consequently
N−1∑
j=0
tj+1I¯
X
B
(
u=tj+1−r⋆clDr
⋆
cl,u=
1
11 tj+1
[tj ,tj+1]
)
≤ ǫ (t0)M 32
N−1∑
j=0
1
√
1.1
j
≤ ǫ (t0)M 32 (468)
in view of the finiteness of the geometric series
∞∑
n=0
1√
1.1
n ≤ K . (469)
Combining (468) with the fact that FKB (t0) is small by Cauchy stability, Proposition
12.3 yields
EKB (tN ) ≤Mǫ
(
r⋆K , t0, δ˜
)
(470)
for any late tN , which improves assumption (129).
13.3 Improving assumptions (130), (131) and (132)
We apply Proposition 8.3 again, inserting the better bound for the K-boundary
terms (470) at late times to improve the decay of the energy on any arc-part of late
slices, Σt ∩ { 1011 t ≥ r⋆ ≥ r⋆cl}. From Proposition 8.9 we also obtain improved decay
for the field B in the region r⋆ ≥ r⋆cl.
Proposition 11.5 applied in each characteristic dyadic rectangle produces after in-
serting the better energy decay in the region r⋆ ≥ r⋆cl a slice vˆi = τi + r⋆cl with
improved energy-flux decay, c
(ti)
3 +
ǫ
(ti)
2 . By the domain of dependence property
the decay of energy flux is improved on the horizon piece v ∈ [vˆi, vi+1] and on the
ceiling-part of the characteristic region, as indicated in Figure 9. This retrieves in
particular assumptions (130) and (131) with a better constant. In view of the energy
flux decaying now like ǫv2 on all achronal slices in the region A (T )∩{r⋆ ≤ 910 t}, we
can apply Proposition 11.4 to find a good FYB -slice in each characteristic rectangle.
Proposition 11.3 exports this good decay of the FYB -term to all constant v-slices
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u = u0
vj+1 = tj+1 + r
⋆
cl
vj = tj + r
⋆
cl
u = 1
10
tj
u = 9
10
tj − r⋆cl
t = tj
t = tj+1
r⋆ = r⋆
K
r⋆ = r⋆
cl
Figure 9: Closing the bootstrap.
and hence the last outstanding bootstrap assumption (132) is finally retrieved with
a better constant.
What we have shown is that A = A, so A is closed. This completes the proof of
Proposition 7.1. The set A must therefore constitute the entire [0,∞] and hence the
decay rates of Theorem 1.1 are proven in the entireD, albeit in a different coordinate
system than the one stated in the Theorem. The final subsection shows that the
coordinate systems used in the bootstrap are indeed close to the null-coordinate
system defined in Theorem 1.1.
13.4 Convergence of Coordinate Systems
What we have already shown in section 8.3.2 is that the coordinates of a region
A (ϑ (τ˜•))∩{r⋆ ≥ r⋆K} (a-priori defined in the coordinate system Cτ˜•), are uniformly
bounded in any coordinate system Cτ˜ for τ˜ ≥ τ˜•.48 It is important to observe that
the u-coordinate in the region r⋆ ≤ r⋆K is not uniformly close between the different
coordinate systems. Indeed, in the coordinate system of Theorem 1.1 the horizon
is located at u = ∞, whereas in any coordinate system Cτ˜ it generically resides at
a finite u value (eventually converging to u→∞ for τ˜ →∞).
We finally establish the relation of the Cτ˜ to the coordinate system defined
in Theorem 8.3.2. First recall that we have already shown that the geometrically
defined point R of Theorem 1.1 (which features as an ”origin” of the coordinate
system) has coordinates uniformly close to (
√
M,
√
M) in any coordinate system
Cτ˜ , cf. section 8.3. In the second step we compare the scaling of the coordinates
between the coordinate systems Cτ˜ and the one asserted by Theorem 1.1. For this
pick a point P on null-infinity. The value of γ at this point in the coordinate system
Cτ˜ can (for large enough τ˜ ) be estimated by integrating (35) from t = T (τ˜) along
a line of constant u:
1
2
≤ γ (P ) ≤ 1
2
+
C (ǫ)
r2N
(471)
where rN is the area radius at the intersection of the ∇r integral curve defining
the coordinate system Cτ˜ and the null line u (P ).49 In the limit τ˜ → ∞ we have
rN →∞ and hence γ (P )→ 12 . It follows that the scaling of the u-coordinate of Cτ˜
indeed converges to the one defined in Theorem 1.1.
The function κ on the other hand satisfies |κ − 12 | ≤ C (ǫ) on D in both the
coordinate systems Cτ˜ (cf. Proposition 4.1) and the one of Theorem 1.1. It is easy
to show that with this bound holding on the null curve u =
√
M , the v coordinate
48Note again that r = r⋆K may change its location in the different coordinate systems but remains
always close to the geometrically defined curve r = rK of constant area radius.
49For this estimate only the smallness of θ of Proposition 4.1 is used.
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of any two coordinate systems always satifies v ∼ v¯ for v ≥ √M , which is all what
is needed to generalize decay statements in v to all coordinate systems. Namely
integrating from the point W where the initial data intersect the null-line u =
√
M
(v ≈ √M there by previous remarks) to a point Q we have
vQ = vW+
∫ vQ
vW
dv ≤ vW+(2 + C (ǫ)) sup
u=
√
M
1
1− µ
∫ vQ
vW
r,vdv ≤ 3
2
√
M+4 (rQ − rW )
and
vQ = vW+
∫ vQ
vW
dv ≥ vW+(2− C (ǫ)) inf
u=
√
M
1
1− µ
∫ vQ
vW
r,vdv ≥
√
M
2
+
3
2
(rQ − rW ) .
Hence v ∼ v¯ for any two coordinate systems.
We have shown that the limit of the coordinate systems Cτ˜ is a coordinate
system in which the origin is slightly shifted compared to the one of Theorem 1.1
and whose v scaling may be stretched or squeezed. It is now apparent that the
decay rates stated also hold in the coordinate system of Theorem 1.1.
14 Final Comments and Open Questions
Theorem 1.1 leaves room for generalizations. An obvious one is the treatment of
the triaxial case, which at least conceptually is not expected to pose any difficulty.
In fact the same vectorfields are expected to produce the required estimates for the
fields B and C when contracted with an appropriate tensor Tµν – with the only
additional catch coming from the coupling of B and C. A much more challenging
problem is the derivation of better decay rates than the ones established here. As
mentioned previously, in the context of compatible currents, the maximal decay rate
is limited by the weights appearing in the K-vectorfield. It is an interesting question
whether an additional vectorfield (or an entirely different idea) can extract stronger
decay, which might be expected from the four-dimensional case [6]. An even more
ambitious problem concerns the large data regime of the five-dimensional Bianchi
IX model. The numerical studies of [1] suggest that a similar result to the one
proven here should hold. In fact it may be possible to find an elaborate refinement
of the ideas in [6], which will allow an analysis of the large data regime within the
symmetry class.
Finally, there should exist various applications of the techniques to four-dimensional
problems. As already mentioned in the introduction, the present paper may serve as
a blueprint to obtain a small-data version of [6] for the self-gravitating scalar field.
For genuinely novel results, the case of a conformally coupled scalar field could be
investigated.
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A Regularity and Green’s identity
It was remarked in section 3 that the coordinate systems Cτ˜ are C1. More precisely
it was shown that they are piecewise C2 with a discontinuity in
Ω,v
Ω spreading along
the null-line v (B) and a discontinuity in Ω.uΩ along u (B). This discontinuity could
be avoided by the introduction of a smooth interpolating function in the region
around the cusp at the point B (cf. Figure 3). However, as this would burden the
notation even further, we will show here that the regularity is sufficient to carry out
the calculations involving the vectorfields.
Observing that the quantity Pα defined in (86) is continuous and ∇αPα at least
piecewise continuous (cf. (92)), the basic identity (10) is valid for the vectorfields
X ,Y ,K in the coordinate systems Cτ˜ .
For the vectorfields X and K we also make use of Green’s identity (105) in a
region uHDr
⋆
g ,uJ
[t1,t2]
.
rK r⋆g
u = u2
u = u1
B
u = uB
v = vB
v = v2
v = v1
u = uJ
t = t2
t = t1
1
2
3
As depicted, the region may contain part of the null-line v (B) along which
Ω,v
Ω
could be discontinuous and part of the null-line u (B) along which
Ω,u
Ω could be
discontinuous. The functions D for which (105) is applied are given by (260) and
(373). In both cases, D (u, v) is seen to be piecewise differentiable and such that D
is piecewise continuous. To derive the identity (105) for these cases in our coordinate
system, one should split the integration region uHDr
⋆
g ,uJ
[t1,t2]
into three pieces, along the
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null lines u (B) and v (B), introducing additional boundary terms from the bold
lines. Green’s identity is then clearly valid in each subregion because all functions
admit appropriate regularity there, i.e. in particular D is differentiable and D is
continuous in the interior. The integrand of the additional boundary term along
the null-line v (B) however ∫ [
B2∂uD −D∂uB2
]
r3du (472)
is continuous because the u derivative of D, which involves only the term
Ω,u
Ω (but
not its v-analogue!), is continuous there. It is also bounded and the above integral
will appear with a different sign for the two subregions. Analogously, the integrand
of the other boundary term ∫ [
B2∂vD −D∂vB2
]
r3dv (473)
is continuous because the v derivative of D is continuous there. Hence adding up
the three subregions the additional boundary terms cancel and the identity (105)
indeed holds as stated.
B Different curves of constant r⋆
r⋆K very large and negative (close to the horizon),
features as a source of smallness in the bootstrap
r⋆cl r
⋆
cl = r
⋆
Y − 2
√
M
r⋆Y negative, chosen in section 7.2 to make a certain bulk-term
of the Y vectorfield positive in the region r⋆ ≤ r⋆Y
− 12
√
M functions α and β are supported in r⋆ ≤ − 12
√
M only
R⋆ R⋆ = − 13
√
M defined in Proposition 10.3
r⋆zero defined in section 10.2.2, − 16
√
M ≤ r⋆zero ≤ − 110
√
M
0 r2 ≈ 4M (photon sphere for 5dim. Schwarzschild)
R˜⋆ squashing field on initial data is not supported for r⋆ ≥ R˜⋆
Rˆ⋆ defined in Lemma 12.1,equips a certain integrand with a sign
in a particular region
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C Glossary
α function depending on r⋆, used in the definition of the vectorfield Y
β function depending on r⋆, used in the definition of the vectorfield Y
B squashing field
γ defined in (33)
D defined in (41)
δ, δ˜ smallness parameters
ǫ, ǫ˜ smallness parameters
ζ ζ = r
3
2B,u
η smallness parameter (cf. Corollary 4.2 and Proposition 7.2)
θ θ = r
3
2B,v
ϑ function used for the definition of the coordinate systems Cτ˜ , cf. (43)
κ defined in (33)
λ λ = r,v
µ µ = 2mr2
ν ν = r,u
ξ function depending on r⋆ defined in (277)
m Hawking mass (29)
Mf final Bondi mass
MA Hawking mass at the point A, cf. section 3
r r (u, v) area radius
ρ defined in (28)
S˜rK defined in (9)
Σt defined in (116)
σ parameter, chosen in the section on the vectorfield X , cf. (276)
τ affine parameter along r2 = 4MA, section 3
τ˜ affine parameter along r2 = 4Mf , section 3
ϕ1, ϕ2 defined in (36)
χ, χ˜ smooth interpolating functions, cf. (137) and Proposition (10.3)
ψ smallness parameter, section 7.2
Ω2 metric function
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