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Chapitre 1
Introduction
Les outils logiciels et automatiques sont essentiels au fonctionnement de la
société actuelle. Ils sont notamment responsables d’un nombre toujours crois-
sant de services critiques, pour lesquels les conséquences d’une défaillance du
système seraient désastreuses. En outre, les tailles et complexités de ces sys-
tèmes sont de plus en plus importantes et ils sont donc plus susceptibles de
comporter des erreurs et des comportements non désirés. Il est par conséquent
nécessaire d’être capable de raisonner formellement sur ces outils et d’assurer
leur correction, c’est à ce besoin que répondent les méthodes formelles.
Parmi ces différentes méthodes, le model-checking [52, 108] occupe une
place majeure comme en témoignent une riche littérature [108], une utilisation
industrielle pour la vérification de certains systèmes critiques [17, 31] et le prix
Turing décerné à Joseph Sifakis pour avoir posé les bases de cette technique
(en parallèle des travaux de Edmund Clarke et Allen Emerson).
Un algorithme de model-checking considère un modèle du système à vé-
rifier ainsi qu’une propriété de correction, tous deux exprimés dans des lan-
gages formels, et détermine automatiquement si le modèle vérifie ou non la
propriété.
La principale limite de ces algorithmes est un problème d’explosion com-
binatoire. En effet, le principe de base du model-checking consiste à explorer
les différents états possibles du système, qui peuvent être très nombreux en
pratique. Par exemple, le simple fait d’ajouter une variable booléenne à un
programme a pour conséquence de doubler l’ensemble des états possibles de
ce programme (appelé espace d’états). Plusieurs techniques ont été dévelop-
pées dans le but de combattre cette explosion de l’espace d’états. Par exemple,
les méthodes d’exploration à la volée permettent de n’explorer que les états
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nécessaires en fonction des besoins de l’algorithme de vérification [50, 70, 82],
et le model checking symbolique permet de représenter de façon concise de
grands ensembles d’états [72, 20]. Il existe également différentes approches
consistant à réduire l’espace d’état comme les réductions par ordre partiel
[105, 55, 43] et par symétrie [29, 40] qui éliminent certains comportements
redondants du système. On trouve également les réductions par abstraction
consistent à réduire la taille des modèles considérées en décidant d’oublier
leurs détails que l’on sait non pertinents pour la propriété à vérifier, on tra-
vaille alors sur des abstractions de ces modèles [30, 80, 74].
Il est parfois également possible d’exploiter la nature modulaire de cer-
tains systèmes afin d’améliorer l’efficacité des algorithmes : en considérant un
modèle partie par partie (appelées modules), on évite de le manipuler dans
sa globalité. L’abstraction hiérarchique [101, 30, 35] permet par exemple de
calculer une abstraction du système de manière efficace, en utilisant une ap-
proche modulaire. Au lieu de combiner directement les modules du système
pour construire le système complet, on peut les réduire au préalable : la com-
position des modules abstraits est alors une abstraction de la composition des
modules. On peut même réduire les compositions intermédiaires à toute étape
de la construction du système de façon à toujours manipuler des modèles ré-
duits. Cette approche est également compatible avec de l’analyse partielle, qui
consiste à analyser les différentes sous-parties du système au cours de la com-
position pour essayer de déterminer la valeur de vérité globale de la formule
(ce qui peut parfois servir à guider la construction incrémentale du système).
On note que les opérations d’abstraction classiques sont génériques dans le
sens où elles préservent tout un ensemble de propriétés du système.
Dans ce mémoire on s’intéresse principalement à définir des opérations
d’abstractions qui sont compatibles avec l’approche par abstraction hiérar-
chique et spécifiques à la propriété à vérifier (exprimée sous la forme d’une
formule de µ-calcul).
Le manuscrit est organisé de la façon suivante, où les contributions princi-
pales sont les chapitres 5, 4 et 6 et 8.
Le chapitre 2 comporte l’état de l’art. On commence par présenter une
vue d’ensemble des différents buts et techniques de modélisation et de vé-
rification. On s’intéresse en particulier au model-checking et aux différentes
techniques permettant de combattre l’explosion combinatoire. Parmi ces tech-
niques on détaille les méthodes utilisant des réductions hiérarchiques qui est
le cadre plus précis de la thèse.
Le chapitre 3 introduit les définitions formelles des formalismes de modé-
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lisation et des logiques utilisés par la suite.
Le chapitre 4 présente un cas d’application des techniques de réductions
hiérarchiques à un système biologique. Il s’agit d’un travail réalisé conjoin-
tement avec Mendes, Lang, Mateescu, Batt et Chaouiya [73]. Il comporte la
définition des réseaux de régulation modulaires qui permettent de définir des
systèmes biologiques composables et adaptés à une étude par abstraction hié-
rarchique. Ce cadre formel est ensuite appliqué au problème de l’accessibilité
des états stables d’un modèle biologique de la littérature. Pour cela, on calcule
de manière modulaire une abstraction du système à l’aide de la réduction SA-
FETY [16] qui préserve cette propriété d’accessibilité.
Le chapitre 5 définit deux nouvelles techniques permettant de réduire la
taille du comportement d’une sous-partie d’un système, en préservant la va-
leur de vérité d’une formule de µ-calcul donnée sur le système global. Ces
réductions peuvent donc être utilisées au cours d’une analyse hiérarchique.
De plus, comme elles sont adaptées à une formule (quelconque mais connue
au moment de la réduction) on peut espérer de meilleurs coefficients de ré-
duction qu’avec des méthodes de réduction génériques.
Le chapitre 6 contient des expérimentations qui ont pour but de tester un
prototype implémentant la première des deux réductions définie au chapitre
précédent, et de constater des premiers résultats sur l’efficacité en terme de co-
efficients de réduction de la méthode. Ces expérimentations permettent éga-
lement de fournir des données pour commencer à traiter le problème de la
prédiction du coefficient de réduction ainsi que celui du meilleur ordre d’ana-
lyse pour l’abstraction hiérarchique, qui sont des problèmes difficiles et font
partie des perspectives.
Le chapitre 7 est la conclusion du manuscrit.
Le chapitre 8 contient les preuves des différents résultats de la thèse.
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Chapitre 2
État de l’art
Le but est ici d’exposer une vue d’ensemble du domaine de la vérification
formelle afin d’y situer cette thèse. Les exemples de modèles ou de techniques
de vérifications cités servent donc uniquement à illustrer certains concepts et
ne constituent pas une liste exhaustive de l’existant.
2.1 Modélisation et vérification
Les modèles de calculs discrets nous permettent de décrire et d’étudier
les dynamiques de différents systèmes à l’aide d’outils logiciels et mathéma-
tiques. On veut être capable de représenter les comportements de systèmes
capables d’évoluer au cours du temps, c’est-à-dire de changer d’état en ef-
fectuant certaines actions. Le comportement d’une ampoule électrique qui ne
grille jamais peut par exemple être modélisé par la séquence d’exécution sui-
vante (elle est infinie car l’ampoule a toujours la possibilité de changer d’état).
off on off on . . .
allumer éteindre allumer éteindre
Certains systèmes peuvent avoir plusieurs actions possibles à certains
points, car les résultats de certains évènements ne sont pas connus à l’avance
(une commande de l’utilisateur, un appel à une fonction aléatoire, un para-
mètre physique comme la température ou encore un échec du système). Si
l’on prend en compte le fait qu’une ampoule peut cesser de fonctionner à tout
moment, il faut également considérer (en plus de la précédente) les séquences
d’exécutions suivantes (qui sont elles finies) :
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off broken
erreur
off on broken
allumer erreur
off on off broken
allumer éteindre erreur
...
On peut représenter l’ensemble de ces exécutions sous la forme d’un arbre
d’exécution :
off on off on
broken broken broken broken
. . .
erreur erreur erreur erreur
allumer éteindre allumer éteindre
On peut aussi utiliser une représentation plus compacte sous forme d’un
système de transition, qui nous permet de ne dessiner qu’une fois les différents
états du système (il y en a ici trois), les actions du système apparaissent sous
forme de transitions entre ces états.
off on
broken
allumer
éteindre
erreur erreur
De tels modèles peuvent représenter des systèmes bien plus compliqués et
relativement variés (circuits électroniques, programmes informatiques, pro-
tocoles de sécurité ou encore organismes biologiques) et sont utilisés dans
plusieurs cadres :
I lors du développement d’un logiciel ou d’un circuit électronique, com-
mencer par définir un modèle formel du système permet une première
analyse en amont de l’implémentation qui peut mettre en avant cer-
taines erreurs de conception et éviter du travail inutile ;
I dans le cadre d’une démarche scientifique où on cherche à comprendre
et prédire un système existant ;
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I pour améliorer notre confiance dans un système. On peut par exemple
chercher à certifier qu’un système est correct sous réserve que le modèle
étudié soit bien conforme à la réalité. De tels résultats sont essentiels
dans le cas des systèmes dit critiques, où un échec du système peut avoir
des conséquences désastreuses.
En pratique, on ne décrit pas directement le modèle sous la forme d’un
système de transition, mais on utilise un langage de modélisation adapté au pro-
blème, qui permet de modéliser le système de façon plus concise. En effet, le
nombre d’états possibles des systèmes auxquels on s’intéresse est souvent très
élevé, et peut même être infini. C’est par exemple le cas du modèle suivant,
qui retient le nombre de fois où une lampe a été allumée (dans le cas sans
erreurs).
off,0 on,1 off,1 on,2 . . .
allumer éteindre allumer éteindre
2.1.1 Les langages de modélisation
Les réseaux de Petri [83, 51, 84] sont un exemple d’un tel langage, et on
pourrait utiliser le réseau suivant pour représenter de façon finie ce précé-
dent système. Dans ce réseau, pour exécuter la transition « allumer », on doit
consommer un jeton dans la place « off » et on en produit un dans chacune des
autres places. Pour exécuter « éteindre », on consomme un jeton dans la place
« on » et on en produit un dans la place « off ». Le nombre de jetons présents
dans la place compteur reste toujours égal au nombre d’exécutions de l’action
« allumer » et le réseau de Petri décrit bien le LTS précédent.
•off on
compteur
allumer
éteindre
Les différents langages de modélisation peuvent être vus comme des ou-
tils permettant de représenter de façon compacte différents système de tran-
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sitions. L’expressivité d’un langage est alors l’ensemble des systèmes de transi-
tions qu’il permet de représenter.
Les langages de programmation ont pour objectifs de décrire de façon pré-
cise le comportement d’un ordinateur, et en effet ils possèdent souvent une sé-
mantique opérationnelle permettant de définir un système de transition [77, 49].
On pourrait par exemple programmer l’exemple précèdent ainsi :
i n t e t a t =0;
i n t compteur =0;
while ( 1 ) {
compteur ++;
e t a t =! e t a t ;
}
Les langages de programmation sont cependant très expressifs et produisent
des systèmes très détaillés, ce qui les rend difficiles à utiliser en tant que lan-
gage de modélisation. Il est cependant possible d’analyser le code source d’un
programme existant afin d’en tirer des conclusions sur son comportement
[34, 7]. En règle générale on essaie de choisir un langage de modélisation le
plus simple possible, tout en restant suffisamment expressif pour capturer les
caractéristiques essentielles du système à modéliser (qui sont en lien direct
avec les propriétés que l’on cherche à vérifier sur ce système).
On présente maintenant quelques attributs des langages de modélisation
qu’il faut considérer lors du choix du langage.
2.1.1.1 Niveau d’abstraction
Ces langages ont un certain niveau d’abstraction, c’est à dire qu’il leur est
impossible de décrire certains détails du système. Par exemple, un langage
possédant uniquement un nombre fini de variables booléennes pourra per-
mettre de décrire le système de l’ampoule, mais pas d’y ajouter le compteur
infini. On remarque néanmoins que ce modèle est une abstraction du modèle
avec compteur : si on décide d’ignorer le compteur, ils ont exactement le même
arbre d’exécution.
Si la valeur du compteur est importante (par exemple si on veut détecter
des dépassements d’entiers), le premier système est trop abstrait et non perti-
nent. Dans le cas contraire (par exemple si on teste l’absence d’états bloquants
appelés deadlocks), on peut choisir de façon équivalente un des deux modèles.
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Le modèle (et le langage) qui est le plus abstrait est dans ce cas le meilleur
choix pour plusieurs raisons.
I Il est plus facile de décrire un système de façon abstraite car on n’a
pas besoin de spécifier tous les détails de l’implémentation (ce qu’il est
d’ailleur impossible de faire sur un système physique comme un orga-
nisme biologique).
I Toutes les implémentations cohérentes avec le modèle étudié, vérifieront
ces propriétés de haut niveau, on n’a pas besoin de refaire l’analyse à
chaque fois. Dans le cas d’un logiciel, si il y a une erreur quelque part,
c’est quelque chose de spécifique à l’implémentation, et pas une erreur
de conception.
I Plus un modèle est abstrait, plus sa taille est faible. Il peut même être fini
alors qu’un modèle plus détaillé sera de taille infinie (comme c’est le cas
pour l’exemple de l’ampoule). Cela permet souvent d’améliorer l’effica-
cité des méthodes d’analyses, et peut même rendre réalisables certaines
méthodes (par exemple des méthodes uniquement applicables dans le
cas fini).
2.1.1.2 Opérateurs adaptés
Les langages de modélisation disposent d’opérateurs de description per-
mettant d’exprimer différents concepts qui peuvent être fondamentaux ou au
contraire spécifiques à un domaine. Ces opérateurs peuvent augmenter l’ex-
pressivité du langage (les systèmes qu’il peut décrire) et sa concision (la faci-
lité à décrire ces systèmes).
Concurrence Les systèmes concurrents sont constitués de plusieurs parties
pouvant évoluer indépendamment mais qui collaborent pour effectuer
une tâche donnée [110, 74]. Ils existent à toutes les échelles, des circuits
électroniques aux algorithmes distribués sur plusieurs machines com-
muniquant par internet, en passant par les programmes constitués de
plusieurs threads utilisant plusieurs coeurs d’un processeur.
Raisonner sur ces systèmes est difficile et souvent non intuitif, et de nou-
veaux types de questions peuvent provenir de leur nature concurrente.
Deux processus essaient-t-ils d’écrire dans le même fichier au même mo-
ment? Un serveur web attend-t-il indéfiniment un message qui ne sera
jamais envoyé? Cela rend critique le besoin de les modéliser et les étu-
dier de manière formelle et assistée par ordinateur.
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Différents langages de modélisation disposent pour cette raison d’outils
permettant de spécifier facilement de tels systèmes concurrents, ainsi
que les techniques qu’ils utilisent pour communiquer comme l’accès à
des ressources partagées ou l’envoi de messages.
Les réseaux de Petri sont par exemple des systèmes naturellement
concurrents car chaque transition peut s’exécuter dès qu’elle a suffisam-
ment de ressources. Les différentes transitions interagissent cependant
car les ressources sont produites par d’autre transitions (et peuvent
être utilisées par plusieurs transitions différentes). Il existe également
des modèles permettant de déclarer un système composé de plusieurs
réseaux de Petri évoluant concurremment [25, 88, 62, 24].
Les algèbres de processus [76, 48, 11] disposent d’opérateurs permettant de
construire un processus à partir de plusieurs sous-processus s’exécutant
en parallèle. On peut alors modéliser les interactions entre ces processus
à l’aide de synchronisations sur certaines actions (ces actions constituent
un rendez-vous entre les processus et doivent se produire au même mo-
ment).
À plus bas niveau cela revient à combiner les systèmes de transitions de
tous les sous-processus à l’aide d’une opération de produit synchronisé
dont on trouve un exemple figure 2.1 (page 26). Cette figure présente un
système de transition modulaire, il est composé de deux systèmes de tran-
sitions L1 et L2 appelés modules qui évoluent de façon concurrente. Dans
le cadre de ce modèle cela signifie qu’à tout moment on peut choisir de
faire évoluer l’un ou l’autre. La seule restriction est qu’ils doivent se syn-
chroniser pour exécuter l’action s, qui est une action commune aux deux
modules.
Conception modulaire et hiérarchique Dans une optique de conception, un
des avantages des systèmes concurrents est leur structure modulaire
mais la concurrence n’est pas le seul moyen de construire un système
en combinant l’ensemble de ses parties. Les algèbres de processus [76,
48, 11] et de réseaux de Petri [88, 12, 13] disposent par exemple d’opéra-
teurs de séquentialité (on exécute un processus puis un autre quand le
premier est terminé) ou de choix (on exécute soit l’un soit l’autre).
Travailler sur un système composé de plusieurs modules qui ont cha-
cun différentes fonctions et interagissent les uns avec les autres présente
en effet de nombreux avantages. Un module peut par exemple être uti-
lisé dans plusieurs systèmes différents, ou même plusieurs fois au sein
du même système de manière à éviter la duplication de code et d’ef-
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fort. Un module peut également être facilement remplacé par un autre
possédant les même fonctionnalités. Par ailleurs, il est aussi possible de
fixer un certain niveau d’abstraction en fonction des parties du système
que l’on considère. Si on raisonne sur les interactions et les communi-
cations entre les modules (par exemple pour vérifier qu’un message at-
tendu sera toujours envoyé), on peut se placer a un niveau d’abstraction
qui ignore comment les messages sont envoyés mais sait tout de même
si un message a été envoyé ou non. À l’inverse, on peut également tra-
vailler sur un module en particulier indépendamment des autres, par
exemple pour implémenter ou tester ses différentes fonctionnalités sans
avoir à garder en tête le reste du système.
Quelques autres concepts Diffèrent opérateurs spécialisés permettent d’ex-
primer ou de faciliter la spécification de certains concepts. Ces concepts
peuvent être très variés et on en cite ici quelques exemples. Si ces
concepts sont essentiels aux propriétés que l’on veut étudier sur le
système, il faut utiliser un langage qui permet de les capturer lors de la
modélisation.
Temps Les modèles temporisés permettent de prendre en compte l’évo-
lution du temps [4, 109]. C’est par exemple utile si on veut modé-
liser un timeout pour un système distribué (si un message n’arrive
pas dans un intervalle de temps donné, on considère qu’il n’arri-
vera jamais et on redemande son envoi) ou on s’intéresse à des pro-
priétés du système faisant intervenir le temps (si le système entre
dans un état d’erreur, une alarme se déclenche dans la minute qui
suit).
Hasard Les modèles probabilistes permettent d’associer des probabili-
tés à certaines actions. On peut par exemple s’en servir pour modé-
liser les problèmes dus au réseau lors de la transmission d’un mes-
sage (un packet a 1% de chance de ne pas arriver à destination). Les
chaînes de Markov sont un exemple de tels modèles [57].
Les modèles stochastiques combinent les notions de temps et de
hasard, en définissant de façon aléatoire le délai que prend une ac-
tion pour être exécutée. On peut par exemple modéliser le fait que
le temps de transition d’un message n’est pas constant mais suit
une loi de probabilité connue. On peut alors obtenir des propriétés
quantitatives de qualité de service en plus des propriétés de cor-
rection (le système retourne un résultat correct en un temps moyen
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connu). On trouve dans cette famille les réseaux de Petri stochas-
tiques et le pi-calcul stochastique [109, 91].
Mobilité Certains langages permettent de décrire des systèmes mobiles
ou reconfigurables dans lesquels les canaux de communication
entre les différents modules peuvent apparaître ou disparaître.
C’est par exemple le cas d’un système de téléphonie mobile où un
téléphone ne peut plus communiquer avec une certaine antenne
s’il s’en éloigne trop. Le pi-calcul est une algèbre de processus
possédant cette fonctionnalité, c’est-à-dire que l’ensemble des
actions partagées entre deux modules peut varier au cours de
l’exécution du système. [75]
Équité Intuitivement, une exécution du système n’est pas équitable si
elle n’exécute jamais un comportement ou une action du système
qui a suffisamment souvent la possibilité d’être exécuté. Si un ser-
veur ignore indéfiniment la requête d’un client parce qu’il traite en
priorité d’autres requêtes qui ne cessent jamais d’arriver, le système
n’est pas équitable. C’est aussi le cas si l’ordonnanceur d’un sys-
tème d’exploitation ne fait jamais évoluer un processus car d’autres
processus sont prioritaires. Certains langages permettent donc de
s’assurer que les systèmes décrits sont bien équitables. Soit à l’aide
d’opérateurs spécialisés [33, 107, 81], soit parce que leur expressi-
vité limitée ne leur permet pas de décrire des systèmes non équi-
tables [22].
2.1.1.3 Expressivité
Choisir un certain niveau d’abstraction pour un langage limite l’ensemble
des systèmes qu’il est capable de représenter, c’est-à-dire son expressivité.
Parmi les langages offrant un même niveau d’abstraction, certains sont égale-
ment plus expressifs que d’autres. Si c’est possible, on essaie alors de choisir
un langage ayant une expressivité la plus faible possible car cela permet :
I de bénéficier de résultats de décidabilité, c’est-à-dire d’être sûr qu’il est
possible de répondre à la question que l’on se pose sur le modèle. Si
on considère par exemple un système décrit dans un langage de pro-
grammation Turing-complet, on ne peut pas toujours décider s’il ter-
mine [104]. On sait en revanche qu’on pourra toujours savoir s’il existe
ou non un état de deadlock sur un système spécifié par un réseau de
Petri [71, 23] ;
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I d’utiliser des techniques d’analyses spécifiques car on connaît précisé-
ment l’ensemble des systèmes de transitions que le langage peut décrire.
Ces techniques spécialisées sont donc potentiellement plus efficaces. On
peut même dans certains cas savoir que tous les systèmes qu’il est pos-
sible de décrire dans un langage vérifient certaines propriétés (comme
on l’a vu pour certaines propriétés d’équité). Parmi les méthodes spéci-
fiques à un langage, on peut citer les méthodes statiques (sur lesquelles
on revient brièvement par la suite) qui ne cherchent pas à étudier le sys-
tème de transition sous-jacent, mais directement la description du sys-
tème dans le langage de modélisation.
2.1.2 Exprimer des propriétés sur les modèles
Les propriétés que l’on cherche à vérifier doivent également être expri-
mées de manière formelle. C’est à la fois nécessaire pour obtenir des résultats
mathématiques sur la correction du modèle et pour utiliser des outils infor-
matiques lors de la vérification (par exemple pour l’automatiser).
Formellement, une propriété correspond à un sous-ensemble des modèles
exprimables à l’aide du langage de modélisation choisi. Ce sont les compor-
tements de tous les systèmes dits vérifiant la propriété. On peut par exemple
considérer « les systèmes ne possédant pas de deadlocks » ou « les systèmes
sans dépassement d’entiers ». Ces ensembles étant pour la plupart très grands
ou infinis, on les décrit à l’aide de langages spécialisés appelés logiques. Une
formule logique permet de décrire un tel ensemble de façon implicite (en in-
tension) plutôt que de façon explicite (en extension).
En pratique les syntaxes des différentes logiques existent indépendam-
ment du langage de modélisation choisi et une même formule logique peut
représenter plusieurs propriétés différentes en fonction des types de modèles
avec lesquels on travaille.
Si la syntaxe de la logique permet d’exprimer des concepts non disponibles
dans le langage de modélisation, il est difficile de donner un sens à toutes les
formules (en terme d’ensemble de modèles). Par exemple le hasard n’a pas de
sens sur un système de transitions classique.
Le cas inverse ou le langage de modélisation permet d’exprimer des
concepts non présents dans la logique est en revanche courant. Il est normal
de vouloir vérifier des propriétés générales sur des systèmes spécialisés. Par
exemple l’accessibilité d’un état est une propriété générale sur les LTS, on
peut l’étendre simplement aux chaînes de Markov en décidant d’ignorer les
probabilités apparaissant sur les arcs. Dans ce cas, on peut obtenir certains
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modèles qui appartiendront exactement aux mêmes propriétés et seront donc
indifférentiables par la logique (ici les systèmes dont seules les probabilités
diffèrent).
2.1.2.1 Logique de Hoare
La logique de Hoare est historiquement un des premiers langages formels
permettant d’exprimer certaines propriétés des programmes informatiques
[47]. Dans cette logique, si ϕ1 et ϕ2 sont des propriétés sur les variables d’un
programme comme par exemple « la variable x est positive » et P un pro-
gramme ayant une exécution finie, la formule {ϕ1}P{ϕ2} signifie que si l’état
initial de P vérifie ϕ1, alors son état final vérifie ϕ2. La logique de Hoare ne
considère que des algorithmes déterministes, c’est-à-dire que pour un état ini-
tial donné le système doit avoir une exécution unique et finie (il modélise une
fonction).
2.1.2.2 Logiques Temporelles
Les logiques temporelles permettent d’exprimer des propriétés plus pré-
cises sur l’évolution des systèmes au cours du temps, et notamment de rai-
sonner sur l’ordre dans lequel se produisent différents événements. Contrai-
rement à la logique de Hoare, elles peuvent traiter de systèmes n’ayant pas
d’états finaux ("le système possède ou ne possède pas d’états de deadlock")
ou non déterministes ("certaines exécutions terminent mais pas toutes"). En
conséquence, ces logiques constituent des outils particulièrement adaptés à la
spécification des propriétés des systèmes concurrents [86, 85].
Parmi les logiques temporelles, on peut distinguer les logiques linéaires
qui sont adaptées à des modèles déterministes (chaque état a au plus un
successeur), des logiques de branchement qui permettent d’exprimer la
notion de choix (un état peut avoir plusieurs successeurs). Il est cependant
possible d’étendre une logique linéaire sur des modèles non déterministes,
par exemple en déclarant qu’un système de transition vérifie une formule
si et seulement si toutes ses séquences d’exécutions vérifient cette formule
(chaque séquence est considérée comme un modèle déterministe).
LTL (Linear Temporal Logic [85]) est une logique linéaire capable de consi-
dérer des systèmes ne terminant pas. Sur l’exemple de l’ampoule sans er-
reurs, on peut par exemple exprimer le fait qu’à tout moment, si l’ampoule
est éteinte alors elle sera allumée au moment suivant. Cette propriété s’écrit
(off⇒,on)
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où  signifie « à tout moment présent ou futur » et , signifie « au moment
suivant ». Ici la notion de temps est modélisée par les changements d’états du
système.
Les logiques temporelles de branchement permettent d’exprimer la notion
de non déterminisme, et peuvent considérer des modèles qui peuvent avoir
le choix entre plusieurs actions différentes dans un état donné. CTL (Com-
putation Tree Logic [97]) par exemple reprend les opérateurs de LTL, mais y
associe des quantificateurs pour exprimer le fait qu’un état du système peut
avoir plusieurs successeurs possibles. Ainsi l’opérateur ∃, signifie « il existe
un successeur » et l’opérateur ∀, signifie « pour tous les successeurs ».
Les logiques dynamiques [39, 45] introduisent des opérateurs dépendant
des actions possibles d’un système donné. C’est notamment le cas de la lo-
gique HML (Hennessy-Milner Logique [46]) qui dispose des quantificateurs
〈a〉 et [a] signifiant respectivement « il existe un successeur accessible par l’ac-
tion a . . . ». et « tous les successeurs accessibles par l’action a . . . ».
On peut par exemple exprimer le fait que si l’ampoule est dans son état
initial elle peut exécuter la séquence d’actions
• • • •allumé éteindre erreur
à l’aide de la formule suivante :
〈allumer〉〈éteindre〉〈erreur〉> .
La formule > est ici une tautologie et est vérifiée par tous les arbres d’exécu-
tions.
Le µ-calcul modal est une logique dynamique proposée par Kozen [60]
qui étend la logique HML en y ajoutant un opérateur de point-fixe, noté µ,
qui donne son nom à la logique.
Cet opérateur permet d’exprimer des formules récursives, par exemple
pour exprimer que l’ampoule peut effectuer une séquence infinie en alternant
les action « allumer » et « éteindre » :
νX.〈allumer〉〈éteindre〉X .
X représente ici l’appel récursif. Intuitivement, on peut effectuer les actions
« allumer » et « éteindre », puis recommencer.
Grâce à cet opérateur de point fixe, le µ-calcul possède une forte expressi-
vité, et nombre de logiques fréquemment utilisées possèdent une traduction
vers le µ-calcul. En particulier LTL, CTL et HML [60, 99, 28, 90].
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Ces logiques temporelles sont souvent étendues pour permettre d’expri-
mer différentes propriétés et concepts comme le temps ou les probabilités
[3, 59, 44].
2.1.3 Analyse du modèle
Une fois qu’on dispose d’un modèle M de notre système exprimé dans un
langage de modélisation, ainsi que d’une propriété de correction ϕ exprimée
dans une logique, il faut choisir une méthode d’analyse adaptée pour déter-
miner si le modèle vérifie bien la propriété (noté M |= ϕ).
2.1.3.1 Approches par preuve
On a vu que les méthodes statiques fonctionnent en étudiant la descrip-
tion du programme dans le langage de modélisation et n’ont donc pas be-
soin de calculer les exécutions du système. La vérification d’une formule de
la logique de Hoare sur un programme est un exemple d’une telle méthode
statique, et est également l’une des premières méthode d’analyse formelle de
programmes [47].
Cette logique est utilisée au coté d’un système de preuve permettant de
représenter le code source d’un programme sous la forme d’une preuve de
correction d’une formule en utilisant des règles de déduction du type
{x ≤ n}x++{x ≤ n + 1}
signifiant que si la variable x est inférieure à n avant l’instruction « x++ », alors
elle sera inférieure à n + 1 après l’instruction.
Si on arrive à construire la formule {ϕ1}P{ϕ2} à l’aide du système de
preuve, on a la garantie que si l’état initial vérifie ϕ1 et que le programme
P termine alors l’état final vérifiera ϕ2.
Les systèmes de types fonctionnent de façon similaires, dans la mesure
où en même temps qu’on écrit un programme, on construit une preuve qu’il
est bien typé. Par exemple si x est une variable entière et que le programme
compile, on a la garantie qu’elle ne contiendra que des valeurs entières tout
au long de l’exécution du programme. Certains systèmes de types peuvent
cependant être encore plus expressifs et permettre de prouver des propriétés
plus complexes sur les programmes [100, 69, 111].
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2.1.3.2 Autres méthodes statiques
Différentes méthodes d’analyses statiques sont applicables sur les diffé-
rents types de modèles existants. Par exemple, en étudiant la structure du
réseau de Petri précédent (page 11), on peut montrer que le nombre de je-
tons total contenus dans les places « on » et « off » est constant. Puisque ce
nombre est égal à 1 dans l’état initial, il y aura toujours un jeton dans une de
ces deux places, et on pourra toujours exécuter soit la transition « allumer »,
soit la transition « éteindre ». Le système ne contient donc pas de deadlocks.
On peut aussi montrer par exemple que le système ne revient jamais deux fois
dans le même état, car le nombre de jetons dans la place compteur ne fait que
croître [78].
Puisque les méthodes statiques ne nécessitent pas d’énumérer les diffé-
rents états du systèmes pour obtenir des conclusions, elles permettent de
prouver rapidement des propriétés sur des systèmes de grandes tailles ou
infinis. En revanche, elles sont adaptés à des questions plus spécifiques que
les méthodes dynamiques et nécessitent le plus souvent une intervention
humaine.
2.1.3.3 Test et simulation
Le test est la méthode d’analyse la plus répandue pour les systèmes non
critiques. En effet tester un programme est simple et est intuitivement la pre-
mière chose que l’on fait pour vérifier si il marche. Concevoir de manière
rigoureuse un ensemble de tests à faire passer à un programme permet de
maximiser le nombre d’erreurs détectées [15, 89] mais cela n’est pas toujours
suffisant. En effet, les systèmes non déterministes et notamment les systèmes
concurrents peuvent par exemple comporter des erreurs qui ne se manifestent
que dans des cas très rares et qui peuvent donc échapper aux procédure de
test.
Ce problème est un cas d’utilisation des langages de modélisation spécia-
lisés dans les systèmes concurrents (Réseaux de Petri, algèbre de processus)
car en analysant de tels modèles, on peut considérer certaines exécutions réa-
lisables mais très peu probables.
La simulation fonctionne de façon similaire au test, mais à partir d’un mo-
dèle formel et non du système réel. Les procédures de simulations génèrent
plusieurs exécutions du modèle et cherchent à détecter des erreurs. Si on dé-
couvre une exécution (ou un ensemble d’exécutions) qui ne peuvent pas ap-
partenir à un modèle vérifiant la propriété d’intérêt, le modèle a besoin d’être
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corrigé. De plus, les exécutions incorrectes détectées permettent de localiser
précisément les erreurs commises.
Il est également possible d’effectuer des analyses quantitatives sur un en-
semble d’exécutions du modèle obtenues par simulation en utilisant des outils
statistiques [56].
Le test et la simulation permettent en général de détecter de nombreuses
erreurs, mais elles ne sont pas exhaustives. Comme on ne considère pas toutes
les exécutions possibles on ne peut pas avoir de garanties de correction. De
plus la probabilité de détecter des erreurs (et donc la rapidité de la méthode)
diminue avec le nombre d’erreurs que contient le système.
2.1.3.4 Model checking
Dans le cas où le comportement du système est fini, les techniques de mo-
del checking [92, 27, 10] présentent l’avantage d’être totalement automatiques.
On fournit un modèle du système et une propriété de correction à l’outil, qui
peut alors considérer alors toutes les évolutions possibles du système et déter-
miner de manière automatique si la spécification vérifie la propriété. Si ce n’est
pas le cas, il exhibe une ou plusieurs exécutions non valide du système (un
contre-exemple) qui permet de comprendre et de corriger l’erreur trouvée. En
réalité il est parfois possible d’utiliser des techniques de model checking sur
des systèmes infinis. Par exemple, la vérification de propriétés s’intéressant
uniquement au futur proche ne nécessite pas d’explorer tout l’espace d’état
du système. Comme discuté par la suite, il existe également des techniques
de réductions automatiques de l’espace d’état qui dans certains cas peuvent
réduire un ensemble infini en fini.
2.2 Techniques classiques contre l’explosion de l’espace
d’états
On a vu que les différent langages de modélisation disposent souvent
d’opérateurs modulaires permettant de décrire un système comme la com-
position de ses parties. Cela facilite la spécification de systèmes de tailles très
importantes (le nombre d’état du système global étant au pire égal au produit
des nombres d’états de toutes ses parties). Cette explosion combinatoire rend en
général impraticables les techniques de model checking qui nécessitent l’ex-
ploration de tous les états possibles du système. Dans certains cas, en fonction
des types de modèles et de propriétés que l’on considère, il est cependant
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possible d’obtenir une conclusion tout en évitant d’explorer l’espace d’états
complet.
2.2.1 Méthodes à la volée
Un algorithme de model checking fonctionne à la volée si il génère l’espace
d’état (à partir de la description du système dans un langage de modélisa-
tion de plus haut niveau) au fur et à mesure de la vérification. De cette façon,
même si le système est de taille très importante (ou même infinie), on peut
obtenir une réponse pour certaine propriétés en explorant uniquement une
sous-partie de l’espace d’états global. Si on cherche par exemple à détermi-
ner si un état particulier est accessible à partir de l’état initial, on teste tous
les états au cours de l’exploration du comportement du système. Si on trouve
un tel état, on peut arrêter la procédure et conclure sans explorer le système
global [50, 70, 82].
2.2.2 Model checking symbolique
Les méthodes symboliques permettent de représenter des ensembles
d’états de façon compacte. Cela permet de manipuler de très grands nombres
d’états lors de la vérification, tout en évitant le coût en mémoire et en
temps qui y seraient normalement associés. Les diagrammes de décision
binaires [19] sont les représentations symboliques les plus classiques mais
d’autre représentations existent, par exemple sous forme d’un problème de
satisfiabilité [14].
Le model checking symbolique permet de prouver certaines propriétés sur
des systèmes bien trop gros pour les méthodes explicites [72, 20]. En contre-
partie, dans le cas où la propriété est fausse, il est en général plus difficile de
fournir un contre-exemple (mais efficace dans certain cas [26]).
2.2.3 Techniques de réductions
2.2.3.1 Ordres partiels
Les méthodes de réductions consistent à remplacer un système de transi-
tion par un autre de plus petite taille, en s’assurant que cela n’affecte pas les
propriétés que l’on cherche à vérifier. Les premières réductions sont les réduc-
tions d’ordre partiel [105, 55, 43]. Si on considère le graphe de la figure 2.1, les
séquences d’actions • d→ • d→ • a→ • et • a→ • d→ • d→ mènent vers le même
état et correspondent toutes les deux au fait que L1 exécute l’action a et que L2
23
exécute la séquence • d→ • d→ •. Si l’ordre ne nous intéresse pas, ces deux sé-
quences sont équivalentes et on peut en supprimer une. En règle générale, on
peut n’en garder qu’une parmi toutes les combinaisons possibles ce qui peut
permettre des réductions importantes.
2.2.3.2 Symétries
Les réductions par symétrie identifient des comportements du système ap-
paraissant plusieurs fois en plusieurs endroit différents, comme cela peut être
le cas si un programme comporte plusieurs instances différentes d’un même
processus (mis-à-part certaines caractéristiques comme l’identifiant du pro-
cessus que l’on peut décider d’ignorer, les comportements seront identiques).
On peut alors parfois réduire la taille du système à analyser en cherchant à
éliminer ces comportements redondant. [29, 40]
2.2.3.3 Abstractions
D’autres d’opération de réduction, basées sur différentes relations d’équi-
valences entre les états d’un système de transitions sont abordées par la suite.
2.2.4 Modularité et abstraction
Dans une optique de conception, manipuler des modules interagissant le
moins possible les uns avec les autres présente deux avantages importants :
I une partie importante de chaque module peut être implémentée ou tes-
tée sans connaître le reste du système. Il est plus simple de raisonner sur
le comportement de cette partie car il n’y a pas de concurrence à prendre
en compte (toute l’information nécessaire est locale au module), et si elle
est valide elle le restera même si on modifie quelque chose dans un autre
module.
I il est également plus simple de raisonner sur les communications entre
les modules. D’une part, ils communiquent peu les uns avec les autres.
D’autre part, la plus grande partie du comportement de chaque module
est interne et n’est pas importante lorsque l’on s’intéresse aux interac-
tions.
Ces deux concepts de décomposition et d’abstraction permettant de raison-
ner sur les systèmes modulaires sont aussi exploitables par les algorithmes
de vérification. On trouve notamment des méthodes essayant de décompo-
ser une propriété en plusieurs parties destinée à être vérifiées sur les diffé-
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rents modules [87, 64, 53]. Ces méthodes sont proches des méthodes d’analyse
partielles qui tentent d’obtenir une conclusion en observant uniquement une
sous-partie du système [5, 66, 6].
Les méthodes par abstraction hiérarchique proposent une approche com-
plémentaire qui consiste à réduire les comportement des différents modules
avant de les composer ou de les étudier de manière à considérer efficacement
une abstraction pertinente du comportement du système global [101, 30, 35].
2.3 Analyse partielle
Les méthodes d’analyses partielles permettent de cibler une sous-partie
d’un système modulaire lors de la vérifications d’une propriété temporelle,
dans l’espoir d’obtenir une réponse sans avoir à considérer le système global.
2.3.1 Quotient d’une formule sur un module
Le model checking partiel a été en premier proposé par Andersen [5, 6]
pour la vérification d’une formule de µ-calcul sur un système constitué de
plusieurs LTS composés par l’opérateur de parallélisation de l’algèbre de pro-
cessus CCS [74]. L’approche a ensuite été étendue à une spécification arbitraire
de CCS [9] puis adaptée aux réseaux de LTS [66].
Cette approche a pour objectif d’atténuer l’effet de l’explosion combina-
toire lors de l’analyse d’un système modulaire. Elle permet notamment de
déterminer la valeur de vérité d’une propriété en analysant uniquement une
sous-partie pertinente du système.
Considérons une propriété ϕ à vérifier sur un système modulaire
(S1, S2, . . . , Sn). Le quotientage de ϕ sur une partie du système (par exemple
S1) renvoie une nouvelle formule (notée ϕ//S1). Cette formule est destinée à
être vérifiée sur le reste du système (S2, . . . , Sn) et est construite telle que :
(S1, S2, . . . , Sn) |= ϕ⇔ (S2, . . . , Sn) |= ϕ//S1.
On remarque que si la formule ϕ//S1 est une tautologie, on a nécessairement
(S2, . . . , Sn) |= ϕ//S1. Cela permet de conclure immédiatement que le sys-
tème global vérifie ϕ, en ayant seulement étudié le module S1. À l’inverse, si
la formule renvoyée est une contradiction, on sait que le système global ne
satisfait pas la formule ϕ. Si on est dans un cas different, on peut réitérer la
même technique pour vérifier la formule ϕ//S1 sur le modèle (de plus pe-
tite taille) (S2, . . . , Sn). Cette approche évite le calcul explicite du produit des
modules, mais l’effet de l’explosion combinatoire se retrouve dans la taille
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FIGURE 2.1 – Exemple d’un LTS modulaire et de son comportement. Le LTS
modulaire est composé de deux modules L1 et L2. Les actions a, b et c sont
locales à L1, les actions d et e locales à L2 et l’action s est partagée par les
deux modules, ce qui signifie qu’ils doivent se synchroniser pour l’exécuter
simultanément.
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souvent importante des formules quotients construites. Pour cette raison les
méthodes citées ci-dessus proposent également des opérations de réduction
des formules de façon à limiter les tailles des formules intermédiaires, et dans
le même temps de détecter les tautologies et les contractions.
2.3.2 Abstraction 3-valuée
Dans [96], les auteurs proposent une technique de vérification composi-
tionnelle d’une formule de µ-calcul sur un modèle défini comme un produit
de structures de Kripke [61] et expliquent comment il est possible de l’adapter
aux LTS modulaires. Cette approche considère un module comme une abs-
traction du système global, puis tente de vérifier la formule sur cette abstrac-
tion à l’aide d’un graphe de jeux 3-valué. L’état initial (qui est une abstraction
de l’état initial réel) est considéré gagnant si la formule y est vraie (quelque
soit les raffinements possibles), perdant si elle est y fausse, et indéterminé si on
le module ne dispose pas d’assez d’information pour conclure. Dans ce troi-
sième cas, de l’information sur l’environnement du module est injectée dans
le graphe, sous la forme d’un raffinement des parties du modèle sur lesquelles
l’évaluation de la formule est indéterminée.
Mis-à-part les différences dues aux modèles, le graphe de jeux utilisé ici
est proche du graphe d’accessibilité par une formule que l’on utilise sous-
section 5.2.1 (qui est essentiellement un produit entre la formule à vérifier et
un module) et la procédure d’évaluation locale de la formule est proche des
calculs de Pass et Fail définis sous-section 5.1.1 (Nous avons pris connaissance
de ces travaux durant l’étape de review de notre article [1]). Cependant la
façon dont on utilise ces informations diffère car les objectifs poursuivis sont
différents et complémentaires. En effet, comme le model checking partiel, cette
approche a pour but objectif de retourner la valeur de vérité de la formule sur
le système global, alors que dans la section 5.1, on s’intéresse à définir une
opération de réduction d’un module similaire à celles présentée section 2.4,
c’est-à-dire qu’elle est indépendante de l’environnement du module et peut
être utilisée en conjonction d’une méthode particulière de model checking.
2.4 Abstractions hiérarchiques
Une manière d’améliorer les performances du model checking consiste
à vérifier une propriété à un niveau d’abstraction plus élevé, c’est-à-dire en
dissimulant certaines caractéristiques inutiles du système de manière à ré-
duire la taille de son espace d’état. Classiquement cette opération de réduc-
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tion consiste à remplacer un LTS par un autre (de plus petite taille) dont la
structure est équivalente. De nombreuses notions différentes d’équivalence
existent et préservent différentes caractéristiques des LTS.
L’une des plus fines relations (identifiant peu de systèmes comme équi-
valents), est par exemple la bisimulation forte [80], qui déclare deux systèmes
équivalents si ils peuvent effectuer les mêmes séquences d’actions tout en pas-
sant par des états eux mêmes bisimilaires. À l’inverse, l’équivalence de trace
requiert seulement que deux LTS puissent effectuer les même séquences d’ac-
tions. D’autres relations d’équivalences classiques sont définies en section 3.3.
Certaines de ces relations (comme la bisimulation forte) considèrent les ac-
tions τ internes au système comme significatives, et sont capables de différen-
tier deux LTS grâce à ces actions, alors que d’autres (comme la bisimulation
faible [80, 74]) considèrent qu’elles sont invisibles. L’exemple donné pour la
bisimulation faible dans la figure 3.2 (page 46) illustre ceci : les deux graphes
sont équivalents pour la bisimulation faible qui ignore l’action τ, mais pas
pour la bisimulation forte (qui détecte que le premier graphe peut effectuer
l’action τ, mais pas le second).
Une seconde façon de définir une relation d’équivalence sur les systèmes
de transitions consiste à considérer un ensemble de propriétés (par exemple
une logique), et de déclarer deux LTS équivalents si et seulement si ils véri-
fient les mêmes propriétés de cet ensemble. Il est alors possible d’étudier les
liens entre les équivalences définies par un ensemble de formules et celles dé-
finies sur la structure des LTS. En plus d’apporter une perspective sur leur
nature, cela permet de définir exactement quelles propriétés sont préservées
par une équivalence structurelle donnée, et donc de garantir une opération de
réduction sans risque. On sait par exemple que si deux graphes sont fortement
bisimilaires, ils vérifieront exactement les mêmes formules de µ-calcul [80].
Une autre propriété essentielle de ces relations d’équivalence sur les LTS,
est que ce sont des congruences vis-à-vis du produit synchronisé, c’est-à-dire
que si on remplace dans un LTS modulaire, un module par un autre mo-
dule équivalent, on obtiendra un comportement global également équivalent
à l’ancien. Cela permet de construire une abstraction du comportement d’un
LTS modulaire en composant des abstractions de ses parties. Cette technique
d’abstraction hiérarchique permet donc d’éviter de construire le comporte-
ment détaillé du système global si ce n’est pas nécessaire, dans le but d’atté-
nuer ainsi l’effet de l’explosion combinatoire. En fait on peut même appliquer
des étapes de réductions à n’importe quelle étape de la construction incré-
mentale du comportement global comme expliqué plus en détails par la suite.
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2.4.1 Ordre d’analyse dans l’abstraction hiérarchique
Les différentes réductions vues précédemment permettent de construire
une abstraction du comportement d’un système modulaire par une approche
d’agrégation compositionnelle. Cette technique consiste à construire de manière
incrémentale une abstraction du comportement du système global grâce à
plusieurs étapes de compositions et de réductions des modules.
Le choix de l’ordre de construction est un problème difficile et a une forte
influence sur l’efficacité de la méthode. De manière générale on ne peut pas
être sûr qu’un ordre est meilleur qu’un autre sans les tester tous les deux. La
spécification de cet ordre est donc souvent laissée à la charge de l’utilisateur,
mais des heuristiques existent qui tentent de trouver un bon ordre de manière
automatique. De telles méthodes peuvent se trouver dans [101] (sur des com-
municating finite state machines), [35] sur des LTS modulaires, et enfin [36] sur
des réseaux de LTS.
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Chapitre 3
Définitions générales
3.1 Modèles modulaires utilisés
On définit maintenant formellement les modèles utilisés par la suite. Les
LTS modulaires et les réseaux de LTS. Les deux modèles sont constitués d’un
ensemble de modules chacun défini par un système de transition. Pour un LTS
modulaire, tous les modules partageant une action doivent se synchroniser
pour pouvoir l’exécuter. Alors que les réseaux de LTS permettent de définir
des règles de synchronisation plus précises.
C’est une représentation de bas niveau, ce qui permet de définir par la suite
des méthodes d’analyse généralistes. On définit les LTS modulaire comme
étant finis car ces méthodes fonctionnent sur des systèmes finis.
3.1.1 LTS modulaire
On définit un LTS (labelled transition system) modulaire comme une famille
finie de LTS également finis. Ces LTS sont appelés des modules. Le comporte-
ment du LTS modulaire est un produit de ses modules, synchronisés sur leurs
actions partagées.
Définition 1. Un système de transition étiqueté ou LTS (Labelled Transition Sys-
tem) est un graphe orienté S df= (Q, q0, A, R, L) où Q est un ensemble fini
d’états (sommets), q0 ∈ Q est l’état initial, A est l’ensemble des actions utilisés
pour l’étiquetage des transitions, R ⊆ Q × A × Q est l’ensemble des transi-
tions (arcs). Soit V un ensemble de variables d’état de S, une interprétation de
V associe a chacune de ses variables une valeur de vérité booléenne. L’éti-
quetage L : Q 7→ V 7→ {0, 1} des noeuds de S associe à chaque noeud une
interprétation deV.
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Une transition (q, a, q′) ∈ R est couramment noté q a→ q′.
Définition 2. Un LTS modulaire est une famille finie de LTS (modules), où les
variables utilisées pour l’étiquetage des états sont uniques à chaque module.
Le comportement d’un LTS modulaires est le produit de ses modules, syn-
chronisés sur les actions partagées. Plus précisément, les modules partageant
une action s doivent se synchroniser pour tous l’exécuter ensemble. On note
x[i] le i-eme composant du n-uplet x.
Définition 3. Soit S df= (S1, . . . , Sn) un LTS modulaire avec Si
df
=
(Qi, q0i, Ai, Ri, Li). Le comportement lts(S) de ce LTS modulaire est le
produit synchronisé des différents modules Si. C’est le LTS (Q, q0, A, R, L)
défini par :
I Q df= ∏
1≤i≤n
Qi ;
I q0 df= (q01, . . . , q0n) ;
I A df= ⋃1≤i≤n Ai ;
I R est le plus petit sous-ensemble de Q × A × Q tel que p a→ q ∈ R si
pour tout 1 ≤ i ≤ n, l’une des deux conditions suivantes est vérifiée.
I a ∈ Ai et p[i] a→ q[i] ∈ Ri
I a 6∈ Ai et p[i] = q[i]
I pour tout état p ∈ Q, L(p) df= ⋃1≤i≤n Li(p[i]).
On note S1 ⊗ S2 le comportement du LTS modulaire à deux éléments
(S1, S2). Ce produit est une opération binaire associative et commutative et
on a pour un LTS modulaire (S1, . . . , Sn) :
lts(S1, . . . , Sn) = S1 ⊗ S2 ⊗ · · · ⊗ Sn.
Il s’en suit qu’il est possible de remplacer n’importe quel sous-ensemble
de modules (qu’on appelle parfois sous-système par la suite) par leur produit
sans modifier le comportement du LTS modulaire. On peut donc itérer une
telle opération afin d’obtenir un système constitué d’un unique module, de fa-
çon à construire le comportement du LTS modulaire de façon hiérarchique et
incrémentale. Cette importante propriété des systèmes modulaire permet no-
tamment d’appliquer des techniques de réduction hiérarchique comme celles
détaillées section 2.4.
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3.1.2 Réseau de LTS
Un réseau de LTS [65] est constitué d’une famille de LTS, associée à un
ensemble de règles décrivant explicitement les synchronisations entre ces LTS
et permettant de construire le comportement global du système. Les LTS mo-
dulaires présentés précédemment peuvent être vus comme des réseau de LTS
possédant des règles de synchronisation implicites nécessitant que tous les
modules partageant une action donnée se synchronisent sur cette action. Les
règles de synchronisations permettent une définition fine du produit des diffé-
rents LTS du réseau et permet d’exprimer de nombreux opérateurs provenant
d’algèbres de processus comme le renommage, la suppression ou la dissimu-
lation de certaines actions [76, 68].
Les règles de synchronisation suivantes permettent de décrire la séman-
tique du LTS modulaire de la figure 2.1 (page 26).
L1 L2 LTS produit
a • a
b • b
c • c
• d d
• e e
s s s
Ici, les actions a, b et c sont locales au module L1. Si celui-ci est capable de
les exécuter, le système global le pourra également (et avec le même nom).
De même pour les actions d et e qui sont locales à L2. L’action s est elle syn-
chronisée entre les deux modules, qui doivent l’exécuter simultanément pour
construire une transition s du système global.
Définition 4 (Règles de synchronisations). Soit (Si)1≤i≤n un LTS modulaire.
Soit A l’ensemble des actions du LTS produit. Une règle de synchronisation est
de la forme (t, a) où t ∈ ∏i(Ai ∪ {•}) et a ∈ A. Le LTS produit peut effec-
tuer l’action a si et seulement si il existe une règle (t, a) du vecteur de tran-
sition telle que chaque composant Si (tel que t[i] 6= •) peut effectuer l’ac-
tion t[i]. Formellement, le produit des Si par l’ensemble de règles V est le LTS
(∏1≤i≤n Qi, A, R, L) tel que :
I p a→ q appartient à R si et seulement si il existe une règle (t, a) ∈ V telle
que pour chaque composant Si l’une des deux conditions suivantes est
vérifiée :
I t[i] = • et p[i] = q[i] ;
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I t[i] 6= • et p[i] t[i]→ q[i] ∈ Ri ;
I pour tout état q du LTS produit, L(q) df= ⋃i Li(q[i]).
3.2 µ-calcul
On définit maintenant formellement le µ-calcul.
Une formule ϕ du µ-calcul modal est destinée à être évaluée sur un LTS S.
Cette évaluation retourne un sous-ensemble des états de S, qui sont les états
vérifiant la formule ϕ.
3.2.1 Syntaxe
Une formule du µ-calcul modal est produite à l’aide de la grammaire sui-
vante, où B est une formule de logique Booléenne sur un ensemble d’atomes
V (correspondant aux labels des noeuds de S), α est un ensemble d’actions
(effectuables par S) et X est une variable propositionnelle :
ϕ ::= B | ¬ϕ | ϕ ∨ ϕ | 〈α〉ϕ | µX.ϕ | X .
De plus, dans une formule du type µX.ϕ, ϕ doit être positive selon la va-
riable X. C’est-à-dire que toutes les occurrences libres de X doivent se trouver
sous un nombre pair de négations ¬.
Afin de définir formellement la notion d’occurrence libre, on commence
par définir la relation de sous-formule de façon usuelle. C’est la plus petite
relation d’ordre telle que, si ϕ et ψ sont des formules alors ϕ est une sous-
formule de ϕ, ¬ϕ, 〈α〉ϕ, µX.ϕ,ϕ ∨ ψ et de ψ ∨ ϕ. On écrit ϕ ≤ ψ si ϕ est une
sous-formule de ψ et ϕ < ψ si ϕ est une sous-formule stricte de ψ (différente
de ψ).
Une occurrence d’une variable X est dite libre (non-liée) dans une formule
ϕ s’il n’existe pas de sous-formule de ϕ étant de la forme µX.ψ et contenant
cette occurrence. Une variable est dite libre (non-liée) dans une formule si
cette formule contient une occurrence libre de cette variable. L’ensemble des
variables libres de ϕ est noté free(ϕ).
ϕ[X ← ψ] représente la formule ϕ dans laquelle on substitue les occur-
rences libres de X par la formule ψ. Si ϕ contient une unique variable libre X,
on peut également écrire ϕ(ψ) df= ϕ[X ← ψ].
Définition 5 (Opérateurs non primitifs). Afin de faciliter l’écriture des for-
mules il est possible d’utiliser les opérateurs classiques suivants :
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I ϕ1 ∧ ϕ2 df= ¬(¬ϕ1 ∨ ¬ϕ2) ;
I [α]ϕ df= ¬〈α〉¬ϕ ;
I νX.ϕ df= ¬µX.¬ϕ[X ← ¬X] ;
I ϕ⇒ ψ df= ¬ϕ ∨ ψ ;
Une formule est dite sous forme normale positive si toutes les négations
qu’elle contient sont appliquées à des propositions atomiques. Toute formule
peux être réécrite sous forme normale positive en utilisant les opérateurs
duaux ci-dessus.
Pour alléger la notation, si {a, b} est un ensemble d’actions du LTS on uti-
lise par la suite 〈a, b〉ϕ au lieu de 〈{a, b}〉ϕ si il n’y a pas d’ambiguïté.
On utilise également 〈−〉ϕ et [−]ϕ pour exprimer le fait que l’on peut uti-
liser n’importe quelle action et σXϕ pour désigner une formule de plus grand
ou de plus petit point fixe (σ peut représenter indifféremment µ ou ν).
On appelle dépliage d’une formule de point fixe σX.ϕ la formule ϕ[X ←
σX.ϕ].
On note également par la suite CL(ϕ) la fermeture de la formule ϕ. C’est
intuitivement l’ensemble des formules que l’on peut atteindre à l’aide d’opé-
rations de décomposition et de dépliage de point fixe à partir de ϕ. Elle est
définie comme suit :
I CL(ϕ) df= {ϕ}⋃ϕ′<ϕ CL(ϕ′) si ϕ n’est pas un point-fixe.
I CL(σX.ϕ) df= {σX.ϕ} ∪ CL(ϕ[X ← σX.ϕ]).
3.2.2 Sémantique
L’évaluation d’une propriété sur un LTS a pour objectif d’identifier tous les
états sur lesquels la propriété est vérifiée. Le LTS lui-même vérifie alors cette
propriété si et seulement si son état initial appartient à cet ensemble.
Soient S df= (Q, q0, A, R, L) un LTS et X un ensemble de variables proposi-
tionnelles. Une valuation de X associe à chacune de ces variables un ensemble
d’états de Q.
La sémantique d’une formule ϕ sur S (noté ϕS) est une fonction qui associe
à une valuation des variables libres de ϕ, un ensemble d’états de Q :
ϕS : (free(ϕ) 7→ 2Q) 7→ 2Q.
En particulier si la formule ϕ est close, ϕS est l’ensemble des états vérifiant
la formule (ϕS est alors une fonction dont l’unique argument possible est ∅,
et l’ensemble des fonctions de {∅} vers 2Q est isomorphe à 2Q).
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Par exemple dans la formule µX.〈a〉X∨ B, la sous formule 〈a〉X définit une
fonction qui associe à chaque ensemble X ⊆ Q, les états y vérifiant y a→ x avec
x ∈ X.
Par ailleurs, si x est un état de S et B est une formule booléenne, on note
B@x la formule B[v ← L(x, v) | v ∈ V], où les variables d’état apparaissant
dans B sont substituées par leurs valeurs en x. Par exemple dans le cas du LTS
suivant, on a (p ∧ q)@1 = ⊥∧> = ⊥mais (p ∧ q)@2 = >∧> = >.
¬p, q p, q
a
1 2
Définition 6 (sémantique du µ-calcul). Étant donnée une formule ϕ et une
valuation V de free(ϕ), la sémantique ϕS de cette formule sur S est définie
comme suit :
[1] BS df= {x ∈ Q | B@x = >};
B (en tant que formule de µ-calcul) est vérifiée sur tous les états dont le
label est un modèle de B (en tant que formule booléenne).
[2] (¬ψ)S(V) df= Q \ ψS(V);
La négation d’une formule est vérifiée dans tous les états où cette for-
mule ne l’est pas.
[3] (ψ1 ∨ ψ2)S(V) df= ψS1 (V|free(ϕ1)) ∪ ψS2 (V|free(ϕ2));
La disjonction de deux formules est vérifiée si et seulement si au
minimum l’une de ces formules l’est. L’opérateur dual ∧ représente la
conjonction.
[4] (〈α〉ψ)S(V) df= {x ∈ Q | ∃y ∈ ψS(V), ∃a ∈ α, x a→ y ∈ R};
Un état x vérifie la formule 〈α〉ψ si et seulement si il est possible, à partir
de x, d’atteindre un état vérifiant ψ en effectuant une action de l’en-
semble α . L’opérateur dual [α]ψ exprime alors le fait que tous les suc-
cesseurs par une action de α vérifient ψ.
[5] (µX.ψ)S(V) df= ⋂{ρ ∈ 2Q | ψS(V ∪ (X, ρ)) ⊆ ρ};
Ici, la variable X est libre dans ψ mais pas dans µX.ψ, elle n’ap-
paraît donc pas dans la valuation V . On peut considérer l’expres-
sion ψS(V) comme une application partielle de la fonction ψS,
obtenue en fixant toutes les variables libres différentes de X i.e.
ψS(V)(ρ) df= ψS(V ∪ (X, ρ)).
(µX.ψ)S(V) est alors le plus petit point fixe de cette fonction ψS(V). La
sémantique de l’opérateur dual νX.ψ est le plus grand point fixe de cette
même fonction.
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Ce plus petit point fixe peut en pratique être calculé en itérant la fonction
à partir de l’ensemble vide, comme expliqué pour l’exemple 2.
[6] XS(V) df= V(X);
On retourne la valeur de X dans la valuation V . XS peut être vue comme
la fonction identité de 2Q vers 2Q. En effet free(X) est égal à {X} et donc
free(X) 7→ 2Q est isomorphe à 2Q.
On se permet parfois par la suite d’utiliser ϕ au lieu de ϕS si le contexte
n’introduit pas d’ambiguïté.
Pour un état q d’un LTS S, on écrit S, q |= ϕ ssi ϕ est une formule close et
que q appartient à l’ensemble ϕS. On dit alors que l’état q vérifie la propriété
ϕ. Le LTS S vérifie ϕ (noté S |= ϕ) ssi son état initial vérifie ϕ.
3.2.3 Profondeur d’alternance
Soit ϕ une formule du µ-calcul. ϕ contient une chaîne de points fixes al-
ternants de taille k si il existe k formules ψ0. . . ψk−1 telles que l’une des deux
propriétés suivantes est vérifiée (les plus petits et plus grands points fixes al-
ternent) ;
(1) ϕ ≥ µX0.ψ0 > νX1.ψ1 > · · · > σXk−1.ψk−1
ou (2) ϕ ≥ νX0.ψ0 > µX1.ψ1 > · · · > σXk−1.ψk−1
et telles que pour tout entier i < k− 1 et toute formule ψ avec ψi ≥ ψ ≥ ψi+1 ,
Xi est libre dans ψ.
La profondeur d’alternance d’une formule est la taille de la plus grande
chaîne de ce type contenue dans cette formule, et représente le nombre d’opé-
rations de points fixes imbriqués dans la formule.
Par exemple la formule µX.(¬p∨ 〈a〉X) de l’exemple 3.2 a une profondeur
de 1, alors que la formule νX.µY.(〈−〉Y ∨ (p ∧ 〈−〉X)) de l’exemple 3 a une
profondeur de taille deux.
3.2.4 Sous-logiques
On présente maintenant les traductions en µ-calcul de plusieurs opéra-
teurs de logiques temporelles classiques. En plus de témoigner de l’expressi-
vité importante du µ-calcul, cette partie introduit des macros permettant de
simplifier l’écriture de certaines formules.
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On commence par traiter la logique CTL (Computational Tree Logic [28])
puis on s’intéresse par la suite à certains opérateur observationnels dont le but
est d’ignorer certaines actions d’un LTS.
Une formule de CTL est générée à l’aide de la grammaire suivante.
ϕ ::= B | ¬ϕ | ϕ ∨ ϕ | ∃, ϕ | ∀, ϕ | ∃(ϕUϕ) | ∀(ϕUϕ)
Cette logique s’interprète sur une structure de Kripke [61], que l’on peut définir
comme un LTS vérifiant deux conditions :
I Son alphabet est constitué d’une action unique (il n’est alors pas néces-
saire de nommer cette action ni d’étiqueter les arcs du graphes).
I Tout état doit avoir au minimum un successeur.
La traduction t suivante définit la sémantique de CTL en terme de µ-calcul sur
un tel graphe. On peut également s’en servir comme macros afin de simplifier
si possible l’écriture et la lecture de formules du µ-calcul.
[1] t(∃, ϕ) = 〈−〉t(ϕ);
Il existe un successeur de l’état vérifiant ϕ.
[2] t(∀, ϕ) = [−]t(ϕ);
Tous les successeurs de l’état vérifient ϕ.
[3] t(∃(ϕUψ)) = µX.t(ψ) ∨ (t(ϕ) ∧ 〈−〉X);
Il existe un chemin constitué d’états vérifiant ϕ menant vers un état vé-
rifiant ψ.
[4] t(∀(ϕUψ)) = µX.t(ψ) ∨ (t(ϕ) ∧ [−]X);
Tout chemin est constitué d’états vérifiant ϕ et mène vers un état véri-
fiant ψ.
Les opérateurs non primitifs de CTL se traduisent alors de la manière sui-
vante.
t(∃♦ϕ) = t(∃(>Uϕ)) = µX.t(ϕ) ∨ 〈−〉X. Il existe un chemin menant à un
état vérifiant ϕ.
t(∀♦ϕ) = t(∀(>Uϕ)) = µX.t(ϕ) ∨ [−]X. Tout chemin infini atteint un état
vérifiant ϕ. Sur un LTS possédant des états sans successeurs, il faut
modifier légèrement la formule si l’on veut également considérer les
chemins finis. Elle devient alors µX.ϕ∨ ([−]X ∧ 〈−〉>). On a également
la formule ∀♦⊥ = µX.[−]X qui signifie que tous les chemins existants
sont finis.
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t(∃ϕ) = t(¬∀♦¬ϕ) = νX.t(ϕ) ∧ 〈−〉X. Il existe un chemin infini sur lequel
ϕ est toujours vrai. On remarque le cas particulier ∃> = νX.〈−〉X qui
exprime l’existence d’un chemin infini.
t(∀ϕ) = t(¬∃♦¬ϕ) = νX.t(ϕ) ∧ [−]X. ϕ est vrai sur tous les chemins pos-
sibles (même les chemins finis).
Les opérateurs suivants sont utiles dans le cas où le modèle peut effectuer
une action spéciale τ, qui représente une action interne que l’on veut parfois
considérer comme invisible. Dans les définitions suivantes, a représente une
action visible (différente de τ) et b représente une action quelconque.
〈b〉oϕ =
µX.ϕ ∨ 〈τ〉X si b = τ,µX.〈τ〉X ∨ (〈b〉(µY.〈τ〉Y ∨ ϕ)) si b 6= τ.
L’opérateur 〈b〉o considère différemment les actions observables de l’ac-
tion invisible τ. Si l’action b est différente de τ, la formule 〈b〉oϕ signi-
fie que l’on peut atteindre un état vérifiant ϕ par une séquence d’ac-
tions τ∗bτ∗, on autorise donc le système à effectuer des actions invisibles
avant et après l’action b. L’opérateur 〈τ〉oϕ autorise explicitement le sys-
tème à effectuer des actions internes si nécessaire pour atteindre un état
vérifiant ϕ [76].
〈a〉sϕ = µX.〈τ〉X ∨ 〈a〉ϕ.
Cet opérateur exprime l’accessibilité d’un état vérifiant ϕ à l’aide d’une
séquence de transitions τ∗a. C’est un cas particulier de l’opérateur du
µ-calcul sélectif définie dans [8].
ϕ〈b〉uψ =
ψ ∨ (µX.(ϕ ∧ (〈τ〉ψ ∨ 〈τ〉X))) si b = τ,µX.(ϕ ∧ (〈b〉ψ ∨ 〈τ〉X)) si b 6= τ.
Cet opérateur se lit « ϕ until ψ » et exprime le fait qu’il existe une sé-
quence de transitions τ∗b passant uniquement par des états vérifiant ϕ,
et amenant à un état vérifiant ψ. Si b est l’action τ, on autorise cette sé-
quence à être vide auquel cas l’état courant doit lui même vérifier ψ. Cet
opérateur appartient à la logique « Hennessy-Milner avec until » définie
dans [37].
3.2.5 Exemples de formules
Exemple 1. La table 3.1 présente quelques formules exprimant des propriétés
ne nécessitant pas l’utilisation de points fixes (de profondeur d’alternance 0),
ainsi que les ensembles d’états vérifiant ces formules sur un LTS donnée en
exemple.
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Propriété
Formule et sa sémantique sur
un LTS donné. Les états grisés
vérifient la formule.
La variable d’état p est vraie.
ϕ = B = p
p ¬p
p
p
p
¬p
p
a b
a
a b
a
a
1 2 4 6
3 5 7
On peut atteindre un état où p
est vraie en effectuant l’action
a exactement une fois.
ϕ = 〈a〉p
p ¬p
p
p
p
¬p
p
a b
a
a b
a
a
1 2 4 6
3 5 7
Quelle que soit l’action a choi-
sie, le successeur atteint véri-
fie ¬p (négation de la propriété
précédente). On note que la
propriété est notamment véri-
fiée si il n’existe pas d’action a
possible à partir d’un état.
ϕ = ¬〈a〉p = [a]¬p
p ¬p
p
p
p
¬p
p
a b
a
a b
a
a
1 2 4 6
3 5 7
On peut atteindre p en exac-
tement 2 actions (par les sé-
quences aa, ab, ba ou bb).
ϕ = 〈a, b〉〈a, b〉p
p ¬p
p
p
p
¬p
p
a b
a
a b
a
a
1 2 4 6
3 5 7
TABLE 3.1 – Quelques formules et leur sémantique
Exemple 2 (Plus petit point fixe). On considère la formule close ϕ = µX.ψ et
un LTS S = (Q, q0, A, R, L). ψ contient une unique variable libre (X) donc ψS
est une fonction de 2Q vers 2Q. Le fait que la formule ψ soit positive selon X
assure que ψS est monotone :
X1 ⊆ X2 ⊆ Q⇒ ψS(X1) ⊆ ψS(X2).
On a donc notamment :
∅ ⊆ ψS(∅) ⊆ ψS(ψS(∅)) ⊆ . . .
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L’ensemble des parties de Q étant fini, cette suite croissante atteint une valeur
maximale qui est le plus le plus petit point fixe de ψS. En effet, si F ⊆ Q
est un point fixe de ψS, on a ∅ ⊆ F. ψS étant monotone on a pour tout n ∈
N,ψSn(∅) ⊆ ψSn(F) = F. En particulier, la limite de la suite est incluse dans
F.
La table 3.2 représente les différentes étapes du calcul des états vérifiant la
formule µX.ψ dans le cas où ψ = ¬p∨ 〈a〉X. Cette formule exprime le fait qu’il
existe un chemin composé uniquement d’actions a menant à un état vérifiant
¬p. En effet ψS est une fonction qui à un ensemble d’états X associe l’union
des antécédents par a de X et des états où la variable p est fausse.
ψS(X) = {y ∈ Q | y a→ x et x ∈ X} ∪ {y ∈ Q | (¬p)@y = >}.
On a alors :
ψS(∅) ={y ∈ Q | (¬p)@y = >}
= les états où la variable p est fausse
ψS(ψS(∅)) ={y ∈ Q | y a→ x et x ∈ ψS(∅)} ∪ {y ∈ Q | (¬p)@y = >}
=
{
y ∈ Q | y
a→ x et (¬p)@x = >
ou (¬p)@y = >
}
= les états à partir desquels ¬p est accessible en une ac-
tion a ou moins.
Plus généralement, si
x ∈ ψSn(∅)⇔ il existe un chemin composé d’actions a de taille n− 1
ou moins vers ¬p,
alors :
x ∈ ψSn+1(∅)⇔Soit x vérifie ¬p, soit il existe x a→ y avec y ∈ ψSn(∅)
⇔ il existe un chemin composé d’actions a de taille n ou
moins vers ¬p.
Le plus petit point fixe de la fonction ψS correspond alors à la propriété : il
existe un chemin composé de a menant vers un état où la variable p est fausse.
Exemple 3 (Une formule de profondeur d’alternance 2). Considérons la for-
mule de CTL* ∃♦p, qui exprime l’existence d’un chemin sur lequel p est
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Propriété
Formule et sa sémantique sur
un LTS donné. Les états grisés
vérifient la formule.
Soit la formule ψ = ¬p ∨ 〈a〉X,
possédant une variable libre.
On a ψ(⊥) = (¬p ∨ 〈a〉⊥) =
¬p, car 〈a〉⊥ = ⊥.
ϕ = ψ(⊥) = ¬p
p ¬p
p
p
p
¬p
p
a b
a
a b
a
a
1 2 4 6
3 5 7
On peut atteindre un état où p
est faux en effectuant l’action
a une ou zéro fois. ψ2(⊥) =
¬p ∨ 〈a〉(ψ(⊥)) = ¬p ∨ 〈a〉¬p
ϕ = ψ2(⊥) = ¬p ∨ 〈a〉¬p
p ¬p
p
p
p
¬p
p
a b
a
a b
a
a
1 2 4 6
3 5 7
On peut atteindre un état où
p est faux en effectuant l’ac-
tion a deux fois ou moins.
ψ3(⊥) = ¬p ∨ 〈a〉(ψ2(⊥)) =
¬p ∨ 〈a〉¬p ∨ 〈a〉〈a〉¬p
ϕ = ψ3(⊥)
p ¬p
p
p
p
¬p
p
a b
a
a b
a
a
1 2 4 6
3 5 7
ψ4(⊥) = ψ3(⊥) = µX.ψ. On a
atteint le plus petit point fixe.
ϕ = µX.ψ
p ¬p
p
p
p
¬p
p
a b
a
a b
a
a
1 2 4 6
3 5 7
TABLE 3.2 – Exemple de calcul d’un plus petit point fixe pour une formule
d’accessibilité.
vraie infiniment souvent. Cette formule correspond à la formule de µ-calcul
suivante :
νX.µY.(〈−〉Y ∨ (p ∧ 〈−〉X)).
Une telle propriété nécessite l’utilisation de deux opérateurs de points fixes
imbriqués. Elle est notamment différente de la formule de profondeur 1,
νX.(〈−〉X ∧ (µY.p ∨ 〈−〉Y)),
qui est la traduction de la formule CTL ∃∃♦p et exprime le fait qu’il existe un
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chemin infini sur lequel à tout moment, p est possible dans le future (mais pas
nécessairement sur ce même chemin). La figure 3.3 exhibe un graphe illustrant
la différence entre ces deux formules.
Propriété
Formule et sa sémantique sur
un LTS donné. Les états grisés
vérifient la formule.
∃∃♦p : Il existe un chemin
infini sur lequel p est toujours
possible dans le futur.
νX.(〈−〉X ∧ (µY.p ∨ 〈−〉Y))
p
¬p
¬p
¬p p
a
a a a a
a
1 3
2 4 5
∃♦p : Il existe un chemin
sur lequel p est vrai infiniment
souvent.
νX.µY.(〈−〉Y ∨ (p ∧ 〈−〉X)).
p
¬p
¬p
¬p p
a
a a a a
a
1 3
2 4 5
TABLE 3.3 – Une formule de profondeur deux
3.3 Relations d’équivalence classiques
Maintenant que nous avons défini le µ-calcul, nous pouvons présenter
plus en détails certaines des relations d’équivalences classiques mentionnées
en section 2.4 ainsi que les différentes propriétés temporelles préservées par
celles-ci.
Ces relations sont définies sur les états d’un LTS, on peut cependant les
étendre à des relations sur les LTS comme suit : deux LTS sont équivalents
si et seulement si leurs états initiaux sont équivalents lorsque l’on considère
l’union disjointe des deux LTS. C’est-à-dire qu’on les représente côte à côte
comme s’il s’agissait d’un unique graphe non connexe, sur lequel on sait tester
l’équivalence des deux états initiaux.
La figure 3.1 comporte des diagrammes représentant visuellement les
caractéristiques de quelques relations d’équivalences classiques, ainsi que les
sous-logiques du µ-calcul coïncidant avec ces relations. Ces diagrammes dits
de transferts représentent des conditions nécessaires pour qu’une relation
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sur les états d’un LTS appartienne à une catégorie donnée. Dans cette figure,
x, y, . . . représentent des états du LTS, b représente une action quelconque
(possiblement τ) et a une action visible (différente de τ). La ligne correspon-
dant à la bisimulation forte se lit ainsi : une relation R est une bisimulation
forte si elle est symétrique et vérifie la propriété suivante ; pour tout couple
(x, y) de R et toute transition x b→ x′, il existe une transition y b→ y′ telle que
(x′, y′) appartient également à R. Les autres diagrammes se lisent de façon
similaire.
La figure 3.2 comporte des exemples caractéristiques de graphes équiva-
lents pour certaines relations ainsi qu’un ordre représentant les inclusions
entre ces différentes relations. Par exemple si deux LTS sont fortement bisimi-
laires, ils seront aussi équivalents pour toutes les autres relations présentées
ici. Lors d’une réduction, on peut utiliser un tel ordre pour choisir une relation
identifiant le plus de LTS possibles (et qui préserve les propriétés d’intérêt).
En effet la taille d’un plus petit graphe d’une classe d’équivalence diminue
lorsque la taille de la classe augmente.
Cette figure considère en outre trois relations qui ne sont pas mentionnée
en figure 3.1. Informellement, l’équivalence de trace (ou de langage) consi-
dère deux états équivalents si il est possible d’effectuer les mêmes séquences
d’actions (mots) à partir des ces états, et l’équivalence de trace faible [18] est
similaire mais ignore les actions invisibles τ. L’équivalence SAFETY [16] est
définie formellement au chapitre 4 (page 59) car on l’utilise par la suite.
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Bissimulation forte [80]
x x′
y y′
b
b
µ-calcul [80] ϕ ::= > | ¬ϕ | ϕ ∨ ϕ | 〈b〉ϕ | µX.ϕ | X.
Équivalence de branchement [106]
x x′
y y′ y′′
a
aτ∗
x x′
y
τ
ou
x x′
y y′ y′′
τ
ττ∗
µ-calcul avec Until [37] ϕ ::= > | ¬ϕ | ϕ ∨ ϕ | ϕ〈b〉uϕ | µX.ϕ | X.
Équivalence observationnelle [74]
x x′
y y′
τ
τ∗
ou
x x′
y y′
a
τ∗aτ∗
ϕ ::= > | ¬ϕ | ϕ ∨ ϕ | 〈b〉oϕ | µX.ϕ | X.
Bisimulation faible [37]
x x′
y y′
a
τ∗aτ∗
ϕ ::= > | ¬ϕ | ϕ ∨ ϕ | 〈a〉oϕ | µX.ϕ | X.
Équivalence τ∗a [42]
x x′
y y′
τ∗a
τ∗a
µ-calcul sélectif [8] ϕ ::= > | ¬ϕ | ϕ ∨ ϕ | 〈a〉sϕ | µX.ϕ | X.
FIGURE 3.1 – Quelques équivalences classiques et les logiques associées.
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aa
a
Bisimulation forte
τ
τ
τ
a
a
τ
Équivalence de branchement
a c
a
τ bc
a
τ bc
Équivalence observationnelle
τ a
a
Équivalence τ∗
a c
a c b aτ bc
Bisimulation faible
a c
a c b ac b
Équivalence safety
aa c
τ b
ac b
Trace faible
aa
cb
a
c b
Trace forte
FIGURE 3.2 – Comparaison de différentes relations d’équivalences classiques
et exemples représentatifs de ces relations. La bisimulation forte est ici l’équi-
valence la plus fine, c’est-à-dire que si deux graphes sont fortement bisimi-
laires, ils sont aussi équivalents pour toutes les relations représentées ici.
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Chapitre 4
Application à l’analyse de réseaux
de régulation biologique
La modélisation discrète des réseaux de régulation génétique et de signa-
lisation cellulaire s’avère être très utile à l’analyse des systèmes biologiques
comme en témoigne le nombre croissant de publications présentant de tels
modèles [21, 41, 79]. On s’intéresse en particulier aux modèles définis par
René Thomas [103, 102] dont on présente informellement un exemple jouet en
figure 4. Ce réseau comporte trois composants (c1, c2 et c3) qui décrivent l’état
du système. Chacun prend des valeurs parmi un ensemble discret et fini et re-
présente une caractéristique du système, par exemple la concentration d’une
certaine protéine ou le fait qu’un gène soit exprimé ou non. On dessine un arc
entre deux composants si le premier a une influence sur le deuxième, c’est-à-
dire qu’il apparaît dans la fonction de régulation de celui-ci. La fonction de
régulation d’un composant détermine la prochaine valeur de ce composant
en fonction de l’état courant si on fait évoluer ce composant. De plus, le com-
portement du réseau considère une évolution asynchrone où les composant
évoluent un à un. Sur l’exemple à partir de l’état (0,1,0), on peut faire évoluer
c2 et atteindre l’état (0,0,0) car selon sa fonction de régulation, la nouvelle va-
leur de c2 est la valeur de c3. On peut également modifier c1 qui prend alors
la valeur 1. Le composant c3 est en revanche stable dans l’état (0,1,0) : si on
note p cet état, on à Kc3(p) = p[c3]. Les états (0,0,0) et (1,1,1) sont appelés états
stables car aucun composant ne peut évoluer à partir de ces états. Ils sont re-
marquables et souvent d’intérêts dans l’étude des systèmes biologiques. Par
exemple si le réseau modélise un processus de différentiation cellulaire, diffé-
rents états stables peuvent représenter les différents types de cellules pouvant
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être obtenues à la fin de ce processus.
c1
c3
c2 Kc1(p) = 1⇔ p[c2] = 1
Kc2(p) = 1⇔ p[c3] = 1
Kc3(p) = 1⇔ p[c1] = 1
1,0,10,0,1
0,1,1
0,1,0 1,1,0
1,0,0(c1, c2, c3) =
(0,0,0)
1,1,1
c1 ← 0
c2 ← 1
c 2←
1
c3 ← 0
c3 ← 0
c1 ← 1
c1 ← 1
c2 ← 0
c 2←
0
c3 ← 1
c1 ← 0
c3 ← 1
FIGURE 4.1 – Un réseau de régulation non modulaire et son comportement.
En haut à gauche : la structure du réseau. En haut à droite : les fonctions de
régulation définissant son comportement. En bas : le LTS représentant le com-
portement du réseau.
Malheureusement, le problème d’explosion combinatoire des espaces
d’états est particulièrement présent dans ce domaine, ce qui rend difficile
l’analyse de réseaux de grandes tailles et notamment de systèmes multi-
cellulaires. En revanche, ces systèmes multicellulaires sont naturellement
modulaires (on peut considérer une cellule comme un module) et une
analyse par abstraction hiérarchique s’avère être une méthode efficace pour la
vérification de certaines propriétés comme l’accessibilité des états stables du
système. Dans ce chapitre, on commence par définir un formalisme adapté à la
description de systèmes multicellulaires (un réseau de régulation modulaire),
on montre ensuite comment construire le LTS représentant le comportement
d’un tel système comme un produit du comportement de ses modules. Ce
produit est adapté à une étude par abstraction hiérarchique, et on propose
en particulier une méthode de vérification de la propriété d’accessibilité des
état stables globaux du système à partir d’un état initial particulier. Cette
approche est finalement appliquée à l’étude de la polarisation segmentaire
lors du développement embryonnaire de la drosophile.
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4.1 Modèles de régulation composable
4.1.1 Réseaux ouverts
Dans le cas ouvert, on distingue les composants propres qui sont les com-
posants réels du réseau et les composants d’entrées qui représentent des com-
posants extérieurs au réseau ayant une influence sur des composants propres
(comme la présence d’une protéine produite par les cellules voisines ou en-
core une variable globale comme la température). Le comportement du réseau
est défini par un ensemble de fonctions de mise à jour décrivant comment
peuvent évoluer les composants propres en fonction de l’état général du sys-
tème. Les composants d’entrées peuvent évoluer librement pour simuler les
changements possible de l’environnement.
Définition 7 (Module de régulation génétique). N df= (C, K) où :
I C est l’ensemble des composants du module. Pour chaque c ∈ C on
note Dc l’ensemble fini des valeurs possibles de ce composant. On note
également DC = Πc∈CDc les états possibles du module. C est partitionné
en deux ensembles Cp unionmulti Co où
I CP contient les composants propres qui composent effectivement le
module,
I CO contient les composants ouverts représentant l’effet de l’envi-
ronnement sur le module ;
I K df= {Kc | c ∈ Cp} est l’ensemble des fonctions de régulation. Kc : DC →
Dc définit l’évolution du composant c en fonction de l’état du module.
Un exemple jouet est présenté figure 4.2 dans lequel les composants
propres du réseau s’activent les uns les autres, alors que le composant ouvert
o inhibe le composant propre c3. Le LTS représentant le comportement de ce
module (définition 10) est dessiné figure 4.4.
c1
c3
c2
o
Kc1(p) = 1⇔ p[c2] = 1
Kc2(p) = 1⇔ p[c3] = 1
Kc3(p) = 1⇔ p[c1] = 1∧ p[o] = 0
FIGURE 4.2 – Un module de régulation.
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4.1.2 Composition des modules
Un réseau de régulation modulaire est constitué d’une part de l’ensemble
de ses modules, et d’autre part d’un mapping (noté M) explicitant pour
chaque composant ouvert, sa réelle valeur en fonction de l’environnement.
Définition 8 (Réseau de régulation modulaire). Un réseau est un couple
((Ni)i∈I , M). Comme précédemment, pour chaque composant c ∈ ⋃I Ci,
on note Dc l’ensemble des valeurs possibles du composant c. Pour chaque
module j ∈ I et chaque composant ouvert o ∈ CjO de ce module, on définit
M(o) = (Zo, ho) où :
I Zo ⊆ ⋃I\j CiP est l’ensemble des composants propres de l’environne-
ment servant à définir la valeur de o. Zo peut être égal à l’ensemble vide,
auquel cas o restera un composant ouvert. On considère également que
si deux composants ouverts o et o′ appartiennent au même module, les
ensembles Zo et Zo′ sont disjoints : un même composant externe n’a pas
d’influence sur deux composants ouverts d’un même module ;
I ho : ∏z∈Zo Dz 7→ Do précise (à tout moment) la valeur de o en fonction
de la valeur des composants de Zo.
Il serait possible d’autoriser un composant propre à avoir une influence
sur deux composants ouverts d’un même module, mais cela compliquerait
quelque peu les définitions et preuves par la suite. En effet, il faudrait alors
autoriser ces composants ouverts à se mettre à jour de manière synchrone,
pour représenter une modification du même composant externe, alors que les
composants propres sont mis à jour de manière asynchrone. Ce choix n’est ce-
pendant pas une limitation en pratique : il nous empêche de définir la compo-
sition de modules de régulation partageant l’influence d’un même composant
externe, mais pas de composer leurs comportements, ce qui permet tout de
même l’analyse modulaire et incrémentale qui nous intéresse ici.
Définition 9 (Application du mapping). Étant donné un réseau modulaire
((Ni)i∈I , M), l’application du mapping M consiste à composer les différents
modules du réseau en un, à l’aide de l’information fournie par M. L’opération
consiste notamment à retirer les composant ouverts qui ne sont plus néces-
saires car leur environnement est connu après composition. L’application du
mapping M produit un module de régulation génétique (C, K) tel que :
I C = CP ∪ CO avec :
I CP =
⋃
I CiP est l’union des composants propres des modules.
50
I CO = {o ∈ ⋃I Cio | Zo = ∅} est l’ensemble des composants ouverts
des modules dont la valeur n’est pas spécifiée par M (car celle-ci
dépend potentiellement de composants externes au réseau modu-
laire) ;
I pour tout i ∈ I, tout composant propre p ∈ CiP et tout état q ∈ DC,
Kp(q) = Kip(qi) où qi ∈ DCi est tel que :
I qi[c] = q[c] si c appartient à C
I qi[o] = ho(q|Zo ) sinon (o était un composant ouvert du module i qui
a été supprimé).
Si l’on compose l’exemple jouet avec lui-même à l’aide du mapping M
qui associe au composant ouvert o1 la valeur du composant propre c22 (et
qui laisse le composant o2 ouvert), on obtient le module de régulation de la
figure 4.3.
c11
c31
c21
o1
c12
c32
c22
o2
Mapping M tel que :
I ho1(c22) = c22
I ho2 est la fonction vide
(Zo2 = ∅)
Application du mapping
c22
c32
c12
c31c11
c21
o2
FIGURE 4.3 – composition de deux instances de l’exemple jouet
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4.1.3 Comportement d’un module de régulation
Le comportement d’un module de régulation est un LTS représentant une
évolution asynchrone des composants du module dans laquelle, à partir d’un
état p, un composant propre c doit évoluer vers la valeur Kc(p), et un compo-
sant ouvert peut évoluer vers toutes les valeurs de son domaine pour simuler
l’évolution de l’environnement.
Définition 10 (Comportement d’un module de régulation). Le comportement
du module (C, K) est le LTS (DC, A, R, L). Celui ci peut exécuter l’action (c, v)
si et seulement si le composant c peut évoluer vers la valeur v. On a donc :
I l’ensemble des actions réalisables est A = {(a, v) | a ∈ C, v ∈ Da}. Le
couple (a, v) est parfois noté a← v par la suite (le composant a prend la
valeur v) ;
I la transition (p, (c, v), q) appartient à R si et seulement si les deux condi-
tions suivantes sont vérifiées :
[1] q[c] = v (le composant c prend la valeur v. De plus, si c est un
composant propre il faut que v = Kc(p) et si c est un composant
ouvert il faut juste que v 6= p[c].
[2] q[c′] = p[c′] pour c′ 6= c (les autres composants n’évoluent pas) ;
I notons xc,v la variable booléenne indiquant que v est la valeur du com-
posant c et V = {xc,v | c ∈ C, v ∈ Dc}. L : DC 7→ 2V associe à
chaque état les variables booléennes actives dans cet état. Pour tout état
q, L(q) = {xc,q[c] | c ∈ C}.
Le graphe d’états obtenu pour le module jouet (figure 4.2) est dessiné fi-
gure 4.4. Ceux des modules de la figure 4.3 apparaissent figure 4.5.
4.1.4 Produit des comportements
Pour construire le LTS correspondant au comportement d’un réseau de ré-
gulation modulaire, on peut fusionner les différents modules le composant en
appliquant le mapping associé puis calculer le comportement du module ob-
tenu. On présente maintenant une seconde définition équivalente de ce com-
portement sous la forme d’un réseau de LTS.
On commence par définir la notion de module d’intégration. Pour chaque
fonction ho du mapping (représentant la valeur du composant ouvert o en
fonction des composants de Zo), on construit un nouveau LTS (noté lts(ho))
52
(o, c1, c2, c3)=(0,1,0,1)
0,0,0,1
0,0,1,1
0,0,1,0
0,1,1,0
0,1,0,0
0,0,0,0
0,1,1,1 1,1,1,1
1,1,0,1
1,0,0,1
1,0,1,1
1,0,1,0
1,1,1,0
1,1,0,0
1,0,0,0
c1 ← 0 c2 ← 1
c2 ← 1
c3 ← 0
c3 ← 0
c1 ← 1
c1 ← 1
c2 ← 0
c2 ← 0
c3 ← 1
c1 ← 0
c3 ← 1 c1 ← 0
c2 ← 1
c3 ← 0
c2 ← 1
c3 ← 0
c3 ← 0
c1 ← 1
c1 ← 1
c2 ← 0
c2 ← 0
c1 ← 0
c3 ← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
FIGURE 4.4 – Comportement du module jouet.
servant à assurer la synchronisation entre les valeurs de o et des éléments
de Zo.
Définition 11 (module d’intégration). Étant donnée une fonction d’in-
tégration ho et son domaine Zo, le LTS lts(ho) assure la liaison entre le
composant ouvert o et les composants externes qu’il représente (Zo).
lts(ho) = (Q, A, R) où :
I Q = ∏z∈Zo Dz est l’ensemble des états possibles des éléments de Zo ;
I A = {p ← vp | p ∈ Zo, vp ∈ Dp} × ({o ← vo | v ∈ Do} ∪ {_}). La
première partie de l’action représente la mise à jour d’un composant p
de Zo, la deuxième partie correspond à la mise à jour de la valeur de o
si celle si est affectée par la modification de p (et _ si la valeur de o ne
change pas) ;
I R est le plus petit sous-ensemble de Q× A×Q tel que :
I p (c←vc ,a)→ q appartient à R si les conditions suivantes sont vérifiées :
I q[c] = vc 6= p[c] ; le composant c prend la valeur vc pour passer
dans l’état q,
I pour tout c′ 6= c, q[c′] = p[c′] ; les autres composants ne
changent pas,
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(o1, c11, c
1
2, c
1
3)=(1,1,1,0)
0,1,1,0 1,1,0,0
0,1,1,1 0,1,0,0 1,0,0,0
o1 ← 0 c12 ← 0o1 ← 1
c13 ← 1 c12 ← 0 c11 ← 0o
1 ← 0
o1 ← 1
(o2, c21, c
2
2, c
2
3)=(1,0,1,0)
1,1,1,0 0,0,1,0 1,0,0,0
1,1,0,0 0,1,1,0 0,0,0,0
c21 ← 1 c22 ← 0
o2 ← 0 o2 ← 1
c22 ← 0
o2 ← 0
o2 ← 1 c21 ← 1
c22 ← 0
o2 ← 0
o2 ← 1
(c11, c
1
2, c
1
3, o
2, c21, c
2
2, c
2
3)=(1,1,0,1,0,1,0)
1,1,0,1,1,1,0 1,1,0,0,0,1,0 1,0,0,1,0,1,0 1,1,0,1,0,0,0
1,1,0,1,1,0,0
1,0,0,1,1,1,0
1,1,0,0,1,1,0
1,0,0,0,0,1,0
1,1,0,0,0,0,0
0,0,0,1,0,1,0
1,0,0,1,0,0,0
1,1,1,1,0,0,0
c21 ← 1
o2 c12 ← 0
c22 ← 1
c22 ← 0
o2
c12 ← 1 c22 ← 0
c21 ← 1
c12 ← 0 c21 ← 1o
2
c11 ← 0
c22 ← 0
o2
c12 ← 1
c13 ← 1
FIGURE 4.5 – Les comportements des modules de régulation de la figure 4.3.
En haut : le comportement tronqué du premier module à partir de l’état
(1, 1, 1, 0). Au milieu : le comportement tronqué du second module à partir
de l’état (1, 0, 1, 0). En bas : le comportement du module fusionné à partir de
l’état (1, 1, 0, 1, 0, 1, 0).
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(0,0)
(0,1) (1,0)
(1,1)
(c2 ← 1, _)
(c2 ← 0, _)
(c1 ← 1, _)
(c1 ← 0, _)
(c1 ← 1, o← 1)
(c1 ← 0, o← 0)
(c2 ← 1, o← 1)
(c2 ← 0, o← 0)
L1 L2 L3 lts(ho) LTS produit
• c2 ← 0 • (c2 ← 0, _) c2 ← 0
• c2 ← 1 • (c2 ← 1, _) c2 ← 1
• c2 ← 0 o ← 0 (c2 ← 0, o ← 0) c2 ← 0
• c2 ← 1 o ← 1 (c2 ← 1, o ← 1) c2 ← 1
c1 ← 0 • • (c1 ← 0, _) c1 ← 0
c1 ← 1 • • (c1 ← 1, _) c1 ← 1
c1 ← 0 • o ← 0 (c1 ← 0, o ← 0) c1 ← 0
c1 ← 1 • o ← 1 (c1 ← 1, o ← 1) c1 ← 1
FIGURE 4.6 – Exemple de module d’intégration. Ce module sert à synchroni-
ser les composants o, c1 et c2, de façon à avoir en permanence o = c1 ∧ c2. Les
règles de synchronisation correspondant aux mises à jour de c1 et c2 sont don-
nées en supposant que c1,c2 et o appartiennent respectivement aux modules
1, 2 et 3.
I si a = (o ← vo) alors ho(q) = vo 6= ho(p) ; la valeur de o
change entre les états p et q. La nouvelle valeur est indiquée
dans le nom de l’action,
I si a = _ alors ho(q) = ho(p) ; la modification de c ne change pas
la valeur de o.
La figure 4.6 est un exemple de module d’intégration permettant d’assurer
que la valeur de o soit bien égale à la conjonction de c1 et de c2. On le synchro-
nise avec le reste du système à l’aide d’un vecteur de synchronisation adapté
comme indiqué dans la définition suivante.
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Définition 12 (Réseau de LTS correspondant à un réseau modulaire). Soit un
réseau de régulation modulaire ((Ni)i∈I , (Z, h)), Soit O l’ensemble des com-
posants ouverts o ∈ ⋃i∈I CiO tels que Zo 6= ∅. On note également par HO l’en-
semble des fonctions d’intégrations ho correspondantes. Soit S = {lts(Ni) |
i ∈ I} ∪ {lts(ho) | o ∈ O} un LTS modulaire indexé par I ∪ HO, qui est
constitué des comportements de chaque module de régulation génétique ainsi
que des graphes d’intégration faisant la liaison entre ces modules. Soit V le
vecteur de synchronisation définissant le comportement global du réseau.
V =
⋃
c∈C\O Vc où (v, c ← x) ∈ Vc si et seulement si les conditions suivantes
sont vérifiées :
I x ∈ Dc
I v[i] =

c← x si c ∈ Ci \O
o ← y si o ∈ CiO, c ∈ Zo et v[ho] = (c← x, o ← y)
• sinon
I v[ho] =
{
(c← x, _) ou (c← x, o ← y) si c ∈ Zo et y ∈ Do
• sinon
Le graphe d’intégration représentant ho se synchronise avec la mise à
jour de c dans le cas où c est un argument de la fonction ho (c ∈ Zo). Il
se synchronise également avec la modification de o si la mise à jour de c
entraîne un changement de la valeur de o.
On peut maintenant calculer le comportement du module fusionné (figure
4.5) comme le comportement du réseau de LTS ((L1, L2, lts(ho)), V) où L1 et
L2 sont les LTS représentés partiellement également figure 4.5. Le vecteur de
synchronisation V et le module d’intégration lts(ho1) sont dessinés figure 4.7.
Le théorème suivant confirme que ces deux méthodes de construction du
comportement du système global sont bien équivalentes.
Théorème 1. Le comportement d’un réseau modulaire est isomorphe au com-
portement du réseau de LTS correspondant.
4.2 Analyse de propriétés d’accessibilité
On veut ici appliquer une approche hiérarchique et incrémentale dans le
but d’identifier les états stables d’un réseau de régulation génétique, qui sont
accessibles à partir d’un état initial donné. On travaille sur le réseau de LTS
correspondant. Pour appliquer des réductions hiérarchiques lors de l’analyse
du réseau, il faut déterminer quelle opération d’abstraction utiliser, ou plus
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(c22 ← 1, o1 ← 1)
(c2 ← 0, o1 ← 0)
L1 L2 lts(ho1 ) LTS produit
c11 ← 0 • • c11 ← 0
c11 ← 1 • • c11 ← 1
c21 ← 0 • • c21 ← 0
c21 ← 1 • • c21 ← 1
c31 ← 0 • • c31 ← 0
c31 ← 1 • • c31 ← 1
• c12 ← 0 • c12 ← 0
• c12 ← 1 • c12 ← 1
• c32 ← 0 • c32 ← 0
• c32 ← 1 • c32 ← 1
• o2 ← 0 • o2 ← 0
• o2 ← 1 • o2 ← 1
o1 ← 0 c22 ← 0 (o1 ← 0, c22 ← 0) c22 ← 0
o1 ← 1 c22 ← 1 (o1 ← 1, c22 ← 1) c22 ← 1
FIGURE 4.7 – Module d’intégration utilisé pour calculer le comportement glo-
bale de l’exemple en tant que reseau de LTS, ainsi que le vecteur de synchro-
nisation associé.
généralement, quelles sont les informations présentes dans une sous-partie
du réseau qu’il est nécessaire de conserver lors de la réduction.
On a en fait besoin de deux choses :
[1] Les actions du sous-système qui doivent se synchroniser avec son envi-
ronnement, car elles sont essentielles au calcul du comportement global
du réseau. Il s’agit ici des mises à jour des composants ayant une in-
fluence sur des modules extérieurs et des mises à jours des composants
ouverts.
[2] On doit conserver l’accessibilité aux états du sous-système dans lesquels
les composants propres ne peuvent pas évoluer. On les appelle des états
faiblement stables car ils font possiblement partie d’un état stable global.
Comme vu précédemment, la première étape de la réduction d’un sous-
système consiste à cacher un ensemble de composants dont les valeurs n’ont
pas d’influence sur la propriété à vérifier. Cela consiste à remplacer dans les
LTS les actions correspondant à leurs mises-à-jour par l’action invisible τ.
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La seconde étape de la réduction d’un LTS consiste à construire un second
LTS de plus petite taille et équivalent vis-à-vis d’une relation préservant la
propriété d’intérêt. Ici, on veut identifier l’ensemble des états stables acces-
sibles à partir d’un état initial donné. La réduction SAFETY (définie par la
suite) est une bonne candidate car elle permet de supprimer toutes les transi-
tions τ et les chemins redondants, tout en préservant les propriétés d’accessi-
bilités. Elle ne préserve en revanche pas la stabilité des états, car il s’agit d’une
propriété nécessitant de mentionner explicitement les actions invisibles (car
un état où τ est possible n’est pas stable), et l’équivalence SAFETY n’est pas
adaptée pour ces propriétés. En conséquence, la suppression de self-loops in-
visibles (les transitions de la forme x τ→ x) peut faire apparaître de nouveaux
états stables et on perd également les états stables accessibles uniquement à
l’aide de transitions invisibles.
On peut en revanche modifier légèrement le modèle en ajoutant d’une part
des self-loops étiquetées ⊥ sur les tous les états faiblement stables des mo-
dules, et d’autre part en synchronisant cette action ⊥ entre tous les modules.
Sur ce nouveau modèle, on doit préserver l’accessibilité de l’action ⊥ sur le
système global, ce qui est équivalent à préserver l’accessibilité des états stables
du réseau mais ne fait pas intervenir l’action τ explicitement.
L’opération de réduction d’une sous partie du système s’effectue
donc ainsi :
[1] On cache tous les composants propres n’ayant pas d’influence externe,
c’est-à-dire qu’on remplace leurs actions de mise à jour par τ. Si on s’in-
téresse à la valeur de certains composants en particulier on peut les lais-
ser visibles. Cela est notamment le cas si la valeur du composant sert à
déterminer quel état stable en particulier est accessible.
[2] On réduit le LTS à l’aide de la réduction SAFETY, qui préserve l’accessi-
bilité de ces états stables.
4.2.1 Équivalence SAFETY et minimisation
Une propriété de sûreté (safety) affirme qu’aucun évènement considéré
négatif n’est susceptible de se produire dans le futur. Cette première défini-
tion intuitive est due à Lamport [63] mais les propriétés de sûreté ont par la
suite été définies plus formellement et étudiées en tant qu’ensemble de sé-
quence d’exécutions (linear time semantics [98] [2]) et en tant qu’ensemble
d’arbre d’exécution (branching time semantics [16]). Dans [16], Bouajjani et al.
définissent également l’équivalence SAFETY qui assure que deux LTS équi-
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valents vérifient exactement les mêmes propriétés de sûreté. Dans notre cas
notamment, l’accès aux états où l’action ⊥ est disponible sera préservé par la
réduction.
Définition 13 (équivalence SAFETY). Un état p simule un état q pour la rela-
tion τ∗ si et seulement si pour chaque séquence d’actions q τ
∗a→ q′ (avec a 6= τ),
on peut trouver une séquence p τ
∗a→ p′ telle que q′ simule p′. Les états p et q
sont alors équivalents pour la relation SAFETY si et seulement si p simule q
et q simule p pour la relation τ∗. Comme précédemment, deux LTS sont dits
équivalents si et seulement si leurs états initiaux sont équivalents.
La figure 4.8 présente un exemple de cette réduction appliqué au compor-
tement du module jouet.
4.2.2 Application au module de polarité segmentaire
Le module de polarité segmentaire intervient lors du développement em-
bryonnaire de la drosophile, qui a été beaucoup étudié en génétique. Il s’agit
d’un système multicellulaire dont chaque cellule peut être modélisée par un
module de régulation génétique. L’objectif étant d’étudier le système à l’aide
de techniques d’abstractions hiérarchiques.
Au stade du développement qui nous intéresse l’embryon est organisé en
segments (chacun constitué de plusieurs cellules) orientés selon l’axe antéro-
postérieur de la drosophile. Les gènes de polarité segmentaire interviennent
dans la différenciation des cellules situées à l’avant et à l’arrière des segments,
phénomène qui a pour effet de consolider les bordures de ces segments. On
utilise un modèle défini par Sánchez et al. [94] et dont un module est repré-
senté en figure 4.9. Dans ce modèle, chaque cellule est constituée de douze
composants, parmi lesquels deux peuvent influer sur les cellules voisines :
Hedgehog (Hh) et Wingless (Wg). Un troisième composant dénommé En-
grailed (En) nous intéresse particulièrement car, combiné avec Wg, il permet
d’identifier les trois états stables possibles d’un module, qui correspondent à
trois différents types possibles de la cellule. L’état W où Wingless est exprimé,
l’état E où Engrailed est exprimé et enfin l’état T où l’on a ni l’un ni l’autre.
Pour réduire une sous-partie du système (à une étape donnée de l’analyse
hiérarchique), on va donc ici dissimuler tous les composants différents de En
et de Wg, dont la mise à jour est une action interne au système avant d’effec-
tuer une réduction selon l’équivalence SAFETY. Si on considère par exemple
un sous-système composé de trois cellules adjacentes, le composant Hh de la
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τ
c2 ← 1
c2 ← 1
c3 ← 0
c3 ← 0
τ
τ
c2 ← 0
c2 ← 0
c3 ← 1
τ
⊥
c3 ← 1 τ
c2 ← 1
c3 ← 0
c2 ← 1
c3 ← 0
c3 ← 0
τ
τ
c2 ← 0
c2 ← 0
τ
⊥
c3 ← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
⊥
A
B c2 ← 1
c2 ← 1
c3 ← 0
c3 ← 0
⊥
c2 ← 0
c3 ← 1
⊥
⊥
c3 ← 1 c3 ← 0
c2 ← 1
c3 ← 0
c2 ← 0
⊥
⊥
⊥
c3 ← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
o← 1
o← 0
FIGURE 4.8 – Réduction à l’aide de l’équivalence SAFETY du comportement
du module jouet de la figure 4.4. (A) Le LTS après la dissimulation du compo-
sant c1. (B) Le LTS réduit équivalent pour la relation SAFETY.
cellule centrale peut être caché car il n’a d’influence que sur les cellules voi-
sines et est donc local si l’on considère le produit des trois cellules. On ne
cache par contre pas Wg car même si c’est un composant local, sa valeur est
utile à l’identification des états stables trouvés.
Afin de tester la cohérence de la méthode on considère en premier lieu un
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KWg ({Slp, 1}, {Ci[act], 1}) = 1
KWg ({Slp, 1}, {Ci[act], 2}) = 2
KWg ({Slp, 1}, {Ci[act], 2}, {Nkd, 2}) = 2
KFz ({Wg, [1, 2]}, {Wginput, [0, 1, 2]}) = 1
KFz ({Wginput, 2}) = 1
KDsh({Fz, 1}) = 1
KSlp({Dsh, 1}) = 1
KEn({Dsh, 1}) = 1
KEn({Dsh, 1}, {En, 1}) = 1
KEn({Dsh, 1}, {Nkd, [1, 2]}) = 1
KEn({Dsh, 1}, {En, 1}, {Nkd, [1, 2]}) = 1
KNkd(∅) = 1
KNkd({Dsh, 1}) = 2
KHh({En, 1}) = 1
KPtc(∅) = 1
KPtc({Ci[act], [1, 2]}) = 2
KPka({Ptc, 1}) = 2
KCi(∅) = 1
KCi[act]({Ci , 1}) = 1
KCi[act]({Ci , 1}, {Dsh, 1}, {Pka, [1, 2]}) = 1
KCi[act]({Ci , 1}, {Dsh, 1}) = 2
KCi[rep]({Ci , 1}, {Pka, 2}) = 1
Wg
Fz Dsh
Slp
Nkd
En
HhCiCi[act] Ci[rep]
Pka
Ptc
Wg_input
Hh_input
FIGURE 4.9 – Un module du modèle de polarité segmentaire. Les fonctions de
régulations sont représentée à la manière de [94] pour des raisons de conci-
sions. Les composants n’apparaissant pas dans une règle mais ayant une in-
fluence d’après le graphe sont de valeur nulle. Ainsi la première règle indique
que dans le cas où les composants Slp et Ci[atc] sont égaux à 1, et En et Ndk
sont égaux à 0, Wg peut prendre la valeur 1. De plus, si un état n’est pas pris
en compte par ces règles, le composant peut prendre la valeur 0 (par exemple
si En est actif, Wg prendra la valeur 0 s’il est mis à jour).
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système composé de deux modules dont les états stables sont connus. Dans ce
réseau, les composants Hh et Wg du premier module influencent le second, et
réciproquement. Le LTS obtenu possède 9701 états et a nécessité presque sept
heures de calcul et 28 GO de mémoire. On retrouve bien les motifs attendus
(WE, TT et EW) apparaissant dans la littérature [94]. C’est en outre la première
fois à notre connaissance que l’espace d’état est construit en entier (dans [93]
la construction est interrompue après la découverte des états TT et EW).
Afin d’étudier l’impact de l’ordre de composition choisi lors de la construc-
tion hiérarchique, on considère un système constitué de six modules placés
sur une ligne. Chaque module possède deux voisins à l’exception de ceux
placés aux extrémités. On construit pour chaque module Ni, trois LTS diffé-
rents : Mi le LTS représentant le comportement réduit du module, Hi(Hh) et
Hi(Wg) les modules d’intégration correspondant aux effets respectifs de Hh
et de Wg sur le module i. La figure 4.10 présente les résultats obtenus en terme
de tailles de LTS, au cours de la construction hiérarchique du système selon
trois ordres différents (dont les deux derniers sont également représentés gra-
phiquement en figure 4.11). Pour le premier on calcule le produit global de
tous les LTS en une étape. Le second ordre est celui proposé par l’heuristique
"smart reduction" implémentée dans CADP [36]. La dernière compose les mo-
dules dans l’ordre physique des cellules et offre de bien meilleurs coefficients
de réduction. En effet les modules restreignent fortement les comportements
possibles de leurs voisins, et on a intérêt à les composer le plus tôt possible
lors de la construction. Cette étude met en avant le fait que le choix de l’ordre
d’analyse est un problème difficile et crucial dans les approches hiérarchique
car l’efficacité de la technique en dépend grandement.
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Composition Taille du produit Taille après réduction
Monolithique 548 208 864
Smart reduction
L1 = H3(Wg)⊗ H5(Wg) 27 27
L2 = H2(Wg)⊗ H4(Wg) 27 27
L3 = H3(Hh)⊗ H5(Hh) 27 27
L4 = H2(Hh)⊗ H4(Hh) 27 27
L5 = M1 ⊗M2 729 729
L6 = M5 ⊗M6 747 747
L7 = L′2 ⊗ H6(Wg) 27 27
L8 = L′1 ⊗ H1(Wg) 27 27
L9 = L′4 ⊗ H6(Hh) 27 27
L10 = L′3 ⊗ H1(Hh) 27 27
L11 = M3 ⊗M4 8019 8019
L12 = L11′ ⊗ L′9 ⊗ L′5 1 764 450 1 130 157
L13 = L12′ ⊗ L10′ ⊗ L′6 25 999 469 Out of memory
Ordre physique
C1 = M1 ⊗ H1(Hh)⊗ H1(Wg) 81 81
C2 = M2 ⊗ H2(Hh)⊗ H2(Wg) 729 729
C3 = M3 ⊗ H3(Hh)⊗ H3(Wg) 729 729
C4 = M4 ⊗ H4(Hh)⊗ H4(Wg) 891 891
C5 = M5 ⊗ H5(Hh)⊗ H5(Wg) 891 891
C6 = M6 ⊗ H6(Hh)⊗ H6(Wg) 81 81
L1 = C′1 ⊗ C′2 729 585
L2 = L′1 ⊗ C′3 5 265 2 691
L3 = L′2 ⊗ C′4 27 027 7 101
L4 = L′3 ⊗ C′5 75 852 32 409
L5 = L′4 ⊗ C′6 19 829 864
FIGURE 4.10 – Tailles des compositions intermédiaires pour le module de un
système composé de six modules de polarité segmentaire et pour trois ordres
hiérarchiques différents. Les Li et Ci sont les noms donnés à ces compositions,
les L′i et C
′
i sont leurs réductions respectives par l’équivalence SAFETY. Les Mi
sont les comportements réduits des modules et les différents Hi les modules
d’intégration. La figure 4.11 contient une représentation graphique des deux
derniers ordres.
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M1
H1(Wg)
H1(Hh)
⊗
C′1
M2
H2(Wg)
H2(Hh)
⊗
C′2
⊗L′1
M3
H3(Wg)
H3(Hh)
⊗
C′3
⊗L′2
M4
H4(Wg)
H4(Hh)
⊗
C′4
⊗L′3
M5
H5(Wg)
H5(Hh)
⊗
C′5
⊗L′4
M6
H6(Wg)
H6(Hh)
⊗
C′6
⊗L′5
M5
M6
⊗
L′6
M3
M4
⊗
L′11
M1
M2
⊗
L′5
H2(Hh)
H4(Hh)
⊗
L′4
H6(Hh)⊗
L′9
⊗
L′12
H3(Hh)
H5(Hh)
⊗
L′3
H1(Hh)⊗
L′10
⊗
L′13
FIGURE 4.11 – Représentation graphique des ordres de compositions utilisés,
que l’on retrouve sous une forme différente en figure 4.10. Chaque noeud ⊗
correspond à un produit synchronisé des LTS d’entrées suivis d’une réduc-
tion. À gauche : la partie du calcul proposé par l’heuristique "smart reduction"
dont le calcul échoue par manque de mémoire. À droite : l’ordre de composi-
tion suivant la configuration physique du système.
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Chapitre 5
Abstraction selon la formule
A partir d’une formule ϕ et d’un module S, on réduit ce module en pré-
servant la valeur de ϕ sur le système global.
[1] En sous-section 5.1.1 On définit la fonction Passϕ (resp. Failϕ), qui re-
tourne pour chaque état x d’un module une condition suffisante sur l’en-
vironnement Env (définit comme le comportement de l’ensemble des
autres modules) pour que ϕ soit globalement vérifiée (resp. non véri-
fiée) lorsque le module est dans l’état x. Si Passϕ (ou Failϕ) est vraie sur
l’état initial on peut immédiatement déterminer la valeur globale de ϕ.
[2] À partir des définitions de Passϕ et Failϕ, on construit une relation 〈〈ϕ〉〉,
telle que si deux états x et y d’un module sont équivalents, on peut chan-
ger l’état du module de l’un à l’autre sans modifier la valeur de vérité
globale de ϕ.
[3] Section 5.2.1, grâce a la connaissance de l’état initial du module, on cal-
cule un graphe produit, noté Sϕ, entre le module et la formule. Cela
permet d’une part de supprimer certaines parties du module qui ne sont
pas nécessaires à la vérification de la propriété. D’autre part, cela permet
de déterminer quelles sous-formules seront potentiellement vérifiées sur
quels états et cette information est utile pour les réductions suivantes.
[4] La première de ces réductions est définie en sous-section 5.2.2, dans la-
quelle on montre qu’un état x de Sϕ peut être remplacé par autre état y
équivalent selon la relation 〈〈ϕ〉〉, à condition que x ne soit pas accessible
depuis y. Cela permet de réduire le graphe dans le cas où il y a moins
d’états accessibles depuis y que depuis x. Par exemple si le comporte-
ment d’un module comporte une période d’initialisation qui n’est pas
considérée dans la formule, on peut ainsi supprimer ces premiers états.
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[5] Enfin, en section 5.2.4, on définie une seconde relation d’équivalence≈ϕ
qui à la différence de 〈〈ϕ〉〉 est préservée par la fusion d’états équivalents,
On peut donc réduire le module en calculant un graphe quotient par
rapport à cette relation.
5.1 Équivalence dépendant de la formule
Le but de la section est d’identifier les états d’un module S, qui sont équi-
valents vis-à-vis d’une formule ϕ, c’est-à-dire les états qu’on ne peut jamais
(quel que soit l’environnement) distinguer les uns des autres à l’aide de la
valeur de vérité de ϕ sur le système global.
5.1.1 Pass et Fail
La première étape consiste à définir pour chaque état x, les formules
Passϕ(x) et Failϕ(x) (ϕ est parfois omis par la suite si il n’y a pas d’ambiguïté).
Celles-ci sont des formules Booléennes sur les variables d’états apparaissant
dans ϕ et étant externes au module S (par opposition aux variables locales du
module qui sont utilisées dans les labels des états de S). Elles peuvent être
considérées comme des constantes propositionnelles du µ-calcul, qui peuvent
être évaluées sur un état de l’environnement Env.
On veut que si un état env ∈ Env satisfait la formule Passϕ(x), (resp.
Failϕ(x)), alors ϕ est vraie (resp. fausse) sur l’état global (x, env). Si l’une ou
l’autre est évaluée à > sur l’état initial, on peut terminer l’analyse et donner
une conclusion globale sur la valeur de vérité de ϕ (de façon similaire aux
méthodes d’analyse partielles). Sinon ces deux fonctions sont utilisées dans
les sections suivantes pour réduire la taille du module.
On note que c’est ici l’intérêt premier de ces fonctions, si on cherche prin-
cipalement à savoir si le module contient suffisamment d’information pour
conclure globalement sur la formule, il existe des méthodes de vérification
partielles plus précises [66, 9, 74, 5, 6]. En projetant la formule sur un état x du
module, une telle méthode permet d’obtenir une formule de µ-calcul ϕ//x, qui
est une condition nécessaire et suffisante sur l’environnement pour que le sys-
tème global vérifie ϕ. Cette formule peut néanmoins être de taille importante
et déterminer si c’est ou non une tautologie est un problème de complexité
exponentielle en la taille de cette formule [95]. Passϕ retourne des conditions
moins précises sous formes de formules booléennes sur les variables d’état de
l’environnement et non pas de formules de µ-calcul générales, ce sont seule-
ment des conditions suffisantes mais plus simples à calculer. On note que ce
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choix de se limiter à des conditions Booléennes possède un coté un peu ar-
bitraire et on pourrait choisir d’autres approximations de ϕ//x (par exemple
en se limitant aux formules ne dépassant pas une certaine « profondeur » en
terme d’opérateurs d’actions de l’environnement).
La Définition 14 étend la relation d’ordre basée sur l’implication des for-
mules Booléennes à l’ensemble des fonctions utilisées dans la construction de
Pass et de Fail.
Définition 14. Soient Q l’ensemble des états d’un module S, ϕ une formule
de µ-calcul, Venv l’ensemble des variables de ϕ qui sont externes à S, B(Venv)
l’ensemble des fonctions Booléennes sur ces variables. Soient deux fonctions
f et g : Q → B(Venv) On définit Q⇒ par : f Q⇒ g ssi f (x) ⇒ g(x) pour tout
x ∈ Q.
L’ensemble des fonctions de Q dans B(Venv), muni de la relation Q⇒ admet
alors une structure de treillis. La borne supérieure (resp. inférieure) de deux
fonctions f et g est la fonction qui à chaque état x associe f (x) ∨ g(x) (resp.
f (x) ∧ g(x)). Comme vu précédemment, la sémantique habituelle d’une for-
mule close est un sous-ensemble des états Q du LTS, que l’on peut voir comme
une fonction qui associe une valeur de vérité à chaque état. Lors d’un calcul
de point fixe, ces ensembles sont comparés à l’aide de la relation d’inclusion.
On travaille donc en utilisant le treillis (Q → {>,⊥},⊆). Le calcul de Pass et
de Fail se fait de façon similaire, mais dans le treillis (Q → B(Venv), Q⇒) qui
est de taille à (22
|Venv |
)|Q|. En effet ses éléments sont des fonctions associant
à chaque état de Q une fonction Booléenne à |Venv| variables, il y a 22|Venv |
fonctions Booléennes possibles car celles-ci assignent une valeur de vérité à
chaque valuation des variables de Venv (qui sont au nombre de 2Venv ). De plus,
la taille de la plus grande chaîne possible est Q × 2|Venv | (ce qui correspond
au pire des cas lors d’un calcul de point fixe). En effet l’incrément minimal
possible d’un élément du treillis consiste à modifier un unique ⊥ en > dans
la table de vérité associée à un état de Q.
Définition 15 (Pass and Fail). Considérons une formule ϕ sous forme normale
positive, l’ensemble Q des états d’un module et x un de ces états. Les fonctions
Passϕ et Failϕ sont définies par la figure 5.1. On écrit x ∈ Passϕ (resp. x ∈ Failϕ)
ssi Passϕ(x) = > (resp. Failϕ(x) = >).
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PassB(x) df= B@x
Passϕ1∧ϕ2(x) df= Passϕ1(x) ∧ Passϕ2(x)
Passϕ1∨ϕ2(x) df= Passϕ1(x) ∨ Passϕ2(x)
Pass〈l〉ϕ(x) df=
∨
x l→x′
Passϕ(x′)
Pass〈s〉ϕ(x) df= ⊥
Pass〈e〉ϕ(x) df= ⊥
Pass[l]ϕ(x) df=
∧
x l→x′
Passϕ(x′)
Pass[s]ϕ(x) df=
{
> si∧x s→x′ Passϕ(x′) = >
⊥ sinon
Pass[e]ϕ(x) df=
{
> si Passϕ(x) = >
⊥ sinon
PassµX.ϕ(x) df=
∧{ f (x) | Passϕ( f ) Q⇒ f }
PassνX.ϕ(x) df=
∨{ f (x) | Passϕ( f ) Q⇐ f }
PassX(x) df= X
Failϕ(x) df= Pass¬ϕ(x)
FIGURE 5.1 – Définition de Pass et de Fail. Les actions l, s et e sont respective-
ment locales, synchronisées et externes.
Intuitivement les règles définissant Pass et Fail peuvent être comprises
ainsi :
[1] PassB(x) df= B@x;
On remplace les variables locales de B par leurs valeurs en x. La for-
mule obtenue est une condition nécessaire et suffisante sur le label de
l’état actuel env de l’environnement, pour avoir (x, env) |= B. Si cette
condition est ⊥, le système global ne peut jamais vérifier B tant que
le module est dans l’état x (on a alors x ∈ FailB). Par contre si cette
condition est>, le système global vérifie B quelque soit l’environnement
(x ∈ PassB). Considérons par exemple la formule p ∧ w de la figure 5.2,
où p est une variable locale au module et w une variable externe. Si p
est fausse, p ∧ w l’est également. C’est notamment le cas dans l’état 2,
et donc Passp∧w(2) = ⊥. À l’inverse, si p est vraie il faut aussi avoir
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env |= w pour que p ∧ w soit vérifiée sur le système global (c’est pour
cela que Passp∧w(1) = w).
[2] Passϕ1∧ϕ2(x) df= Passϕ1(x) ∧ Passϕ2(x);
Si le label de l’environnement vérifie les deux conditions (Passϕ1(x) et
Passϕ2(x)), alors le système global vérifie ϕ1 ∧ ϕ2 à partir du moment où
le module est dans l’état x.
[3] Pass〈l〉ϕ(x) df=
∨
x l→x′ Pass
ϕ(x′);
L’action l est locale au module, c’est à dire que s’il existe une transition
x l→ x′ dans le module, il existera une transition (env, x) l→ (env, x′)
dans l’environnement. Si le label de env vérifie Passϕ(x′) on a alors
(x, env) |= 〈l〉ϕ.
[4] Pass〈s〉ϕ(x) df= ⊥;
L’action s est partagée entre le module et l’environnement, ils doivent
pouvoir l’exécuter de façon synchronisée pour qu’elle soit disponible
dans le système globale. Pour avoir (env, x) |= 〈s〉ϕ il faut que l’environ-
nement puisse effectuer une action env s→ env′ pendant que le module
effectue x s→ x′, et il faut que (env′, x′) |= ϕ. Autrement dit, il faut avoir
env |= 〈s〉(∨x s→x′ Passϕ(x′)). C’est cependant une propriété portant sur
la dynamique de l’environnement et on choisit de ne pas en tenir compte
comme discuté précédemment.
[5] Pass[s]ϕ(x) df=
> si
∧
x s→x′ Pass
ϕ(x′) = >
⊥ sinon
;
L’environnement doit vérifier [s]Passϕ(x′) pour tous les successeurs x′
de x. C’est a dire
∧
x s→x′ [s]Pass
ϕ(x′) = [s]
∧
x s→x′ Pass
ϕ(x′). C’est une tau-
tologie si l’on a
∧
x s→x′ Pass
ϕ(x′) = >.
[6] PassµX.ϕ(x) df=
∧{ f (x) | Passϕ( f ) Q⇒ f };
Si ϕ possède une seule variable libre, Passϕ est une fonction de l’en-
semble (Q 7→ B(Venv)) vers lui même, elle représente une modification
de la formule associée à chaque état. Elle est également monotone (au
sens de la relation Q⇒) donc son plus petit point fixe est bien défini au
sein du treillis fini (Q→ B(Venv), Q⇒). On peut également l’atteindre en
itérant la fonction à partir de l’élément minimal, qui est la fonction qui
associe ⊥ à tous les états.
[7] Failϕ(x) df= Pass¬ϕ(x);
On sait que la formule est fausse si et seulement si on sait que sa négation
est vraie. La définition de Passϕ considère que la formule est sous forme
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normale positive, de telle sorte que les négations n’interviennent qu’au
niveau des constantes propositionnelles. La définition de Failϕ présup-
pose donc une représentation de ¬ϕ sous forme normale positive.
Module Valeur de Pass
p
1
¬p
2
p
3
l l
1 2 3
p ∧ w w ⊥ w
p ∨ w > w >
p⇔ w w ¬w w
〈l〉(p⇔ w) > ⊥ ⊥
[l](p ∨ w) w > >
FIGURE 5.2 – Quelques exemples de calculs de Pass. La variable p est locale au
module et w est externe.
Exemple 1. Considérons la formule Φ df= µX.(p ⇔ v) ∨ 〈l〉X, qui signifie
qu’il est possible d’atteindre un état où p a la même valeur que v, en utilisant
uniquement l’action l, et calculons PassΦ sur le LTS S de la Figure 5.3.
p
1
p
2
¬pl
3
l
FIGURE 5.3 –
Par rapport à ce LTS, p est une variable locale, v une variable externe et l
une action locale. Puisque Φ contient l’opérateur µ, on effectue un calcul de
plus petit point fixe pour calculer PassΦ. L’initialisation P0 est la fonction qui
associe ⊥ à chaque état, et on peut alors calculer le point fixe à l’aide de la
relation de récurrence suivante. Pour tout état x de S et n > 0 on a
P0(x)
df
= ⊥
Pn(x)
df
= (Passa⇔v∨〈l〉Φ(x))[PassΦ ← Pn−1]
= (Passa⇔v(x) ∨ Pass〈l〉Φ(x))[PassΦ ← Pn−1]
= (a⇔ v)@x ∨ ∨
x l→x′
Pn−1(x′)
Voici les étapes du calcul de Passϕ sur le module S.
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étape 0 : P0(x) = ⊥ ∀x
étape 1 : P1(1) = v ∨ P0(2) = v
P1(2) = v ∨ P0(3) = v
P1(3) = ¬v
étape 2 : P2(1) = v ∨ P1(2) = v ∨ v = v
P2(2) = v ∨ P1(3) = v ∨ ¬v = >
P2(3) = ¬v
étape 3 : P3(1) = v ∨ P2(2) = v ∨> = >
P3(2) = v ∨ P2(3) = v ∨ ¬v = >
P3(3) = ¬v
étape 4 : P4 = P3 (le plus petit point fixe est atteint)
Savoir que le module S est dans l’état 1 ou 2, est donc suffisant pour
conclure que la formule Φ est vérifiée sur le système global. Par contre si S
est dans l’état 3, on sait seulement que Φ sera vraie si l’environnement est
dans un état où v est faux.
Les fonctions Pass et Fail vérifient les propriétés suivantes.
Lemme 1. Les calculs de Pass et de Fail terminent.
Lemme 2 (Compositionnalité de Pass et de Fail). Si S1 et S2 sont deux modules
d’un LTS modulaire, x1 un état de S1 et x2 un état de S2, on a Passϕ(x1)@x2 ⇒
Passϕ((x1, x2)) et Failϕ(x1)@x2 ⇒ Failϕ((x1, x2)).
Lemme 3 (Pass et Fail sont corrects). Pour tout état x d’un module et tout état
env de son environnement,
si env |= Passϕ(x) alors (x, env) |= ϕ.
Et de même pour Fail :
si env |= Failϕ(x) alors (x, env) 6|= ϕ.
Théorème 2 (relation avec la sémantique du µ-calcul). Si ϕ est une formule
contenant uniquement des actions et des variables locales à un LTS S, on a
bien
ϕS = {x | Passϕ(x) = >}.
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5.1.2 Implication locale
Le but de cette sous-section est d’identifier les états d’un module qu’il
est impossible de différencier en connaissant uniquement la valeur de vérité
d’une formule ϕ sur le système global. Autrement dit, on recherche les couples
(x, y) tels que pour tout état possible de l’environnement env ∈ Env, la va-
leur de vérité de ϕ est identique dans les états globaux (x, env) et (y, env).
Cette information sera utilisée par la suite pour réduire la taille du module
(sous-section 5.2.2). La première étape consiste à rechercher des relations d’im-
plication locales sur les états d’un module S : pour deux formules closes ϕ et
ψ, on définit la fonction 〈〈ϕ,ψ〉〉 qui associe à chaque couple d’états (x, y) une
formule booléenne dont les propriétés atomiques sont des variables d’états
des formules ϕ et ψ qui sont externes au module. L’objectif est que si le label
d’un état env ∈ Env vérifie la formule 〈〈ϕ,ψ〉〉(x, y), alors on aura la propriété
suivante :
(x, env) |= ϕ⇒ (y, env) |= ψ.
En particulier, si 〈〈ϕ, ϕ〉〉(x, y) = 〈〈ϕ, ϕ〉〉(x, y) = >, les états x et y sont dits
équivalents pour ϕ, et on a pour tout état env :
(x, env) |= ϕ⇔ (y, env) |= ϕ.
De la même façon que Passϕ(x) est une approximation de ϕ//x comme dis-
cuté en sous-section 5.1.1, 〈〈ϕ,ψ〉〉(x, y) permet de calculer une approximation
de la formule ϕ//x ⇒ ψ//y en se limitant aux variables d’états de l’environ-
nement et non au µ-calcul complet (pour les mêmes raisons).
Définition 16 (Conditions locales d’implication). On considère l’ensemble Q
des états d’un module S, et deux formules ϕ et ψ. Soit V l’ensemble des va-
riables d’états de ϕ et de ψ qui sont externes à S. On définit les conditions
d’implication locales grâce aux règles de la Figure 5.4. On écrit également
x〈〈ϕ〉〉y si et seulement si 〈〈ϕ, ϕ〉〉(x, y) = 〈〈ϕ, ϕ〉〉(y, x) = >, auquel cas x et
y sont dits localement équivalent.
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〈〈B1, B2〉〉(V)(x, y) = B1@x ⇒ B2@y (5.1)
〈〈ψ, ϕ1 ∨ ϕ2〉〉(V)(x, y) = 〈〈ψ, ϕ1〉〉(V)(x, y) ∨ 〈〈ψ, ϕ2〉〉(V)(x, y) (5.2)
〈〈ψ, 〈l〉ϕ〉〉(V)(x, y) = Failψ(x) ∨ ∨
y l→y′
〈〈ψ, ϕ〉〉(V)(x, y′) (5.3)
〈〈〈s〉ψ, 〈s〉ϕ〉〉(V)(x, y) = Fail〈s〉ψ(x)
∨
{
> si ∧x s→x′ Failψ(x′) ∨∨y s→y′ 〈〈ψ, ϕ〉〉(V)(x′, y′)
⊥ sinon (5.4)
〈〈〈e〉ψ, 〈e〉ϕ〉〉(V)(x, y) =
{
> si 〈〈ψ, ϕ〉〉(V)(x, y)
⊥ sinon (5.5)
〈〈µX.ψ, ϕ〉〉(V)(x, y) =
〈〈ψ(µX.ψ), ϕ〉〉(V ∪ {((µX.ψ, ϕ),>Q2)})(x, y)
si (µX.ψ, ϕ) 6∈ Dom(V)
V(µX.ψ, ϕ)(x, y)
sinon
(5.6)
〈〈ψ, ϕ〉〉(V)(x, y) = 〈〈¬ϕ,¬ψ〉〉(V)(y, x) (5.7)
〈〈ψ, ϕ1 ∧ ϕ2〉〉(V)(x, y) = 〈〈ψ, ϕ1〉〉(V)(x, y) ∧ 〈〈ψ, ϕ2〉〉(V)(x, y) (5.8)
〈〈ψ, [l]ϕ〉〉(V)(x, y) = ∧
y l→y′
〈〈ψ, ϕ〉〉(V)(x, y′) (5.9)
〈〈νX.ψ, ϕ〉〉(V)(x, y) =
〈〈ψ(νX.ψ), ϕ〉〉(V ∪ {((µX.ψ, ϕ),⊥Q2)})(x, y)
si (µX.ψ, ϕ) 6∈ Dom(V)
V(µX.ψ, ϕ)(x, y)
sinon
(5.10)
〈〈ψ, ϕ〉〉(x, y) = Failψ(x) ∨ Passϕ(y) (5.11)
FIGURE 5.4 – Définition des conditions locales d’implications. Lorsque plu-
sieurs règles sont applicables, on choisit celle qui apparaît en premier dans
la liste ci-dessus. >Q2 et ⊥Q2 désignent les fonctions constantes qui associent
respectivement > et ⊥ à tous les couples d’états.
Intuitivement, les règles de la figure 5.4 peuvent être comprises de la ma-
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nière suivante :
I cas 〈〈B1, B2〉〉 : B1 et B2 sont des propriétés portant sur les états du
système global. On remarque que 〈〈B1, B2〉〉(x, y) est égal à la formule
FailB1(x) ∨ PassB2(y). Si un état env ∈ Env vérifie cette propriété alors
on a (x, env) |= B1 ⇒ (y, env) |= B2 ;
I cas 〈〈ψ, ϕ1 ∨ ϕ2〉〉 : si pour tout état env de l’environnement tel que
(x, env) |= ψ, on a soit (y, env) |= ϕ1 soit (y, env) |= ϕ2, on a donc aussi
(x, env) |= ψ⇒ (y, env) |= ϕ1 ∨ ϕ2 ;
I cas 〈〈ψ, 〈l〉ϕ〉〉 : si env |= 〈〈ψ, 〈l〉ϕ〉〉(x, y) alors soit env |= Failψ(x) (auquel
cas on sait que (x, env) 6|= ψ) où il existe une transition locale y l→ y′ telle
que 〈〈ψ, ϕ〉〉(x, y′). Si la propriété (x, env) |= ψ implique (y′, env) |= ϕ
alors on sait qu’elle implique aussi (y, env) |= 〈l〉ϕ (l’action l étant locale,
il sera toujours possible de l’exécuter sur le système global).
I cas 〈〈〈s〉ψ, 〈s〉ϕ〉〉 : l’action s est synchronisée entre le module et l’envi-
ronnement. Sans connaissance du comportement de l’environnement
on a besoin que, pour tout successeur x′ de x, il existe un successeur
y de y′ tel que 〈〈ψ, ϕ〉〉(x′, y′). Si (x, env) vérifie 〈s〉ψ, il existe alors
une transition (x, env) s→ (x′, env′) telle que (x′, env′) vérifie ψ. Si on
a 〈〈〈s〉ψ, 〈s〉ϕ〉〉(x, y), on peut trouver une transition y s→ y′ tel que
(y′, env′) vérifie ψ, ce qui signifie que l’on a également (y, env) |= 〈s〉ϕ.
I cas 〈〈〈e〉ψ, 〈e〉ϕ〉〉 : e est une action externe. Si il existe une transition
env e→ env′ telle que env′ vérifie 〈〈ψ, ϕ〉〉(x, y), on a bien (x, env) |=
〈e〉ψ ⇒ (y, env) |= 〈e〉ϕ. On est sûr que c’est le cas si 〈〈ψ, ϕ〉〉(x, y) est
une tautologie.
I cas 〈〈µXψ, ϕ〉〉 : si le calcul de 〈〈ψ(µXψ), ϕ〉〉(V) nécessite d’évaluer l’ex-
pression 〈〈µXψ, ϕ〉〉(V) (comme montré dans la figure 5.5), on a une rela-
tion de récurrence où 〈〈µXψ, ϕ〉〉 est définie en fonction d’elle même. On
note 〈〈ψ, ϕ〉〉 cette fonction, on a donc 〈〈µXψ, ϕ〉〉 = 〈〈ψ, ϕ〉〉(〈〈µXψ, ϕ〉〉).
〈〈ψ, ϕ〉〉 est une fonction de l’ensemble de fonctions Q×Q→ B(V) dans
lui même, et on calcule son plus grand point fixe en un nombre d’itéra-
tions fini (cf. lemme 4).
I cas 〈〈ψ, ϕ〉〉(x, y) = 〈〈¬ϕ,¬ψ〉〉(y, x) : ce cas est un raccourci permettant
d’exprimer les règles duales de celles ci-dessus.
I dernier cas : Si aucune des autres règles n’est applicable on regarde si env
vérifie Failψ(x) ou Passϕ(y). Si c’est le cas on a alors soit (x, env) |= ¬ψ
soit (y, env) |= ϕ, et la propriété (x, env) |= ψ ⇒ (y, env) |= ϕ est bien
vérifié.
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〈〈Φ,Φ〉〉
〈〈〈s〉Φ ∨ B, 〈s〉Φ ∨ B〉〉
〈〈〈s〉Φ ∨ B, 〈s〉Φ〉〉
〈〈〈s〉Φ, B〉〉 〈〈〈s〉Φ, 〈s〉Φ〉〉
〈〈〈s〉Φ ∨ B, B〉〉
〈〈B, 〈s〉Φ〉〉 〈〈B, B〉〉
FIGURE 5.5 – Graphe de dépendance de 〈〈Φ,Φ〉〉 (où Φ df= µX.〈s〉X ∨ B).
Lemme 4. Le calcul de 〈〈ϕ,ψ〉〉 termine.
On appelle Φ la formule µX.〈l〉X ∨ (p ∧ v) ∨ (q ∧ w) signifiant qu’on peut
atteindre un état vérifiant (p ∧ v) ∨ (q ∧ w) à l’aide d’actions l. La figure 5.6
comporte les valeurs de la fonction 〈〈Φ,Φ〉〉 sur tous les couples d’états du
graphe donné en exemple. Pour ce graphe, l est une action locale, p et q sont
des variables locales, v et w sont des variables externes.
Dans l’état 2, p et q sont faux et le resteront toujours. Par conséquent, il
appartient à FailΦ et on a 〈〈Φ,Φ〉〉(2, x) = > pour tout état x. En effet, pour
tout état env de l’environnement,Φ sera faux sur (2, env) et donc l’implication
(2, env) |= Φ⇒ (x, env) |= Φ sera vérifiée.
Par ailleurs, les états 0 et 1 sont équivalents car on a 〈〈Φ,Φ〉〉(0, 1) =
〈〈Φ,Φ〉〉(1, 0) = >. La raison est qu’ils peuvent atteindre des valuations
identiques de p et q, à l’exception de celle de l’état 2 qui est uniquement
accessible depuis l’état 0. Mais comme l’état 2 appartient à Failϕ, il n’apporte
rien d’intéressant. On remarque que les colonnes (et lignes) 1 et 0 sont alors
identiques (pour tout état x, on aura 〈〈Φ,Φ〉〉(0, x) = 〈〈Φ,Φ〉〉(1, x) ainsi que
〈〈Φ,Φ〉〉(x, 0) = 〈〈Φ,Φ〉〉(x, 1)).
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p,¬q0
¬p,¬q
2
p,¬q
1
¬p, q
3
ll
l
0 1 2 3
0 > > ¬v ∧ ¬w ¬v ∨ w
1 > > ¬v ∧ ¬w ¬v ∨ w
2 > > > >
3 > > ¬w >
FIGURE 5.6 – On considère la formule Φ = µX.〈l〉X ∨ (p ∧ v) ∨ (q ∧ w) sur
le graphe donné. les variables p et q et l’actions l sont locales alors que v et w
sont externes. La case située ligne i et colonne j contient la valeur 〈〈Φ,Φ〉〉(i, j).
L’équivalence 〈〈Φ〉〉 est utilisée dans la sous-section 5.2.2 pour réduire la
taille d’un module. Intuitivement, le théorème suivant permet d’utiliser un
état x à la place d’un état y lors de la vérification d’une formule ϕ, à partir
du moment où x〈〈ϕ〉〉y, car cette opération préserve la valeur de vérité de la
formule.
Théorème 3 (préservation de la formule). Soient x et y deux états d’un module
tels que x〈〈ϕ〉〉y. On a alors Passϕ(x)⇔ Passϕ(y) et Failϕ(x)⇔ Failϕ(y).
Par ailleurs, on montre que cette relation est une congruence par rapport
au produit synchronisé des modules. Cette propriété permet d’utiliser des
graphes réduits pendant la construction incrémentale du comportement glo-
bal, avec la garantie que l’on manipule toujours des graphes équivalents.
Théorème 4 (modularité). Soient x1 et y1 deux états d’un module, x2 et y2
deux états d’un autre module, et ϕ une formule.
Si x1〈〈ϕ〉〉y1 et x2〈〈ϕ〉〉y2 alors on a également (x1, x2)〈〈ϕ〉〉(y1, y2).
À l’aide de ces définitions et propriétés, on peut maintenant définir les
opérations de réductions proprement dites.
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5.2 Réductions
Cette section comporte les définitions de trois manières complémentaires
de réduire un module S, sachant que l’on connaît la formule ϕ destinée à être
vérifiée sur le système global ainsi que l’état initial du module. Ces réductions
sont calculées sans connaissance de l’environnement et retournent un LTS que
l’on peut utiliser à la place du module original quelle que soit la méthode de
vérification choisie pour le système global.
5.2.1 Section des chemins inutiles
La première étape tire partie du fait que l’on connaît à la fois la formule et
l’état initial du module. Elle consiste à construire le LTS Sϕ de la définition 17
qui est un produit entre le module S et la formule ϕ, et dont on se sert de trois
manières différentes.
[1] On retire d’une part les états et les transitions qui seront inutiles à la
vérification de la formule. Les transitions étiquetée par des actions n’ap-
paraissant pas dans la formule vont par exemple disparaître, ainsi que
les états ainsi devenus inaccessibles. Certaines transitions peuvent éga-
lement être supprimées si elle sont redondantes ou inutiles. Si on sait
par exemple que 〈l〉ϕ est la seule formule susceptible d’être vérifiée sur
un état x, il est inutile de conserver les transitions x l→ x′ telles que
x′ ∈ Failϕ.
[2] Le LTS Sϕ permet également de connaître quelles sous formules
peuvent potentiellement être vérifiées sur un état donné. Cela est utile
pour les autres réductions des sous-sections 5.2.2 et 5.2.4. Intuitivement,
on pourra utiliser un état à la place d’un autre si ils sont équivalents
pour toutes les sous-formules potentiellement vérifiables sur ces états.
[3] On peut enfin l’utiliser pour savoir si un état dépend d’un autre pour le
calcul d’une sous-formule. Ce dont on se sert pour la réduction de la
sous-section 5.2.2.
Définition 17 (Accessibilité selon une formule). Soit un LTS S df= (Q, i, A, R, L)
et une formule ϕ. On construit le LTS Sϕ df= (Q′, i′, A′, R′, L′) dont les états
sont des couples composés d’un état de S et d’une sous-formule de ϕ. Si l’état
(x,ψ) appartient à Q′, cela signifie que la sous-formule ψ est successible d’être
vérifiée sur un état global où le module est dans l’état x.
Par la suite , f (ϕ1, . . . , ϕk) est une formule de µ-calcul, où les ϕ1, . . . , ϕk
sont ses sous-formules de la forme ϕj = 〈a〉ϕ′j ou ϕj = [a]ϕ′j accessibles seule-
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ment à l’aide de dépliages, de conjonctions ou de disjonctions. Le LTS Sϕ est
défini comme suit :
I l’ensemble des états est Q′ df= St(ϕ, i), avec
St( f (ϕ1, . . . , ϕk), x)
df
= {(x, f (ϕ1 . . . ϕk))} ∪
⋃
j=1...k

⋃
x a→x′ ,Failϕ
′
j (x′) 6=>
St(ϕ′j, x
′) si ϕj = 〈l〉ϕ′j ou ϕj = 〈s〉ϕ′j ,
⋃
x a→x′ ,Passϕ
′
j (x′) 6=>
St(ϕ′j, x
′) si ϕj = [l]ϕ′j ou ϕj = [s]ϕ
′
j ,
St(ϕ′j, x) si ϕj = 〈e〉ϕ′j ou ϕj = [e]ϕ′j ;
I l’état initial est i′ df= (i, ϕ) ;
I A′ df= A ∩ {a | a apparaît dans dans ϕ}
I l’ensemble des transitions R′ est tel que si (x, f (ϕ1, . . . , ϕk)) et (x′,ψ) ap-
partiennent à St, alors (x, f (ϕ1, . . . , ϕk))
a→ (x′,ψ) ∈ R′ si et seulement
si x a→ x′ ∈ R et il existe j ∈ 1 . . . k tel que ϕj = 〈a〉ψ or ϕj = [a]ψ ;
I L′ df= L ∩ {λ | λ apparaît dans ϕ}.
Lemme 5. Le calcul de St termine.
Le LTS Sϕ peut potentiellement avoir une taille supérieure à celle de S car
chacun de ses états est constitué d’un état de S associé à une sous-formule de
ϕ. Il est cependant possible de le réduire à un sous-graphe de S en fusionnant
les états correspondants au même état de S. Si x est un état de S, on définit
Formϕ(x) df= {ψ | (x,ψ) ∈ Q}.
Définition 18 (Réduction du graphe d’accessibilité par une formule). Soient
un module S et une formule ϕ tels que Sϕ df= (Q, i, A, R, L). Le sous-graphe de
S accessible selon ϕ est Reduced(Sϕ) df= (Q′, i′, A, R′, L) où :
I Q′ df= {x | Form(x) 6= ∅} ;
I (i′, ϕ) df= i ;
I x a→ y ∈ R′ si et seulement si il existe ϕ1 et ϕ2 tels que (x, ϕ1) a→
(y, ϕ2) ∈ R.
Le théorème suivant nous indique que les LTS obtenus par les opérations
précédentes sont bien équivalents au module original.
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Théorème 5 (Préservation de l’équivalence pour la formule). Soient S et S′
deux LTS, et ϕ une formule. On écrit S〈〈ϕ〉〉S′ si les états initiaux de S et de S′
sont équivalent par rapport à la relation 〈〈ϕ〉〉. On a alors les deux propriétés
suivantes :
S〈〈ϕ〉〉Sϕ et Reduced(Sϕ)〈〈ϕ〉〉Sϕ.
Exemple 2. La figure 5.7 présente l’exploration d’un LTS grâce à la formule
Φ df= µX.〈L〉X ∨ B où L df= {l1, l2, s1, s2} et B df= ((a ∧ v) ∨ (b ∧ w)). L’action
étiquetée par l3 n’apparaît pas dans la formule, on peut donc supprimer la
partie droite du graphe sans perturber la vérification de la formule sur le sys-
tème global. Par ailleurs, puisque l’état 2 appartient à FailΦ, on peut supprimer
la transition l1 menant vers cet état et donc les états 2 et 3 qui n’apporteront
rien au calcul de la valeur de vérité de Φ.
FailΦ(2) = >
l3 6∈ L
a,¬b1,Φ
¬a,¬b 2
¬a,¬b 3
l1
l2 l2 a,¬b
4,Φ
a,¬b
5,Φ
a, b
6,Φ
a,¬b 7,Φa, b8,Φ
a, b
9
. . .l3
l1
l2 s1
s2
s1
s2
FIGURE 5.7 – Exploration dépendante de la formule avec section des chemins
inutiles.
5.2.2 Raccourcissement de chemins
Soient x et y deux états d’un module tels que x〈〈ϕ〉〉y. On a montré que
pour tout état env de l’environnement, (x, env) |= ϕ ⇔ (y, env) |= ϕ. L’idée
est ici de choisir parmi ces deux états, celui qui va générer le plus petit graphe
accessible par la formule ϕ (comme défini dans la section 5.2.1). Par exemple,
quand une formule traite de l’exécution d’un système après une période d’ini-
tialisation, les états correspondants à cette initialisation pourront être retirés.
Par contre dans d’autres cas, le graphe Sϕ sera constitué d’une seule compo-
sante fortement connexe (SCC) et cette réduction n’aura dont aucun effet.
On montre dans le théorème 6 que l’on peut modifier le graphe Sϕ en rem-
plaçant un état (x,ψ) par un autre état (y,ψ), à partir du moment où l’on a
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(x,ψ)〈〈ψ〉〉(y,ψ) et qu’il n’y a pas de chemin de (y,ψ) à (x,ψ) dans Sϕ. Cette
opération de remplacement nous permet de ”sauter par dessus” un état. La ré-
duction du module commence par rechercher un état équivalent à l’état initial
(mais à partir duquel on pourra atteindre moins d’états) que l’on pourra uti-
liser à la place. On réitère ensuite l’opération sur les successeurs de ce nouvel
état.
L’opération de remplacement suivante peut être itérée sur le graphe d’ac-
cessibilité dépendant de la formule définie en section 5.2.1 avant d’appliquer
l’opération Reduced.
Définition 19 (Remplacement d’un état). Soit Sψ df= (Q, i, A, R,L) un LTS ob-
tenu d’après la définition 18, et (x, ϕ) et (y, ϕ) ∈ Q. Replace(Sψ, (x, ϕ), (y, ϕ))
est construit en redirigeant les transitions d’entrée de (x, ϕ) vers (y, ϕ). For-
mellement, Replace(Sψ, (x, ϕ), (y, ϕ)) df= (Q′, i′, A, R′, L) où :
I Q′ df= Q \ (x, ϕ) ;
I i′ df= (y, ϕ) si i = (x, ϕ), sinon i′ df= i ;
I R′ df= (R \ {(x′, ϕ′) a→ (x, ϕ)})
∪ {(x′, ϕ′) a→ (y, ϕ) | (x′, ϕ′) a→ (x, ϕ) ∈ R}.
Le théorème suivant précise les conditions sous lesquelles un état peut être
remplacé par un autre.
Théorème 6. Soit Sψ un LTS, (x, ϕ) et (y, ϕ) deux états tels que (x, ϕ)〈〈ϕ〉〉(y, ϕ).
S’il n’y a pas de chemin de (y, ϕ) vers (x, ϕ) dans Sψ, alors on a
Sψ〈〈ψ〉〉Replace(Sψ, (x, ϕ), (y, ϕ)).
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Sϕ
¬p0,Φ
¬p
2,Φ
¬p
1,Φ
p
3,Φ
l
l
l
l
Replace(Sϕ, (1, ϕ), (2, ϕ))
¬p0,Φ
¬p
2,Φ
l
l
Replace(Sϕ, (0, ϕ), (3, ϕ))
p3,Φ
FIGURE 5.8 – Tous les états sont équivalents pour Φ = µX.〈l〉X ∨ p car ils
appartiennent tous à PassΦ (il existe un chemin composé d’actions l menant
vers p à partir de chaque état). On peut remplacer (0, ϕ) par (3, ϕ) car il n’y
à pas de chemin de (3, ϕ) vers (0, ϕ), mais ce n’est pas le cas de (1, ϕ) et de
(2, ϕ) pour lesquels le remplacement fait perdre l’accessibilité à p et modifie
la valeur de la formule.
Cette opération nous permet d’éviter l’état (x, ϕ) et d’aller directement
vers l’état (y, ϕ). Cela peut potentiellement amener à d’importantes réduc-
tions si (x, ϕ) et ses successeurs deviennent inaccessibles, auquel cas ils
peuvent être supprimés.
Exemple 3. Le LTS de la figure 5.9 est obtenu à partir de celui de la figure
5.7 en remplaçant l’état initial (1,Φ) par (5,Φ). Cela est justifié car tous les
états sont ici équivalents pour la relation 〈〈Φ〉〉 (et donc 1 and 5 en particulier)
et parce qu’il n’y a pas de chemin de (5,Φ) vers (1,Φ). Les états 1 et 4 sont
alors retirés car ils ne sont plus accessibles. On choisit ici l’état (5,Φ) car il
appartient à l’unique composante fortement connexe terminale, afin d’obtenir
la meilleure réduction possible. On peut en général avoir le choix entre plu-
sieurs états équivalents amenant à des réductions différentes, et la recherche
d’une stratégie optimale fait partie des perspectives.
L’algorithme du prototype utilisé dans le chapitre 6 explore le LTS Sϕ, et
remplace chaque état (x,ψ) découvert par un état (y,ψ) qui est équivalent, ac-
cessible depuis (x,ψ) et appartient à la composante fortement connexe la plus
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éloignée possible de celle de (x,ψ) (pour un ordre topologique donné). Cette
technique n’est cependant pas déterministe et peut être notamment améliorée
grâce à un choix plus précis de la composante fortement connexe sélectionnée.
a,¬b
5,Φ
a, b
6,Φ
a,¬b 7,Φa, b8,Φ
s1
s2
s1
s2
FIGURE 5.9 – Raccourcissement de chemin.
5.2.3 Suppression des arcs sortant inutiles
Considérons l’exemple de la figure 5.10. L’état 1 appartient à Pass〈a〉p∨〈b〉¬p
même si l’on supprime une de ses arêtes sortantes. De façon plus générale on
peut essayer de supprimer des transitions sortantes (et donc les états unique-
ment accessibles par celles ci), pour les états (x, ϕ) tels que l’on a Passϕ(x) =
¬Failϕ(x). On peut dans ce cas supprimer certains des arcs sortants de (x, ϕ)
dans la mesure où cela ne modifie pas la valeur de Pass et de Fail.
(1, 〈a〉p ∨ 〈b〉¬p)
p
(2, p)
¬p
(3,¬p)
a b
FIGURE 5.10 – Exemple d’arcs sortants redondants. Les actions a et b sont
locales.
On cherche à supprimer certaines transitions sortantes d’un noeud (x, ϕ)
avec ϕ = f (ϕ1, . . . , ϕk). On construit dans un premier temps tous les en-
sembles de transitions suffisants à obtenir la bonne valeur pour Passϕ(x). De
façon similaire on obtient ceux suffisants pour le calcul de Failϕ(x), puis on
sélectionne un ensemble commun minimal. Il en existe au moins un qui est
l’ensemble de toutes les transitions sortantes. Si il existe plusieurs ensembles
valides et incomparables on en choisit un de façon arbitraire. Comme pour le
choix d’une composante fortement connexe lors de la réduction précédente,
on veux sélectionner l’ensemble qui permet d’enlever le maximum d’états du
graphe mais on ne propose pas ici de stratégie.
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Définition 20 (Transitions sortantes suffisantes). Soit r un ensemble d’arêtes
sortantes d’un noeud x, x/r représente le noeud x du LTS obtenu en ne
conservant que celles ci (parmi les arêtes sortantes de x). Soient Bm et BM
des formules booléennes sur l’ensemble des variables d’états de ϕ externes
au module. On construit l’ensemble Tp(x, ϕ, [Bm, BM]) qui contient des
ensembles d’arêtes sortantes de x, de telle sorte que pour tout r appartenant
à Tp(x, ϕ, [Bm, BM]), on ait Bm ⇒ Passϕ(x/r) ⇒ BM. On construit pour Fail,
Tf (x, ϕ, [Bm, BM]) de manière similaire.
[1] Cas ϕ = 〈a〉ψ ou ϕ = [a]ψ;
r appartient à Tp(x, ϕ, [Bm, BM]) si on a Bm ⇒ Passϕ(x/r) ⇒ BM. Il ap-
partient à Tf (x, ϕ, [Bm, BM]) si on a Bm ⇒ Failϕ(x/r)⇒ BM.
[2] Cas ϕ = ϕ1 ∨ ϕ2;
r appartient à Tp(x, ϕ1 ∨ ϕ2, [Bm, BM]) s’il existe une formule B′ telle que
B′ ⇒ Bm et telle que r est à la fois un élément de Tp(x, ϕ1, [B′, BM]) et de
Tp(x, ϕ2, [Bm ∧ ¬B′, BM]). Le majorant BM reste inchangé car pour avoir
Passϕ1∨ϕ2(x/r) ⇒ BM il faut avoir Passϕ1(x/r) ⇒ BM et Passϕ2(x/r) ⇒
BM. Il suffit cependant de B′ ⇒ Passϕ1(x/r) et ¬B′ ∧ Bm ⇒ Passϕ2(x/r)
pour avoir Bm ⇒ Passϕ1∨ϕ2(x/r). On a aussi r appartient à Tf (x, ϕ1 ∨
ϕ2, [Bm, BM]) s’il existe une formule B′ telle que BM ⇒ B′ et telle que
r est à la fois un élément de Tf (x, ϕ1, [Bm, B′]) et de Tf (x, ϕ2, [Bm, BM ∨
¬B′]).
[3] Cas ϕ = ϕ1 ∧ ϕ2;
C’est le cas dual du précédent, r appartient à Tp(x, ϕ1 ∧ ϕ2, [Bm, BM])
si il existe B′ telle que BM ⇒ B, et r appartient à la fois à
Tp(x, ϕ1, [Bm, B′]) et à Tp(x, ϕ2, [Bm, BM ∨ ¬B′]). De plus, r appar-
tient à Tf (x, ϕ1 ∧ ϕ2, [Bm, BM]) si il existe B′ telle que B′ ⇒ Bm, et r
appartient à la fois à Tf (x, ϕ1, [B′, BM]) et à Tf (x, ϕ2, [Bm ∧ ¬B′, BM]).
Sur un état (x, ϕ) tel que Passϕ(x, ϕ) = ¬Failϕ(x, ϕ) on peut ré-
duire le graphe en ne gardant qu’un ensemble d’arêtes minimal commun a
Tp((x, ϕ), ϕ, [Passϕ(x, ϕ), Passϕ(x, ϕ)]) et Tf ((x, ϕ), ϕ, [Failϕ(x, ϕ), Failϕ(x, ϕ)]).
Cela ne modifie pas les valeurs de Pass et Fail, le nouvel état est alors équi-
valent à l’ancien.
5.2.4 Réduction par quotient
Si deux états équivalents appartiennent à la même composante fortement
connexe du graphe Sϕ, on ne peut pas remplacer l’un par l’autre (cf figure 5.8),
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mais il est parfois possible de les fusionner. À cet effet, on définit la relation
d’équivalence ≈ϕ qui est résistante à une réduction du graphe par quotient.
On défini dans un premier temps une première relation ∼ϕ telle que deux
états équivalents sont indifférentiables par ϕ (toujours par l’analyse du sys-
tème global). On utilise alors le LTS Sϕ de la sous-section 5.2.1 afin de sa-
voir quelles sous-formules sont potentiellement vérifiées sur chaque état. Cela
nous permet de fusionner les états étant au moins équivalents (pour ∼) pour
ces formules. Sans cette information, il faudrait que les états fusionnés soient
équivalents sur toutes les sous-formules possibles.
Étant donné un LTS S, deux états x, y, et une formule ϕ, on défini la fonc-
tion ∼ϕS grâce aux règles exposées en figure 5.11.
On écrit alors x ∼ϕ y si et seulement si on a ∼ϕ (x, y) = >.
∼B (x, y) df= B@x ⇔ B@y (5.12)
∼ϕ1∧ϕ2 (x, y) df=∼ϕ1 (x, y)∧ ∼ϕ2 (x, y) (5.13)
∼〈l〉ϕ (x, y) df= Fail〈l〉ϕ(x) ∨ ∧
x l→x′
∨
y l→y′
∼ϕ (x′, y′) (5.14)
∧
Fail〈l〉ϕ(y) ∨ ∧
y l→y′
∨
x l→x′
∼ϕ (y′, x′)
∼〈s〉ϕ (x, y) df= Fail〈s〉ϕ(x) (5.15)
∨
{
> si ∧x s→x′ ∨y s→y′ ∼ϕ (x′, y′)
⊥ sinon∧
Fail〈s〉ϕ(y)
∨
{
> si ∧y s→y′ ∨x s→x′ ∼ϕ (y′, x′)
⊥ sinon
∼〈e〉ϕ (x, y) df=
{
> si ∼ϕ (x, y)
⊥ sinon (5.16)
∼µX.ϕ (x, y) df= ∨{ f (x, y) |∼ϕ f Q2⇐ f } (5.17)
∼¬ϕ (x, y) df=∼ϕ (x, y) (5.18)
FIGURE 5.11 – Définition de la relation ∼ϕ
Lemme 6. Pour toute formule ϕ, ∼ϕ est une relation d’équivalence calculable
en un nombre d’itération fini.
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La réduction du graphe consiste à fusionner les états équivalents par rap-
port à toutes les sous formules pouvant être vérifiées sur ces états.
Définition 21. Pour un LTS S et une formule ψ, on écrit x ≈ψ y si et seulement
si on a Formψ(x) = Formψ(y) et x ∼ϕ y pour chaque formule ϕ appartenant à
Formψ(x).
On peut alors construire le graphe quotient de S par la relation ≈ψ.
Définition 22. Soient S df= (Q, i, A, R, L) un LTS et ϕ une formule. La réduction
de S par rapport à ϕ, est le LTS (Q′, i′, A′, R′, L′) tel que :
I Q′ df= Q/≈ϕ est l’ensemble des classes d’équivalence de la relation ≈ϕ ;
I i′ df= [i] ;
I A′ = A ;
I R′ df= {(c1, a, c2) ∈ Q′ × A′ ×Q′ | ∃q1 ∈ c1, ∃q2 ∈ c2, (q1, a, q2) ∈ R} ;
I L′(c) df= ∨q∈[c] L(q).
Comme précédemment, les théorèmes suivants nous indiquent que cette
opération de réduction préserve bien la valeur de vérité de la formule sur le
système global.
Théorème 7 (Compositionnalité). Soient x1, y1 deux états de S1, x2, y2 deux
états de S2, et ϕ une formule. Si x1 ≈ϕ y1 et x2 ≈ϕ y2 alors (x1, x2) ≈ϕ (y1, y2).
Théorème 8 (Préservation de Pass et de Fail). Soient x et y deux états de S, et
ψ une formule. Si x ≈ψ y alors pour tout ϕ ∈ Formψ(x), Passϕ(x) ⇔ Passϕ(y)
et Failϕ(x)⇔ Failϕ(y).
Théorème 9 (Préservation de la relation par la réduction). Pour tout état x et
toute formule ψ, x ≈ψ [x].
Exemple 4. Le LTS de droite de la figure 5.12 est obtenu à partir de celui de
gauche en appliquant la réduction quotient définie par la relation≈Φ (Φ étant
définie dans l’exemple 2).
a,¬b
5,Φ
a, b
6,Φ
a,¬b 7,Φa, b8,Φ
s1
s2
s1
s2
a,¬b{5, 7}
a, b{6, 8}
s1 s2
FIGURE 5.12 – Réduction par quotient.
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Chapitre 6
Expérimentations
Ce chapitre présente quelques expérimentations réalisées à l’aide d’un
prototype (comportant environ 2500 lignes de Haskell [54]) qui implémente
les opérations d’accessibilité par une formule puis la réduction par raccour-
cissement de chemin (définies respectivement en sous-sections 5.2.1 et 5.2.2).
Les autres réductions ne sont pas implémentées pour le moment.
Ces expérimentations ne constituent pas une campagne de benchmark ri-
goureuse (cela fait partie des perspectives) mais de premiers exemples relati-
vement simples et artificiels ayant pour but principal de tester le prototype et
de constater les réductions obtenues.
La section 6.1 comporte la définition formelle d’un réseau de Petri coloré,
dont on se sert pour décrire de façon concise les différents modèles étudiés.
La section 6.2 étudie un module d’un système d’exclusion mutuelle, dont
on peut augmenter la taille en modifiant le nombre de jetons initial du réseau
de Petri. On compare les réductions obtenues avec la réduction SAFETY (cf
13) qui préserve également les propriétés considérées.
La section 6.3 considère un problème similaire au dîner des philo-
sophes [38], où chaque agent a besoin de s’approprier un sous-ensemble
donné des ressources communes pour pouvoir effectuer une action (puis il
les libère). En modifiant les nombres d’agents et de ressources disponibles
et les relations d’accessibilité des ressource pour les agents, on peut générer
différents LTS modulaires. Pour ces différents systèmes, on s’intéresse alors
aux coefficients de réduction obtenus pour toutes les agrégations possibles,
dans l’optique de comparer ces résultats à la structure du système (en terme
de ressources partagées) et d’obtenir des données pour étudier le problème
de l’ordre d’analyse hiérarchique (cf. section 2.4.1).
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6.1 Réseaux de Petri colorés
On rappelle brièvement la définition des réseaux de Petri colorés, qui vont
nous permettre de décrire les différent modules des LTS modulaires utilisés
dans nos expériences. Le comportement d’un tel LTS modulaire est également
le comportement du réseau de Petri modulaire avec partage de transitions
composé des réseaux de Petri décrivant les différents modules [88, 25, 24].
Le langage de coloration d’un réseau de Petri est décrit de manière abs-
traite par les ensembles suivants.
I D est l’ensemble des valeurs manipulables par le langage. Il peut conte-
nir en particulier le jeton noir classique •, les valeurs Booléennes True et
False, et une valeur spéciale ’undefined’ ;
I V est un ensemble de variables ;
I E est l’ensemble des expressions du langage. Pour une expression donnée
e, on note vars(e) l’ensemble des variables présentes dans e.
Une valuation est ici une fonction partielle β : V→ D associant des valeurs à
un ensemble de variables. Pour une expression e ∈ E on désigne par β(e) ∈ D
l’évaluation de e pour la valuation β. Si cette évaluation échoue, par exemple
si e est syntaxiquement incorrecte ou si β n’est pas définie pour toutes les
variables de vars(e), on a alors β(e) df= undefined.
Définition 23 (Réseau de Petri). Étant donnés un ensemble de types D Un
réseau de Petri est un triplet (P, T, l) où :
I P est un ensemble fini de places ;
I T est un ensemble fini de transitions, disjoint de P ;
I l est une fonction d’étiquetage telle que :
I pour toute place p de P, l(p) ⊆ D est le type des jetons que peut
contenir cette place,
I pour toute transition t de T, l(t) ∈ E est la garde de la transition t,
c’est-à-dire une condition permettant son exécution,
I pour tout couple (x, y) de (P× T)∪ (T× P), l(x, y) est un multien-
semble de E définissant l’arc de x vers y.
Définition 24 (Comportement d’un réseau de Petri). Un marquage M d’un ré-
seau de Petri est une fonction qui associe à chaque place p un multiensemble
fini de jetons qui appartiennent chacun à l(p). Une transition t est dite fran-
chissable pour un marquage M et une valuation β si et seulement si les condi-
tions suivantes sont vérifiées :
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I M possède suffisamment de jetons. C’est-à-dire que pour toute place p,
on a β(l(p, t)) ≤ M(p) ;
I la garde est vérifiée : β(l(t)) = True ;
I les types des places sont respectés. C’est-à-dire que pour toute place p,
β(l(t, p)) est un multiensemble d’éléments de l(p).
Si une transition t du réseau de Petri est franchissable dans un marquage M à
l’aide d’une valuation β, on peut tirer cette transition et atteindre le marquage
M′ où chaque place p contient le multiensemble de jetons M(p)− β(l(p, t)) +
β(l(t, p)). On écrit alors M[t, β〉M′.
Le comportement du réseau accessible depuis le marquage M0 est le plus
petit système de transition G tel que :
I M0 est un état de G
I si M est un noeud de G et M[t, β〉M′, alors M′ est également un état de
G et M
t,β→ M′ appartient à la relation de transition de G.
6.2 Système d’exclusion mutuel
On considère un système d’exclusion mutuelle, décrit par le réseau de Pe-
tri de la figure 6.1. Ce modèle permet de générer des LTS de tailles différentes
en modifiant le nombre initial de jetons présents dans la place i. C’est un ré-
seau de Petri modulaire avec partage de transitions et sa sémantique est le LTS
modulaire dont les modules sont les comportements des différents réseaux de
Petri [24]. On peut donc utiliser ces modèles afin de générer des LTS modu-
laires sur lesquelles nos techniques d’abstraction hiérarchique sont utilisables.
Les transitions enter et leave étant synchronisées entre les deux modules,
le second module assure qu’il y a nécessairement une action leave entre deux
actions enter, avec pour objectif de limiter le nombre de jetons dans la place
crit du premier module à 1. Ce système n’est cependant pas correct car la
transition locale l3 produit également des jetons dans la place crit.
On étudie la réduction du comportement du module situé en haut de la
figure 6.1 à l’aide de la réduction SKIP avec des propriétés de sûreté et d’ac-
cessibilité. On compare les réductions obtenues avec la réduction SAFETY (cf
définition 13), qui préserve également ces propriétés. Comme dans le chapitre
4 on utilise pour cela le logiciel CADP.
On appelle A df= {l1, l2, l3, enter, leave} l’ensemble des transitions diffé-
rentes de loop, et p une constante propositionnelle dont la valeur est vraie
si et seulement si il y a au moins deux jetons dans la place crit.
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••
i
crit
l1
l2 l3
loop
enter
leave
•
enter
leave
FIGURE 6.1 – Réseau de Petri modulaire modélisant un système d’exclusion
mutuelle, chaque module est encadré en pointillés, les transitions partagées
sont dessinées avec des bordures doubles.
On définit également Hϕ comme l’ensemble maximal d’actions qu’il est
possible de dissimuler avant la réduction par quotientage du module selon la
relation d’équivalence SAFETY.
On considère ici trois formules différentes. La première est un exemple
sur lequel la méthode SKIP n’offre aucune réduction, la seconde est un cas
où la réduction obtenue est maximale car on retourne un graphe équivalent
possédant un unique état, et la dernière permet d’obtenir une réduction plus
équilibrée. Ces résultats sont présentés Figure 6.2
ϕ1
df
= µX(〈enter〉true ∨ 〈A ∪ {loop}〉X) (6.1)
Cette formule signifie qu’on peut atteindre un état dans lequel enter est
une action possible. SKIP ne permet de réduire ce graphe à l’aide de la for-
mule ϕ1 pour deux raisons. Premièrement, le graphe d’accessibilité S
ϕ1
i est
composé d’une unique composante fortement connexe, ce qui implique qu’on
ne pourra jamais trouver de remplaçants adaptés a un état. Deuxièmement,
aucun état n’appartient à Passϕ1 ou à Failϕ1 . Ils doivent donc tous être explo-
rés lors de la construction de Sϕ1i .
Afin d’obtenir un exemple sur lequel la réduction SKIP est applicable, on
considère maintenant des formules ne contenant pas l’action loop, ce qui a
pour conséquence de retirer les cycles du graphe Sϕ1i .
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ϕ2
df
= µX(p ∨ 〈A〉X) (6.2)
La Formule ϕ2 exprime l’accessibilité d’un état ayant deux jetons dans la
place crit. Cette propriété est préservée par la réduction SAFETY si on dis-
simule toutes les actions locales, les actions synchronisées devant être pré-
servées pour pouvoir composer les modules par la suite. On a donc Hϕ2 df=
{l1, l2, l3}.
En fait, il est ici possible de déterminer localement la valeur de vérité de
ϕ2, et la réduction SKIP retourne toujours un LTS comportant un unique état.
Dans la cas où le réseau de Petri est initialisé avec un seul jeton, l’état initial
appartient à Failϕ2 car il n’est jamais possible d’avoir deux jetons en place crit
(le nombre total de jetons restant constant). Le module peut alors être réduit à
un seul état satisfaisant ¬p.
Dans le cas où la place i contient initialement deux jetons ou plus, il est
possible de placer deux jetons dans la place crit en utilisant uniquement des
transitions locales. L’état initial appartient à Passϕ2 et le module est équivalent
à celui composé d’un seul état vérifiant p.
ϕ3
df
= νY(¬p ∧ [A \ l2]Y) (6.3)
La formule ϕ3 signifie que tous les chemins menant à un état vérifiant p
contiennent l’action l2. Pour cette propriété, l’action l2 doit rester visible car
on doit pouvoir la différencier des autres actions locales. On a donc Hϕ3 df=
{l1, l3}. Cette action locale est par contre ignorée lors des calculs du graphe
d’accessibilité, et de la relation d’équivalence (possible car on a une connais-
sance parfaite de la formule et de l’état initial que la réduction SAFETY ne
suppose pas).
Si le réseau de Petri comporte un unique jeton, comme précédemment le
graphe est réduit à un unique état. Dans les autres cas, le graphe réduit obtenu
conserve les actions synchronisées.
En pratique, même si la relation d’équivalence basée sur la formule est
plus large que la relation SAFETY, on gagne en général à combiner les réduc-
tions SKIP et SAFETY pour deux raisons. D’une part la réduction SAFETY
peut opérer au sein d’une composante fortement connexe où SKIP est ineffi-
cace , d’autre part elle est plus rapide et permet de calculer la réduction SKIP
(qui prend plus de temps) sur un système réduit (en pratique la réduction SA-
FETY implémentée par CADP est instantanée sur les espaces d’états de tailles
manipulables par notre prototype)
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nombre initial de jetons 1 2 5 10
LTS complet (sans réduction) 8 18 128 1003
ϕ1
SAFETY 4 7 22 67
SKIP 8 18 128 1003
ϕ2
SAFETY 4 7 22 67
SKIP 1 1 1 1
ϕ3
SAFETY 5 11 57 287
SKIP 1 3 10 20
FIGURE 6.2 – Nombre d’états en fonction de la formule, du nombre initial de
jetons dans la place i et de la réduction utilisée.
6.3 Le problème des philosophes
Dans l’optique de tester différents ordres d’analyse hiérarchique d’un sys-
tème et de les comparer avec sa topologie en termes d’actions partagées, on
considère le problème classique des philosophes. Les diffèrent agents (mo-
dules) du système ont des comportements similaires et on peut construire plu-
sieurs expériences en définissant quels agents ont accès à quelles ressources.
6.3.1 Modélisation du système
Les agents peuvent prendre possession des ressources à leurs dispositions
(action Take) puis les remettre à disposition des autres agents (action Free).
Un agent ayant pris possession d’un nombre minimum de ressources peut
effectuer l’action Eat et atteindre son but. À partir de ce moment il peut uni-
quement libérer les ressources dont il a déjà pris possession.
Ici, une topologie est un graphe biparti T = (Ph, Re, E) dans lequel Ph est
l’ensemble des agents, Re est l’ensemble des ressources et E ⊆ Ph × Re est
un ensemble d’arêtes spécifiant les accès qu’ont les différents agents aux res-
sources. On définit l’ensemble des ressources accessibles à un agent a de Ph,
Res(a) df= {r ∈ Re | (a, r) ∈ E}. La figure 6.3 présente un exemple possible de
topologie, comportant trois agents et trois ressources, ainsi que le comporte-
ment d’un de ces agents. La figure 6.4 contient un réseau de Petri décrivant
le comportement d’un agent i quelconque ayant besoin de trois ressources
différentes au sein d’une topologie donnée. La place Resources contient ini-
tialement l’ensemble des ressources accessibles à cet agent. Il peut effectuer
l’action « Take r i » pour s’approprier la ressource r et la déplacer dans la place
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Taken. Si j est un second agent ayant accès à la ressource r, i peut également
effectuer l’action « Take r j » qui a pour effet de déplacer la ressource dans
la place In use. En se synchronisant sur les actions de mêmes noms, chaque
agent est donc au courant lorsqu’une ressource devient indisponible. Le prin-
cipe est similaire pour la libération des ressources. Par ailleurs, si l’agent i
possède trois jetons dans la place Taken et un dans la place Hungry, il peut
effectuer l’action "Eat i". À partir de ce moment le jeton de la place Hungry
disparaît et l’agent ne peut plus s’approprier de ressources, seulement les li-
bérer (et continuer les opérations de synchronisation avec ses voisins pour ne
pas bloquer leurs exécutions).
Take 3 b
Free 3 b
Take 3 c
Free 3 c
Eat c Free 3 c
Take 3 b Free 3 b
1
2
3
a
b
c
FIGURE 6.3 – A gauche : un exemple de topologie. T =
({a, b, c}, {1, 2, 3}, {(a, 1), (a, 2), (b, 2), (b, 3), (c, 3)}). A droite : le compor-
tement de l’agent c de cette topologie.
Res(i)Resources Taken
•
Hungry
In use
Ph \ {i}
Other agents
Take r i
Free r i
Eat i
Take r v
(r, v) ∈ E
Free r v
r r
r r
(x, y, z)
(r, v) r
r(r, v)
v
FIGURE 6.4 – Réseau de Petri décrivant le comportement d’un agent i, au sein
d’une topologie T = (Ph, Re, E), ayant besoin d’acquérir trois ressources quel-
conques pour effectuer l’action Eat.
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6.3.2 Méthode d’analyse
On considère maintenant une topologie particulière et on choisit le nombre
de ressources nécessaires aux agents. Le système est alors décrit par le LTS mo-
dulaire (Si)i∈1..n, où chaque agent est un module. Par la suite, on appelle agré-
gations les LTS modulaires composé de sous-ensembles de ces modules. Afin
d’identifier l’influence des différents modules sur l’efficacité d’une analyse
par abstraction hiérarchique, on compare les réductions obtenues sur toutes
les agrégations possibles. Pour une agrégation J et une formule ϕ donnée on
définit le coefficient de réduction obtenu, qui est le rapport entre la taille du
produit des modules et la taille de ce produit réduit avec Skip, divisé par le
nombre de module de l’agrégation :
Coefϕ(J) =
lts(J)
| Skipϕ(lts(J)) | × | J | .
Parfois, toutes les agrégations contenant une sous-agrégation particulière
peuvent être réduites en un LTS de taille très faible, par exemple si l’état
initial de cette sous-agrégation appartient à Pass. Dans ce cas les agrégations
de plus grandes tailles auront un coefficient de réduction plus important que
les autres mais ne sont pas nécessairement plus intéressantes. On divise donc
le coefficient par le nombre de modules de l’agrégation pour atténuer cet
effet. On définit ensuite une fonction d’efficacité qui accepte une agrégation
si son coefficient de réduction est supérieur à un seuil donné :
Eff
ϕ
seuil(J) = Coef
ϕ(J) ≥ seuil.
En représentant une agrégation J par un valuation de n variables boo-
léennes v1 . . . vn (vi est vrai si le module i appartient à l’agrégation), on peut
exprimer la fonction Effϕseuil sous la forme d’un diagramme de décision binaire
[67]. Cela permet d’une part de la visualiser et d’autre part d’identifier les
modules ou ensembles de modules ayant une réelle influence sur l’efficacité
de la réduction. Afin d’améliorer la lisibilité des diagrammes et de mettre en
évidence les modules ayant des rôles symétriques, on peut parfois fusionner
plusieurs noeuds en un.
I Le label du noeud créé correspond à l’ensemble des variables des
noeuds supprimés.
I Les labels des arcs sortant de ce nouveau noeud représentent alors le
nombre de variables étant vraies parmi celles apparaissant sur le noeud.
Cette opération est illustrée figure 6.5.
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J Effϕseuil(J)
∅ 0
{1} 0
{2} 0
{1, 2} 1
v1
v2
≥ seuil ≤ seuil
1
1 0
0
v1, v2
≥ seuil ≤ seuil
≤ 12
FIGURE 6.5 – Différentes représentations d’une fonction d’efficacité sur un sys-
tème comportant deux modules. À gauche, les valeurs de la fonction pour
chaque agrégation possible. À droite, le diagramme de décision correspon-
dant. En bas, le diagramme simplifié : la fonction est vraie si et seulement si
deux variables sont vraies parmi vi et v2.
On peut maintenant adapter la valeur du seuil pour obtenir différent types
d’informations sur les rôles des modules. Si la valeur du seuil est 1, on accepte
toutes les agrégations non vides comme efficaces. En augmentant la valeur du
seuil les premières agrégations rejetées sont les moins efficaces. En étudiant
le diagramme de décision correspondant, il peut par exemple être intéres-
sant de constater que deux modules doivent nécessairement être composés
ensembles pour obtenir un coefficient de réduction acceptable. En continuant
à augmenter la valeur du seuil jusqu’à ne plus accepter qu’un petit nombre
d’agrégations, on peut identifier les modules et combinaisons permettant les
meilleurs réductions. On peut alors par exemple détecter que si deux modules
appartiennent à une agrégation, celle-ci pourra toujours être réduite de façon
importante.
6.3.3 Résultats
Pour une topologie comportant n modules, on définit les variables boo-
léennes end1, . . . , endn telles que endi signifie qu’il y a un jeton dans la place
En cours de l’agent i, c’est-à-dire qu’il n’a pas encore effectué l’action Eat. La
formule ϕendedm signifiant qu’il est possible que m agents différents réussissent
à effectuer l’action Eat s’exprime alors ainsi (en utilisant l’opérateur ∃♦ de
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CTL défini page 39) :
ϕendedm
df
= ∃♦ ∨
ps⊆Ph ,|ps|=m
∧
i∈ps
endi.
La formule ϕno loop signifie que tous les chemins du systèmes sont finis (La
propriété reste récursivement vraie pour tout successeur, quelque soit le label
de la transition).
ϕno loop
df
= µX[−]X
1
2
3
4 1
2
3
4
5
1
2
34
5
5 1
2
3
4
1
2
3
4
5
67
8
910
11
12
13
14
15
16 17 18
1
2
3
4
5
6
FIGURE 6.6 – Les différentes topologies considérées.
Présence d’un cycle pour la topologie en étoile.
On considère la propriété ϕno loop exprimant que le système ne possède
pas de cycle sur la topologie en étoile dans le cas où un agent a besoin de
toutes ses ressources accessibles. Les coefficients de réduction obtenus sont
présentés figure 6.7. Le diagramme de décision obtenu avec un seuil de 15 et
correspondant aux meilleurs réductions possibles est le suivant :
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Agrégation Taille réelle Taille avant réduction Taille réduite Coefficient
1 101 101 100 1.0
4 6 6 5 1.2
3 6 6 5 1.2
2 6 6 5 1.2
5 6 6 5 1.2
12 193 165 8 12.1
13 193 165 8 12.1
14 193 165 8 12.1
15 193 165 8 12.1
25 36 25 13 1.4
32 36 25 13 1.4
35 36 25 13 1.4
42 36 25 13 1.4
43 36 25 13 1.4
45 36 25 13 1.4
125 373 20 4 31.1
132 373 20 4 31.1
135 373 20 4 31.1
142 373 20 4 31.1
143 373 20 4 31.1
145 373 20 4 31.1
325 216 65 35 2.1
425 216 65 35 2.1
432 216 65 35 2.1
435 216 65 35 2.1
1325 727 10 1 181.8
1425 727 10 2 90.9
1432 727 10 1 181.8
1435 727 10 1 181.8
4325 1296 169 97 3.3
14325 1425 5 1 285
FIGURE 6.7 – Résultats pour la formule ϕno loop sur la topologie en étoile. La
taille réelle d’une agrégation est le nombre d’état du produit de ses différents
modules. La taille avant réduction est la meilleur taille intermédiaire obtenue
en appliquant le processus de réduction hiérarchique.
2, 3, 4, 5
1
coef < 10 coef ≥ 10
0 0
≥ 1
1
Pour obtenir une réduction importante, il est nécessaire que le module 1 soit
présent dans l’agrégation, aux cotés d’au moins un autre module. En fait
l’agrégation possède dans ce cas un cycle constitué d’actions locales, qui sera
donc aussi présent sur le système total.
Topologie en cercle On considère la formule ϕended1 , sur la topologie circu-
laire de la figure 6.6. La figure 6.8 présente les résultats obtenus dans le cas
où les agents ont besoin de deux ressources pour pouvoir terminer. On ob-
serve que les réductions les plus importantes (où le LTS réduit possède deux
ou trois états) sont obtenues pour les agrégations contenant au moins trois
modules voisins. Dans ce cas (et seulement dans ce cas) l’agrégation peut at-
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Agrégation Taille réelle Taille avant réduction Taille réduite Coefficient
1 15 15 15 1
2 15 15 15 1
3 15 15 15 1
4 15 15 15 1
5 15 15 15 1
12 72 82 36 1.0
13 225 225 105 1.1
14 225 225 105 1.1
15 72 82 30 1.2
23 72 82 36 1.0
24 225 225 105 1.1
25 225 225 105 1.1
34 72 82 36 1.0
35 225 225 105 1.1
45 72 82 33 1.1
123 346 200 2 57.7
124 1080 540 333 1.1
125 346 167 3 38.4
134 1080 540 303 1.2
135 1080 450 273 1.3
145 346 220 3 38.4
234 346 207 2 57.7
235 1080 540 303 1.2
245 1080 495 305 1.2
345 346 183 2 57.7
1234 1664 15 2 208.0
1235 1664 44 3 138.7
1245 1664 75 3 138.7
1345 1664 15 2 208.0
2345 1664 15 2 208.0
12345 2575 9 2 257.5
FIGURE 6.8 – Réductions obtenues pour la formule ϕended1 sur la topologie
circulaire. Deux ressources sont nécessaires à effectuer l’action Eat.
teindre un état où l’agent situé au milieu a terminé à l’aide d’actions locales,
et on sait donc que la formule est globalement vraie. L’état initial de l’agréga-
tion peut donc être directement remplacé par un état où l’action locale "Eat"
est possible. La figure 6.9 présente des résultats similaires dans le cas où les
modules ont seulement besoin d’une ressource pour pouvoir effectuer l’action
"Eat". Ici il est nécessaire et suffisant qu’une agrégation possède deux modules
voisins pour pouvoir conclure. La construction d’un diagramme de décision
n’aide pas ici à l’interprétation des résultats. En effet, le fait qu’une agrégation
possède des modules voisins ne s’exprime pas bien à l’aides des variables
booléennes.
Un agent peut terminer sur la troisième topologie La figure 6.10 comporte
les résultats obtenus sur la dernière topologie de la figure 6.6, dans le cas où un
agents à besoin de toutes ses ressources pour terminer. La formule considérée
est ϕended1 (un état où un module a terminé est accessible) et le diagramme de
décision obtenu est le suivant :
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Agrégation Taille réelle Taille avant réduction Taille réduite Coefficient
1 15 15 11 1.4
2 15 15 11 1.4
3 15 15 11 1.4
4 15 15 11 1.4
5 15 15 11 1.4
12 72 48 3 12,0
13 225 121 53 2,1
14 225 121 53 2,1
15 72 48 3 12,0
23 72 48 3 12,0
24 225 121 53 2,1
25 225 121 53 2,1
34 72 48 3 12,0
35 225 121 53 2,1
45 72 48 3 12,0
123 346 33 3 38,4
124 1080 33 3 120,0
125 346 21 2 57,7
134 1080 33 3 120,0
135 1080 33 3 120,0
145 346 33 3 38,4
234 346 21 2 57,7
235 1080 33 3 120,0
245 1080 33 3 120,0
345 346 21 2 57,7
1234 1664 9 3 138,7
1235 1664 11 2 208,0
1245 1664 9 2 208,0
1345 1664 9 3 138,7
2345 1664 9 3 138,7
12345 2575 3 3 171,7
FIGURE 6.9 – Réductions obtenues pour la formule ϕended1 sur la topologie
circulaire. Une seule ressource suffit pour effectuer l’action Eat.
1, 2, 3
4, 5, 6
coef ≥ 20 coef < 20
3 3
≤ 2
≤ 2
Encore une fois les agents sont regroupés en fonction de leur proximité
en terme de ressources partagées. Les modules 1,2 et 3 partagent notamment
l’action « F1 », et il est nécessaire qu’ils fassent partie de la même agrégation
pour que cette ressource soit locale, ce qui permet de trouver un chemin local
permettant à tous ces modules de terminer. De même pour les modules 4,5 et
6 avec l’action « F12 ».
Libération des ressources sur la troisième topologie On considère mainte-
nant la formule ϕliberee1,F7 sur le même système signifiant que si l’agent 1 prend
possession de la ressource F7, il a la possibilité de la libérer après un nombre
fini d’actions. En notantO l’ensemble des actions différentes de Free F7 1, cette
propriété s’exprime ainsi :
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Agrégation Taille réelle Taille avant réduction Taille réduite Coefficient
1 78 78 15 5.2
2 76 76 38 2
3 110 11 38 2.8
4 76 76 38 2
5 71 71 38 1.8
6 69 69 15 4.6
12 250 269 126 1
13 83 89 40 1
14 570 570 295 1
15 570 570 295 1
16 225 225 105 1.1
23 215 225 117 0.9
24 474 502 284 0.8
25 1444 1444 850 0.8
26 570 570 299 1
34 1444 1444 850 0.8
35 1444 1444 850 0.8
36 570 570 299 1
45 215 225 120 0.9
46 250 269 128 1
56 83 89 40 1
123 345 180 2 57.5
124 3122 1671 1188 0.9
125 9500 - - -
126 3750 1842 1233 1
134 3154 1520 1104 1
135 3154 1520 1104 1
136 1245 600 382 1.1
145 3225 1715 1175 0.9
146 3750 1820 1235 1
156 1245 690 375 1.1
234 2683 1541 1075 0.8
235 8170 - - -
236 3225 1755 1143 0.9
245 2683 1588 1134 0.8
246 3122 1691 1190 0.9
256 3154 1520 1082 1
345 8170 - - -
346 9500 - - -
356 3154 1520 1082 1
456 345 224 3 38
1234 4313 36 2 539
1235 13110 114 3 1 092
1236 5175 45 3 431
1245 17674 - - -
1246 20560 - - -
1256 20750 - - -
1345 17845 - - -
1346 20750 - - -
1356 6889 1600 1408 1.2
1456 5175 45 3 431
2345 15191 - - -
2346 17674 - - -
2356 17845 - - -
2456 4313 1288 2 539
3456 13110 114 3 1 092
12345 24425 36 2 2 442
12346 28414 36 3 1 894
12356 28635 45 3 1 909
12456 28414 165 3 1 894
13456 28635 120 3 1 909
23456 24425 234 2 2 442
123456 39271 9 3 2 181
FIGURE 6.10 – Réductions obtenues sur la troisième topologie pour la formule
ϕended1 . Un résultat absent signifie que le calcul nécessite trop de mémoire
(quelque soit l’ordre de réduction hiérarchique choisit).
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ϕliberee1,F7 = [Take F7 1]µX.〈O〉X ∨ 〈Free F7 1〉> .
Cette propriété est vérifiée car l’agent 1 a la possibilité de libérer la res-
source juste après l’avoir acquise. Les résultats apparaissent figure 6.11. pour
un seuil de 100 on obtient le diagramme :
1, 3
seuil < 100 seuil ≥ 100
≤ 1 2
Lorsque 1 et 3 appartiennent à la même agrégation, F7 est une action locale et
on sait que la propriété est vraie et la réduction est alors importante. Dans le
cas contraire (notamment lorsque F7) est une action externe a l’agrégation, le
coefficient de réduction est très faible car même les actions locales sont impor-
tantes dans la mesure où elles comportent des cycles pouvant avoir un effet
sur la valeur globale de la formule. Dans ce cas l’explosion combinatoire fait
qu’on atteint très vite des tailles trop importantes et notre prototype échoue
par manque de mémoire.
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Agrégation Taille réelle Taille avant réduction Taille réduite Coefficient
1 93 93 9 10.3
2 83 83 66 1.3
3 139 139 43 3.2
4 83 83 66 1.3
5 79 79 66 1.2
6 88 88 61 1.4
12 3550 286 165 10.8
13 1926 142 4 240.8
14 7719 594 360 10.7
15 7347 594 348 10.6
16 8184 549 261 15.7
23 1700 428 301 2.8
24 2297 1425 1425 0.8
25 6557 - - -
26 7304 - - -
34 11537 - - -
35 10981 - - -
36 12232 - - -
45 968 647 647 0.7
46 3356 1925 1925 0.9
56 1031 602 602 0.9
123 17151 174 4 1429.3
124 98249 - - -
125 280450 - - -
126 312400 - - -
134 159858 264 18 2960.3
135 152154 264 18 2817.7
136 169488 244 10 5649.6
145 90024 - - -
146 312108 - - -
156 95883 - - -
234 47047 - - -
235 134300 - - -
236 149600 - - -
245 26790 - - -
246 92880 - - -
256 85573 - - -
345 134552 - - -
346 466484 - - -
356 143309 - - -
456 9385 - - -
1234 428572 175 10 10714.3
1235 428572 264 18 5952.4
1236 428572 244 10 10714.3
1245 428572 - - -
1246 - - - -
1256 - - - -
1345 - 423 66 ∞
1346 - 571 66 ∞
1356 - 319 34 ∞
1456 - - - -
2345 - - - -
2346 - - - -
2356 - - - -
2456 - - - -
3456 - - - -
12345 - 742 10 ∞
12346 - 879 130 ∞
12356 - 1015 130 ∞
12456 - - - -
13456 - 976 66 ∞
23456 - - - -
123456 - 210 10 ∞
FIGURE 6.11 – Réductions obtenues pour la formule ϕliberee1,F7 sur la troisième
topologie. Les agents peuvent terminer si ils ont acquis plus de la moitié leurs
ressources. Un résultat absent signifie que le calcul nécessite trop de mémoire
(quelque soit l’ordre de réduction hiérarchique choisit). On assigne un coeffi-
cient de réduction infini si l’on échoue à déterminer le nombre d’états du LTS
concret.
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Chapitre 7
Conclusion
Dans cette thèse, on s’est intéressé à combattre l’explosion combinatoire du
model-checking, dans le but de permettre l’analyse de systèmes modulaires
de plus grandes tailles.
On exploite pour cela la structure modulaire des systèmes ainsi que notre
connaissance de la formule à vérifier en appliquant une approche par réduc-
tions hiérarchiques. D’une part, on construit une abstraction spécifique à cette
formule du système de manière incrémentale, en alternant des réductions et
des compositions de ses différentes parties. D’autre part on détecte lors de la
réduction d’un module ou d’un ensemble de modules, si ceux-ci comportent
assez d’information pour déterminer la valeur de vérité de la formule sur le
système complet, auquel cas on peut stopper l’analyse et conclure directe-
ment.
Dans cette optique on peut distinguer trois contributions principales :
I Le modèles des réseaux de régulation génétique modulaires, permet-
tant de décrire des systèmes biologiques de façon adaptée à une analyse
hiérarchique ainsi qu’une application au problème de l’accessibilité des
états stables de ces systèmes.
I Deux techniques de réductions dépendant d’une formule de µ-calcul,
permettant de réduire le comportement d’une sous-partie d’un système
en ayant la garantie de préserver la formule d’intérêt sur le système glo-
bal.
I Un prototype permettant de tester la première de ces deux technique
de réduction ainsi que de premières expérimentations sur des modèles
simples.
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La première perspective théorique proche consiste à trouver des algo-
rithmes ou techniques plus efficaces pour calculer les différentes réduction
présentées ici (par exemple en utilisant des représentations symboliques si
possible) et à obtenir des résultats sur la complexité du problème. On constate
en effet que notre prototype atteint ses limites sur des systèmes de tailles
relativement faibles, comme on le voit dans les expérimentations. Au besoin,
on pourrait envisager de restreindre l’ensemble des systèmes considérés pour
utiliser des algorithmes plus spécifiques.
La seconde perspective est de préciser certains critères de choix qui n’ap-
paraissent pas dans les définitions. Dans la partie raccourcissent de chemins
(sous-section 5.2.2), parmi un ensemble d’états équivalents, on en choisit un
appartenant à une composante fortement connexe minimale, mais la stratégie
pour le choix de cette composante n’est pas précisée. La situation est similaire
dans la partie suppression des arcs sortants inutiles (sous-section 5.2.3). On y
choisit un ensemble d’arcs sortants minimal, mais on ne précise pas comment
distinguer ces ensembles minimaux. Dans les deux cas, le choix effectué a po-
tentiellement une forte influence sur la taille du modèle réduit. Déterminer le
choix optimal ou au moins de bonnes heuristiques est donc important.
Au niveau de l’implémentation, la poursuite du travail consistera à im-
plémenter la réduction par quotient, puis les critères de choix mentionnés
ci-dessus le cas échéant. Une autre branche consistera à transformer le pro-
totype en un outil distribuable ainsi qu’a effectuer une campagne de bench-
marks plus complète, par exemple avec des modèles issus du Model-Checking
Contest [58] ou des exemples biologiques tels que celui de la drosophile [103,
102] utilisé au chapitre 4.
En perspective théorique à plus long terme, le problème du meilleur ordre
d’analyse est critique car cet ordre a une influence drastique sur l’efficacité de
la méthode. En étudiant les résultats des expérimentations dont on dispose et
de celles à venir, on espère améliorer notre compréhension de ce problème et
par exemple déterminer à quel point l’heuristique smart reduction de CADP
[36] utilisée au chapitre 4 est pertinente pour les réductions définies ici.
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Chapitre 8
Preuves
La plupart des preuves suivantes sont effectuées par induction sur la struc-
ture des formules. Lorsque les preuves correspondant à certains cas sont très
similaires, on a choisit de n’en présenter qu’une seule. Par ailleurs, les cas cor-
respondants à des opérateurs de points fixes ne sont pas traités directement.
En effet comme montré dans les preuves 8.0.2 et 8.0.7, étant donné qu’on tra-
vaille sur des systèmes finis, on peut la plupart du temps remplacer une for-
mule donnée par une autre formule équivalente qui ne comporte pas d’opé-
rateurs de point fixe.
8.0.1 Théorème 1 : compositionnalité des modules de régulations
Soit ((Ni)i∈I , (Z, h)) un réseau modulaire et ((Sj)j∈I∪HO, V) le réseau de
LTS correspondant. On définit la fonction injective suivante des états de S =
lts ((Ni)i∈I , (Z, h)) vers ceux de S˜ = lts ((Sj)j∈I∪HO, V).
On associe à chaque état q de S, l’état q˜ de la manière suivante,
q˜ df= (q˜j)j∈I∪HO avec :
I q˜i[c] = q[c] si c ∈ Ci \O
I q˜i[o] = ho(q|Zo ) si o ∈ Ci ∩O
I q˜ho = q|Zo .
Cette fonction est bien injective car tous les composants d’un état q se re-
trouvent à l’identique dans q˜ d’après la première règle. On montre mainte-
nant que l’on peut également associer à chaque transition d’un graphe, une
transition du second, et on en déduit la propriété suivante : le sous graphe
de S accessible à partir d’un état l’état q0, est isomorphe au sous graphe de S˜
accessible depuis q˜o.
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Montrons que si p a→ q appartient à R alors p˜ a→ q˜ appartient à R˜.
Supposons p c←x→ q ∈ R (avec c ∈ Ci), c’est à dire :
I q[c] = Kic[ p˜i] = x et
I q[c′] = q[c] si c′ 6= c.
Montrons qu’il existe une règle (v, c← x) ∈ Vc telle que pour tout j ∈ I ∪HO,
on ait soit p˜j
v[j]→ q˜j soit v[j] = • et p˜j = q˜j. On construit v en précisant sa valeur
pour tout j appartenant à I ∪ HO :
Pour j = i : pour v[j] = c← x on a bien p˜j v[j]→ q˜j car :
I q˜i[c] = x = Ki( p˜i)
I q˜i[c′] = p˜i[c′] pour c′ 6= c
Pour j ∈ HO : soit o le composant ouvert correspondant à j. Les trois cas sui-
vants sont possibles.
I Si c ∈ Zo et ho(p|Zo ) = ho(q|Zo ) alors on choisit v[ho] = (c← x, _) et
on a p˜ho
v[ho ]→ q˜ho ∈ Rho par construction du module d’intégration.
I Si c ∈ Zo et ho(p|Zo ) 6= ho(q|Zo ) alors v[ho] = (c ← x, o ← ho(q|Zo ))
et on a également p˜ho
v[ho ]→ q˜ho ∈ Rho .
I Si c 6∈ Zo alors v[ho] = •, on a donc p˜ho = q˜ho car c n’a aucune
influence sur o.
Pour j ∈ I,j 6= i et p˜j = q˜j : on prend v[j] = •
Pour j ∈ I,j 6= i et p˜j 6= q˜j :
on prend v[j] = {o ← y | c ∈ CjO, c ∈ Zo, v[ho] = (c ← x, o ← y)}. On
a bien p˜j
v[j]→ q˜j ∈ Rj car les composants ouverts du module j sont non
contraints.
Montrons que si p˜ a→ p2 appartient à R˜ alors il existe q tel que p2 = q˜ et
p a→ q appartient à R.
I Cas a = c ← x avec c ∈ Ci : Soit p ∈ Q et p˜ c←x→ p2 ∈ R˜. On définit q de
telle sorte que q˜ = p2, c’est à dire :
I q[c] = pi2[c] et
I q[c′] = pj2[c′] si c′ 6= c appartient à Cj.
p˜ c←x→ p2 ∈ R˜ donc (d’après le vecteur de synchronisation) on a p˜i c←x→
pi2 ∈ Ri et puis pi2[c] = q[c] = Kic( p˜i). On a également q[c′] = pj2[c′] =
p˜j[c′] = p[c′] pour tout c 6= c′ ∈ Cj. Ces deux conditions impliquent que
p c←x→ q est une transition de R.
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8.0.2 Lemme 1 : le calcule de Pass termine
Comme vu après la définition 14, pour une formule close ϕ et l’ensemble
des états Q d’un module, Passϕ est une fonction qui associe à chaque état de
Q, une formule booléenne sur les variables d’état de ϕ qui sont externes au
module (une formule appartenant à l’ensemble B(Venv)). De plus, l’ensemble
des fonctions de Q vers B(Venv) munis de la relation d’ordre Q⇒, forme un
treillis fini si l’on choisit un représentant unique pour chaque classe de for-
mules Booléennes équivalentes (par exemple la forme normale disjonctive).
Considérons le cas d’une formule de point fixe σ.Xϕ, où ϕ possède une
unique variable libre. Passϕ est alors une endofonction de l’ensemble (Q →
B(Venv)). Les seuls opérateurs de négation introduits par la définition de Pass
(figure 5.1) apparaissent sur les cas de base. Cela implique que la fonction
Passϕ est une fonction monotone et que ses plus petit et plus grand points
fixes sont bien définis.
Par ailleurs, on sait que pour un module donné, il existe un entier n tel que
PassµXϕ = Passϕ
n(⊥) (et PassνXϕ = Passϕn(>)) car on travail sur des modules fi-
nis. Cette propriété nous permet de simplifier plusieurs des preuves suivantes
en considérant que les formules étudiées ne comportent pas de points fixes.
Ceci est justifié par le fait que pour toute formule ϕ, on peut construire une
formule ϕ′ sans point fixe (on dit aussi dépliée) équivalente.
8.0.3 Lemme 2 : Pass est compositionnel
Soient S1 et S2 deux modules d’un LTS modulaire, x1 un état de S1 et x2 un
état de S2. Montrons que Passϕ(x1)@x2 implique Passϕ(x1, x2). Cela est alors
également le cas pour Fail car on a par définition Failϕ = Pass¬ϕ.
Cas B : les variables d’état du module S1 étant disjointes de celles de S2, la
formule B@x1@x2 est bien égale à B@(x1, x2).
Cas ϕ1 ∧ ϕ2 : L’hypothèse d’induction nous indique que Passϕ1(x1)@x2
implique Passϕ1((x1, x2)), et que Passϕ2(x1)@x2 implique Passϕ2((x1, x2)).
On en déduit que Passϕ1(x1)@x2 ∧ Passϕ2(x1)@x2 implique Passϕ1((x1, x2)) ∧
Passϕ2((x1, x2)), qui est égal à Passϕ1∧ϕ2((x1, x2)) d’après la définition.
Cas 〈l〉ϕ : De façon similaire, on a pour chaque transition x1 l→ x′1,
Passϕ(x′1)@x2 implique Pass
ϕ(x′1, x2) grâce à l’hypothèse d’induction. On
en déduit que
∨
x1
l→x′1
Passϕ(x′1)@x2 implique
∨
x1
l→x′1
Passϕ((x′1, x2)). Ce
qui correspond à
∨
(x1,x2)
l→(x1,x2)′
Passϕ((x1, x2)′) car l’action l est locale au
module 1.
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Cas 〈s〉ϕ and 〈e〉ϕ : Dans ces cas l’implication est vérifiée car la valeur de
Pass est ⊥ (on a ⊥ ⇒ ⊥).
Cas [e]ϕ : Dans ce cas on peut appliquer l’hypothèse d’induction telle quelle
car la valeur de Pass[e]ϕ est égale à celle de Passϕ.
8.0.4 Théorème 2 : relation avec la sémantique du µ-calcul
Supposons que la formule close ϕ ne contienne que des actions et des va-
riables locales au module S, la sémantique de Passϕ correspond à la séman-
tique usuelle du µ-calcul (définition 6) et on a :
ϕS = {x | Passϕ(x) = >}.
On remarque tout d’abord que si la formule ϕ ne contient que des actions et
des variables locales, alors pour tout état x du module, Passϕ(x) est évaluée
soit à > soit à ⊥.
Cas B : Si B@x = > alors x appartient à BS, sinon on a B@x = ⊥ et x appar-
tient à Q \ BS.
Cas ϕ1 ∨ ϕ2 : On a Passϕ1∨ϕ2(x) = Passϕ1(x) ∨ Passϕ2(x). Si cette expression
est égale à>, on sait grâce à l’hypothèse d’induction que x appartient soit à ϕS1
soit à ϕS2 , et donc à (ϕ1 ∨ ϕ2)S qui est définie comme étant l’union des deux.
Cas 〈l〉ϕ : On a Pass〈l〉ϕ(x) = ∨
x l→x′(Pass
ϕ(x′)), ce qui signifie que
Pass〈l〉ϕ(x) est égal à > si et seulement si il existe une transition x l→ x′ telle
que x′ ∈ ϕS. Autrement dit si et seulement si x appartient à (〈l〉ϕ)S.
Cas µXϕ : Comme vu dans le lemme 8.0.2, il existe un entier n tel que
PassµX.ϕ = Passn.Xϕ(x). Or on pour tout entier n ∈ N, Passn.Xϕ(x) = > si et
seulement si x ∈ (n.Xϕ)S.
8.0.5 Lemme 3 : correction de Pass et de Fail
Montrons que pour tout état global (x, env), si env vérifie Passϕ(x) alors
(x, env) vérifie ϕ. Le même résultat est alors correct pour Fail. En effet, on a
d’une part Failϕ = Pass¬ϕ et d’autre part (x, env) 6|= ϕ ⇔ (x, env) |= ¬ϕ. La
propriété est prouvée par induction sur la structure de la formule.
Cas ϕ = B : On a (B@x)@env = B@(x, env), donc env |= B@x est équivalent
à (x, env) |= B.
Cas ϕ = ϕ1 ∧ ϕ2 : Si env vérifie Passϕ1∧ϕ2(x), on a env |= Passϕ1(x) et env |=
Passϕ2(x). L’hypothèse d’induction nous permet de déduire (x, env) |= ϕ1 et
(x, env) |= ϕ2, c’est à dire (x, env) |= ϕ1 ∧ ϕ2.
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Cas ϕ = 〈l〉ψ : Par définition, Passϕ(x) = ∨
x l→x′ Pass
ψ(x′). On peut trouver
un successeur x′ de x tel que env |= Passψ(x′) et donc tel que (x′, env) |= ψ
(grâce à l’hypothèse d’induction). On en déduit alors (x, env) |= ϕ.
Cas ϕ = [s]ψ : Si env |= Pass[s]ψ(x), on a Passψ(x′) = > pour toute transition
x s→ x′. Donc pour toute transition du système global (x, env) s→ (x, env)′, on
a (x, env)′ |= ψ par l’hypothèse d’induction. On a alors aussi (x, env) |= ϕ.
Cas ϕ = µXψ : Pour tout entier naturel n, env |= PassnX.ψ(x) ⇒ (x, env) |=
nX.ψ.
8.0.6 Lemme 4 : le calcul de 〈〈ϕ,ψ〉〉 termine.
La preuve est similaire à celle du lemme 1, à la différence que l’on consi-
dère ici des fonctions de Q2 vers B(V) et non plus de Q vers B(V). Pour
un calcul de point fixe 〈〈σXϕ,ψ〉〉, les règles de la Figure 5.4 utilisent unique-
ment des formules booléennes ne contenant pas de négations. Par conséquent
〈〈ϕ,ψ〉〉 est une endofonction monotone du treillis fini (Q2 → B(V), Q2⇒). Ses
plus grand et plus petit points fixes sont bien définis, et on peut les calculer
en itérant la fonction à partir des extrema du treillis (>Q2 et ⊥Q2 ) qui sont les
fonctions constantes retournant respectivement > et ⊥.
8.0.7 Dépliage d’une formule de point fixe
D’après le Lemme 4, 〈〈µX.ϕ,ψ〉〉(x, y) est une formule booléenne fi-
nie construite en appliquant les règles de la figure 5.4. On l’appelle
F(>, . . . ,>) df= 〈〈µX.ϕ,ψ〉〉(x, y), où les arguments de F correspondent à
l’initialisation du calcule du plus grand point fixe de 〈〈ϕ,ψ〉〉. Soit m le plus
grand nombre de dépliage de la formule µX.ϕ lors du calcule de 〈〈µX.ϕ,ψ〉〉.
Il existe alors des entiers n1, . . . , nk tels que
〈〈ϕm(⊥),ψ〉〉 = F(〈〈ϕn1(⊥),ψ〉〉, . . . , 〈〈ϕnk (⊥),ψ〉〉).
Puisque la formule F est monotone et que 〈〈ϕn1(⊥),ψ〉〉 est inférieur à > pour
tout n, on a
〈〈µX.ϕ,ψ〉〉 Q2⇐ 〈〈ϕm(⊥),ψ〉〉.
Définissons par ailleurs, la formule G(>, . . . ,>) df= 〈〈ϕm(⊥),ψ〉〉, dont les ar-
guments correspondent aux composantes 〈〈⊥,ψ1〉〉 . . . 〈〈⊥,ψk〉〉 de la formule
(où la constante ⊥ de gauche est atteinte). On a alors
〈〈µX.ϕ,ψ〉〉 Q2⇔ 〈〈ϕm(µX.ϕ),ψ〉〉 Q2⇔ G(〈〈µX.ϕ,ψ1〉〉, . . . , 〈〈µX.ϕ,ψ2〉〉).
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Comme précédemment, G est monotone et on a pour tout ψi, 〈〈µX.ϕ,ψi〉〉 Q
2⇒
>, donc
〈〈µX.ϕ,ψ〉〉 Q2⇒ 〈〈ϕm(⊥),ψ〉〉.
Pour un calcule de plus grand point fixe (〈〈µX.ϕ,ψ〉〉) sur un modèle
donné, on a montré que l’on peut trouver un entier m (correspondant au
nombre maximum de dépliage de la formule µX.ϕ lors du calcul), tel que
〈〈µX.ϕ,ψ〉〉 est égal à 〈〈ϕm(⊥),ψ〉〉. On peut montrer de façon similaire le
résultat pour un calcul de plus petit point fixe. Cette propriété nous permet
de nous limiter à des formules ne possédant pas de point fixes dans certaines
des preuves suivantes.
8.0.8 Transitivité de 〈〈ϕ〉〉
Soient x, y, z des états d’un module et ϕ,ψ, ξ des formules. Montrons que
si on a à la fois 〈〈ϕ,ψ〉〉(x, y) et 〈〈ψ, ξ〉〉(y, z), alors on a aussi 〈〈ϕ, ξ〉〉(x, z).
Cas de base : On est dans le cas où 〈〈ϕ,ψ〉〉(x, y) = Failϕ(x) ∨ Passψ(y) (On
note que cela inclus également le cas B1, B2). Si on a Failϕ(x) alors 〈〈ϕ, ξ〉〉(x, z)
est vérifié. Si on a Passψ(y), alors on a aussi Passξ(z) d’après la preuve du
théorème 3 et donc 〈〈ϕ, ξ〉〉(x, z).
Cas 〈〈ϕ1 ∧ ϕ2,ψ〉〉 et 〈〈ψ, ξ〉〉 : Dans ce cas on a soit 〈〈ϕ1,ψ〉〉(x, y) ∧
〈〈ψ, ξ〉〉(y, z) soit 〈〈ϕ2,ψ〉〉(x, y) ∧ 〈〈ψ, ξ〉〉(y, z). On sait donc à l’aide de l’hy-
pothèse d’induction qu’on a soit 〈〈ϕ1, ξ〉〉(x, z), soit 〈〈ϕ2, ξ〉〉(x, z). C’est à dire
〈〈ϕ1 ∧ ϕ2, ξ〉〉(x, z).
Cas 〈〈ϕ,ψ1 ∧ ψ2〉〉 et 〈〈ψ1 ∧ ψ2, ξ〉〉 : On a 〈〈ϕ,ψ1〉〉(x, y),〈〈ϕ,ψ2〉〉(x, y) et
〈〈ψ1, ξ〉〉(y, z) ∨ 〈〈ψ2, ξ〉〉(y, z). Si 〈〈ψ1, ξ〉〉(y, z) est vraie, on peut utiliser l’hy-
pothèse d’induction pour en déduire 〈〈ϕ, ξ〉〉(x, z). On procède de manière
similaire pour le cas où 〈〈ψ2, ξ〉〉(y, z) est vérifiée.
Cas 〈〈〈l〉ϕ′,ψ〉〉 et 〈〈ψ, ξ〉〉 :
Supposons
∧
x l→x′
〈〈ϕ′,ψ〉〉(x′, y) et 〈〈ψ, ξ〉〉(y, z).
L’hypothèse d’induction nous donne :∧
x l→x′
〈〈ϕ′, ξ〉〉(x′, z) = 〈〈〈l〉ϕ′, ξ〉〉(x, z).
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Cas 〈〈ϕ, 〈l〉ψ′〉〉 et 〈〈〈l〉ψ′, ξ〉〉 :
Supposons
∨
y l→y′
〈〈ϕ,ψ′〉〉(x, y′) et ∧
y l→y′
〈〈ψ′, ξ〉〉(y′, z).
Cela implique :
∨
y l→y′
〈〈ϕ, ξ〉〉(x, z) = 〈〈ϕ, ξ〉〉(x, z).
Cas 〈〈〈s〉ϕ′, 〈s〉ψ′〉〉 et 〈〈〈s〉ψ′, 〈s〉ξ ′〉〉 : On a les deux égalités suivantes :
〈〈ϕ,ψ〉〉(x, y) =
> si
∧
x s→x′
∨
y s→y′ 〈〈ϕ′,ψ′〉〉(x′, y′)
⊥ sinon
〈〈ψ, ξ〉〉(y, z) =
> si
∧
y s→y′
∨
z s→z′ 〈〈ψ′, ξ ′〉〉(y′, z′)
⊥ sinon.
On a pour tout successeur x′ de x,
∨
y s→y′
〈〈ϕ′,ψ′〉〉(x′, y′) = >.
On sait également que pour tout successeur y′ de y,∨
z s→z′
〈〈ψ′, ξ ′〉〉(y′, z′) = > est vraie,
on a donc pour tout x′,∨
y s→y′
(〈〈ϕ′,ψ′〉〉(x′, y′) ∧ ∨
z s→z′
〈〈ψ′, ξ ′〉〉(y′, z′)) = >
⇔ ∨
y s→y′
∨
z s→z′
〈〈ϕ′,ψ′〉〉(x′, y′) ∧ 〈〈ψ′, ξ ′〉〉(y′, z′) = >
⇒ ∨
y s→y′
∨
z s→z′
〈〈ϕ′, ξ ′〉〉(x′, z′) = >
⇒ ∨
z s→z′
〈〈ϕ′, ξ ′〉〉(x′, z′) = >.
8.0.9 Théorème 3 : préservation de la formule par la relation 〈〈ϕ〉〉
Montrons que si on a 〈〈ψ, ϕ〉〉(x, y) alors on a également (Passψ(x) ⇒
Passϕ(y)). Le résultat correspondant pour Fail s’ensuit car on a d’une part
Failϕ = Pass¬ϕ et d’autre part 〈〈ψ, ϕ〉〉(x, y) = 〈〈¬ϕ,¬ψ〉〉(y, x). On définie la
formule 〈〈ϕ,ψ〉〉P(x, y) grâce aux règles suivantes. Cela est en fait une autre
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façon de définir la formule Passϕ(x) ⇒ Passψ(y), dans le but de la comparer
plus facilement avec la formule 〈〈ϕ,ψ〉〉(x, y).
〈〈B1, B2〉〉P(x, y) = B1@x ⇒ B2@y
〈〈ψ, ϕ1 ∨ ϕ2〉〉P(x, y) = 〈〈ψ, ϕ1〉〉P(x, y) ∨ 〈〈ψ, ϕ2〉〉P(x, y)
〈〈ψ, 〈l〉ϕ〉〉P(x, y) = ¬Passψ(x) ∨ ∨
y l→y′
〈〈ψ, ϕ〉〉P(x, y′)
〈〈〈s〉ψ, 〈s〉ϕ〉〉P(x, y) = >
〈〈〈e〉ψ, 〈e〉ϕ〉〉P(x, y) = >
〈〈µX.ψ, ϕ〉〉P(x, y) = ∨{ f (x, y) | 〈〈ψ, ϕ〉〉P f Q2⇐ f }
〈〈ψ, ϕ〉〉P(x, y) = 〈〈¬ϕ,¬ψ〉〉P(y, x)
〈〈νX.ψ, ϕ〉〉P(x, y) = ∧{ f (x, y) | 〈〈ψ, ϕ〉〉P f Q2⇒ f }
〈〈ψ, ϕ1 ∧ ϕ2〉〉P(x, y) = 〈〈ψ, ϕ1〉〉P(x, y) ∧ 〈〈ψ, ϕ2〉〉P(x, y)
〈〈ψ, [l]ϕ〉〉P(x, y) = ∧
y l→y′
〈〈ψ, ϕ〉〉P(x, y′)
〈〈ψ, ϕ〉〉P(x, y) = Passψ(x)⇒ Passϕ(y)
On prouve que 〈〈ϕ,ψ〉〉 Q2⇒ 〈〈ϕ,ψ〉〉P par induction en comparant les règles
une a une. En fait la formule Booléenne construite pour le calcul de 〈〈ϕ,ψ〉〉P
est similaire à celle construite pour 〈〈ϕ,ψ〉〉 avec quelques différences. Les
sous-formules correspondant aux cas concernant les actions non locales sont
remplacées par > et les sous-formules correspondant à un Failϕ′ sont rempla-
cée par ¬Passϕ′ (et on a Failϕ′ Q2⇒ ¬Passϕ′ ). Puisque la formule construite est
monotone on en conclut que 〈〈ϕ,ψ〉〉 Q2⇒ 〈〈ϕ,ψ〉〉P.
8.0.10 Théorème 4 : modularité de la relation 〈〈ϕ〉〉
Soient x1 et y1 deux états d’un module S1, x2 et y2 deux états d’un
module S2, et ϕ,ψ, ξ trois formules. Montrons que si l’on a d’une part
〈〈ϕ,ψ〉〉(x1, y1)@x2 et d’autre part 〈〈ψ, ξ〉〉(x2, y2)@y1, alors la formule
〈〈ϕ, ξ〉〉((x1, x2), (y1, y2)) est vérifiée. À partir de là on obtient que si x1〈〈ϕ〉〉y1
et x2〈〈ϕ〉〉y2, alors on a également (x1, y1)〈〈ϕ〉〉(x2, y2).
Cas de base : On a
〈〈ϕ,ψ〉〉(x1, y1) = Failϕ(x1) ∨ Passψ(y1)
et 〈〈ψ, ξ〉〉(x2, y2) = Failψ(x2) ∨ Passξ(y2).
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Si on est dans le cas où x2 vérifie Failϕ(x1) alors Failϕ(x1, x2) est vérifiée, ce qui
implique 〈〈ϕ, ξ〉〉((x1, x2), (y1, y2)). Dans le cas où x2 vérifie Passψ(y1) alors y1
ne peut pas vérifier Failψ(x2). Cela veut dire que l’on a Passξ(y2)@y1, et donc
Passξ(y1, y2) ce qui implique 〈〈ϕ, ξ〉〉((x1, x2), (y1, y2)).
Cas 〈〈ϕ1 ∧ ϕ2,ψ〉〉 et 〈〈ψ, ξ〉〉 :
On a soit
〈〈ϕ1,ψ〉〉(x1, y1)@x2 ∧ 〈〈ψ, ξ〉〉(x2, y2)@y1,
soit
〈〈ϕ2,ψ〉〉(x1, y1)@x2 ∧ 〈〈ψ, ξ〉〉(x2, y2)@y1.
En appliquant l’hypothèse d’induction on obtient l’expression :
〈〈ϕ1, ξ〉〉((x1, x2), (y1, y2)) ∨ 〈〈ϕ2, ξ〉〉((x1, x2), (y1, y2)),
qui est égale à 〈〈ϕ1 ∧ ϕ2, ξ〉〉((x1, x2), (y1, y2)).
Cas 〈〈ϕ1 ∨ ϕ2,ψ〉〉 et 〈〈ψ, ξ〉〉 :
On a à la fois
〈〈ϕ1,ψ〉〉(x1, y1)@x2 ∧ 〈〈ψ, ξ〉〉(x2, y2)@y1
et
〈〈ϕ2,ψ〉〉(x1, y1)@x2 ∧ 〈〈ψ, ξ〉〉(x2, y2)@y1.
De façon similaire, on obtient 〈〈ϕ1 ∨ ϕ2, ξ〉〉((x1, x2), (y1, y2)) à l’aide de l’hy-
pothèse d’induction.
Cas 〈〈ϕ,ψ1 ∧ ψ2〉〉 et 〈〈ψ1 ∧ ψ2, ξ〉〉 :
On a à la fois
〈〈ϕ,ψ1〉〉(x1, y1)@x2,
〈〈ϕ,ψ2〉〉(x1, y1)@x2
et 〈〈ψ1, ξ〉〉(x2, y2)@y1 ∨ 〈〈ψ2, ξ〉〉(x2, y2)@y1.
Si 〈〈ψ1, ξ〉〉(x2, y2)@y1 est vérifiée on peut en déduire 〈〈ϕ, ξ〉〉((x1, x2), (y1, y2))
grâce à l’hypothèse d’induction. On procède de manière identique pour le cas
où 〈〈ψ2, ξ〉〉(x2, y2)@y1.
Cas 〈〈〈l〉ϕ′,ψ〉〉 et 〈〈ψ, ξ〉〉 :
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On a
∧
x1
l→x′1
〈〈ϕ′,ψ〉〉(x′1, y1)@x2 et 〈〈ψ, ξ〉〉(x2, y2)@y1
L’hypothèse d’induction nous donne :∧
x1
l→x′1
〈〈ϕ′, ξ〉〉((x′1, x2), (y1, y2))
=
∧
(x1,x2)
l→(x1,x2)′
〈〈ϕ′, ξ〉〉((x1, x2)′, (y1, y2))
=〈〈〈l〉ϕ′, ξ〉〉((x1, x2), (y1, y2)).
car l est une action locale au module S1.
Cas 〈〈〈s〉ϕ′, 〈s〉ψ′〉〉 et 〈〈〈s〉ψ′, 〈s〉ξ ′〉〉 :
On a
〈〈ϕ,ψ〉〉(x1, y1)@y2 =
> si
∧
x1
s→x′1
∨
y1
s→y′1
〈〈ϕ′,ψ′〉〉(x′1, y′1)@x2
⊥ sinon
〈〈ψ, ξ〉〉(x2, y2)@y1 =
> si
∧
x2
s→x′2
∨
y2
s→y′2
〈〈ψ′, ξ ′〉〉(x′2, y′2)@y1
⊥ sinon
On a donc pour tout successeurs x′1 et x
′
2,∨
y1
s→y′1
〈〈ϕ′,ψ′〉〉(x′1, y′1)@x2 et
∨
y2
s→y′2
〈〈ψ′, ξ ′〉〉(x′2, y′2)@y1
=
∧
(x1,x2)
s→(x1,x2)′
∨
(y1,y2)
s→(y1,y2)′
〈〈ϕ′,ψ′〉〉(x′1, y′1)@x2 ∧ 〈〈ψ′, ξ ′〉〉(x′2, y′2)@y1
et on peut conclure en utilisant l’hypothèse d’induction.
8.0.11 Lemme 5 : la construction de Sϕ termine
Soient Q l’ensemble des états de S et i ∈ Q son état initial. L’ensemble
St(ϕ, i) des états du LTS Sϕ, est le sous-ensemble de CL(ϕ) × Q accessible
depuis l’état initial (ϕ, i). Comme CL(ϕ), Q est fini, la construction de St(ϕ, i)
se termine en un nombre fini d’étapes.
8.0.12 Théorème 5 : Sϕ〈〈ϕ〉〉S
Soient un module S, x un état de ce module et ϕ une formule. La pre-
mière étape consiste a montrer par induction que si ϕ est une sous-formule
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de f accessible à l’aide de dépliages, conjonctions et disjonctions, alors on a :
Passϕ(x)⇔ Passϕ((x, f )).
Cas B : les états x et (x, f ) on le même label, donc B@x est équivalent à
B@(x, f ).
Cas ϕ1 ∧ ϕ2 : On a Passϕ1(x) ∧ Passϕ2(x) = Passϕ1(x, f ) ∧ Passϕ2(x, f ) (On
peut appliquer l’hypothèse d’induction car si f contient ϕ1 ∧ ϕ2, elle contient
aussi ϕ1 et ϕ2).
Cas 〈l〉ψ : On a ∨
x l→x′ Pass
ψ(x′) =
∨
(x, f ) l→(x′ ,ψ) Pass
ψ(x′,ψ). Les états
successeurs x′ qui n’apparaissent pas dans la seconde formule sont les états
tels que Failψ(x′) = >, et on sait donc que Passψ(x′) est égal à ⊥ pour ceux ci.
Montrons maintenant par induction que pour tout couple d’états x, y et de
formules ψ1,ψ2 on a la propriété suivante :
〈〈ψ1,ψ2〉〉(x, y)⇔ 〈〈ψ1,ψ2〉〉((x,ψ1), (y,ψ2)).
Où (x,ψ1) et (y,ψ2) sont des états du LTS Sϕ. On pourra ensuite écrire :
〈〈ϕ, ϕ〉〉(x, (x, ϕ))⇔〈〈ϕ, ϕ〉〉((x, ϕ), ((x, ϕ), ϕ))
⇔〈〈ϕ, ϕ〉〉((x, ϕ), (x, ϕ))
⇔〈〈ϕ, ϕ〉〉(x, x)
⇔>.
Cas de base : Fail et Pass sont préservés comme montré ci-dessus.
Cas ψ, ϕ1 ∧ ϕ2 : ϕ1 et ϕ2 sont des sous-formules de ϕ1 ∧ ϕ2 accessibles
par une conjonction. On peut donc appliquer l’hypothèse d’induction sur
〈〈ψ, ϕ1〉〉(x, y) et 〈〈ψ, ϕ2〉〉(x, y). C’est à dire :
〈〈ψ, ϕ1 ∧ ϕ2〉〉(x, y) =〈〈ψ, ϕ1〉〉(x, y) ∧ 〈〈ψ, ϕ2〉〉(x, y)
=〈〈ψ, ϕ1〉〉((x,ψ), (y, ϕ1 ∧ ϕ2))
∧〈〈ψ, ϕ2〉〉((x,ψ), (y, ϕ1 ∧ ϕ2))
=〈〈ψ, ϕ1 ∧ ϕ2〉〉((x,ψ), (y, ϕ1 ∧ ϕ2)).
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Cas ψ, 〈l〉ϕ : On a
〈〈ψ, 〈l〉ϕ〉〉(x, y) =Failψ(x) ∨ ∨
y l→y′
〈〈ψ, ϕ〉〉(x, y′)
=Failψ((x,ψ)) ∨ ∨
(y,〈l〉ϕ) l→(y′ ,ϕ)
〈〈ψ, ϕ〉〉((x,ψ), (y′, ϕ))
=〈〈ψ, 〈l〉ϕ〉〉((x,ψ), (y, 〈l〉ϕ)).
Cela est valide car pour tous les successeurs y′ tels que Failϕ(y′) = > (c’est à
dire ceux auxquels ne correspond aucun état (y′, ϕ) du graphe d’accessibilité),
on a 〈〈ψ, ϕ〉〉(x, y′) ⇒ Failψ(x), ceux qui nous permet de les ignorer dans la
formule.
Cas 〈s〉ψ, 〈s〉ϕ : On a
〈〈〈s〉ψ, 〈s〉ϕ〉〉(x, y) =
Fail〈s〉ψ(x) ∨
> si
∧
x s→x′ Fail
ψ(x′) ∨∨y s→y′ 〈〈ψ, ϕ〉〉(x′, y′)
⊥ sinon
.
La justification est similaire à celle précédente. Si la formule Failψ(x′) est vraie
alors elle peut être retirée de la conjonction. Par ailleurs si Failϕ(y′) est vraie
on a alors 〈〈ψ, ϕ〉〉(x′, y′)⇒ Failψ(x′), et le terme 〈〈ψ, ϕ〉〉(x′, y′) peut également
être retiré de la conjonction.
8.0.13 Théorème 6 : l’opération de remplacement préserve 〈〈ϕ〉〉
La transitivité de 〈〈ψ, ϕ〉〉 implique que si on a x〈〈ϕ〉〉y, alors pour tout état z
et toute formule ψ, on a d’une part 〈〈ψ, ϕ〉〉(z, x)⇔ 〈〈ψ, ϕ〉〉(z, y) et d’autre part
〈〈ϕ,ψ〉〉(x, z) ⇔ 〈〈ϕ,ψ〉〉(y, z). De plus, si il n’existe pas de chemin menant de
y à x, signifie que l’état x ne jouera aucun rôle dans les calculs de 〈〈ψ, ϕ〉〉(z, y)
et de 〈〈ϕ,ψ〉〉(y, z). On peut donc remplacer l’état x par y car la suppression
des transitions menant à x n’affectera donc pas ces valeurs.
8.0.14 Lemme 6 : ∼ϕ est une relation d’équivalence calculable
La preuve de la convergence est identique à celle de 〈〈ψ, ϕ〉〉. La réflexivité
est la symétrie de la relation se montrent par induction sur les règles de la
définition et ne sont pas détaillées ici. Montrons qu’elle est transitive, c’est à
dire que si on a ∼ϕ (x, y) et ∼ϕ (y, z), alors on a également ∼ϕ (x, z).
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Cas B : On a B@x ⇔ B@y et B@y⇔ B@z, ce qui nous donne B@x ⇔ B@z.
Cas ϕ1 ∧ ϕ2 : La transitivité de ∼ϕ1 et de ∼ϕ2 obtenue grâce à l’hypothèse
d’induction se propage à ∼ϕ1∧ϕ2 .
Cas 〈l〉ϕ : Supposons ¬Fail〈l〉ϕ(x), ce qui veux dire qu’on a donc∧
x l→x′
∨
y l→y′ ∼
ϕ (x′, y′). Cela implique également que Fail〈l〉ϕ(y) n’est pas
vérifiée, et donc qu’on a
∧
y l→y′
∨
z l→z′ ∼
ϕ (y′, z′).
On peut alors conclure
∧
x l→x′
∨
z l→z′ ∼
ϕ (x′, z′).
Comme précédemment, pour toute formule ϕ il existe une formule ϕ′ ne
comportant pas de points fixes telle que la relation ∼ϕ soit égale a ∼ϕ′ . Cela
simplifie les prochaines preuves car ils n’est pas nécessaire de considérer les
cas correspondant à des points fixes.
8.0.15 Théorème 7 : compositionnalité de ≈ψ
On considère deux modules S1 et S2, un état x1 de S1 et un autre x2 de S2,
on remarque tout d’abord que les formules qui font partie de Form((x1, x2))
font partie à la fois de Form(x1) et de Form(x2). Il reste à montrer que si
on a ∼ϕ (x1, y1) et ∼ϕ (x2, y2) pour une formule ϕ, on a alors également
∼ϕ ((x1, y1), (x2, y2)). Soient f1, f2 et f3 des fonctions du même type que ∼ϕ
sur les modules S1,S2 et S1 × S2 (respectivement), on définie la propriété
P( f1, f2, f3) comme suit : quelques soient les états x1, y1 de S1 et x2, y2 de S2,
f1(x1, y1)⇒ f2(x2, y2)⇒ f3((x1, x2), (y1, y2)).
On montre alors que les règles utilisées dans la construction de∼ϕ préservent
cette propriété P .
Cas B : On a d’une part B@x1 ⇔ B@y1 donc aussi B@x1@x2 ⇔ B@y1@x2.
On a d’autre part B@x2 ⇔ B@y2 donc notamment B@x2@y1 ⇔ B@y2@y1.
Puisque B@x2@y1 est égal à B@y1@x2 on en déduit B@(x1, x2)⇔ B(y1, y2).
Cas ∧ : Si les trois fonctions f1, f2, f3 vérifient P( f1, f2, f3), et les trois autres
f ′1, f
′
2, f
′
3 vérifient P( f ′1, f ′2, f ′3), on a alors P( f1 ∧ f ′1, f2 ∧ f ′2, f3 ∧ f ′3).
Cas 〈l〉ϕ : La preuve de la compositionnalité de Fail à déjà été effectué
dans la preuve du lemme 2. Considérons sans perte de généralité le cas où
l’action l est locale au premier module. On suppose que l’on a d’une part
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∧
x1
l→x′1
∨
y1
l→y′1
∼ϕ (x′1, y′1), et d’autre part ∼ϕ (x2, y2). On a alors
∼〈l〉ϕ ((x1, x2), (y1, y2))
=
∧
(x1,x2)
l→(x1,x2)′
∨
(y1,y2)
l→(y1,y2)′
∼ϕ ((x1, x2)′, (y1, y2)′)
=
∧
x1
l→x′1
∨
y1
l→y′1
∼ϕ ((x′1, x2), (y′1, y2)).
Donc si la fonction ∼ϕ est compositionnelle, ∼〈l〉ϕ l’est aussi.
8.0.16 Théorème 8 : ≈ψ préserve Pass
Soient ψ une formule et x, y deux états d’un module S. Montrons que si on
a x ≈ψ y alors pour toute formule ϕ de Form(x), Passϕ(x)⇔ Passϕ(y).
Cas B : Supposons ∼B (x, y), c’est à dire B@a ⇔ B@y. La propriété est vraie
car PassB(x) est égal à B@x et PassB(y) à B@y.
Cas ϕ1 ∧ ϕ2 : On suppose ∼ϕ1∧ϕ2 , c’est à dire ∼ϕ1 (x, y) et ∼ϕ2 (x, y), ainsi
que Passϕ1∧ϕ2 qui est égal à Passϕ1(x) ∧ Passϕ2(x). On obtient alors Passϕ1(y)
et Passϕ2(y), c’est à dire Passϕ1∧ϕ2(y) à l’aide de l’hypothèse d’induction.
Cas ϕ1 ∨ ϕ2 : Comme précédemment, on suppose d’une part ∼ϕ1
(x, y)∧ ∼ϕ2 (x, y), et d’autre part Passϕ1(x) ∨ Passϕ2(x). Ce qui implique
Passϕ1(y) ∨ Passϕ2(y) grâce à l’hypothèse d’induction.
Cas 〈l〉ϕ : On a les égalités :
∼〈l〉ϕ (x, y) = Fail〈l〉ϕ(x) ∨ ∧
x l→x′
∨
y l→y′
∼ϕ (x′, y′)
∧
Fail〈l〉ϕ(y) ∨ ∧
y l→y′
∨
x l→x′
∼ϕ (y′, x′)
et Pass〈l〉ϕ(x) =
∨
x l→x′
Passϕ(x′).
Si Fail〈l〉ϕ est vérifiée alors Pass〈l〉ϕ ne l’est pas et l’implication est vraie. Sup-
posons donc
∧
x l→x′
∨
y l→y′ ∼
ϕ (x′, y′) et
∨
x l→x′ Pass
ϕ(x′).
Ce qui nous permet d’obtenir
∨
y l→y′ Pass
ϕ(y′).
Cas 〈s〉ϕ et 〈e〉ϕ : Les formules Pass〈s〉ϕ(x) et Pass〈e〉ϕ(x) sont toutes deux
égales à ⊥ pour tout état x.
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8.0.17 Théorème 9 : la réduction par quotient préserves
l’équivalence ∼ϕ
Soit x un état du LTS initial et [x] l’état correspondant à la classe d’équi-
valence de x dans le graphe réduit par quotient. On a Form(x) = Form([x]).
Montrons maintenant par induction que pour toute formule ϕ appartenant à
Form(x), on a x ∼ϕ [x].
Cas B : les états x et [x] on des labels identiques donc la formule B@x et égale
à B@[x].
Cas ϕ1 ∧ ϕ2 : On a ∼ϕ1∧ϕ2 (x, [x]) =∼ϕ1 (x, [x])∧ ∼ϕ2 (x, [x]), où les deux
membres de la conjonction sont égal a > d’après l’hypothèse d’induction.
Cas 〈l〉ϕ : On a l’égalité suivante :
∼〈l〉ϕ (x, [x]) =Fail〈l〉ϕ(x) ∨ ∧
x l→x′
∨
[x] l→[x]′
∼ϕ (x′, [x]′) = >
∧Fail〈l〉ϕ([x]) ∨ ∧
[x] l→[x]′
∨
x l→x′
∼ϕ ([x]′, x′) = >.
La première partie de la conjonction est vraie car pour tout successeur x′ de x,
il existe un successeur [x]′ de [x] tel que [x]′ = [x′]. Si x n’a pas de successeur
par l’action l on a alors Fail〈l〉ϕ(x) = >. La seconde partie de la conjonction est
également vraie et la justification est similaire.
Cas 〈e〉ϕ et ¬ϕ : Dans ces cas, on peut directement appliquer l’hypothèse
d’induction car les formules ∼〈e〉ϕ et ∼¬ϕ sont toutes deux égales à ∼ϕ.
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Titre : Analyse de systèmes modulaires à l'aide de techniques d'abstractions hiérarchiques.
Mots clés : Model-checking, modularité, systèmes concurents, abstraction herarchique, mu-calcul.
Dans  cette  thèse,  on  s’intéresse  au  problème  de
l’explosion combinatoire du model-checking sur  des
systèmes  modulaires.  Les  techniques  d’abstractions
hiérarchiques  permettent  de  construire  de  manière
incrémentale  une  abstraction  d’un  modèle  en
composant  des  abstractions  de  ses  parties.  Cette
opération  doit  en  outre  préserver  les  propriétés
d’intérêt  du  modèle.  Dans  un  premier  temps,  on
définit  le  formalisme  des  réseaux  de  régulation
modulaires,  dans  le  but  de  pouvoir  étudier  des
systèmes  biologiques  en  utilisant  de  l’abstraction
hiérarchique.  On  utilise  ensuite  cette  méthode  pour
détecter  les  états  stables  accessibles  depuis  un  état
donné sur un modèle multicellulaire intervenant lors
du  développement  embryonnaire  de  la  drosophile.
L’opération  d’abstraction  SAFETY utilisée  préserve
l’accessibilité  de  tous  les  états  stable.  C’est  une
réduction classique et générique dans le sens ou elle
préserve également toutes les propriétés de sûreté d’un
système. Dans un second temps, on suppose que l’on a
connaissance de la formule globale (exprimée en μ-
calcul) que l’on veut vérifier, ainsi que de l’état initial
du module.
On  définit  alors  deux  opérations  de  réduction
différentes. Ces réductions ont pour seule contrainte de
préserver la valeur globale de la formule et il est donc
possible  d’obtenir  des  réductions  plus  importantes
qu’avec les méthodes génériques (le but reste le même :
réduire  la  taille  d’un  module  ou  d’un  sous-système
donné  sans  avoir  connaissance  du  reste  du  système).
Lors  du  calcul  de  cette  réduction,  on  effectue  de
l’analyse  partielle  pour  déterminer  si  le  sous-système
contient assez d’information pour connaître la valeur de
vérité de la formule sur le système global.  Si c’est  le
cas,  on  peut  arrêter  là  l’analyse  par  abstraction
hiérarchique ; sinon, cette étape est tout de même utile
pour réduire le module. Enfin, on teste la première de
ces  réductions  à  l’aide  d’un  prototype  sur  quelques
exemples simples. En plus de constater les coefficients
de  réduction  obtenus,  cela  permet  de  fournir  des
données  pour  s’attaquer  par  la  suite  au  problème  du
meilleur ordre d’analyse hiérarchique. C’est en effet un
problème  difficile  et  l’ordre  d’analyse  a  une  grande
influence sur les performances de ces méthodes.
Title: Analysing modular systems with hierarchical abractions.
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In  this  thesis,  we  are  interested  in  limiting  the
combinatorial explosion that happens when model-
checking  modular  systems.  We  use  hierarchical
abstraction techniques, which allow one to build an
abstraction  of  a  modular  system  by  composing
abstractions  of  his  parts,  while  ensuring  that  this
operation does not change the temporal  properties
we are interested in. At first, we define the modular
regulation  networks  formalism  in  order  to  apply
hierarchical  abstraction techniques to  the study of
biological  systems.  We then  use  this  approach  to
find the reachable stable states  of  a  multi-cellular
model involved in the development of the fruit fly
embryo.  For  this,  we  use  the  abstraction  called
SAFETY which reduces a system while keeping all
of  its  reachable  stable  states.  This  is  a  classical
reduction which is quite general in the sens that it
also preserves all the safety properties of the model.
After this, we define two new reduction operations,
which are dependent on the μ-calculus formula we
seek to verify on the global system.
We also assume that we know the initial state of the
module  or  sub-system to  be  reduced.  Since  these
reductions  must  only  preserve  the  value  of  one
formula over the global system, they should be able
to  return  smaller  systems  than  the  general  ones.
While computing these reductions on one module or
sub-system,  we  use  partial  analysis  techniques  to
test  if  it  contains  enough information to  conclude
about the truth value of the formula on the global
system. If it is the case, we can stop the incremental
analysis  right  away;  otherwise,  this  step  is  still
useful  for  the  computation  of  the  reduced  sub-
system. Finally, we use a prototype to test the first
one  of  our  reduction  operations  on  some  simple
examples. This enables us to observe how big the
reductions  are  as  well  as  getting data  in  order  to
tackle the problem of the order of analysis in the
future. It is a difficult question and an important one
since the hierarchical order in which we build the
abstraction has a huge weight on the efficiency of
these methods.
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