When monic integral polynomials of degree n ≥ 2 are ordered by the maximum of the absolute value of their coefficients, the Hilbert irreducibility theorem implies that asymptotically 100% are irreducible and have Galois group isomorphic to S n . In particular, amongst such polynomials whose coefficients are bounded by B in absolute value, asymptotically (1 + o(1))(2B + 1) n are irreducible and have Galois group S n . When G is a proper transitive subgroup of S n , however, the asymptotic count of polynomials with Galois group G has been determined only in very few cases.
Introduction
Fix an integer n ≥ 2 and let G be a subgroup of S n . For any B ≥ 1, let
where ht(f ) is the maximum absolute value of the coefficients of f . The Hilbert irreducibility theorem implies that asymptotically 100% of such polynomials are irreducible and have Galois group S n , so that P n (B; S n ) ∼ (2B + 1) n . There are very few other groups, however, for which the asymptotic order of P n (B; G) is known, even in small degrees; see [CD18] for recent results in degrees 3 and 4. Instead, one often must settle for placing upper bounds on P n (B; G).
There are two broad approaches in the literature to do so. The first uses the large sieve (often in conjunction with Serre's notion of thin sets) to bound from above the number of polynomials that avoid certain behavior modulo small primes; the record via this approach is due to Gallagher [Gal73] , who shows that P n (B; G) ≪ B n− 1 2 (log B) 1−γn with γ n > 0 for all G ≃ S n simultaneously, and Zywina [Zyw10] , who improves this to P n (B; G) ≪ B n− 1 2 for large n.
The other approach is to bound the number of polynomials such that some auxiliary Galois resolvent has an exceptional property; the pioneer of this approach and the overall recordholder is Dietmann [Die12, Die13] , who shows that P n (B; G) ≪ B n−1+ 1 [Sn:G] +ǫ for G = A n and that P n (B;
Here, we introduce a third approach that has the potential to yield substantially stronger results but requires a hypothesis that is unproved in many cases. Before stating a general theorem, we begin with two unconditional results that are reflective of our method.
Theorem 1.1. Let p ≥ 3 be prime and let C p denote the cyclic group of order p. Then
More generally, for any n ≥ 2, let P gal n (B) denote the number of monic, irreducible polynomials f ∈ Z[x] whose coefficients are bounded in absolute value by B, and for which the field Q(x)/f (x) is Galois.
Our approach is as follows. When G ⊆ S n is transitive, any polynomial f (x) counted by P n (B; G) cuts out a field Q(x)/f (x) whose normal closure has Galois group G and whose discriminant is O n (B 2n−2 ). In Section 2, we bound from above the multiplicity with which a given field is cut out in this manner. It follows that if there are not too many fields with Galois group G, then there can also not be too many polynomials with Galois group G. To make this precise, let
where K is the normal closure of K/Q and Disc(K) is the absolute discriminant of K, and set N n (X; G) := #F n (X; G). Theorem 1.3. With notation as above, assume for some constant e > 1 n 2 −n that the bound N n (X; G) ≪ X e holds for every sufficiently large X, with an implied constant depending at most on G and e. Then
If the group G is primitive, then this may be improved to
We recall that a permutation group G on n elements is said to be primitive if it preserves no nontrivial partition of the elements. For example, when p is prime, this hypothesis is satisfied for every transitive subgroup of S p , so that Theorem 1.1 follows from Theorem 1.3 and the upper bound N p (X; Wri89] . Theorem 1.2, on the other hand, follows from the first case of Theorem 1.3 and an upper bound of O(X 3/8+ǫ ) due to Ellenberg and Venkatesh [EV06, Proposition 1.3] on the number of Galois number fields. This result of Ellenberg and Venkatesh is not sharp, and correspondingly neither is Theorem 1.2. It could likely be improved substantially for any given n with modest effort. Theorem 1.3 improves on the results provided by studying thin sets and Galois resolvents desribed above if for example its hypothesis holds with some e ≤ 1 2 − 1 2n−2 ; slightly weaker results suffice for any particular group G. Malle's conjecture [Mal04] predicts an asymptotic of the form N n (X;
, where the constant a(G) is the inverse of an integer and satisfies 1 n−1 ≤ a(G) ≤ 1. Thus, for n ≥ 5, Theorem 1.3 conjecturally improves upon prior work whenever a(G) ≤ 1 3 . This criterion is satisfied precisely when G ⊆ S n is such that for every 1 = g ∈ G, the permutation action of g decomposes into at most n − 3 orbits.
Multiplicities of polynomials cutting out fields
Given a number field K of degree n and signature (r 1 , r 2 ), let
be the multiplicity with which K is cut out amongst polynomials of height at most B.
The main result of this section is the following upper bound on M K (B).
Theorem 2.1. Write λ = min{||α|| : α ∈ O K \ Z}, where for each α ∈ O K we write ||α|| for the maximum absolute value of α under the embeddings of K.
Then, we have
Loosely speaking, the idea of the proof of Theorem 2.1 is that most elements α ∈ O K should have minimal polynomials f α (x) = x n + a 1 x n−1 + · · · + a n with coefficients scaling like |a i | ≈ ||α|| i rather than having all coefficients of roughly the same size. We show that the elements whose minimal polynomials are counted by M K (B) lie in a very restricted region inside Minkowski space, and then bound from above the number of elements inside that region.
To make this precise, we begin by recalling the definition of the Mahler measure of a polynomial. Given a monic polynomial f ∈ C[x], its Mahler measure m(f ) is defined to be
where the product runs over the roots of f with multiplicity. A standard argument using Jensen's formula, which we learned about from [Ram15] , establishes that if we write f (x) = x n + a 1 x n−1 + · · · + a n , then (2.1) m(f ) ≤ 1 + a 2 1 + · · · + a 2 n ≤ √ n + 1 · ht(f ).
Let K ֒→ R r 1 × C r 2 =: K ∞ be the standard embedding of K into Minkowski space. For any x ∈ K ∞ , we may analogously define its Mahler measure m(x) by
For any Y ≥ 1, we let Ω Y ⊆ K ∞ consist of those elements whose Mahler measure is at most Y . Then by (2.1) we have
}, allowing us to proceed by bounding the right-hand side of (2.2). The volume of Ω Y , or of its projection onto any subset of the coordinate axes, is easily computed to be O n (Y (log Y ) r 1 +r 2 −1 ). It therefore follows from Davenport's lemma [Dav51] that the simpler count #{x ∈ Ω Y ∩ Z n } satisfies
For the sake of motivation, we begin by proving a weaker result than Theorem 2.1 that recovers the bound in (2.3) but for #{Ω √ n+1·B ∩ (O K − Z)}.
Proposition 2.2. With notation as above, M K (B) ≪ B(log B) r 1 +r 2 −1 .
Proof. Let µ ≍ n 1 be the shortest length of any nonzero vector in O K . Let η > 0 be an arbitrary small constant, write δ := µ √ n − η, and consider the dilation Λ := δZ n of the integer lattice Z n ⊆ K ∞ . By construction, the box of side length δ centered at any point in δZ n contains at most one point of O K . To each α ∈ O K we associate the nearest vector v α ∈ δZ n , choosing arbitrarily if there is more than one such. Then the map α → v α is injective and we write S : Box(1) , the unit box centered at the origin. Since δ ≍ 1, we have
as desired, with the last inequality following from Davenport's lemma.
Proof of Theorem 2.1. In the proof of Proposition 2.2, we still let Y = √ n + 1 · B but now choose δ := λ √ n − η and define α and S as before. The map α → v α is no longer injective, but it has the property that α − α ′ ∈ Z whenever v α = v α ′ , and hence it has preimages of size O(λ).
We now decompose the region Ω Y as Ω Y = s 1 ,s 2 Ω Y,s 1 ,s 2 , where Ω Y,s 1 ,s 2 := {x ∈ Ω Y : |x σ | ≥ δ for exactly s 1 real and s 2 complex places δ}.
For each Ω Y,s 1 ,s 2 , we now have that
This bound is as desired when s 1 + 2s 2 ≥ 2, leaving only the exceptional regions Ω Y,0,0 and Ω Y,1,0 , the latter region being nonempty only if K has a real place. The region Ω Y,0,0 , if it is nonempty, is contained within a single box of length δ centered at the origin, and hence contains only rational integers that do not contribute to M K (B).
To bound #(Ω Y,1,0 ∩ O K ), note that for each α ∈ Ω Y,1,0 , the corresponding v α has exactly one nonzero coordinate. For each such v, the number of α ∈ O K ∩ Ω Y,1,0 with v α = v is bounded above by the number of integers k with m(v + k) ≤ Y , which is ≪ Y ||v|| 1 n−1 . We therefore have
the factor of log Y being extraneous unless n = 2, but harmless to include in all cases.
The theorem now follows by summing the above bounds over all s 1 and s 2 .
Proof of Theorem 1.3
We now turn to the proof of Theorem 1.3. If f ∈ Z[x] is monic of degree n and satisfies ht(f ) ≤ B, then its discriminant satisfies |Disc(f )| ≪ B 2n−2 . It follows that there is some positive constant c such that
Appealing to Proposition 2.2, we see that M K (B) ≪ B(log B) r 1 +r 2 −1 ≤ B(log B) n−1 . By our hypothesis that N n (X; G) ≪ X e for every sufficiently large X, we conclude that
yielding the first case of the theorem.
For the second case, we require the following lemma of Ellenberg and Venkatesh.
Lemma 3.1. Let K/Q be an extension of degree n. Then for any α ∈ O K such that K = Q(α), there holds ||α|| ≫ |Disc(K)| 1 n(n−1) .
Proof. This is essentially [EV06, Lemma 3.1], but we recap the proof here because it is brief.
The minimal polynomial f α of such an α has discriminant bounded above by O(||α|| n(n−1) ).
Since the discriminant of f α is an upper bound on Disc(K), the result follows.
If the group G is primitive, then any field K ∈ F n (X; G) has no proper subextensions. By Lemma 3.1, it follows that for such fields, we may take λ = |Disc(K)| ≪ B e(2n−2)+1− 2 n (log B) n−1 by partial summation and our assumption that e > 1 n 2 −n . This completes the proof.
Further examples
While obtaining upper bounds on N n (X; G) that are useful in Theorem 1.3 is difficult in general, there are some groups G for which strong results are available. For example Klüners and Malle [KM04] proved that for a nilpotent group G ⊆ S n of order n acting in its regular representation, we have N n (X; G) ≪ X e with e = ℓ n(ℓ−1) + ǫ, where ℓ is the smallest prime divisor of n. We therefore obtain:
Theorem 4.1. Let G be a nilpotent group of order n, and let ℓ be the smallest prime divisor of |G|. Then for any ǫ > 0, P n (B; G) ≪ ǫ B 2ℓ ℓ−1 +1− 2ℓ (ℓ−1)n +ǫ .
We recall for the convenience of the reader that abelian groups are nilpotent, so Theorem 4.1 applies whenever G is abelian. Indeed, in the abelian case, Wright's earlier work [Wri89] implies that the factor of B ǫ may be replaced by a power of log B.
In fact, Malle's conjecture [Mal04] implies that the conclusion of Theorem 4.1 should hold for any group G of order n, not just nilpotent groups; this suggests for example that P gal n (B) ≪ B 5− 4 n +ǫ for every n. Additionally, recent work of Alberts [Alb18] establishes the weak Malle conjecture for nilpotent groups G in every representation, not just their regular representation; in many cases, this would yield strong upper bounds on P n (B; G) for nilpotent groups G with degree n representations.
