In this paper, we introduce new non-abelian zeta functions for number fields and study their basic properties.
However in this paper, we are not going to touch any part of such a fascinating representation oriented number theoretical theory. Instead, we do it more geometrically. It consists of two aspects, i.e., the one for integrands and the one for integration domains, along with the pioneer works of Tata and Iwasawa.
To construct quite satisfied integrands, we need a completed cohomology theory, form which RiemannRoch theorem holds. For this purpose, in Part I of this paper, for a number field F with K F a canonical element of degree log |∆ F |, we first introduce an adelic version of vector bundles E over number fields; then, we define the 0-th cohomology h 0 (F, E) and the 1-st cohomology h 1 (F, E) for these vector bundles which satisfy the standard duality h 1 (F, E) = h 0 (F, E ⊗ K F ); and finally, we prove the following Riemann-Roch theorem for them:
Here ∆ F denotes the discriminant of F . With this, then integrands may be expressed as 
dµ(E)
with dµ(E) certain Tamagawa measures over the integration domains.
To construct integration domains, we go as follows. First, in Tate and Iwasawa's expression for Dedekind zeta functions, we view the base space of all ideles modulo principal ideles not as that associated to the whole GL(n), n = 1, but as the moduli space of (stable) line bundles over number fields. In this way, then we are in a position searching for stable vector bundles and their associated moduli spaces over number fields. While in geometry stable bundles of Mumford have been intensively studied in the past four decades or so, the corresponding study in arithmetic is just at its very beginning. So in Part II of this paper, we define semi-stable vector bundles over number fields, and show that moduli spaces M r,d (F ) of semi-stable vector bundles (of rank r and degree d) are indeed closed, bounded and hence compact in GL r (F )\GL r (A F ). In particular, natural Tamagawa measure on GL induces well-defined measures on M r,d (F ), whose volumes Vol(M r,d (F )) are then finite. Clearly, Vol(M r,d (F )) are very important invariants for number fields F .
With all this, finally, in Part III of this paper, we define our new non-abelian zeta functions (essentially) by the following integration where M r (F ) = ∪ d∈R M r,d (F ) denotes the moduli space of rank r semi-stable bundles over F . Moreover, by the Riemann-Roch theorem above, we establish the functional equation, and show that their meromorphic extensions have simple poles at s = 0 and 1 with residues Vol(M r, 1 2 log |∆F | (F ))(= Vol(M r,d (F )) for any d). Main part of this paper was done when I was at Kobe University, I would like to thank my friends there for their help. Special thanks also due to T. Yamazaki for his help on Poisson summation formula, to G. van der Geer for sending me his paper, and to A. Fujiki, T. Mabuchi and K. Ueno for their interests and encouragement.
I. Vector Bundles and Their Cohomologies over Number Fields
In this part we first introduce an adelic version of vector bundles over number fields. Then we define the 0-th and the 1-st cohomology for them. Finally we prove a Riemann-Roch theorem. All this are motivated by the corresponding constructions and results over function fields and may be viewed as a refinement of Tate's earlier work and van der Geer-Schoof's recent work.
I.1. Riemann-Roch theorem in Geometry
Denote by C a projective irreducible reduced regular curve of genus g. Then for any divisor D over C, the 0-th and the 1-st cohomology groups H 0 (C, It is well-known that these groups have the following properties:
(1) If D is rationally equivalent to D ′ , i.e., there exists a rational function f on C such that
Thus in particular, we may talk about H i (C, [D] ), i = 0, 1 for any rational equivalent class [D] , which represents also a line bundle on C. (2) If K C denotes a canonical divisor of C, then there is a natural isomorphism
(3) If we measure cohomology groups H 0 (C, D) and H 1 (C, D) geometrically by their dimensions, i.e., set
, then the Riemann-Roch theorem says that
where deg(K C ) = 2g − 2.
I.2. What Happens over Number Fields?
Over number fields, Riemann-Roch theorem is far from being satisfied.
Recall that for number fields a Riemann-Roch theorem was first proved in Tate's thesis in 1950. In 60's, Lang gave his Riemann-Roch theorem in the very first edition of his standard textbook on Algebraic Number Theory ([La1] ). Much later, in 80's, in an attempt to understand Arakelov's work, Szpiro gave his version of Riemann-Roch theorem for Arakelov divisors by using the Arakelov-Euler characteristic ([La2] ).
However in all these studies, neither h 0 nor h 1 is defined. In fact, it is not until the end of 90's, two totally different versions of group H 0 and number h 0 for Arakelov divisors have been introduced by Neukirch ( [Ne] ) and van der Geer-Schoof ( [GS] ) respectively. (Neukirch, following Lang and Szpiro, defined both h 0 and h 1 , and showed a Riemann-Roch theorem for them. Unfortunately, no duality can be expected for Neukirch's h 0 and h 1 .) It is our attempt here to construct an H 0 , H 1 , and hence the h 0 and h 1 for number fields such that (1), (2) and (3) in §1 hold as well. Our approach is different from that of Lang-Arakelov-Szpiro, and is more close to that of Tate-Iwasawa. That is to say, instead of working over Arakelov setting, we go to its refined level, i.e., the * -lic discussion, following Chevalley, Tate and Weil. In particular, we will show that for any vector bundle E over a number field F ,
Here deg(K F ) = log |∆ F | with ∆ F the discriminant of F .
I.3. Vector Bundles over Number Fields
As usual, denote by Q the field of rational numbers. A field F is called a number field if it is a finite extension of Q.
From now on, let F be a number field. Denote by S = S F the collection of all (unequivalent) normalized places of F . Set S ∞ be the collection of all Archimedean places in S, and S fin := S\S ∞ .
For each v ∈ S, denote by F v the v-completion of F . If v ∈ S ∞ , F v is R or C. We will then call v (resp. denote v) a real or a complex place (resp. R or C) accordingly. If v ∈ S fin , denote by O v the ring of v-adic integers of F v , and M v its maximal ideal. Fix also a generator π v of M v .
Fix a positive integer r. For all v ∈ S, let
. With this, for v ∈ S fin , introduce a subgroup U v of G v by setting
Now, following Weil, define the associated adelic group G(A F ) via
Note that G(F ) := GL r (F ) may be naturally embedded into GL r (A F ) via the diagonal map α → (α, . . . , α, . . .). One checks that with respect to the natural topology on G(A F ), G r (F ) is a discrete subgroup of G r (A F ). So we may form the quotient group G r (F )\G r (A F ). By definition, a rank r vector bundle on a number field F is an element [g] ∈ GL r (F )\GL r (A F ). Also for our own convenience, we call an element g ∈ GL r (A F ) a rank r pre-vector bundle on F . Two rank r pre-vector bundles g = (g v ) and
(Hence, a vector bundle is indeed an equivalent class of pre-vector bundles.)
For example, if r = 1, then G(A F ) is simply the collection of invertible elements in A F , the ring of adeles of F , i.e., GL 1 (A F ) = I F , the group of ideles of F . Hence a line bundle on F is indeed an element in F * \I F . Moreover, we may view elements in I F , the so-called pre-line bundles on F in our language, as divisors on F .
I.4. Canonical Divisors and Rational Differentials for Number Fields
We start with local differentials. So let F be a number field and v ∈ S fin . Denote by λ 0 the composition of natural morphisms
Then we get a natural map λ v :
Here p is the place of Q under v, and Tr Fv/Qp : F v → Q p denotes the local trace. With this, the local different
Moreover, being an ideal of the discrete valuation ring O v with a parameter := 1 for all v ∈ S ∞ , despite that we do not have π v when v ∈ S ∞ . Motivated by the study for function fields, we then define the space of rational differentials of F by
Here · t denotes the transpose of ·. (I suggest the reader to check the sign before ord v (∂ v ) in the definition of Ω 1 F and ω F respectively.)
I.5. Algebraic Cohomology for Pre-Vector Bundles
In this section, we first introduce algebraic cohomology groups H 0 and H 1 for pre-vector bundles over number fields. Then we give a precise relation between corresponding cohomology groups when two prevector bundles are rationally equivalent. Finally, we prove a duality between these groups.
Let F be a number field. For every rank r pre-vector bundle g = (g v ) of F , define its 0-th (cohomology) group
(In this part, for any set A, let A r to be the collection of vectors (a 1 , . . . , a r ) with a i ∈ A and A r to be the collection of vectors (a 1 , . . . , a r ) t with a i ∈ A.) In particular, one sees that, if r = 1,
has the following interpretation. Let Cl(O F ) denote the ideal class group of F . Then there exists a natural morphism
Here P v denotes the prime ideal of O F corresponding to the place v. One checks easily that
which is nothing but the global section of the line bundle
. Next let us define the 1-st (cohomology) group of a rank r pre-vector bundle g on F . To make the picture more clear, we start with r = 1. In this case, H 1 (Spec(O F ), g) should be a collection of rational differentials on F . Thus, as over function fields, for a pre-line bundle g over F , naturally we define its first cohomology group by setting
From this definition, we note that there is a natural isomorphism between H 1 (Spec(O F ), g) and
. (Here and later, the tensor product is defined as usual for matrices.) In particular, we get the analogue of (2), i.e., the duality of H 0 and H 1 , in §1. We now study how H i 's depend on rational equivalence classes.
That is to say, for every element
This then gives an effective isomorphism between these two 0-th cohomology groups
Similarly, we have the canonical isomorphism
This then certainly gives the analogue of (1) of §1.
With this, we are ready to come back to the general situation, i.e., that for pre-vector bundles. By definition, for a rank r pre-vector bundle g over F , define its first cohomology groups by setting
One chacks easily that the above discussion for pre-line bundles also holds for pre-vector bundles. That is to say, we have proved the following;
Proposition. With the same notation as above,
(
(We here remind the reader that the duality between H 0 and H 1 in our setting is realized via the duality between column vectors and row vectors. ) We end this section by the following discussion, which will be used in the proof of the Riemann-Roch. Form the definition, we see that
is canonically isomorphic to
Now for a vector V , denote its j-th entry by V j . Then
That is to say, we have the following;
I.6. Geometric Arithmetic Cohomology for Vector Bundles and a Riemann-Roch
In this section, we introduce arithmetic cohomologies h 0 and h 1 for vector bundles over number fields and use them to establish a Riemann-Roch theorem.
It is well-known that in geometry, once we have cohomology groups, naturally, we use (their ranks or) their dimensions over the base field to define the corresponding h 0 and h 1 . Yet, for arithmetic setting, we must do it very differently. (By saying this, we do not mean that the original geometric counting has no implication in arithmetic setting: recently Deninger ( [D] ) proposes a formalism of Betti type (co)homology theory, where he essentially uses the original geometric way to count (infinite dimensional spaces). It would be quite interesting to understand the relation between Deninger's geometric way of counting and the one used here, which we call an arithmetic counting over finitely generated cohomology groups H 0 and H 1 .) Let F be a number field and g be a rank r pre-vector bundle on F , i.e., g ∈ GL r (A F ). Then the 0-th cohomology group and the 1-st cohomology group of g are well-defined. Note that in particular, if
are simply real or complex r-vectors. With this in mind, we define the geometric arithmetic cohomology of g as follows.
First, define the 0-th geometric arithmetic cohomology h 0 (F, g) via
and define the 1-st geometric arithmetic cohomology h 1 (F, g) via
Proposition. With the same notation as above, (1) h 0 (F, g) and h 1 (F, g) are well-defined, i.e., the summations on the right hand sides are convergent;
Proof. Except of (1), others are direct consequence of the construction. As for (1), please see the proof of the Riemann-Roch theorem below.
Hence, for a rank r vector bundle [g] over F , we define h 0 (F, [g] ) and h 1 (F, [g]), the 0-th and the 1-st arithmetic cohomology of [g] , to be h 0 (F, g) and h 1 (F, g) respectively, for any representative g ∈ GL(A F ) (of [g]). By Proposition (2) above, they are well-defined.
With all this, surely, to state the Riemann-Roch theorem, we still need to define the degree for a vector bundle. This may be done as over function fields. That is to say, if g = (g v ) ∈ GL r (A F ) is a pre-vector bundle, denote its determinant by det(g) = (det(g v )), which is simply an idele of F . Moreover, choose a Haar measure da on A F . Then for any idele b of By using the product formula, one checks that for any rank r vector bundle [g] of F ,
is well-defined. We will call this real number the degree of the rank r vector bundle [g] . For example, one checks easily that the degree of the canonical divisor ω F is simply log |∆ F |, where ∆ F denotes the discriminant of F .
Geometric Arithmetic Riemann-Roch Theorem over Number Fields. Let F be a number field. Then for any vector bundle E over F , we have
Proof. First, recall the standard Poisson summation formula to the pair (F n , A n ). Poisson summation formula. Let f be continuous and in
uniformly convergent for x in a compact subset of A n , and that α∈F nf (α) is convergent, wheref denotes the Fourier transform of f . Then
). Thus, from the Poisson summation formula above, we get the following more suitable version for our application:
with f v as follows:
2 , where for
2 , where for 
This then completes our proof of the theorem by definition and by using the property in §5 for the first cohomology group of pre-vector bundles. Note also that by the same discussion as in Tate's thesis, we see that the summations above are convergent due to our particular choices of f v 's. So h 0 and h 1 for vector bundles are well-defined, which justifies (1) of the Proposition above. Remark. We may understand van der Geer and Schoof's work as follows:
(1) For any idele a, define the associated Arakelov divisor div Ar (a) as follows:
Obviously, all Arakelov divisor may be constructed in this way. (2) Define H 0 (SpecO F , div Ar (a)) := H 0 (SpecO F , a) and setting h 0 (SpecO F , div Ar (a)) := h 0 (SpecO F , a). One checks then that this definition coincides with that of van der Geer and Schoof. Hence, we have also; van der Geer-Schoof 's Riemann-Roch theorem:
II. Stable Vector Bundles over Number Fields
In this section, we define (semi-)stable vector bundles of over number fields, and show that volumes of corresponding moduli spaces with rspect to natural measures induced from the Tamagawa one on GL r are indeed finite. The discussion is rather sketched as the only key here is the concept of stability for metrized vector sheaves over bases whose localizations (at finite places) are DVR.
II.1 Stable Hermitian Vector Sheaves
Let A be an order in some number field F (A), that is, A is a ring of algebraic integers, finite over Z, of rank [F (A) : Q]. We let Z = Spec(A). Then Z is an arithmetic curve, i.e., Z has dimension 1 and Z may have singularities. Following Lang, a coherent sheaf E on Z is called a vector sheaf if E is locally free. Thus, there exists a module E = H 0 (Z, E) over A such that E =Ẽ. The module E is locally free, and its rank will be denoted by rank(E).
Let w ∈ S ∞ (F (A)), the collection of Archimedean places of F (A). Denote by F (A) w the completion of F (A) with respect to w. Then the base extension of E to Spec(F (A) w ) is a rank(E)-dimensional vector space over F (A) w , which will be denoted by E w . We identify E w = E w = E ⊗ A F (A) w . By a metric ρ(w) on E, we mean a norm on E w , so this norm satisfies the triangle inequality and satisfies |as| ρ(w) = |a| w · |s| ρ(w) for a ∈ F (A) w , s ∈ E w . By a metrized vector sheaf on Z we mean a vector sheaf with a metric ρ(w) for each w ∈ S ∞ (F (A)). We denote such a sheaf by a pair (E, ρ). Note that a metric gives rise to the normalized function
where
When refering to isometries, we mean with respect to this normalized function. We can further extend the metric to E ⊗ A C w where C w is the complex field. If σ : F (A) ֒→ C w is the induced embedding, we also write ρ(σ) instead of ρ(w), and we then get a metric on the sheaf E σ determined by this embedding. It is sometimes useful to deal with the spectific imbeddings σ.
In particular, if (L, ρ) is a metrized line sheaf, i.e., a metrized vector sheaf with rank 1, then we may define its degree as follows:
where the index is the number of elements in the factor module, and for w ∈ S ∞ (F (A)), deg s,w (L, ρ) := −N w log |s| ρ(w) = − log s ρ(w) .
We define the global degree to be
If we change the section s to hs with some h ∈ F (A), h = 0, then deg s (L, ρ) changes by
− log h w = 0 by the product formula. Hence the degree function is defined for an arbitrary metrized line sheaf (L, ρ), and we therefore write the global degree as
Clearly, by taking determinant, or better the maximal exterior product, from any metrized vector sheaf (E, ρ), we obtain a metrized line sheaf det(E, ρ) := (detE, detρ). By definition, the degree of (E, ρ) is defined to be deg(detE, detρ). Also, as in geometry, define the slop µ(E, ρ) of a metrized vector sheaf (E, ρ) by
By definition, a proper sub metrized vector sheaf (E 1 , ρ 1 ) of a vector sheaf (E, ρ) consists of a proper subvector sheaf E 1 ⊂ E such that ρ 1 is induced from the restriction of ρ to E 1 via the injection E 1 ֒→ E. And a metrized vector bundle (E, ρ) is called stable (resp. semi-stable) if for all proper sub metrized vector bundle (E 1 , ρ 1 ),
Example. Let F be a field with O F the ring of integers. Take A = O F in the above discussion. Then by a standard result for projective modules over O F , we may assume that E = O r−1 F ⊕ I with [I] ∈ Cl(F ), the ideal class group of F with cardinal number h(F ). That is to say, there are only h(C) different choices for E up to isomorphism over F . Thus, the classificiation of metrized vector bundles may be deduced to that for Hermitian metrics on R r1 × C r2 r where r 1 and r 2 denotes the real and complex places of F . Clearly, to classify them in gereral is very complicated.
As an example, let us assume A = Z hence F = Q. In this case, we are lead to the classification of metrics ρ on R r , which is parametrized by GL + (r, R), i.e., invertible matrices with positive determinants. Or put this in an equivalent way, we need to classify lattices Λ in R r with the standard matric. Note that GL + (r, R) = R + × SL(r, R). Thus if we are only interested in degree 0 metrized vector sheaves, we are lead to study SL(r, R).
In particular, if r = 2, then Λ is generated by two vectors, say e 1 , e 2 such that det(e 1 , e 2 ) = 1. By rotation, we may further assume that e 1 = (a, 0), e 2 = (b, 
which may be proved by using geometry of numbers. We leave it to the reader. (See e.g. [We] .)
Note that
is a closed bounded domain in the upper half plane, which admits a natural metric, i.e., the Poincaré metric. Denote the corresponding volume by A 2 (Q). Then by the fact that SO(2) is compact, we get a natural total volume V 2 (Q) for all degree 0 semi-stable rank two vector bundles. If we do this for general number fields with arbitrary rank, we then have a series of new invariants for number fields F . Clearly, they are very important. In Part III, we will use new zeta functions for number fields to give a very general result about them.
II.2. Successive Minima for Stable Lattices
For simplicity we first assume that F = Q. Let Λ be a stable lattice of degree d, i.e., volume e −d by Riemann-Roch theorem, in R n . Denote by B(r) the ball in R n centered at 0 with radius r. Clearly, if r is very small, B(r) contains no lattice points except 0. As r increases, there will be a value of r, call it v 1 , such that 0 is the only lattice point inside B(v 1 ) while there exist lattice points, different from 0, on the boundary of B(v 1 ). Suppose that all lattice points on the boundary of B(v 1 ) can be represented as a linear combination of k 1 linearly independent vectors x (1) , x (2) , . . . , x (k) . Continue expanding the ball B until we reach a value of r, say v 2 such that on the boundary of B(v 2 ) but not in its interior there are lattice points whose vectors are linearly independent of x (1) , x (2) , . . . , x (k) . Suppose these new lattice points can be spanned by k 2 linearly independent vectors. We can continuous this process until we have obtained a set of n linearly independent vectors. Then we have
and so on. In this way, we have defined uniquely n numbers µ 1 , . . . , µ n which are usually called successive minima of the lattice Λ. Theorem. (Minkowski) Let Λ ⊂ R n be a degree d semi-stable lattice of rank n with successive minima µ 1 , . . . , µ n , then
In general this is the best possible and such a bound plays a key rule in Diophantine Approximations. However, next, we are going to improve it for all semi-stable lattices by giving a uniform bound for each µ i , instead of their product.
Proof. The starting point is the following result of Banaszczyk concerning the successive minima for a lattice and its dual proved beautifully in [Ba] . Thus denote by Λ * the polar, i.e., the dual, lattice associated to Λ and by µ * i the corresponding successive minima for Λ * . Then we have
Lemma. If Λ is semi-stable, so is the dual lattice Λ * of Λ. Proof. Let M be any sub Z-module of Λ * . Then it is easy to see that there exists a sub Z-module M ′ of Λ * such that Λ * /M ′ is free, whose dual lattice (Λ * /M ′ ) * may be viewed as a submodule of Λ. Now a simple computation of slops leads to the proof of the Lemma.
Thus, Λ is semi-stable of degree d implies that its dual lattice is also semi-stable but with degree −d. But, we have by the stability condition that
This then gives the right hand of the inequality by applying the result of Banaszczyk above. We get the left hand side similarly by the stability of Λ. This completes the proof of the Proposition. Now let F be a number field with O F the ring of integers. Let I be an ideal of F . Denote by M r (I) the collection of isometry classes of metrized vector sheaf (E, ρ) on S = SpecO F whose determinants are I. Moreover, denote by M r,d (I) the collection of all degree d metrized vector sheaves in M r (I). Then as a direct consequence of the above Proposition, we have the following Proposition. With the same notation as above, for any [I] ∈ Cl(F ), the ideal class group of 
II.3. Adelic Version
Now let us come back to vector bundles over number fields. Recall that for any pre-vector bundle g ∈ GL r (A F ), the corresponding H 0 (F, g) is in F r , which in particular, induces a metrized vector sheaf
induced from g σ on F r σ . Moreover, we know that if g ′ is rationally equivalent to g, then there exists an f ∈ GL r (F ) such that
), and it makes sense to talk about the metrized vector sheaf associated to a vector bundle over a number field.
Conversely, we have the following Proposition. For a fixed metrized vector sheaf (E, ρ) on S = Spec(O F ), vector bundles over F corresponding to (E, ρ) is parametrized by a compact subgroup of GL r (A F ). Proof. Trivial from definition. See e.g., [Bo] .
Define a vector bundle [g] on a number field F to be stable (resp. semi-stable) if the corresponding metrized vector sheaf is stable (resp. semi-stable). Thus if we denote the collection of rank r and degree d semi-stable vector bundle by M r,d (F ), then we have the following Corollary. With the same notation as above, M r,d (F ) ⊂ GL r (F )\GL r (A F ) is closed, bounded, and hence compact. Therefore, with respect to the natural Tamagawa measure on GL r (F )\GL r (A F ), the volume of
Next, for later use, we introduce the so-called Bombieri-Vaaler trick [BV] . For any positive real number α, define the Bombieri-Vaaler idele BV(α) = (B v (α)) associated to α by
Then degB(α) = (r 1 +2r 2 ) log α. In particular, in this way we get a canonical isomorphism between M r,d (F ) and
Hence in particular, if we denote by M r (F ) the collection of semi-stable vector bundles of rank r, then naturally, we have
Remarks.
(1) Results such as the existence and uniqueness of Harder-Narasimhan filtrations and the uniqueness of automorphism of a stable vector bundle, hold here as well. We leave all this to the reader. (See also [We] .) (2) After the paper is written, Uzawa tells us in a study of Borel, similar concepts to semi-stable lattices are used to study corners in fundamental domains. But we cannot locate the exact references. Hope the experience reader will help us to do so.
III. New Zeta Functions for Number Fields
In this part, we introduce a non-abelian version fo zeta functions for number fields. In particular, as a direct application of our Riemann-Roch theorem in Part I, we prove the functional equation for our zeta functions and show that volumes of moduli spaces of semi-stable vector bundles may be calculated as the residues of these zeta functions.
III.1. Iwasawa's Interpretation of Dedekind Zeta Functions
In this section, we recall Iwasawa's interpretation of Dedekind zeta functions. Based on the fact that Iwasawa's original choice of certain auxiliary functions does not naturally lead to any meaningful cohomology, we here make suitable changes.
Let F be a number field. As before, denote by S the collection of all (unequivalent) normalized places of F . Set S ∞ to be the collection of all Archimedean places of F and S fin := S\S ∞ .
Denote by I the idele group of F , N : I → R ≥0 and deg : I → R the norm map and the degree map on ideles respectively. Then we may introduce the following subgroups of I:
and U fin := U ∩ I fin . It is well-known that, with respect to the natural topology on I, we have (1) F ֒→ I is discrete and I 0 /F * is compact. Write Pic(F ) = I/F * ; (2) U ֒→ I is compact; 
for a fin ∈ I fin and a ∞ ∈ I ∞ , and set e(a fin · a ∞ ) = e(a fin ) · e(a ∞ ).
To go further, denote by ∆ F the absolute values of the discriminant of F , r 1 and r 2 the number of real and complex places in S ∞ as usual. Then we are ready to write down Iwasawa's interpretation of the Dedekind zeta function for F in the form suitable for our later study. This goes as follows.
For s ∈ C, Re(s) > 1,
Now denote by dµ ([a] ) the induced Haar measure on the Picard group Pic(F ) := I/F * . Note that
and that by (1) above, F * ֒→ I is discrete, (hence taking integration over F * means taking summation), we get
(by the product formula)
Here w F denotes the number of units of F , h 0 (F, L) is the same as in Part I, and Aut(L)(= w F ) denotes the number of automouphisms of L.
III.2. Functional Equation: A Formal Calculation
To prove the functional equation for the above expression of Dedekind zeta function, we may apply the Riemann-Roch theorem and the duality theorem for the geometric arithmetic cohomologies proved in Part I. We in this section carry out such a calculation quite formally without really paying attentions to the convergence problem. We work over semi-stable vector bundles.
Let F be a number fields with K F the canonical line bundle. If E is a vector bundle over F , we set Thus we may write the Riemann-Roch theorem in Part I multiplicatively as follows: For any rank r vector bundles E over F ,
Moreover,
Here N (E) := e deg(E) .
Next let us consider the following formal expression
where A, B, C, α, β are constants, M r (F ) denotes the moduli space of rank r semi-stable vector bundles on F and dµ(E) denotes the natural Tamagawa measure on M r (F ). Then formally we have
(by the Riemann − Roch and the Duality)
Therefore,
)+β dµ(E).
Let us now deal with the last two terms. Note that by Bombieri-Vaaler trick, we may write M r (F ) as
With this, we see that formally
may be written as 
III.3. New Zeta Functions for Number Fields
In this section, we justify the formal calculation in the previous section by studying convergence of the integrations involved.
There are two different types. Type 1. Convergence for the following two integrations: )+β dµ(E).
Observe that in the first term of the two integrands, the powers of s are Bs + C and B(−s − A+2C B ) + C respectively, while, similarly, in the second term, they are αs + β and α(−s − A+2C B ) + β respectively. Hence for the convergence with respect to s, we then face with a very controversal situation; For the first integration, we essentially have Bs and αs, while for the second, we essentially have −Bs and −αs. Thus, for arbitrary constants A, B, C and α, β, we should not expect any reasonable common convergence region for these two integrations.
This then certainly leads to the problem of searching for compatibility conditions on constants A, B, C and α, β, with which we then hope that the above two integrations are holomorphic over the whole complex s plane.
To this end, we first note that H 0 ga (F, E) is a summation of two very different types of functions, i.e., Here g = (g v ) ∈ GL r (A) is a representative of the vector bundle E. In this expression, the first term is simply the constant function on the moduli space, while the second decays exponentially. Hence we conclude that the real problem comes from only the constant function 1. With this, we then naturally introduce the following compactibility conditions on the constants A, B, C and α, β. 
