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IRREDUCIBLE MODULES OVER WITT ALGEBRAS Wn
AND OVER sln+1(C)
HAIJUN TAN AND KAIMING ZHAO
Abstract. In this paper, by using the “twisting technique” we obtain
a class of new modules Ab over the Witt algebras Wn from modules
A over the Weyl algebras Kn (of Laurent polynomials) for any b ∈ C.
We give the necessary and sufficient conditions for Ab to be irreducible,
and determine the necessary and sufficient conditions for two such irre-
ducible Wn-modules to be isomorphic. Since sln+1(C) is a subalgebra
of Wn, all the above irreducible Wn-modules Ab can be considered as
sln+1(C)-modules. For a class of such sln+1(C)-modules, denoted by
Ω1−a(λ1, λ2, · · · , λn) where a ∈ C, λ1, λ2, · · · , λn ∈ C
∗, we determine
the necessary and sufficient conditions for these sln+1(C)-modules to be
irreducible. If the sln+1(C)-module Ω1−a(λ1, λ2, · · · , λn) is reducible, we
prove that it has a unique nontrivial submodule W1−a(λ1, λ2, ...λn) and
the quotient module is the finite dimensional sln+1(C)-module with high-
est weight mΛn for some non-negative integer m ∈ Z+. The necessary
and sufficient conditions for two sln+1(C)-modules Ω1−a(λ1, λ2, · · · , λn)
and W1−a(λ1, λ2, ...λn) to be isomorphic are also determined. The irre-
ducible sln+1(C)-modules Ω1−a(λ1, λ2, ...λn) andW1−a(λ1, λ2, ...λn) are
new.
Keywords: Witt algebra, Weyl algebra Kn, sln+1(C), non-weight module,
irreducible module.
2000 Math. Subj. Class.: 17B10, 17B20, 17B65, 17B66, 17B68
1. Introduction
In 1992, O. Mathieu [M1] classified all irreducible modules with finite-
dimensional weight spaces over the Virasoro algebra, proving a conjecture of
Kac [Ka]. More precisely, Mathieu proved that irreducible weight modules
with finite-dimensional weight spaces fall into two classes: highest/lowest
weight modules and modules of tensor fields on a circle and their quotients.
Mazorchuk and Zhao [MZ1] proved that an irreducible weight module over
the Virasoro algebra is either a Harish-Chandra module or a module in
which all weight spaces in the weight lattice are infinite-dimensional. In
[CGZ, CM, LLZ, LZ2, Zh], some simple weight modules over the Virasoro
algebra with infinite-weight spaces were constructed. Very recently, the
non-weight representation theory of the Virasoro algebra has made a big
progress. A lot of new non-weight modules were obtained in [BM, LGZ,
LLZ, LZ1, MW, MZ2, OW, TZ1, TZ2] by using different methods.
As Witt algebras Wn with n > 1 are generalizations of the Virasoro alge-
bra, we hope to apply some techniques established for the Virasoro algebra
to Witt algebras Wn. One can easily note that the algebras W1 and Wn
with n > 1 are dramatically different. In 2004 Eswara Rao [E2] conjectured
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that irreducible modules for Wn with finite-dimensional weight spaces also
fall in two classes: (1) modules of the highest weight type and (2) modules
of tensor fields on a torus and their quotients. Recently, Y. Billig and V.
Futorny [BF] proved that Rao’s conjecture is true. There are also mixed
weight modules over Wn, see, for example [HWZ]. We have not seen any
results on irreducible non-weight representations for Wn with n ≥ 2. The
next natural tasks for Wn are studying irreducible weight representations
with infinite-dimensional spaces and irreducible non-weight representations.
In the present paper, we will consider the latter.
There are very close relationships between representations ofWn and rep-
resentations of finite-dimensional simple Lie algebras. Using finite dimen-
sional irreducible representations of sln, one can obtain a lot of irreducible
weight representations of Wn, see [E1, Sh]. Using irreducible weight repre-
sentations of Wn, O. Mathieu completed the classification of simple Harish-
Chandra modules over simple finite-dimensional Lie algebras in his remark-
able paper [M2]. There are also examples of irreducible weight modules with
infinite-dimensional weight spaces, see, for example [DFO]. B. Kostant [Ko]
studied nonsingular Whittaker modules for all finite-dimensional simple Lie
algebras, while McDowell [Mc1, Mc2] studied singular Whittaker modules
for the finite-dimensional simple Lie algebras.
The theory of generalized Verma modules for finite-dimensional simple Lie
algebras is another popular subject, see [KM, MS] and references therein. R.
Block [Bl] classified the irreducible modules over sl2(C). And the complete
classification for all irreducible modules over other finite-dimensional simple
Lie algebras is still open.
The second purpose of the present paper is to construct a class of new ir-
reducible modules over the Lie algebra sln+1(C)(n ≥ 2). Before introducing
the contents of this paper we first recall some basic concepts and notation.
We denote by Z, Z+, N and C the sets of all integers, non-negative inte-
gers, positive integers and complex numbers, respectively. All vector spaces
and algebras in this paper are over C. We denote by U(a) the universal
enveloping algebra of the Lie algebra a over C.
For n ∈ N, let Cn be the row vector space of 1 × n matrices with the
standard basis {e1, e2, · · · , en}. Let (·|·) be the standard symmetric bilinear
form such that (u|v) is the product uvT ∈ C, where uT is the transpose
matrix of v.
Let An = C[t
±1
1 , t
±1
2 , · · · , t
±1
n ] be the Laurent polynomial algebra over C
andWn be the Lie algebra of all derivations of An, called the Witt algebra of
rank n. Denote ∂i = ti
∂
∂ti
. For r = (r1, · · · , rn) ∈ Z
n, and u = (u1, · · · , un) ∈
Cn, let
tr = tr11 · · · t
rn
n , D(u, r) = t
r
n∑
i=1
ui∂i.
Then Wn is the linear span of the set {D(u, r) : u ∈ C
n, r ∈ Zn}. The Lie
bracket in Wn is defined by
[D(u, r),D(v, s)] = D(w, r + s),
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where u, v ∈ Cn, r, s ∈ Zn, w = (u|s)v−(v|r)u. It is known that h = ⊕ni=1C∂i
is the Cartan subalgebra of Wn. A Wn-module V is called a weight module
provided that the action of h on V is diagonalizable.
Let Kn be the simple associative algebra C[t
±1
1 , · · · , t
±1
n , ∂1, · · · , ∂n]. Then
Kn is also a Lie algebra, where the Lie bracket is defined by [x, y] = xy −
yx, x, y ∈ Kn. The corresponding Lie algebra is also denoted by Kn. Clearly,
Wn is a Lie subalgebra of Kn. The associative algebra C[t
±1, ∂], ∂ = t d
dt
,
is denoted by K. Denote by Ki the associative subalgebra C[t
±1
i , ∂i] of
Kn, 1 ≤ i ≤ n. We see that Kn = K1 ⊗ K2 ⊗ ... ⊗ Kn as an associative
algebra.
Let n > 1 be a positive integer. In Wn, set
(1.1)
eij = tit
−1
j ∂j , 1 6 i, j 6 n;
ei,n+1 = −ti
n∑
j=1
∂j , en+1,i = t
−1
i ∂i, 1 6 i 6 n;
en+1,n+1 = −
n∑
j=1
∂j .
It is well-known (for example [M2]) that the above set
{eij : 1 ≤ i 6= j ≤ n+ 1} ∪ {eii − ei+1,i+1 : 1 ≤ i ≤ n}
is the standard basis of the Lie algebra sln+1(C), i.e., sln+1(C) can be con-
sidered as a subalgebra ofWn. From this point of view, eachWn-module can
be seen as an sln+1(C)-module. The Cartan subalgebra of sln+1(C) here is
also h = span{∂i | 1 ≤ i ≤ n}, i.e., sln+1(C) and Wn share the same Cartan
subalgebra. Let
(1.2) n+ =
⊕
1≤i<j≤n+1
Ceij, n− =
⊕
1≤j<i≤n+1
Ceij.
Then sln+1(C) has the standard triangular decomposition sln+1(C) = n− ⊕
h⊕ n+.
The present paper is organized as follows. In section 2, using the “twisting
technique” we obtain a class of modules Ab over the Witt algebras Wn from
modules A over algebras Kn for any b ∈ C with the action
D(u, k) ◦ v = (D(u, k) + b(u|k)tk)v, ∀ u ∈ Cn, k ∈ Zn, v ∈ A.
We give the necessary and sufficient conditions for Ab to be irreducible
(Theorem 6), and determine the necessary and sufficient conditions for two
such irreducible Wn-modules to be isomorphic (Theorem 11). In section 3,
by embedding sln+1(C) into Wn as in (1.1) we obtain a class of non-weight
sln+1(C)-modules Ω1−a(λ1, · · · , λn) = C[∂1, ∂2, , ..., ∂n] for any λ1, · · · , λn ∈
C∗, a ∈ C, where the action of Wn is given by
D(u, j) ◦ (
n∏
i=1
∂kii ) = (
n∑
i=1
ui∂i − a(u|j))
n∏
i=1
(
λjii (∂i − ji)
ki
)
for all u ∈ Cn, k ∈ Zn+, j ∈ Z
n. A striking property of these sln+1(C)-modules
Ω1−a(λ1, · · · , λn) is that they are free cyclic modules over the polynomial
4 HAIJUN TAN AND KAIMING ZHAO
algebra C[h]. We determine the necessary and sufficient conditions for these
sln+1(C)-modules to be irreducible (Corollary 17). If the sln+1(C)-module
Ω1−a(λ1, · · · , λn) is reducible, we prove that it has a unique nontrivial sub-
module W1−a(λ1, · · · , λn) and the quotient module Ω1−a/W1−a is the finite
dimensional sln+1(C)-module L(mΛn) with highest weight mΛn for some
non-negative integer m ∈ Z+ (Theorem 16). As a by-product we see that all
weight spaces of L(mΛn) are 1-dimensional, and that the sln+1(C)-modules
W1−a(λ1, · · · , λn) are finitely generated free modules over C[h]. The nec-
essary and sufficient conditions for two such irreducible sln+1(C)-modules
Ω1−a(λ1, · · · , λn) (and W1−a(λ1, · · · , λn)) to be isomorphic are also deter-
mined (Theorem 18 and Corollary 19). The irreducible sln+1(C)-modules
Ω1−a(λ1, λ2, ...λn) and W1−a(λ1, λ2, ...λn) are new.
2. Constructing Wn-modules
In this section, we will use the “twisting technique” to construct Wn-
modules from modules over the associative algebra Kn. This is a generaliza-
tion of the results in [LZ1]. We also determine the necessary and sufficient
conditions for two such irreducible Wn-modules to be isomorphic.
Let us recall the extended Witt algebra of rank n: Wn = Wn ⋉ An from
[GLZ]. The Lie bracket in Wn is defined by
[tk, ts] = 0, [D(u, k), ts] = (u|s)tk+s, [D(u, k),D(v, s)] = D(w, k + s),
where u, v ∈ Cn, k, s ∈ Zn, w = (u|s)v − (v|k)u.
Clearly, Wn is a Lie subalgebra of Wn and Wn is a Lie subalgebra of
Kn. So each module over the associative algebra Kn can be considered as a
Wn-module. For each b ∈ C, we have the following automorphism of Wn
σb : Wn →Wn;
D(u, k) 7→ D(u, k) + b(u|k)tk, tk 7→ tk, ∀ u ∈ Cn, k ∈ Zn.
Note that σb cannot be extended to an isomorphism of the associative alge-
bra Kn if b 6= 0.
Now we are going to use the “twisting technique”. For any module A
over the associative algebra Kn we can define the Wn-module action on A
as follows
D(u, k) ◦ (v) = D(u, k)(v) + b(u|k)tk(v), v ∈ A, k ∈ Zn, b ∈ C.
The resulting Wn-module is denoted by Ab. For convenience, we denote the
element D(u, k) + b(u|k)tk by Db(u, k).
Lemma 1. Let b ∈ C, u, v ∈ Cn, i, k ∈ Zn. In Kn we have
∆b(u, v; i, k) = −
1
2
Db(u, k − i)Db(v, i) −
1
2
Db(u, k + i)Db(v,−i)
+Db(u, k)Db(v, 0)
= b(b− 1)(u|i)(v|i)tk .
(2.1)
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Proof. In Kn we have
Db(u, k − i)Db(v, i) = (D(u, k − i) + b(u|k − i)t
k−i)(D(v, i) + b(v|i)ti)
= tk((u|i)D(v, 0)) +D(u, 0)D(v, 0)) + tkb(u|k − i)D(v, 0)
+ tkb(v|i)((u|i) + (u|∂)) + b2tk(u|k − i)(v|i).
Replacing i with −i, 0, and by simple computations, we can obtain (2.1). 
From this lemma, we can easily deduce the following
Theorem 2. Let A be a simple module over the associative algebra Kn. If
b /∈ {0, 1}, then the Wn-module Ab is simple.
Proof. It is sufficient to show that the actions of tk, k ∈ Zn on A can be
expressed as the actions of certain elements of U(Wn) on Ab. Take a nonzero
element i ∈ Zn. Since b 6= 0, 1, we can find u, v ∈ Cn such that
θ = b(b− 1)(u|i)(v|i) 6= 0.
Then by Lemma 1 we have tk = θ−1∆b(u, v; i, k), which means that the
action of tk on A is just the action of the element
θ−1
(
−
1
2
D(u, k − i)D(v, i) −
1
2
D(u, k + i)D(v,−i) +D(u, k)D(v, 0)
)
of U(Wn) on Ab, as desired. 
Before dealing with the case b = 0, let us prove the following
Lemma 3. Let A be a simple module over the associative algebra Kn with
A ≇ An. Then there exists some i, 1 ≤ i ≤ n such that ∂i−k acts injectively
on A for all k ∈ Z.
Proof. To the contrary, assume that for each i, there exists ki ∈ Z such that
(∂i−ki)vi = 0 for some nonzero vi ∈ A. Then ∂i(t
−ki
i vi) = t
−ki
i ((∂i−ki)vi) =
0 and t−kii vi 6= 0. So ker(∂i) 6= 0 for each i. Now we consider A as an
irreducible module over the Lie algebra Kn. Since h is ad-semisimple on
Kn, we see that A is a weight module with respect to h. There must exist
a nonzero vector v ∈ A such that hv = 0. Then A = Knv0 = Anv0 and,
obviously, A ∼= An, contrary to the assumption that A ≇ An. 
Now let us consider the case b = 0. We have the following
Theorem 4. Let A be a simple module over the associative algebra Kn.
Then the Wn-module A0 is simple if and only if A is not isomorphic to the
natural Kn-module An.
Proof. Since the natural Wn-module An has a proper submodule C, this
implies the necessity.
Conversely, suppose A ≇ An as Kn-modules. Then by Lemma 3 we know
that there exists some j such that for any nonzero element v ∈ A, ∂j(v) 6= 0.
Take y ∈ A. Since A = Kn(∂j(v)), there exist fα ∈ U(h), gα ∈ An, 1 ≤ α ≤
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β, such that
y =
( ∑
1≤α≤β
fαgα
)
(∂j(v)) =
( ∑
1≤α≤β
fα(gα∂j)
)
(v)
=
( ∑
1≤α≤β
fα(gα∂j)
)
◦ (v) =
( ∑
1≤α≤β
fα ◦ (gα∂j)
)
◦ (v),
which means that y ∈ U(Wn) ◦ (v). Thus A0 is an irreducible Wn-module.
This completes the proof. 
Remark. If A ∼= C[t±11 , · · · , t
±1
n ] as Kn-modules, then the corresponding
Wn-module A0 has a proper submodule C. From [Z], we know that the
quotient module C[t±11 , · · · , t
±1
n ]/C is simple over Wn.
Now we consider the case b = 1.
Theorem 5. Let A be an irreducible module over the associative algebra
Kn. Then h(A) is an irreducible Wn-submodule of the Wn-module A1. Con-
sequently, the Wn-module A1 is irreducible if and only if h(A) = A.
Proof. For any u ∈ Cn, k ∈ Zn and v ∈ A we have
(2.2) D(u, k) ◦ v = (tkD(u, 0) + (u|k)tk)v = D(u, 0)(tkv) ∈ h(A).
So h(A) is a Wn-submodule of A1. If h(A) = 0, from (2.2) we deduce that
tkv = 0 on A for any k 6= 0 and, consequently, v = 0, which is impossible.
So h(A) 6= 0
For any two elements D(u, 0)y, v′ ∈ h(A) where u ∈ Cn, y ∈ A and
v′ 6= 0, since A is a simple Kn-module we can find finitely many k ∈ Z
n and
fk ∈ U(h) such that y =
∑
k fkt
kv′. Thus, by (2.2), we have
D(u, 0)(y) = D(u, 0)
(∑
k
fkt
kv′
)
=
∑
k
fkD(u, 0)t
kv′
=
∑
k
fk ◦D(u, k) ◦ v
′,
which means that D(u, 0)y ∈ U(Wn) ◦ v
′. Therefore, h(A) is an irreducible
Wn-submodule of A1. 
Example 1. If A ∼= An as Kn-modules, then h(A) 6= A and A1 is not
simple. But h(An) is a simple Wn-submodule of A1.
Now we can summarize simplicity results on Wn-module Ab as follows.
iso Theorem 6. Suppose that b ∈ C, and A is an irreducible module over the
associative algebra Kn. Then Ab is irreducible as Wn-module if and only if
one of the following holds
(i). b 6= 0 or 1;
(ii). b = 1 and h(A) = A;
(iii). b = 0 and A is not isomorphic to the natural Kn-module An.
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Next we will deal with the isomorphism problems between irreducible
Wn-modules Ab we just constructed. In the case b 6= 0, 1, we have the
following
Proposition 7. Let b, b′ ∈ C with b /∈ {0, 1}, and A,A′ be simple modules
over the associative algebra Kn. Then Ab ∼= A
′
b′ as Wn-modules if and only
if b = b′ and A ∼= A′ as Kn-modules.
Proof. The sufficiency is obvious. We consider the necessity. Let ψ : Ab ∼=
A′b′ be an isomorphism between the two Wn-modules. Let i, k ∈ Z
n, u, v ∈
Cn and
∆(u, v; i, k) = −
1
2
D(u, k − i)D(v, i) −
1
2
D(u, k + i)D(v,−i)
+D(u, k)D(v, 0).
For w ∈ Ab, we have
b′(b′ − 1)(u|i)(v|i)tkψ(w) = ∆(u, v; i, k) ◦ ψ(w)
= ψ(∆(u, v; i, k) ◦ w) = b(b− 1)(u|i)(v|i)ψ(tkw).
Taking k = 0 and u, v, i such that (u|i)(v|i) 6= 0, then b′(b′−1) = b(b−1) 6= 0.
So b′ 6= 0, 1, and ψ(tkw) = tkψ(w), k ∈ Zn. Since
ψ(∂iw) = ψ(∂i ◦ w) = ∂i ◦ ψ(w) = ∂iψ(w), 1 ≤ i ≤ n,
ψ is a Kn-module homomorphism which must be an isomorphism.
From
(D(u, k) + b′(u|k)tk)ψ(w) = D(u, k) ◦ ψ(w) = ψ(D(u, k) ◦ w)
= ψ((D(u, k) + b(u|k)tk)(w)) = (D(u, k) + b(u|k)tk)ψ(w)
we get (b′ − b)(u|k)tkψ(w) = 0 for all w ∈ Ab, u ∈ C
n, k ∈ Zn, yielding that
b′ = b. So the proposition holds. 
In the case b = 0, we have the following
Proposition 8. Let A,A′ be simple modules over the associative algebra
Kn. Then A0 ∼= A
′
0 as Wn-modules if and only if A
∼= A′ as Kn-modules.
Proof. The sufficiency is obvious. We only need to show the necessity. If
A ∼= An as Kn-modules, by Theorem 4, A0 is not an irreducibleWn-module.
So A′0 is not an irreducible Wn-module. From Theorem 4 again we see that
A′ ∼= An as Kn-modules, i.e., A ∼= A
′ as Kn-modules.
Now we assume that A ≇ An and A
′ ≇ An as Kn-modules. From Lemma
3 we know that there exists i such that ∂i − l acts injectively on A
′ for all
l ∈ Z. Let v ∈ A0 be any nonzero element and let k = (k1, · · · , kn) ∈ Z
n.
Let ϕ be a Wn-module isomorphism from A0 to A
′
0. We have t
k∂j(ϕ(v)) =
tk∂j ◦ϕ(v) = ϕ(t
k∂j ◦ v) = ϕ(t
k∂j(v)). In particular, ϕ(∂jv) = ∂jϕ(v) for all
1 ≤ j ≤ n. Then
(∂i − ki)ϕ(t
kv) = ϕ(((∂i − ki)t
k)(v)) = ϕ(tk∂iv) = t
k∂iϕ(v)
= (∂i − ki)(t
kϕ(v)),
yielding that ϕ(tkv) = tkϕ(v). Therefore, ϕ is a Kn-module isomorphism.
This completes the proof. 
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For b = 1, we have
Proposition 9. Let A,A′ be irreducible modules over the associative algebra
Kn. Then A1 ∼= A
′
1 as Wn-modules if and only if A
∼= A′ as Kn-modules.
Proof. The sufficiency is obvious. We only need to show the necessity. We
consider the two cases separately: either A ∼= An or A ≇ An.
Case 1. A ∼= An as Kn-modules.
In this case, let v = 1 ∈ A1. We see that ∂jv = ∂j ◦v = 0 for all 1 ≤ j ≤ n.
Since A1 ∼= A
′
1, A
′
1 has a nonzero element v
′ ∈ A′ such that ∂jv
′ = ∂j◦v
′ = 0.
The same arguments used in the proof of Lemma 3 shows that A′ ∼= An ∼= A
as Kn-modules.
Case 2. A ≇ An as Kn-modules.
From Lemma 3 we know that there exists some i, 1 ≤ i ≤ n such that
∂i − l acts injectively on A
′ for all l ∈ Z. Let τ : A1 → A
′
1 be a Wn-module
isomorphism. Clearly,
τ(∂jv) = τ(∂j ◦ v) = ∂j ◦ τ(v) = ∂jτ(v),∀ v ∈ A, 1 ≤ j ≤ n.
Also we have
∂i(τ(t
kv)) =τ(∂i ◦ t
kv) = τ((∂it
k)v) = τ(tk(∂i + ki)v) = τ(t
k∂i ◦ v)
=(tk∂i) ◦ τ(v) = t
k(∂i + ki)τ(v) = ∂i(t
kτ(v)),
for all v ∈ A, k = (k1, · · · , kn) ∈ Z
n. We deduce that τ(tkv) = tkτ(v). So
τ is a Kn-module homomorphism between two simple modules, which must
be an isomorphism. Thus A ∼= A′, as desired. 
Proposition 10. Let n ≥ 2, and A,A′ be irreducible modules over the
associative algebra Kn. Then A0 ≇ A
′
1 as Wn-modules.
Proof. To the contrary, assume that σ : A0 → A
′
1 is an isomorphism of
the Wn-modules. We consider the two cases separately: either A
′ ∼= An or
A′ ≇ An.
Case 1. A′ ∼= An as Kn-modules.
The same arguments used in the proof of Case 1 in Proposition 9 shows
that A ∼= An as Kn-modules. Let v0 = 1 ∈ A and v
′
0 = σ(v0). For all k ∈ Z
n
and all j, 1 ≤ j ≤ n, we have
0 = σ(tk∂jv0) = σ(t
k∂j ◦ v0) = t
k∂j ◦ v
′
0 = t
k(∂j + kj)v
′
0 = ∂jt
kv′0,
which means that h(A′) = 0. This is impossible since A′ ∼= An as Kn-
modules.
Case 2. A′ ≇ An as Kn-modules.
In this case, there exists some i, 1 ≤ i ≤ n such that ∂i− l acts injectively
on A′ for all l ∈ Z. Since n ≥ 2, there exists j, 1 ≤ j ≤ n with j 6= i. For
any v ∈ A and k′ = (k1, · · · , kn) with ki = 0, we have
∂iσ(t
k′v) = σ(∂it
k′v) = σ(tk
′
∂iv) = t
k′∂i ◦ σ(v) = ∂it
k′σ(v),
which implies that σ(tk
′
v) = tk
′
σ(v). We deduce that
(∂j − kj)σ(t
k′v) = (∂j − kj) ◦ σ(t
k′v) = σ((∂j − kj) ◦ t
k′v) = σ((tk
′
∂j) ◦ v)
= tk
′
∂j ◦ σ(v) = t
k′(∂j + kj)σ(v) = ∂jt
k′σ(v) = ∂jσ(t
k′v),
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which means that kjσ(t
k′v) = kjt
k′σ(v) = 0. Thus σ(v) = 0, which is
impossible. Therefore, A0 ≇ A
′
1. This completes the proof. 
Now we can summarize isomorphism results as follows (we exclude the
case of n = 1 which was Theorem 12 in [LZ1]).
iso Theorem 11. Suppose that b, b′ ∈ C, n ≥ 2, and A and A′ are irreducible
modules over the associative algebra Kn. Then Ab ∼= A
′
b′ as Wn-modules if
and only if b = b1 and A ∼= A
′ as Kn-modules.
We like to point out that, unlike Theorem 12 in [LZ1], when n ≥ 2 we
do not have Wn-module isomorphism (h(A))1 ∼= A0 for any irreducible Kn-
module A.
Before giving some concrete examples, we need first recall more results
from [LZ1]. All simple modules over the associative algebra K = C[t±1, ∂]
were given in Lemmas 2 and 3 of [LZ1]. More precisely, let V be a simple
K = C[t±1, ∂]-module. Then either
V ∼= K/(K ∩ C(t)[∂]β)
for an irreducible element β in the associative algebra C(t)[∂] where C(t) is
the fraction field of C[t], or V ∼= Ω(λ) = C[∂] for λ ∈ C∗ where C[∂] is the
polynomial algebra in ∂, and the action of K on Ω(λ) is defined by
(2.3) tj∂k = λj(∂ − j)k, ∂∂k = ∂k+1,∀ k ∈ Z+, j ∈ Z.
We remark that the classification for all irreducible modules over the
associative algebras Kn with n ≥ 2 is still unsolved.
Let n ≥ 2 be an integer, V1, V2, · · · , Vn be irreducible modules over the
associative algebras K1,K2, ...,Kn respectively. Then A = V1⊗· · ·⊗Vn is a
simple module over the associative algebra Kn. Consequently, we obtain a
lot of irreducible Wn-module Ab except for very few cases (see Theorem 5).
Example 2. Let αi ∈ C[t
±1
i ], βi = ∂i−αi, 1 ≤ i ≤ n.We have the irreducible
Ki-module
Vi = Ki/(Ki ∩ (C(ti)[∂i]βi)) = Ki/Kiβi,
which has a basis {tkii : ki ∈ Z} where we have identified t
ki
i with t
ki
i +Kiβi.
The action of Ki is given by
∂i · t
ki
i = t
ki
i (αi + ki), t
ri
i · t
ki
i = t
ri+ki
i , ∀ki, ri ∈ Z.
So the corresponding Kn-module A = V1⊗· · ·⊗Vn is irreducible. Denote by
α = (α1 · · · , αn) ∈ C[t
±1
1 ]×· · ·×C[t
±1
n ] and consider C
n as a linear subspace
of C[t±11 ]× · · · × C[t
±1
n ]. For any b ∈ C the action of Wn on the module Ab
is given by
D(u, r) ◦ tk = (u|α+ k + br)tr+k, ∀r, k ∈ Zn, u ∈ Cn,
where (u|α) is defined as usual. If b /∈ {0, 1}, the Wn-module Ab is irre-
ducible. Clearly, V ≇ An if and only if there exists some i such that αi /∈ Z,
so A0 is irreducible if and only if αi /∈ Z for some i. And h(A) = A if and
only if there exists some αi ∈ C\Z. Thus A1 is an irreducible Wn-module if
and only if αi ∈ C\Z for some i. The module Ab is a weight module if and
only if all αi ∈ C. If Ab is a weight module, then each weight space is finite
dimensional (see [BF, Z]).
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Example 3. Let λi ∈ C
∗, Vi = Ω(λi), 1 ≤ i ≤ n. Then A = V1 ⊗ · · · ⊗ Vn =
C[∂1, ∂2, , ..., ∂n] is an irreducible Kn-module. For any b ∈ C the action of
Wn on Ab is given by
D(u, j) ◦ (
n∏
i=1
∂kii ) = λ
j(
n∑
i=1
ui∂i + (b− 1)(u|j))
n∏
i=1
(∂i − ji)
ki ,
for all u ∈ Cn, k ∈ Zn+, j ∈ Z
n, where λj = λj11 λ
j2
2 ...λ
jn
n . Clearly, A ≇ An as
Kn-modules. Hence Ab is an irreducibleWn-module for all b ∈ C, b 6= 1. And
h(A) 6= A implies that A1 is reducible over Wn and h(A) is an irreducible
submodule of A1. For any b ∈ C, Ab is a non-weight Wn-module.
Example 4. Let λ ∈ C∗, α ∈ C\Z, then V1 = Ω(λ), V2 = K2/K2(∂2−α) are
irreducible modules over the associative algebras K1,K2 respectively. Take
α0, α1, · · · , αn, a1, · · · , an ∈ C
∗, a0 = 0. Set β = ∂3 −
∑n
i=0
αi
t3−ai
. Then we
have the irreducible K3-module
V3 = K3/(K3 ∩ C(t3)[∂3]β) = C[t
±1
3 , (t3 − ai)
−1|i = 0, 1, · · · , n].
The action of K3 on V3 is given by
∂3 · f(t3) = ∂3(f(t3)) + f(t3)
n∑
i=0
αi
t3 − ai
,
ts3 · f(t3) = t
s
3f(t3), s ∈ Z, f ∈ V3
(see [GLZ2]).
The K3-module A = V1 ⊗ V2 ⊗ V3 satisfies A ≇ A3 and h(A) = A. So for
any b ∈ C the non-weight W3-module Ab is irreducible. The action of W3
on Ab is given by
D(u,r) ◦ ∂k11 ⊗ t
k2
2 ⊗ (t3 − ai)
k3
= u1(∂1 − r1 + br1)
(
λr11 (∂1 − r1)
k1
)
⊗ tr2+k22 ⊗ t
r3
3 (t3 − ai)
k3
+
(
λr11 (∂1 − r1)
k1
)
⊗ u2(α2 + k2 + br2)t
r2+k2
2 ⊗ t
r3
3 (t3 − ai)
k3
+
(
λr11 (∂1 − r1)
k1
)
⊗ tr2+k22 ⊗ f(t3)t
r3
3 (t3 − ai)
k3 ,
where f(t3) = u3
(
br3 + k3t3(t3 − ai)
−1 +
∑n
j=0
α1
t3−aj
)
, u = (u1, u2, u3) ∈
C3, r = (r1, r2, r3) ∈ Z
3, k1 ∈ Z+, k2 ∈ Z, and if i = 0, then k3 ∈ Z, if
1 ≤ i ≤ n, then ki ∈ −N.
In the above three examples, all the Kn-modules A are product of Ki-
modules. The next example is different.
Example 5. Let n ≥ 2, βi = ∂i−t1t2 · · · tn ∈ Kn. It is easy to prove that the
Kn-module A = Kn/(Knβ1+ ...+Knβn) is irreducible which is not a product
V1 ⊗ V2 ⊗ ... ⊗ Vn of any Ki-modules Vi. We have the natural vector space
isomorphism A ∼= An, but as Kn-modules they are not isomorphic. It is easy
to see that h(A) has codimension 1. So we obtain irreducible Wn-modules
Ab for b ∈ C with b 6= 1.
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3. Irreducible modules over sln+1(C)
Since Block [Bl] gave a complete classification for irreducible modules over
sl2(C), we will assume n ≥ 2 in this section, i.e., we will study irreducible
(non-weight) modules over sln+1(C) with n ≥ 2 by restricting irreducible
Wn-modules constructed in the previous section. We will mainly study the
sln+1(C) -module structure on the irreducibleWn-modules Ab for b ∈ C and
simple Kn- modules A = V1 ⊗ · · · ⊗ Vn where V1, V2, · · · , Vn are irreducible
modules over the associative algebras K1,K2, ...,Kn respectively.
For any b ∈ C, λi ∈ C
∗, 1 ≤ i ≤ n, we have the irreducible module
Ωi(λi) = C[∂i] over the associative algebra Ki as follows:
tji∂
l
i(∂
k
i ) = λ
j
i (∂i − j)
k+l, j ∈ Z, l, k ∈ Z+.
Then Ω(λ1, λ2, ...λn) = Ω1(λ1) ⊗ Ω2(λ2) ⊗ ...Ωn(λn) is an irreducible mod-
ule over the associative algebra Kn = K1 ⊗ K2 ⊗ ... ⊗ Kn. We obtain
the Wn-module Ωb(λ1, λ2, ...λn) = (Ω(λ1, λ2, ...λn))b. The action of Wn on
Ωb(λ1, λ2, ...λn) is as follows
(3.1) D(u, j) ◦ (
n∏
i=1
∂kii ) = λ
j(
n∑
i=1
ui∂i + (b− 1)(u|j))
n∏
i=1
(∂i − ji)
ki ,
for u ∈ Cn, k ∈ Zn+, j ∈ Z
n. From Example 3 we know that Ωb(λ1, λ2, ...λn) is
an irreducibleWn-module if and only if b 6= 1. From now on we will consider
the Wn-module Ωb(λ1, λ2, ...λn) as an sln+1(C)-module by the embedding
(1.1). We will first prove
Theorem 12. Let n ≥ 2 be a positive integer and let a, λi ∈ C
∗, 1 ≤ i ≤ n
with a /∈ − 1
n+1Z+. Then Ω1−a(λ1, λ2, ...λn) is an irreducible module over
sln+1(C).
For convenience, we will identify Ω1(λ1) ⊗ · · · ⊗ Ωn(λn) with the poly-
nomial algebra C[∂1, ∂2, · · · , ∂n] over C in the commuting indeterminants
∂1, ∂2, · · · , ∂n. To prove the theorem, we need the following
Lemma 13. Let a ∈ C, λi ∈ C
∗, 1 ≤ i ≤ n. Then the sln+1(C)-module
Ω1−a(λ1, λ2, ...λn) is cyclic with generator 1.
Proof. The lemma follows from the fact that Ω1−a(λ1, λ2, ...λn) = U(h)1 =
U(h) ◦ 1. 
Now we can prove the theorem.
Proof. Take a nonzero sln+1(C)-submodule W of Ω1−a(λ1, λ2, ...λn). By
Lemma 13, it is sufficient to show that 1 ∈ W. Let f ∈ W be a nonzero
element with minimal degree p in ∂1, · · · , ∂n.
Claim. The degree deg(f) of f is 0.
To the contrary, assume p = deg(f) > 0. Then some ∂i, say ∂n, has
positive degree k. Write f in the form
f =
k∑
j=0
fj(∂1, · · · , ∂n−1)∂
j
n,
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where fj(∂1, · · · , ∂n−1) ∈ C[∂1, · · · , ∂n−1] and fk(∂1, · · · , ∂n−1) 6= 0. From
λ1(λ
−1
n en,1 − en+1,1) ◦ (f) = λ1(λ
−1
n tnt
−1
1 ∂1 − t
−1
1 ∂1) ◦ (f)
=
k∑
j=0
(∂1 + a)fj(∂1 + 1, · · · , ∂n−1)⊗ ((∂n − 1)
j − ∂jn)
=
k∑
j=1
(∂1 + a)fj(∂1 + 1, · · · , ∂n−1)⊗ (
j−1∑
i=0
(−1)j−i
(
j
j − i
)
∂in) ∈W,
we have a nonzero vector which has the same degree as f , and has lower
degree in ∂n than f . Repeating the procedure a finite times, we can obtain
a nonzero element of W with same degree as f and the degree of ∂n to be 0.
If the resulting element, still denoted by f , does not belong to C[∂1], say ∂r
appears but all other ∂i, r < i ≤ n does not appear, using λ1(λ
−1
r er,1−en+1,1)
in the above computations several times, we can obtain an element has the
same degree as the previous f and ∂r does not appear in f . After a finite
number of steps, we can find a nonzero element of W ∩C[∂1] with degree p,
which is also denoted by f .
Assume f =
∑p
i=0 γi∂
i
1 ∈ C[∂1] where γi ∈ C and γp = 1. By some
computations, we have(
− λ−11 e1,n+1 + λ1en+1,1 − (e1,1 − en+1,n+1)
−
n∑
j=2
λjλ
−1
1 e1,j +
n∑
j=2
λjen+1,j
)
◦ f
=
(
λ−11 t1
n∑
i=1
∂i + λ1t
−1
1 ∂1 − (∂1 +
n∑
i=1
∂i)
−
n∑
j=2
λjλ
−1
1 t1t
−1
j ∂j +
n∑
j=2
λjt
−1
j ∂j
)
◦ f
(3.2)
= p(p− 1 + (n+ 1)a)∂p−11 + f0 = g ∈W,
where f0 ∈ C[∂1] has degree less than p − 1. Then g 6= 0 because of p(p −
1 + (n + 1)a) 6= 0, and deg(g) = p − 1 < p, which yields a contradiction.
Thus we must have deg(f) = 0. The claim follows.
So 1 ∈W , i.e., Ω1−a(λ1, λ2, ...λn) is an irreducible module over sln+1(C).

Next we will study the sln+1(C)-modules Ω1−a(λ1, λ2, ...λn) with a =
− m
n+1 for some non-negative integer m. Denote by
Y i0 = 1, Y
i
j = (∂i + a)(∂i + a+ 1) · · · (∂i + a+ j − 1),
1 ≤ i ≤ n, j ∈ N,
Y (j1, j2, · · · , jn) = Y
1
j1
Y 2j2 · · ·Y
n
jn
, j1, j2, · · · , jn ∈ Z+,
with j1 + j2 + · · · + jn = m+ 1,
MODULES OVER Wn AND sln+1(C) 13
W1−a(λ1, λ2, ...λn) =
∑
j1, j2, · · · , jn ∈ Z+,
j1 + j2 + · · ·+ jn = m+ 1
C[∂1, ∂2, ...∂n]Y (j1, j2, · · · , jn).
For convenience, we will sometimes denote W1−a(λ1, λ2, ...λn) by W1−a.
Firstly, we have the following
Lemma 14. The subspace W1−a(λ1, λ2, ...λn) is an sln+1(C)-submodule of
Ω1−a(λ1, λ2, ...λn).
Proof. Since sln+1(C) is generated by the elements
ei,i+1 = tit
−1
i+1∂i+1, ei+1,i = ti+1t
−1
i ∂i, 1 ≤ i ≤ n− 1;
en,n+1 = −tn
n∑
j=1
∂j , en+1,n = t
−1
n ∂n,
(3.3)
and W1−a has a basis
(3.4) ∂kY (j1, j2, · · · , jn), k ∈ Z
n
+,
for all j1, j2, · · · , jn ∈ Z+ with j1 + j2 + · · · + jn = m + 1, we just need to
show that the elements in (3.3) map the vectors in (3.4) into W1−a itself.
Take a vector ∂kY (j1, j2, · · · , jn) in (3.3). Let 1 ≤ r 6= l ≤ n+ 1 and
Lr,l = er,l ◦ ∂
kY (j1, j2, · · · , jn).
If r, l ≤ n and jr = jl = 0, then
Lr,l = λrλ
−1
l
(
∂k11 · · · (∂r − 1)
kr · · · (∂l + a)(∂l + 1)
kl · · · ∂knn
)
× Y (j1, j2, · · · , jn) ∈W1−a.
If r < l ≤ n, and jr > 0, jl = 0, then
Lr,l = λrλ
−1
l
(
∂k11 · · · (∂r − 1)
kr · · · (∂l + a)(∂l + 1)
kl · · · ∂knn
)
×
(
Y 1j1 · · ·Y
r
jr−1(∂r + a− 1) · · · Y
n
jn
)
=
(
∂k11 · · · (∂r + a− 1)(∂r − 1)
kr · · · (∂l + 1)
kl · · · ∂knn
)
×
(
Y l1Y
1
j1
· · ·Y rjr−1 · · ·Y
n
n
)
∈W1−a.
Similarly, if r < l ≤ n, and jr = 0, jl > 0, we can also have Lr,l ∈ W1−a. If
r < l ≤ n, and jr > 0, jl > 0, then
Lr,l = λrλ
−1
l
(
∂k11 · · · (∂r − 1)
kr · · · (∂l + a)(∂l + 1)
kl · · · ∂knn
)
×
(
Y 1j1 · · · Y
r
jr−1(∂r + a− 1) · · · (∂l + a+ 1) · · · (∂l + a+ jl) · · · Y
n
n
)
=
(
∂k11 · · · (∂r + a− 1)(∂r − 1)
kr · · · (∂l + 1)
kl · · · ∂knn
)
×
(
Y 1j1 · · ·Y
r
jr−1 · · ·Y
l
jl+1
· · ·Y njn
)
∈W1−a.
If jn = 0, then
Ln+1,n = λ
−1
n
(
∂k11 · · · ∂
kn−1
n−1 (∂n + a)(∂n + 1)
kn
)
Y (j1, j2, · · · , jn) ∈W1−a,
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Ln,n+1 = −λn
(
(
n∑
j=1
∂j − a)∂
k1
1 ∂
k2
2 · · · (∂n − 1)
kn
)
Y (j1, j2, · · · , jn) ∈W1−a.
If jn > 0, using a = −
m
n+1 and j1 + j2 + · · · + jn = m+ 1, we obtain that
Ln+1,n = λ
−1
n
(
∂k11 · · · ∂
kn−1
n−1 (∂n + a)(∂n + 1)
kn
)
×
(
Y 1j1 · · ·Y
n−1
jn−1
(∂n + a+ 1) · · · (∂n + a+ jn)
)
= λ−1n
(
∂k11 · · · ∂
kn−1
n−1 (∂n + a+ jn)(∂n + 1)
kn
)
× Y (j1, j2, · · · , jn) ∈W1−a,
Ln,n+1 = −λn
( n∑
l=1
∂l − a
)
×
(
∂k11 · · · ∂
kn−1
n−1 (∂n + a− 1)(∂n − 1)
kn
)(
Y 1j1 · · ·Y
n−1
jn−1
Y njn−1
)
= −λn
( n−1∑
l=1
(∂l + a+ jl) + (∂n + a+ jn − 1)
)(
Y 1j1 · · · Y
n−1
jn−1
Y njn−1
)
X
= −λnX
n−1∑
l=1
Y (j1, ..., jl + 1, ..., jn − 1)− λnXY (j1, ..., jn) ∈W1−a,
where X = ∂k11 · · · ∂
kn−1
n−1 (∂n + a− 1)(∂n − 1)
kn . Thus W1−a is a submodule
of Ω1−a(λ1, λ2, ...λn). 
Lemma 15. The sln+1(C)-module W1−a(λ1, λ2, ...λn) can be generated by
Y (j1, j2, · · · , jn) for any j1, j2, · · · , jn ∈ Z+,with j1 + j2 + · · ·+ jn = m+1.
Proof. The lemma follows from the following computations for all different
1 ≤ r, s ≤ n, and any jr, js ∈ Z+:
1
jr + 1
(λsen+1,s − λ
−1
1 λser,s) ◦ (Y
r
jr+1Y
s
js
)
=
1
jr + 1
(λst
−1
s ∂s − λ
−1
r λstrt
−1
s ∂s) ◦ (Y
r
jr+1Y
s
js)
=
1
jr + 1
(Y rjr+1Y
s
js+1 − (∂r + a− 1)Y
r
jr
Y sjs+1)
=
1
jr + 1
((∂r + a+ jr)− (∂r + a− 1))Y
r
jrY
s
js+1
=Y rjrY
s
js+1, 1 < s ≤ n, 0 ≤ jr ≤ m.

Under the standard basis of sln+1(C) in (1.1), we define the fundamental
weights Λi ∈ h
∗ as follows: Λi(ejj − ej+1,j+1) = δi,j for all 1 ≤ i, j ≤ n.
Theorem 16. Let n ≥ 2, m ∈ Z+, a = −
m
n+1 , and λi ∈ C
∗, 1 ≤ i ≤ n. Then
the sln+1(C)-module Ω1−a(λ1, λ2, ...λn) has a unique proper (irreducible)
submodule W1−a(λ1, λ2, ...λn), and the quotient module
Ω1−a(λ1, λ2, ...λn)/W1−a(λ1, λ2, ...λn)
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is an irreducible module over sln+1(C) of dimension
(
m+n
m
)
. More precisely,
the quotient module is isomorphic to the irreducible highest module with
highest weight mΛn.
Proof. Clearly, the dimension of Ω1−a(λ1, λ2, ...λn)/W1−a is the number of
nonnegative solutions of the following equation x1+x2+ ...+xn ≤ m, which
is, by induction on m,(
n− 1
0
)
+
(
n
1
)
+
(
n+ 1
2
)
+ · · ·+
(
n+m− 1
m
)
=
(
n+m
m
)
.
Let us first prove that Ω1−a(λ1, λ2, ...λn)/W1−a is irreducible. Take an ar-
bitrary nonzero element f in the quotient. We may assume that f is a poly-
nomial in ∂1, ..., ∂n with degree less that m+ 1. Using the same arguments
in the proof of Theorem 12, we obtain that 1 ∈ Ω1−a(λ1, λ2, ...λn)/W1−a.
Thus Ω1−a(λ1, λ2, ...λn)/W1−a is an irreducible module over sln+1(C).
By simple computations in Ω1−a(λ1, λ2, · · · , λn)/W1−a we can obtain
(e11 − e22) ◦ Y
1
m = (∂1 − ∂2)Y
1
m
=
(
(∂1 + a+m)− (∂2 + a)−m
)
Y 1m
= Y 1m+1 − Y
1
mY
2
1 −mY
1
m = −mY
1
m,
(eii − ei+1,i+1) ◦ Y
1
m = (∂i − ∂i+1)Y
1
m
=
(
(∂i + a)− (∂i+1 + a)
)
Y 1m
= Y 1mY
i
1 − Y
1
mY
i+1
1 = 0, 2 ≤ i ≤ n− 1,
(enn − en+1,n+1) ◦ Y
1
m = (∂n +
n∑
j=1
∂j)Y
1
m
=
(
(∂1 + a+m) + 2(∂n + a) +
n−1∑
i=2
(∂i + a)
)
Y 1m
= Y 1m+1 + 2Y
1
mY
n
1 +
n−1∑
i=2
Y 1mY
i
1 = 0,
and
e21 ◦ Y
1
m = t2t
−1
1 ∂1 ◦ Y
1
m = λ
−1
1 λ2Y
1
m+1 = 0,
ei+1,i ◦ Y
1
m = ti+1t
−1
i ∂i ◦ Y
1
m = λ
−1
i λi+1Y
1
mY
i
1 = 0, 2 ≤ i ≤ n− 1,
en+1,n ◦ Y
1
m = t
−1
n ∂n ◦ Y
1
m = λ
−1
n Y
1
mY
n
1 = 0,
where we have identified the elements in Ω1−a(λ1, λ2, · · · , λn) with their
images in the quotient Ω1−a(λ1, λ2, · · · , λn)/W1−a. So we can see that Y
1
m
is the lowest weight vector of the quotient module with weight −mΛ1, and
hence the quotient module is isomorphic to the irreducible highest weight
module with highest weight mΛn.
Now let us prove that W1−a is irreducible. Let f ∈ W1−a be a nonzero
element with minimal degree. Then by the same arguments used in the proof
of Theorem 12 again and using the fact that (n + 1)a + (m + 1) − 1 = 0,
we can assume that f ∈ W1−a ∩ C[∂1] with degree m + 1. So f = γY
1
m+1
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for some γ ∈ C∗. By Lemma 15 we know that f generates W1−a as an
sln+1(C)-module, i.e., W1−a is irreducible.
Next we prove that W1−a is the only nontrivial sln+1(C)-submodule of
Ω1−a(λ1, λ2, ...λn). Let W be a nonzero submodule of Ω1−a(λ1, λ2, ...λn).
Then W ∩W1−a = 0 or W1−a ⊆W .
If W1−a ⊆ W , using the irreducibility of the modules we deduce that
W =W1−a or W = Ω1−a(λ1, λ2, ...λn).
If W ∩W1−a = 0, then dimW < ∞. We know that Ω1−a(λ1, λ2, ...λn) is
a free h-module which yields a contradiction to dimW < ∞. So this case
does not occur. This completes the proof. 
Combining Theorems 12 and 16, we have the following
Corollary 17. Let n ≥ 2, a ∈ C, λi ∈ C
∗, 1 ≤ i ≤ n. Then the sln+1(C)-
module Ω1−a(λ1, λ2, ...λn) is irreducible if and only if a /∈ −
1
n+1Z+.
Now let us consider the problem of isomorphisms between two irreducible
sln+1(C)-modules we just obtained. Firstly, we have the following
Theorem 18. Let a, a′, λi, λ
′
i ∈ C
∗, 1 ≤ i ≤ n. Then
Ω1−a(λ1, λ2, ...λn) ∼= Ω1−a′(λ
′
1, λ
′
2, ...λ
′
n)
if and only if a = a′, λi = λ
′
i, 1 ≤ i ≤ n.
Proof. The sufficiency is obvious. We need only to consider the necessity.
Let π : Ω1−a(λ1, ..., λn) → Ω1−a′(λ
′
1, λ
′
2, ...λ
′
n) be an sln+1(C)-module iso-
morphism. Since Ω1−a(λ1, ..., λn) = C[h] ◦ 1, Ω1−a′(λ
′
1, ..., λ
′
n) = C[h] ◦ π(1).
So π(1) ∈ C∗. Denote π(1) by γ. From
0 = π((λ−1i eij − en+1,j) ◦ (1)) = (λ
−1
i eij − en+1,j) ◦ (π(1))
= λ′−1j (∂j + a
′)(
λ′i
λi
− 1)γ,
we deduce that λi = λ
′
i, 1 ≤ i ≤ n. From
γ∂i = ∂i ◦ γ = π(∂i ◦ 1) = π(∂i) = π(λien+1,i ◦ (1)− a)
= λien+1,i(γ)− aγ = γ(∂i + a
′ − a), 1 ≤ i ≤ n,
we obtain a = a′. This completes the proof. 
Note that in the theorem we do not need that Ω1−a(λ1, λ2, ...λn) and
Ω1−a′(λ
′
1, λ
′
2, ...λ
′
n) are irreducible.
In the case that Ω1−a(λ1, λ2, ...λn) is reducible, we also have the following
Corollary 19. Let λi, λ
′
i ∈ C
∗, a, a′ ∈ − 1
n+1Z+. Then as sln+1(C)-modules,
W1−a(λ1, λ2, ...λn) ∼= W1−a′(λ
′
1, λ
′
2, ...λ
′
n) if and only if a = a
′, λi = λ
′
i, 1 ≤
i ≤ n.
Proof. The sufficiency is clear. Now we consider the necessity. Let a =
− m
n+1 , a
′ = − m
′
n+1 for m ≥ m
′ ∈ Z+. Assume that ̺ : W1−a → W1−a′ is an
sln+1(C)-module isomorphism. Denote ̺(Y
1
m+1) = ω ∈W1−a′ .
Claim. ω ∈ C[∂1].
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To the contrary, assume ω /∈ C[∂1]. Then some other ∂i has positive
degree in ω. We may assume ∂n has degree β > 0. Write ω in the form
ω =
∑β
α=0 ψα(∂1, · · · , ∂n−1)∂
α
n , where ψα ∈ C[∂1, · · · , ∂n−1] and ψβ 6= 0.
Then
0 = ̺((λ−1n tnt
−1
1 ∂1 − t
−1
1 ∂1)(Y
1
m+1)) = (λ
−1
n tnt
−1
1 ∂1 − t
−1
1 ∂1)̺(Y
1
m+1)
= λ′−11 (∂1 + a
′)
β∑
α=0
ψα(∂1 + 1, ∂2, · · · , ∂n−1)(
λ′n
λn
(∂n − 1)
α − ∂αn ) 6= 0,
which is absurd. Thus ω ∈ C[∂1], as desired.
Since
0 = ̺((λ−1i ei1 − en+1,1) ◦ (Y
1
m+1)) = (λ
−1
i ei1 − en+1,1) ◦ ̺(Y
1
m+1)
= (
λ′i
λi
− 1)en+1,1 ◦ (̺(Y
1
m+1)), 1 < i ≤ n,
and en+1,1 ◦ (̺(Y
1
m+1)) 6= 0, we deduce that λi = λ
′
i, 1 < i ≤ n.
The same arguments used above can deduce that ̺(Y jm+1) ∈ C[∂j ] and
λj = λ
′
j, 1 ≤ j ≤ n.
In (3.2) replacing W with W1−a, f with Y
1
m+1, the result is 0 since el-
ements in W1−a has at least degree m + 1. So, replacing f in (3.2) with
ω, we should get zero, which implies that ω = γY ′1m′+1, where γ ∈ C
∗ and
Y ′1m′+1 = (∂1 + a
′)(∂1 + a
′ + 1) · · · (∂1 + a
′ +m′). Since
̺(Y 1m−jY
i
j+1) = ̺(
1
m+ 1− j
(λien+1,i − λ
−1
1 λie1i) ◦ (Y
1
m+1−jY
i
j ))
=
1
m+ 1− j
(λien+1,i − λ
−1
1 λie1i) ◦ ̺(Y
1
m+1−jY
i
j ), 1 < i ≤ n,
by induction on j we can deduce that ̺(Y 1m+1−jY
i
j ) = γjY
′1
m′+1−jY
′i
j , 0 ≤ j ≤
m′ + 1, where γj ∈ C
∗. If m > m′, then
0 6= ̺(
1
m+ 1− (m′ + 1)
(λien+1,i − λ
−1
1 λie1i) ◦ (Y
1
m+1−(m′+1)Y
i
m′+1))
=
γm′+1
m−m′
(λien+1,i − λ
−1
1 λie1i) ◦ (Y
′1
0 Y
′i
m′+1) = 0,
which is impossible. Thus m = m′ and a = a′. This proves the theorem. 
At last, we like to compare our irreducible sln+1(C)-modules just con-
structed in this section with other known non-weight sln+1(C)-modules.
With respect to a fixed triangular decomposition of sln+1(C) as in (1.2),
denote by b = h ⊕ n+ the fixed Borel subalgebra of sln+1(C). Let p ⊃ b be
a parabolic subalgebra of sln+1(C). Denote by n
′ the nilpotent radical of p
and by u the Levi factor of p. Then n′ ⊂ n+ and p = u ⊕ n
′. Let V be a
simple p-module, annihilated by n′. The induced module
Mp(V ) = U(g)⊗U(p) V
is called the generalized Verma module of sln+1(C) associated with p and
V , see [KM]. If p = b, then u = h, n′ = n+, and Mp(V ) is a usual Verma
module over sln+1(C).
In [Ko, Mc1, Mc2], irreducible Whittaker modules over finite-dimensional
simple Lie algebras were determined.
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On our irreducible modules Ω1−a(λ1, λ2, ...λn) andW1−a(λ1, λ2, ...λn) over
sln+1(C), the action of any ei,j with i 6= j is not locally finite, and these
modules are finitely generated free C[h]-modules. Thus they are not gen-
eralized Verma module or Whittaker modules over sln+1(C). Therefore,
we can conclude that irreducible sln+1(C)-modules Ω1−a(λ1, λ2, ...λn) and
W1−a(λ1, λ2, ...λn) are new.
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