In this paper, we show that the termination and the innermost termination properties are decidable for the class of term rewriting systems (TRSs for short) all of whose dependency pairs are right-linear and right-shallow. We also show that the innermost termination is decidable for the class of TRSs all of whose dependency pairs are shallow. The key observation common to these two classes is as follows: for every TRS in the class, we can construct, by using the dependency-pairs information, a finite set of terms such that if the TRS is non-terminating then there is a looping sequence beginning with a term in the finite set. This fact is obtained by modifying the analysis of argument propagation in shallow dependency pairs proposed by Wang and Sakai in 2006. However we gained a great benefit that the resulted procedures do not require any decision procedure of reachability problem used in Wang's procedure for shallow case, because known decidable classes of reachability problem are not larger than classes discussing in this paper.
Introduction
Termination is one of the central properties of term rewriting systems (TRSs for short), where we say a TRS terminates if it does not admit any infinite reduction sequence. The termination property is undecidable not only in general, but also for some classes: TRSs having single rule [1] , flat TRSs [2] and length-two string rewriting systems [3] . Thus several classes whose termination is decidable have been studied: right-linear right-shallow TRSs [2] , left-linear shallow TRSs, semi-constructor TRSs (TRSs all of whose dependency pairs are right-ground) [4] , and so on [5] - [8] . Relationships between these classes are summarized in Fig. 1 , where arrows indicate class inclusion, broken lines display the border between decidability and undecidability, and R and L are abbreviation of "right" and "left" respectively.
The innermost reduction strategy, which rewrites innermost redexes, is used for call-by-value computation. The termination property with respect to the innermost reduction is called innermost termination. Since the innermost termination is also undecidable in general, several classes whose innermost termination is decidable have been studied: shallow TRSs, right-linear right-shallow TRSs [2] and semiconstructor TRSs [4] . Relationships between these classes are summarized in Fig. 2 .
In this paper, we show the following results.
1. The termination and the innermost termination of a term are decidable properties for TRSs all of whose dependency pairs are right-shallow. 2. The termination and the innermost termination properties are decidable for TRSs all of whose dependency pairs are right-linear and right-shallow. 3. The innermost termination is decidable for TRSs all of whose dependency pairs are shallow. 4. An extension of these results by combining with the result of semi-constructor TRSs and other techniques related to dependency pairs. 5. The termination is undecidable for TRSs all of whose dependency pairs are left-linear and shallow.
The key idea for deciding termination of this paper is the following. As already known, infinite reduction sequences guarantees the existence of infinite dependency chains. Focusing on the fact that all proper subterms occurring in the chains are terminating, it is possible to prove the existence of dependency chains having a looping structure Copyright c 2010 The Institute of Electronics, Information and Communication Engineers in it and starting from a term in a finite set T determined from rewrite rules of R. This is proved by modifying the technique used in the proof of decidability of termination for right-linear shallow TRSs [4] . After all, in order to check termination of R, we generate all derivations from terms in T . Either we detect termination of all such derivations and halt with "termination", or find a loop and halt with "nontermination".
One may think that the result 1 is a small extension of those in [4] . However we have a great benefit that the procedures in this paper do not require any decision procedure of reachability problems, because known decision procedures of reachability problem are considerably complex and the classes is not larger than classes discussing in this paper.
Preliminary
We assume that readers are familiar with the standard definitions of term rewriting systems [9] and dependency pairs [10] .
The followings are basic notations to be used in this paper.
arity( f ) : the arity of a function symbol f T (F , V) : the set of all terms over signature F and variable set V T (F )
: the set T (F , ∅) of all ground terms over signature F Var(t)
: the set of all variables occurring in term t ε : the empty string, and hence the root position of any term root (t) : the symbol at the root position in t C [t] A rewrite rule l → r is a pair of terms such that l V and Var(r) ⊆ Var(l). A term rewriting system (TRS) R is a finite set of rewrite rules. A redex is a term t such that t = lθ for some rewrite rule l → r and substitution θ. An (R-)normal form is a term containing no redex. A substitution θ is normal if xθ is a normal form for every x. We use the followings to represent a set of terms. R lhs , R rhs : the set of left-hand (resp. right-hand) sides of a TRS R; {l | l → r ∈ R} (resp. {r | l → r ∈ R}) Arg(T )
: the set of immediate subterms of a term in
: the set of terms obtained by reducing a term in T by →; {s | t ∈ T, t → s} A redex is innermost if all of its proper subterms are normal forms. Define the innermost reduction relation −−→ in,R as follows: s −−→ in,R t if s is reduced to t by contracting an innermost redex.
For a reduction relation →, a sequence s 0 , s 1 , . . . is an →-reduction sequence if s i → s i+1 for all i = 0, 1, . . .. A term t is →-terminating if there exists no infinite →-reduction sequence starting from t. We sometimes write "terminating" ("innermost terminating") for "− → R -terminating" ("−−→ in,R -terminating"). We say a TRS R is terminating (innermost terminating) if every term is − → Rterminating (resp. −−→ in,R -terminating).
Let R be a TRS over a signature F . We define
The signature F denotes the union of F and F D = { f | f ∈ F D } where F ∩ F D = ∅ and f has the same arity as f . We use a notation t only if root(t) ∈ F D , and it is defined as t = f (t 1 , . . . , t n ) for t = f (t 1 , . . . , t n ). If l → r ∈ R, u is a subterm of r with a defined root symbol and u l, then the rewrite rule l → u is called a dependency pair (DP for short) of R. The set of all dependency pairs of R is denoted by DP(R). We use S to represent a TRS consisting of rules in forms of l → r .
For a reduction relation → and a TRS S , a (possibly infinite) sequence s 0 → t 0 , s 1 
, S )-chain such that † To simplify arguments of this paper, we included the condition that t i τ i is →-terminating, which means the minimality of chains. However the original proof of Theorem 1 in [10] contains this extended result implicitly. s i τ i is an R-normal form for every i ≥ 0. Theorem 1 ([10] , [11] ): For a TRS R, R is not (innermost) terminating if and only if there exists an infinite (innermost) (R, S )-chain for some S ⊆ DP(R).
Termination and Innermost Termination of a Term for TRSs with Right-Shallow Dependency Pairs
In this section, we show that the termination and the innermost termination of a term are decidable for TRSs all of whose dependency pairs are right-shallow. Note that these properties are different from the termination and the innermost-termination, each of which is undecidable for right-shallow TRSs [2] . In this and next sections, the notation − −−− → when arguing innermost termination. We give proofs only for termination, but they also work for innermost termination by using innermost (R, S )-chain and −−→ in,R instead of (R, S )-chain and − → R . The following proposition shows basic properties on reductions and subterms.
Proposition 2:
s for some term t . Moreover,
t s implies t s , and
s . We can take C[s ] as t . Moreover, C implies t s , and 2 also holds.
For an (innermost-) (R, S )-chain s 0 → t 0 , . . . , s n → t n , with substitutions τ 0 , . . . , τ n , we say that the chain is looping if s 0 → t 0 = s n → t n and xτ 0 = xτ n for all x ∈ Var(s 0 ).
We will show that an infinite chain contains a looping chain for right-shallow dependency pairs in Lemma 4. Before this, we prepare a technical lemma that restricts substitutions of chains.
Proof. We use induction on i. Since the case i = 0 is trivial, we consider the case i > 0. Let t i−1 = f (u 1 , . . . , u n ) and
for all x ∈ Var(v j ).
Lemma 4:
Let S be right-shallow. Let s 0 → t 0 , s 1 → t 1 , . . . be an infinite (innermost) (R, S )-chain with substitutions τ 0 , τ 1 , . . .. Then there exist i and j (0 ≤ i < j) such that s i → t i = s j → t j and xτ i = xτ j for all x ∈ Var(s i ).
Proof. We can assume that every rule in S appears in the given chain without loss of generality. Then all terms in (Arg(S rhs ) ∩ T (F )) ∪ {yτ 0 | y ∈ Var(s 0 )} are terminating from the definition of chains. Hence, the union of ranges of all τ i is finite by Lemma 3. Since the set S × {τ 0 , τ 1 , . . .} is finite, the lemma follows.
-non-terminating term. Then there exist a term t t with a defined root symbol and an infinite (innermost) (R, DP(R))-
Proposition 6 ([10]): If a term t with defined root symbol is
We obtain the decidability of (innermost) termination of a term for right-shallow systems. Proof. We can assume that the given term t is ground by regarding each variable as a fresh constant. Consider the following procedure: for every term s ( t) with a defined root symbol, simultaneously generate all − −−−−−−−− → is finitely branching.
Termination and Innermost Termination for TRSs with Right-Linear Right-Shallow Dependency Pairs
In this section, we show that the termination and the innermost termination are decidable properties for TRSs all of whose dependency pairs are right-linear and right-shallow. We have shown in Lemma 4 that an infinite chain contains a looping structure if dependency pairs in the chain are right-shallow. We have also shown in Lemma 3 that the ranges of the substitutions of the chain are covered by some finite set determined by the dependency pairs and its initial term s 0 τ 0 . Since we cannot use information on initial terms for deciding termination of TRSs, we have to determine the set only from TRSs. In order to analyze looping chains, we introduce directed graphs called the argument propagation graphs (APGs) [4] . Nodes of an APG indicate immediate subterms of s i τ i or t i τ i of a looping chain, and edges of an APG represent flows of the immediate subterms in the chain.
Definition 8 (Argument Propagation Graph): Let S be right-shallow. For a looping (innermost) (R, S )-chain s 0 → t 0 , . . . , s n → t n with substitutions τ 0 , . . . , τ n , the argument propagation graph (APG) of the chain is a directed graph G = N, E where
Example 9: Consider the following TRS and its the dependency pairs. 
The graph Fig. 3 can be represented as in Fig. 4 attached some more information related to the chain. In the following, we use this enriched form to represent APGs for readability. In order to handle this augmented information formally in proofs, we define a mapping t : N → T (F , V) that returns the term corresponding to a given node:
Moreover, we also uset Figs. 3 and 4.) For a directed graph G, the in-degree (out-degree) of a node is the number of inward edges (resp. outward edges) of the node. A node is source (sink) if the in-degree (resp. out-degree) of the node is 0. A strongly-connected component of G is a maximal subgraph G of G such that there is a path from any node to any node. An undirectional path is a path regarding edges undirected. An undirectionally connected component of G is a maximal subgraph G of G such that there is an undirectional path between any two nodes. For example, the graph G in Fig. 3 has only one strongly-connected component consisting of nodes {(i, s, 3) | i ∈ {0, 1, 2}, s ∈ {lhs, rhs}}. On the other hand, G itself is the only one undirectionally connected component of G.
In the rest of this section, we analyze properties on substitutions of looping chains by using APGs. Specifically, each term t that belongs to the ranges of the substitutions satisfies the following properties:
• t is a subterm of a term that is reachable from a term in Arg(S rhs ) ∩ T (F ), or • t is never reduced in the chain, which correspond to items in the proof of Lemma 13. In the latter case, we can replace t by an arbitrary fixed term (fixed normal form in the innermost case) without destroying the condition of chains. Hence we can cover ranges of substitution of looping chains by a finite set of terms determined by right-hand sides of dependency pairs. This is the key idea of this section.
The following proposition shows basic properties on APGs.
Proposition 10: Let S be right-shallow. Let s 0 → t 0 , . . . , s n → t n be a looping (innermost) (R, S )-chain with substitutions τ 0 , . . . , τ n . The APG of the chain satisfies the following properties:
1. If N is a source node, then N is in forms of (i, rhs, j) and t N = t i | j ∈ Arg(S rhs ) ∩ T (F )
3. For every edge from (i, lhs, j) to (i, rhs, j ), we have (
4. If S is right-linear and the out-degree of N is 2 or more, then N = (i, lhs, j) and t N = s i | j is not a variable.
Proof. For the property 1, N is not in forms of (i, lhs, j) because there exists a node (k, rhs, j) for
The node N is not in forms of (i, x) because there exists a node (i, lhs, j) such that x ∈ Var(s i | j ). Let N = (i, rhs, j). Then t i | j is not variable since N is a source node. Therefore the claim follows from right-shallowness.
In similar to property 1, the other properties are shown by using the definitions of APGs and chains, and rightshallow property.
The following lemma shows properties of APGs on paths and cycles.
Lemma 11: Let S be right-shallow.
Let s 0 → t 0 , . . . , s n → t n be a looping (innermost) (R, S )-chain with substitutions τ 0 , . . . , τ n . The APG of the chain satisfies the following properties: For a path N 0 , N 1 , . . . , N m in the APG, we havẽ t 3. Every node that has no path from any source node belongs to a cycle, if S is right-linear.
Proof. 1:
We prove by induction on m thatt
Since in the case m = 0 the claim trivially holds, we consider the case that m > 0.
• In the subcase that N m−1 = (i, rhs, j) for some i and j, the node N m is (i , lhs, j) for some i . Then we havẽ Since u 0 is terminating, we have u 0 = u 1 = · · · = u k . 2b: From ( * ), it follows from Proposition 10-4.
3:
Let N be a node having no path from any source node in the APG. Note that N is not a source node. We have
• N belongs to some cycle, or • N does not belong to any cycle but it is reachable from a node in some cycle.
However the latter case is impossible from 2b of this lemma.
We introduce a symbol ⊥ for representing some fixed term, and use Cand S , → to denote the set of all candidate instances of S lhs for looping chains. The latter is defined as follows by using substitutions whose ranges are ⊥ or subterms of terms reachable from immediate ground subterms of right-hand side of dependency pairs in S .
Example 12: Consider R 1 in Example 9. We have Arg(DP(R 1 ) rhs ) ∩ T (F ) = {a, b, c} and Cand DP(R 1 ), − → a, a, a), f (a, a, b), f (a, a, c), f (a, a, d) , . . .}.
By the previous observations on APGs, we obtain the following lemma on an existence of looping sequence starting from a candidate instance. Proof. Let s 0 → t 0 , . . . , s n → t n be a looping (innermost) (R, S )-chain with substitutions τ 0 , . . . , τ n . We construct new substitutions τ i for 0 ≤ i < n such that Dom(τ i ) = Var(s i ) as follows:
• xτ i = xτ i for x ∈ Var(s i | j ) such that there exists a path from a source node to (i, lhs, j) in the APG of the chain, • xτ i = ⊥ for the other x ∈ Var(s i ).
We also take τ 0 as τ n . Now we show that the lemma holds by taking s 0 τ 0 as t .
Consider each variable x ∈ Var(s 0 ). If x ∈ Var(s 0 | j ) for some j and the node has a path from a source node N, we obtain that xτ 0 = xτ 0 is reachable by (− −−− → 
We obtain the decidability of (innermost) termination for right-linear and right-shallow systems.
Theorem 15:
The termination and the innermost termination of a TRS R are decidable if DP(R) is right-linear and right-shallow.
Proof. A decision procedure for (innermost) termination of R is given as follows:
Step 1:
-termination of each t ∈ Arg(DP(R) rhs )∩T (F ). If there exists a non-terminating term then the procedure outputs "R is non-terminating" and halts.
Step 2: For all term u ∈ Cand DP(R), − −−− → is finitely branching. Thus the procedure detects the termination of R after finitely many steps. + f (a, a, d) and outputs "nonterminating".
Innermost Termination for TRSs with Shallow Dependency Pairs
In this section, we show that the innermost termination is decidable for TRSs all of whose dependency pairs are shallow. Similarly to the previous section, we use APGs for proving the looping property and use an exhaustive search for the decision procedure.
Note that proper subterms of s i τ i are R-normal forms and hence terms substituted to variables are also R-normal forms in innermost chains. This property plays an important role in this section.
The following shows that all instances of variables corresponding to nodes undirectionally connected are equal.
Lemma 18: Let S be shallow. Let s 0 → t 0 , . . . , s n → t n be a looping innermost (R, S )-chain with substitutions τ 0 , . . . , τ n . Let G be an undirectionally connected component of the APG of the chain. Then termst N are equal and in normal forms for all non-source nodes N of G. Proof. For a non-source node N, it is in forms of (i, lhs, j) or t N is a variable. In either of casest N is a normal form. Consider non-source nodes N and N having an edge from N to N . In the case that N = (i, rhs, j) and N = (i , lhs, j) for some i, i and j, we have (
by Proposition 10-2. Since N is a non-source node, the term (t i | j )τ i is a normal form and hencet
We use Cand in S , → for candidate terms in innermost case:
From preceding observations of APGs, we obtain the following lemma on an existence of looping sequence. A difference from Lemma 13 is an existence of a node not reachable from any source node. However, such nodes are never reduced, and equal to a reachable sink node or can be replaced by ⊥.
Lemma 19: Let S be shallow. If there exists a looping innermost (R, S )-chain then there exists a term t ∈
Proof. Let s 0 → t 0 , . . . , s n → t n be a looping innermost (R, S )-chain with substitutions τ 0 , . . . , τ n . We construct new substitutions τ i for 0 ≤ i < n such that Dom(τ i ) = Var(s i ) as follows:
1. xτ i = xτ i for x (= s i | j ) whose corresponding nodes belong to an undirectionally connected component G of the APG such that a. G has a sink node in forms of (i , lhs, j ), or b. G has a source node.
2. xτ i = ⊥ for the other x ∈ Var(s i ).
Consider each variable x ∈ Var(s 0 ). In the case that there exists a node corresponding to x that satisfies 1a, let N be one of the sink nodes. Then t N ∈ Arg(S lhs ) ∩ T (F ) from left-shallowness. Thus we have xτ 0 = t N ∈ Arg(S lhs )∩T (F ) by Lemma 18. In the case 1b, let N be one of the source nodes. Then we obtain that xτ 0 is reachable by −−→ in,R * from a term v ∈ Arg(S rhs ) ∩ T (F ) by using Proposition 10-1, Proposition 10-2 and Lemma 18. In the case 2 we have xτ 0 = ⊥. In all of the cases, we have t = s 0 τ 0 ∈ Cand in S , −−→ in,R . Moreover, every node corresponding to the variable x in the case 2 belongs to a undirectionally connected component having neither source node nor sink node in forms of (i , lhs, j ). Hence the term xτ i is never reduced by Lemma 18 and can be replaced by ⊥. Thus the substitutions τ 0 , . . . , τ n satisfy the condition of innermost chains, that is, Therefore the lemma holds by taking s 0 τ 0 as t .
We obtain the decidability of innermost termination for shallow systems. 
Combining Other Dependency Pair Techniques
In this section, we extend the classes shown in Sects. 4 and 5 by combining the preceding results with the technique on right-ground dependency pairs for semi-constructor TRSs [4] , [12] and the other techniques for termination proof based on dependency pairs. The observations on rightground dependency pairs are very similar to those in the preceding sections as shown in the following lemma. We prove the following useful theorem.
Theorem 22: Let R be a TRS and DP nrg (R) (⊆ DP(R)) be the set of non-right-ground dependency pairs of R. The (innermost) termination property is decidable for the class of TRSs satisfying the following condition:
The existence of an infinite (R, DP nrg (R))-chain if and only if the existence of an infinite (R, DP nrg (R))-chains such that all dependency pairs in the chain are right-linear and right-shallow, (or shallow for innermost case).
Although the condition in the theorem is undecidable, lots of technique in the framework called dependency pair processors [13] are available to show the condition. For example, (approximated) dependency graphs, subterm criterion, argument filtering, reduction pairs and usable rules are known [10] , [11] , [14] .
Before proving this theorem, we need a lemma corresponding to Theorem 7. Example 24: Consider the following TRS that defines the factorial in unary representation of natural numbers having a mistake.
By simple dependency analysis [10] , we know that possible infinite chains may contains the following right-linear rightshallow dependency pairs.
From Theorem 22, we can decide its (innermost) termination. Actually Cand S , − −−− → 
Undecidability of Termination for TRSs with LeftLinear Shallow Dependency Pairs
Right-linear right-shallow TRSs [2] and left-linear shallow TRSs [4] are known to be decidable classes of termination. We have extended the former class to TRSs consisting of right-linear right-shallow dependency pairs in Sect. 4 . In this section, we show that the extension of the latter class to TRSs consisting of left-linear shallow dependency pairs is impossible.
Definition 25: An instance of PCP is a finite set P ⊆ A * × A * of finite pairs of non-empty strings over an alphabet A with at least two symbols. A solution of P is a non-empty string w such that w = u 1 Proof. Let {(u i , v i ) ∈ A * × A * | 1 ≤ i ≤ n} be an instance of PCP. We identify strings in A * with terms with unary symbols † . We use a notation g k (t) for k times application of g to t.
A transform of the instance into a TRS is described as follows:
, which is left-linear and shallow. It is enough to show that R is non-terminating if and only if the instance has a solution.
(⇐):
Let w = u i 1 . . .
) be a solution of the instance of PCP and t be a term g k (a(w(ε), w(ε))). Then we have an infinite se-
I f R is non-terminating then there exists a − → R -terminating term t such that f (t, t, t) − → R * f (t, b(ε, ε), c) − −−− → DP(R) f (t, t, t) − → R * · · · by Theorem 1 and the definition of chains. Since t must be reachable to both b(ε, ε) and c, the term t must be in forms of g k (a(w(ε), w(ε))) for some integer k > 0 and string w ∈ A + . Note that k 0 because a(w(ε), w(ε)) is not reachable to c, and that w ε because g k (a(ε, ε)) with k > 0 is not reachable to b(ε, ε). Moreover t is reachable to b(ε, ε). Therefore w is a solution of the instance of PCP.
Conclusion
In this paper, we have shown the followings. Theorem 22 is useful because it guarantees that decision procedures in this paper can be incorporated into termination provers as a dependency pair processor and may improve their efficiency. Termination provers such as AProVE [16] have been developed and improved capabilities to prove and disprove (innermost) termination. They look like to work as a decision procedure for classes treated in this paper. Thus it is interesting to clarify properties in this direction. Especially it is interesting topic whether narrowing based method [17] to show non-termination eventually halts for classes of TRSs in this paper or not.
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