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IRe´sume´ et mots cle´s
Re´sume´ : Tout comme le code source, le Build System utilise´ pour
la construction d’un projet e´volue, ce qui peut mener a` un Build System
tellement complexe qu’il prend trop de temps et de travail a` maintenir.
Une solution est de migrer vers une technologie de Build System plus puissante.
L’e´tude de la migration du Build System de Linux et KDE, deux projets en
langage C, a montre´ que celle-ci peut eˆtre risque´e, longue et
complexe.
Nous avons mene´ une e´tude de cas de sept projets Java open source qui
ont re´alise´ une migration au cours de ces dernie`res anne´es, abandonnant la
technologie Ant pour utiliser Maven.
Notre objectif e´tait de mieux comprendre quelles sont les raisons qui motivent
une migration, quelle est la complexite´ de la migration et dans quelle mesure
la migration a un impact positif sur la qualite´ du Build System.
Les re´sultats ont montre´ que les principales motivations sont la complexite´
de l’ancien Build System et les avantages qu’offre la nouvelle technologie.
L’utilisation de l’outil Tycho permet aux de´veloppeurs de re´aliser leur
migration tre`s rapidement et facilement.
Bien que l’impact sur l’effort de maintenance n’a pas e´te´ significatif sur les
projets analyse´s, l’ame´lioration est malgre´ tout bien pre´sente et
proportionnellement a` la facilite´ de migration, elle reste avantageuse.
Abstract : As the source code, the Build System used for the construction
of a project evolves, and that can lead to a Build System so complex that
it takes too much time and work to maintain.
A way out is to migrate toward a more powerful Build System technology.
The study of the migration of Linux and KDE, two projects written in C,
showed that it can be risky, long and complex.
We conducted a case study of seven Java open source projects that performed
a migration in the recent years, leaving the Ant technology to use Maven.
Our goal was to have a better understanding of the reasons that motivate
the migration, what is the complexity of the migration and to what extent
the migration has a positive impact on maintenance effort.
The results showed that the main reasons are the complexity of the previous
Build System and the advantages of the new technology.
The use of the tool Tycho helps the developers to perform their migration
quickly and easily.
Even if the impact on the maintenance has not been significant, the improvement
is still present and in proportion to the ease of migration, it is advantageous.
Mots cle´s : Build System, migration, e´tude de cas, qualite´, e´volution
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CHAPITRE 1
Introduction
Le Build System est l’application qui automatise la cre´ation d’un logiciel.
Il interagit directement ou indirectement avec la plupart des stakeholders du
projet logiciel.
L’augmentation constante de la taille et la complexite´ du Build System a
motive´ de nombreux projets a` migrer leur Build System vers une nouvelle
technologie pour en re´duire notamment la complexite´. Cependant quelques
e´tudes re´centes ont de´montre´ que le processus de migration pour les projets
C peut eˆtre long et difficile. Ce domaine reste encore largement ignore´ des
recherches actuelles.
Dans ce travail, nous allons re´aliser une e´tude de cas sur sept projets Java
open source de l’e´cosyste`me d’Eclipse, pour essayer de mieux comprendre les
raisons qui motivent une migration, en cerner les difficulte´s et les effets re´els.
La premie`re partie pre´sentera la proble´matique qui nous occupe, en
pre´cisant le contexte de l’e´tude et les recherches qui ont e´te´ effectue´es sur le
sujet.
Dans la seconde, nous pre´senterons le contexte et les projets de notre e´tude
de cas.
Dans la troisie`me, nous expliquerons la me´thodologie que nous avons applique´e
pour mener a` bien notre e´tude de cas.
Dans la quatrie`me partie, nous pre´senterons les re´sultats de l’e´tude, et nous
les analyserons.
Enfin, nous ferons une e´valuation de la me´thodologie utilise´e.
1

CHAPITRE 2
Proble´matique
2.1 Contexte
Le Build System est une application qui automatise la cre´ation d’un
logiciel. Lors de son exe´cution, le Build System effectue en ge´ne´ral les taˆches
suivantes :
– compiler tout le code source en code binaire
– effectuer les tests de ve´rification du bon fonctionnement du logiciel
– rassembler le code binaire en packages
– de´ploier le logiciel dans le syste`me de production
– cre´er la documentation et/ou les release notes.
L’utilisation d’un Build System est essentielle lorsque le projet prend de
l’ampleur.
Quand le projet utilise plusieurs modules de code source, le nombre d’ope´rations
a` effectuer pour construire le programme devient de plus en plus e´leve´, et il
est alors impe´ratif de suivre un ordre particulier dans les ope´rations. En effet,
certains modules peuvent avoir en pre´-requis d’autres modules, qui devront
eˆtre compile´s avant eux. Si la compilation est toujours faite manuellement,
il n’est pas facile de garantir le respect de cet ordre et de ne pas oublier de
module.
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Le Build System a donc un roˆle essentiel dans le de´veloppement d’un
projet. Il simplifie le travail des de´veloppeurs, qui doivent reconstruire un
prototype testable du projet apre`s avoir modifie´ le code source.
C’est e´galement un e´le´ment cle´ dans la coordination de l’e´quipe. Par exemple,
la me´thodologie de de´veloppement d’inte´gration continue 1 requie`re une
exe´cution automatique des constructions du projet et une publication des
re´sultats par email pour apporter aux de´veloppeurs un feedback sur la
qualite´ du programme.
Pour les projets de´veloppe´s en Java, les deux technologies de Build
System majeures actuelles sont Ant et Maven.
Ant, un acronyme pour “Another Neat Tool”, signifiant “Un autre outil
soigne´”, a e´te´ cre´e´ en 1999 par James Duncan Davidson. L’ide´e de Ant
e´tait de corriger les de´fauts principaux de make, la technologie standard des
projets C/C++. Son principal de´faut e´tait sa forte de´pendance au syste`me
d’exploitation sur lequel e´tait exe´cute´ le Build System, due a` l’utilisation de
scripts Shell, utilisable uniquement dans les environnements Linux.
Ant a donc e´te´ designe´ pour eˆtre petit, extensible, et inde´pendant du syste`me
d’exploitation. Cette dernie`re caracte´ristique garantissait ainsi au langage
Java une portabilite´ comple`te.
Le code de Ant est re´dige´ en XML, dans des fichiers typiquement nomme´s
“build.xml”.
Voici un exemple simple de fichier build.xml 2. Ce fichier de´finit quatre targets,
qui seront les taˆches a` effectuer, nomme´es “init”, “compile”, “dist” et “clean”.
Le mot-cle´ “depends” indique que la target ne peut eˆtre effectue´e que lorsque
la target dont elle de´pend a e´te´ termine´e. Par exemple, pour e´xe´cuter la
target “dist”, qui va cre´er le re´pertoire de distribution, il faut que la target
“compile” qui compile le code source ait de´ja` e´te´ exe´cute´e.
Les balises internes indiquent les actions a` re´aliser lors de l’e´xe´cution de
la taˆche. Par exemple, la target “clean” va e´xe´cuter les commandes delete
dir=”$build”/ et delete dir=”$build”/, permettant de supprimer les deux
dossiers cre´e´s lors de l’exe´cution du Build System.
1. Pratique de de´veloppement logiciel ou` les membres d’une e´quipe inte`grent leur
travail quotidiennement - http ://martinfowler.com/articles/continuousIntegration.html
2. Source : http ://ant.apache.org/manual/using.html
2.1. CONTEXTE 5
<project name="MyProject" default="dist" basedir=".">
<description>
simple example build file
</description>
<!-- set global properties for this build -->
<property name="src" location="src"/>
<property name="build" location="build"/>
<property name="dist" location="dist"/>
<target name="init">
<!-- Create the time stamp -->
<tstamp/>
<!-- Create the build directory structure used by compile -->
<mkdir dir="${build}"/>
</target>
<target name="compile" depends="init"
description="compile the source " >
<!-- Compile the java code from ${src} into ${build} -->
<javac srcdir="${src}" destdir="${build}"/>
</target>
<target name="dist" depends="compile"
description="generate the distribution" >
<!-- Create the distribution directory -->
<mkdir dir="${dist}/lib"/>
<!-- Put everything in ${build} into the MyProject-${DSTAMP}.jar file -->
<jar jarfile="${dist}/lib/MyProject-${DSTAMP}.jar" basedir="${build}"/>
</target>
<target name="clean"
description="clean up" >
<!-- Delete the ${build} and ${dist} directory trees -->
<delete dir="${build}"/>
<delete dir="${dist}"/>
</target>
</project>
6 CHAPITRE 2. PROBLE´MATIQUE
Quant a` Maven, sa premie`re version a e´te´ mise a` disposition des de´veloppeurs
en juin 2007, e´galement par la fondation Apache. Maven a e´te´ cre´e´ avec l’ide´e
de standardiser le processus de build, suite a` l’observation que de nombreux
projets Java re´imple´mentent syste´matiquement les meˆmes targets Ant.
Le paradigme utilise´ par Maven est Project Object Model (POM). Il
de´crit le projet, ses de´pendances avec des modules externes et l’ordre de
construction a` suivre. Ce POM se mate´rialise par des fichiers pom.xml. Le
fichier principal est positionne´ a` la racine du projet, il est appele´ POM
parent. Les fichiers POM sont organise´s en hie´rarchie, ce qui permet l’he´ritage
des proprie´te´s.
L’approche de standardisation de Maven diffe`re totalement de celle de
Ant. La` ou` Ant laisse les de´veloppeurs libres dans l’architecture de leur
projet et dans l’e´criture du Build System, Maven utilise le concept de
convention plutoˆt que configuration. Cela signifie que Maven impose une
structure standardise´e du projet ainsi qu’une nomenclature spe´cifique des
dossiers. Tant que les de´veloppeurs suivent ces conventions, Maven peut
utiliser sa configuration par de´faut. Si les de´veloppeurs ont besoin de s’e´carter
de la convention, Maven l’autorise mais ne´cessite que les de´veloppeurs le
pre´cisent dans la configuration du projet.
Maven utilise un cycle de vie de construction. Lorsque la construction du
projet commence, Maven va re´aliser automatiquement toutes les e´tapes du
build, de fac¸on se´quentielle. Cela signifie qu’une e´tape ne sera pas re´alise´e
tant que l’e´tape pre´ce´dente n’est pas termine´e. Les phases par de´faut du
cycle de vie sont :
– validate - ve´rifie que le projet est correct et que toutes les informations
ne´cessaires sont disponibles
– compile - compile le code source du projet
– test - teste le code source compile´. Ces tests ne doivent pas ne´cessiter
que le code soit en package ou de´ploye´.
– package - package le code compile´ dans son format de distribution, par
exemple un JAR.
– integration-test - effectue les tests d’inte´gration du package
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– verify - effectue tous les controˆles pour ve´rifier que le package est valide
et re´ponde aux crite`res de qualite´.
– install - installe le package dans le re´pertoire local, pour l’utiliser
comme de´pendance dans d’autres projets locaux.
– deploy - Copie, dans un environnement d’inte´gration ou de release, le
package final dans le re´pertoire distant pour le partager avec les autres
de´veloppeurs et projets.
Il est possible d’ajouter d’autres phases au cycle de vie, mais elles doivent
alors eˆtre configure´es dans le POM parent.
Pour simplifier encore le travail des de´veloppeurs, Maven s’occupe aussi
automatiquement des sous-de´pendances des plug-ins du Build System.
Lorsqu’un plug-in est ajoute´ au Build System, et qu’il de´pend de diffe´rents
autres plug-ins qui ne sont pas encore inte´gre´s au Build System, Maven va
alors les rechercher et les te´le´charger automatiquement. Il en va de meˆme
pour le te´le´chargement de leurs mises a` jour.
Voici un exemple simple de fichier pom.xml 3. La diffe´rence notable avec le
build.xml est l’absence de configuration manuelle. Ant re´clamait de construire
des targets, avec leurs actions a` re´aliser et leurs interde´pendances explicitement
e´crites. Graˆce au cycle de vie, apporte´ par le concept de convention, le
pom.xml n’a pas besoin de ces informations.
Les balises “dependencies” listent les plug-ins dont le Build System du projet
de´pend. Dans notre exemple, le projet utilise le plug-in JUnit, a` la version
3.8.1.
3. Source : http ://maven.apache.org/guides/getting-started/
8 CHAPITRE 2. PROBLE´MATIQUE
<project xmlns="http://maven.apache.org/POM/4.0.0"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:schemaLocation="http://maven.apache.org/POM/4.0.0
http://maven.apache.org/xsd/maven-4.0.0.xsd">
<modelVersion>4.0.0</modelVersion>
<groupId>com.mycompany.app</groupId>
<artifactId>my-app</artifactId>
<packaging>jar</packaging>
<version>1.0-SNAPSHOT</version>
<name>Maven Quick Start Archetype</name>
<url>http://maven.apache.org</url>
<dependencies>
<dependency>
<groupId>junit</groupId>
<artifactId>junit</artifactId>
<version>3.8.1</version>
<scope>test</scope>
</dependency>
</dependencies>
</project>
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2.2 E´tat de l’art
2.2.1 E´volution du Build System
Utiliser un Build System ne se limite pas a` simplement le re´diger. Il a
aussi besoin d’eˆtre maintenu pour pouvoir suivre les e´volutions que subit le
projet au cours de son de´veloppement. Cette maintenance peut impliquer
l’addition de re`gles de build pour accueillir de nouveaux modules de code
source, ou des ajustements a` la configuration du compilateur.
Cette maintenance demande un effort supple´mentaire non-trivial de la
part des de´veloppeurs.
De nombreuses e´tudes sur l’e´volution des Build Systems ont e´te´ mene´es
dans le but de trouver des patterns re´currents dans leur e´volution, et d’e´valuer
la charge de travail que la maintenance impose aux e´quipes de de´veloppement.
En 2002, Kumfert et al.[3] ont mene´ une enqueˆte aupre`s de 34 de´veloppeurs
venant de Lawrence Livermore National Labs pour e´valuer la surcharge de
travail perc¸ue par la maintenance du Build System.
Leurs re´sultats e´taient qu’en moyenne cette surcharge e´tait de 12% de l’effort
de de´veloppement, c’est a` dire que 12% du de´veloppement est de´die´ a` la
maintenance du Build System.
Une autre e´tude, mene´e par Adams et al.[1] s’est inte´resse´ a` l’e´volution
d’un Build System largement utilise´, celui du kernel du ce´le`bre syste`me
d’exploitation Linux.
Ils ont observe´ que l’e´volution d’un projet ne passe pas uniquement par
celle du code source. A` chaque fois que du code source est ajoute´, ou que
des modules existants sont de´place´s, le Build System doit eˆtre modifie´ pour
que le projet reste compilable. L’e´volution habituelle du code source a donc
un impact direct sur le Build System, mais l’inverse est e´galement vrai.
Leur objectif est de quantifier ces observations, en analysant l’e´volution du
code source et du Build System, de leur cre´ation jusqu’aux dernie`res versions
disponibles.
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Leur premie`re observation est que le Build System e´volue bien au fil du
temps, et suit la meˆme tendance que l’e´volution du code source.
La deuxie`me observation est que la complexite´ du Build System augmente
aussi avec le temps. Le nombre de de´pendances entre les targets grandit, et
avec elle la difficulte´ de comprendre les relations entre elles. Ces difficulte´s
augmentent le temps ne´cessaire pour comprendre et modifier le Build System,
et constituent une source potentielle d’erreurs de build.
La troisie`me observation montre que l’e´volution du Build System est dirige´e
par sa maintenance. Les de´veloppeurs doivent fournir des efforts spe´cifiques
pour ge´rer cette complexite´ croissante.
Le kernel de Linux est de´veloppe´ en C, en utilisant la technologie Make
pour son Build System. McIntosh et al.[4] ont voulu ve´rifier si ces observations
re´alise´es sont confirme´es avec d’autres technologies. Ils ont alors e´tudie´
quatre projets open source de´veloppe´s en Java et utilisant la technologie
de Build System Ant.
Ils ont eux aussi analyse´ l’e´volution des Build Systems, pour ve´rifier si
la taille et la complexite´ du Build System e´voluent, et si elles sont corre´le´es
a` l’e´volution du code source.
Adams et al. ont observe´ que (1) le Build System de Linux e´volue, (2) la
complexite´ du Build System augmente au fil du temps, et (3) la maintenance
dirige l’e´volution du Build System.
Les deux premie`res observations ont e´te´ confirme´es dans cette e´tude. Les
Build Systems Ant augmentent en taille et en complexite´ au fil du temps,
a` moins qu’un effort explicite ne soit fourni pour les restructurer. Cette
e´volution est, elle aussi, corre´le´e a` l’e´volution du code source.
Pour la troisie`me observation, McIntosh et al. ont remarque´ que les raisons
qui motivent l’e´volution du Build System diffe`rent. Par exemple, les
de´veloppeurs du Build System Make doivent fournir beaucoup d’efforts pour
conserver un Build System modulaire, alors que Ant et Maven leurs fournissent
des outils spe´cifiques pour garantir la modularite´.
Leur e´tude a de´montre´ que les Build Systems des projets Java et C
e´voluent de manie`re similaire. De nombreuses motivations de l’e´volution des
Build Systems des projets C sont pre´sents dans les Build Systems des projets
Java, mais il y a malgre´ tout d’importantes diffe´rences.
Plus tard, Adams et al. ont e´tendu cette e´tude aux Build Systems Maven,
ou` ils ont obtenu les meˆmes re´sultats que pour les Build Systems Ant[5].
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L’e´tape suivante dans l’analyse de l’e´volution des Build Systems a e´te´
d’analyser plus en de´tail cette surcharge de travail qu’impose la maintenance
du Build System. Pour cela, McIntosh et al.[6] ont mene´ une e´tude empirique
de´taille´e sur dix larges projets C et Java.
Leur e´tude est divise´e en trois dimensions :
1. La taille et le taux de changement du Build System
2. Le couplage du Build System avec le code source et avec le code de
test
3. La re´partition de l’implication des de´veloppeurs dans la maintenance
du Build System
Les re´sultats de la premie`re dimension montrent que le Build System est
relativement petit en taille, composant 9% (me´diane) des fichiers des projets
e´tudie´s. Par contre, le Build System change fre´quemment, a` un taux proche
de celui du code source.
Les analyses du couplage se basent sur les work items, autrement dit le
groupe de re´visions modifiant le meˆme objet, comme une correction d’un
meˆme bug.
Les re´sultats montrent que 4 a` 16% des work items du code source et 8 a`
20% des work items du code de test des projets Java analyse´s requie`rent
un changement dans le Build System, de meˆme que 27% des work items du
code source et 44% des work items du code de test des projets C analyse´s.
Les projets analyse´s ont deux styles d’implication dans le Build System ;
un style concentre´, ou` la majorite´ des modifications sont re´alise´es par une
petite e´quipe d’experts du Build System, et un style disperse´, ou` la plupart
des de´veloppeurs contribuent aux modifications du Build System.
Jusqu’a` 79% des de´veloppeurs du code source et 89% des de´veloppeurs du
code de test sont significativement implice´ dans la maintenance du Build
System, mais l’utilisation d’une e´quipe d’experts en Build System peut
re´duire cette proportion de de´veloppeurs implique´s a` 22% des de´veloppeurs
du code source et 24% des de´veloppeurs du code de test.
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2.2.2 Migration du Build System
En e´voluant, le Build System peut atteindre un stade ou` la complexite´
devient tellement importante qu’elle impacte drastiquement la productivite´
des de´veloppeurs, et ralentit le de´veloppement du projet. C’est ce qu’il s’est
produit pour le projet KDE[7]. KDE 3 utilise la technologie autotool pour
construire son projet. Cette technologie est vraiment difficile a` utiliser, au
point que les de´veloppeurs la surnomment “auto-hell” !
Pour la nouvelle version, KDE 4, l’e´quipe de de´veloppement a de´cide´ de
laisser de cote´ autotool et de migrer le Build System dans le but le restructurer
et d’utiliser une technologie plus facile a` manipuler.
La premie`re tentative des de´veloppeurs a e´te´ de migrer vers SCons, une
technologie de Build System base´e sur Python. Tre`s vite, plusieurs de´fauts
majeurs de SCons sont apparus, notamment une couche “configuration”
immature et des difficulte´s de portage vers d’autres plateformes. La migration
a donc e´te´ arreˆte´e, et les de´veloppeurs se sont tourne´s vers CMake, une
version cross-plateforme de Make. La deuxie`me tentative de migration a
cette fois e´te´ un succe`s.
Linux a lui aussi entrepris une migration du Build System de son kernel,
entre les versions 2.4 et 2.6.
Les de´veloppeurs ont tente´ une premie`re migration pour la version 2.5.
L’objectif e´tait de re´e´crire la couche “configuration” avec un langage plus
concis (CML2) et d’adopter une technologie Make non-re´curcive pour la
couche “construction”.
Malheureusement, la migration fut un e´chec par manque de re´tro-compatibilite´
de CML2 et de plan de migration incre´mental pour le Make non-re´curcif.
La deuxie`me tentative de migration pour la version 2.6 fut quant a` elle
un succe`s. Ils ont choisi de migrer la couche “configuration” vers KConfig,
et de restructurer de fac¸on incre´mentale la couche “construction” vers une
architecture plus puissante, toujours base´e sur la technologie re´curcive de
Make.
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Adams et al.[2] ont e´tudie´ les deux tentatives de migration de Build
System e´choue´es et les deux re´ussies, pour ces deux projets open source.
L’objectif est d’identifier une me´thodologie commune pour la migration du
Build System et les challenges majeurs associe´s a` la migration.
Ils ont de´couvert que le processus de migration de Build System ressemblait
au mode`le en spirale utilise´ dans le de´veloppement du code source, et ils
ont isole´ des phases individuelles de ce processus : analyse des risques et
planification, imple´mentation et e´valuation.
Ils ont e´galement de´couvert quatre challenges majeurs qui vont attendre
les de´veloppeurs qui entreprendront une migration de leur Build System :
1. le rassemblement des exigences,
2. les proble`mes de communication avec les diffe´rentes stakeholders,
3. l’e´quilibrage de l’ame´lioration des performances avec la complexite´ du
code du Build System,
4. l’e´valuation efficace des prototypes de Build System.
Adams et al. ont e´galement observe´ qu’aucune des e´quipes de de´veloppement
de KDE et de Linux n’a correctement re´uni les exigences de leur nouveau
Build System lors de leur premie`re tentative. Ceci e´tait duˆ a` une mauvaise
implication des stakeholders et un manque de communication avec les experts
du Build System.
Les de´veloppeurs de ces deux projets ont compris leurs erreurs, ce qui leur
a permis de re´ussir leur deuxie`me migration.
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2.3 Questions de recherche
Lors de l’analyse des migrations de Linux et de KDE, nous avons observe´
que celles ci e´taient des ope´rations risque´es, longues et complique´e. Nous
voulons donc e´tendre cette analyse de migrations a` d’autres technologies
pour mieux en comprendre le processus.
Dans ce me´moire, nous allons mener une e´tude de cas de sept projets,
pour tenter de re´pondre aux trois questions de recherche qui nous pre´occupent :
– RQ1 : “Quelles sont les raisons qui motivent une migration ?”
– RQ2 : “Quelle est la complexite´ de la migration ?”
– RQ3 : “Dans quelle mesure la migration a un impact positif sur la
qualite´ du Build System ?”
CHAPITRE 3
Etude de cas
Dans ce troise`me chapitre, nous allons dans un premier temps de´crire
le contexte de notre e´tude de cas. Ensuite, nous pre´senterons les diffe´rents
projets qui la composent.
3.1 Contexte de l’e´tude de cas
Dans cette e´tude, nous nous inte´resserons exclusivement a` des projets
appartenant a` l’e´cosyste`me d’Eclipse 1. Eclipse est l’un des environnements
de de´veloppement les plus populaires au monde, constituant la base de la
plupart des outils de de´veloppement Java sur le marche´.
Les raisons du choix de l’e´cosyste`me d’Eclipse pour notre e´tude de cas
incluent le statut important d’Eclipse dans le monde du de´veloppement
open source et la migration massive des Build Systems a` travers les projets
d’Eclipse.
Auparavant, ces projets utilisaient la technologie Ant pour le de´veloppement
de leur Build System. Les uns apre`s les autres, ils ont de´cide´ de migrer vers la
technologie Maven. Cette dernie`re propose en effet de nombreux avantages,
tels que 2
1. http ://www.eclipse.org
2. Source : http ://www.kblaney.com/benefits-of-maven-over-ant/
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– La standardisation de la structure du Build System
Tous les projets Maven posse`dent une meˆme structure standardise´e, ce
qui permet une compre´hension beaucoup plus aise´e de chaque projet.
En contrepartie, cette standardisation contraint les de´veloppeurs a`
respecter la structure et la nomenclature des dossiers.
– La gestion des de´pendances
Avec Maven, les de´pendances transitives sont ge´re´es automatiquement
par le Build System lui-meˆme. Lorsque les de´veloppeurs ajoutent une
de´pendance a` une bibliothe`que, ils ne doivent pas se soucier des
de´pendances propres a` cette bibliothe`que. Maven s’en chargera, en
allant lui-meˆme chercher les e´le´ments dont la bibliothe`que a besoin.
– Des builds divise´s en composants
Les builds sont divise´s en composants plus petits, qui permettent de
tester et d’inte´grer tre`s rapidement des changements de code.
– La re´duction de la duplication
Maven peut utiliser une hie´rarchie de ses POM pour re´duire la
duplication qui existe typiquement dans les projets Ant. Par exemple,
le POM parent peut prendre en charge tous les de´tails d’une configuration,
et tous les POM du projets peuvent he´riter de cette configuration.
– L’utilisation d’autres langages
Maven posse`de un outil lui permettant d’utiliser du code provenant
d’autres technologie, comme par exemple du code Ant. Cet outil permet
de pallier a` d’e´ventuelles fonctionnalite´s que Maven ne posse`de pas.
– La simplicite´ d’exe´cution
Graˆce aux cycles de vie de Maven et l’utilisation d’une structure
de projet standardise´e, tous les Build Systems utilisant Maven n’ont
besoin que d’un simple “mvn clean install” pour eˆtre exe´cute´s.
Par contre Ant n’a pas de me´thode unifie´e pour e´xe´cuter le Build
System, ce qui peut eˆtre un frein dans les communaute´s open source,
ou` les contributeurs potentiels pourraient eˆtre de´motive´s s’ils ont de
trop grandes difficulte´s a` construire le projet.
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Jusqu’il y a quelques anne´es, il e´tait impossible d’utiliser Maven au sein
de l’e´cosyste`me Eclipse a` cause d’une incompatibilite´ avec le fonctionnement
d’OSGi 3, le framework de gestion des plug-ins d’Eclipse.
OSGi a ses propres me´ta-donne´es pour exprimer les de´pendances, la
localisation des fichiers sources, etc.
Ces me´ta-donne´es sont ge´ne´ralement trouve´es dans le fichier POM de Maven.
Pour contourner cette incompatibilite´, la communaute´ Eclipse a de´veloppe´
Tycho 4, un plug-in d’Eclipse compose´ d’un ensemble de plug-ins Maven, qui
sert d’interme´diaire entre OSGi et Maven.
Tycho va utiliser les me´ta-donne´es natives des plug-ins Eclipse et des
Bundles OSGi. Il va e´galement utiliser le POM pour configurer et diriger le
build. Il permet ainsi a` Maven d’utiliser OSGi et les me´ta-donne´es d’Eclipse
pendant la construction du projet.
Tycho utilise les me´ta-donne´es et les re`gles de OSGi pour re´soudre les
de´pendances du projet dynamiquement et les injecter dans Maven pendant
l’exe´cution du build.
L’arrive´e a` maturite´ de Tycho a convaincu les de´veloppeurs de nombreux
projets a` migrer leur Build System vers Maven, tout en restant dans
l’e´cosyste`me d’Eclipse.
3. Groupe de classes java qui permettent d’offrir des fonctionnalite´s supple´mentaire au
code l’utilisant.
4. http ://eclipse.org/tycho/
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3.2 Pre´sentation des projets analyse´s
Nous avons choisi d’analyser les sept projets suivants : LinuxTools, CDT,
BPEL, JDT, Mylyn, PDE et JBossTools.
Nous avons se´lectionne´ des projets de toutes tailles, quatre d’entre eux
(BPEL, JDT, Mylyn et PDE) sont de petite taille, alors que LinuxTools
et CDT sont de taille plus importante, et JBossTools est quant a` lui d’une
taille conside´rable.
Tous ces projets ont migre´ de la technologie Ant vers la technologie Maven
il y a quelques anne´es. Nous avons utilise´ l’inte´gralite´ de leur historique, qui
remonte pour le plus ancien a` juin 2001, et pour le plus re´cent a` fe´vrier 2007.
Nous allons ici faire une courte pre´sentation de ces projets.
LinuxTools
Le projet LinuxTools 5 vise a` apporter un IDE 6 C et C++ complet
aux de´veloppeurs Linux. Il s’appuie sur les fonctionnalite´s d’e´dition de code
source et de debugging de CDT et inte`gre des outils de de´veloppement natifs
populaires comme Valgrind, OProfile, RPM, SystemTap, GCov, GProf, LTTng,
etc.
CDT
Le projet CDT 7 fournit un IDE C et C++ totalement fonctionnel, base´
sur la plateforme Eclipse. Les fonctionnalite´s de CDT incluent un e´diteur
(avec coloration de la syntaxe, et autocomple´tion du code), un exe´cuteur,
un debugger, un moteur de recherche et un ge´ne´rateur de Makefile.
5. http ://www.eclipse.org/linuxtools/
6. Integrated Development Environment
7. C/C++ Development Tooling - http ://www.eclipse.org/cdt/
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BPEL Designer
L’objectif du projet BPEL 8 est d’ajouter un support complet a` Eclipse
pour la de´finition, la cre´ation, l’e´dition, le de´ploiement, les tests et le debugging
des processus WS-BPEL 2.0.
WS-BPEL (Web Services Business Process Execution Language) est une
spe´cification neutre de´veloppe´e par OASIS pour spe´cifier les processus business
comme un ensemble d’inte´ractions entre les web services. En fournissant ces
outils, ce projet vise a` construire une communaute´ autour du support de
BPEL dans Eclipse.
JDT
Le projet JDT 9 fournit l’outil plug-in qui imple´mente un IDE Java qui
soutient le de´veloppement d’applications Java, y compris les plug-ins Eclipse.
Il ajoute une nature de projet Java et une perspective Java au Workbench
d’Eclipse, ainsi que de nombreuses vues, e´diteurs, wizards, constructeurs, et
outils de fusion et refactoring de code.
Ce projet est divise´ en plusieurs composants dont le de´veloppement est
inde´pendant, chacun ayant sa propre e´quipe de de´veloppement. Il n’existe
donc pas un re´pertoire GIT unifie´ dans lequel nous pouvons observe´ l’e´volution
du Build System de l’ensemble du projet, chaque re´pertoire ayant son propre
Build System. Nous avons donc se´lectionne´ les deux composants dont le
de´veloppement est le plus actif.
Le premier est JDT-Core, qui contient la structure principale du projet.
Le deuxie`me composant est JDT-UI, qui est le composant qui s’occupe de
de´velopper l’interface utilisateur.
Mylyn
Mylyn 10 fournit au de´veloppeur une interface spe´cifique aux taˆches sur
lesquelles il travaille. Mylyn surveille les activite´s de l’utilisateur et essaie
d’identifier quelles sont les informations pertinentes a` la taˆche en cours.
L’objectif est d’ame´liorer la productivite´ en re´duisant la recherche et la
navigation dans les fichiers.
8. Business Process Execution Language - http ://www.eclipse.org/bpel/
9. Java development tools - http ://www.eclipse.org/jdt/
10. http ://www.eclipse.org/mylyn/
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PDE
Le projet PDE 11 fournit des outils pour cre´er, de´velopper, tester, debugger,
construire et de´ployer des plug-ins Eclipse. PDE fournit aussi des outils
complets pour OSGi, ce qui en fait un environnement ide´al pour la
programmation par composants, pas uniquement pour le de´veloppement de
plug-in Eclipse.
JBossTools
JBoss Tools est un project-cadre pour un ensemble de plugins Eclipse
et de fonctionnalite´s, conc¸u pour aider les de´veloppeurs de JBoss et J2EE a`
de´velopper des applications. JBoss Tools supporte entre autres Hibernate,
JBoss AS, Drools, jBPM, JSF, (X)HTML, Seam, Maven, JBoss ESB, JBoss
Portal, etc.
Nous ne disposons de donne´es que jusqu’a` fin 2012, car l’e´quipe de
de´veloppement a de´cide´ d’abandonner le re´pertoire GIT principal pour le
se´parer en quatre parties distinctes.
JBoss Tools fut l’un des premiers projets a` migrer son Build System vers
Maven en utilisant Tycho, et ce bien avant que ce plug-in ne soit mature.
Ils ont donc joue´ un roˆle de pionnier, la` ou` beaucoup de projets analyse´s
dans cette e´tude ont attendu que Tycho soit mature et que des outils et des
exemples soient disponibles pour les aider a` re´aliser la migration.
11. Plug-in Development Environment - http ://www.eclipse.org/pde/
CHAPITRE 4
Me´thodologie
Pour re´pondre a` nos questions de recherche, nous avons e´tabli une
me´thodologie base´e sur deux approches.
La premie`re est une approche quantitative. Pour cette approche, nous
analysons les donne´es que nous tirons de l’inte´gralite´ de l’historique du
re´pertoire GIT de chaque projet. GIT est un syste`me de controˆle de version
et de gestion du code source, dans lequel chaque de´veloppeur ajoute les
modifications qu’il a apporte´es au projet via des commits.
L’analyse de ces commits permet d’e´valuer la qualite´ du Build System
du projet, graˆce a` une se´rie de dimensions que nous avons e´tablies. Les
dimensions sont des aspects du projet qui permet d’e´valuer un crite`re de
qualite´.
Le choix de ces dimensions s’est base´ sur les analyses de´ja` re´alise´es par
Adams et al.[1] et McIntosh et al.[5][6].
La deuxie`me approche est qualitative. Celle-ci nous permet d’avoir des
informations comple´mentaires aux informations fournies par les donne´es
quantitatives. Ceci dans le but de mieux comprendre la migration du Build
System. Nous avons donc demande´ un feedback au de´veloppeurs qui ont
travaille´ sur le Build System des projets, et re´alise´ une analyse manuelle de
certains commits.
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4.1 Analyse Quantitative
L’analyse quantitative est compose´e de quatre dimensions, que nous
allons de´tailler dans cette section.
Les quatre dimensions que nous avons choisies pour e´valuer la qualite´ du
Build System, avant et apre`s la migration, sont :
1. l’e´volution de la taille du Build System,
2. les modifications du code du Build System,
3. le couplage du code du Build System avec le code source,
4. l’impact des changements sur les fichiers.
Ces dimensions seront analyse´es a` l’aide de me´triques, base´es sur les
donne´es re´cupe´re´es dans l’inte´gralite´ de l’historique du re´pertoire GIT de
chaque projet.
Dimensions Me´triques
Evolution de la taille BLOC
Modifications dans le code Taux de changement Churn
Couplage avec le code source Taux de co-changement Co-churn
Impact sur les fichiers Proportion Distribution
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4.1.1 Evolution de la taille du Build System
Cette dimension a pour objectif d’observer le de´veloppement du code du
Build System. Elle permet de visualiser facilement les e´venements importants
de la vie du projet, comme la migration vers Maven, une pe´riode de forte
expansion du code de Build System, ou une pe´riode de refactoring. C’est un
premier indicateur qui donne une bonne vue d’ensemble du projet, et qui
permet de cibler les mois plus inte´ressants a` analyser qualitativement.
La me´trique utilise´e est le BLOC, Build Lines Of Code, qui reprend
chaque mois la taille en nombre de lignes de code du Build System. Nous
regardons l’e´volution du BLOC de l’ancienne technologie de Build System
et de la nouvelle se´pare´ment. Ce qui nous permet de trouver directement
le mois de la migration, et de suivre apre`s celle ci la fac¸on dont le code de
l’ancienne technologie continue a` e´voluer.
Le graphe permettant de repre´senter cette me´trique mesure la taille en
BLOC des deux Build Systems chaque mois.
Il est important de noter que l’objectif de cette me´trique n’est pas
simplement de comparer la taille des deux Build Systems, mais surtout la
fac¸on dont le BLOC e´volue. En effet, les deux technologies peuvent avoir
une verbosite´ diffe´rente, ce qui fait qu’une simple comparaison du BLOC
des deux Build Systems n’est ni e´quitable, ni pertinente. Elle peut montrer
une tendance, mais nous pre´fe`rerons analyser les mouvements de la courbe
du BLOC plutoˆt que sa hauteur.
Dans notre e´tude de cas, Maven est plus verbeux lorsque la configuration du
Build System est personnalise´e, alors qu’une configuration plus standardise´e
permet aux projets respectant au maximum les conventions de Maven d’avoir
un BLOC plus faible.
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4.1.2 Modifications du code dans le Build System
Cette dimension permet d’e´valuer la quantite´ de travail que les de´veloppeurs
doivent fournir pour maintenir le Build System. Si ce dernier doit fre´quemment
changer, avec des modifications de taille importante, cela signifie que la
maintenance demande beaucoup de travail de la part des de´veloppeurs.
Cette dimension peut eˆtre utilise´e avec la premie`re dimension, l’e´volution du
code. Un pic observe´ dans l’e´volution du BLOC peut eˆtre explique´ a` l’aide
de cette seconde dimension. Il pourrait eˆtre duˆ a` de nombreux commits de
petite taille, ou quelques commits de taille plus importante.
Nous utilisons deux me´triques pour e´valuer cette dimension, le taux de
changement du code du Build System et la taille de ces changements, que
nous appelons le churn.
La me´trique du taux de changement nous permet de voir quelle e´tait la
fre´quence des modifications du Build System et la proportion des commits
qui le modifient le Build System.
Pour cela, nous regardons le pourcentage mensuel de commits qui ont modifie´s
le code du Build System. Sa valeur indique la quantite´ de travail de l’e´quipe
de de´veloppement qui est de´die´e a` la maintenance du Build System. Plus
sa valeur est e´leve´e, plus la maintenance occupe une place importante. Il
est important de conserver une fre´quence de changements aussi basse que
possible.
La me´trique du churn est la taille des modifications qui ont e´te´ effectue´es
sur le Build System. Une modification peut eˆtre un ajout de ligne, une
suppression de ligne ou une ligne dont le contenu a change´. Toutes ces lignes
sont additionne´es ensemble, et ont le meˆme poids.
Deux graphes permettent de repre´senter cette me´trique :
Le premier reprend pour chaque mois le nombre total de lignes modifie´es
dans tous les commits concernant le Build System. La taille de ces commits
permet d’e´valuer la quantite´ de travail qui a e´te´ alloue´e a` la maintenance
du Build System.
Le deuxie`me graphe pre´sente la taille des commits de chaque mois sous forme
de Box Plot (cfr. figure 4.1). Il permet d’avoir un aperc¸u de la taille des
commits graˆce aux quartiles du churn des commits de chaque mois. Ainsi le
travail re´alise´ dans ces commits sera directement e´value´. Un seul commit de
plusieurs centaines de lignes demande plus de travail que plusieurs commits
de quelques dizaines de lignes.
4.1. ANALYSE QUANTITATIVE 25
Figure 4.1 – Ce graphe est un exemple conceptuel de BoxPlot.
Un BoxPlot est un graphique permettant de repre´senter des groupes de
donne´es en utilisant leurs quartiles.
4.1.3 Couplage du code du Build System avec le code source
Cette dimension montre quelle est la corre´lation entre l’e´volution du code
source et l’e´volution du code du Build System.
Il est inte´ressant de savoir si la maintenance du Build System de´pend directement
de l’e´volution du code source. Un haut couplage signifie qu’il y a de fortes
chances pour que ce soient les de´veloppeurs qui modifient le Build System
eux-meˆmes pour que ce dernier prenne en compte leurs changements. Ceci
augmente leur charge de travail et rend leur taˆche plus complexe.
Par contre, un faible couplage indique que le Build System est suffisamment
flexible pour s’adapter a` des changements effectue´s dans le code source. Il
re´clame donc une maintenance moins syste´matique et moins fre´quente.
Pour cette dimension, nous utilisons e´galement comme me´triques le taux
de changement et le churn, mais d’un point de vue diffe´rent :
Pour le taux de co-changement, nous regardons le pourcentage de commits
qui ont change´ en meˆme temps, le code source et le code du Build System.
Le graphe montre, par groupe de cinquante commits modifiant le Build
System, quel est le pourcentage de commits du groupe qui modifient e´galement
le code source.
Pour le co-churn, nous regardons pour chaque mois le churn cumule´ des
commits qui ont modifie´ en meˆme temps, le code source et le code du Build
System.
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4.1.4 Impact des changements sur les fichiers
Cette dimension repre´sente les fichiers du Build System qui ont ne´cessite´
une maintenance. Cela nous permet de savoir si les modifications sont re´parties
a` travers tous les composants du Build System, ou si elles sont plus localise´es,
et de connaitre e´galement la proportion des fichiers modifie´s et leur nombre
de modifications.
Un projet dont les changements impliquent une grande partie du Build
System lors de la maintenance sera plus difficile a` aborder par les de´veloppeurs.
Par contre, un projet dont seuls quelques fichiers sont modifie´s de nombreuses
fois, et une majorite´ des fichiers ne ne´ce´ssitant que peu de maintenance,
montre un Build System globalement plus stable. Ces maintenances sont
plus localise´es et plus simple a` corriger pour les de´veloppeurs.
Nous utilisons deux me´triques pour e´valuer cette dimension, la proportion
des fichiers qui ont rec¸u une maintenance, et la distribution de ceux-ci.
La me´trique de proportion des fichiers modifie´s est repre´sente´e par un
graphe indiquant pour chaque trimestre le pourcentage de fichiers modifie´s
au moins une fois.
La me´trique de distribution des modifications est repre´sente´e par une
Treemap (cfr. figure 4.2). Cette dernie`re pre´sente l’ensemble des fichiers du
Build System du projet. Chaque fichier est colore´ diffe´remment selon le
nombre de modifications qu’il a rec¸u au cours de l’anne´e concerne´e.
Figure 4.2 – Exemple conceptuel d’une Treemap.
Une Treemap est une repre´sentation visuelle d’une arborescence de donne´es,
organisant les objets dans une structure hie´rarchique.
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4.2 Analyse Qualitative
La premie`re partie de cette analyse consiste a` poser aux de´veloppeurs des
projets des questions pour en savoir plus sur la migration du Build System
de leur projet.
L’objectif de ce sondage est de savoir quelles sont les raisons qui les ont
motive´ a` re´aliser la migration, comment ils e´valuent la difficulte´ de cette
migration et ce qu’ils pensent de Maven en listant deux points forts et deux
points faibles qu’ils conside`rent comme majeurs.
Voici en anglais, les questions pose´es :
1. Why did you choose to migrate your build system towards Maven ?
Was the migration driven by the (then) current state of the existing
build system, by a management decision, or by another motivation ?
2. How would you rate the difficulty to perform the migration, and why ?
3. What are the 2 majors strengths of the new Maven build system, and
what are its 2 major weaknesses ?
Pour l’analyse qualitative, nous avons e´galement effectue´ une analyse
manuelle des commits dans l’historique de GIT. L’objectif est de mieux
comprendre les e´ve´nements surprenants que nous trouvons dans les graphes,
principalement ceux de l’e´volution du BLOC et du churn.
Les e´ve´nements que nous analysons plus en de´tails sont par exemple, une
chute du BLOC ou une brusque monte´e ; un grand pic de churn ne modifiant
pas le BLOC.
Cette analyse manuelle permet une meilleure compre´hension des raisons des
changements et une e´valuation plus fine des re´sultats.

CHAPITRE 5
Re´sultats
Dans ce chapitre, nous allons pre´senter, dans un premier temps, les
re´ponses obtenues des de´veloppeurs, ensuite les re´sultats des analyses
quantitatives de chaque projet et finalement l’analyse des re´sultats pour
chaque dimension.
Il est important de noter que les Treemap de la distribution des changements
ne sont pas affiche´es dans l’analyse individuelle des projets. En effet, les
re´sultats de chaque projets sont tre`s similaires pour chacun. Cette me´trique
sera donc uniquement illustre´e et discute´e dans l’analyse de sa dimension.
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5.1 Re´ponses des de´veloppeurs
Les de´veloppeurs contacte´s sont ceux qui s’occupent re´gulie`rement de la
maintenance du Build System, et de pre´fe´rence, ceux qui ont participe´ a` la
migration du Build System de leur projet.
5.1.1 Motivations de la migration
Les questions pose´es aux de´veloppeurs nous ont permis de mettre a`
jour les ve´ritables raisons qui ont motive´es les e´quipes de de´veloppement
a` effectuer une migration.
La raison principale e´voque´e est la grande complexite´ du Build System
pre´ce´dent, base´ sur Ant. Par exemple, JBossTools et BPEL Designer utilisaient
un outil interme´diaire qui leur permettait de re´duire la complexite´ de Ant,
mais produisait du code de´sordonne´ et peu documente´, tre`s difficile a`
comprendre. Tycho quant a` lui produit un code plus propre et simple a`
comprendre.
D’autres de´fauts de Ant sont sa difficulte´ a` inte´grer des unite´s de tests, ainsi
que la difficulte´ d’inte´gration du Build System dans des serveurs d’inte´gration
continue (e.g. Jenkins ou Hudson). Maven offre nativement ces fonctionnalite´s,
au grand soulagement des de´veloppeurs.
Migrer vers Maven leur promet donc une maintenance plus aise´e du Build
System, graˆce a` des fonctionnalite´s plus facilement utilisable ainsi qu’un
code plus propre et compre´hensible.
Un Build System plus simple permet e´galement a` chaque de´veloppeur de
modifier lui-meˆme le Build System, ce qui est important dans un projet
open source ou` l’e´quipe de de´veloppement n’est pas aussi stable que dans le
domaine prive´.
Une autre raison avance´e est le manque de support actif de l’outil utilise´
pour ge´rer le Build System. Les de´veloppeurs ont donc cherche´ a` remplacer
leur Build System, et leur choix s’est porte´ sur Tycho et Maven qui profitent
d’un fort soutien de la part de la communaute´ d’Eclipse.
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Une troisie`me raison est simplifier la vie des utilisateurs graˆce a` la facilite´
d’exe´cution du Build System utilisant Maven. Ces derniers peuvent ainsi
te´le´charger le code source sur le re´pertoire GIT et compiler eux-meˆme le
projet sans avoir besoin de connaissance particulie`re du Build System.
Une simple commande “mvn clean install” permet de lancer l’exe´cution de
toutes les ope´rations ne´cessaires pour construire le projet, sans besoin de
configuration supple´mentaire.
La dernie`re raison exprime´e par les de´veloppeurs est que la migration vers
la combinaison Tycho et Maven est encourage´e par Eclipse pour ses projets,
dans le but de passer a` un (en anglais) “Common Build Initiative” 1, abre´ge´
CBI.
Avant le CBI, les diffe´rents projets d’Eclipse utilisaient des Build Systems
diffe´rents pour construire leur projet. L’ide´e de CBI est de permettre aux
contributeurs de participer plus facilement a` l’e´laboration des diffe´rents
projets d’Eclipse graˆce a` un Build System commun standardise´. Cette
standardisation leur permet de construire et tester le projet sans devoir
connaitre les particularite´s de son Build System.
1. http ://wiki.eclipse.org/CBI
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5.1.2 Difficulte´s de la migration
Dans l’ensemble, les de´veloppeurs ont trouve´ que la migration vers Maven
en utilisant Tycho est tre`s rapide et relativement aise´e.
Il suffit connaitre, au pre´alable, le fonctionnement de Tycho et de Maven.
Pour cela, de nombreux tutoriels et des exemples d’autres projets open
source utilisant de´ja` Tycho et Maven existent.
La migration en elle meˆme est tre`s rapide, et peut eˆtre re´alise´e en
seulement une journe´e par un de´veloppeur n’ayant pas encore d’expe´rience
avec Tycho. Une fois le processus de migration maitrise´, elle peut meˆme eˆtre
re´alise´e encore plus rapidement.
Tycho permet de ge´ne´rer automatiquement plusieurs parties qu’il fallait
autrefois coder manuellement.
De plus, la communaute´ de Tycho est tre`s active, et de nombreuses fonctionnalite´s
sont de´veloppe´es pour faciliter la migration. Par exemple, lorsque JBoss
Tools a de´bute´ sa migration, c’e´tait l’un des premiers a` utiliser Tycho et il
n’e´tait pas possible de ge´ne´rer automatiquement les fichiers pom.xml.
A` pre´sent, Tycho dispose d’une commande simple permettant de ge´ne´rer
une version simple de tous les fichiers POM ne´cessaires :
“mvn org.eclipse.tycho :tycho-pomgenerator-plugin :generate-poms
-DgroupId=<MY.GROUPID>” 2. Ces fichiers seront bien entendu a` peaufiner
manuellement apre`s la ge´ne´ration pour les adapter au projet.
L’ope´ration la plus longue est celle qui consiste a` ajuster la structure du
projet a` la structure standardise´e par Maven : un dossier pour les plug-ins,
un pour les fonctionnalite´s, un pour les tests, etc.
2. http ://wiki.eclipse.org/Tycho/Reference Card#Generating POM files
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5.1.3 Forces et faiblesses de Maven
Les principales forces de Maven cite´es par les de´veloppeurs sont :
– Le te´le´chargement automatique des plug-ins et des de´pendances, a`
l’aide des re´pertoires centralise´es comme Maven Central Repository.
– La gestion explicite des targets et des de´pendances qui rendent les
builds raisonnablement aise´s a` reproduire.
– La nature de´clarative des fichiers POM qui facilitent la configuration.
– Le plug-in permettant a` Maven d’utiliser du code Ant pour conserver
des parties du pre´ce´dent Build System Ant, le temps de trouver comment
les re´aliser avec Maven ou attendre que ces fonctionnalite´s apparaissent
dans la technologie.
– La simplicite´ de l’exe´cution du build en local et avec les syste`mes
d’inte´gration continue.
– La commande “mvn clean install” commune a` tous les projets, qui
permet de construire n’importe quel projet.
Les principales faiblesses de Maven cite´es par les de´veloppeurs sont
– Les phases du cycle de vie optionnelles ne sont pas faciles a` comprendre
et a` controˆler. Lorsqu’une e´tape est ajoute´e, il n’est pas e´vident de
savoir quand exactement elle sera re´alise´e. Il est e´galement plus difficile
de simplement exe´cuter un aspect particulier du Build System, par
exemple te´le´charger un seul fichier jar sur lequel le projet de´pend.
– L’exe´cution du build est lente.
– Il y a des duplications dans les fichiers POM et dans les Manifests.
– Lorsqu’une de´pendance ne se trouve pas dans les re´pertoires centralise´s,
il est n’assez aise´ de l’inclure dans le Build System.
– Maven a encore quelques limitations, qui obligent l’utilisation du code
Ant pour certaines fonctionnalite´s. Dans ce cas, le code exe´cute´ par le
plug-in utilisant le code Ant n’est ni vu, ni controˆle´ par Maven.
– La documentation n’est pas toujours disponible concernant la syntaxe
a` utiliser. Heureusement, il y a des channels IRC 3, des newsgroups et
Google pour trouver les renseignements ne´cessaires.
3. Internet Relay Chat - sert a` la communication instantane´e principalement sous la
forme de discussions en groupe par l’interme´diaire de canaux de discussion
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5.2 Pre´sentation des re´sultats
5.2.1 LinuxTools
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Figure 5.1 – BLOC de LinuxTools
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Figure 5.2 – Taux de changement de LinuxTools
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Figure 5.3 – Churn de LinuxTools
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Figure 5.4 – Churn de LinuxTools sous forme de Boxplot
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Figure 5.5 – Taux de co-changement de LinuxTools
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Figure 5.6 – Co-churn de Ant de LinuxTools
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Figure 5.7 – Co-churn de Maven de LinuxTools
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Figure 5.8 – Impact sur les fichiers de Build System de LinuxTools
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Le Build System Maven grandit les 18 premiers mois, puis reste stable
la dernie`re anne´e.
La figure 5.1 nous montre l’e´volution du BLOC de LinuxTools.
Le Build System Ant commence par une pe´riode stable, avec un nombre de
lignes de code qui e´volue de 750 a` 800 lignes pendant les deux premie`res
anne´es. Il y a tre`s peu d’historique pour cette pe´riode, la majorite´ s’est
perdue lors du changement vers le re´pertoire GIT actuel. De ce fait, il y a
peu de changement pre´sent dans les graphes pour cette pe´riode.
Ensuite, son e´volution prend de l’ampleur et le nombre de lignes de code
e´volue de fac¸on constante au fil des mois, jusqu’a` de´passer les 4000 lignes
avant la migration. La chute d’un peu plus de 900 lignes en octobre 2010
est due a` une restructuration, alors que la forte remonte´e d’environ 1000
lignes en de´cembre 2010 est due a` l’ajout de trois fichiers build.xml dans les
dossiers de tests.
La migration vers Maven se de´roule en mars 2011 avec un big bang,
l’ensemble du code a e´te´ e´crit pendant le mois de la migration. La taille
atteint alors les 6000 lignes de code, soit une augmentation de 50% par
rapport au code Ant. La taille du code Maven reste stable pendant quelques
mois avant de connaitre une premie`re chute de 400 lignes en aouˆt 2011
due a` une restructuration du Build System, ou` les de´veloppeurs ont retire´
beaucoup de code n’e´tant plus ne´cessaire et causant des avertissements.
Ensuite la taille monte progressivement pendant un an, culminant pre`s des
8000 lignes de code, avant de se stabiliser pendant l’anne´e qui suit, jusqu’en
juin 2013.
Apre`s la migration, le code Ant est toujours pre´sent et re´gulie`rement mis
a` jour, car il est utilise´ par le code Maven pour des fonctionnalite´s encore
indisponibles avec Maven.
La taille du code Ant n’e´volue pas beaucoup, a` l’exception d’une chute de
1000 lignes de code en avril 2012, soit 25% de sa taille. Celle-ci est cause´e
par le retrait de code obsole`te permettant de lancer les tests, cette fonction
e´tant a` pre´sent prise en charge par le code Maven. Ensuite, le code Ant
connait une le´ge`re croissance.
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La premie`re anne´e, le code Maven a un taux de changement similaire a`
celui de Ant avant la migration, mais ensuite il est bien plus bas.
La figure 5.2 nous montre le taux de changement du Build System de
LinuxTools.
Jusqu’en septembre 2008, le peu d’historique disponible ne permet pas d’avoir
des re´sultats pertinents.
Le taux mensuel de changements de Ant avant la migration est majoritairement
dans les 18%, et quelques pics au dessus de 30%, et meˆme jusqu’a` 48% en
juillet 2010. Le taux moyen entre septembre 2008 et de´but 2011 est de 17%.
Lors de la migration vers Maven, les trois premiers mois ont requis
beaucoup de travail, une migration d’un Build System de cette taille n’e´tant
pas triviale. Il est donc normal de voir des taux de 37%, 52% et 38% sur ces
mois. Le code connait encore du changement durant les six mois suivants,
avec certains mois ayant des taux entre 20% et 28%. A partir de de´cembre
2011, le Build System se stabilise et la maintenance ne demande plus autant
de travail. La majorite´ des taux mensuels sont infe´rieurs a` 10%, et les plus
e´leve´s sont infe´rieurs a` 16%.
La dernie`re anne´e de de´veloppement connait d’ailleurs un taux de
changement particulie`rement bas, avec un taux moyen de seulement 5.8%.
Apre`s la migration, le code Ant est toujours re´gulie`rement mis a` jour,
mais mis a` part deux pics a` 27% et 24%, le taux est majoritairement infe´rieur
a` 5%.
Nous constatons donc les premiers effets be´ne´fiques de la migration.
Apre`s une premie`re anne´e post-migration de modification assez e´leve´e, la
situation se stabilise autour d’un taux de changement bien infe´rieur a` celui
du Build System Ant avant la migration.
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Le churn de Maven est similaire a` celui de Ant la premie`re anne´e, ensuite
il devient significativement infe´rieur.
La figure 5.3 nous montre le churn du Build System de LinuxTools.
A partir de septembre 2008, la taille des changements est re´gulie`rement
e´leve´e, avec des mois voyant un churn entre 500 et 1200 lignes cumule´es.
Mais certains mois montrent un churn tre`s faible, malgre´ parfois un taux de
changement assez e´leve´, comme en aouˆt 2010 ou` le churn est de 300 lignes
alors que le taux est de 25%.
La migration initiale se fait en un bloc de 6600 lignes de code Maven. Les
mois qui suivent la migration ont un churn de 600 lignes, alors que le taux
de changement e´tait tre`s e´leve´, 52% et 38%. Les nombreux changements ont
donc e´te´ concentre´s sur du debug du Build System. Le pic de 2000 lignes
en mars 2012 est duˆ a` l’inte´gration du projet LTTng2 dans le projet. La
dernie`re anne´e connait un churn relativement bas, constamment infe´rieur a`
500 lignes.
La figure 5.4 nous pre´sente le churn du Build System de LinuxTools par
une e´volution de Box Plot.
Nous pouvons constater que les quantiles sont ge´ne´ralement tre`s bas. En
effet, pre`s de 80% des commits ont une taille infe´rieure a` 20 lignes modifie´es.
Dans les commits de plus grande taille, avant la migration le code Ant n’a
connu que 12 commits dont le churn de´passait 200 lignes, avec un maximum
de 400 lignes.
La migration s’est effectue´e avec de nombreux commits de grande taille,
entre 300 et 1100 lignes.
Apre`s la migration, le Build System connait plus d’une vingtaine de commits
supe´rieurs a` 200 lignes, avec un maximum de 800 lignes.
Le churn de Maven est donc relativement similaire a` celui de Ant lors
de la premie`re anne´e qui a suivi la migration, mais une fois la maintenance
stabilise´e lors de la dernie`re anne´e, il est significativement infe´rieur a` Ant.
Les changements de Maven se font par contre plus re´gulie`rement avec des
commits de plus grande taille que Ant.
Le code Maven semble beaucoup moins de´pendant du code source que ne
l’est le code Ant.
La figure 5.5 nous montre le couplage entre le code source et le code du
Build System de LinuxTools.
Le code Ant a re´gulie`rement des commits couple´s au code source, de´passant
les 40% des commits a` trois reprises et atteignant re´gulie`rement les 20%. De
son cote´, Maven reste beaucoup plus bas, atteignant au maximum les 15%.
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Le code Ant connait des pics assez e´leve´s de co-churn, alors que celui de
Maven est beaucoup plus bas.
La figure 5.6 et la figure 5.7 nous montrent le churn des commits couple´s au
code source compare´ au churn des commits ne touchant qu’au Build System
respectivement de Ant et de Maven.
Nous remarquons que de novembre 2008 a` fe´vrier 2010, le churn des commits
couple´s de Ant est aussi e´leve´ en ge´ne´ral que celui qui ne modifie que le Build
System. Les pics montent jusqu’a` 800 lignes couple´es. Ensuite jusqu’en aouˆt
2012, le churn des commits couple´s est tre`s bas, mis a` part l’import du projet
en mars 2012 et un pic de 200 lignes couple´es en avril 2013.
Le code Maven quant a` lui connait peu de churn couple´ la premie`re anne´e,
mais celui ci monte a` partir d’aouˆt 2012, et est semblable au churn inde´pendant
du code source. Le pic de 1200 lignes en mars 2012 est lui aussi duˆ a` l’import
du projet, ce n’est donc pas de la maintenance. En dehors de ce pic, le churn
couple´ ne de´passe pas les 400 lignes.
Les fichiers de Maven sont beaucoup plus impacte´s par les changements.
La figure 5.8 nous montre l’impact des changements sur les fichiers du Build
System de LinuxTools.
Nous pouvons constater que les modifications de Ant ne modifient que
30% des fichiers Ant du Build System au maximum, avec des pe´riodes plus
creuses. Par contre, Maven impact constamment entre 50 et 70%.
Seuls les deux derniers trimestres voient un impact plus re´duit, de 30%.
En conclusion, la migration semble avoir pris du temps avant de se
stabiliser, mais la dernie`re anne´e nous montre un Build System demandant
significativement moins de modifications du Build System, et des modifications
d’une taille cumule´e bien plus petite. Le Build System a e´galement gagne´
en inde´pendance par rapport au code source, principalement ur le taux de
changement. Le co-churn n’a proportionnellement pas beaucoup diminue´,
comme le montre la dernie`re anne´e sur la figure 5.7. Maven montre e´galement
des modifications re´parties sur une part beaucoup plus importantes des
fichiers du Build System.
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Figure 5.9 – BLOC de CDT
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Figure 5.10 – Taux de changement de CDT
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Figure 5.11 – Churn de CDT
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Figure 5.12 – Churn de CDT sous forme de Boxplot
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Figure 5.13 – Taux de co-changement de CDT
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Figure 5.14 – Co-churn de Ant de CDT
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Figure 5.15 – Co-churn de Maven de CDT
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Figure 5.16 – Impact sur les fichiers de Build System de CDT
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Le Build System Maven est beaucoup plus petit, et a une faible croissance.
La figure 5.9 nous montre l’e´volution du BLOC de CDT.
Le Build System Ant croˆıt de fac¸on constante jusqu’en mai 2009, avec une
croissance d’abord assez faible jusqu’en de´cembre 2006, en de´passant les 2000
lignes en quatre ans et demi. De janvier 2006 jusqu’a` mai 2009, pe´riode
pendant laquelle la croissance de Ant est la plus forte, le Build System
croˆıt de 2000 lignes jusqu’a` 8000 lignes. Ensuite, la croissance se stabilise et
ne monte plus que tre`s faiblement, ne montant que de 500 lignes au total
jusqu’en juin 2013.
La migration a eu lieu en juin 2011, avec un big bang de 2500 lignes. Ensuite,
le Build System Maven croˆıt peu, en prenant 1000 lignes sur deux ans,
jusqu’en juin 2013. Le Build System Maven fait donc 45% de la taille du
Build System Ant en juin 2013.
Le taux de changement de Maven est similaire a` celui de Ant, et de´croit
le´ge`rement.
La figure 5.10 nous montre le taux de changement du Build System de CDT.
Le Build System Ant change peu jusqu’en octobre 2005, avec un taux de
changement constamment entre 1 et 5%. Ensuite jusqu’en juillet 2010, les
changements sont plus fre´quents, ceux ci montant jusqu’a` 15%, et sont
re´gulie`rement au dessus des 5%. Par contre, nous observons des changements
par pics, avec des pe´riodes ou` le Build System ne change presque pas, avec
un taux entre 0 et 3%. Apre`s juillet 2010, comme le montrait l’e´volution du
BLOC, le Build System Ant ne change plus beaucoup, il ne de´passe plus les
5%.
Le Build System Maven e´volue e´galement avec des pics, qui sont de plus en
plus bas. Le premier pic en juin 2011, a` la migration, est a` 14% alors que
les derniers sont en dessous de 10%.
La situation ne s’est donc pas vraiment ame´liore´e du point de vue du taux
de changement, mais celui ci e´tait de´ja` bas. La situation reste donc tre`s
bonne.
Le churn de Maven est largement infe´rieur a` celui de Ant.
La figure 5.11 nous montre le churn du Build System de CDT.
Le Build System Ant e´volue encore une fois par pics, comme le montrait
de´ja` le taux de changement, mais ceux ci sont plus espace´s que dans le taux
de changement. Les pics sont entre 500 et 1200 lignes modifie´es.
Le Build System Maven, une fois la migration passe´e, n’e´volue pas beaucoup.
Il y a seulement trois pics, un de 300 lignes en octobre 2010, un de 200 lignes
de fe´vrier a` avril 2012, et un de 250 lignes en juin 2012. Le reste du temps,
les changements sont de taille minime.
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La figure 5.12 nous pre´sente le churn du Build System de CDT par une
e´volution de Box Plot.
La majorite´ des commits sont de petite taille. Il y a quelques commits entre
200 et 700 lignes re´partis dans l’ensemble du de´veloppement. La migration
vers Maven s’est faite d’un seul coup, avec un commit d’un peu moins de
2500 lignes. Les pics de churn de Maven ont souvent e´te´ faits en peu de
commits.
Maven est plus inde´pendant du code source que Ant, bien qu’il le soit
de´ja` fortement.
La figure 5.13 nous montre le couplage entre le code source et le code
du Build System de CDT. Le co-changement est relativement faible, tre`s
souvent autour de 3% des commits sont couple´s a` des changements de code
source. Il y a malgre´ tout une dizaine de pics montant a` 10%, et un pic de
28%. Maven est fortement inde´pendant du code source, seulement 5% au
maximum est couple´.
Maven a tre`s peu de co-churn, alors que Ant en a re´gulie`rement.
La figure 5.14 et la figure 5.15 nous montrent le churn des commits couple´s
au code source compare´ au churn des commits ne touchant qu’au Build
System respectivement de Ant et de Maven.
Les commits couple´s au code source ayant un churn e´leve´ ne sont pas
nombreux, mais sont en pics de 100 a` 200 lignes de code. Il y a un pic
de 300 lignes en juin 2005 et un pic de 550 lignes en mai 2009.
Maven quant a` lui n’a` qu’un seul pic de fe´vrier (87 lignes) a` mars 2013 (191
lignes).
Les fichiers de Maven sont beaucoup plus impacte´s par les changements,
mais se stabilise a` 15% la dernie`re anne´e.
La figure 5.16 nous montre l’impact des changements sur les fichiers du Build
System de CDT. Les modifications du Build System Ant impacte les fichiers
Ant a` hauteur de 40% des fichiers au maximum. Les changements se font
par vagues, le deuxie`me trimestre de chaque anne´e ayant le plus haut pic.
Du premier trimestre de 2011 jusqu’au troisie`me trimestre de 2012, le Build
System de Maven a beaucoup e´te´ impacte´ par les changements, avec un
minimum de 30% des fichiers touche´s et un maximum de 80%. Ensuite, les
maintenances deviennent plus localise´es et ne touchent plus qu’un peu moins
de 15% des fichiers sur la dernie`re anne´e.
En conclusion, la migration de CDT semble eˆtre un succe`s. La taille du
Build System est cette fois ci plus basse que celle de Ant, ainsi que le churn
de Maven qui est globalement plus bas que celui de Ant. La situation reste
semblable pour le taux de changement et le couplage avec le code source,
mais elle e´tait de´ja` tre`s positive avant la migration.
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Figure 5.17 – BLOC de BPEL Designer
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Figure 5.18 – Taux de changement de BPEL Designer
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Figure 5.19 – Churn de BPEL Designer
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Figure 5.20 – Churn de BPEL Designer sous forme de Boxplot
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Figure 5.21 – Taux de co-changement de BPEL Designer
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Figure 5.22 – Co-churn de Ant de BPEL Designer
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Figure 5.23 – Co-churn de Maven de BPEL Designer
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Figure 5.24 – Impact sur les fichiers de Build System de BPEL Designer
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La migration entraine plus de changements dans le BLOC.
La figure 5.17 nous montre l’e´volution du BLOC de BPEL.
L’e´volution du Build System Ant de BPEL est tre`s calme, avec trois croissances
principales du BLOC, une premie`re de 400 lignes en avril 2006, et deux de
100 lignes en avril 2007 et aouˆt 2008.
La migration a eu lieu en septembre 2010, avec un big bang de 900 lignes de
code. Ensuite, aussi bien le Build System Ant que Maven subissent plusieurs
modifications, dont deux chutes de BLOC pour Maven et une pour Ant.
Le taux de changement de Maven est bien plus e´leve´ que celui de Ant.
La figure 5.18 nous montre le taux de changement du Build System de BPEL.
Comme le laissait pre´sager l’e´volution du BLOC, la pe´riode pre´-migration
connait de nombreuses pe´riodes calmes. Par contre, lorsque le Build System
est modifie´, cela semble prendre parfois une grosse partie de l’effort du
mois des de´veloppeurs, comme en septembre 2006 avec 100% des commits
modifiant le Build System, et environ 35% en avril 2006 et juillet 2008.
Apre`s la migration, la maintenance du Build System, aussi bien la partie
Maven que Ant, prend une part bien plus importante. Les modifications sont
beaucoup plus fre´quentes et ne´cessitent beaucoup d’efforts. Quatre mois ont
un pourcentage supe´rieur a` 55%, allant jusqu’a` 100% a` nouveau en de´cembre
2011.
Le churn de Maven est bien plus e´leve´ que celui de Ant.
La figure 5.19 nous montre le churn du Build System de BPEL.
La pe´riode pre´-migration est tre`s calme. Meˆme en septembre 2006 ou` le taux
de changement e´tait de 100%, les modifications apporte´es e´taient en re´alite´
ne´gligeable en taille. Le code Maven ne´ce´ssite de grande modifications de
temps en temps et le reste du temps la situation est assez calme. En effet, la
plupart des gros changements sont re´partis sur six pics, et le Build System
change peu en dehors des pics.
Il y a un pic de 900 lignes en de´cembre 2012 qui passe inaperc¸u dans
l’e´volution du BLOC. C’est duˆ a` une modification d’un fichier pom.xml,
dont toutes les lignes ont e´te´ supprime´es puis re´e´crites alors que seule une
petite partie devait re´ellement changer.
La figure 5.20 nous pre´sente le churn du Build System de BPEL par une
e´volution de Box Plot.
Les commits des mois avec des pics sont souvent de grande taille, avec
plusieurs quartiles entre 100 et 200 lignes, et certains commits allant de
400 a` 900 lignes.
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Pour la pe´riode post-migration, le taux de co-changement de Ant et
Maven sont similaires.
La figure 5.21 nous montre le couplage entre le code source et le code du
Build System de BPEL.
Le code Ant est relativement bien inde´pendant du code source pendant
la pe´riode pre´-migration, les modifications communes e´tant la majorite´ du
temps en dessous des 10%, excepte´ un pic a` 35%. A partir des cinquante
commits avant la migration et toute la pe´riode post-migration, Ant devient
plus de´pendant, e´tant a` chaque fois entre 15 et 20%.
Maven quant a` lui a eu un pic a` 20% lors de la migration, mais la de´pendance
avec le code source de´croit rapidement de`s le groupe de cinquante commits
suivant, qui est a` 10%.
Le co-churn de Maven est plus faible que celui de Ant.
La figure 5.22 et la figure 5.23 nous montrent le churn des commits couple´s
au code source compare´ au churn des commits ne touchant qu’au Build
System respectivement de Ant et de Maven.
Le co-churn de Ant est tre`s faible pendant la majorite´ du de´veloppement,
excepte´ en avril 2012 ou` il y a un pic de 300 lignes dans des commits
changeant e´galement le code source. La plupart des changements couple´s au
code source de´tecte´s dans le co-changement n’e´taient donc que des petites
modifications.
La situation est similaire pour Maven, il n’y a que trois pics de 100 a` 200
lignes, le reste du temps les lignes modifie´es de fac¸on couple´e sont presque
inexistantes.
Les fichiers de Maven sont beaucoup plus impacte´s par les changements.
La figure 5.24 nous montre l’impact des changements sur les fichiers du Build
System de BPEL.
Les fichiers d’Ant ne sont pas globalement souvent modifie´s, seuls 30% au
maximum des fichiers sont modifie´s jusqu’au premier trimestre de 2012. Un
pic a` 60% survient le trimestre suivant, puis le Build System Ant n’est plus
modifie´.
Pour Maven, les modifications se font par pics, ce qui confirme les observations
des pre´ce´dentes me´triques. Les pics par contre montent assez haut, de 60 a`
80% des fichiers sont modifie´s a` chaque pic.
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En conclusion, la charge de travail n’a pas e´te´ diminue´e suite a` la migration,
mais cela semble eˆtre l’inverse.
Cette situation n’est pas entie`rement a` imputer a` la migration, car l’analyse
des commits montre qu’une collaboration avec JBoss a de´marre´ fin 2010,
soit dans les environs de la migration. Cela implique plus d’effort a` effectuer
sur le Build System pour que BPEL Designer puisse eˆtre facilement inte´gre´
au projet.
Le feedback du de´veloppeur en charge de la migration nous a re´ve´le´ que le
Build System Ant e´tait re´ellement difficile a` modifier, alors que le nouveau
Build System Maven est beaucoup plus abordable. La migration leur a donc
permis d’avoir un Build System plus simple a` modifier pour e´tendre BPEL
a` d’autres projets, et les de´veloppeurs en ont donc profite´.
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5.2.4 JDT-Core
0
20
0
40
0
60
0
80
0
10
00
Temps (Mois)
SL
O
C
20
01
−0
6
20
01
−0
7
20
01
−0
8
20
01
−0
9
20
01
−1
0
20
01
−1
1
20
01
−1
2
20
02
−0
1
20
02
−0
2
20
02
−0
3
20
02
−0
4
20
02
−0
5
20
02
−0
6
20
02
−0
7
20
02
−0
8
20
02
−0
9
20
02
−1
0
20
02
−1
1
20
02
−1
2
20
03
−0
1
20
03
−0
2
20
03
−0
3
20
03
−0
4
20
03
−0
5
20
03
−0
6
20
03
−0
7
20
03
−0
8
20
03
−0
9
20
03
−1
0
20
03
−1
1
20
03
−1
2
20
04
−0
1
20
04
−0
2
20
04
−0
3
20
04
−0
4
20
04
−0
5
20
04
−0
6
20
04
−0
7
20
04
−0
8
20
04
−0
9
20
04
−1
0
20
04
−1
1
20
04
−1
2
20
05
−0
1
20
05
−0
2
20
05
−0
3
20
05
−0
4
20
05
−0
5
20
05
−0
6
20
05
−0
7
20
05
−0
8
20
05
−0
9
20
05
−1
0
20
05
−1
1
20
05
−1
2
20
06
−0
1
20
06
−0
2
20
06
−0
3
20
06
−0
4
20
06
−0
5
20
06
−0
6
20
06
−0
7
20
06
−0
8
20
06
−0
9
20
06
−1
0
20
06
−1
1
20
06
−1
2
20
07
−0
1
20
07
−0
2
20
07
−0
3
20
07
−0
4
20
07
−0
5
20
07
−0
6
20
07
−0
7
20
07
−0
8
20
07
−0
9
20
07
−1
0
20
07
−1
1
20
07
−1
2
20
08
−0
1
20
08
−0
2
20
08
−0
3
20
08
−0
4
20
08
−0
5
20
08
−0
6
20
08
−0
7
20
08
−0
8
20
08
−0
9
20
08
−1
0
20
08
−1
1
20
08
−1
2
20
09
−0
1
20
09
−0
2
20
09
−0
3
20
09
−0
4
20
09
−0
5
20
09
−0
6
20
09
−0
7
20
09
−0
8
20
09
−0
9
20
09
−1
0
20
09
−1
1
20
09
−1
2
20
10
−0
1
20
10
−0
2
20
10
−0
3
20
10
−0
4
20
10
−0
5
20
10
−0
6
20
10
−0
7
20
10
−0
8
20
10
−0
9
20
10
−1
0
20
10
−1
1
20
10
−1
2
20
11
−0
1
20
11
−0
2
20
11
−0
3
20
11
−0
4
20
11
−0
5
20
11
−0
6
20
11
−0
7
20
11
−0
8
20
11
−0
9
20
11
−1
0
20
11
−1
1
20
11
−1
2
20
12
−0
1
20
12
−0
2
20
12
−0
3
20
12
−0
4
20
12
−0
5
20
12
−0
6
20
12
−0
7
20
12
−0
8
20
12
−0
9
20
12
−1
0
20
12
−1
1
20
12
−1
2
20
13
−0
1
20
13
−0
2
20
13
−0
3
20
13
−0
4
20
13
−0
5
20
13
−0
6
ant maven
Figure 5.25 – BLOC de JDT-Core
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Figure 5.26 – Taux de changement de JDT-Core
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Figure 5.27 – Churn de JDT-Core
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Figure 5.28 – Churn de JDT-Core sous forme de Boxplot
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Figure 5.29 – Taux de co-changement de JDT-Core
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Figure 5.30 – Co-churn de Ant de JDT-Core
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Figure 5.31 – Co-churn de Maven de JDT-Core
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Figure 5.32 – Impact sur les fichiers de Build System de JDT-Core
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Le Build System Maven est largement plus petit, mais a une croissance
assez brusque.
La figure 5.25 nous montre l’e´volution du BLOC de JDT-Core.
Le Build System Ant croˆıt de fac¸on constante jusqu’en juin 2007, puis se
stabilise autour d’un millier de lignes de code. La croissance est en plateau,
avec de grandes croissances sur un ou deux mois, puis quelques mois de
faible croissance.
La migration a lieu en mai 2012 par un big bang de 500 lignes de codes, et
le Build System Maven croˆıt proportionnellement assez vite, de 200 lignes
de code sur les mois suivants. Le code Maven est infe´rieur de 30% en taille
par rapport a` celui de Ant.
Le taux de changement de Maven est plus e´leve´, et ne cesse d’augmenter
au fil des mois.
La figure 5.26 nous montre le taux de changement du Build System de
JDT-Core.
Le Build System Ant n’est pas modifie´ tous les mois, il y a de nombreux
espaces de quelques mois pendant lesquels le Build System n’est presque pas
modifie´. Les mois avec les plus forts pourcentages de modifications sont de
5 a` 10% des commits du mois.
Le Build System Maven quant a` lui change presque tous les mois, et prend
de plus en plus d’effort. La migration prend 7% des commits, puis un pic a`
15% en novembre 2012, suivi d’un pic a` 25% en fe´vrier 2013 et un pic a` 30%
en juin 2013.
Le churn de Maven est e´quivalent a` celui de Ant, et de´croˆıt.
La figure 5.27 nous montre le churn du Build System de JDT-Core.
Comme le montre e´galement le taux de changement, le churn du code Ant
e´volue par pics souvent forts espace´s. Ces pics sont souvent de 100 a` 300
lignes modifie´es. De juin 2007 a` juin 2013, le churn est extre`mement bas, avec
seulement quelques pics de 50 a` 100 lignes, comme le montrait la pe´riode
de stabilite´ dans l’e´volution du BLOC. Cela signifie que les changements
de´tecte´s dans le taux de changement de cette pe´riode n’e´tait pour la plupart
que des changements de taille tre`s faibles.
Le churn du code Maven quant a` lui est de plus en plus petit, malgre´ que
le taux de changement augmente. Les modifications de fin 2012 ne sont en
re´alite´ pas grande, seulement une dizaine de lignes. Celles de de´but 2013
sont de 180 lignes, puis descendent a` moins d’une centaine de lignes au mois
de juin.
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La figure 5.28 nous pre´sente le churn du Build System de JDT-Core par
une e´volution de Box Plot.
La me´diane des pics principaux avant la migration est ge´ne´ralement dans
les 20 lignes par commits, et monte parfois jusqu’a` 50 lignes. Le troisie`me
quartile monte a` plusieurs reprises a` 100 lignes par commits.
Apre`s la migration, les pics repe´re´s dans le churn sont, comme le montre le
haut taux de changement et les basses valeurs de churn, de petits commits.
La me´diane est plus proche de la dizaine, et le troisie`me quartile de la
vingtaine de lignes. Seul le premier pic post-migration a un troisie`me quartile
de 100 lignes de code modifie´es dans un commit.
Le taux de co-changement de Maven est anecdotique, seulement un pic
de 3%.
La figure 5.29 nous montre le couplage entre le code source et le code du
Build System de JDT-Core.
Le co-changement est globalement peu e´leve´, en dessous de 5% des commits
la majorite´ du temps. Il n’y a qu’un seul pic pour Maven, de 3%.
Le co-churn de Maven est presque inexistant, alors que celui de Ant est
bien pre´sent malgre´ des chiffres tre`s bas.
La figure 5.30 et la figure 5.31 nous montrent le churn des commits couple´s
au code source compare´ au churn des commits ne touchant qu’au Build
System respectivement de Ant et de Maven.
Le code Ant a quelques pics de 50 lignes maximums de commits couple´s
a` du code source. De son cote´, le code Maven est totalement inde´pendant,
avec seulement une petite monte´e de quelques lignes.
Les fichiers de JDT-Core sont souvent tous impacte´s par les modifications,
alors que ceux de Ant ne sont pas beaucoup impacte´s.
La figure 5.32 nous montre l’impact des changements sur les fichiers du Build
System de JDT-Core.
Les changements de Ant s’e´le`vent au maximum a` 40%, mais la majorite´ du
temps les modifications n’impactent pas plus de 20% des fichiers.
Par contre, le Build System Maven est largement plus impacte´ par les
changement, puisque 100% du Build System est change´ pendant trois trimestres !
Le Build System Maven est assez petit, il fait seize fichiers, ce qui explique
comment il est possible d’atteindre les 100% de fichiers impacte´s.
En conclusion, les re´sultats sont globalement positifs. Malgre´ une
augmentation significative du taux de changements avec le Build System
Maven, les commits sont de plus petites taille et la taille totale des changements
n’est pas plus e´leve´e que celles de Ant. La taille totale du Build System est
aussi infe´rieure a` celle de Ant, et le code est presque totalement inde´pendant
du code source.
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Figure 5.33 – BLOC de JDT-UI
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Figure 5.34 – Taux de changement de JDT-UI
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Figure 5.35 – Churn de JDT-UI
l
l
l
l
0
10
0
20
0
30
0
40
0
50
0
Temps (Mois)
Ch
ur
n
20
01
−0
5
20
01
−0
6
20
01
−0
7
20
01
−0
8
20
01
−0
9
20
01
−1
0
20
01
−1
1
20
01
−1
2
20
02
−0
1
20
02
−0
2
20
02
−0
3
20
02
−0
4
20
02
−0
5
20
02
−0
6
20
02
−0
7
20
02
−0
8
20
02
−0
9
20
02
−1
0
20
02
−1
1
20
02
−1
2
20
03
−0
1
20
03
−0
2
20
03
−0
3
20
03
−0
4
20
03
−0
5
20
03
−0
6
20
03
−0
7
20
03
−0
8
20
03
−0
9
20
03
−1
0
20
03
−1
1
20
03
−1
2
20
04
−0
1
20
04
−0
2
20
04
−0
3
20
04
−0
4
20
04
−0
5
20
04
−0
6
20
04
−0
7
20
04
−0
8
20
04
−0
9
20
04
−1
0
20
04
−1
1
20
04
−1
2
20
05
−0
1
20
05
−0
2
20
05
−0
3
20
05
−0
4
20
05
−0
5
20
05
−0
6
20
05
−0
7
20
05
−0
8
20
05
−0
9
20
05
−1
0
20
05
−1
1
20
05
−1
2
20
06
−0
1
20
06
−0
2
20
06
−0
3
20
06
−0
4
20
06
−0
5
20
06
−0
6
20
06
−0
7
20
06
−0
8
20
06
−0
9
20
06
−1
0
20
06
−1
1
20
06
−1
2
20
07
−0
1
20
07
−0
2
20
07
−0
3
20
07
−0
4
20
07
−0
5
20
07
−0
6
20
07
−0
7
20
07
−0
8
20
07
−0
9
20
07
−1
0
20
07
−1
1
20
07
−1
2
20
08
−0
1
20
08
−0
2
20
08
−0
3
20
08
−0
4
20
08
−0
5
20
08
−0
6
20
08
−0
7
20
08
−0
8
20
08
−0
9
20
08
−1
0
20
08
−1
1
20
08
−1
2
20
09
−0
1
20
09
−0
2
20
09
−0
3
20
09
−0
4
20
09
−0
5
20
09
−0
6
20
09
−0
7
20
09
−0
8
20
09
−0
9
20
09
−1
0
20
09
−1
1
20
09
−1
2
20
10
−0
1
20
10
−0
2
20
10
−0
3
20
10
−0
4
20
10
−0
5
20
10
−0
6
20
10
−0
7
20
10
−0
8
20
10
−0
9
20
10
−1
0
20
10
−1
1
20
10
−1
2
20
11
−0
1
20
11
−0
2
20
11
−0
3
20
11
−0
4
20
11
−0
5
20
11
−0
6
20
11
−0
7
20
11
−0
8
20
11
−0
9
20
11
−1
0
20
11
−1
1
20
11
−1
2
20
12
−0
1
20
12
−0
2
20
12
−0
3
20
12
−0
4
20
12
−0
5
20
12
−0
6
20
12
−0
7
20
12
−0
8
20
12
−0
9
20
12
−1
0
20
12
−1
1
20
12
−1
2
20
13
−0
1
20
13
−0
2
20
13
−0
3
20
13
−0
4
20
13
−0
5
20
13
−0
6
Figure 5.36 – Churn de JDT-UI sous forme de Boxplot
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Figure 5.37 – Taux de co-changement de JDT-UI
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Figure 5.38 – Co-churn de Ant de JDT-UI
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Figure 5.39 – Co-churn de Maven de JDT-UI
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Figure 5.40 – Impact sur les fichiers de Build System de JDT-UI
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La figure 5.33 nous montre l’e´volution du BLOC de JDT-UI.
Le Build System Ant e´volue par plateaux, avec trois croissances rapides
suivies d’une longue pe´riode de stabilite´. La migration a lieu en mai 2012.
Le Build System Maven reste stable, puis croˆıt le´ge`rement avant de chuter
d’une centaine de lignes en mars 2013. Le Build System Maven est de taille
infe´rieure a` celui de Ant.
La figure 5.34 nous montre le taux de changement du Build System de
JDT-UI.
Le Build System Ant n’est pas souvent modifie´, les pics sont tre`s espace´s et
restent tre`s bas, la majorite´ n’e´tant que de 3%.
Le Build System Maven par contre change beaucoup plus fre´quemment, avec
des pics beaucoups plus e´leve´s ; trois pics s’e´le`vent a` 15%, et un pic a` 10%.
La figure 5.35 nous montre le churn du Build System de JDT-UI.
Comme le montre l’e´volution du BLOC du code Ant, le churn n’est re´ellement
e´leve´ qu’aux croissances observe´es. Ces croissances s’e´le`vent a` 300 lignes
modifie´es. Le code Maven a e´galement un churn tre`s faible, en dehors de la
migration et de la chute de mars 2013.
La figure 5.36 nous pre´sente le churn du Build System de JDT-UI par
une e´volution de Box Plot.
Nous pouvons observer que la plupart des pics de churns sont provoque´s par
peu de commits, qui ont donc une assez grande taille.
La figure 5.37 nous montre le couplage entre le code source et le code du
Build System de JDT-UI.
Les commits couple´s au code source sont tre`s rares, aucun pic ne de´passant
les 3%. Maven ne connait qu’un seul pic, de 2.8%.
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La figure 5.38 et la figure 5.39 nous montrent le churn des commits
couple´s au code source compare´ au churn des commits ne touchant qu’au
Build System respectivement de Ant et de Maven.
Le co-churn de Ant est ne´gligeable, a` l’exception d’un pic de 50 lignes et
un de 100 lignes, respectivement en octobre 2001 et en mars 2004. Celui de
Maven est presque totalement inde´pendant du code source, avec seulement
quelques lignes couple´es.
La figure 5.40 nous montre l’impact des changements sur les fichiers du
Build System de JDT-UI.
Les changements de Ant s’e´le`vent au maximum a` 30%, mais il y a de
nombreux trimestres ou` les fichiers ne sont pas modifie´s ou presque.
Par contre, le Build System Maven est largement plus impacte´ par les
changement, puisque pre`s de 100% du Build System est change´ pendant trois
trimestres ! Le Build System Maven est assez petit, il fait vingt fichiers, ce qui
explique comment il est possible d’atteindre les 100% de fichiers impacte´s.
En conclusion, la situation est tre`s proche de son projet-fre`re, JDT-Core.
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Figure 5.41 – BLOC de Mylyn
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Figure 5.42 – Taux de changement de Mylyn
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Figure 5.43 – Churn de Mylyn
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Figure 5.44 – Churn de Mylyn sous forme de Boxplot
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Figure 5.45 – Taux de co-changement de Mylyn
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Figure 5.46 – Co-churn de Ant de Mylyn
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Figure 5.47 – Co-churn de Maven de Mylyn
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Figure 5.48 – Impact sur les fichiers de Build System de Mylyn
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Le BLOC de Maven augmentea une croissance soutenue, puis une pe´riode
de stabilite´ la dernie`re anne´e.
La figure 5.41 nous montre l’e´volution du BLOC de Mylyn.
Le Build System Ant n’e´volue pas du tout pendant les deux premie`res anne´es
de de´veloppement, l’e´quipe de de´veloppement se contentant du Build System
automatique d’Eclipse. En octobre 2011, le Build System croˆıt d’un coup
jusqu’a` 1200 lignes. Le Build System reste ensuite stable jusqu’en octobre
2008, ou` il chute de 500 lignes. Cette chute est cause´e par de nombreuses
corrections de bugs et une modification du Build System pour supporter
l’inte´gration continue.
Ensuite, la croissance devient line´aire, montant progressivement jusqu’a` 1500
lignes en mai 2011. 6 mois apre`s la migration, le Build System Ant chute
brusquement, jusqu’a` 200 lignes au total. Ensuite, il ne varie presque plus.
La migration vers le Build System Maven s’est de´roule´e en de´cembre 2010
par un big bang. le Build System monte progressivement, avec trois pe´riodes
de stabilite´ ; pendant 5 mois apre`s la migration, de mars a` juin 2012 et d’aouˆt
2012 a` juin 2013. Le Build System est monte´ d’un millier de lignes de code
a` la migration jusqu’a` 1600 lignes en juin 2013.
Le taux de changement de Maven est beaucoup plus e´leve´ que celui de
Ant.
La figure 5.42 nous montre le taux de changement du Build System de
Mylyn.
Le code Ant varie beaucoup, de 30 a` 50% la majorite´ du temps, avec un pic
a` 60% en octobre 2010. Apre`s la migration, les changements sont beaucoup
plus rares et de faible pourcentage.
Le code Maven est encore plus modifie´, de 30% a` 70%, avec des pics jusqu’a`
95%.
Le code Maven et Ant ont tous les deux connus trois mois de grands
changements. En dehors de c¸a, les changement sont de taille similaire.
La figure 5.43 nous montre le churn du Build System de Mylyn.
Les modifications des deux Build Systems sont de taille mode´re´e la plupart
du temps, de quelques centaines de lignes. Pendant les pe´riodes hors-pics, le
churn de Maven est significativement plus faible.
Il y a cependant six pics avec un tre`s grand churn, pas toujours visibles dans
l’e´volution du BLOC : trois pics de Ant et trois pics de Maven.
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Le premier pic de Ant est cause´ par l’ajout du Build System complet en
octobre 2011, avec 1000 lignes ajoute´es. Le deuxie`me pic sont les changements
qui ont cause´ la chute de 500 lignes, avec les corrections de bugs et le passage
a` l’inte´gration continue. Cette transition a e´te´ difficile a` re´aliser, comme le
montre le haut taux de changements, 60% et les 3500 lignes modifie´es dans
cette pe´riode.
Le dernier pic est la chute du BLOC Ant apre`s la migration, d’un millier de
lignes.
Le premier pic de Maven est bien entendu cause´ par la migration, avec
1200 lignes ajoute´es.
Le deuxie`me pic en juillet 2011 de 1600 lignes est cause´ par la pre´paration
pour la release 3.6 de Mylyn. Le Build System a donc subit une restructuration
et des debugs.
Le dernier pic de 1500 lignes en fe´vrier 2012 est cause´ par des debugs.
La figure 5.44 nous pre´sente le churn du Build System de Mylyn par une
e´volution de Box Plot.
Nous observons que tous les pics du churn ont e´te´ cause´s par des commits
de tre`s grande taille, une grosse partie d’entre eux e´tant supe´rieurs a` 500
lignes modifie´es. Les commits sont aussi grands avant la migration qu’apre`s.
La figure 5.45 nous montre le couplage entre le code source et le code du
Build System de Mylyn.
Aussi bien Ant que Maven ont quelques pics de commits couple´s. Ant a deux
pics qui s’e´le`vent a` 30%, tout comme Maven.
La figure 5.46 et la figure 5.47 nous montrent le churn des commits
couple´s au code source compare´ au churn des commits ne touchant qu’au
Build System respectivement de Ant et de Maven.
Les commits couple´s n’ont par contre que peu de churn, aussi bien pour Ant
que Maven.
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Les fichiers de Maven sont beaucoup plus impacte´s que ceux de Ant.
La figure 5.48 nous montre l’impact des changements sur les fichiers du Build
System de Mylyn.
La maintenance du Build System Ant touche en ge´ne´ral autour de 20% des
fichiers, et jusqu’a` 50% a` deux reprises. Apre`s la migration, il y a encore un
pic a` 40% lors du trimestre ayant vu la suppression de la plupart du Build
System Ant, puis presque plus de fichiers sont modifie´s.
La maintenance du Build System Maven touche globalement beaucoup plus
de fichiers que Ant, avec des pics de´passant re´gulie`rement les 40% de fichiers
touche´s, et un pic monte jusqu’a` 80% des fichiers.
En conclusion, les donne´es montrent que le Build System est beaucoup
plus suceptible de changer. En dehors des mois concentre´ sur la correction de
bugs et la restructuration du Build System, le churn de Maven est similaire
a` celui de Ant.
Concernant le couplage, il n’y a pas eu beaucoup d’ame´lioration, le couplage
e´tant de´ja` faible avec le Build System Ant.
De plus, le de´veloppeur a` qui nous avons pose´ nos questions nous a informe´
que l’objectif en migrant vers Maven e´tait d’avoir un Build System plus
facile a` comprendre, pour que toute l’e´quipe puisse facilement le modifier.
Cet objectif semble eˆtre re´ussi, comme le montre le taux de changement.
La migration ne semble donc pas eˆtre une re´ussite pour la diminution du
travail des de´veloppeurs, mais bien une re´ussite pour l’objectif de l’e´quipe
de de´veloppement.
68 CHAPITRE 5. RE´SULTATS
5.2.7 PDE
0
20
0
40
0
60
0
80
0
10
00
Temps (Mois)
SL
O
C
20
01
−0
5
20
01
−0
6
20
01
−0
7
20
01
−0
8
20
01
−0
9
20
01
−1
0
20
01
−1
1
20
01
−1
2
20
02
−0
2
20
02
−0
3
20
02
−0
4
20
02
−0
5
20
02
−0
6
20
02
−0
7
20
02
−0
8
20
02
−0
9
20
02
−1
0
20
02
−1
1
20
02
−1
2
20
03
−0
1
20
03
−0
2
20
03
−0
3
20
03
−0
4
20
03
−0
5
20
03
−0
6
20
03
−0
7
20
03
−0
8
20
03
−0
9
20
03
−1
0
20
03
−1
1
20
03
−1
2
20
04
−0
1
20
04
−0
2
20
04
−0
3
20
04
−0
4
20
04
−0
5
20
04
−0
6
20
04
−0
7
20
04
−0
8
20
04
−0
9
20
04
−1
0
20
04
−1
1
20
04
−1
2
20
05
−0
1
20
05
−0
2
20
05
−0
3
20
05
−0
4
20
05
−0
5
20
05
−0
6
20
05
−0
7
20
05
−0
8
20
05
−0
9
20
05
−1
0
20
05
−1
1
20
05
−1
2
20
06
−0
1
20
06
−0
2
20
06
−0
3
20
06
−0
4
20
06
−0
5
20
06
−0
6
20
06
−0
7
20
06
−0
8
20
06
−0
9
20
06
−1
0
20
06
−1
1
20
06
−1
2
20
07
−0
1
20
07
−0
2
20
07
−0
3
20
07
−0
4
20
07
−0
5
20
07
−0
6
20
07
−0
7
20
07
−0
8
20
07
−0
9
20
07
−1
0
20
07
−1
1
20
07
−1
2
20
08
−0
1
20
08
−0
2
20
08
−0
3
20
08
−0
4
20
08
−0
5
20
08
−0
6
20
08
−0
7
20
08
−0
8
20
08
−0
9
20
08
−1
0
20
08
−1
1
20
08
−1
2
20
09
−0
1
20
09
−0
2
20
09
−0
3
20
09
−0
4
20
09
−0
5
20
09
−0
6
20
09
−0
7
20
09
−0
8
20
09
−0
9
20
09
−1
0
20
09
−1
1
20
09
−1
2
20
10
−0
1
20
10
−0
2
20
10
−0
3
20
10
−0
4
20
10
−0
5
20
10
−0
6
20
10
−0
7
20
10
−0
8
20
10
−0
9
20
10
−1
0
20
10
−1
1
20
10
−1
2
20
11
−0
1
20
11
−0
2
20
11
−0
3
20
11
−0
4
20
11
−0
5
20
11
−0
6
20
11
−0
7
20
11
−0
8
20
11
−0
9
20
11
−1
0
20
11
−1
1
20
11
−1
2
20
12
−0
1
20
12
−0
2
20
12
−0
3
20
12
−0
4
20
12
−0
5
20
12
−0
6
20
12
−0
7
20
12
−0
8
20
12
−0
9
20
12
−1
0
20
12
−1
1
20
12
−1
2
20
13
−0
1
20
13
−0
2
20
13
−0
3
20
13
−0
4
20
13
−0
5
20
13
−0
6
ant maven
Figure 5.49 – BLOC de PDE
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Figure 5.50 – Taux de changement de PDE
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Figure 5.51 – Churn de PDE
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Figure 5.52 – Churn de PDE sous forme de Boxplot
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Figure 5.53 – Taux de co-changement de PDE
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Figure 5.54 – Co-churn de Ant de PDE
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Figure 5.55 – Co-churn de Maven de PDE
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Figure 5.56 – Impact sur les fichiers de Build System de PDE
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Le BLOC de Maven est tre`s faible et stable.
La figure 5.49 nous montre l’e´volution du BLOC de PDE.
Le Build System Ant a une croissance par plateau, avec cinq croissances
brusques suivie d’une pe´riode de stabilite´ ou de faible croissance line´aire. De
mai 2009 a` juin 2013, le Build System reste relativement stable.
La migration a e´te´ re´alise´e en mai 2012 par un big bang, et le code Maven a
peu e´volue´ depuis, avec seulement une chute notable que quelques dizaines
de lignes. Sa taille fait moins de 200 lignes.
La figure 5.50 nous montre le taux de changement du Build System de
PDE.
Le Build System Ant e´volue souvent avec un pourcentage entre 15 et 30%,
et connait deux pics proches de par une e´volution de Box Plot en mai 2003
et fe´vrier 2011.
Le Build System Maven n’a connu que quatre pics, mais ceux ci sont entre
30 et 60%.
Le code Maven a tre`s peu de churn. La figure 5.51 nous montre le churn
du Build System de PDE.
Le churn de Ant se fait par grands pics suivit par de longues pe´riodes
de faible taille. Cela concorde avec l’e´volution en plateau observe´e dans
l’e´volution du BLOC. Le pic de de´cembre 2004 est assez surprenant, car
il est de 550 lignes mais le BLOC ne change pas du tout ce mois la`. En
re´alite´, il s’agit d’un fichier build.xml de grande taille qui a e´te´ ajoute´, pour
finalement eˆtre supprime´ deux commits apre`s, soit deux heures plus tard.
Le churn de Maven n’a que deux vrais pics, la migration et la le´ge`re chute
de BLOC.
La figure 5.52 nous pre´sente le churn du Build System de PDE par une
e´volution de Box Plot.
Les commits de Ant sont souvent de tre`s grandes taille par rapport au BLOC
total du Build System, comme le montre les me´dianes assez e´leve´es, de 100
a` 300 lignes modifie´es re´gulie`rement.
La migration s’est faite en un seul commit, et les changements qui ont cause´s
la chute de BLOC de Maven a e´te´ re´alise´ en trois commits d’environ 50 lignes
chacun.
Maven est totalement inde´pendant du code source La figure 5.53 nous
montre le couplage entre le code source et le code du Build System de PDE.
Le Build System Ant a en moyenne une dizaine de pourcentage de commits
couple´s. Sur les derniers commits, 50% e´taient couple´s. Par contre le code
Maven est totalement inde´pendant.
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La figure 5.54 et la figure 5.55 nous montrent le churn des commits
couple´s au code source compare´ au churn des commits ne touchant qu’au
Build System respectivement de Ant et de Maven.
Le churn des commits couple´s concernant le code Ant est tre`s faible,
a` l’exception d’un pic a` 50 lignes, soit tout le churn des mois d’octobre
et novembre 2001 et un pic a` 100 lignes, soit la moitie´ du churn du mois de
mars 2004.
Comme l’indiquait le taux de co-changement, le code Maven est totalement
inde´pendant, avec aucun churn couple´.
La figure 5.56 nous montre l’impact des changements sur les fichiers du
Build System de PDE.
Les fichiers Ant sont faiblement impacte´s par les changements, moins de 25%
des fichiers sont modifie´s chaque trimestre. Par contre, les fichiers Maven
sont bien plus impacte´s, avec un pic normal de 100% a` la migration, mais
e´galement un autre pic a` 100% au premier trimestre 2013. Le plus faible
pourcentage de fichiers Maven modifie´ est de 25%, soit le maximum des
fichiers Ant.
Ceci peut eˆtre facilement expliquer par le fait que le Build System Maven
n’est constitue´ que de cinq fichiers, alors que celui de Ant est constitue´ de
47 fichiers.
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5.2.8 JBossTools
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Figure 5.57 – BLOC de JBossTools
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Figure 5.58 – Taux de changement de JBossTools
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Figure 5.59 – Churn de JBossTools
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Figure 5.60 – Churn de JBossTools sous forme de Boxplot
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Figure 5.61 – Taux de co-changement de JBossTools
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Figure 5.62 – Co-churn de Ant de JBossTools
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Figure 5.63 – Co-churn de Maven de JBossTools
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Figure 5.64 – Impact sur les fichiers de Build System de JBossTools
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Evolution progressive de Maven, qui atteint une tre`s grande taille.
La figure 5.57 nous montre l’e´volution du BLOC de JBossTools.
L’e´volution du Build System de JBossTools est particulie`re. L’e´quipe de
de´veloppement a de´cide´ d’utiliser Tycho de`s l’apparition de cet outil. Ceci
explique l’e´volution progressive du Build System Maven, bien diffe´rente des
autres projets.
Le Build System Ant e´volue de fac¸on line´aire, atteignant les 6000 lignes
de BLOC au moment de la migration, en fe´vrier 2008. Duˆ a` l’adoption
pre´coce de Tycho, beaucoup de fonctionnalite´s manquaient, de ce fait le
Build System Ant a continue´ a` eˆtre de´veloppe´ pour contourner les limitations
de Tycho. Le BLOC continue donc d’e´voluer jusqu’en octobre 2011, ou` il
culmine a` 16000 lignes. Ensuite sa taille ne fait plus que de´croire, jusqu’a`
12000 lignes en de´cembre 2012.
Le Build System Maven de´bute son de´veloppement en fe´vrier 2008.
L’e´volution est d’abord assez lente, ne montant qu’a` 6000 lignes en mars
2010. A cette pe´riode, le plug-in Tycho est officiellement propose´ a` la
communaute´ Eclipse. Le de´veloppement du Build System Maven de´colle
alors, et il monte de 12000 lignes en quatre mois, atteignant alors les 18000
lignes en juillet 2010. La croissance ralenti ensuite, tout en restant assez
rapide. Le code Maven culmine a` 34000 lignes en aouˆt 2012.
Taux de changement de Maven infe´rieur a` celui des deux premie`res
anne´es de Ant. Le code Ant reste constamment maintenanu pendant tout
le de´veloppement.
La figure 5.58 nous montre le taux de changement du Build System de
JBossTools.
Le Build System Ant change le plus fre´quemment au de´but du de´veloppement,
de´passant les 30% de commits a` trois reprises. Le de´veloppement se calme
de´cembre 2006. A partir de 2007, le taux de changement du code Ant reste
dans les alentours de 10% pour ses plus hautes valeurs.
Le Build System Maven de´bute avec un taux de changement tre`s faible,
de quelques pourcents avec trois pics infe´rieur a` 10% jusqu’en mars 2010.
Ensuite, lors des quatre mois de forte croissance du BLOC, le taux de
changement monte jusqu’a` 25%.
Ensuite, le taux de changement reste constamment entre 10 et 20% des
commits.
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Le churn de Maven est tre`s important, avec deux pics a` 15000 lignes et
de nombreux mois a` 6000.
La figure 5.59 nous montre le churn du Build System de JBossTools.
Le churn de Ant reste proportionnellement assez faible, ne de´passant jamais
les 3500 lignes modifie´es. La pe´riode pre´-migration est la plus calme, avec
des pe´riodes de tre`s faible churn. La plupart des mois ont un churn entre 100
et 400 lignes, et les pics s’e´le`vent a` 1700 lignes pour le plus haut en juin 2007.
Ensuite, il y a fre´quemment des commits de´passant les 1000 lignes modifie´es.
Le churn de Maven est quant a` lui bien plus e´leve´. La pe´riode avant
mai 2010 ressemble a` celle de Ant, avec une majorite´ de mois avec un faible
churn, de 100 a` 400 lignes, et quelques pics jusqu’a` 2000 lignes. Ensuite,
la pe´riode de forte croissance de avril 2010 a` juillet 2010 observe´e dans le
BLOC se traduit par quatre mois a` 6000 lignes modifie´es. En novembre 2010
et fe´vrier 2011, il y a deux pics impressionnants de 15000 lignes. Le premier
pic est duˆ a` une modification du ”jdocbook” de 440 lignes, qui est re´percute´e
sur plus d’une vingtaine de fichiers POM dans des commits distincts. Le pic
de janvier est pre´sent pour la meˆme raison, des ”mises a` jours ge´ne´rales” de
400 lignes sur plus d’une vingtaine de fichiers pom.xml.
Ensuite, le churn reste entre 1200 et 4000 lignes modifie´es, avec un pic a`
6000 en mars 2012.
La figure 5.60 nous pre´sente le churn du Build System de JBossTools par
une e´volution de Box Plot.
Les boxplot nous montrent que de tre`s nombreux de commits approchent les
1000 lignes modifie´es, et beaucoup les de´passent largement, atteignant meˆme
4000 lignes en avril 2010. Ce commit e´tait une modification de nombreux
POM pour passer la ge´ne´ration de la documentation avec Maven 3.0.
Aucun changement entre Ant et Maven pour le taux de co-changement.
La figure 5.61 nous montre le couplage entre le code source et le code du
Build System de JBossTools.
Le taux co-changement est autour de 20% pendant toute la dure´e du
de´veloppement, aussi bien pour Ant que Maven. Ce taux est stable, et
n’a pas e´volue´ apre`s la migration. Cette valeur est assez e´leve´e, mais reste
raisonnable.
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Le co-churn de Maven est plus bas que celui de Ant, avec pics moins
nombreux de plus petite taille.
La figure 5.62 et la figure 5.63 nous montrent le churn des commits couple´s
au code source compare´ au churn des commits ne touchant qu’au Build
System respectivement de Ant et de Maven.
Le co-churn de Ant est constamment pre´sent, et fait plusieurs pics assez
e´leve´s, jusqu’a` 3000 lignes. Les trois pics les plus e´leve´s sont d’ailleurs
presque les seuls churns de leur mois.
En comparaison, le co-churn de Maven est beaucoup plus faible que le churn
inde´pendant. Les plus hauts pics montent a` 2500 lignes.
Les fichiers de Maven sont largement plus impacte´s que ceux de Ant.
La figure 5.64 nous montre l’impact des changements sur les fichiers du Build
System de JBossTools.
Il y a constamment entre 5 et 15% de fichiers ant impacte´s par la maintenance
du Build System. C’est beaucoup plus faible que les re´sultats de Maven, ou`
jusqu’a` 50% des fichiers sont touche´s.
En conclusion, la migration n’a pas e´te´ parfaite, duˆ a` l’aide au
de´veloppement de Tycho qu’a` fournit l’e´quipe de JBossTools. La migration
a e´te´ progressive mais n’a pas donne´ un Build System re´ellement plus stable.
Le taux de changement et de co-changement sont reste´s similaires a` celui de
Ant, et le churn a beaucoup augmente´.
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5.3 Conclusion des re´sultats
Dans cette section, nous allons rassembler les re´sultats obtenus dimension
par dimension, pour e´valuer la tendance ge´ne´rale dans chacune d’entre elles
suite a` la migration.
5.3.1 Evolution de la taille du Build System
Evolution du BLOC de Maven Conclusion
LinuxTools Dernie`re anne´e plus stable V
CDT Plus petit, e´volution lente V
BPEL Moins stable pendant une anne´e X
JDT-Core Plus petit, croissances brusques ∼
JDT-UI Plus petit, de´croˆıt V
Mylyn Croˆıt autant que Ant, dernie`re anne´e stable V
PDE Beaucoup plus petit, stable V
JBossTools Tre`s forte croissance X
Comme observe´ dans le papier de McIntosh et al.[5], nous avons e´galement
constate´ que les Build System, aussi bien Ant que Maven, e´voluent bel et
bien avec le temps.
De nombreux projets continuent a` de´velopper le Build System Ant apre`s la
migration, car certaines fonctionnalite´s sont absentes de Maven ou Tycho
et doivent donc toujours eˆtre utilise´es via le code Ant. Celui-ci doit donc
naturellement continuer a` eˆtre maintenu. Mais les deux Build System ne
cohabitent pas, le Build System Maven remplace entie`rement celui de Ant,
il utilise juste des parties dont les spe´cificite´s ne peuvent pas eˆtre formule´es
avec Maven.
Pour les projets de moins de 1500 lignes de BLOC, tels PDE et les deux
re´pertoires de JDT, le Build System Maven reste assez simple, et a donc une
taille largement infe´rieure a` celle du Build System Ant.
Mais lorsque le projet est de taille plus importante, son Build System est
naturellement plus complexe, et Maven a donc besoin de configurations
personnalise´es et des fonctionnalite´s supple´mentaires. De ce fait, le Build
System Maven fait au moins autant de lignes que le Build System Ant, et
parfois beaucoup plus, comme c’est le cas avec CDT, LinuxTools et JBoss
Tools. La raison e´tant que Maven est tre`s verbeux lorsqu’il faut s’e´carter de
sa configuration par de´faut.
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5.3.2 Modifications du code dans le Build System
Taux de changement Churn Conclusion
LinuxTools Le´ge`rement infe´rieur Supe´rieur ∼
CDT Infe´rieur Largement infe´rieur V
BPEL Supe´rieur Supe´rieur X
JDT-Core Supe´rieur et croissant Infe´rieur V
JDT-UI Supe´rieur et croissant Infe´rieur V
Mylyn Supe´rieur Infe´rieur V
PDE Moins fre´quent Largement infe´rieur V
JBossTools Infe´rieur puis similaire Supe´rieure´ ∼
Le Build System Maven re´clame globalement des mises a` jour plus fre´quentes
que le Build System Ant qui le pre´ce´dait. Mais son churn, quant a` lui, malgre´
un taux de changement plus e´leve´ en moyenne, est souvent plus faible.
Cela montre que bien que le Build System re´clame plus de maintenance,
cependant ces dernie`res sont au final bien plus re´duites et donc rapide a` faire.
L’analyse manuelle des commits a effectivement montre´ que de nombreux
changements sont de simples mises a` jour de nume´ros de version de Maven,
de Tycho ou d’un autre plug-in. Ces changements doivent souvent eˆtre
re´percute´s dans de nombreux fichiers POM. Ils sont parfois effectue´s sur
plusieurs commits.
Voici un exemple re´current de modification mettant a` jour un plug-in.
Dans cet exemple, le plug-in LTTNg est mis a` jour de la version 2.0.0 vers
la nouvelle version 2.1.0.
<parent>
<artifactId>linuxtools-lttng-parent</artifactId>
<groupId>org.eclipse.linuxtools.lttng</groupId>
- <version>2.0.0-SNAPSHOT</version>
+ <version>2.1.0-SNAPSHOT</version>
</parent>\\
La migration donne donc souvent des re´sultats positifs pour cette dimension.
Bien qu’il y ait plus de commits que pre´ce´demment, ceux-ci ont une taille
beaucoup plus faible.
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Couplage du code du Build System avec le code source
Taux de co-changement Co-Churn Conclusion
LinuxTools Le´ge`rement infe´rieur Le´ge`rement infe´rieur ∼
CDT Infe´rieur Largement infe´rieur V
BPEL Similaire Beaucoup infe´rieur V
JDT-Core Tre`s faible Presque aucun V
JDT-UI Tre`s faible Presque aucun V
Mylyn Similaire Similaire (tre`s bas) ∼
PDE Aucun Aucun V
JBossTools Similaire Similaire ∼
Pour le Build System Ant de tous les projets, le couplage du code du
Build System avec le code source e´tait pre´sent. Le taux de changement
atteignait et de´passait dans presque tous les cas les 25% des commits modifiant
le Build System au moins une fois. Ce chiffre montait meˆme a` 60% pour
LinuxTools. Le co-churn e´tait donc lui aussi pre´sent, avec des pics de taille
significative pour de nombreux projets.
Par contre la situation s’ame´liore fortement apre`s la migration avec le
Build System Maven. La diffe´rence dans le taux de co-changement n’est pas
toujours significative, mais le co-churn lui a drastiquement baisse´, au point
d’eˆtre parfois inexistant ou presque.
Migrer vers Maven offre donc bel et bien un Build System plus flexible,
qui ne´cessite beaucoup moins de maintenance directe lorsque le code source
est change´.
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5.3.3 Impact sur les fichiers
La maintenance du Build System Maven impacte significativement plus
de fichiers pour tous les projets que la maintenance de leur ancien Build
System Ant. Ces pourcentages e´leve´s de fichiers modifie´s lors des maintenances
sont dus a` la structure meˆme de Maven. Beaucoup de fichiers pom.xml se
ressemblent et certaines modifications dans un fichier, telle une mise a` jour
d’un plug-in, doivent eˆtre re´percute´es sur plusieurs autres fichiers.
De plus, le Build System Maven est souvent constitue´ de moins de fichiers,
ce qui augmente les pourcentages obtenus.
Concernant les Treemaps, les tendances sont similaires entre tous les
projets. Dans un soucis de concision, nous ne montrerons que les anne´es les
plus significatives de LinuxTools, un projet de taille suffisamment importantes
ou` les re´sultats restent les plus lisibles en version papier.
Couleur de la case Nombre de commits
Blanc 0
Vert 1-9
Jaune / Orange 10+
Rouge Max
Table 5.1 – Coloration des cases de la Treemap en fonction du nombre de
commits.
En 2009 (figure 5.65) et 2010 (figure 5.66), qui sont pourtant les deux
anne´es ou` Ant a le plus e´volue´, la partie impacte´e par les changements est
tre`s faible. Le fichier principal du Build System est le build.xml du dossier
releng, soit Release Engineering. La tre`s grosse majorite´ des changements
ont e´te´ effectue´s dans ce fichier, et les autres fichiers n’ont eu que tre`s peu
de commits les ayant change´s.
En 2011 (figure 5.67) et 2012 (figure 5.68), le Build System Maven a,
quant a` lui, e´te´ e´norme´ment change´. En 2011 se de´roulait la migration, il
est donc normal que beaucoup de fichiers soient touche´s, vu qu’ils ont e´te´
cre´e´s cette anne´e la`. Mais la tendance se confirme en 2012, ou` autant de
fichiers ont e´te´ modifie´s, mais beaucoup moins de fois qu’en 2011.
Le pom.xml situe´ a` la racine est celui qui a rec¸u le plus de changements. Le
reste est e´galement tre`s faiblement touche´.
Les modifications de Maven sont donc beaucoup plus distribue´es, elles
touchent chaque anne´e une tre`s grande partie du Build System. Mais ces
changements sont effectue´s de manie`re semblables a` Ant, avec un fichier
principal tre`s souvent change´, et les autres peu change´s.
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Figure 5.65 – Treemap de Ant en 2009
Figure 5.66 – Treemap de Ant en 2010
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Figure 5.67 – Treemap de Maven en 2011
Figure 5.68 – Treemap de Maven en 2012
CHAPITRE 6
E´valuation de la me´thode
L’approche quantitative permet une bonne estimation de l’effort de travail
de´die´ a` la maintenance du Build System, et du gain apre`s la migration. Elle
est donc adapte´e pour re´pondre a` notre troisie`me question de recherche, qui
vise a` connaitre l’impact de la migration.
Cependant, nous avons utilise´ les donne´es brutes, sans prendre en compte
d’e´ventuels outils qui pourraient assister les de´veloppeurs, en ge´ne´rant par
exemple une partie du code pendant la maintenance. Cela peut conduire a`
quelques impre´cisions dans l’e´valuation de la charge de travail.
Par exemple, l’analyse manuelle des commits a permis de trouver quelques
commits modifiant des fichier pom.xml en rege´ne´rant l’inte´gralite´ des fichiers
au lieu de simplement modifier les lignes ne´cessaires, ce qui donne un churn
e´norme alors qu’il aurait pu eˆtre de quelques dizaines de lignes.
Par contre, l’approche quantitative n’a pas permis de trouver de tendances
claires parmi les projets qui peuvent justifer une migration. Le proble`me
principal est que la diminution de la charge de travail impose´e par la
maintenance du Build System n’e´tait pas la priorite´ des de´veloppeurs des
projets analyse´s. Leur motivation e´tait plutoˆt la diminution de la complexite´
du Build System, qui les empeˆche de re´aliser facilement la maintenance.
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Nous pensions que la charge de travail pouvait permettre d’estimer la
complexite´ du Build System, mais le projet BPEL nous a prouve´ le contraire.
Les re´sultats montraient un Build System tre`s stable, ne changeant pas
souvent avant la migration. Pourtant le de´veloppeur de BPEL a` qui nous
avons pose´ cette troisie`me question e´tait celui qui avait le plus insiste´ sur la
tre`s grande complexite´ de leur Build System Ant.
Notre me´thode ne permet donc pas de mesurer conre`tement et efficacement
la complexite´ de compre´hension et de modification du Build System. Seul
le feedback des de´veloppeurs nous a permis de d’e´valuer la complexite´ ; sans
donne´es quantitatives mais uniquement de fac¸on subjective.
CHAPITRE 7
Conclusion
7.1 Re´ponses aux questions de recherche
Notre e´tude nous a permis, a` travers l’analyse quantitative et qualitative
des sept projets, de re´pondre a` nos trois questions de recherche.
RQ1 “Quelles sont les raisons qui motivent une migration ?”
La premie`re question que nous avons pose´e aux de´veloppeurs nous a
permis de mieux comprendre les raisons qui les ont motive´s a` migrer leur
Build System.
La raison principale est que Ant est une technologie complique´e a`
comprendre et a` utiliser. De plus, les outils qu’ils utilisent pour ge´rer leur
Build System Ant produisent du code de´sordonne´ et de faible qualite´. Aussi,
la plupart de ces outils ne sont plus activement de´veloppe´.
Le Build System Ant n’est en plus pas facile a` exe´cuter et a` reproduire
a` chaque fois de la meˆme fac¸on. C’est une barrie`re pour les contributeurs
potentiels qui n’arrivent pas aise´ment a` tester leurs modifications.
Enfin, Eclipse encourage ses projets a` migrer leur Build System vers la
combinaison Tycho et Maven, pour former un “Common Build Initiative”,
pour unifier les efforts des de´veloppeurs de Build Systems et assurer un
meilleur support sur le long terme.
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RQ2 “Quelle est la complexite´ de la migration ?”
Les re´ponses que nous avons obtenu des de´veloppeurs nous a permis de
re´pondre a` cette question :
La re´alisation d’une migration avec Tycho est facile ; de nombreux tutoriels
et exemples permettent de comprendre comment re´aliser cette migration. De
plus, Tycho dispose d’outils permettant de ge´ne´rer tous les fichiers POM, et
de de´tecter efficacement les erreurs.
La re´alisation d’une migration avec Tycho est tre`s rapide ; elle peut
eˆtre re´alise´e en quelques jours, voire meˆme une seule journe´e. Avoir de
l’expe´rience dans ce genre de pratiques permet de re´aliser les migrations
suivantes encore plus rapidement. Les donne´es des projets prouvent cette
affirmation ; les migrations se font en un seul ou quelques commits.
Il y a cependant une exception : le projet JBossTools. Les de´veloppeurs
ont de´cide´ d’utiliser Tycho tre`s rapidement, avant son arrive´e a` maturite´. Ils
n’ont donc pas pu be´ne´ficier des outils permettant de faciliter la migration.
En re´alite´, ce sont eux qui ont aide´ les de´veloppeurs de Tycho a` en re´aliser.
Leur migration a de ce fait e´te´ progressive, et beaucoup de parties du
Build System Ant pre´ce´dent ont e´te´ conserve´es pour combler le manque
de fonctionnalite´s de Tycho.
Avec les projets de´veloppe´s en Java, nous sommes donc loin de la situation
des projets de´veloppe´s en C comme Linux et KDE. Les migrations que nous
avons observe´es ne sont pas des ope´rations aussi longues (une anne´e) et
difficiles que celles observe´es par Adams et al.
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RQ3 “Dans quelle mesure la migration a eu un impact positif sur la
qualite´ du Build System ?”
Les effets au niveau quantitatif ne sont pas vraiment significatifs. La
re´duction de la charge de travail est souvent bien pre´sente, mais elle ne
chute pas de fac¸on importante. Par contre l’inde´pendance du code du Build
System par rapport au code source s’est effectivement bien ame´liore´e.
D’autre part, lorsque nous analysons le rapport entre les ame´liorations
quantitatives obtenues apre`s la migration et l’effort, tre`s faible, ne´cessaire
pour re´aliser la migration, nous constatons que les gains sont
proportionnellement bien re´els et justifient la migration.
Le rapport “qualite´/efforts” est nettement positif !
D’un point de vue qualitatif, l’ame´lioration est par contre re´ellement
significative. Beaucoup de de´veloppeurs ont te´moigne´ qu’utiliser Tycho et
Maven permet d’avoir un code plus propre, plus facile a` comprendre, a`
modifier et a` exe´cuter. C’est un atout important dans le monde open source,
car un projet complique´ a` construire peut eˆtre une contrainte re´dhibitoire
pour les contributeurs potentiels.
7.2 Travaux Futurs
Il serait inte´ressant d’e´tendre la me´thodologie pour obtenir un outil
complet d’analyse de Build System qui pourrait aider les de´veloppeurs a`
de´terminer si leur Build System ne´cessite re´ellement une migration.
Pour cela, il faudrait trouver une se´rie de me´triques permettant d’e´valuer
concre`tement la complexite´ du Build System.
Il faudrait aussi e´tendre l’e´tude de cas a` d’autres projets ayant de´ja`
re´alise´ ou de´sirant re´aliser une migration du Build System. Ces projets
peuvent eˆtre d’autres projets open source ne faisant pas partie de l’Ecosyste`me
d’Eclipse et des projets du domaine prive´.
L’objectif serait de de´celer les tendances quantitatives qui de´montrent que
le Build System a re´ellement besoin d’une migration.
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