In this paper, we first transform a multivariate normal random vector into a random vector with elements that are approximately independent standard normal random variables. Then we propose the multivariate version generalized from the univariate normality test based on kurtosis from the literature. Power is investigated through the Monte Carlo Simulation with different significance level, dimension, and sample size. To assess the validity and accuracy of the new tests, we carry a comparative study with several other existing tests by selecting certain types of symmetric and asymmetric alternative distributions.
Introduction
Testing multivariate normality is a key premise in modern statistical inference. This is due to the fact that parametric statistical techniques have been developed based on normal distribution theory. As a result, testing the normality assumption is more important before we start any analysis. A considerable number of tests procedures can be found in the literature. Some references are Kim (2015) , Kim (2016) , Enomoto (2013) , Koizumi, Okamoto, and and (2009) , Székely and Rizzo (2005) , Thode (2002) , Doornik and Hansen (1994) , Royston (1983) , Mardia (1970) and Olive (2017) .
Even though numerous multivariate tests have been proposed, there is not a single test that can be used for all the situations. As an example, some tests are better for long tailed distributions but not for short tailed distributions. Some references for comparative power studies are Joenssen and Vogel (2014) , Romeu and Ozturk (1993) , Mecklin and Mundfrom (2005) and Alpu and Yuksek (2016) .
Most of multivariate normality tests are extensions of univariate normality tests. Kim (2016) recently proposed a robustified Jarque-Bera test for multivariate and univariate normality. He investigates the multivariate versions of the Jarque-Bera test and its modifications using orthogonalization or an empirical standardization of data. Alva and Estrada (2009) has proposed a goodness-of-fit test for multivariate normality which is based on Shapiro-Wilk's statistics, one of the best omnibus tests for the univariate normality. Both these articles proposed a multivariate version of univariate tests. Hanusz and Tarasinska (2014) proposed two new tests for multivariate normality based on Mardia's and Srivastava's more accurate moments of multivariate sample skewness and kurtosis. The proposed two tests have an asymptotic Student's t-distribution with 1 6 p(p + 1)(p + 2) and p degrees of freedom, respectively. In their simulation studies, sample significance level and power against chosen alternative distributions of both tests were calculated. Their proposed tests were compared with the two improved Jarque-Bera's tests and the Henze-Zirkler test. The proposed tests do not recognize the mixture of two multivariate normal variates with different means and covariance matrices. Looney (1995) presented how to use tests for univariate normality to assess multivariate normality. He described several techniques for assessing multivariate normality based on wellknown tests for univariate normality and offered suggestions for their practical application. In his simulation study, one of the examples is shown that simply testing each of the marginal distributions for univariate normality can lead to a mistaken conclusion. Shapiro and Wilk's test is a powerful procedure for detecting departures from univariate normality. Royston (1983) the application of Shapiro-Wilk-W to testing multivariate normality. Koizumi, Sumikawa, and Pavlenko (2014) proposed new definitions for multivariate skewness and kurtosis as natural extensions of Mardia's measures when the covariance matrix has a block diagonal structure. Expectations and the variances for new multivariate sample measures of skewness and kurtosis were presented. They also derived asymptotic distributions of the statistics under multivariate normality. In their simulation study, they investigated accuracies of upper percentage points of the proposed statistics based on new multivariate skewness and kurtosis.
In this paper, we propose some multivariate tests that are an extension of univariate tests proposed by Bonett and Seier (2002) based on transformation proposed by Anscombe and Glynn (1983) .
The article is organized as follows: in section 2 the univariate tests proposed by Anscombe and Glynn (1983) , and Bonett and Seier (2002) are reviewed. The proposed multivariate tests are presented in section 3. In section 4, we studied a Monte Carlo comparative study of the power comparison of the proposed tests against the Mardia (1970) tests Skewness (M S ) and Kurtosis (M K ), Henze and Zirkler (1990) test (H Z ), and Shapiro-Wilk's test (S W ) Alva and Estrada (2009) and two modified tests denoted by (C * β ) and (C * * β ) based on Kim (2016) . Bonett and Seier (2002) used the modified Geary measure and the Pearson measure to define a joint test of kurtosis that has high uniform power across a very wide range of symmetric non-normal distributions.
Review of the univariate tests
The population value of Pearson's measure of kurtosis can be defined as
The estimator of β 2 isβ
(1) whereμ = X i /n and n is the sample size. Anscombe and Glynn (1983) proposed the following transformation ofβ 2 ,
where
V ar(β 2 ) and A = 6 + 8
{var(β 2 )} 3/2 = 6(n 2 − 5n + 2) (n + 7)(n + 9) 6(n + 3)(n + 5) n(n − 2)(n − 3) .
It is known that
E(β 2 ) = 3(n − 1) n + 1 and
Z β in equation (2) has an approximate standard normal distribution.
The next univariate test statistic we consider is the test proposed by Bonett and Seier (2002) . It is denoted by Z w ,
where,ŵ = 13.29(ln(σ) − ln(τ )),τ =
The test Z w in equation (3) has an approximate standard normal distribution under the null hypothesis of normality.
Proposed tests for multivariate normality
Let X 1 , X 2 , ..., X n be independent identically distributed (i.i.d) p-dimensional random vectors with sample mean and covariance matrixX = n −1 n i=1 X i and S = 1 n n i=1 (X i −X)(X i −X) respectively and let N p (µ, Σ) be the p−variate multivariate normal distribution with mean µ and covariance matrix Σ.
We want to test the null hypothesis
First we use the transformation proposed by Doornik and Hansen (1994) to transform X 1 , ...X n as
, is the matrix with the eigenvalues of C = V −1/2 SV −1/2 , on the diagonal, V −1/2 is a matrix with the reciprocals of the standard deviation on the diagonal,
pp ), the columns of H are the corresponding eigenvectors, such that H H = I p , identity matrix of order p × p, and Λ = H CH. If X 1 , X 2 , ..., X n are a sample from the p−variate multivariate normal N p (µ, Σ) with mean vector µ and covariance matrix Σ, then Z = (Z 1i , Z 2i , ..., Z pi ) is standard normals. Now we transform X 1 , X 2 , ..., X n using the equation (3) as discussed above. Now, we can think of test statistics that calculate Z * w by the equation (2) for each coordinate of Z such as Z * w = (Z w1 , Z w2 , ..., Z wp ) , that has an approximate standard normal distribution under the null hypothesis of normality. Then the proposed test statistic can be stated as
has an asymptotic χ 2 distribution with degrees of freedom p.
The following test statistic can also be used to check normality.
Under the null hypothesis of normality, Z wk is approximately standard normal distribution. Therefore the limit distribution of D * * w has the becomes
chi-squared distribution with 1 degree of freedom, χ 2 1 , and we have lim
Now, we can also calculate the Z β = (Z β 1 , Z β 2 , ..., Z βp ) by (1) from each coordinate, which yields the following two statistics that can be used to check the multivariate normality:
and Kim (2015) proposed two tests for multivariate normality based on the the transformation
where S * is defined by S * SS * = I. In this paper, according to Kim (2015) 's transformation above, we calculate the Z β = (Z β 1 , Z β 2 , ..., Z βp ) by (2) from each coordinate, which yields the following similar multivariate normality statistics given by
Simulation study 4.1. Application
We consider the famous multivariate data set first introduced by Rao (1948) that consists of weights of cork borings from the north (N), east (E), west (W), and south (S) (in centigrams) for 28 trees. He considered the following three constraints
After applying the transformationβ in (1), values of Pearson's measure of kurtosis are (β 2 (1),β 2 (2),β 2 (3)) = (3.1474, 2.6182, 1.9266).
Then applying the transformations Z β in (2) yields
And applying the transformations Z w in (2.4) yields (Z w (1), Z w (2), Z w (3)) = (0.1304584, −0.6599033, −1.6101341). Table 1 provides the values of the proposed test statistics in (5), (6), (7), (8) and p values of them. According to our result, the null hypothesis, constraints coming from multivariate normal distribution could not be rejected, that confirms Rao's test for contrasts as valid. 
Simulation
A simulation was performed to compute the power of the proposed new test statistics denoted by D * w , D * * w and D * β , D * * β respectively according to different measure of kurtosis. We also compute the power of C * β , C * * β according to Kim (2015) 's transformation and four other existing tests: Mardia's Skewness (M S ), Mardia's Kurtosis (M K ), Henze-Zirkler's (H Z ) and Shapiro-Wilk (S w ). The choices of simulation parameters are: p = 2, 5; n = 20, 50 and significance level α = 0.05, 0.1. The alternatives included in the comparison study are standard normal (N (0, 1)), t k distribution with k degrees of freedom (t 2 , t 5 ), Cauchy, logistic and Laplace as opposed to asymmetric distributions χ 2 k distribution with k degrees of freedom (χ 2 2 , χ 2 5 ), Gamma distribution (Γ (2, 0.5)) and exp(1). In the simulation, 10,000 Monte Carlo replications are carried out. The results of power computation are displayed in Tables 2 to 9. 
Simulation results
The first line of each table shows Type 1 error of the considered tests for different p, n and nominal α values. It is expected that the empirical rejection rates generated from multivariate normal distributions are close to the significance level α. However, it is observed that the tests M S , M K shows severe deviations from α when n = 20, especially the test M K .
Tables 2-5 report the mean power at significance level α = 0.05 when n = 20, 50 and p = 2, 5. Certain reasonable patterns emerge from these tables. It is observed that all four proposed tests D * w , D * * w , D * β and D * * β are sensitive to the sample size. The powers are seen to rise as the sample size increases. Due to different kurtosis measure, it is noticed that the pair of tests D * β and D * * β has better power than the pair of tests D * w and D * * w in most cases. In addition, we can see that D * w is slightly superior to D * * w . This pattern occurs in the pairs of D * β , D * * β and C * β , C * * β . Considering same Pearson kurtosis measureβ 2 , Tests D * β and D * * β perform similarly as C * β and C * * β . This fact indicates that the multivariate standard normal transformation stated in (4) is competitive to the transformation proposed by Kim (2015) .
For multivariate t(2) distribution and Cauchy distribution, when n = 50, all tests display high power. When n = 20, these two distributions still have better power than other distributions. Among the skewed alternative distributions, exp(1) has higher power, but is sensitive to sample size, and the power decreases when n = 20. When n = 20, the test M k shows lowest power, which is related to its Type 1 error's deviation from the significance level α. When samples are from symmetric distributions (t 2 , t 5 , logistic, Laplace), all four proposed tests Tables 6-9 report the mean power at significance level α = 0.1 when n = 20, 50 and p = 2, 5. Noticeably the tests are more powerful compared with significance level α = 0.05. The detailed power analysis is paralleled to the above comparison for α = 0.05, which has confirmed the validity of the proposed test statistics.
Concluding remarks
In general, all four proposed tests (D * w , D * * w , D * β and D * * β ) had power close to α when the data distribution was multivariate normal, and the tests D * β and D * * β had power competitive with some of the existing tests when the data distribution was not multivariate normal. When Table 9 : Power comparison of test statistics for α = 0.1, n = 50, p = 5 under several alternatives sample size n = 20, noticeably D * w , D * * w , D * β and D * * β perform better than the test M k for most cases. In the study, there is no situation where one test reaches the best power under all combinations of n, p, and α. But overall tests H Z and S W are well known as the powerful tests. For the skewed alternative distributions, when sample size tends to moderately large, the new tests D * β and D * * β usually had better power than some of the existing tests. But the new proposed tests D * w and D * * w particularly possesses inferior performance. It is of a future problem, when we form a new p−dimensional multivariate test by combining chi-squared distributions based on kurtosis measures, it may be noted that we investigate a weighted chisquared distribution test. For further numerical summaries, we also recommend the graphical methods as aids to detect the departures from multivariate normality.
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