Deformation Quantization of Geometric Quantum Mechanics by Garcia-Compean, H. et al.
ar
X
iv
:h
ep
-th
/0
11
20
49
v1
  7
 D
ec
 2
00
1
hep-th/0112049, CINVESTAV-FIS-01/097
Deformation Quantization of Geometric
Quantum Mechanics
H. Garc´ıa-Compea´n,a1 J.F. Pleban´ski,a2 M. Przanowskib,a3 and F.J. Turrubiatesa4
aDepartamento de F´ısica
Centro de Investigacio´n y de Estudios Avanzados del IPN
Apdo. Postal 14-740, 07000, Me´xico D.F., Me´xico
bInstitute of Physics
Technical University of  Lo´dz´
Wo´lczan´ska 219, 93-005,  Lo´dz´, Poland
Second quantization of a classical nonrelativistic one-particle system as a deformation
quantization of the Schro¨dinger spinless field is considered. Under the assumption that
the phase space of the Schro¨dinger field is C∞, both, the Weyl-Wigner-Moyal and Berezin
deformation quantizations are discussed and compared. Then the geometric quantum
mechanics is also quantized using the Berezin method under the assumption that the
phase space is CP∞ endowed with the Fubini-Study Ka¨hlerian metric. Finally, the Wigner
function for an arbitrary particle state and its evolution equation are obtained. As is shown
this new “second quantization” leads to essentially different results than the former one.
For instance, each state is an eigenstate of the total number particle operator and the
corresponding eigenvalue is always 1
h¯
.
Keywords: Deformation quantization, Berezin quantization, Field theory, Geometric quan-
tum mechanics.
December, 2001
1
E-mail address: compean@fis.cinvestav.mx
2
E-mail address: pleban@fis.cinvestav.mx
3
E-mail address: przan@fis.cinvestav.mx
4
E-mail address: fturrub@fis.cinvestav.mx
1. Introduction
Deformation quantization and, in general, noncommutative geometry have been mat-
ter of a great deal of renewed interest. In deformation quantization approach the quanti-
zation is considered as a noncommutative deformation AN of the algebra of the classical
observables AC in the phase space [1,2]. The resulting quantum algebra of linear opera-
tors is now equivalent to the deformation of the original algebra AC . This can be done at
the level of the product of observables O1 ∗ O2 or at the level of the Poisson-Lie bracket
{O1,O2}∗. It depends on the type of the deformation quantization which is involved.
In the present paper we consider both types of situations. Here we deal with the Weyl-
Wigner-Moyal deformation quantization [3-5] (for a recent review of this topic, see [6,7])
and Berezin’s one [8-21].
For noncommutative geometry the situation is quite similar. In this case the deformed
space is the noncommutative spacetime and the usual algebra of smooth functions is de-
formed into an associative and noncommutative algebra with the corresponding Moyal
∗-product. Yang-Mills gauge theories can be transformed into noncommutative gauge the-
ories by replacing the usual matrix product by the Moyal ∗-product. These theories are
strongly motivated since they can be obtained from the operator product expansion of
string theories [22].
Weyl-Wigner-Moyal deformation quantization is very useful for the description of
flat finite dimensional phase spaces (or spacetimes) and many results have been obtained
mainly by using this formalism. However, for the more general phase spaces (or spacetimes)
further generalizations are required. One of them is the Fedosov deformation quantization
[2] for an arbitrary symplectic manifold of finite dimension or Kontsevich’s deformation
quantization [23] for the case of a general finite dimensional Poisson manifold. Another
approach, extensively used in our paper, is the Berezin deformation quantization which is
especially useful for Ka¨hlerian manifolds.
(It is worth to note the promising application of the Berezin formalism to the non-
commutative sphere and noncommutative solitons on Ka¨hler manifolds [24,25]. Recently,
Berezin’s deformation quantization has also been used to construct a nonperturbative
formulation of quantum mechanics which includes S-duality symmetries observed in quan-
tum theories of fields and strings. Such a formulation is based on a topological limit of the
Berezin quantization of the upper half-plane [26]).
The aim of the present paper is to apply the Berezin approach to quantize geometric
quantum mechanics and then to compare the result with the usual second quantization
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of the Schro¨dinger field. The geometric interpretation of quantum mechanics is a subject
considered in the literature by a series of authors [27-35] and is based on the identification
of the quantum phase space coming from the formal solution of the Schro¨dinger equation
for a two state system with the complex projective space CP 1 ∼= S2. This does admit
an immediate generalization to CPn and in the general case we have to deal with CP∞.
All these spaces endowed with the well known Fubini-Study metrics are, of course, Ka¨hler
manifolds. (The geometric structure of CP∞ as a Ka¨hler manifold has been discussed
for example, by Kobayashi [36]). Moreover, the usual axiomatic formulation of quantum
mechanics can be translated into a geometric language. For instance, the probability tran-
sition is given in terms of the Fubini-Study metric, while the quantum evolution equation
is governed by the Ka¨hler form.
Hence, it seems to be natural to consider the geometric quantum mechanics as a clas-
sical theory on the phase space (symplectic manifold CP∞). The only essential difference
between the geometric quantum mechanics and other classical theories is that in the for-
mer one not every real function on the phase space is an observable since each observable
must be here the expected value of some hermitian operator (see the formula (3.1)). Con-
sequently, the product of two observables in general is no longer an observable. However
the Poisson bracket of these observables is still an observable (see Sec. 3).
Now the question is if the quantization of this theory is equivalent to the usual second
quantization. As is shown in the present paper it is not so, and the quantization of
geometric quantum mechanics leads to some new results which are not observed in the
case of the second quantization.
Our paper is organized as follows. In Section 2 we deal with the second quantization
as a deformation quantization of the Schro¨dinger field. Assuming that the respective
phase space is C∞ we first use the Weyl-Wigner-Moyal formalism and then the Berezin
one. Section 3 is devoted to a brief review of the geometric formulation of quantum
mechanics following Refs. [27-35]. We provide here the notation which will be used in
the next sections. Sections 4 and 5 are the main parts of the paper. In Section 4 the
Berezin quantization of the geometric quantum mechanics is given and some physical
results are obtained which are drastically different from the ones known in the usual second
quantization. In Section 5 we find the Wigner functions for the particle states. The von
Neumann-Liouville evolution equation for an arbitrary Wigner function is also given. Final
remarks (Section 6) close the paper.
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2. Second Quantization as a Deformation Quantization
We deal with a nonrelativistic particle without spin in 3 dimensions which is mov-
ing under the potential V (x), x ∈ R3. The evolution equation is the usual Schro¨dinger
equation
ih¯
∂Ψ(x, t)
∂t
=
(
− h¯
2
2m
∆+ V (x)
)
Ψ(x, t). (2.1)
As it is used in the second quantization procedure [37], the Schro¨dinger equation (2.1)
is treated as the classical field equation which can be derived from the following action
S =
∫
dtL(t),
L(t) =
∫
d3xΨ
(
ih¯Ψ˙− VΨ+ h¯
2
2m
∆Ψ)
)
, (2.2)
where Ψ˙ = ∂Ψ
∂t
. Then δS
δΨ
= 0 is equivalent to the Schro¨dinger equation (2.1) and δS
δΨ
= 0
gives the complex conjugation of the equation (2.1). The canonical momentum is defined
by
Π(x, t) =
δL(t)
δΨ˙(x, t)
= ih¯Ψ(x, t). (2.3)
For the fundamental Poisson brackets we obtain
{Ψ(x, t),Π(x′, t)} = δ(x− x′) =⇒ {Ψ(x, t),Ψ(x′, t)} = 1
ih¯
δ(x− x′). (2.4)
Finally, the Hamiltonian is given by
H =
1
ih¯
∫
d3xΠ
(
VΨ− h¯
2
2m
∆Ψ
)
. (2.5)
The energy eigenfunctions of the particle are found from the equation(
− h¯
2
2m
∆+ V
)
ψk(x) = εkψk(x), (2.6)
where ψk(x, t) = ψk(x, 0) exp
{ − i
h¯
εkt
}
with normalization
∫
d3x ψkψk′ = δkk′ . We can
now expand Ψ(x, t) in terms of those eigenfunctions
Ψ(x, t) =
∑
k
1√
h¯
Zk(t)ψk(x) =
∑
k
1√
h¯
Zk exp
{− iωkt}ψk(x),
3
Zk =
√
h¯
∫
ψk(x)Ψ(x)d
3x, (2.7)
where ωk = εk/h¯, ψk(x) := ψk(x, 0) and Ψ(x) := Ψ(x, 0). The Poisson brackets for the
Z-variables can be found from (2.4) and (2.7) to be
{Zk, Zk′} = 0 = {Zk, Zk′},
{Zk, Zk′} = −iδkk′ . (2.8)
Define oscillator variables
Qk =
1√
2
(
Zk + Zk
)
, Pk =
i√
2
(
Zk − Zk
)
(2.9)
which by (2.8) satisfy the algebra
{Qk, Qk′} = 0 = {Pk, Pk′},
{Qk, Pk′} = δkk′ . (2.10)
The Z-variables can be written in terms of the oscillator variables as follows
Zk =
1√
2
(
Qk + iPk
)
, Zk =
1√
2
(
Qk − iPk
)
. (2.11)
Hence in terms of the oscillator variables the field function Ψ and its conjugate mo-
mentum Π are given by
Ψ(x) =
1√
2h¯
∑
k
(
Qk + iPk
)
ψk(x),
Π(x) =
√
h¯
2
∑
k
(
iQk + Pk
)
ψk(x). (2.12)
The time evolution of the system in terms of the oscillator variables is described by
Qk(t) =
1√
2
(
Zk(t) + Zk(t)
)
= Qk cos(ωkt) + Pk sin(ωkt),
Pk(t) =
i√
2
(
Zk(t)− Zk(t)
)
= Pk cos(ωkt)−Qk sin(ωkt). (2.13)
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From (2.12) one quickly finds that
Qk =
√
h¯
2
(∫
d3xΨ(x)ψk(x) +
1
ih¯
∫
d3xΠ(x)ψk(x)
)
,
Pk =
1√
2h¯
(∫
d3xΠ(x)ψk(x)− ih¯
∫
d3xΨ(x)ψk(x)
)
. (2.14)
It seems to be natural to define the phase space of the system considered by Z =
{(Q0, Q1, ..., P0, P1, ...) : (Q0, Q1, ..., P0, P1, ...) ∈ R∞ × R∞} endowed with the symplectic
form
ω =
∑
k
dPk ∧ dQk. (2.15)
In terms of complex coordinates Zk and Zk the symplectic form ω reads
ω = −i
∑
k
dZk ∧ dZk (2.16)
and one can easily recognize it as the Ka¨hler form for C∞. The Ka¨hler potential K for
this case is given by
K =
∑
k
ZkZk. (2.17)
Writing
dQk =
√
h¯
2
(∫
d3xψk(x)δΨ(x) +
1
ih¯
∫
d3xψk(x)δΠ(x)
)
,
dPk =
1√
2h¯
(∫
d3xψk(x)δΠ(x)− ih¯
∫
d3xψk(x)δΨ(x)
)
, (2.18)
we obtain
ω =
∫
d3x δΠ(x) ∧ δΨ(x) = ih¯
∫
d3x δΨ∗(x) ∧ δΨ(x). (2.19)
2.1. Weyl-Wigner-Moyal Deformation Quantization of the Schro¨dinger Field
Now we are prepared to give the deformation quantization of the Schro¨dinger field.
It can be done symilarly as in the case of classical fields [38,39,40]. First we deal with the
Weyl-Wigner-Moyal deformation quantization.
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Let F1 = F1(Q,P ) and F2 = F2(Q,P ) be two functions on the phase space Z. The
Moyal ∗-product is defined by
(
F1 ∗ F2
)
(Q,P ) = F1(Q,P ) exp
{
ih¯
2
↔
P
}
F2(Q,P ), (2.20)
where
↔
P is the Poisson operator
↔
P :=
∑
k
( ←
∂
∂Qk
→
∂
∂Pk
−
←
∂
∂Pk
→
∂
∂Qk
)
= i
∑
k
( ←
∂
∂Zk
→
∂
∂Zk
−
←
∂
∂Zk
→
∂
∂Zk
)
=
∫
d3x
( ←
δ
δΨ(x)
→
δ
δΠ(x)
−
←
δ
δΠ(x)
→
δ
δΨ(x)
)
. (2.21)
Employing (2.11) and (2.12) one can write the Hamiltonian (2.5) in the following form
H =
1
2
∑
k
ωk
(
Q2k + P
2
k
)
=
∑
k
ωkZkZk. (2.22)
Then the Heisenberg equation reads
F˙ = {F,H}M , (2.23)
where {·, ·}M stands for the Moyal bracket
{F,G}M := 1
ih¯
(F ∗G−G ∗ F ). (2.24)
It is an easy matter to define the Wigner function for any state and it can be done in
analogous way as for other classical fields (compare with [39,40]). For example the Wigner
function of the ground state is defined by
Zk ∗ ρ0 = 0 (2.25)
for all k. With the use of (2.20) and (2.21), Eq. (2.25) can be written as well
Zkρ0 +
h¯
2
∂ρ0
∂Zk
= 0. (2.26)
This equation has the solution
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ρ0 ∼ exp
(
− 2
h¯
∑
k
ZkZk
)
= exp
(
− 1
h¯
∑
k
(
Q2k + P
2
k
))
= exp
(
2i
h¯
∫
d3x Ψ(x)Π(x)
)
. (2.27)
Having given the Wigner function for the ground state one can easily construct Wigner
functions for higher states. For example, the Wigner function for two particles, one of
which is in the state k1 and the second one in the state k2, is given by
ρk1k2 ∼ Zk1Zk2 ∗ ρ0 ∗ Zk2Zk1 . (2.28)
It is well known that the Weyl-Wigner-Moyal deformation quantization arises from the
Weyl correspondence. According to this correspondence if F̂ is any operator acting in the
Hilbert space of states then the Weyl symbol FW of F̂ is defined by
FW (Q,P ) = Tr
{
Ω̂(Q,P )F̂
}
, (2.29)
where Ω̂(Q,P ) is the Stratonovich-Weyl quantizer which can be written in the following
form
Ω̂(Q,P ) =
∫ ∏
m
dξm exp
{
− i
h¯
∑
k
ξkPk
}
|Q− ξ
2
〉〈Q+ ξ
2
| (2.30)
or in terms of Ψ and Π as the following operator valued functional
Ω̂[Ψ,Π] =
∫
Dξ exp
{
− i
h¯
∫
d3xξ(x)Π(x)
}
|Ψ− ξ
2
〉〈Ψ+ ξ
2
|. (2.31)
It is also known that if FW and GW are the Weyl symbols of the operators F̂ and Ĝ,
respectively, then the Weyl symbol of the product F̂ Ĝ is given by FW ∗GW . (For details
see for example [40]).
Now we are going to consider the Berezin deformation quantization of the Schro¨dinger
field.
2.2. Berezin Deformation Quantization of the Schro¨dinger Field
Consider the complex manifold Cn+1 endowed with a Ka¨hler metric
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ds2 =
n∑
k,l=0
g
kl
(dZk ⊗ dZl + dZl ⊗ dZk), (2.32)
which in terms of the Ka¨hler potential K = K(Z, Z) reads
g
kl
=
∂2K
∂Zk∂Z
l
. (2.33)
The corresponding symplectic form is given by
ω = −i
n∑
k,l=0
g
kl
dZk ∧ dZl (2.34)
and it induces a Poisson bracket on the functions of C∞(Cn+1)
{f, g} =
n∑
k,l=0
ωlk
(
∂f
∂Z
l
∂g
∂Zk
− ∂f
∂Zk
∂g
∂Z
l
)
, (2.35)
where ωlk is the tensor inverse to the symplectic form, i.e.
∑n
l=0 ω
jlω
lk
= δjk. We describe
now the Berezin quantization of the classical system on Cn+1 endowed with a Ka¨hler metric
[9,11,21].
Let dµ be the volume form on Cn+1
dµ(Z, Z) =
(
ω
2pih¯
)n
= det(gij)
n∏
k=0
dZk ∧ dZk
2piih¯
. (2.36)
Denote now by Fh¯ the Hilbert space of entire functions on Cn+1, square summable with
respect to the Gaussian measure exp{− 1
h¯
K(Z, Z)}dµ(Z, Z).
The inner product of two functions f1, f2 ∈ Fh¯ is defined by
(f1, f2) = c(h¯)
∫
C
n+1
f1(Z)f2(Z) exp
{
− 1
h¯
K(Z, Z)
}
dµ(Z, Z). (2.37)
Let {fk}, k = 1, ... defines an arbitrary orhonormal basis in Fh¯ and let
B(Z, V ) =
∑
k=1
fk(Z)fk(V ) (2.38)
be the Bergman kernel . (From the physical point of view the Bergman kernel will cor-
respond to the coherent states). Then the holomorphic functions Φ
V
(Z) := B(Z, V )
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parametrized by V ∈ Cn+1, form a supercomplete system in Fh¯. (Note that the over-
bar means complex conjugation and not the closure of the set). For any bounded operator
F̂ in Fh¯ one defines the following function
FB(Z, V ) =
(F̂Φ
V
,Φ
Z
)
(Φ
V
,Φ
Z
)
. (2.39)
The function FB(Z, Z) ∈ C∞(Cn+1) is called the covariant symbol of the operator F̂ . Now
if FB(Z, Z) and GB(Z, Z) are two covariant symbols of F̂ and Ĝ, respectively, then the
covariant symbol of F̂ Ĝ is given by the Berezin-Wick star product FB ∗B GB
(FB ∗B GB)(Z, Z) =
c(h¯)
∫
C
n+1
FB(Z, V )GB(V, Z)
B(Z, V )B(V, Z)
B(Z, Z) exp
{
− 1
h¯
K(V, V )
}
dµ(V, V )
c(h¯)
∫
C
n+1
FB(Z, V )GB(V, Z) exp
{
1
h¯
K(Z, Z;V, V )
}
dµ(V, V ) (2.40)
where K(Z, Z;V, V ) := K(Z, V )+K(V, Z)−K(Z, Z)−K(V, V ) is called the Calabi diastatic
function. One can also show that
Tr F̂ = c(h¯)
∫
C
n+1
FB(Z, Z)B(Z, Z) exp
{
− 1
h¯
K(Z, Z)
}
dµ(Z, Z). (2.41)
In order to specialize the Berezin deformation quantization to the case of the Schro¨dinger
field we should assume that our complex space is infinite dimensional i.e. we deal with C∞
and the metric is given by g
kl
= δkl. The Ka¨hler function is therefore defined by (2.17).
In this case c(h¯) = 1 and the orthonormal basis in the Hilbert space Fh¯ can be chosen to
be the Fock basis
f(s0,s1,...)(Z) =
∏
l
Zsll√
sl!h¯
sl
. (2.42)
For the Bergman kernel (2.38) we obtain now
B(Z, V ) = exp
{
1
h¯
∑
k
ZkV k
}
= exp
{
1
h¯
K(Z, V )
}
. (2.43)
Straightforward calculations show that the covariant symbol of the operator
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F̂ =
∑
j,k,l,m
F lmjk (â
†
l )
j(âm)
k, (2.44)
where â
†
l and âm are the creation and annihilation operators, respectively, reads
FB(Z, Z) =
∑
j,k,l,m
F lmjk (Zl)
j(Zm)
k = FWick(Z, Z). (2.45)
Here FWick(Z, Z) stands for theWick symbol of the operator (2.44) [8,9,13] (Note the order
of the arguments Z, Z).
As can be proved (see e.g. [9]) the relation between covariant FB and the Weyl FW
symbols of operator F̂ reads
FW = NFB(Z, Z) = NFWick(Z, Z)
N = exp
{
− h¯
2
∑
k
∂2
∂Zk∂Zk
}
= exp
{
− h¯
4
∑
k
(
∂2
∂Q2k
+
∂2
∂P 2k
)
}
= exp
{
− ih¯
2
∫
d3x
δ2
δΨ(x)δΠ(x)
}
. (2.46)
Consequently, the Moyal and Berezin-Wick star products are related by
F ∗G = N
(
N−1F ∗′B N−1G
)
F ∗′B G = N−1
(
NF ∗ NG
)
, (2.47)
where
F (Z, Z) ∗′B G(Z, Z) := c(h¯)
∫
C
n+1
F (V, Z)G(Z, V ) exp
{
1
h¯
K(Z, Z;V, V )
}
dµ(V, V )
= G(Z, Z) ∗B F (Z, Z). (2.48)
In what follows ∗′B-product will be also called the Berezin-Wick star product ∗′B .
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3. Geometric Quantum Mechanics
As have been pointed out by many authors [27-35], quantum mechanics can be for-
mulated as a geometric theory on a symplectic manifold. We would like to explain briefly
this approach.
States of a quantum mechanic system are represented by rays in the associated infinite
dimensional Hilbert space H. The expectation value of an observable ̂̂F in a state defined
by the ket vector |Z〉 = |Z0, Z1, ...〉 is given by
〈 ̂̂F 〉 = 〈Z| ̂̂F |Z〉〈Z|Z〉 . (3.1)
Henceforth we use double hat for operators in usual quantum mechanics and single hat for
operators acting in the Hilbert space of field states. The expression (3.1) suggests that the
space of rays in H i.e. the complex projective space CP∞ represents the phase space of
the system and the observables are the functions on CP∞ of the form (3.1). The complex
coordinates Zk introduced in the previous section (see (2.7)) constitute the homogeneous
coordinates of CP∞. Let U˜j be a subset of C
∞ defined by Uj = {(Z0, Z1, ...) ∈ C∞ :
Zj 6= 0}. Then one can define the inhomogeneous coordinates on the respective coordinate
neighborhood Uj ⊂ CP∞, where Uj is the projection of U˜j on CP∞, as follows
z0(j) =
Z0
Zj
, z1(j) =
Z1
Zj
, ... .
In terms of the coordinates Z or z the observable 〈 ̂̂F 〉 reads
〈 ̂̂F 〉 = ∑k,l FklZkZl∑
k ZkZk
=
∑
k,l6=j Fklz
k
(j)z
l
(j) +
∑
k 6=j(Fjkz
k
(j) + Fkjz
k
(j)) + Fjj
1 +
∑
k 6=j z
k
(j)z
k
(j)
, (3.2)
where Fkl := 〈ψk| ̂̂F |ψl〉 = F lk for all l, k.
In particular from (2.22) and (3.2) we get for the Hamiltonian 〈 ̂̂H〉
〈 ̂̂H〉 = ∑k 6=j ωkzk(j)zk(j) + ωj
(1 + |z(j)|2) , (3.3)
where |z(j)|2 :=
∑
k 6=j |zk(j)|2.
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The quantum phase space CP∞ can be endowed in a natural manner with a Rie-
mannian metric. To this end consider two ket vectors |Z〉 and |Z + dZ〉. The transition
probability p(|Z〉, |Z + dZ〉) between |Z〉 and |Z + dZ〉 is given by
p(|Z〉, |Z + dZ〉) = 〈Z + dZ|Z〉〈Z|Z + dZ〉〈Z|Z〉〈Z + dZ|Z + dZ〉 . (3.4)
Simple calculations show that up to the second order in dZ the transition probability
p(|Z〉, |Z + dZ〉) reads
p(|Z〉, |Z + dZ〉) = 1− 〈dZ|dZ〉〈Z|Z〉 − 〈Z|dZ〉〈dZ|Z〉|〈Z|Z〉|2
= 1−
∑
k,l
(
∑
m |Zm|2)δkl − ZkZl∑
m |Zm|2
dZkdZl. (3.5)
The second term of the right hand side of (3.5) can be written in terms of the inho-
mogeneous coordinates zk(j) as follows
∑
k,l
(
∑
m |Zm|2)δkl − ZkZl∑
m |Zm|2
dZkdZl =
∑
k,l6=j
(1 + |z(j)|2)δkl − zk(j)zl(j)
(1 + |z(j)|2)2 dz
k
(j)dz
l
(j). (3.6)
This suggests us to define the metric ds2 on the quantum phase space CP∞ such that on
any Uj ∈ CP∞ ds2 is proportional to (3.6). For further correspondence between the usual
second quantization and the deformation quantization of geometric quantum mechanics
we take the metric ds2 to be of the form
ds2 =
∑
k,l6=j
g
kl
(
dzk(j) ⊗ dzl(j) + dzl(j) ⊗ dzk(j)
)
,
g
kl
=
(1 + |z(j)|2)δkl − zk(j)zl(j))
(1 + |z(j)|2)2
, k, l 6= j. (3.7)
The above metric is up to a constant factor the well known Fubini-Study metric [41,42]
and CP∞ endowed with this metric is a Ka¨hler manifold. Then the ds2 can be defined on
Uj in terms of the Ka¨hler potential K as follows
g
kl
=
∂2K(z(j), z(j))
∂zk(j)∂z
l
(j)
,
12
K = K(z(j), z(j)) = ln (1 + |z(j)|2) = ln
(∑
k
zk(j)z
k
(j)
)
. (3.8)
It is easy to show that for any p ∈ Uj ∩ Ul of coordinates z(j) in Uj and z(l) in Ul the
following transformation rule
K(z(j), z(j)) = K(z(l), z(l)) + 2 ln |zl(j)| (3.9)
holds.
The Ka¨hler form Ω is defined by
Ω = −i
∑
k,l6=j
g
kl
dzk(j) ∧ dzl(j) (3.10)
for any j. Now we are going to define the symplectic form ω =
∑
k,l6=j ωkldz
k
(j) ∧ dzl(j) on
the quantum phase space in such a way that for any function f the evolution equation
reads
f˙ = {f, 〈 ̂̂H〉} = ∑
k,l6=j
ωkl
(
∂f
∂zk(j)
∂〈 ̂̂H〉
∂zl(j)
− ∂〈
̂̂
H〉
∂zk(j)
∂f
∂zl(j)
)
. (3.11)
In particular for zk(j) and z
k
(j) we have
z˙k(j) = −
∑
l6=j
ωlk
∂〈 ̂̂H〉
∂zl(j)
, z˙
k
(j) =
∑
l6=j
ωkl
∂〈 ̂̂H〉
∂zl(j)
, k 6= j, (3.12)
where 〈 ̂̂H〉 is given by (3.3). However, by direct calculations one obtains
z˙k(j) =
d
dt
(
Zk
Zj
)
= izk(j)(ωj − ωk), z˙
k
(j) =
d
dt
(
Zk
Zj
)
= −izk(j)(ωj − ωk). (3.13)
(There is no summation over k!).
Comparing both expressions (3.12) and (3.13) we conclude that
ω
kl
= −ig
kl
. (3.14)
Hence the symplectic form ω on the quantum phase space compatible with the evolution
equation (3.11) is equal to the Ka¨hler form Ω
ω = Ω. (3.15)
13
This brief outline of the geometric quantum mechanics shows that from this point of
view quantum mechanics can in a sense be treated as a classical theory on the infinite
dimensional phase space CP∞. Therefore, it seems natural to look for quantization of this
classical theory. One expects that such a quantization should be equivalent to the usual
second quantization. But as we are going to demonstrate in the next section this is not so.
This prove will be done with the use of Berezin’s deformation quantization on CPn with
n→∞.
Here an important comment is needed. The analogy between the geometric quantum
mechanics and classical theory should be considered on the level of the Poisson-Lie algebra
and not on the level of the usual product algebra of observables. This follows from the fact
that the usual product of two observables 〈 ̂̂F 〉〈 ̂̂G〉 in general is no longer an observable in
a sense that it cannot be represented in the form of (3.1). From the other hand, using the
formula
ωkl = igkl = i(1 + |z|2)(δkl + zkzl) (3.16)
after straightforward calculations one can show that (compare with [31])
{〈 ̂̂F 〉, 〈 ̂̂G〉} = −i〈[ ̂̂F , ̂̂G]〉, (3.17)
what means that the Poisson bracket of two observables is also an observable. Hence,
deformation quantization of the geometric quantum mechanics is rather a deformation of
the Poisson-Lie algebra than a deformation of the usual product algebra. This is so at
least in the case of linear quantum mechanics. The non-linear case will be consider in a
separate paper.
4. Berezin’s Quantization of Geometric Quantum Mechanics
We deal with CPn endowed with the metric (3.7) defined by the Ka¨hler potential
(3.8). Then the Ka¨hler form Ω and the symplectic form ω are given by (3.10) and (3.15),
respectively. First, in analogy to the case of the Berezin quantization on Cn considered in
the section 2.2, we would like to define the corresponding Hilbert space Fh¯. But the obvious
problem arises as the only entire function on CPn is, according to the Liouville theorem,
the constant function. So the natural idea is to consider Fh¯ as the space of sections Sec(L)
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of some complex line bundle L over CPn which admits the local trivialization Uj × C for
any j, j = 0, 1, ..., n [14,15]. As the measure of the set CPn −Uj is equal to zero for every
j one can look for a scalar product in Fh¯ which by the analogy to (2.37) should be defined
as follows
(f1, f2) = c(h¯)
∫
Uj
f1(j)(z(j))f2(j)(z(j)) exp
{
− 1
h¯
K(z(j), z(j))
}
dµ(z(j), z(j)), ∀ j, (4.1)
where f1, f2 ∈ Sec(L), f1(j) and f2(j) are the local representations of f1 and f2, respectively,
on Uj and dµ is the measure
dµ(z(j), z(j)) =
(
ω
2pih¯
)n
= det(g
il
)
∏
k 6=j
dzk(j) ∧ dzk(j)
2piih¯
= exp{−(n+ 1)ln(1 + |z(j)|2)}
∏
k 6=j
dzk(j) ∧ dzk(j)
2piih¯
. (4.2)
Now using the formula (3.9) we can quickly find that the definition of the scalar
product (4.1) is independent of the index j if and only if the representations of the sections
on Uj and Ul are related by
f(j)(z(j)) = (z
l
(j))
1
h¯ f(l)(z(l)) (4.3)
on Uj∩Ul. This rule of transformation makes sense only if 1h¯ = N where N is some positive
integer [10,11,14,15]. We then assume that indeed it is so. Consequently our construction
indicates that the line bundle L is defined by the transition functions
hjl : Uj ∩ Ul → C, hjl = (zl(j))
1
h¯ . (4.4)
Therefore
L = ⊗ 1h¯ (U1,n+1)−1, (4.5)
where U1,n+1 is the universal complex line bundle over CP
n [42]. Then the Hilbert space
is defined by
Fh¯ = Sec(L). (4.6)
(For detail analysis of this construction see [14,15].)
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As the forthcoming calculations will be performed in the open set U0 we use for
simplicity the natural abbreviations by omitting the lower index (0). So for example we
write zk := zk(0), f := f(0), etc. First, let’s compute the factor c(h¯) which appears in the
definition of the scalar product (4.1). To this end one assumes that the norm of the cross
section of the bundle L which on U0 is represented by the unity function f(z) = 1 is equal
to 1. So substituting (3.8) and (4.2) into (4.1) and taking also that f1(z) = f2(z) = 1 we
obtain
1 = c(h¯)
∫
U0
1
(1 + |z|2) 1h¯+n+1
n∏
k=1
dzk ∧ dzk
2piih¯
. (4.7)
The integral in (4.7) can be evaluated (see Ref. [43], the integral 4.638-3) to give
∫
U0
1
(1 + |z|2) 1h¯+n+1
n∏
k=1
dzk ∧ dzk
2piih¯
= h¯−n
Γ( 1
h¯
+ 1)
Γ( 1
h¯
+ n+ 1)
.
Introducing this result into (4.7) one finds
c(h¯) = h¯n
Γ( 1
h¯
+ n+ 1)
Γ( 1
h¯
+ 1)
. (4.8)
Remember that 1
h¯
= N ∈ Z+. One can check that for any monomial f(z) on U0 of degree
greater than 1
h¯
the integral
c(h¯)
∫
U0
|f(z)|2 1
(1 + |z|2) 1h¯+n+1
n∏
k=1
dzk ∧ dzk
2piih¯
diverges. It means that for n < ∞ the dimension of the Hilbert space Fh¯ is finite. To
proceed further, especially to find the Bergman kernel, we need an orthonormal basis of
Fh¯. One expects that an orthonormal basis of Fh¯ can be constituted by the sections of the
line bundle L such that on U0 they are represented by monomials of degree not greater
than 1
h¯
. Therefore, consider the monomials on U0 of the following form
e(s1,...,sn)(z) = α(s1,...,sn)(z
1)s1 ...(zn)sn , s1 + ...+ sn ≤ 1
h¯
, s1, ..., sn ≥ 0,
where α(s1,...,sn) is some positive factor. By straightforward calculations, employing also
the formulas (obtained by Mathematica)
s∑
k=0
(
s
k
)
Γ(k +
1
2
)Γ(s− k + 1
2
) = pis!
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and
s∑
k=0
r∑
l=0
(−1)m
(
s
k
)(
2r
2l
)
Γ(s+ l − k + 1
2
)Γ(r + k − l + 1
2
) = 0
one gets
(e(s1,...,sn), e(s′1,...,s′n)) = δs1s′1 . . . δsns′n ⇐⇒ α(s1,...,sn) =
√
1
h¯
!
s1! . . . sn!(
1
h¯
−∑k 6=0 sk)! .
(4.9)
Hence the set
{
e(s1,...,sn)(z) =
√
1
h¯
!
s1!...sn!(
1
h¯
−
∑
k 6=0
sk)!
(z1)s1 . . . (zn)sn
}
s1+...+sn≤
1
h¯
repre-
sents in U0 an orthonormal basis of Fh¯ : {e(s1,...,sn)}s1+...+sn≤ 1h¯ .
Now we are in a position to define the Bergman kernel B which in fact should be
a global section of the bundle L ⊗ L over CPn × CPn. By the analogy to (2.38) the
representation of the Bergman kernel B ∈ Sec(L ⊗ L) on U0 × U0 is defined by
B(z, v) =
∑
s1+...sn≤
1
h¯
e(s1,...,sn)(z)e(s1,...,sn)(v)
=
1
h¯
!
s1! . . . sn!(
1
h¯
−∑k 6=0 sk)! (z1)s1 . . . (zn)sn(v1)s1 . . . (vn)sn = (1 +
n∑
k=1
zkvk)
1
h¯ . (4.10)
One quickly finds that the representation of B on any Uj × Ul, j, l = 0, ..., n reads
B(z(j), v(l)) =
( n∑
k=0
zk(j)v
k
(l)
) 1
h¯ . (4.11)
Consequently the holomorphic functions Φv(z) = B(z, v) on U0 parametrized by v ∈ U0
represent a supercomplete system in the Hilbert space Fh¯ i.e. the set {Φv ∈ Fh¯}v∈U0
such that (f,Φv) = f(v), for all f ∈ Fh¯. Note that in analogous way one can find a
supercomplete system in Fh¯ parametrized by the points of any Ul. This supercomplete
system {Φv(l) ∈ Fh¯}v(l)∈Ul is defined in terms of its representation {Φv(l)(z(j))}vl∈Ul on Uj
by
Φv(l)(z(j)) := B(z(j), v(l)) =
( n∑
k=0
zk(j)v
k
(l)
) 1
h¯
. (4.12)
Now we have (f,Φv(l)) = f(l)(v(l)), for all f ∈ Fh¯. The following relation holds
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Φv(l)(z(j)) = B(z(j), v(l)) = exp
{
1
h¯
K(z(j), v(l))
}
,
K(z(j), v(l)) = ln
{ n∑
k=0
zk(j)v
k
(l)
}
. (4.13)
This relation is known as Berezin’s hypothesis A [9].
We intend now to define the covariant symbols of operators acting on Fh¯.
Let F̂ : Fh¯ → Fh¯ be a linear operator on Fh¯. (As for n < ∞ the dimension of Fh¯ is
finite, every linear operator is also bounded). Consider the functions FB(z(j), v(l))
FB(z(j), v(l)) :=
(F̂Φv(l) ,Φz(j))
(Φv(l) ,Φz(j))
, (4.14)
for all j, l. These functions are holomorphic on dense subsets S
jl
⊂ Uj × Ul which consist
of all points Uj × Ul such that (Φv(l) ,Φz(j)) 6= 0. Moreover, for any (p, q) ∈ Sjl ∩ Skm we
have
FB(z(j), v(l)) = FB(z(k), v(m)),
where (z(j), v(l)) and (z(k), v(m)) are the respective coordinates of (p, q). It means that the
set of functions given by (4.14) defines a holomorphic function FB : ∪j,lSjl → C. Observe
that ∪j,lSjl is a dense subset of CPn × CPn. The restriction of the function FB to the
points q = p gives an analytic function with respect to the real structure on CPn and is
called the covariant symbol of the operator F̂ . Locally we have
FB(z(j), z(j)) :=
(F̂Φz(j) ,Φz(j))
(Φz(j) ,Φz(j))
, (4.15)
for all j.
Let f ∈ Fh¯ be represented in U0 by f(z) and let F̂ be a linear operator in Fh¯ then
we have
(F̂ f)(z) = (F̂ f,Φz) = (f, F̂
†Φz)
= c(h¯)
∫
U0
(f,Φv)(Φv, F̂
†Φz) exp
{
− 1
h¯
K(v, v)
}
dµ(v, v)
= c(h¯)
∫
U0
(F̂Φv,Φz)f(v) exp
{
− 1
h¯
K(v, v)
}
dµ(v, v)
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= c(h¯)
∫
U0
FB(z, v)f(v)Φv(z) exp
{
− 1
h¯
K(v, v)
}
dµ(v, v)
= c(h¯)
∫
U0
FB(z, v)f(v)(1 + zv)
1
h¯
(1 + vv)
1
h¯
+n+1
n∏
k=1
dvk ∧ dvk
2piih¯
. (4.16)
Straightforward calculations lead to the following formula for the trace of an operator
F̂
T r F̂ = c(h¯)
∫
U0
FB(z, z)dµ(z, z) =: TrFB. (4.17)
From the definition of the covariant symbol it follows immediately that for the unit
operator F̂ = 1̂, its covariant symbol is the unit function. Using this fact in Eq. (4.17)
one finds that the dimension of the Hilbert space Fh¯ reads
dim Fh¯ = Tr1̂ = c(h¯)
∫
U0
dµ(z, z)
=
Γ( 1
h¯
+ n+ 1)
Γ( 1
h¯
+ 1)Γ(n+ 1)
=
( 1
h¯
+ n
1
h¯
)
. (4.18)
Finally, if FB(z, z) and GB(z, z) represent on U0 the covariant symbols of the operators
F̂ and Ĝ respectively, than the covariant symbol of F̂ Ĝ is given by the Berezin-Wick star
product FB ∗B GB which on U0 is represented by
(FB ∗B GB)(z, z) = c(h¯)
∫
U0
FB(z, v)GB(v, z)
B(z, v)B(v, z)
B(z, z) exp
{
− 1
h¯
K(v, v)
}
dµ(v, v)
= c(h¯)
∫
U0
FB(z, v)GB(v, z) exp
{
1
h¯
K(z, z; v, v)
}
dµ(v, v), (4.19)
where K(z, z; v, v) := K(z, v) +K(v, z)−K(z, z)−K(v, v) is the Calabi diastatic function.
As K(z, z; v, v) = K(v, v; z, z) from (4.17) and (4.19) it follows that
Tr(FB ∗B GB) = Tr(GB ∗B FB). (4.20)
Hence, the Berezin-Wick star product is a closed star product [44,2].
In order to perform a quantization of the geometric quantum mechanics we must work
with CP∞ [36,12]. This can be done by taking the limit n→∞, but one should be careful
because some objects might have not sense at all. For example
lim
n→∞
c(h¯) =∞.
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The first important result in the case of CP∞ is that we still have 1
h¯
= N ∈ Z+. Then
from (4.18) with n→∞ one gets
dim Fh¯ =∞. (4.21)
The orthonormal basis of Fh¯ for n → ∞ can be chosen analogously as before and it is
represented in U0 by the set of monomials{
e(s1,s2,...)(z) =
√
1
h¯
!
( 1
h¯
−∑k 6=0 sk)!
∏
k 6=0
(zk)sk√
sk!
}∑
k 6=0
sk≤
1
h¯
.
As we know from the previous section the general observable on CP∞ has the form given
by (3.2). It seems to be natural to identify this observable with the Wick symbol of the
respective operator F̂ acting on Fh¯. So employing (4.16) and the relation
〈 ̂̂F 〉(z, z) = FWick(z, z) = FB(z, z) (4.22)
we have in U0
(F̂ f)(z) = c(h¯)
∫
U0
∑n
k,l=1 Fklz
kvl +
∑n
k=1(F0kv
k + Fk0z
k) + F00
1 + zv
f(v)(1+zv)
1
h¯ (1+vv)−
1
h¯ dµ(v, v)
= lim
n→∞
[
(
n∑
k=1
Fk0z
k + F00)h¯ lim
x→1
∂
∂x
(
x
1
h¯ c(h¯)
∫
U0
f(v)(1 +
zv
x
)
1
h¯ (1 + vv)−
1
h¯ dµ(v, v)
)
+h¯
n∑
l=1
( n∑
k=1
Fklz
k + F0l
)
∂f
∂zl
]
=
{
(F00 +
∞∑
k=1
Fk0z
k) + h¯
∞∑
l=1
(
F0l − F00zl +
∞∑
k=1
(Fkl − Fk0zl)zk
)
∂
∂zl
}
f(z), (4.23)
where zv :=
∑∞
k=1 z
kvk and we also have used the formula (f,Φz) = f(z).
In particular, substituting (3.3) into (4.23) one gets the Hamilton operator in the
following form
(Ĥf)(z) =
[
h¯
∞∑
k=1
(ωk − ω0)zk ∂
∂zk
+ ω0
]
f(z)
=
(
h¯
∞∑
k=0
ωkâ
†
kâk
)
f(z) (4.24)
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where
â†kâk = z
k ∂
∂zk
,
â†0â0 =
1
h¯
−
∞∑
k=1
zk
∂
∂zk
. (4.25)
Simple calculations show that the operators defined by (4.25) can be extended to the
whole Hilbert space Fh¯ giving the particle number operators N̂k := â†kâk for k = 0, 1, ... .
However, it is not possible to define in Fh¯ the annihilation âk and creation â†k operators.
This is so because one can not extend globally the operators of the form ∂
∂zk
and zk. Using
(4.15) and (4.22) one quickly finds that on U0 (in what follows we omit the subindex Wick
to denote the Wick symbol of an operator!)
Nk(z, z) =
1
h¯
zkzk
1 + zz
, k 6= 0,
N0(z, z) =
1
h¯
1
1 + zz
. (4.26)
The vectors e(s1,s2,...) ∈ Fh¯ are eigenvectors of the operators N̂k
N̂ke(s1,s2,...) = ske(s1,s2,...), k 6= 0
N̂0e(s1,s2,...) =
(
1
h¯
−
∑
k 6=0
sk
)
e(s1,s2,...). (4.27)
From (4.25) it follows that the total particle number operator N̂ =
∑
k N̂k has only
one eigenvalue: N = 1
h¯
. So
N̂ =
1
h¯
1̂ (4.28)
what means that each state is an eigenstate of N̂ and the total number of particles is always
1
h¯
. Now it is clear why we are not able to define annihilation or creation operators in Fh¯.
This is because the annihilation of any particle implies the creation of another one in such
a way that the number of particles is conserved and is equal to 1
h¯
. Of course the vectors
e(s1,s2,...) are the eigenvectors of the Hamiltonian (4.24). Namely
Ĥe(s1,s2,...) = h¯
(∑
k 6=0
skωk + (
1
h¯
−
∑
k 6=0
sk)ω0
)
e(s1,s2,...). (4.29)
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It follows that the ground state of the field is the state with all 1
h¯
particles occupying the
lowest one particle state ψ0 of the energy ε0. So the energy of the ground state is
E0 =
1
h¯
ε0 (4.30)
and this corresponds to the Bose-Einstein condensation. As we have decided to identify
the functions on CP∞ with the Wick symbols rather with the Berezin ones (see (4.22)) we
must use the ∗′B-product and not the ∗B-product. Consequently, if F (z, z) and G(z, z) are
restrictions to U0 of two functions on CP
∞ which correspond to the field operators F̂ and
Ĝ, respectively, then the function (the Wick symbol) corresponding to the product F̂ Ĝ is
given on U0 by (compare with (2.48))
F (z, z) ∗′B G(z, z) = c(h¯)
∫
U0
F (v, z)G(z, v) exp
{
1
h¯
K(z, z; v, v)
}
dµ(v, v)
= G(z, z) ∗B F (z, z). (4.31)
In order to consider the star product (4.31) as a formal one (as it is done in the
usual formal deformation quantization) we must expand the right hand side of (4.31) in
the formal series in powers of h¯. This procedure has been developed in the paper by N.
Reshetikhin and L. Takhtajan [21]. One can easily observe that their normalized ∗-product
(see Eq. (4.6) of [21]) is in the present case exactly the Berezin-Wick ∗B-product given by
Eq. (4.19) because the unit element eh¯(z, z) defined by Eq. (4.2) in [21] is equal to the
normalization factor c(h¯) (see Eq. (4.8)) of the present paper. Therefore using the results
of Ref. [21] and also the formulas
c(h¯) = h¯n
Γ( 1
h¯
+ n+ 1)
Γ( 1
h¯
)
= (1 + nh¯)(1 + (n− 1)h¯)...(1 + h¯)
1 + h¯
n(n+ 1)
2
+O(h¯2)
and
A :=
1
2
∑
j,i6=0
gji
∂2
∂zj∂zi
ln
[
det(g
kl
)
]
= −n(n+ 1)
2
one quickly finds that
F (z, z) ∗′B G(z, z) = G(z, z) ∗B F (z, z) = GF + h¯
∑
j,i6=0
gji
∂G
∂zj
∂F
∂zi
+O(h2). (4.32)
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We must note that in the case when n → ∞, the formal expansion (4.32) contains
divergent terms. Consequently to avoid this problem we rather use the strict integral
formula for the ∗′B-product than the formal one.
From (4.32) we immediately find that the Berezin-Wick bracket defined by
{F,G}′B :=
1
ih¯
(F ∗′B G−G ∗′B F ) (4.33)
reads
{F,G}′B = {F,G}+O(h¯) (4.34)
where {F,G} is the Poisson bracket of F and G
{F,G} =
∑
k,l6=0
ωkl
(
∂F
∂zk
∂G
∂zl
− ∂F
∂zl
∂G
∂zk
)
(4.35)
5. Wigner Functions
In this section we are going to find Wigner functions ρ(s1,s2,...)(z, z) corresponding to
the states e(s1,s2,...). In terms of the Berezin-Wick ∗′B-product Eq. (4.27) reads
(
Nk ∗′B ρ(s1,s2,...)
)
(z, z) = skρ(s1,s2,...)(z, z), k 6= 0
(
N0 ∗′B ρ(s1,s2,...)
)
(z, z) =
( 1
h¯
−
∑
k 6=0
sk
)
ρ(s1,s2,...)(z, z). (5.1)
Employing (4.26) and (4.31) after some work one finds that the system of equations
(5.1) is equivalent to the following system of differential equations
zk
∂
∂zk
[
(1 + zz)
1
h¯ ρ(s1,s2,...)(z, z)
]
= sk
[
(1 + zz)
1
h¯ ρ(s1,s2,...)(z, z)
]
, k 6= 0. (5.2)
(There is no summation over k!)
The unique real solution normalized by Tr
(
ρ(s1,s2,...)
)
(z, z) = 1, where Tr is defined
by Eq. (4.17), reads
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ρ(s1,s2,...)(z, z) =
1
h¯
!
( 1
h¯
−∑k 6=0 sk)!(1 + zz) 1h¯
∏
k 6=0
|zk|2sk
sk!
=
e(s1,s2,...)(z, z)e(s1,s2,...)(z, z)
(1 + zz)
1
h¯
(5.3)
Hence, the Wigner function ρ0 of the ground state is of the form
ρ0(z, z) =
1
(1 + zz)
1
h¯
. (5.4)
Then it is easy to find that the expected value Tr(F̂ ρ̂(s1,s2,...)) of any operator F̂ in
the Hilbert space Fh¯ in terms of the corresponding Wigner function is given by
〈F̂ 〉 = c(h¯)2
∫
U0
ρ(s1,s2,...)(z, v)F (v, z) exp
{
1
h¯
K(z, z; v, v)
}
dµ(z, z)dµ(v, v). (5.5)
Finally, the von Neumann-Liouville evolution equation for a Wigner function ρ(t; z, z)
is given by
∂ρ
∂t
= {〈 ̂̂H〉, ρ}′B. (5.6)
6. Final Remarks
In this paper we have investigated the second quantization of the Schro¨dinger field
within the deformation quantization formalism. Comparing the considerations of Section
2 with the ones of Sections 4 and 5 we conclude that the Berezin deformation quantization
of the geometric quantum mechanics leads to some results which do not appear at all in
the case of the Berezin deformation quantization of the Schro¨dinger field (i.e. the usual
second quantization). For instance in the former case one gets that:
(i) 1
h¯
is a positive integer.
(ii) The number of particles is constant and is equal to 1
h¯
. Hence, the ground state
corresponds to the Bose-Einstein condensation.
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(iii) There do not exist the annihilation and creation operators in the Hilbert space
Fh¯ of the quantized system.
It means that the second quantization and the quantization of geometric quantum
mechanics are not equivalent one to another.
An interesting question is also what happens if we quantize geometric quantum me-
chanics corresponding to the nonlinear quantum mechanics ala Weinberg [45]. Although
difficulties with nonlinear quantum mechanics seem to be unavoidable (see e.g. [46]), from
the geometric point of view such a quantum mechanics is quite natural [31-34]. We are
going to study this problem in a separate paper.
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