Abstract. Several Differential Evolution variants with modified search dynamics have been recently proposed, to improve the performance of the method. This work borrows ideas from adaptive filter theory to develop an "online" algorithmic adaptation framework. The proposed framework is based on tracking the parameters of a multinomial distribution to reflect changes in the evolutionary process. As such, we design a multinomial distribution tracker to capture the successful evolution movements of three Differential Evolution algorithms, in an attempt to aggregate their characteristics and their search dynamics. Experimental results on ten benchmark functions and comparisons with five state-of-the-art algorithms indicate that the proposed framework is competitive and very promising.
Introduction
The Differential Evolution (DE) algorithm is a population-based stochastic direct search method that utilizes concepts borrowed from the broad class of Evolutionary Algorithms. Several variants of the original DE algorithm have been recently proposed [1, 2, 3, 4, 9, 10, 11, 12, 14] . Nevertheless, a relatively small number of DE variants have exhibited substantial performance gains in a large number of real-world applications, and hence few variants have attracted the attention of the Evolutionary Computing research community. These variants successfully exploit different aspects of the DE algorithm, either by utilizing novel mutation strategies that exploit DE's exploratory/exploitative search power, or by incorporating adaptive schemes to capture the structure of the benchmark function at hand. Representative examples of the former type include specialized mutation strategies [9] , index neighborhood-based mutations [2] , or proximity mutations [4] . Variants of the latter type include schemes such as parameter and strategy adaptation schemes [1, 5, 10, 14] .
In this study, we borrow ideas from adaptive filter theory to develop an "online" algorithm adaptation technique and incorporate it in the Differential Evolution algorithm. The proposed framework uses three DE variants, namely JADE [14] , jDE [1] , and DEGL [2] algorithms. It allows each individual to randomly select amongst them to evolve at each time step. The probability of selecting each variant depends on its history of improving the population at each time step and thus guiding it to promising search regions. Extensive experimental results on 10 benchmark functions demonstrate that the proposed framework is very promising.
The rest of the paper is organized as follows: Section 2 briefly describes the multinomial distribution tracker along with its main characteristics. Its incorporation into the DE algorithm as a new algorithm adaptation framework is briefly described in Section 3. The paper ends with an experimental analysis of the proposed framework, a discussion and some pointers for future work.
Multinomial Distribution Tracking through Exponential Forgetting
This section briefly presents the multinomial distribution and its extension to include exponential forgetting. In the multinomial distribution each trial results in one out of a fixed and finite number K of possible outcomes, with probabilities θ 1 , θ 2 , . . . , θ K and N independent trials. The number of times outcome i was observed over the N trials, is represented by a random variable X i . Thereby, the vector X = (X 1 , X 2 , . . . , X K ) follows a multinomial distribution with parameters N, θ, where θ = (θ 1 , θ 2 , . . . , θ K ) and probabilities:
Based on a data sample D we can estimate the parameter θ = θ(D) of a multinomial distribution through the Maximum Likelihood Estimation (MLE) procedure. Given a data sample D, the likelihood function can be defined as:
The MLE estimator of the θ parameter can be easily calculated by applying Lagrange multipliers in the log-likelihood function. Therefore the MLE of the multinomial distribution can be obtained by the following form: θ
We make the assumption that the impact of each observation should be related to the time of observation. This is reasonable since the optimization procedure frequently changes phases through evolution. More recent information about the evolution phase is expected to be more relevant to the optimization procedure while earlier information should be gradually disregarded. In the current study, we develop a tracking framework that is based on the Recursive Least Squares (RLS) adaptive filter [7, 8] . To this end, we incorporate weights to the likelihood function and adopt the framework proposed in [8] . Given that a data sample appears as a signal or a data stream in time, D = {D 1 
, where λ ∈ [0, 1] is a weighting factor which is also called the forgetting factor . The forgetting factor decreases the impact of past observations on the log-likelihood and thus the estimated parameters are able to adapt to changes. All data examples are assigned equal weights as λ increases to unity, while as λ decreases more recent data samples become more important.
Through the application of Lagrange multipliers we can obtain the MLE θ
according to the following equation:
where n i (t) represents the effective window width which can be recursively calculated through the following equation:
for t = 1, 2, . . . MLE. Through this framework we can track the parameters of a multinomial distribution with the potential of forgetting the history of past observations in an exponential manner.
The Multinomial Distribution-Based Differential Evolution Framework
In this section, we discuss the main concepts behind the proposed framework, namely the Multinomial distribution-based Differential Evolution (MultiDE). The proposed framework is based on the Differential Evolution algorithm (DE) [12] . DE is a population-based stochastic optimization method, which utilizes concepts borrowed from the broad class of Evolutionary Algorithms. For an optimization problem at hand defined in the real D-dimensional space R D , DE starts by initializing randomly a population of NP , potential solutions (individuals) in the optimization domain following a uniform probability distribution. The population is subsequently updated at each iteration, called generation, by means of three main evolutionary search operations, namely the mutation, recombination, and selection operators. The search operators efficiently shuffle information among the individuals, enabling the search for an optimum to focus on the most promising regions of the solution space. A thorough description of the DE algorithm can be found in [3, 4, 9, 12] . 3: for each time step t do 4:
for each individual j in the population do
5:
Sample kstr from the multinomial distribution with parameters θ ML λ i (t).
6:
Apply the mutation operator using algorithm kstr , kstr ∈ {1) JADE, 2) jDE, 3) DEGL}.
7:
Apply the binomial crossover operator
8:
Apply the selection operator 9: end for
10:
Update the score of the kstr strategy through Eq. (3)
11:
Update the multinomial distribution tracker through Eqs. (1)- (2) 12: end for
The proposed framework introduces two main concepts different from the standard DE. Initially, it probabilistically assigns to each individual one DE variant, chosen from a pool of K candidate algorithms. Subsequently, based on the individuals' movements, it adapts this probability over the evolutionary stages through the aforementioned multinomial distribution tracker. The remaining steps of the DE algorithm remain the same. In the current study we utilize a pool of K = 3 state-of-the-art DE variants that have efficiently tackled several real or artificial problem landscapes, namely the JADE [14] , the jDE [1] , and the DEGL [2] algorithms. Obviously any DE variant could be incorporated into the pool to enhance the exploratory and exploitative power of the proposed framework. Subsequently, one of the available algorithms is assigned to each individual based on a probability. This probability is adapted at each generation through the multinomial distribution tracker, based on the relative fitness improvement of each algorithm [5] .
Specifically, let us assume that the ith algorithm i ∈ {1, 2, . . . , K}, will evolve NP i individuals, with
we assign a score based on its relative fitness improvement during the last generation according to
offspring , where f best is the fitness of the best individual, f i parent is the fitness of the ith individual before the evolution phase, while f i offspring is its fitness after the evolution phase [5] . The final score, Score(i), of each algorithm can be calculated according to the following formula:
where W(i) = w min + NPi j=1 w j , w min = 0.01 is a small constant that prevents the extinction of an algorithm, in the case where the ith algorithm has not been selected in the previous generation. The rounding procedure as well as the multiplication by 100K will fix the score to the required integer value, by the multinomial distribution. The final score assists the algorithm which produces the higher relative fitness improvement in the last generation. Thereby, the multinomial distribution tracker learns from the current evolution stage and promotes the algorithm that is more likely to efficiently evolve the population to promising search regions. Having calculated the final scores, we estimate the probabilities of each algorithm by calculating the aforementioned maximum likelihood estimator θ
, given by Eqs. (1) and (2) . The main algorithmic scheme of the proposed framework is briefly demonstrated in Algorithm 1.
Experimental Results
In this section we perform an experimental evaluation of the proposed approach. We employ ten high dimensional and scalable benchmark functions with different characteristics. The first six functions have been acquired from the recently CEC'2008 Special Session on Large Scale Global Optimization [13] . The remaining four test functions are hybrid composition functions, proposed recently in [6] , and correspond to the f 16 − f 19 functions of the suite. A detailed description of the benchmark functions can be found in [6, 13] . To demonstrate the efficiency of the proposed framework, we compare it with five state-of-the-art DE variants, namely the DEGL [2] , the JADE [14] , the jDE [1] , the ODE [11] , and the SADE [10] variant.
Throughout the experimental results section, all methods have been implemented with the default parameters settings as have been proposed in the literature. The population size has been kept fixed to NP = 100 individuals and for each simulation, a budget of maxNFEs = 5000 · D function evaluations has been employed [13] . Here we utilize the 50-dimensional versions of the aforementioned function set. To evaluate the performance of the considered algorithms we will use the solution error measure, or simply error [4] . Each algorithm was executed independently 50 times to obtain an estimation of the median (Median), the mean solution error (Mean), and its standard deviation (St.D.). Moreover to evaluate the statistical significance of the observed performance differences, we apply two-sided Wilcoxon rank sum tests between the proposed DE variants and the other DE variants. Here we have implemented three different forgetting factor values, λ ∈ {0.91, 0.99, 1}. The first two values force to forget the history of the strategy probabilities with either a fast or a slow rate, respectively, i.e. a sliding window size of w ≈ 11.1, or w ≈ 100 generations respectively. The sliding window can be approximated using the λ parameter, through: w ≈ 1/(1 − λ) [7] . Tables 1 and 2 report the experimental results on the 50-dimensional versions of the considered benchmark set. It can be clearly observed that the synergy of DE variants through the multinomial distribution tracker may result to an enhanced DE scheme, with a lot of potential. In general, for the majority of the considered functions, MultiDE exhibits either a significant performance enhancement, or an equally good performance in comparison to the other five DE variants. Only in three functions the proposed framework exhibits inferior performance in terms of median error values (f 2 , f 3 and f 5 ). Substantial performance gains are mainly exhibited in the most challenging functions of the test suite, i.e. the hybrid composition functions (f 6 − f 10 ) and f 4 . In these cases the proposed approaches significantly outperform all other DE variants. Comparing the nonforgetting, (MultiDE λ=1.00 ), against the forgetting variants (MultiDE λ=0.91 and 0.000e+00 0.000e+00 0.000e+00 3.230e+04 100.0 (=/=/=) JADE 0.000e+00 0.000e+00 0.000e+00 4.363e+04 100.0 (=/=/=) jDE 0.000e+00 0.000e+00 0.000e+00 1.535e+05 100.0 (=/=/=) ODE 0.000e+00 0.000e+00 0.000e+00 1.194e+05 100.0 (=/=/=) SADE 0.000e+00 0.000e+00 0.000e+00 7.779e+04 100.0 (=/=/=) MultiDE λ=0.91 0.000e+00 0.000e+00 0.000e+00 5.032e+04 100.0 (=/=/=) MultiDE λ=0.99 0.000e+00 0.000e+00 0.000e+00 5.056e+04 100.0 (=/=/=) MultiDE λ=1.00 0.000e+00 0.000e+00 0.000e+00 5.002e+04 100.0 (=/=/=) f2 : Shifted Schwefel's Problem 2.21 DEGL 1.430e+01 1.559e+01 5.660e+00 N/A 0.0 (+/+/+) JADE 1.115e+00 1.127e+00 2.264e-01 N/A 0.0 (-/-/-) jDE 2.220e+00 2.543e+00 1.581e+00 N/A 0.0 (-/-/-) ODE 4.631e+00 6.115e+00 6.306e+00 N/A 0.0 (=/-/-) SADE 2.925e+01 2.961e+01 3.300e+00 N/A 0.0 (+/+/+) MultiDE λ=0. 91 5.678e+00 6.471e+00 3.266e+00 N/A 0.0 (=/=/=) MultiDE λ=0. 99 6.161e+00 6.718e+00 3.269e+00 N/A 0.0 (=/=/=) MultiDE λ=1. 00 6.396e+00 6.765e+00 2.794e+00 N/A 0.0 (=/=/=) f3 : Shifted Rosenbrock's Function DEGL 0.000e+00 1.356e+00 1.908e+00 1.834e+05 66.0 (-/-/-) JADE 2.286e+00 9.801e+00 1.956e+01 2. 3.015e+00 4.210e+00 9.579e+00 2.210e+05 2.0 (=/=/=) MultiDE λ=0. 99 3.278e+00 4.480e+00 9.818e+00 2.477e+05 2.0 (=/=/=) MultiDE λ=1. 00 2.873e+00 3.110e+00 3.023e+00 2. MultiDE λ=0.99 ), we can observe that in the majority of cases there is no significant performance difference. Only in f 8 and f 9 the forgetting variants exhibit significantly better behavior. However, in most cases the non-forgetting variants produce lower median and mean error values. Generally, we have observed that the adaptation of the strategy probabilities behave differently based on the benchmark problem at hand as well as the evolution phase. This indicates that the forgetting factor values should adapt through different evolution phases. This is a very interesting research area that we intend to extensively study in the future. N/A 0.0 (+/+/+) JADE 0.000e+00 0.000e+00 0.000e+00 6.353e+04 100.0 (=/=/=) jDE 0.000e+00 0.000e+00 0.000e+00 2.281e+05 100.0 (=/=/=) ODE 0.000e+00 2.460e-03 1.739e-02 1.753e+05 98.0 (=/=/=) SADE 0.000e+00 3.442e-01 5.674e-01 1.161e+05 72.0 (+/+/+) MultiDE λ=0.91 0.000e+00 0.000e+00 0.000e+00 7.363e+04 100.0 (=/=/=) MultiDE λ=0.99 0.000e+00 0.000e+00 0.000e+00 7.336e+04 100.0 (=/=/=) MultiDE λ=1.00 0.000e+00 1. 
Conclusions
Recent Differential Evolution variations suggest that the advantages of several DE variants can be exploited by integrating them in adaptive schemes. We attempt to exploit the characteristics of different DE variants in an attempt to improve their performance. Borrowing ideas from adaptive filter theory we develop an "online" algorithmic adaptation framework. The proposed framework is based on tracking the parameters of a multinomial distribution to capture the potentially changing probabilities of success of the different algorithms involved.
Experimental results on 10 benchmark functions demonstrate that the proposed framework is very promising. For the majority of the tested cases, it exhibits great performance gains against other five DE variants. The most appropriate degree of forgetting depends on the evolution stage, as well as the problem. It would be interesting to further study its impact and develop an adaptive forgetting factor scheme.
