Consider a boundary integral operator on a bounded, d-dimensional, surface in R d+1 . Suppose that the operator is a pseudodi erential operator of order 2m, m 2 R, and that the the associated bilinear form is symmetric and where hmax and h min are the sizes of the largest and smallest elements in the partition, and N is the number of degrees of freedom. However, if B is preconditioned using a simple diagonal scaling, then the condition number is reduced to O(N 2jmj=d ). That is to say, diagonal scaling restores the condition number of the linear system to the same order of growth as for a uniform partition. The growth in the critical case 2jmj = d is worse by only a logarithmic factor.
be a real number and suppose that B( ; ) (1) (Throughout, the notation a b will be used to indicate that a Cb for some positive constant C that is independent of the main quantities of interest, while a ' b is equivalent to a b and b a.) Consider If the solution u has singularities or other local features then it is more e cient to re ne the partition adaptively so that the space X is tailored towards approximating the particular solution u of the speci c problem in hand. Often, the nal adaptively re ned partition contains elements of very widely di ering sizes. This also has an adverse e ect on the growth of the condition number. For instance, we shall see that if 2jmj < d then cond(B) N 2jmj=d h max h min d?2m (5) where h max and h min are the sizes of the largest and smallest elements in the partition.
The severe growth of the condition number due to the local re nements might easily mean that the advantages accrued by adaptively re ning the mesh are dissipated by the cost of dealing with the solution of a highly ill-conditioned linear system. The purpose of the current work is to address this issue. It will be shown that if the matrix B is preconditioned or scaled using the matrix D = diag B, obtained by taking the elements on the leading diagonal, then the extra growth factor in (5) depending on the global mesh ratio is, provided 2jmj < d, essentially removed:
That is to say, diagonal scaling restores the condition number of the linear system to the same order of growth as would be obtained if a uniform re nement scheme were employed. The growth in the critical case 2jmj = d is only marginally worse.
The current work nds much of its inspiration in the paper of Bank and Scott 2] for the nite element approximation of problems associated with second order elliptic partial di erential equations in two and three dimensions. The current investigation focuses on boundary element equations and as such allows for operators of non-integer and possibly negative orders. This means that the associated Sobolev spaces are also of non-integer and possibly negative orders, resulting in a number of technical di culties. Nevertheless, the conclusions are simple and applicable to the practical solution of boundary element equations on highly re ned meshes such as those commonly arising from adaptive re nement procedures.
The remainder of the paper is organized as follows. The next section elaborates on the construction of the boundary element approximation and on the conditioning of the linear system, and concludes with a statement of the main result of the paper: Theorem 1. Section 3 illustrates with numerical experiments how the theory applies in practice to boundary element approximations of weakly singular and hypersingular boundary integral equations posed on surfaces in R 2 and R 3 .
The Sobolev spaces are de ned in Section 4, and we prove several technical results. Theorem 9 in this section contains sharp estimates for the norms of standard nodal basis functions in fractional order Sobolev spaces, and may be of independent interest for the analysis of boundary element methods in general. Section 5 consists of ve lemmas, that together constitute the proof of our bounds on the growth of the extreme eigenvalues of the sti ness matrix, with and without diagonal scaling, and hence establish Theorem 1.
Partitions and Preconditioning

Galerkin Subspace
It will be assumed that the surface ? is bounded and, for some xed integer r jmj, is locally the graph of a C r?1;1 function over a C r? would lead to a discontinous quadratic basis function with mean value zero.
Each partition P belongs to a family of partitions of ?. The family is assumed to be non-degenerate, so that the ratio of the diameter of an element to the diameter of its largest inscribed ball is uniformly bounded over the whole family. It is also assumed that the number of elements intersecting ? k , the support of ' k , is also uniformly bounded. Associated with each nodal basis function ' k is a parameter h k de ned to be the average of the diameters of the elements forming the support ? k . The non-degeneracy assumption implies, if d 2, that the ratio of the diameters of any pair of adjacent elements is uniformly bounded (that is, the partition is locally quasi-uniform). In the one dimensional case, d = 1, this assumption is stipulated separately. It is important to realize that locally quasi-uniform partitions may still contain elements of greatly di ering size. Indeed, if h max and h min respectively denote the diameters of the largest and smallest elements in the mesh, then the global mesh ratio h max =h min may be arbitrarily large. In particular, the assumptions do not rule out families of partitions of the type generated by adaptive re nement algorithms starting from an initial coarse mesh and creating a sequence of nested partitions by selectively re ning elements on the basis of some suitable criterion.
Conditioning of Sti ness Matrix
The Galerkin approximation entails the solution of a linear system of the form B = f:
One of our goals is to obtain bounds on the growth of the condition number of the sti ness matrix B in terms of the number of degrees of freedom N and the mesh quantities h max and h min . The basic strategy is to determine positive quantities and , depending on the partition, such that 
? Consequently the`2-condition number of the matrix may be bounded as
:
For the purposes of analysis, it is convenient to reformulate (7) in terms of functions from the Galerkin subspace X, by de ning an isomorphism R N 3 ! v 2 X using the rule
The assumptions on the bilinear form and properties of the basis functions imply that
Therefore, the task of establishing (7) is equivalent to determining positive quantities and such that:
In particular, such an estimate also gives bounds on the behaviour of the largest and smallest eigenvalues. A summary of the results obtained in Section 5, concerning the behaviour of the eigenvalues, is given in Table 1 . The results indicate that the smallest eigenvalue decreases according to the size h min of the smallest element, while the largest eigenvalue decreases according to the size h max of the largest element. Overall, this means that the`2-condition number of the sti ness matrix is dangerously sensitive to the global mesh ratio h max =h min .
Preconditioning by Diagonal Scaling
One can attempt to control the growth of the condition number by means of a preconditioner. Let D be the diagonal matrix formed from the entries on the leading These estimates may be reformulated by using the isomorphism given in (8) Table 2 summarizes our results, proved in Section 5, concerning the growth or decay of the extreme eigenvalues of the diagonally scaled sti ness matrix. It will be observed that the e ect of the preconditioner is to remove essentially the factors involving the extreme mesh sizes h max and h min from the bounds on the eigenvalues of the condition number of the original sti ness matrix. In other words, a simple diagonal scaling restores the growth of the condition number to the same order as would be observed on a uniform mesh. The numerical results reported in Section 3 indicate that our one-sided bounds are usually, but not always (see Tables 7, 8 and 12), achieved in practice for realistic problems and meshes. It appears that the bounds cannot be improved (except perhaps for some of the logarithmic factors) unless one imposes additional restrictions on the mesh.
Theorem 1 Let cond(B) and cond(B 0 ) denote the`2-condition numbers of the sti ness matrix and the diagonally scaled sti ness matrix (10) respectively. Here h max and h min are respectively the diameters of the largest and smallest elements in the partition, and N is the number of degrees of freedom in the Galerkin subspace X.
Proof. The results follow immediately from the above discussion, the norm equivalences (9) and (11), the inequality (25), and Lemmas 11, 12, 13 and 14; cf. Tables  1 and 2. 3 Numerical Examples
We illustrate the our general theory by considering some weakly singular (m = ?1=2) and hypersingular (m = +1=2) integral equations on various boundaries ? R d+1 , for d = 1 or 2.
These boundary integral equations were discretized on uniform and non-uniform meshes using varying numbers of degrees of freedom N. The functions in the Galerkin subspace X were piecewise-constant in the case of the weakly singular equations, and piecewise-linear in the case of the hypersingular equations. We computed the extreme eigenvalues and , and also the condition number = , of the sti ness matrix B and of the diagonally scaled sti ness matrix B 0 . The numerical values of these quantities, along with their apparent growth or decay exponents, are given in the tables that follow, and compared with our theoretical bounds from Tables 1 and 2 
Weakly Singular Equations
The weakly singular equations arise when boundary integral methods are used to solve the Dirichlet problem for the Laplacian in domains in R 2 or R 3 with boundaries ? de ned as above. The integral equations take the forms shown below. (12), (13) 
Hypersingular Equations
First kind integral equations with hypersingular kernels arise when boundary integral methods are used to solve the Neumann problem for the Laplacian in domains in R 2 or R 3 . These equations take the forms shown below. Boundary 1: Table 3 gives results for a quasi-uniform mesh (Figure 1) , and Table 4 for a nonuniform mesh (Figure 2 ) that is re ned towards the re-entrant corner at (0; 0). In the latter case, diagonal scaling leads to a very dramatic reduction in the condition number.
Turning to the hypersingular equation (15) 
Indeed, the numerical results in Tables 5 and 6 show that, both for the quasi-uniform and non-uniform meshes, diagonal scaling has little e ect.
Results with Boundary 2
For the weakly singular equation (13) In fact, the numerical results shown in Table 7 suggest that (B) 1 and (B 0 ) N, so our theoretical upper bounds are not attained for this mesh.
In the case of the hypersingular equation (16) Table 9 shows our numerical results for a uniform mesh (Figure 3 ), and Table 10 for a non-uniform mesh (Figure 4 ) that has been re ned in a neighbourhood of the corner (?1; 1).
Finally, in the case of the hypersingular equation (17) Our results for a uniform mesh (Figure 3 ), given in Table 11 , are as expected, but those for a non-uniform mesh (Figure 4 ), given in Table 12 , contain one surprise.
The minimum eigenvalue (B) of the unscaled matrix appears to behave like N ?1 , whereas our lower bound is 0 = N ?3=2 . As a consequence, cond(B) grows at the same rate as cond(B 0 ). However, all of the results shown in Table 13 , for a di erent non-uniform mesh ( Figure 5 ), achieve the one-sided bounds from our theory. When the domain is rescaled, di erent equivalent norms for H s ( ) or e H s ( ) might scale di erently. We therefore x a particular family of norms, denoted by j j j j j j H s ( ) and j j j j j j e H s ( ) , that will be used whenever we need estimates in which the constants are independent of the domain(s) involved. These norms will be de ned only for jsj r, and when is bounded. Firstly, we set j j juj j j H 0 ( ) = j j juj j j e H 0 ( ) = kuk L2( ) ; and j j juj j j 2 H r ( ) = kuk 2 L2( ) + juj 2 H r ( ) and j j juj j j 2 e H r ( ) = juj 2 H r ( ) :
N (B)
The latter is a norm by virtue of Poincar e's inequality, because the functions in e H r ( ) = H r 0 ( ) vanish on the boundary of . For 0 < s < r, we de ne the norms by interpolation, i.e., if s = r and 0 < < 1, then j j juj j j H s ( ) = kuk (H 0 ( );H r ( )) and j j juj j j e H s ( ) = kuk ( e H 0 ( ); e H r ( ))
with the K-functionals using the j j j j j j-norms. The following inequalities are taken from the thesis of von Petersdor 14] . A modi ed proof is included here for the sake of completeness. 
Norms of Nodal Basis Functions
It is possible to obtain estimates for Sobolev norms of the nodal basis function ' k in terms of the average size h k of the elements in the support ? k of ' k . The results for negative s follow at once from these bounds along with (25).
Proof of the Main Results
The earlier remarks indicate the key role played by decompositions of the form (8) Integrating over x 2 K and then summing over all K 2 P completes the proof. Proof.
