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Nuevas tendencias han hecho que se gestione y se guarde una gran cantidad de 
información de cualquier tipo, el manejo y almacenamiento de estos datos debe ser el 
adecuado, es por eso que las bases de datos cumplen con esa labor al manejar los mismos, 
las bases de datos poseen características que según cada una de estas permiten que el 
usuario elija la que más le conviene. 
 
En las empresas es en donde mayor flujo de información y cantidad de datos se 
encuentran, es por eso que buscan mantener sus datos seguros y confiables, es por ello 
que hacen uso de una base de datos para su almacenamiento, pero al tener grandes 
cantidades de datos con la que deben manejar, muchas de las veces esto resulta 
complicado en cierto punto, y se ven en la necesidad de aplicar herramientas que los 
ayuda a gestionar esto de una mejor manera. 
 
Es por eso la elaboración de este proyecto de disertación dividido en 5 capítulos, en los 2 
primeros capítulos se describe las necesidades que lleva a los usuarios a elegir el aplicar 
una técnica de base de datos, ya sea esta Particionamiento, Bases Distribuidas, 
Paralelismo o Fragmentación, se describen los tipos, en que consiste cada una de estas, 
así como sus ventajas y desventajas. 
 
En el tercer capítulo se describe los motores de bases de datos libres y comerciales, entre 
los cuales se ha estudiado para dicho proyecto a Oracle y SQL Server como gestores de 
bases de datos comerciales y a MySQL y PostgreSQL como gestores de bases de datos 
libres. 
 
En el cuarto capítulo se aplica cada una de las técnicas anteriormente mencionadas sobre 
los cuatro gestores de base de datos elegidos, para así de esta forma poder determinar 
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1. CAPÍTULO I: INTRODUCCIÓN 
1.1. Antecedentes 
 
El desarrollo de nuevas tecnologías en estos últimos años ha hecho que se maneje, se 
gestione y se guarde una gran cantidad de información. Por ello las bases de datos 
cumplen un papel fundamental al momento de almacenar y manejar sus datos, son 
recursos que recopilan todo tipo de información, para atender las necesidades de un 
amplio grupo de usuarios. Toda base de datos debe tener una serie de características 
tales como seguridad, integridad e independencia. Con el uso y el incremento del tipo 
de base de datos se desarrollaron características propias de los mismos que nos permite 
gestionar toda su funcionalidad, intentando que sea de la manera más clara, directa y 
precisa de manejar y usarla. 
 
Uno de los problemas con el que se enfrentan las bases de datos es su rendimiento ya 
que un diseño inadecuado puede afectar la información guardada. Por esta razón es 
importante contar con una guía que pueda ayudar a los usuarios asegurar que los datos 
y operaciones se realicen de forma rápida y correcta.  Otro punto que hay que tener en 
cuenta es la falta de prepuesto para poder configurar lo que lleva tiempo y recursos 
incluyendo el equipo físico, software, problemas, cambios y otros datos del servicio de 
TI.  
 
Existen sistemas de gestión de base de datos (SGBD1) que permiten almacenar y 
posteriormente acceder a los datos de forma rápida y estructurada. Estos sistemas 
también proporcionan métodos para mantener la integridad de los datos, para 
administrar el acceso de usuarios a los datos y para recuperar la información si el sistema 
se corrompe. 
 
La elección de una base de datos ha sido por mucho tiempo un punto de discusión 
necesaria dentro de los departamentos de sistemas de las empresas, debido a que dicha 
decisión acarrea muchas importantes consecuencias para la organización, a veces de 
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manera permanente, así como el hecho de tener que elegir entre sistemas de gestión   de 
bases de datos libres o comerciales, considerando para esto costos y beneficios para un 
negocio. 
 
Para aplicaciones de misión crítica esta discusión es aún mucho más importante, y los 
factores que inciden dentro de la decisión de adoptar una u otra plataforma son muy 
variados y complejos a la vez. La característica que más se nota en un sistema de base 
de datos es la velocidad de procesamiento, pero en la medida en que aumenta la 
complejidad de un proyecto informático otras características se hacen necesarias. Por 
ello es importante hacer un análisis de los datos que se va a utilizar para escoger entre 




Actualmente todas las empresas cuentan con aplicaciones automatizadas, muchas de 
ellas manejan grandes bases de datos y los tiempos de respuestas no necesariamente son 
los adecuados, ya sea por exceso de procesamiento o acceso a las bases de datos, 
consultas pesadas, entre otras, existe la necesidad de analizar las bases de datos y las 
técnicas de gestión de bases de datos para elegir entre particionamiento, bases de datos 
distribuidas, paralelismo y fragmentación. 
 
Frente a presupuestos reducidos, recursos y un volumen cada vez mayor de datos para 
la gestión las organizaciones necesitan evaluar sus necesidades y poner en práctica una 
serie de pasos clave estratégicos para asegurar la disponibilidad de la información. Es 
por eso que en este proyecto se realizara una guía técnica que nos permitirá mejorar la 
gestión de bases de datos ya sea aplicando particionamiento de bases de datos o bases 
de datos distribuidas o bases de datos paralelas y fragmentación, utilizando sistemas de 
gestión de bases de datos libres y comerciales. 
 
Se realizará un análisis de cuando aplicar las técnicas de particionamiento de bases de 
datos o bases de datos distribuidas o bases de datos paralelas y fragmentación dentro de 
los sistemas de gestión de bases de datos elegidos, los cuales son: Oracle, SQL Server, 




1.3.1. Objetivo General 
Desarrollar una guía técnica para mejorar la gestión de bases de datos aplicando 
particionamiento, distribución o paralelismo o fragmentación, utilizando 
herramientas de gestión de bases de datos comerciales y libres. 
 
1.3.2. Objetivos Específicos  
 Investigar y analizar sobre Particionamiento de Bases de Datos, Bases de 
datos Distribuidas, paralelismo y fragmentación de bases de datos. 
 Analizar los sistemas de gestión de bases de datos comerciales y libres, 
entre ellos Oracle, SQL Server, MySQL y PostgreSQL y las herramientas 
disponibles para Particionamiento de Bases de Datos, Bases de datos 
Distribuidas, Base de Datos Paralelas y fragmentación de bases de datos. 
 Desarrollar una guía técnica para mejorar la gestión de bases de datos, 
utilizando ya Particionamiento de Bases de Datos, Bases de datos 
Distribuidas y Base de Datos Paralelas y fragmentación, con cualquiera 




La presente disertación de grado concluirá con la entrega de un documento con el 
análisis de las técnicas de gestión de bases de datos, análisis de los motores de bases de 





2. Capítulo II: Marco Teórico 




Es un conjunto de datos estructurados, los cuáles son recopilados, almacenados y 
organizados, dichos datos se encuentran relacionados entre sí y pueden ser 
accesibles en tiempo real. 
 
2.1.2. Características  
 
 Independencia de los Datos: No existe dependencia del programa, los 
datos pueden ser usados por cualquier programa. 
 Menor Redundancia: Cuando existe duplicación de los datos, se lo llama 
redundancia, las inconsistencias se dan cuando existen datos 
contradictorios. 
 Seguridad: Un SBD2 debe permitir tener un control sobre la seguridad de 
los datos. 
 Se visualiza normalmente como una tabla de una hoja de cálculo, en la 
que los registros son las filas y las columnas son los campos, o como un 
formulario. 
 Permiten la programación a usuarios avanzados. (Paqui Valle Pérez, 
2009) 
 
2.1.3. Componentes de una base de datos 
 
Los componentes de una base de datos son: 
 
 Tablas: Una tabla tiene apariencia parecida a una hoja de cálculo, en donde los 
datos son almacenados en filas y columnas. 
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A las filas de una tabla se las conoce como registros o tuplas, y a las columnas 
de la tabla se les denomina campos. En los registros la información es 
almacenada de manera individual, por ejemplo, se tiene la tabla clientes, en 
cada fila se almacena información referente a un solo cliente, considerando los 
campos que la tabla tenga, en este caso para clientes podría ser nombre, 
teléfono, empresa etc. 
 
 Consultas: Las consultas es lo que comúnmente se realiza sobre una base de 
datos, su función sería el de recuperar u obtener información de una 
determinada tabla. 
Existen dos tipos de consulta. 
 
 Consulta de selección: Solo se recuperan los datos y se mantienen a la 
disposición del usuario para el uso de estos. Los resultados de esta consulta 
pueden ser copiados o impresos. 
 Consulta de acción: En estas consultas se pueden crear nuevas tablas, así 
como se puede eliminar, añadir o actualizar datos de las tablas ya 
existentes. 
 
 Informes: Sirven para presentar la información de las tablas de manera 
reducida, los datos de los informes siempre serán actualizados. 
 
 Formularios: Permiten el ingreso de datos a través de interfaces en donde se 
trabaja con dichos datos, para una mejor interacción con el usuario estos poseen 
botones de comando para poder realizar cualquier actividad, estas pueden ser 
el crear un formulario, cancelar un formulario, etc. (Conceptos básicos sobre 
bases de datos, 2016) 
 
2.1.4. Sistemas de gestión de bases de datos 
 
Es la manera en la que se accede a los datos ya sea de almacenamiento o extracción 
que se encuentran conectados o relacionados en un repositorio o en algún programa 




2.1.4.1. Sistemas de gestión de bases de datos libres 
 
Los sistemas de gestores libres son aquellos que pueden ser descargados sin tener 




Las características de los sistemas de gestión de bases de datos libres son las 
siguientes: 
 La libertad de conocer el funcionamiento del programa, y una vez conocido 
poderlo adaptar a sus necesidades dependiendo si lo requiere, de igual 
manera tiene la libertad de poder acceder al código fuente. 
 Libertad de distribuir copias, con lo que se puede ayudar a interesados. 
 Libertad de mejorar el programa y hacer públicas las mejoras a los demás, 
y así de esta manera contribuir a que los demás logren obtener un beneficio 
de esto. (Zambrano Cueva, s.f.) 
 
 
2.1.4.2. Sistemas de gestión de bases de datos comerciales 
 
 
Los sistemas de gestión de base de datos comerciales son los que poseen 
restricciones de uso, son los que las compañías producen y cobran dinero para su 
distribución, se sabe que es ilegal la reproducción del software comercial o hacer 




Las características de los sistemas de gestión de bases de datos comerciales son 
las siguientes: 
 
 Son multiplataforma, y a la vez ofrece seguridad e integridad de los datos. 
 Manejo de vistas, cursores. 
 Cuenta con un motor de generación de informes renovado y flexible para 
soluciones más robustas. 
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 El conocimiento y la información son el mayor activo de la empresa. 
 Los procesos y la actualización de datos de los clientes deben resultar se 
fáciles para todo el personal de la organización. (Carrió, s.f.) (SISTEMAS 
DE GESTORES DE BASE DE DATOS PAGADOS (VISUAL FOX PRO), 
2011). 
2.1.5. Tipos de usuarios de una base de datos  
 
Se tiene tres tipos de usuarios que pueden tener acceso a la información de una base 
de datos, los cuales son los encargados de su utilización, desarrollo y diseño, a estos 
tipos de usuario se los conoce como: 
 El administrador de las bases de datos (DBA3): Es el encargado de diseñar 
y mantener la base de datos (DB4). 
 El desarrollador de aplicaciones (programador): Implementa las 
transacciones e interfaces. 
 Los usuarios finales: Consultan y editan los datos de la DB mediante un 
lenguaje de consulta de alto nivel. (Moreno Ortíz, 2000). 
 
2.1.6. Ventajas  
 
              En las ventajas de las bases de datos se destacan los siguientes puntos: 
 Almacenar cantidades de información grandes: Las grandes empresas 
llegan a un punto en que ven la necesidad de guardar su información más allá 
que en hojas de cálculo, que, si bien estas son útiles para el almacenamiento, 
pero no resulta algo muy ventajoso al manejar grandes volúmenes de 
información. 
 Acceder de manera rápida a la información: Los usuarios siempre tendrán 
la información a su disponibilidad y podrán acceder en cualquier momento. 
                                                          
3 DBA: Por sus siglas en inglés “Data Base Administrator” es el administrador de la base de datos. 
4 DB: Por sus siglas en inglés  “Data Base” se le denomina a la base de datos.  
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 Información no redundante: En una empresa muchas veces la información 
puede repetirse, ya que esta puede estar almacenada en ficheros diferentes, en 
una base de datos los ficheros se encuentran integrados, de esta forma los 
usuarios que acceden tienen la seguridad de que dicha información no se 
encuentra repetida. 
 
 Compartir información: En una empresa existen varias áreas en las cuales 
muchas veces necesitan compartir su información, al tener una base de datos 
resulta ventajoso ya que la información se podrá compartir entre los distintos 
departamentos existentes. 
 
 Mayor productividad: Se tiene una mayor productividad porque la 
información una vez que ya está disponible en la base de datos, se la encuentra 
de manera organizada y mucho más rápido, esto mejora y aumenta el 
rendimiento de los usuarios que la utilicen. 
 
 Mejora la seguridad de la información: Como se conoce una base de datos 
tiene diferentes tipos de usuarios, esto permite que cierta información pueda 
ser controlada, en ese caso por el administrador de la misma. Esto mejora la 
seguridad porque puede existir información a la que no todos los usuarios 
deben tener acceso, es decir son usuarios no autorizados. (Ventajas y 




En las desventajas de las bases de datos se destacan los siguientes puntos: 
 Costo: Mantener una base de datos es costoso, se necesita contar con el 
software y hardware apropiado para un buen funcionamiento del mismo. 
 
 Actualizaciones: Con los avances tecnológicos es necesario mantener a los 





 Complejidad: Puede resultar un poco difícil comprender el adecuado 
funcionamiento de la base de datos con la que se esté trabajando, requiere un 
poco de tiempo el poder manejarla sin inconveniente alguno. 
 
 Tamaño: Las bases de datos manejan gran cantidad de información por lo cual 
muchas de las veces se necesita una amplia capacidad en el disco duro, así 
como en la memoria RAM5, para que pueda funcionar sin problemas. 
 
 Vulnerabilidad a los fallos: En ocasiones la base de datos puede exponerse a 
fallos que no necesariamente dependen de los usuarios, sino de factores 
externos como por ejemplo una posible descarga eléctrica, es por eso que se 
recomienda siempre tener copias de seguridad, mejor conocidas como Backup. 
(Ventajas y desventajas de las bases de datos – Herramientas Informáticas 1, 
s.f.) (codima, s.f.) 
 
2.2. Particionamiento de Bases de Datos  
Se encarga de dividir a una base de datos en partes independientes, se dividen las bases 




 Mejora el rendimiento y simplifica el mantenimiento de la base de datos. 
 Si se divide una tabla grande en tablas individuales más pequeñas, las consultas 
que tengan acceso únicamente a una parte de los datos pueden ejecutarse con 
mayor rapidez, ya que los datos a recorrer se han reducido.  
 
2.2.2. Particionamiento Vertical   
Divide una tabla en varias tablas con menos columnas. Existen dos tipos de 
particionamiento vertical, la normalización y la división de filas: 
                                                          





 La normalización: Consiste en quitar columnas redundantes, es decir  las 
columnas que no sean tan importantes de una tabla y colocarlas en tablas 
secundarias, las cuales mantendrán un vínculo con la tabla principal 
considerando la clave principal y la clave externa. 
 La división de filas: Divide verticalmente la tabla original en tablas con menos 
columnas. Cada fila lógica de una tabla dividida coincide con la misma fila 
lógica en las demás tablas, según se identifica en la columna Unique Key6 que 
es idéntica en todas las tablas con particiones. (Microsoft TechNet, 2016) 
 
2.2.3. Particionamiento Horizontal 
 
 
Divide una tabla con gran cantidad de registros en varias tablas, de tal forma que 
así cada nueva tabla creada mantendrá el mismo número de columnas de la tabla 
original, pero el número de filas será menor. 
La manera en cómo se desee crear las particiones horizontales de las tablas depende 
de cómo se analicen los datos, por ejemplo, se tiene una tabla inicial donde contenga 
el campo fecha, entonces se realiza la partición de dicha tabla para poder tener 
nuevas tablas en un rango de fechas específicas, para de esta forma facilitar la 
búsqueda de registros o cualquier otra operación, ya se actualizar o eliminar. 
 
2.2.4. Particionamiento de Hardware 
Para realizar este proceso se diseña la base de datos para de esta forma aprovechar 
la arquitectura del hardware disponible. (Microsoft TechNet, 2016) 
 
                                                          
6 Unique Key: Es un valor que representa un registro, se dice única porque no se puede repetir en 
ningún otro registro. 
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2.3. Bases de datos Distribuidas 
Una BDD7 es un conjunto de bases de datos que se encuentran físicamente en varios 
lugares, pero están relacionadas a través de la red, dando la apariencia de un sistema 
único. 
2.3.1. Características  
 
 Los datos están físicamente en más de un ordenador. 
 Los ordenadores deben estar interconectados mediante una red. 
 Cada ordenador que maneja una BD de una BDD se la conoce con el nombre 
de nodo. 
 Los sitios distribuidos deben ser autónomos, las operaciones son controladas 
desde un sitio ya que cuentan con su propio SGBD8.  
 Se realizan copias de los datos las cuales se almacenan en los sitios que las 
necesiten, de esta forma el usuario efectúa operaciones sobre las copias 
realizadas. 
 No debe haber dependencia de un sitio central para obtener un servicio.  
 No debe ser necesario que los usuarios conozcan dónde están almacenados 
físicamente los datos, para ellos solo existe un sitio local.  
 Se puede leer o escribir datos localizados en diferentes nodos de la red. 
(Mendoza, s.f.) (Ices, 2011) 
 
2.3.2. Funcionalidades  
Las funcionalidades de las bases de datos distribuidas son las siguientes: 
 Acceso a sitios remotos a través de diversos sitios mediante una red de 
comunicación. 
 Decide sobre que copia de las réplicas se van a ingresar. 
 Mantiene la consistencia de las copias de los datos replicados. (Colmenarez & 
Lopez , s.f.) 
 
                                                          
7 BDD: Es la abreviación de las bases de datos distribuidas. 
8 SGBD: Es un sistema de gestión de bases de datos 
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2.3.3. Componentes de una base de datos distribuida 
 




El hardware para una base de datos distribuida involucra el uso de servidores y la 
red. 
 
2.3.3.2. Software  
 Sistema administrador de base de datos distribuidas (DDBMS9): Es una 
aplicación centralizada que gestiona una BDD como si se almacenará todo en 
el mismo equipo, este sistema se encarga de sincronizar todos los datos de 
forma periódica, y en las ocasiones en que varios usuarios tengan acceso a los 
mismos datos, asegura que las inserciones, actualizaciones o eliminaciones 
que se hayan realizado sobre los mismos se reflejen en datos almacenados en 
otro lugar. (Rouse, s.f.) 
 
 Administrador de transacciones distribuidas (DTM10): El DTM se 
encarga de definir la estructura de las transacciones, así como el de mantener 
la consistencia en la base de datos cuando se ejecuta una transacción o cuando 
se cancela la ejecución de una transacción. 
 
 Sistema administrador de la base de datos (DBMS11): Es un programa 
encargado de procesar una fracción de la BDD, permite la recuperación y 
actualización de datos. 
 
2.3.4. Arquitectura de bases de datos distribuidas  
Se consideran varios factores para definir la arquitectura de un sistema de bases 
de datos distribuidos. 
                                                          
9 DDBMS: Conocido en inglés como “Distributed Database Management System” 
10 DTM: Conocido en inglés como “Distributed Transaction Management” 




Se encarga de determinar si los componentes del sistema están ubicados en la 
misma computadora o en una diferente. 
2.3.4.2. Heterogeneidad 
Es cuando existen componentes que pueden ser ejecutados en diversos sistemas 
operativos. (ARQUITECTURA DE DISTRIBUCIÓN DE DATOS, s.f.) 
2.3.4.3. Autonomía  
La autonomía se puede presentar a diferentes niveles, es necesario analizar para 
de esta forma lograr la independencia entre bases de datos que son los 
componentes de un sistema distribuido. 
 
 Autonomía de diseño: Existe libertad en decidir que DBMS utilizar, en la 
autonomía de diseño se considera los siguientes aspectos: 
 La representación y el nombrado de datos.  
 Restricciones usadas para administrar los datos. 
 Funcionalidad del sistema. 
 La implementación de registros y estructuras de archivos.  
 
 Autonomía de comunicación: Se refiere a la habilidad de un componente 
del SMBD para decidir cómo y cuándo comunicarse con otros SMBD12.  
  
 Autonomía de ejecución. La habilidad de un componente del SMBD para 
ejecutar operaciones locales de la manera en la que se desee. (Álvarez 
Carrión, 1999) 
 
2.3.5. Distribución de los datos  
Un diseñador de bases de datos es el que toma la decisión respecto a la ubicación 
de los datos. Esto es un factor crucial para determinar el éxito de un sistema de 
bases de datos distribuidos. Existen 4 alternativas básicas: centralizada, replicadas, 
                                                          
12 SMBD: Sistema Manejador de Bases de Datos 
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particionadas o hibridas, pero para decidir entre las alternativas de distribuir los 
datos es necesario considerar los factores siguientes. 
 
 Localidad de los datos a los que se hace referencia: El diseñador se encarga 
de colocar los datos de tal manera que la mayoría de accesos sean locales y en 
lugares donde se los utilice con más frecuencia. 
 
 Confiabilidad de los datos: Dado el caso de que se pierdan los datos de 
cualquier sitio, el diseñador está encargado y en la obligación de maximizar la 
probabilidad de recuperación de los datos perdidos, sin importar la causa que 
haya provocado la pérdida de los mismos. 
 
 Disponibilidad de los datos: Mantiene algo de relación con la confiabilidad 
de los datos, ya que se crean copias lo cual permite que los usuarios accedan 
de manera normal a esta información. 
 
 Capacidades y costos de almacenamiento: Los costos y capacidad de los 
nodos pueden variar, y estos deben tomarse en cuenta al decidir donde 
guardarlos. 
 
 Costos de comunicación: El diseñador considera el costo de usar la red de 
comunicaciones para la recuperación de datos, los costos son bajos si cada sitio 
tiene su copia de todos los datos, en cambio cuando existen actualizaciones, 
estos cambios deben enviarse a todos los sitios, ahí los costos aumentan. 
 
2.3.5.1. Centralizada 
Se cuenta con una sola base de datos la que está ubicada en un solo lugar, pero los 
usuarios se encuentran distribuidos en diferentes lugares, en esta alternativa solo el 
procesamiento es el que está distribuido, la disponibilidad es mala, dado que si por 





En esta alternativa cada nodo tiene una copia integral de la base de datos, es 
ventajoso realizar las réplicas de bases de datos para una mejor confiabilidad, 
disponibilidad y ubicación de los mismos. 
2.3.5.3. Particionadas 
Existe una única copia de los ítems de los datos, los cuales están distribuidos en los 
nodos. Para poder realizar esta acción lo que se debe hacer es descomponer a la 
base de datos en fragmentos, los cuales están localizados en cada nodo. 
 
2.3.5.4. Hibrida 
Porciones distintas de la base de datos están distribuidas de manera diferente, por 
ejemplo, los registros o tablas que son muy referenciados localmente están 
fragmentados, en cambio los que son común usarlos en todos los nodos serán 
duplicados. (Ricardo, 2009) 
 
Tabla  1: Evaluación de las alternativas de ubicación de los datos. 
Alternativa 
Criterio Centralizada Replicada Particionada Híbrida 
Localidad de 
referencia 
 la más baja  la más alta  *debe ser alta  *debe ser alta2 
Confiabilidad 
 la más baja  la más alta 
 alta para el 
sistema 
 baja para el ítem 
 * 
Disponibilidad 
 la más baja  la más alta 
 alta para el 
sistema 




 los más bajos  la más alta  los más bajos 
 *debe ser  
el promedio 
Distribución de la 
carga 
 mala  la mejor  buena 




 los más altos 
 bajos, excepto  
para las 
actualizaciones 
 *deben ser bajos 
 *deben ser 
bajos 
*Depende de datos exactos       
Fuente: (Ricardo, 2009) 
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2.3.6. Ventajas  
 
 Se define que dentro de sus principales ventajas está el de acceder a la 
información eficazmente, así como el de poder compartir la información de 
una sola base a los diferentes departamentos de una empresa. 
 Utilización compartida de los datos y distribución de control 
 Fiabilidad y disponibilidad 
 Agilización del proceso de consultas. 
 
2.3.7. Desventajas  
La mayor desventaja dentro de un sistema distribuido es la complejidad que se 
presenta al garantizar una coordinación adecuada entre localidades, este aumento 
de la complejidad se refleja en los siguientes puntos: 
 
 Costo de desarrollo de software: El costo es elevado debido a la dificultad 
que representa estructurar un sistema de base de datos distribuido. 
 
 Mayor tiempo extra de procesamiento: El tiempo extra que puede emplearse 
al realizar nuevos cálculos o el intercambio de mensajes, son algunas de las 




2.4. Bases de Datos Paralelas 
 
Se utiliza para proporcionar aceleración, y las consultas se ejecutan más rápido debido a 
que se proporcionan más recursos, como procesadores y discos. (Sudarshan, Silberschatz, 








 Las consultas utilizadas en el paralelismo se denominan consultas de ayuda a 
la toma de decisiones. 
 Con el abaratamiento de los microprocesadores, las máquinas paralelas se han 
vuelto comunes y relativamente baratas. 
 El paralelismo proporciona velocidad y ampliabilidad. (Álvarez, 2012) 
(Fajardo Pineda, 2009) 
 De acuerdo a estas características la información que se tenga guardada, por 
ejemplo, en un disco duro, se puede hacer uso del paralelismo al referirnos al 
volumen de datos en cantidad, para citar otro ejemplo son las transacciones 
bancarias en donde de igual manera se usará del paralelismo, esto ayuda y al 
mismo tiempo facilita la velocidad en la que se realiza la consulta. 
 Se debe tener en cuenta que cuando existe información con capacidad terabytes 
o mayor, el paralelismo es una herramienta útil para gestionar esa gran 
información ya que también se utiliza los discos en paralelo. 
 
2.4.2. Tipos de arquitectura de las bases de datos paralelas. 
 
En las bases de datos paralelas existen 4 tipos de arquitecturas diferentes. 
2.4.2.1. Memoria compartida 
 
En esta arquitectura, todos los procesadores tienen acceso directo a una memoria 




Figura 1: Arquitectura de Paralelismo de Memoria Compartida 
Fuente: (Ricardo, 2009) 
 
2.4.2.2. Disco compartido 
 
Esta opción de diseño organiza la memoria principal de forma privada a cada 
procesador, dejando que todos ellos tengan un acceso compartido directo a 
cualquiera de los discos del sistema. (Barrena García, 1995) 
 
 
Figura 2: Arquitectura de Paralelismo de Disco Compartido 
Fuente: (Ricardo, 2009) 
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2.4.2.3. Sin comportamiento (nada compartido) 
 
Los procesadores no comparten ni memoria ni disco, es decir que cada 
procesador tiene control de la memoria y de las unidades de disco. (Historia de 
las bases de datos, s.f.) 
 
 
Figura 3: Arquitectura de Paralelismo sin Compartimiento 
Fuente: (Ricardo, 2009) 
 
2.4.2.4.  Jerárquico o Clúster 
 






Figura 4: Arquitectura de Paralelismo Jerárquico 




2.4.3.  Paralelismo entre consultas 
 
El uso principal del paralelismo entre consultas es ampliar los sistemas de 
procesamiento de transacciones para permitir un número mayor de transacciones 
por segundo. 
 
Es la forma más sencilla de paralelismo que se permite en los sistemas de bases de 
datos, especialmente en sistemas paralelos de memoria compartida. 
 
 
2.4.4. Paralelismo en consultas 
 
Se refiere a la ejecución en paralelo de una única consulta en varios procesadores 
y discos, es importante para acelerar las consultas de ejecución larga. (Sudarshan, 
Silberschatz, & Korth, 2002) 
 
Hay que tener en cuenta que para realizar cualquiera de las dos consultas esto va a 
depender de la arquitectura que se esté utilizando.   
Si se utiliza la arquitectura de memoria compartida el paralelismo entre consultas 
es la opción más correcta, debido a que se tiene que utilizar varios discos y varios 
procesadores para realizar varias consultas. Es importante a la vez decir que este 
tipo de consulta aumenta la productividad.  
 
A la vez si se desea implementar en otras arquitecturas hay que tener mucho en 
cuenta los procesadores ya que, en diferente arquitectura, ellos pueden procesar a 
la vez una consulta la cual se verá afectada. Es por eso que este problema se 
denomina coherencia de cache, lo cual se refiere a lo siguiente: 
 Antes de que una transacción libere el bloqueo exclusivo de una página, la 
traslada al disco compartido, posteriormente libera el bloqueo. 
 Con este protocolo se garantiza que cuando una transacción establece un 
bloqueo compartido o exclusivo sobre una página, obtenga la copia correcta de 




2.4.4.1. Paralelismo en operaciones 
 
Para realizar paralelismo en operaciones se menciona lo siguiente: 
 
 Ordenamiento: Realiza una partición de los datos para cada procesador 
(depende del esquema de particionamiento utilizado). Hacer merge13 de 
cada una de las partes ordenadas. 
 
Si se ejecuta el ordenamiento se utiliza la partición de datos donde se divide 
cada dato en forma lógica pero independientemente, es decir cada operación 
se hace cargo de solo una operación y así poder ejecutarla.  
 
 Reunión: Si se ejecuta la consulta por medio de reunión se realiza de dos 
maneras, una por división y otra por fragmentos y réplicas 
 
 Por división: Las consultas pueden ser utilizadas solo para 
equireuniones donde se escoge la relación a colocar y los atributos de 
reunión deben ser los mismos del particionamiento, las dos relaciones 
se peticionan con la misma función o rango. 
 
 Reunión con fragmentos y replicas: Para reuniones con condiciones 
de desigualdad se parte una de las relaciones y se replica la otra en 
cada procesador. La relación pequeña suele replicarse.  
Se basa una desigualdad en una reunión, cuando pasa esto y se quiere 
que las relaciones se dividan pues la primera relación debe utilizar por 
medio de división mientras que la otra relación debe aplicar replicas 
en todos los procesadores. 
                                                          














Figura 5: Paralelismo en Operaciones 




 Selección: Al momento de elegir este tipo de selección y se ejecuta el 
particionamiento, cada procesador que contiene el ordenador puede 
seleccionar algunas tuplas y luego reunirlas. 
 Eliminación de duplicados: Utiliza un ordenamiento paralelo y luego 
realiza la eliminación 
 Agregación: Calcula resultados parciales y luego el resultado total. 
 
Después de haber señalado ciertas definiciones y características del paralelismo 
en operaciones y el paralelismo entre operaciones se dice que para utilizar 
cualquiera de estos dos mecanismos hay que tener en cuenta que se lo realiza en 
una única consulta.  
 
2.4.4.2. Paralelismo entre operaciones 
 
El paralelismo entre operaciones trata principalmente de ejecutar cada una de sus 
operaciones en paralelo ya sea por ordenamiento o por reunión.  
Si se utiliza el paralelismo entre operaciones, se ejecuta en paralelo, en este caso 
se lo realiza a varias operaciones. Al igual se utiliza dos aspectos que son el 
paralelismo de encauzamiento y el paralelismo independiente. 
 Paralelismo de encauzamiento: Una operación consume el resultado de 
otra, pero no es conveniente siempre, dado que una operación puede requerir 
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la totalidad de las tuplas y no tener suficientes resultados parciales, las 
operaciones no siempre son tan largas para esperar. 
Es importarte decir que el encauzamiento se ejecuta con un número pequeño 
de procesadores. 
 
 Paralelismo Independiente: Cada operación se realiza por separado y luego 
otra operación las junta (Olarte, s.f.). 
En cambio, si se utiliza el paralelismo independiente cabe señalar que cuando 
hay un grado menor de paralelismo esta operación no va a funcionar 
correctamente, pero en cambio cuando existe un grado mayor de paralelismo 
esta operación se la realiza correctamente, entonces la operación que se 
realice dentro de una expresión de la consulta es una única operación, esta 
única operación se la separa y tiene que esperar hasta que una nueva operación 
haga que se una con otra. 
 
2.4.5. Paralelismo E/S 
 
 
El paralelismo de E/S14 se refiere a la división de las relaciones entre varios discos 
para reducir el tiempo necesario de su recuperación. (Arévalo, Oliveros, Trujillo, & 
Vegas Félix) 
El paralelismo E/S es un mecanismo de entrada y salida de datos, hay que tener en 
cuenta que este mecanismo no funciona solo con la entrada de datos, debe 
obligatoriamente existir una salida. A ello se le aumenta el paralelismo E/S.  
Hay varios tipos de división que se generan los cuales son: Turno Rotatorio, 




2.4.5.1. Turno rotatorio 
 
La relación que se tiene en las tablas implementadas se verifica y se observa que no 
va importar el orden en el que se encuentre es así que se escoge la i-ésima tupla y 
esta a su vez se envía al disco numerado D i mod n.  
                                                          
14 E/S: Entrada y salida de datos 
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La implementación de turno rotatorio se sugiere que se tiene una distribución de los 
datos en forma homogénea es así que las tuplas entre los discos estén 
interconectados, por ello cada disco tiene aproximadamente el mismo número de 
tuplas que los demás.  
 
2.4.5.2. División por asociación 
 
En esta implementación lo que se trata de describir es como se trabaja la división 
de uno o más atributos y registros del esquema ellos son los encargados de la 
relación como atributos de la división.  Se escoge una función de asociación cuyo 
rango sea [0, 1, …, n-1].  Es decir, se cogerá en número menor a cada tupla de la 
relación original se asocia en términos de los atributos que tiene la tabla de la 
división.  Si la función de asociación devuelve x, la tupla se ubica en el disco Dx, 
la cual asigna por defecto.  
La división por asociación trata de escoger a los atributos que son características de 
una entidad o tabla, cuando ya son escogidos pasan a tener el nombre de atributos 
de división. Una vez escogidos se determina una función por asociación donde se 
le asigna un número. Por ejemplo, se tiene una asociación número 1, entonces la 
asociación número 1 va asociarse con los registros originales que se tiene en la 
relación. Entonces si la función lanza una respuesta se verificará que esa respuesta 
sea la misma del disco. 
 
 
2.4.5.3. División por rangos 
 
Esta implementación lo que realice es coger los rangos contiguos de valores de 
los atributos a cada disco. Se escoge un atributo de división que contenga la tabla, 
A, como vector de división. Sea [v0, v1,..., vn-2] el vector de división, tal que , si 
i<j, entonces vi<vj. La relación se divide como sigue. (Sudarshan, Silberschatz, 
& Korth, 2002) 
La división por rangos lo que hace es colocar rangos a los atributos, estos rangos 
tendrán un nombre o valor. Cuando ya se hayan generado el nombre se representa 
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eso en forma de vector. El vector va hacer el papel de comparar con cada disco. 
Por ejemplo, si se tiene dos discos, el 0 y 1, el disco 0 va a asignar todos los rangos 
menores de 10, y en el disco 1 de igual forma va asignar rangos mayores de 10.  
El vector se encarga de esa asignación de rangos, y así hará hasta encontrar el 










 Crecimiento por incrementos 
 Datos Compartidos 
 Dispositivos Compartidos 
 Comunicación 





En las desventajas del paralelismo se destacan los siguientes puntos: 
 
 Costos de inicio: El inicio de un único proceso lleva asociado un costo de 
inicio 
 Interferencia: Como los procesos que se ejecutan en un sistema paralelo 
acceden con frecuencia a recursos compartidos, y dichos recursos a veces no 
son seguros ya sea por la red es por ello que pueden sufrir un cierto retardo 
como consecuencia de esta. 
 Al dividir cada tarea en un cierto número de pasos paralelos se reduce el 
tamaño del paso medio. Se considera complicado el dividir una tarea en partes 
totalmente iguales, por este motivo se puede decir que la forma de 
distribución de los tamaños es sesgada. (Hidalgo, s.f.) 
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2.5. Fragmentación de Bases de Datos 
 
Esta técnica de base de datos consiste en dividir una relación de alguna tabla con cantidad 
de registros en fragmentos que se consideren necesarios para propósitos de 
almacenamiento físico por medio de operaciones como: SELECT (seleccionar), INSERT 
(insertar), UPDATE (actualizar), JOIN (unión), PROYECT (proyección) DELETE 
(borrado), etc. Un fragmento es una porción o fracción de una tabla global mediante 





 Completitud: Si una relación r es descompuesta en los fragmentos r1, r2, …, 
rn cada dato y cada registro que se encuentre en r la tabla padre también debe 
ser encontrado un uno o más fragmentos r que son las tablas hijas. 
 
 Reconstrucción: Si una relación r es fragmentada en r1, r2, …, rn, es posible 
definir un operador relacional tal que 𝑟 = 𝛻 𝑟𝑖’ ∀𝑟𝑖  ∈ 𝐹𝑟  
 
 Disjointness: Si una relación r es descompuesta horizontalmente en 
fragmentos r1, r2, …, rn, y 𝑟𝑘(𝑘 ≠ 𝐽)el dato di esta en rj, este dato no va a estar 
en ningún otro fragmento. Esto quiere que la fragmentación se produce en los 
atributos que no contienen la llave primaria de la relación 
La finalidad de la fragmentación ha de ser siempre la búsqueda de un mejor 
rendimiento. (Chinchilla, s.f.) 
 




Se divide la fragmentación horizontal en primaria y derivada. 
 Fragmentación horizontal primaria: Una fragmentación horizontal 
primaria de una relación se obtiene usando predicados como por ejemplo la 
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unión que se puede tener entre todas las tablas que están definidos en esa 
relación.  
 Construcción de la fragmentación horizontal primaria: Es importante dar 
información acerca de las relaciones que componen a la base de datos, la 
cardinalidad de cada relación y las dependencias entre relaciones. 
 Se debe proporcionar información acerca de la aplicación que utiliza la base 
de datos. Este tipo de información es cuantitativa y consiste de los predicados 
usados en las consultas de usuario. 
 
 Fragmentación horizontal derivada: Se define en la relación miembro de 
una liga de acuerdo a la operación de selección especificada en la relación 
propietaria. La liga entre las relaciones propietaria y miembro se define como 
una equi-junta, esta se puede implementar por semi-juntas, se dice que es 
importante porque se quiere particionar una relación miembro de acuerdo a 
la fragmentación de su propietario, pero se quiere que los fragmentos 
resultantes queden definidos únicamente en los atributos de la relación 
miembro. (Jacobo, s.f.) 
Ejemplo de fragmentación horizontal: Considerar la relación principal o 
general de equipos de futbol, se tiene la base de datos llamada DB LIGA, y una 
tabla dentro de ella llamada EQUIPO con los siguientes campos. 
NomEquipo Liga Localidad Entrenador 
    
Esta relación global puede ser fragmentada horizontalmente basándose en el valor 
del atributo 
Liga: EQUIPO A = s liga=americana EQUIPOEQUIPO N =s liga=nacional 
EQUIPO (Segura Santiago, 2012) 
 




El objetivo de la fragmentación vertical consiste en dividir la relación de una tabla 
en un conjunto de relaciones más pequeñas tal que algunas de las aplicaciones de 
usuario sólo hagan uso de un fragmento, tomando en cuenta esto una fragmentación 
óptima es aquella que produce un esquema de división que minimiza el tiempo de 
ejecución de las aplicaciones que emplean esos fragmentos. 
Es basada en los atributos de la relación para realizar la división, es decir: la 
subdivisión de atributos en grupos y es correcta si cada atributo se mapea en al 
menos un atributo del fragmento. 
Ejemplo de fragmentación vertical: 
Considere la relación global de jugadores de futbol, en donde la tabla se llama 
JUGADOR con sus respectivos campos. 
 
Esta relación pude ser fragmentada verticalmente de la siguiente forma: 
Jugador1= p RFC, NombreJug, NombreEqpo, Posición JUGADORJugador2= p 
RFC, Contrato, Salario JUGADOR 
La operación de reconstrucción es: JUGADOR = Jugador1 join Jugador, esta 
fragmentación no puede ser disjunta dado que la llave de la relación global debe 
aparecer en los fragmentos para efectos de reconstrucción. (Segura Santiago, 2012) 
2.5.4. Fragmentación Mixta 
 
Esta fragmentación también llamada hibrida, es la que viene conjuntamente la 
fragmentación horizontal con la vertical y es generada a través de la aplicación 
recursiva de operadores del álgebra relacional en los fragmentos. 
RFC NombreJug NombreEqpo Posición Contrato Salario 
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En muchos casos la fragmentación vertical u horizontal del esquema de la base de 
datos no será suficiente para satisfacer los requisitos de las aplicaciones, pero para 
esto se tiene la opción de combinar ambas, utilizando por ello la denominada 
fragmentación mixta. 
Ejemplo de fragmentación mixta: 
Considere la relación global de jugadores de futbol en donde se tiene la tabla 
JUGADOR con sus respectivos campos. 
RFC NombreJug NombreEqpo Posición Contrato Salario 
      
      
Después de la fragmentación vertical en: 
Jugador1= p RFC, NombreJ, NombreE, Posición JUGADORJugador2= p RFC, 
Contrato, Salario JUGADORJugador1 
Puede tener una fragmentación horizontal derivada basada en la liga en la que 
juega el jugadorJugador1.A= Jugador1 SJ EQUIPOA SJ= SemiJoinJugador1.N= 
Jugador1 SJ EQUIPON (Segura Santiago, 2012) 
2.5.5. Ventajas 
 
En las ventajas de la fragmentación se destacan los siguientes puntos: 
 Se permite el procesamiento concurrente de transacciones ya que no se 
bloquean tablas enteras sino subtablas. 
 Se permite la paralelización de consultas al poder descomponerlas en 
subconsultas, y cada una de la cuales trabajará con un fragmento diferente 





En las desventajas de la fragmentación se destacan los siguientes puntos: 
 Degradación del rendimiento en vistas definidas sobre varios fragmentos 
ubicados en sitios distintos (es necesario realizar operaciones con esos trozos 
lo cual es costoso) 
 El control semántico se dificulta y el rendimiento se degrada debido que la 
verificación de restricciones de integridad (claves ajenas, uniques, etc) 
implican buscar fragmentos en múltiples localizaciones. (Yanez & 
Saldarriaga, 2012) 
 









Es una herramienta que trata de cliente/servidor que es utilizada por empresas 
grandes como multinacionales. Tiene una colección de datos tratados todos ellos 
como una unidad. Una Base de Datos que está formada por diversos tipos de 
ficheros dentro de un sistema operativo, es la más completa debido a su estabilidad. 




Las características más importantes de Oracle son las siguientes: 
 
 Compatibilidad. 
 Gestión de grandes bases de datos. 
 Alto rendimiento en transacciones. 
 Entorno cliente/servidor. 
 Conectabilidad. 
 Replicación de entornos 
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 Sistemas de alta disponibilidad. 
 Disponibilidad controlada de los datos de las aplicaciones. 
 Adaptación a estándares de la industria. 
 Gestión de la seguridad. 
 Usuarios concurrentes. 
 Autogestión de la integridad de los datos. 
 Portabilidad. (oracle, s.f.), (Terrero Pérez, 2015) 






Cabe señalar que la base de datos Oracle es multiplataforma y puede ser ejecutado 
en cualquier sistema operativo, es así que puede estar instalado desde una PC 





























Junio de 1979 
• Primera versión pública 
• Funcionalidad básica de SQL15 y consultas. 
• Conectar por Consultas 
• Escrito en pdp16 
                                                          
15 SQL: Conocido en inglés como “Structured Query Language”, es un lenguaje de programación 
diseñado para almacenar, manipular y recuperar datos almacenados en bases de datos relacionales. 
















• Ejecución atómica de SQL declaraciones y 
transacciones (COMMIT17, ROLLBACK18 de 
las transacciones. 
• Consultas sin bloqueo  
• Re escrito en el lenguaje C  
 




    
 
 
Octubre de 1984 
 
• Interoperabilidad entre PC y el servidor de base 
de datos. 
• Soporta varias plataformas. 
 
 
      





Abril de 1985 
 
• Consultas Distribuidas 
• Modelo cliente-servidor - PC puede acceder a  









Julio de 1988 
 
• OLTP19 mejoras de rendimiento 
• Copias de seguridad Online de base de datos 










Junio de 1992 
 
• Vista con particiones 
• Índices de mapa de bits 
• SQL dinámico 
• Optimizador basado en costo 
                                                          
17 COMMIT: Es una declaración la que se encarga de finalizar una transacción de base de datos 
dentro de un sistema gestor de base de datos relacional. 
18 ROLLBACK: Es una operación que devuelve a la base de datos a un estado previo. 
19 OLTP : Conocido en inglés como “OnLine Transaction Processing”, es un tipo de procesamiento 
que facilita y administra aplicaciones transaccionales, usualmente para entrada de datos y 












Junio de 1997 
 
• Permite particiones de tablas e índices, y la 
fusión de las mismas. 
• Índices de clave inversa 















Agosto de 2000 
 
 
• Acelerador que permite la mejora del 
rendimiento del código Java 
• XML20 analizador para Java 
• Nueva PL/SQL21 paquete de cifrar e introducir 
descifrado 












• XML compatibles con estándares 
• Comprensión de segmentos de datos 
• Gestión de memoria dinámica 
• Partición en una lista de valores 
















• Aparición de Oracle Streams23 (función para 
compartir datos) 
• Comprensión de segmentos de datos 
• Sistema de archivos de clúster para Windows y 
Linux 
• Oracle OLAP24.  
                                                          
20 XML: Lenguaje de Etiquetado Extensible 
21 PL/SQL: Soportará todas las consultas, ya que la manipulación de datos que se usa es la misma 
que en SQL 
22 HTTP: protocolo de transferencia de hipertextos, que se utiliza en algunas direcciones de internet 
23 Streams: denominado transmisión, lectura en continuo, difusión en flujo, lectura en tránsito 





















• Computación GRID25 extensión de la función 
de agrupamiento 
• Espacios de tabla de archivo grande que son de 
hasta 8 exabytes 
• Cifrado de datos transparente 
• Encripta contraseñas de los enlaces de las base 













• Capacidad para Undrop26 para una tabla 
utilizando una papelera de reciclaje 
• Mejoras de rendimiento y escabilidad 
• Nuevo Programador de base de datos 




       
        Oracle 11g  




1 de Septiembre 
del 2010 
 
• Relación de comprensión de datos mejorados 
• Actualizar las aplicaciones de base mientras los 
usuarios permanecen en línea 
• Computación Grid más accesible 
• Automatización de las actividades clave de 











• Redundancia y disponibilidad proporcionada 
por RAC28 
• Migra una instancia del nodo a otros nodos del 
clúster sin ningún tiempo de inactividad de las 
aplicaciones 
                                                          
25 GRID: Infraestructura que permite la integración y el uso colectivo de ordenadores de alto 
rendimiento. 
26 Undrop: Quita una o varias bases de datos de usuario o instantáneas de base datos de una instancia. 
27 ASM: Conocido en inglés como “Automatic Storage Management”, simplifica las tareas de 
administración de los archivos relacionados a las bases de datos 
28 RAC: Pila integral de alta disponibilidad que se puede utilizar como base de un sistema base de 


















1 de Julio del 
2013 
 
• Base de datos de contenedores con base de 
datos integradas conectables 
• Optimización automática de datos con mapas 
de calor para automatizar 
• Nube habilitado 
• Auditoría Unificada 
• Redacción de datos 
• Limitación de filas de consultas 
• Aumento de límite de tamaño para VarChar  
• Movimiento en línea de archivos de datos y 
particiones   
 
 
Fuente: (orafaq.com, 2016) 
 
 





Microsoft SQL Server es un sistema de manejo de bases de datos y análisis del 
modelo relacional, para soluciones de comercio electrónico, línea de negocio y 
almacenamiento de datos, es desarrollado por la empresa Microsoft. (Microsoft 
SQL Server, 2016) 
3.2.2. Características 
 
Las características más importantes de SQL Server son las siguientes: 
 Facilidad de instalación, distribución y utilización. 
 Escabilidad y disponibilidad 
 Soporte de transacciones y de procedimientos almacenados 
 Se integra con el correo electrónico, internet y Windows, de tal manera que 
permite una comunicación local. 
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 SQL Server incluye un entorno gráfico de administración, con el cual se 
puede utilizar comandos DDL29 y DML30 gráficamente. 
 Permite trabajar en modo cliente-servidor, donde la información y datos se 










Tabla 3: Versiones y Características de SQL Server 
 





















Diciembre de 1987 
 
• Servía para el sistema operativo OS/2 de IBM 
• Trabajaba solo en el modo protegido del 
procesador Intel 80286 
• Soporte de Multitarea. 
• SO de texto, varias aplicaciones corrían a la vez, 
solo se visualiza una. 







27 de Julio de 1993 
 
• Servía para Windows NT4.21  
 
                                                          
29 DDL: Conocido en inglés como “Data Definition Language,”, es un lenguaje artificial que 
permite describir objetos de una BD. 
30 DML: Conocido en inglés como “Data Manipulation Language,”, es un lenguaje artificial 


















• Su primer SGBD Relacional diseñado 
específicamente para un proceso distribuido  
• Incorpora herramientas visuales a tal efecto. 
• Aprovecha el sistema operativo Windows NT  
• Incorpora la replicación y soporte para multi-






































• Mejora el rendimiento, añade nuevos campos de 
trabajo, como Internet. 
• Aprovecha al máximo las posibilidades del SO. 
• Permite utilizar diversos threads para realizar las 
tareas más fácilmente conocido como 
Multithreading 
• Multiproceso simétrico (SMP31): Permite 
aumentar el rendimiento mediante el uso de 
procesadores adicionales. 
• Independencia del soporte de red: Pueden 
utilizarse diversos protocolos de red: TCP/IP, 
IPX/SPX, etc. 
•  Unificación de validación de accesos: Utiliza 
como propias las cuentas de usuarios de Windows 
NT y sus contraseñas. 
•   Integración de control: Se puede utilizar el visor 
de sucesos y el monitor de rendimiento de 
Windows NT para monitorizar el funcionamiento 
de SQL Server. 
 
                                                          























• Bloqueo de filas dinámico 
• Auto-gestión dinámica 
• Amplia ordenación de opciones de replicación 
• Desktop de SQL Server 
• Servicios OLAP integrados 
• Servicios de Transformación de Datos 
• Microsoft English Query 
• Microsoft Repository 


























• Gran soporte para estándares de web, potentes 
herramientas para el ajuste y la gestión del 
sistema, escalabilidad y fiabilidad  
• Proporciona a los usuarios una innovadora 
plataforma de base de datos para el procesamiento 
transaccional online a gran escala 
• Data Mining en Servicios de Análisis, y mejora 


























• Amplía las posibilidades de duplicación de logs 
("log shipping") proporcionando a los 
administradores de la base la opción de mirroring. 
• SQL Server 2005 introduce el SQL Server Studio, 





















•Ofrece una plataforma de gestión de datos muy 
óptima, al cual podemos acceder desde cualquier 
lugar y en cualquier momento. 
• Almacena datos estructurados, semi-
estructurados, no estructurados y documentos. 











• Versión mejorada de SQL Server 2008. 
• Business Intelligence en un sistema de 

















• Avances innovadores con exploración de datos 
de auto-servicio administrado y capacidades 
asombrosas e interactivas de visualización de 
datos. 
• La nube permite habilitar la creación y extensión 
de soluciones a lo largo de la nube en las 
instalaciones y en la nube pública. 
• Nueva edición específica para BI  
• Seguridad Avanzada. 





















• Procesamiento de transacciones en línea (OLTP) 
en memoria 
• ColumnStore actualizable en memoria 
• Ampliación de memoria a SSD 
• Operaciones mejoradas de base de datos en línea 
• Respaldo Smart: Permite el manejo y la 
automatización de respaldos de SQL Server. 
 








MySQL es un sistema gestor de bases de datos (SGBD), es uno de los gestores más 
utilizados por lo simple de su funcionamiento y por su notable rendimiento, hay 
ciertas características que no posee respecto a otros SGBD existentes, pero esto no 
impide que sea una buena opción para el desarrollo de aplicaciones comerciales o 






 Facilidad de uso. 
 Libre distribución en Internet bajo licencia GPL 
 Está desarrollado en C/C++.  
 Es un gestor de base de datos gratuito 
 Pueden conectarse muchos clientes simultáneamente al servidor.  
 La API se encuentra disponible en C, C++, Eiffel , Java, Perl, PHP, Python, 
Ruby y TCL.  
 Es muy destacable su velocidad de respuesta. (Pérez García , 2007) 
 Cuenta con un amplio conjunto de tipos de datos. 
 Su administración se basa en usuarios y privilegios. 
 Conectividad y seguridad. MySQL está listo para el trabajo en red y para 




 No incluye características de objetos como tipos de datos estructurados 






MySQL funciona sobre múltiples plataformas, dentro de las más conocidas se 
encuentran: 
 GNU/Linux 
 Mac OS X 
 Solaris 
 SunOS 
 Windows 95, Windows 98, Windows NT, Windows 2000, Windows 
XP, Windows Vista, Windows 7, Windows 8, Windows 10 y Windows Server 
(2000, 2003, 2008 y 2012). 
 
3.2.4. Versiones  
 
















Agosto del 2000 
 
• Uso de Comandos Grant para la creación de 











Agosto del 2002 
• Dispone de borrados multi - tablas, es decir que 
se eliminan registros relacionados de múltiples 
tablas al mismo tiempo 
• Uso de multi-hilo 
• Implementación de una caché de consultas para 















Junio del 2004 
 
• Subconsultas. 
• Existencia de numerosas variantes para la 
sintaxis de los subSELECTs. 
• Refuerza el método de autenticación, mayor 






















Marzo del 2004 
 
• Manejo de store procedures (SPs)  
• Manejo de vistas 
• KILL permite los modificadores opcionales: 
KILL CONNECTION y KILL QUERY  
• Si se deseaba escoger entre múltiples motores 
de almacenamiento para cada tabla, en esta 










• Se puede limitar el número de conexiones 






Noviembre del 2008 
 
• Para escoger entre múltiples motores de 
almacenamiento, se pueden añadir 


















Junio del 2010 
 
• Existe mayor fiabilidad y estabilidad con el 
soporte de transacciones de tipo ACID. 
• InnoDB ofrece mejor rendimiento y 
escalabilidad. 
• Presencia de nuevos comandos SIGNAL, 
RESIGNAL y LOAD XML, al igual que la 
aparición de una nueva función llamada 
TO_SECONDSSO() 
• El equipo de desarrollo de MySQL ha mejorado 
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el rendimiento del sistema en plataformas 
Windows de 32 y 64 bits. 
 
Fuente:  








Sistema de gestión de base de datos relacional orientada a objetos, con licencia 
BSD. Es dirigido por una comunidad de desarrolladores que trabajan de forma 




Las características más importantes de PostgreSQL son las siguientes: 
 Alta concurrencia 
 Amplia variedad de tipos nativos 
 Integridad transaccional. 
 Herencia de tablas. 
 Tipos de datos y operaciones geométricas. 
 Soporte para transacciones distribuidas. 








PostgreSQL es multiplataforma, con el paso del tiempo ha ido mejorando su 
composición adaptándose a la mayoría de plataformas, entre los que se destacan. 
 Linux  
 Windows 
 Unix  
 Solaris  
 MacOS OS X. 















Tabla 5: Versiones y Características de PostgreSQL  
 
Versión Fecha de Lanzamiento Características 
6.0 Enero 1997 • Multiversión control de concurrencia 
• Índices únicos de utilidad   
• Subconsultas de SQL por defecto. 
6.1 Junio 1997 • Restricciones 
• Claves Primarias, Claves foráneas, 
identificadores entre comillas         
• Interfaz JDBC, disparadores, interfaz de 
programación de servidor.   
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6.2 Octubre 1997 • Soluciona problemas para la herencia, secuencia 
y tablas de archivado       
• Corrige errores aritméticos 
• Ejecuta funciones generales para la integridad 
referencial. 
6.3 Marzo 1998 • Variables de entorno del lado del cliente para 
especificar la zona horaria y estilo de fecha  
• Mecanismos para autorizar contraseñas      
• Rendimiento mejorado, tiempo de viaje ha 
mejorado      
• Toma para la conexión cliente/servidor     
• Arreglo para identificadores internacionales 
6.4 Octubre 1998  
• Analizador automático para que coincida con 
argumentos a los operadores y funciones 
disponibles 
• Se introdujeron tipos de datos que apoyan a 
diversas formas a la red IP, subred y la máquina 
de direccionamiento 
6.5 Junio 1999  
• Ajusta el manejo de nombres de tipos de datos 
para suprimir las comillas dobles 
• Soluciona problemas de portabilidad y 
relacionados a los tipos de matriz 
7.0 Mayo 2000  
• Permite el bloqueo de mesa abierta, mejorando 
la fiabilidad concurrente 
• Arreglo para llamadas de salida recursiva 




7.1 Abril 2001 • Permite ALTER TABLE RENAME en índices 
• Mejora la gestión de memoria caché de 
descriptor de archivo 
• Permite cambiar el nombre de tablas temporales 
• Permite administrador de correo para que se 
escuche en una dirección IP específica 
7.2 Febrero 2002 • Sistema calcula estadísticas de columnas del 
histograma 
• Opción de encriptación permite el 
almacenamiento y la transferencia de contraseñas 
más seguras 
• Los mensajes del programa y la biblioteca 
mostrados en varios idiomas 
7.3 Noviembre 2002 •  Soporta consultas preparadas, esto mejora el 
rendimiento 
•  Multibyte siempre activado 
•  Las funciones pueden tardar hasta 32 
parámetros y los identificadores pueden ser de 
hasta 63 bytes de longitud. 
7.4 Noviembre 2003 • Los espacios finales se recortan al convertir de 
tipo CHAR a VARCHAR o texto 
• El tipo de datos float mide ahora en dígitos 
binarios 
• Permite conexiones de servidor IPv6 
• Imprime la información de bloqueo cuando se 
detecta un punto muerto 
8.0 Enero 2005 • Funciona de forma nativa en Microsoft 
Windows como un servidor 
• Recuperación de errores dentro de una 
transacción compleja 
• Los espacios de tabla permiten a los 
administradores seleccionar diferentes sistemas de 
archivos para el almacenamiento de tablas 
individuales, los índices y base de datos 
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8.1 Noviembre 2005 • Mantiene una capacidad de entrada 
• Objetos propios 
• Espera permisos de acceso a objetos de base 
• Mejora el rendimiento de tablas con particiones 
8.2 Diciembre 2006 • Creación de índices sin el bloqueo simultáneo 
• Bloqueo más eficiente con una mejor 
concurrencia 
• Relaciones de herencia tabla se pueden definir y 
se eliminan de las tablas preexistentes 
• Exploración de índices 
8.3 Febrero 2008 • Proveedor de servicios de seguridad Asistencia 
Interface para la autenticación en Windows 
• Tipo de datos enumerados, matrices de tipos 
compuestos 
• Exploraciones secuenciales de forma 
concurrente se pueden compartir las lecturas del 
disco 
8.4 Julio 2009 • Expresiones de tabla comunes y consultas 
recursivas 
• Opciones de localización por base de datos 
• Estadísticas de tiempo de ejecución por 
funciones             
9.0 Septiembre 2010 • Soporte completo para Windows 64 bits  
• Mejoras de rendimiento para determinados tipos 
de consultas, incluyendo la eliminación de 
uniones que estén demás. 
• Permite comentarios en columnas de tablas, 
vistas. 
• Permite la creación de tipos enumerados que no 
contengan valores 
9.1 Septiembre 2011 • Permite la replicación síncrona 
• Añade un cierto nivel de aislamiento serializable 
y un soporte para tablas externas 
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9.2 Septiembre 2012 • Permite consultas para recuperar únicamente los 
datos de índices 
• Reduce la sobrecarga de crear bloqueos de 
identificación de transacciones virtuales 
9.3 Septiembre 2013 • Restauración en paralelo. 
• Estadísticas de resultados globales y ofrece una 
salida cada segundo 
• Permite utilizar factores de escala mucho más 
grande 
9.4 Diciembre 2014 • Permite a los procesos de trabajo de fondo ser 
registrados de froma dinámica 
• Mejora la aleatoriedad del identificador del 
sistema de base de datos y la velocidad de las 
búsquedas de múltiples claves                                         
9.5 Enero 2016  
• Añade índices de bloque estándar  
• Uso de asignación comportamiento de 
reparto para las conversiones de tipos de 
datos en las asignaciones 
• Permite a los operadores JSON y extracción 
matriz a aceptar subíndices negativos 
• Permite consultas para realizar el filtrado 
distancia exacta de cuadro delimitador 










Capítulo IV: Guía Técnica 
 
4.1. Requerimientos para la aplicación de las técnicas de bases de datos 
 
 
Para poder realizar cada una de las técnicas correspondientes con cada motor de base de 
datos, se usó los siguientes requerimientos. 
 
 Ordenadores 
Para la partición, fragmentación y paralelismo se utilizó un solo ordenador, y para las 
bases de datos distribuidas tres ordenadores, en este caso una máquina servía para 
poder hacer la red virtual y las otras simulaban al maestro y esclavo. 
Las características de los ordenadores son las siguientes: 
 
Ordenador 1: Sistema Operativo MAC OS (Sierra), se realizó una partición al disco 





Figura 6: Partición de disco ordenador 1 







Figura 7: Requerimientos de Software ordenador 1. 
Fuente: Mario Astudillo 
 
 





Figura 8: Requerimientos de Software ordenador 2. 
Fuente: Gabriela Coral 
 
 





Figura 9: Requerimientos de Software ordenador 3. 




 Router con las siguientes características: 
 
- D-Link DIR-300  
- 5 puertos RJ45 Red 
- Wireless utiliza la tecnología Draft 802.11n con antena para maximizar la velocidad 




- Figura 10: Router D-Link DIR-300  
Fuente: Mario Astudillo/Gabriela Coral. 
 
 Cables de red RJ45 
 Versiones de Motores de Base de Datos Utilizadas: 
 
- SQL Server Enterprise Edition 2016 
- MySQL Workbench 6.3 
- PostgreSQL Versión 9.5 
- Oracle 12c. 
 Software y Herramientas utilizadas: 
 
- Para realizar la réplica en MySQL se usó XAMPP. 
- Notepadd ++ y Bloc de notas para poder configurar archivos. 
- Power Designer: Para modelar la base de datos. 
- Oracle SQL Developer. 




 Red Virtual Wifi 
 
Para las replicaciones, particiones y fragmentaciones que requieran el uso de dos 
ordenadores se utilizó una red virtual Wifi para que ambos ordenadores se encuentren 





Figura 11: Creación red virtual Wifi. 
Fuente: Mario Astudillo/Gabriela Coral. 
 
 





Figura 12: Inicio de red hospedada. 
Fuente: Mario Astudillo/Gabriela Coral. 
 
 





Figura 13: Red virtual creada. 




       
 Modelo de bases de datos a utilizar: Se ha creado un modelo en la herramienta Power 
Designer, el modelo trata sobre importaciones y consiste de 7 tablas, a continuación, 
se muestra el modelo conceptual realizado. 
 






Figura 14: Modelo de Base de Datos 







4.2. Particionamiento de Bases de Datos 
 




La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de particionamiento de bases de datos en Oracle. 
Al haber realizado esta técnica apareció el error: 
 
ERROR SQL: ORA-14004 
Este error dice que falta la palabra clave PARTITION, y se debe a un error de 
sintaxis, como se puede observar en la última línea PARTITION fecha-año-2016 




Error SQL: ORA-00439 
Este error quiere decir que una de las características no es compatible con dichas 
versiones, para esto se debe utilizar la versión Enterprise. 
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En la imagen se puede observar como al ejecutar una sentencia de partición, aparece 





 SQL Server 
 
La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de particionamiento de bases de datos en SQL Server. 
 
Un error que se puede cometer al iniciar con esta práctica es el de no crear las 
carpetas en el disco C, las carpetas deben ser creadas manualmente ya que SQL 







Otro error es el de querer realizar una partición en la versión equivocada de SQL 





La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de particionamiento de bases de datos en MySQL. 
MySQL no soporta realizar la partición de base de datos cuando existen foreign keys, 
esta es una de las limitaciones y restricciones de MySQL al aplicar esta técnica, dicho 








La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de particionamiento de bases de datos en PostgreSQL. 
 
Cuando se reinicia el servicio en PostgreSQL puede generar algún problema al 
reinicio por eso es bueno configurar el servicio localmente desde la máquina la cual 




Cuando se ejecuta el query para la implementación de una tabla hija la cual va hacer 
particionada, si no se coloca de manera correcta el nombre de los campos de la tabla 
original como su Id ocasiona un problema. 
 
Al momento de crear una regla para llamar los datos de la tabla padre se tiene 
colocar el mismo nombre de la tabla hija ya que si se ejecuta el query se determina 
un problema y la sentencia no va hacer ejecutada si esos dos nombres no coinciden. 






4.2.2. Selección del tipo de particionamiento 
 
Al existir diversos tipos de particionamiento para cada gestor de bases de datos 
utilizados, se ha elegido los siguientes tipos. 
 
Tabla 6: Selección tipo de particionamiento.  
 















Fuente: Mario Astudillo / Gabriela Coral 
 
 




La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de particionamiento de bases de datos en Oracle. 
 
Paso 1: Crear la tabla TRANSPORTE, sobre la cual se desea realizar la 
fragmentación del tipo BY LIST, se realizó tres particiones tomando como 








Paso 2: Una vez creado, solo se procede a visualizar dichas particiones, para lo 
cual con el siguiente código llamamos a cada una de ellas, al ejecutar dicha 




















 SQL Server 
 
La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de particionamiento de bases de datos en SQL Server. 
 
Paso 1: Se inicia creando una base de datos llamada Tesis1 con 3 filegroups los 
cuales simularan ser discos, se crea las carpetas dentro del disco C, al crear la base 












Paso 3: Agregar un archivo a cada filegroup creado anteriormente, el archivo se 










Paso 4: Crear una función la cual delimitará los rangos de valores para cada 
partición, colocar el tipo de dato, en este caso será datetime, el rango puede ser left 
o right, se ha elegido right. 
Al ser right el primer rango será hasta antes de la fecha ‘2010-02-10 00:00:00’, el 
segundo rango entre las fechas ‘2010-02-10 00:00:00’ y ‘2013-12-17 00:00:00’ y 









Paso 5: Crear un esquema que permita indicar a q rango cada filegroup deba 






Paso 6: Crear la tabla llamada transporte, la cual actuara sobre el 






Paso 7: Hacer un select de la función $partition, colocar el nombre de la función, 





Paso 8: Se observa todos los registros y a que partición pertenece cada uno de los 
registros, a continuación, se muestra como según el rango de fechas designado 
anteriormente se colocan dichos registros en la partición correspondiente, ya sea 1, 









Se tiene otro ejemplo, al ser right el primer rango será hasta antes de la letra G, el 









Paso 8: Ejecutar nuevamente la función de partición y se puede observar cómo 











La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de particionamiento de bases de datos en MySQL. 
 
Abrir la herramienta de Mysql Worbench y se loguea con el usuario root y en el 







Una vez dentro de la herramienta creamos una nueva base de datos Tesis. 
 
 




Se procede a abrir la línea de comando de Mysql Comando Line Client, y se loguea 






Se coloca el comando que va a determinar el acceso a la base de datos con todos 




Con el siguiente comando se ingresa a todas las tablas que tiene esa base de datos 








Se regresa a la herramienta MysqlWorkbench y realizamos una nueva conexión 
diferente a la del root, es importante que los datos sean llenados de igual forma 
con los privilegios que dimos en la línea de comandos, es así que cuando se refleje 



























Una vez dentro de la conexión creada accedemos a la base de datos y se importa el 
backup con los siguientes pasos: 

















Para poder realizar la fragmentación utilizaremos el siguiente query, donde se 





Cada Datos que se inserte se repartirá en la posición 5 que le corresponda, se 









Si insertamos un dato nuevo se debe colocar en la quinta posición para el ejemplo 





La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de particionamiento de bases de datos en PostgreSQL. 
 
 
Paso 1: Realizar un select * from transporte para poder visualizar el tiempo de 
demora en cargar los datos, cabe recordar que la base de datos que se está usando 
contiene 100 registros, los cuales tardan en cargarse al realizar el select 17 
segundos. 
 
Se ha decidido hacer la partición tomando de referencia la columna transtipo, es 
decir que se crearon tablas diferentes según el tipo de transporte, ya sea Aéreo, 








Paso 2: Crear la tabla hija llamada transporte_Maritimo, la cual heredara todos 










Paso 3: Crear una regla llamada ReglaTipo_transporte, esta regla quiere decir que 
se insertaran en la tabla transporte_maritimo los mismos campos de la tabla padre 
transporte.  
 





Paso 4: Ejecutar la siguiente sentencia, la cual insertará todos los registros que se 







Paso 5: Realizar un select para ver los registros dentro de la nueva tabla 
transprte_maritimo, como se observa los registros solo pertenecen a ‘Marítimo’ y 
el tiempo en cargar dichos registros fue de 14 segundos, el tiempo de carga fue 




























Paso 9: Ejecutar el siguiente query el cual nos permitirá observar que tablas hijas 
están dentro de transporte, eso ayuda a distinguir la partición y los registros que 








Se ha realizado las siguientes conclusiones de la partición de bases de datos, para 
esto se ha elaborado el siguiente cuadro. 
 
Tabla 7: Conclusiones particionamiento de base de datos. 
 

























Se eligió el método de 
partición por rango, esta 
técnica demostró cierta 
similitud con 
PostgreSQL en el 
momento de comprobar 
dicha técnica, no maneja 
herencias como 
PostgreSQL, pero de 
igual manera se puede 
hacer una consulta a los 
registros de cada 
partición realizada, se 
observó que los tiempos 
de respuesta de una 
consulta de cada 
partición son menores 
comparado con el 
tiempo de la tabla 
original. 
 Al hacer la partición en 
este gestor se puede 
decir que resulta muy 
ventajoso realizar el 
particionamiento 
horizontal, pero más que 
eso la forma en como 
SQL Server lo maneja, 
es decir al crear los 
filegroups, en donde 
cada partición ira a cada 
filegroup. 
Al intentar realizar el 
particionamiento en 
MySQL, se pudo 
observar que dicho 
motor de base de 
datos no soporta, el 
particionamiento de 
tablas que contengan 
claves foráneas, es 
por eso que se realizó 
la partición de una 
tabla independiente, 
para evitar dicho 
inconveniente. 
Una vez realizado el 
particionamiento horizontal 
se puede decir que 
PostgreSQL maneja el 
particionamiento con la 
teoría de herencias, es decir 
que se debe crear una tabla 
por cada una de las 
particiones creadas.  
 
Al tener este esquema de 
particionamiento permite 
que el administrador de la 
base de datos visualice y se 
dé cuenta que el tiempo de 
respuesta al realizar una 
operación sobre cada tabla 
hija comparado con la tabla 
padre, este tiempo 
disminuye. 
 






4.3. Bases de Datos Distribuidas 
 





La fuente de las siguientes pantallas es producto de lo realizado al aplicar la 
técnica de bases de datos distribuidas en Oracle. 
 
Al realizar la práctica de Oracle hay que tener en cuenta que el listener se 
encuentre activado en el puerto correspondiente, ya que en algunas ocasiones daba 
error debido a esto. 
 











Determinar que la conexión del dblink sea la misma del net manager, al elegir el 
nombre del servicio se debe comprobar que sea el mismo del maestro y comprobar 











 SQL Server 
 
La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de bases de datos distribuidas en SQL Server. 
Al crear un nuevo suscriptor algunas veces puede aparecer la siguiente advertencia, 






Si se ignora la advertencia anterior y se continúan con los pasos siguientes, no se 












La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de bases de datos distribuidas en MySQL. 
Al ingresar al servidor de Xamp y conectarse al Apache se origina un problema ya 
que el puerto que se está utilizando está activo para otra ubicación, es por ello que 












Al iniciar el servidor de MySQL ocurre el problema de la conexión y los 
parámetros: 
Para arreglarlo hay que modificar el puerto de MySQL, y verificar que no esté 






Cuando se ejecuta en el query los comandos para hacer el llamado al Maestro se 
origina un problema si no se los ejecuta de manera correcta. Para solucionar este 







La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de bases de datos distribuidas en PostgreSQL. 
 
Al momento de realizar la llamada a la IP al servidor maestro hay que colocar de 
manera correcta la IP, al igual que el archivo en la que se va almacenar los log. 
 
Al reiniciar los servicios de PostgreSQL, sí sé determina un error por haber 
efectuado los cambios en los archivos conf, hay que asegurarse que el servicio se 
encuentre de forma local en el servidor. 
 
 
Cuando se modifica un archivo en Postgresql hay que tener en cuenta que la 
extensión sea WAL para que la replicación puede realizarse en línea, y no esto no 




4.3.2. Selección del tipo de base distribuida 
 
Al existir diversos tipos de bases distribuidas para cada gestor de bases de datos 
utilizados, se ha elegido los siguientes tipos. 
 
Tabla 8: Selección tipo de base distribuida. 
  Oracle SQL Server MySQL PostgreSQL 







     Fuente: Mario Astudillo / Gabriela Coral 
 
 




La fuente de las siguientes pantallas es producto de lo realizado al aplicar la 
técnica de bases de datos distribuidas en Oracle. 
: 
Paso 1: Se debe tener configurado las IPs de las maquinas tanto para el maestro 
como el esclavo y realizar una conexión. 
 











Paso 2: Desde la máquina esclavo se procede a configurar la red ingresando al 
Asistente de Configuración de Red: 
 
Una vez dentro de la herramienta se procede a crear una configuración en los 
métodos de nomenclatura, esto es para que puede ser escuchado mediante la red 






Luego se elige la opción de Nomenclatura Local, la cual se trabaja con la conexión 
local de la máquina en este caso será el esclavo, se elige esta opción ya que 








Finalmente, la configuración se realiza con éxito. 
 
 








Net Manager permite realizar varias configuraciones como los Listener para que 
escuchen las otras máquinas, a su vez aquí se verifica los puertos por los que van 
a tener la conexión o la llamada al servidor maestro. Para ello se selecciona la 
Opción de Nomenclatura de Servicios, para crear un nuevo servicio. 
 
 
Luego se presenta una pantalla donde se pide el nombre del servicio nuevo que 





Después se presenta una pantalla con varias opciones y varios protocolos de 
servicio, para este caso se elige la opción de TCP/IP ya que este protocolo 
permitirá trabajar con la IP de la máquina maestro. 
 
 
En la siguiente pantalla se coloca el nombre del host, se debe colocar la IP de la 
máquina maestro, para este caso se utiliza el nombre del equipo maestro, y se 





Paso 4: Para poder determinar el nombre del host y el puerto por el cual está 
conectado la máquina maestra, hay un comando que se coloca en el maestro, para 




Se observa que el protocolo TCP nos da el host del nombre del maestro como del 





Paso 5: En el servidor esclavo hay que elegir el nombre del servicio, este nombre 




Luego para poder determinar que la conexión se ha realizado satisfactoriamente 






Paso 6: Se elige cambiar de conexión ya que por defecto Oracle tiene un usuario 
que no corresponde al maestro. 
 
 
Se ingresa el login del usuario con el cual se instaló el Oracle se puede loguearse 
con SYS o SYSTEM. 
 





Paso 7: Cuando ya se haya creado la conexión, se debe verificar que todos los 






Paso 8: Ahora se abre la herramienta SQLDeveloper, en el servidor esclavo. 
 
 
Paso 9: Se crea una nueva conexión para este caso será sistema, y se ejecuta el 
comando link, este permite hacer la llamada al servidor, es importante poner en 
link el nombre con el cual se creó la conexión en el net manager, y la contraseña 
del SYSTEM. 
 





Paso 10: Ejecutar un query seleccionando el dblink creado. 
 
 
Consulta en el servidor esclavo. 
 
 





Paso 11: En el servidor maestro configurar lo siguiente: Log de vista 




Paso 12: Volver al servidor esclavo y ejecutar el query para determinar en qué 
tiempo se va a ejecutar la replicación, para ellos se lo realiza cada minuto como 




Comprobación de la Replica: 
Servidor Maestro 










Paso 15: En el maestro reemplazar un registro, para este caso se utiliza el T102, 




Se cambiará por Nombre: Lan, y Cargo  Tipo: Aéreo: 
 
 
Paso 16: En el esclavo se observa que se realiza correctamente la actualización: 
 
 







Paso 18: Se observa que la eliminación fue un éxito, con esto se comprueba la 





 SQL Server 
 
La fuente de las siguientes pantallas es producto de lo realizado al aplicar la 
técnica de bases de datos distribuidas en SQL Server. 
 
Paso 1: Configurar una IP fija en cada ordenador, tanto para el maestro como para 
el esclavo, para esto acceder al centro de redes y recursos compartidos. 
 
Configuración Maestro: Abrir las propiedades de Internet versión 4(TCP/IPv4) 
 
Una vez ya dentro de las propiedades se configura la IP, para el maestro se ha 




Configuración Esclavo: De igual manera que en el ordenador del maestro, abrir 
las propiedades de Internet versión 4(TCP/IPv4) 





Paso 2: Una vez configuradas las direcciones IP, se procede a hacer ping entre 
ambas máquinas para que se encuentren en red y se puedan comunicar. 
 










Paso 3: En el maestro ingresar al Management Studio y realizar una conexión con 
la Autenticación de SQL Server para agregar un nuevo usuario 
 
 
Paso 4: Crear la base de datos la cual vamos a utilizar para la réplica. Se puede 





Paso 5: Crear un nuevo usuario el cual debe ser registrado con la base de datos 
Tesis esto se realiza por seguridad: 
 
Cuando se crea el usuario hay que realizar la Autenticación de SQL Server y elegir 




Se indica los roles y las restricciones que va a tener este usuario: 
 
Para poder entrar con el nuevo usuario se debe realizar la configuración de 
conexiones con los servidores. En el SQL Configuration Manager se debe activar 










Cuando se haya procedido a realizar estos pasos, reiniciar el servicio del motor de 
datos SQL Server para que pueda guardar todos los cambios realizados. 
 
 
Una vez realizado estos pasos se abre SQL Server Management y se procede a 






Paso 6: Luego de haber ingresado ir a la opción de replicación. Hay que tomar en 
cuenta que para la replicación hay los Publicadores y los Suscriptores. La 
conexión se realiza en los Publicadores que es el servidor con el cual se va a 




Paso 7: Se despliegan ventanas donde se debe configurar al Suscriptor que va 









Una vez que ya está la base de datos, cabe mencionar que para SQL Server hay 4 
tipos de replicación, se ha seleccionado la técnica Merge que es una Mezcla. Los 
cambios en esta técnica se realizarán periódicamente: 
 
 














Se tiene un Snapshot que es el archivo donde se va a replicar. 
 
Para poder implementar el archivo se debe elegir la ruta o la conexión a la cual el 
Suscriptor se va a conectar. 
 
 
Es fundamental utilizar las autenticaciones tanto del servidor SQL Server como 




Después de logearse se crea la publicación  
 




Todos los pasos se crearon de manera correcta con cada uno de los servidores. 
 





Paso 9: Una vez que ya se encuentre creada, se procede a crear una base de datos 




Esta base de datos se la puede normalizar con el mismo nombre de nuestra base 














Como en los pasos anteriores se implementó el método y base que vamos a utilizar 
aquí se indica el método de replicación. 
 




Se procede a elegir la base de datos vacía donde se colocará toda la información, 
con sus respectivas credenciales tanto del servidor SQL Server como el de mi 





Se indicará que la replicación sea continuamente 
 
Se utiliza la prioridad con 99 
 




El dominio creado se observa satisfactoriamente. 
 
Paso 11: Para poder comprobar que todas las conexiones han sido seguras se 




Paso 12: Comprobar la réplica, para esto usar la tabla transporte para las 
respectivas pruebas: 
Registro Original T002 se cambiará. 
 




Paso 13: Eliminar el registro T002: 
 
 





Efectivamente se eliminó correctamente el registro T002, está replicando con 
éxito. 
 




Ir a la carpeta Replicada para verificar los cambios. 
 








La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de bases de datos distribuidas en My SQL. 
 
Paso 1: Configurar una IP fija en cada ordenador, tanto para el maestro como para 
el esclavo, para esto acceder al centro de redes y recursos compartidos. 
 
Configuración Maestro: Abrir las propiedades de Internet versión 4(TCP/IPv4) 
 
Una vez ya dentro de las propiedades se configura la IP, para el maestro se ha 





Configuración Esclavo: De igual manera que en el ordenador del maestro, abrir 
las propiedades de Internet versión 4(TCP/IPv4) 









Paso 2: Una vez configuradas las direcciones IP, se procede a hacer ping entre 
ambas máquinas para que se encuentren en red y se puedan comunicar. 
 

























Una vez creada la base de datos, clic en importar y buscar el .sql de la base con la 






















La siguiente línea se agrega para poder servir como maestro.  
 
 















Paso 6: El siguiente query permite crear el usuario con permisos llamado esclavo, 










Paso 7: Ejecutar la siguiente sentencia, se observa el estado del maestro, el mysql-
bin indica en qué posición se encuentra la base de datos, en este caso se encuentra 



















Paso 10: Crear la base tesis y de igual manera que en el maestro cargar el .sql de 
la base de datos. 
Paso 11: Ingresar al archivo my.ini, y escribir la siguiente línea la cual permite 
hacer la réplica de la base tesis. 













Paso 12: Ejecutar en el esclavo las siguientes sentencias, agregar la ip del maestro, 

















































La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de bases de datos distribuidas en PostgreSQL. 
 
 
Paso 1: Configurar una IP fija en cada ordenador, tanto para el maestro como para 
el esclavo, para esto acceder al centro de redes y recursos compartidos. 
 






Una vez ya dentro de las propiedades se configura la IP, para el maestro se ha 







Configuración Esclavo: De igual manera que en el ordenador del maestro, abrir 











Paso 2: Una vez configuradas las direcciones IP, se procede a hacer ping entre 
ambas máquinas para que se encuentren en red y se puedan comunicar. 
 








Paso 3: En el maestro se procede a configurar el archivo postgresql.conf, para esto 







Abrir el archivo postgresql.conf con el editor de texto Notepad ++, buscar listen 
addresses que sería el escuchador, el cual debe estar con un * para que permita 





Más abajo configurar wal_level = minimal a wal_level = hot_standby, se coloca 





Configurar en Archiving el archive_mode = off y colocar on, en 
archive_command 
Configurar la ip del equipo maestro, aquí se copia todo lo del directorio al equipo 








Se procede a configurar en Replication max_wal_senders = 0, al estar en 0 esto 
quiere decir que la replicación se encuentra en modo deshabilitada, para esto 
cambiamos a 5, aquí quiere decir que dicho valor seria el número máximo de 













Paso 4: En el maestro se procede a configurar el archivo pg_hba.conf, para esto 







Abrir el archivo pg_hba.conf con el editor de texto Notepad ++ , ir al final del 


















Abrir las propiedades del servicio de PostgreSQL, se puede observar que se está 
iniciando sesión con una cuenta del sistema local, dado el caso de tener error en 
esto lo que se puede hacer es seleccionar la otra opción esta cuenta y colocar el 
nombre y contraseña respectivo. 
 













Paso 6: En el esclavo se configura el archivo postgresql.conf, para esto acceder a 
















Paso 7: Se crea el archivo recovery. conf el cual permitirá la conexión entre el 
maestro y el esclavo. 
En la primera línea se coloca en modo activo (on), en la siguiente línea se hará la 
conexión hacia el maestro para lo cual se coloca su dirección IP, el puerto, usuario 
y contraseña, y por último se coloca la ruta del archivo a copiar, en este caso se 
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copiará todos los archivos de la ruta (R: unidad de red) al directorio destino que 






























Paso 9: En el esclavo se conecta a una unidad de red, para esto colocarse en el 
explorador de archivos y seleccionar dicha opción. 
 
 

































Paso 10: Abrir la consola de PostgreSQL en el maestro, presionar enter 






































Paso 13: Iniciar el servicio en el maestro y reiniciar el servicio en el esclavo. 
Paso 14: En el maestro abrir el PgAdmin III y crear dos conexiones, para el 
















Paso 15: Abrir el archivo pg_hba.conf, colocar la IP del maestro y guardar los 
cambios respectivos, esto es importante ya que mediante esta configuración se 








































Paso 19: Para comprobar que la replicación funciona, se ha tomado como ejemplo 
visualizar los datos de la tabla proveedores extranjeros en el maestro, y cambiar 
































Paso 22: Al editar algunos datos de la tabla proveedores_extranjeros dentro del 
esclavo aparece un error ya que no se permite realizar ningún cambio dentro del 













Se ha realizado las siguientes conclusiones de las bases de datos distribuidas, para 
esto se ha elaborado el siguiente cuadro. 
 
Tabla 9: Conclusiones base de datos distribuidas. 













Una vez realizada la practica en 
Oracle se determinó que el 
listener es fundamental al 
realizar la replicación ya que con 
el listener se puede intercambiar 
las llamadas de los dos 
servidores, esclavo a maestro. 
La herramienta net manager 
fue de gran ayuda para la 
ejecución de un servicio, 
con esta herramienta se pudo 
visualizar la conexión al 
listener. 
Los querys donde se 
materializa los log ayudaron 
a determinar en qué tiempo 
se quería que se realice la 
réplica, en este caso se puso 
que se lo realice cada 
minuto. 
  
Al hacer las practicas 
correspondientes con 
este motor de base de 
datos, se eligió aplicar 
la técnica de 
replicación de mezcla, 
porque es un método 
que facilita trabajar en 
línea o sin conexión, 
es por ello que cuando 
no existe conexión los 
datos siguen 
replicándose en el 
esclavo sin tener que 
conectarse a una 
misma red privada. 
El tener la 
información de una 
base de datos 
 en distintos 
servidores esclavos 
hace que las 
consultas se realicen 
de mejor manera y 
periódicamente en 
cada una de ellas sin 
que se altere la base 
de datos maestro. 
Al momento de tener gran 
información sea en una tabla o 
en la base de datos la réplica nos 
permite balancear esa gran 
información en distintos 
servidores, para sus consultas. 
 
Realizar la replicación vía 
Streaming es más factible por su 
velocidad los datos se replican 
al instante en forma asincrónica, 
y esto nos permite mantener una 
copia bastante actualizada al 
servidor esclavo. 
 
Fuente: Mario Astudillo / Gabriela Coral 
 
 
4.4. Bases de Datos Paralelas 
 






La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de bases de datos paralelas en Oracle. 
 
Al momento de elegir el grado de paralelismo se debe asegurar que grado se va a 
colocar ya que si no hay suficiente información causa problemas y el rendimiento 
no va hacer el deseado. 
 





Cuando se ejecuta una consulta que contenga gran cantidad de información causa 
molestia y problema ya que el tiempo de ejecución es lento, es por ello que se genera 
la consulta en paralelo para evitar ese problema. 
 
Cuando el servidor tiene problemas con el rendimiento de algún procesador en el 
CPU causa problemas ya que la consulta en paralelo no tendrá su rendimiento 




 SQL Server 
 
Durante la implementación del Paralelismo en SQL Server no se encontró un 
problema a destacar en esta sección, pero cabe mencionar como sucedió con otro 
motor de base de datos al aplica esta técnica que no funciona o no se puede ver la 




La fuente de las siguientes pantallas es producto de lo realizado al aplicar la 
técnica de bases de datos paralelas en MySQL. 
 
Uno de los inconvenientes iniciales que se obtuvo, fue debido a la gran cantidad 
de información en dicha base de datos, en MySQL Workbench se estaba cargando 
la información, pero esto tardaba demasiado, así que se ha decidido crear una 
máquina virtual con CentOS como sistema Operativo, para probar la rapidez de 






El siguiente error se debe a que el script trataba de buscar los archivos y no 









La fuente de las siguientes pantallas es producto de lo realizado al aplicar la 
técnica de bases de datos paralelas en PostgreSQL. 
 
El siguiente error aparece porque primero se debe inicializar la base antes de 







4.4.2. Selección del tipo de paralelismo 
 
 
Al existir diversos tipos de paralelismo para cada gestor de bases de datos 
utilizados, se ha elegido los siguientes tipos. 
 
Tabla 10: Selección tipo de Paralelismo. 
  Oracle SQL Server MySQL PostgreSQL 
Tipo de  
Paralelismo 
 Paralelismo en 
Consultas  
Paralelismo en 




Consultas   
 
Fuente: Mario Astudillo / Gabriela Coral 
 
 




La fuente de las siguientes pantallas es producto de lo realizado al aplicar la 





Paso 1: Para poder realizar el paralelismo se debe verificar que la información y 
los datos que se tienen guardados sean de una gran cantidad, para ello verificar 




Paso 2: Ejecutar un query donde se visualizará el tiempo de ejecución de la 





Paso 3: Una vez realizado la consulta se procede a ejecutar un plan para 








Paso 4: Se comprobará que el plan este ejecutado correctamente, se observa que 
el costo para el CPU es de 1775 lo cual es un poco alto, este grado de paralelismo 





Paso 5: Se procede a determinar el grado de paralelismo que se va a utilizar, para 







Paso 6: Para verificar que el grado que se inserto es el correcto se determina con 




Ahora se ejecuta el mismo query con el cual vamos a realizar el paralelismo. 
 
 






Paso 9: Ejecutado el query anterior se despliega una tabla con los valores 
utilizados por cada procesador. 
 
Como se puede visualizar el costo del CPU es mucho menor ya que se encuentra 
ejecutado con un grado 4. 
 
 
La tabla nos diseña el grado con el cual fue ejecutado: 
 
 






Paso 11: Ejecutar en paralelo un query con las fechas, se puede visualizar que la 












 SQL Server 
 
La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de bases de datos paralelas en SQL Server. 
 
Paso 1: Crear la base de datos TesisGaby y la tabla Transporte. 
 
 






Paso 3: Ir a las propiedades de la base de datos, y configurar el Max DOP, o llamado 
el máximo grado de paralelismo, esto se refiere el número de procesadores sobre 
los cuales se realizará las consultas. 
 
 
Paso 4: Al ejecutar la siguiente sentencia, se están agrupando los registros de 
acuerdo a la fecha, y al ver el plan de ejecución, el cual es el conjunto de pasos que 
se requiere para llegar a realizar la consulta, se puede observar que dicha consulta 
todavía no fue hecha en paralelo, y aparece la agregación Hash Match la cual agrupa 















Y al ejecutar el query anterior se puede observar el operador Gather Streams, el cual 
nos dice que ya está trabajando en paralelo. 
 
 






Se observa como los planes de ejecución de cada sentencia trabaja en paralelo. 
 







La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 




Para poder tener una mejor visualización del paralelismo en MySQL, se ha utilizado 
una base de datos encontrada en internet, la cual tiene millones de registros, como 
se mencionó anteriormente debido a los millones de registros de esta base de datos, 
se hizo la práctica del paralelismo sobre CentOS.  
 




Paso 2: Se debe abrir la consola en el cual se escribían los siguientes comandos, 








Paso 3: Con el siguiente código creado en el archivo carga.pl, se cargarán todos 
los archivos anteriores por cada año en la tabla ontime de la base de datos tesis, es 







Paso 4: Ir a configuración de la máquina virtual para saber cuántos procesadores 




Paso 5: Escribir el siguiente Query, el cual contará los registros existentes por 





Al realizar dicha sentencia se puede observar que, de los cuatro procesadores, solo 
uno se encuentra al 100%, es decir que el Query se ejecutó de manera secuencial 
ocupando solo un procesador, aquí todavía no se puede ver como se está 





Paso 6: Anteriormente se observó cómo se ejecutaba la sentencia sobre un solo 
procesador, para que exista una búsqueda no secuencial, sino año por año escribir 






Al realizar dicha sentencia se puede observar que, de los cuatro procesadores, 
todos se encuentran trabajando al 100%, es decir que el Query se ejecutó ocupando 
4 procesadores, aquí ya se puede observar cómo se maneja el paralelismo, al 









Paso 7: Ejecutar la siguiente sentencia para editar el archivo de resultado del script 











La fuente de las siguientes pantallas es producto de lo realizado al aplicar la 
técnica de bases de datos paralelas en PostgreSQL. 
 





Paso 2: Instalar PostgreSQL Database Server. 
 
 

























Paso 5: Configurar el archivo /var/lib/pgsql/data/pg_hba.conf. 
 
 





















Paso 9: Configuración de acceso a la bdd en cliente Postgres Enterprise Manager. 
 
 























Paso 13: Ejecutar el script sin uso de paralelismo. 
 
 
























Se observa el consumo de recursos con uso de paralelismo. 
 
 











Se ha realizado las siguientes conclusiones del paralelismo de bases de datos, para 
esto se ha elaborado el siguiente cuadro. 
 
Tabla 11: Conclusiones Paralelismo. 
 
 




















Se determinó que al 
momento de ejecutar 
una consulta en paralelo 
el tiempo es mucho más 
veloz ya que se utiliza 
diferentes recursos, se 
decidió agrupar los 
datos mediante un 
registro en específico 
como fechas ya que esto 
facilito la agrupación de 
registros por dicho 
campo, y se pudo hacer 
al mismo tiempo en 
paralelo y su consulta 
fue mas veloz. 
Una vez configurado 
el Máximo Grado de 
Paralelismo y después 
de ejecutar una 
sentencia, se observó 
en el plan de 
ejecución que todavía 
no se está ejecutando 
en paralelo, y esto se 
debe a que deben 
existir miles y miles 
de registros, ahí es 
cuando SQL Server 
ya detecta y empieza 
a trabajar en paralelo. 
 
 En MySQL se decidió 
realizar esta técnica en la 
máquina virtual de 
CentOS, debido a la 
velocidad al cargar los 
datos, se concluyó que 
para este motor es mucho 
más fácil realizar sobre 
dicha máquina virtual ya 
que su velocidad en la 
ejecución de los scripts es 
mucho más rápida. 
De igual manera que en 
MySQL se realizó esta 
técnica en CentOS. 
Al tener una gran 
cantidad de información 
y millones de registros 
en paralelo permitió que 
usando los 4 
procesadores de la 
máquina resulte más 










4.5. Fragmentación de Bases de Datos 
 




La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de fragmentación en Oracle. 
 
ERROR SQL: ORA-14013 
Las particiones deben crearse con nombres distintos, es un error que puede pasar, 








ERROR SQL: ORA-01843 





Uno de los errores más comunes al realizar la fragmentación es seleccionar la 
versión incorrecta pensando que va a funcionar el aplicar esta técnica, si se 
selecciona la Edición Express y la Edición Estándar no funcionarán, saldrá el 
siguiente error: 
 
 SQL Server 
 
La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de fragmentación en SQL Server. 
Un error que se cometió es que al correr la siguiente sentencia se escriba mal la 
dirección IP, en este caso se quería apuntar al maestro, pero se colocó mal la 








La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de fragmentación en MySQL. 
 
Al configurar el archivo my.ini con el comando federated ocasiona un problema al 
guardar esto se debe a que no se tiene permisos en la carpeta, por ello se debe crear 
un nuevo archivo con las mismas líneas de comandos: 
 
 
Al momento de conectarse con el cliente si no se coloca la IP y la clave con la que 
accede el maestro ocasiona un problema. 
 
Cuando la red tiene inconvenientes se presenta una serie de problemas al realizar 
una nueva conexión en MySQL, es por ello que se debe realizar un test de 








La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de fragmentación en PostgreSQL. 
 
Cuando se crea una clave primaria a la tabla que va hacer fragmentada si tiene varias 
relaciones pk ocasiona un problema por eso hay que determinar cuál tabla será la 
que se va a utilizar: 
 
Al momento de crear una tabla fragmentada ocasiono un problema al no elegir 
correctamente los campos exactos de la tabla padre: 
 
Si no se ejecuta las reglas de Actualizar, Insertar y Borrar a la tabla padre va a causar 
inconvenientes ya que las tablas fragmentadas lo único que harán es consultar los 
datos antiguos y no se actualizará. 
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Al momento de ejecutar el query para implementar una vista de la tabla padre hay 
tener en cuenta que hay que unir las tablas fragmentadas con el mismo primary key 
de la tabla padre ya que si no se pone ese primary causa problemas. 
 
4.5.2.Selección del tipo de fragmentación 
 
Al existir diversos tipos de fragmentación para cada gestor de bases de datos 
utilizados, se ha elegido los siguientes tipos. 
Tabla 12: Selección del tipo de fragmentación. 
 
  Oracle SQL Server MySQL PostgreSQL 
Tipo de 
 Fragmentación 










Fuente: Mario Astudillo / Gabriela Coral. 
 
 




La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de fragmentación en Oracle. 
 




Paso 2: Crear la tabla TRANSPORTE, a la cual se le hará una partición por rango, 
es decir se realizará una fragmentación horizontal, el parámetro para fragmentar 
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será TRANSFECHACONTRATO, y a continuación se crean las particiones 
necesarias, para lo cual se escribe las siguientes sentencias: 
 
En la primera sentencia la partición se crea para los registros en donde su fecha sea 
menor al año 2011, y para esto se escribe que los valores sean menores al 
01/01/2011. 
De igual manera las sentencias siguientes se refieren a las particiones para los 












Paso 4: Realizar un select por cada una de las particiones creadas anteriormente, 





Paso 5: Realizar un select por cada una de las particiones creadas anteriormente, 
















Paso 6: Realizar un select por cada una de las particiones creadas anteriormente, 














Paso 7: Realizar un select por cada una de las particiones creadas anteriormente, 













Paso 8: Realizar un select por cada una de las particiones creadas anteriormente, 














Paso 9: Realizar un select por cada una de las particiones creadas anteriormente, 














Paso 10: Realizar un select por cada una de las particiones creadas anteriormente, 














 SQL Server 
 
La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de fragmentación en SQL Server. 
 
Paso 1: Configurar una IP fija en cada ordenador, tanto para el maestro como para 
el esclavo, para esto acceder al centro de redes y recursos compartidos. 
 




Una vez ya dentro de las propiedades se configura la IP, para el maestro se ha 






Configuración Esclavo: De igual manera que en el ordenador del maestro, abrir las 










Paso 2: Una vez configuradas las direcciones IP, se procede a hacer ping entre 
ambas máquinas para que se encuentren en red y se puedan comunicar. 
 


















Paso 4: Crear la tabla TRANSPORTE, con los campos TRANSCODIGO, 
TRANSNOMBRE y TRANSFECHACONTRATO. 
 
 






Paso 6: En el esclavo crear la base de datos llamada TRANSPORTE_TIPO, con 
los campos TRANSCODIGO, TRANSTIPO y TRANSESTADO. 
 
Se observa la tabla creada correctamente. 
 










Paso 8: En el maestro crear un usuario nuevo, el cual se ha llamado mariofrag. 
 
 
 Paso 9: En el esclavo crear un servicio vinculado, hacer clic en New Linked Server. 
 
 
En la opción General, colocar la IP del servidor al cual se desea vincular, en este 






En la opción Security seleccionar la casilla be made using the security context, ahí 






Se observa el nuevo servicio vinculado creado, y las bases de datos 







Paso 10: En el esclavo ejecutar la siguiente sentencia en la cual se hará un select 
de los campos correspondientes tanto para la tabla TRANSPORTE como para 
TRANSPORTE_TIPO, en el from se llamará a la tabla TRANSPORTE a través de 
su IP, y a la tabla TRANSPORE_TIPO, y ambas tablas serán iguales a través de su 







Paso 11: Para comprobar la fragmentación, hacer lo siguiente: en el esclavo insertar 












Ejecutar nuevamente el query ejecutado anteriormente y se observa como la 









La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de fragmentación en My SQL. 
Paso 1: Configurar una IP fija en cada ordenador, tanto para el maestro como para 
el esclavo, para esto acceder al centro de redes y recursos compartidos. 
 






Una vez ya dentro de las propiedades se configura la IP, para el maestro se ha 







Configuración Esclavo: De igual manera que en el ordenador del maestro, abrir 











Paso 2: Una vez configuradas las direcciones IP, se procede a hacer ping entre 
ambas máquinas para que se encuentren en red y se puedan comunicar. 
 













Paso 3: En el explorador de archivos, seleccionar opciones de carpeta y activas las 




Paso 4: Configurar el archivo my.ini, y escribir server-id=1, esto indicará que se 
refiere al servidor o maestro, y la palabra reservada federated, la cual permite 

















Paso 6: En el esclavo o cliente de igual manera que en el maestro configurar el 
archivo my.ini y colocar server-id=2, como se puede observar en este caso se coloca 







Reiniciar el servicio de MySQL. 
 
 
Paso 7: Ingresar a la línea de comandos de MySQL, colocar la contraseña 














Dar los permisos al cliente, colocar la base de datos a la que se desea dar el permiso, 
la dirección IP del cliente y la contraseña. 
 
 
Dar los privilegios correspondientes con el siguiente comando. 
 
 
Colocar use tesis1 para usar dicha base de datos, y show tables para ver que tablas 







Colocar el comando describe proveedoresextranjeros y se puede observar los 





Paso 8: En el esclavo ingresar a la línea de comando de MySQL, ingresar la 
contraseña correspondiente y crear la base de datos llamada tesisfragmentada, se 






Crear la tabla llamada proveedoresextranjeros con los campos PRONOMBRE, 











En el workbench al hacer un select de la tabla proveedoresextranjeros se observa 




Paso 10: En el esclavo hacer un select y se observan los mismos registros 







































La fuente de las siguientes pantallas es producto de lo realizado al aplicar la técnica 
de fragmentación en PostgreSQL. 
 
Paso 1: Para hacer uso de la fragmentación vertical se utilizará la tabla de 
Importaciones, para esto crear una base de datos nueva llamada ´Tesis´, y ejecutar 
















Paso 2: Una vez ejecutado todos sus registros, se realiza una observación para 
determinar cuáles columnas se van a fragmentar, para ello se debe crear una clave 




Paso 3: El paso que sigue será crear las tablas fragmentadas con las que tendrá los 
registros de todas las importaciones, es importante que en cada tabla se ponga el 












Tabla 2 Fragmentada 
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Paso 4: Se realiza el mismo procedimiento teniendo en cuenta que el primary key 
debe permanecer en la tabla y con sus demás columnas faltantes. 
 
 







Paso 5: Una vez que ya se tiene las tablas fragmentadas, se procede a renombrar la 
base de datos padre en la cual están todos los registros. 
 
 
Se refresca y se visualiza que la tabla padre esté ya implementada. 
 
 
Paso 6: Luego se procede a crear una vista donde estarán unidas cada una de las 
tablas fragmentadas para tener la visualización de todos los registros, es importante 
y fundamental colocar el primary key de cada una de las tablas. 
 





Registro de la vista implementada. 
 
 
Paso 7: Finalmente se debe implementar ciertas reglas que permitan a las tablas 
fragmentadas recibir toda la información de la tabla padre, si se deja así lo que 
ocurre es que las consultas serán más óptimas, pero la información no va a estar 
actualizada al instante es por ellos que se requiere crear dichas reglas, a la vez cada 
regla debe ser por cada tabla realizada para este caso se utilizarán dos reglas por 
cada tabla: 
 
Es fundamental que en cada regla contengan los nombres exactos de cómo están 
nombrados cada campo de la columna. 
 




























Paso 10: Comprobar la fragmentación realizada. 
















Paso 11: Verificar los datos en la vista que anteriormente se creó. 
 
Paso 12: Eliminar un registro: 
Para ello se eliminará el registro con el Id ‘I002’. 
 
 









Paso 13: Actualizar registro, para ello se utilizará el registro I003 y se actualizarán 




Tabla 1: Verificar la actualización: 
 

























Se ha realizado las siguientes conclusiones de la fragmentación de bases de datos, 
para esto se ha elaborado el siguiente cuadro. 
 
Tabla 13: Conclusiones de la fragmentación de base de datos. 























 Se llegó a cumplir el 
objetivo de la 
fragmentación por Rango, 
en Oracle resulto muy 
factible aplicar esta 
técnica en la tabla 
correcta ya que permitió y 
se pudo observar los 
fragmentos de la tabla 
aplicada por año, esto 
permitió mejor la 
velocidad de consulta en 
cada fragmento. 
Al realizar la 
fragmentación vertical 
mediante un linked 
service permitió trabajar 
remotamente con dos 
tablas diferentes dentro de 
la misma base de datos, se 
concluyó que esto es 
efectivo ya que los datos 
se procesan en dos 
servidores distintos y si se 
desea realizar una 
consulta general SQL 
Server permite unificar 
dichas tablas en una sola. 
Al trabajar con este motor 
de base de datos mediante 
el comando federated, 
permitió comprobar el 
concepto propio de 
fragmentación vertical, ya 
que, al realizar una 
consulta, es mucho más 
rápido debido a la 
velocidad, resulta efectivo 
realizar las consultas en 
una tabla que se encuentra 
en forma vertical al 
contener menor cantidad de 
campos que en una 
consulta de toda la tabla 
general. Esto nos ayuda a 
incrementar el rendimiento 
de una subconsulta 
Tener una vista de la Tabla 
Padre dentro del motor de 
la base de datos es de 
mejor utilidad ya que 
todos los cambios se 
generar en la vista total de 
todos los registros. 
 
Colocar varias reglas en la 
tabla padre es más óptimo 
para poder actualizar los 
















1. Una vez analizado cada una de las técnicas de bases de datos entre herramientas de 
gestión de bases de datos libres y comerciales se obtienen las siguientes conclusiones. 
 
2. Al haber utilizado cuatro gestores de bases de datos diferentes, ya sean libres o 
comerciales, se puede decir que cada uno de ellos tienen características que los 
pueden hacer únicos, a la vez mejores comparando uno con otro, y de esta forma 
llegar hacer los elegidos por los usuarios. 
 
3. Al momento de realizar una réplica en los motores de base de datos, debido a ciertos 
problemas que se obtuvo durante la implementación de los mismos, se concluyó 
utilizar las mismas versiones de cada motor para evitar errores al ejecutar los querys.  
 
4. Al utilizar la fragmentación por la técnica de hash se concluyó que la visualización 
de los datos se van colocando en forma de una pila. 
 
5. En el paralelismo al tener una gran cantidad de registros, ya sea de miles o millones 
de registros, se cumplió con el objetivo de utilizar esta técnica, al poder ejecutar una 
sentencia se observó cómo trabajan los procesadores en paralelo. 
 
6. Cuando se trabaja con paralelismo se concluyó que al ejecutar una consulta en una 
determinada tabla es más veloz que al ejecutar en toda la base de datos, esto permitió 
optimizar el uso del procesador en un servidor. 
 
7. Luego de implementar las distintas técnicas de bases de datos se obtuvo algunos 
errores durante su implementación, los cuales se pudieron corregir satisfactoriamente 
al investigar cómo solucionarlos. 
 
8. Es más eficiente sacar respaldos de las tablas fragmentadas ya que la carga de 




9. Se ha realizado el siguiente cuadro, en el cual se ha colocado las características más 
importantes de una base de datos, cabe mencionar que el cuadro es realizado tomando 
en cuenta las practicas realizadas durante este proyecto, y también considerando la 












































Tabla 14: Conclusiones Finales de los 4 motores de bases de datos. 
 
   Fuente: Mario Astudillo / Gabriela Coral 
* Grupos de disponibildad 
AlwaysON.
* Trasvase de registros.
* Varios querys y sentencias 
ejecutadas se pueden realizar 
en una sola.
* Se realiza concurrencia 
optimista al conectar varios 
servidores y usuarios a a la 
vez sin perder su buen 
funcionamiento




* Tolerancia a fallos
* Balanceo de Cargas
* Conexiones agrupadas.
* Gestión de divergencias
* Permite hacer uso de los 
comandos de 
bloqueo LOCK TABLES 
WRITE y LOCK TABLES 
READ
* Utiliza la técnica 
conocida como





* Integridad independiente de 
los datos.
* Protocolos de 
Recuperacion.
* El uso de restricciones not 
null, primary key,
 foreign key, check, unique.
* Se puede reducir y bajar el 
rendimiento inactividad de las 
tablas.
* Acceso confiable en cualquier 
parte sea vía remota o por nube a 
los registros y datos guardados.
* Activa protocolos de 
concurrencia a nivel de 
sentencias y transacciones.
* Uso del modelo Multiversión.
* Tiempo de respuesta se 
mantenga constante.
* No interfiere el numero de 
usuarios en linea
* Actualización de datos al 
instante
* Acceso Remoto Seguro
* No afecta la distancia ni el 
tiempoen donde los 
usuarios se encuentren.
* No debe influir en la 
* Agrupación de conexiones.
* No hay limitaciones respecto 
al número de archivos
* Transparencia al momento 
de realizar replicas.
* Manejo de Trasacciones 
exitosas
* Uso de tablas InnoDB para 
definir restricciones.
* Creación de indices en 
claves foraneas.
* Habilidad para guardar mas 
informacion sin perder la 
calidad.
* Ejecución de consultas 
* Especificar los dominios 
de las tablas.





















* Sistema Operativo: Windows 
8.1 y  Windows 10.
* Minima memora RAM: 4GB
* Velocidad Procesador: 1,5 
GHz
* Procesador: intel Core i5
* Suficiente espacio en disco C.
* SQL Server Enperprise Edition 2016
* Disminuye el trabajo de un 
DBA.
* Identifica tablas con gran 
cantdad de registros
* Fácil conexion entre los datos.
* Información puedne estar 












Versión del motor 




* Sistema Operativo: 
Windows 8.1 y Windows 10.
* Minima memora RAM: 
4GB
* Velocidad Procesador: 1,5 
GHz
* Procesador: intel Core i5
* Suficiente espacio en disco 
C.
* Sistema Operativo: 
Windows 8.1 y Windows 10.
* Minima memora RAM: 
4GB
* Velocidad Procesador: 1,5 
GHz
* Procesador: intel Core i5





* Tiempo de respuesta rapido
* MySQL Workbench 6.3
* Usuarios satisfechos 
debido a la velocidad con la 
que se ejecutan las consultas
* Consistencia en los datos.
* Se puede limitar el acceso 
a los usuairos que deseen 
acceder a las bases de datos, 
siguiendo ciertos 
mecanismo de seguridad
* El poder dar privilegios de 
lectura y escritura a los  
servidores esclavos.
* Asignar una nueva regla en 
el firewall de windows para 
la conexion a una nueva base 
de datos.
* Mantener una ip estática la 
configurar el archivo my.ini 
tanto en el servidor esclavo 
como en el maestro
* Realizar bakcups 
constantes, ya que se puede 
llegar a perder la 
informacion x distintos 
motivos.
* Crear un usuario para 
autentificrse en sql server.
* Al crear una nueva base de 
datos, se debe asignar los 
permisos necearios al crear n 
nuevo usuario para dicha 
base.
  * Al  momento de su 
instalacion permite asignar dos 
usuarios con sus repsectivas 
contraseñas, esto es util al 
momento de crear nuevas 
conexiones ya que permite hacer 
uso de cualquiera de los dos 
usuarios anterioemnte 
nombrados.
* Designar un solo usuario para 
una sola base de datos.
* Mantener con clave la carpeta 
donde se encuentre el tsname y 




Windows 8.1 y Windows 
10.
* Minima memora RAM: 
4GB
* Velocidad Procesador: 
1,5 GHz
* Procesador: intel Core i5
* Suficiente espacio en 
disco C.






1. Antes de implementar cada una de las técnicas de base de datos aplicadas, se 
recomienda conocer las características, y configuraciones que permiten realizar cada 
una de las técnicas propuestas. 
 
2. Se recomienda a los usuarios que deseen implementar estas técnicas saber en realidad 
cuando necesiten aplicarlas, no es lo mismo necesitar hacer una partición o 
fragmentación de la base de datos que hacer una réplica de la misma. es decir, deben 
conocer cuál es su objetivo a alcanzar.  
 
3. Saber elegir bien la herramienta de gestión de bases de datos, en la guía se ha descrito 
las ventajas y desventajas que se ha obtenido de cada gestor, esto servirá para quien 
haga uso de la misma y pueda saber elegir adecuadamente según sus requerimientos. 
 
4. Cuando hay una gran cantidad de información y datos al momento de elegir una 
técnica para realizar una consulta se recomienda realizar una fragmentación 
horizontal ya que este tipo de técnica permite particionar una tabla con menor número 
de registros, pero con el mismo número de campos, y de esta forma acelerar la 
ejecución de una consulta. 
 
5. Si existe información que tiene que ser migrada a varias partes y a distintos 
servidores se debe utilizar la replicación y se recomienda aplicar la técnica de 
maestro - maestro, ya que así se permite que los datos en los distintos servidores se 
puedan hacer de lectura y escritura para su mejor rendimiento. 
 
6. Al trabajar con réplica, fragmentación, paralelismo y partición se recomienda tener 
una óptima conexión de redes y conexiones para su buen funcionamiento. 
 
7. Tener en cuenta las limitaciones que existen para realizar ciertas implementaciones 
en cada gestor de base de datos, por ejemplo, en la versión de Oracle Express no 
existe las funcionalidades requeridas para realizar la partición de una base de datos, 
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de igual manera que en SLQ Server Estándar Edition, por lo cual se recomienda 
instalar las versiones Enterprise. 
 
8. Para las réplicas y ciertas particiones se utilizó dos ordenadores los cuales deben estar 
en red, es recomendable realizar el ping entre ambas máquinas para que se 
encuentren comunicadas, no solo al inicio, sino comprobar esto durante la practica 
ya que en ocasiones se puede desconectar la red. 
 
9. En los gestores de bases de datos se recomienda colocar contraseñas que sean seguras 
y fáciles de recordar, ya que en algunas implementaciones estas son requeridas. 
 
10. Se recomienda reiniciar los servicios del gestor que se esté utilizando, ya que en 
ocasiones esto impide que se ejecute de manera correcta una sentencia. 
 
11. Se ha realizado el siguiente cuadro comparativo entre los motores de bases de datos 
y las técnicas utilizadas, en el cual se ha colocado una X indicando que motor de base 
de datos entre los comerciales y libres podemos recomendar. 
 
Tabla 15: Elección de las técnicas de bases de datos entre las herramientas de gestión de 
bases de datos libres y comerciales. 
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Anexo 1: Glosario de Siglas y Términos Técnicos 
 
 Abaratamiento: Se denomina al reducir el precio de un producto o servicio. 
 
 ACID: Abreviación en el idioma inglés de atomicity, consistency, isolation, y 
durability traducido al español como atomicidad, consistencia, aislamiento y 
durabilidad, este término es utilizado para recordar y clasificar 
las transacciones dentro de un motor de base de datos. 
 
 ALTER TABLE RENAME: Es una sentencia que permite cambiar el nombre a una 
tabla, columna o vista. 
 
 ASM: Abreviación en el idioma inglés de “Automatic Storage Management”, 
traducido al español como gestión de almacenamiento automático, es una 
característica propia del motor de bases de datos Oracle a partir de su versión 10g, 
cuyo objetivo es el de facilitar la administración de los sistemas de archivos. 
 
 API: Abreviación en el idioma inglés de “Application Programming Interface”, 
traducido al español como Interfaz de Programación de Aplicaciones. 
 
 Backup: Traducido al español como respaldo de la base de datos, es una copia de 
los datos que se realiza en caso de pedidas de los mismos. 
 
 BDD: Abreviación en el idioma español de Bases de Datos Distribuidas 
 
 BI: Abreviación en el idioma inglés de Business Intelligence, traducido al español 
como Inteligencia de Negocios. 
 
 CHAR: Es un tipo de carácter que permite almacenar información como letras, o 




 Clúster: está constituido por varios ordenadores que se encuentran conectados 
mediante una red. Esto permite ejecutar varios procesos en paralelo para disminuir 
la carga de trabajo. 
 
 COMMIT: Es una declaración utilizada por el gestor de base de datos Oracle, la 
cual finaliza una transacción de base de datos dentro de un sistema gestor de base de 
datos relacional. 
 
 Data Mining: Es una técnica que consiste en extraer información escondida que se 
encuentra dentro de una base de datos extensa. 
 
 DB: Abreviación en el idioma inglés de Database, traducido al español como Bases 
de Datos. 
 
 DBA: Abreviación en el idioma inglés de Database Administrator, traducido al 
español como Administrador de la Base de Datos. 
  
 DBMS: Abreviación en el idioma inglés de Database Management System, 
traducido al español como Sistema administrador de la base de datos. 
 
 DDBMS: Abreviación en el idioma inglés de Distributed Database Management 
System, traducido al español como Sistema administrador de base de datos 
distribuidas. 
 
 DDL: Abreviación en el idioma inglés de Data Definition Language, traducido al 
español como Lenguaje de Definición de Datos, son sentencias utilizadas para poder 
modificar y crear objetos dentro de la base de datos, las palabras reservadas que 
puede usar este lenguaje pueden ser: 
- CREATE 
- ALTER 
- DROP  
- TRUNCATE  
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 DML: Abreviación en el idioma inglés de Data Manipulation Language, traducido 
al español como Lenguaje de manipulación de datos, son sentencias que permiten 
que dentro de los schemas se gestionen datos, las palabras reservadas que puede usar 
este lenguaje pueden ser. 
- SELECT  
- INSERT 
- UPDATE 
- DELETE  
 DROP DATABASE: Es una sentencia que permite borrar una base de datos. 
 
 DTM: Abreviación en el idioma inglés de Database Transaction Management, 
traducido al español como Administrador de Transacciones Distribuidas. 
 
 E/S: Se refiere a la entrada y salida de datos. 
 
 Equireuniones: Hace referencia a los datos en este caso serían los atributos que 
contienen palabras o nombres distintos en una base de datos que no tienen una 
condición de igualdad.  
 
 float: es un tipo de dato implementado para las bases de datos donde su función es 
guardar tipos con números decimales. 
 
 GPL: Abreviación en el idioma inglés de General Public License, traducido al 
español como Licencia Publica General, es un tipo de licencia de código abierto. 
 
 Grant: Es una sentencia que permite brindar todos los privilegios a los usuarios de 
MySQL. 
 
 GRID: Infraestructura que permite la integración y el uso colectivo de ordenadores 




 Host: hace referencia a un conjunto de ordenadores que se conectan a una red para 
trabajar en simultáneo. 
 
 HTTP: Abreviación en el idioma inglés de Hypertext Transfer Protocol, traducido 
al español como protocolo de transferencia de hipertexto, es un protocolo que permite 
navegar en internet. 
 
 InnoDB: Es un mecanismo donde se almacenan datos de código abierto para el 
motor de base de datos Mysql. 
 
 IPv6: Abreviación en el idioma inglés de Internet Protocol Version 6, traducido al 
español como Protocolo de Internet Versión 6 
 
 IPX/SPX: Abreviación en el idioma inglés de Internetwork Packet 
Exchange/Sequenced Packet Exchange, conocido como protocolo Novell, es una 
familia de protocolos de red. 
 
 JDBC: Abreviación en el idioma inglés de Java Database Connectivity, traducido al 
español como conectividad a base de datos Java, es una API que permite integrar 
servicios de base de datos dentro de cualquier aplicación realizada en Java. 
 
 JSON: Abreviación en el idioma inglés de JavaScript Object Notation, traducido al 
español como notación de objetos JavaScript, es un formato de texto que sirve para 
el intercambio de datos y almacenamiento de los mismos. 
 
 KILL CONNECTION: En MySQL esta sentencia primero termina una sentencia 
que se esté ejecutando y luego mata una conexión. 
 
 KILL QUERY: En MySQL esta sentencia no mata la conexión, termina un query 
que se esté ejecutando. 
  
 LOAD XML: Es una instrucción que se encarga de leer los datos que contenga un 




 Log Shipping: Es un método en SQL Server que permite tener alta disponibilidad. 
 
 Memoria cache: Es un tipo de memoria que permite acceder a los datos 
rápidamente. 
 
 Merge: Sirve para combinar dos operaciones: Insertar y Actualizar. 
 
 Microprocesadores: hace referencia a lo que es hadware donde son circuitos que 
están integrados en un sistema informático, para determinar los ciclos del 
rendimiento de los ordenadores. 
 
 Mirroring: trata sobre una base de datos replicada donde todo lo que se ve en un 
servidor maestro se lo visualiza en servidor esclavo a manera de espejo. 
 
 Multibyte: está compuesto y configurado por uno o más bytes donde cada uno de 
dichos bytes constituye un carácter.   
 
 Multithreading: Conocido en español como multihilo, se refiere que un proceso 
posee varios hilos de ejecución. 
 
 Nodo: Es un punto de conexión entre varios elementos. 
 
 OLAP: Abreviación en el idioma inglés de On-Line Analytical Processing, 
traducido al español como Procesamiento Analítico en Línea. 
 
 OLTP: Abreviación en el idioma inglés de OnLine Transaction Processing, 
traducido al español como Procesamiento de Transacciones en Línea. 
 





 OS/2: Es un sistema operativo creado por IBM. 
  
 Pdp: Es un lenguaje de programación similar a C o C++. 
 
 PL/SQL: Abreviación en el idioma inglés de Procedural Language/Structured Query 
Language, es un lenguaje de programación incrustado en Oracle. 
 
 Portabilidad: Es una característica que consiste en que la base de datos puede ser 
montada en otro servidor. 
 
 Productividad: Es poder reflejar lo que se ha propuesto mediante algunas técnicas 
en un determinado tiempo. 
 
 RAC: Pila integral de alta disponibilidad que se puede utilizar como base de un 
sistema base de datos en la nube. 
 
 RAM: Abreviación en el idioma inglés de Random Access Memory, traducido al 
español como memoria de acceso rápido. 
 
 RDBMS: Abreviación en el idioma inglés de Relational Database Management 
System, traducido al español como un Sistema de Base de Datos Relacionales. 
 
 Protocolo IP: Es un número que posee una máquina y la identifica al estar en red. 
 
 RENAME DATABASE: Es una sentencia en base de datos que permite renombrar 
a una base de datos. 
 
 Replicación de entornos: este término nos permite dividir varias actividades en 
distintos servidores, para su procesamiento en replicado. 
 
 RESIGNAL: Es una sentencia de MySQL que consiste en retransmitir información 




 ROLLBACK: Es una operación utilizada por el gestor de base de datos Oracle que 
devuelve a la base de datos a algún estado previo. 
 
 SBD: Sistema de Base de Datos. 
 
 Sesgada: Es poder atravesar algún proceso y trabajar de manera parcial. 
 
 SGBD: Es el Sistema de gestión de Base de Datos 
 
 SIGNAL: Es una sentencia de MySQL devuelve información de un error a un 
controlador. 
  
 SMBD: Sistema Manejador de Bases de Datos. 
 
 SMP: Abreviación en el idioma inglés de Symetric Multi-Processing, traducido al 
español como. Multiprocesamiento simétrico. 
 
 SO: Abreviación en el idioma inglés de Operating System, traducido al español como 
Sistema Operativo. 
 
 SPs: Abreviación en el idioma inglés Store Procedures, traducido al español como 
procedimientos almacenados. 
 
 SQL: Abreviación en el idioma inglés de Structured Query Language, traducido al 
español como Lenguaje de Consulta Estructurada. 
 
 SSD: Abreviación en el idioma inglés de Solid State Drive, traducido al español 




 TCP/IP: Abreviación en el idioma inglés de Transmission Control Protocol/Internet 
Protocol, traducido al español como Protocolo de control de transmisión/Protocolo 
de Internet. 
 
 Threads: es un grupo de un programa que trabaja mediante una pila como hilo de 
ejecución. 
 
 TO_SECONDSSO(): En MySQL es una función que retorna una fecha en segundos. 
 
 Tuplas: También conocido como un registro de una tabla. 
 
 Undrop: Quita una o varias bases de datos de usuario o instantáneas de base datos 
de una instancia. 
 
 Unique Key: Es un valor que representa un registro, se dice única porque no se puede 
repetir en ningún otro registro. 
 
 VarChar: tipo de datos para almacenar caracteres. Por ejemplo varchar(20), quiere 
decir que hay 20 espacios de caracteres para almacenar. 
 
 XML: Abreviación en el idioma inglés de eXtensible Markup Language, traducido 


















Anexo 2: Instalación Oracle 12c 
 
 














Paso 2: En la primera pantalla pide un correo electrónico para recibir información de 




















Paso 4: Colocar un nombre de usuario y contraseña de Windows, dado el caso de no tenerlo 
















En este caso no se permitio continuar debido a que ya existe una instancia de base de datos 





Es por eso que se colocó al nombre de la instancia orcl7. 
 
 











































Paso 12: En gestión de contraseñas, colocar contraseñas para los usuarios SYS y SYSTEM, 














Anexo 3: Costos por licencia de los gestores de bases de datos 
 
 






























Costos licencias PostgreSQL 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
