dc measurements are made in a superconducting, persistent current qubit structure with a time-ordered meter. The persistent-current qubit has a double-well potential, with the two minima corresponding to magnetization states of opposite sign. Macroscopic resonant tunneling between the two wells is observed at values of energy bias that correspond to the positions of the calculated quantum levels. The magnetometer, a superconducting quantum interference device, detects the state of the qubit in a time-ordered fashion, measuring one state before the other. This results in a different meter output depending on the initial state, providing different signatures of the energy levels for each tunneling direction.
I. INTRODUCTION
The study of mesoscopic quantum effects in superconductors is motivated both by interest in the extension of quantum mechanics to the macroscopic world 1 and by the possibility of constructing a quantum information processor. 2 Macroscopic quantum effects, such as resonant tunneling, 3 quantum superposition states, 4, 5 and time-dependent coherent oscillations, 4 -8 have recently been observed. In these experiments, measurements were made on flux, 4, 5 charge, 6 and current. 7, 8 One particular superconducting system that has been under study is the persistent-current qubit ͑PC qubit͒, a superconducting ring interrupted by three Josephson junctions. 9 When an external magnetic flux bias near one-half of a flux quantum (⌽ 0 ϭh/2e) is applied, the PC qubit has two stable classical states of electrical current circulating in one direction or the other, resulting in measurable opposing magnetizations. It can be modeled as a double-well potential in a three-dimensional potential landscape ͑one dimension for each junction's phase variable, or three other variables which span the space͒, where the minimum of each well corresponds to one of these two magnetization states. Depending on the parameters, the system may have multiple quantum energy levels in one of the two wells, where each level has approximately the same magnetization. Energy levels in a similar system, the radio-frequency superconducting quantum interference device ͑rf SQUID͒, have been measured by studying resonant tunneling between the two wells. 3 Experiments on an rf SQUID have used a separate, damped SQUID magnetometer as the meter. This approach gives a continuous readout of the magnetization, but also couples unwanted dissipation into the system.
In a recent paper, we showed how coupling an underdamped dc SQUID magnetometer to a PC qubit resulted in time-ordered measurements of the two states, where one state is observed before the other. 10 In those experiments, we studied the classical, thermally driven regime of operation. In the present paper, we detail the effects of a time-ordered meter on the dc measurements of the PC qubit in the quantum regime. The quantum levels are detected by observing resonant tunneling between the two wells. The positions of the energy levels agree well with calculations of the qubit energy band structure, and the energy bias of level repulsions indicates where tunneling occurs between the two wells. While the PC qubit has inherent symmetry between the two states, the time ordering of the measurements causes an asymmetry in the meter output. We demonstrate this asymmetry, and also show how the meter shifts the positions of the energy levels as a function of the SQUID current bias. Finally, by measuring the width and height of the tunneling peaks as a function of the SQUID ramp rate, we find a fitted value of the intrawell relaxation of order microseconds.
II. QUBIT PARAMETERS AND MEASUREMENT PROCESS
The qubit and dc SQUID are both fabricated at Lincoln Laboratory in a niobium trilayer process. 11 The circuit dia-gram is shown in Fig. 1 . The qubit consists of a superconducting ring interrupted by three Josephson junctions, two of which are designed to have the same critical current, I c , and the third of which has a critical current of ␣I c , where ␣ is less than 1. The meter is a dc SQUID magnetometer which surrounds the qubit. It has two equal Josephson junctions with critical currents of I c0 , where I c0 ϾI c . The PC qubit loop is 16ϫ16 m 2 in area, and the dc SQUID is 20 ϫ20 m 2 in area, with self-inductances of about L q ϭ30 pH and L s ϭ60 pH, respectively. They have a mutual inductance of approximately M ϭ25 pH. These inductances are calculated using FASTHENRY, 12 then refined through experimental measurements of the SQUID's response to magnetic field, as explained in the Appendix. The critical current density of the junctions is 370 A/cm 2 and the critical current of the SQUID junctions is measured to be I c0 ϭ5.3 A, consistent with an area of 1.4 m 2 . I c and ␣ can be determined experimentally from our previous thermal activation studies, which give ␣ϭ0.63 and I c ϭ1.2 A. 10 These values are within the range of estimated values from the process parameters.
By changing the magnetic flux through the PC qubit, the depth of each well of the double-well potential changes, with one becoming deeper as the other becomes shallower. The energy bias ͑͒ is the energy difference between the minima of the two wells. ͑We will also use it to indicate the difference between energy levels in opposite wells, using a subscript to indicate which energy levels we are measuring the difference between.͒ It is periodic with frustration, f q , which is the magnetic flux bias of the qubit in units of flux quanta. At f q ϭ0.5, the depths of the two wells are equal, and near this value the energy bias varies almost linearly with frustration, such that is approximately 4␣E J ( f q Ϫ0.5), where E J ϭI c ⌽ 0 /2 is the Josephson energy of each of the two larger junctions of the qubit.
In our previous experiments, 10 we observed the rate of thermal activation of the qubit's phase particle ͑the term for the wave function of the qubit's phase͒ above the barrier between the two wells. At low temperatures, thermal activation is insufficient to overcome this barrier within the measurement time scale when f q ϭ0.5. In this case, hysteresis is observed, where the PC qubit remains in the state in which it is prepared until it is measured, even though this state is no longer the minimum energy state. During the measurement, the SQUID goes to its voltage state, where it oscillates, and since its oscillations are strongly coupled to the qubit, the qubit is effectively randomized. Thus the hysteresis is not observable without preparing the qubit prior to each measurement. The qubit can be prepared in a state by changing its magnetic flux bias to a value where the system has a single well and allowing the qubit to relax to its ground state, then bringing it back to the magnetic flux bias where it is measured. The qubit will remain in the state where it was prepared, either the left well ͑the 0 state͒ or the right well ͑the 1 state͒, until either thermal activation or quantum tunneling provides the opportunity to escape to the opposite well.
III. ENERGY LEVEL STRUCTURE CALCULATIONS
The full Hamiltonian for the qubit in Fig. 1͑a͒ is given in Eq. ͑1͒,
FIG. 1. ͑a͒ A circuit diagram of the qubit structure, a threejunction loop, and the two-junction SQUID. ͑b͒ The circuit diagram used to derive the quantum-mechanical model of the qubit. The inductance is distributed among the branches, the inductance on the branch of the smallest junction having a value of bL q ͑symmetrically split on either side of the junction͒, while the inductances on the other two branches each have a value of (1Ϫb)L q /2. The node phases ⌰ 1 and ⌰ 2 are shown in the figure.
Here C j is the junction capacitance of each of the larger junctions, and i is the phase difference across junction i. If the inductance of the qubit is small enough, the phase of the three junctions is highly confined by flux quantization, and only two independent variables are necessary to describe the Hamiltonian. The requirement for this approximation is that ␤ L ϭL q /L J Ͻ0.01, 13 where L q is the inductance of the qubit loop and L J is the Josephson inductance of each of the larger junctions. This is not the case in our sample, where ␤ L ϭ0.1. In order to correctly solve the Hamiltonian of our device, we need to include the inductance and solve for the three-dimensional Hamiltonian. We start by making a change of variables from the phases of the three junctions to ⌰ 1 and ⌰ 2 , which are node phases, and I m , which is the current around the PC qubit loop ͑we later use the variable I p to denote the persistent current in the qubit, but I p is technically the expectation variable in each state, while I m is the quantum variable, thus I p ϭ͗I m ͘). These variables are shown in Fig. 1͑b͒ . This gives us the equalities in Eq. ͑2͒ for converting the phase variables of the junctions into ⌰ 1 , ⌰ 2 , and I m ,
The variable b, which describes how the self-inductance of the qubit is divided among its branches, is arbitrary so long as it is less than 1. We can define its value as 1/(1 ϩ2␣) so that it eliminates any product terms of the time derivative of I m and the time derivative of either ⌰ 1 or ⌰ 2 in the Hamiltonian. By changing variables again, this time to ⌰ ϩ ϭ(⌰ 1 ϩ⌰ 2 )/2 and ⌰ Ϫ ϭ(⌰ 1 Ϫ⌰ 2 )/2, while defining the effective masses associated with these two variables as M ϩ ϭ2(⌽ 0 /2)2C j and M Ϫ ϭ(2ϩ4␣)(⌽ 0 /2)2C j , we get the Hamiltonian in Eq. ͑3͒,
While complex, this is numerically solvable by discretizing the variables ⌰ ϩ , ⌰ Ϫ , and I m into ⌰ ϩ i , ⌰ Ϫ j , and I m k , respectively, and creating a Hamiltonian matrix whose ele-
are indices that map onto all the permutations of i, j, k and r, s, t, respectively. H is a square matrix where each side has a length equal to the product of the number of discretized elements of ⌰ ϩ , ⌰ Ϫ , and I m . The matrix must be kept sparse in order to solve on a computer due to memory limitations, and the band structure in Fig. 2 shows the eigenvalues of this Hamiltonian matrix as the external magnetic flux bias is changed. The inclusion of self-inductance changes the energy band diagram, most significantly by reducing the level repulsion, since the barrier between the two wells is greater due to the need to overcome the qubit's selfinductance. The junction capacitance (C j ) is the most roughly estimated of the qubit's parameters, and thus serves as the sole fitting parameter for the level crossing locations. A value of 28 fF for C j gives a good fit. The first six avoided crossings, counting outward from f q ϭ0.5, are labeled, using a, b, c, cЈ, d, and e for the level crossings when f q is greater than 0.5, and using A, B, C, CЈ, D, and E when f q is less than 0.5. C and CЈ ͑and their equivalents in the other direction, c and cЈ) are difficult to discern due to their proximity. Although the energy scales are such that some of the avoided level crossings appear to actually cross in this figure, there is a small amount of energy level repulsion even at f q ϭ0.5. There are multiple energy levels in each well, and each labeled level crossing corresponds to the alignment of the lowest level in one well and one of the energy levels in the other well, as is shown in the double well potentials in Fig. 2 . This results in two eigenstates-a symmetric state and an antisymmetric state-spanning both wells, with an energy difference equal to the level splitting shown in the energy band diagram, allowing the classical state of the qubit to change as the phase particle oscillates between wells.
IV. RESULTS AND DISCUSSION
To determine the state of the PC qubit, we ramp the electrical current in the dc SQUID until it switches to the voltage state. The measuring dc SQUID remains in the zero-voltage state as long as the current through it is below the switching current, which is determined by the total magnetic flux through the SQUID; when it passes this current it develops a finite voltage. The nominal value of the switching current is
is the critical current of each of the two SQUID junctions and f S Ј is the total magnetic flux through the SQUID in units of flux quanta, although the SQUID may switch early due to thermal excitation or quantum tunneling of the SQUID phase particle. Since the qubit's two states have different magnetizations, the two states induce different switching currents in the SQUID: I 0 for state 0 and I 1 for state 1. The stochastic process that describes the switching of the SQUID has a variance that is measurable but significantly smaller than the signal we are measuring ͑the difference between I 0 and I 1 ). The ramp rate is typically 4 A/ms and the difference between I 0 and I 1 is 0.5 A, which gives a delay of 125 s between the polling of the 0 state and the 1 state. If the qubit is in the 0 state, the SQUID switches as soon as it arrives at I 0 . If it is in the 1 state and remains there, the SQUID does not switch until it reaches I 1 . Figure 3 illustrates the observed hysteresis of the qubit. Part ͑a͒ of this figure shows the probability of measuring the qubit in each state by plotting P 1 Ϫ P 0 , where P 1 is the probability of finding it in state 1 and P 0 is the probability of finding it in state 0. It also shows one-dimensional cuts of the double-well potential at different magnetic fields. The solid curve is P 1 Ϫ P 0 when the system is prepared in the 1 state, while the dashed curve shows this measurement when it is prepared in the 0 state. This measurement occurs at ϳ20 mK bath temperature, where the thermal energy is k B T Ϸ1.7 eV. Part ͑b͒ of this figure shows how the difference between the 50% point of the two curves shown in ͑a͒ ͑marked by the line labeled w͒ varies with temperature. We call this difference the ''hysteresis width.'' The width is constant up to Tϭ200 mK, then decreases linearly as temperature increases. The hysteresis width should not vary with temperature as long as k B TϽប 0 , where 0 is the resonant frequency of the qubit, which is equal to 28 GHz. This gives a turnover point of 210 mK, consistent with the measurement. Thermal activation causes the qubit to change state once the barrier is on the order of k B T, and the barrier height changes linearly with magnetic flux bias. The hysteresis width intercepts zero at 550 mK, or 47 eV.
The hysteresis loop closes as the temperature increases. The hysteresis width corresponds to the points where the probability of escape from the shallow well is approximately 50%, or P esc ϭ1Ϫe Ϫ⌫ th t ϭ0.5. Since the ramp time is on the order of 1 ms, we can calculate ⌫ th to be approximately 700. Thermal activation gives an escape rate of ⌫ th ϭ(7.2⌬U 0 /2Qk B T)exp(Ϫ⌬U/k B T). Calculations of the potential energy, confirmed by previous experiments, show how the barrier between the two states, ⌬U, varies with the magnetic flux bias of the qubit. 10 Near f q ϭ0.5, the barrier for the qubit to make the transition from the 1 to the 0 state can be written as
is the barrier for the transition from 0 and 1 at the same flux bias. ⌬U( f q )/k B T, which appears in both the exponent and the prefactor, is the dominant term in ⌫ th . The other terms in the prefactor are 0 , the simple harmonic-oscillator frequency of the well ͑equal to 28 GHz͒, and the quality factor Q, which is 3ϫ10 5 as calculated in Ref. 10 . The value of ⌬U( f q )/k B T, which would give a ⌫ th of 700, is 9. Referring to part ͑b͒ of Fig. 3 , we can apply the values of the temperature and the barrier of the shallow well, ⌬U( f q ), to the slope of the line to find the constant value of ⌬U( f q )/k B T, which is found to be 7.3, about 20% off from the theoretical value of 9. Figure 4 shows the number of switching events at various values of current and magnetic flux bias. The horizontal axis represents the externally applied magnetic flux to the SQUID in terms of frustration, while the vertical axis corresponds to the current bias of the SQUID. The coloring indicates the number of switching events that occur at each point in the external flux bias and current bias coordinates. In the experiment, 10 3 measurements are taken at each value of external flux bias, so each vertical slice represents a histogram of these measurements. Over most of the parameter space, this figure shows that two preferred states exist, corresponding to the 1 and 0 states of the qubit. These states create two ''lines'' across the figure, reminiscent of the results in Ref. 14. However, the detailed signatures of the switching events when the qubit is prepared in the 1 state ͓Fig. 4͑a͔͒ differ from when it is prepared in the 0 state ͓Fig. 4͑b͔͒, even though the energy biases are mirror images of each other around f q ϭ0.5, as shown by the double-well potentials drawn above Fig. 3͑a͒ . Figure 4͑a͒ shows stripes in the region in between the two lines of switching currents, whereas Fig. 4͑b͒ has no switching events in this in-between region. The two lines of switching currents in Fig. 4͑b͒ shows islandlike regions, whereas Fig. 4͑a͒ does not. The plots in Fig.  3 , which are derived from the same data, also reflect this asymmetry. Although Figs. 4͑a͒ and 4͑b͒ show a range of flux bias where both states can be measured, an important difference between the two plots is the path followed by the SQUID in bias current and external magnetic field, which is illustrated by the dashed line in the two figures. Rather than being completely vertical, indicating a ramp in SQUID current while the external magnetic field is held constant, the external magnetic field also changes during the current ramp due to the preparation of the qubit state. The total magnetic FIG. 4 . ͑Color͒ ͑a͒ A plot of the switching events at various external flux biases when the qubit is prepared in the 1 state, taken at 20 mK bath temperature. Each vertical slice is a histogram of an ensemble of switching measurements taken at a fixed external flux bias, where the colors represent the number of switching events at each current bias. The horizontal axis is the external flux bias of the SQUID, f S . The solid lines are lines of constant f q that correspond to level crossings in the qubit labeled according to the convention in Fig. 2 . The path followed when the current bias of the SQUID is ramped is not a straight vertical line, since the external flux bias is also changing due to the state preparation. The path for a representative measurement, where f S ϭ0.72, is shown by the dashed line. ͑b͒ The switching events when the qubit is prepared in the 0 state, also at 20 mK. Note that the dashed line is briefly tangential with one of the solid lines. The dashed line represents f S ϭ0.753. field seen by the qubit also changes due to coupling from the SQUID's circulating current. These, along with the influence of the time-ordered measurements, result in differences in the data due to macroscopic quantum tunneling.
We first consider the data in Fig. 4͑a͒ , where the system is initially prepared in the 1 state. When the qubit is prepared in the 1 state, it will remain there as long as the bias is such that the local minimum exists, unless it has some mechanism to escape this local minimum, such as thermal activation or macroscopic quantum tunneling. At 20 mK bath temperature, thermal activation is effectively frozen out, and macroscopic quantum tunneling is the dominant process; therefore, one expects to see tunneling at the locations of the energy level crossings on the left side of the band diagram in Fig. 2 . The probability that the state will make a transition from 1 to 0 depends on the tunneling rate and the time that the system remains in the level-crossing region. Note that if the qubit makes the transition to the 0 state before the SQUID bias current reaches I 1 but after the current is past I 0 , the SQUID switches immediately, and we record a switching event in the region between I 0 and I 1 . One might expect vertical stripes to appear between I 0 and I 1 at the external flux biases corresponding to the level crossings. The observed stripes are instead curved because the total flux bias of the qubit, f q , depends on the flux coupled from the readout SQUID as well as the externally applied flux, f q ext . The total flux biasing the qubit is f q ϭ f q ext ϩM I cir /⌽ 0 , where f q ext is the externally applied flux bias, M is the mutual inductance between the dc SQUID and the qubit, and I cir is the circulating current in the SQUID. The circulating current in the dc SQUID decreases as the bias current increases. The circulating current is calculated from the Josephson equations of a SQUID with a finite self-inductance to be I cir ϭI c0 sin(f S Ј)ͱ1ϪI bias 2 /͓2I c0 cos(f S Ј)͔ 2 , where f S Ј is the effective flux bias of the SQUID, which follows the equation
Here f S is the externally applied flux bias to the dc SQUID and L S is the self-inductance of the SQUID. I p is the persistent current in the qubit, which is nearly constant at ␣I c ϭ760 nA, and whose sign depends on the state in which the qubit is prepared. The appearance of I cir in f S Ј requires that the circulating current be solved selfconsistently. This calculation shows that the qubit's effective flux bias approaches the externally applied flux as it moves closer to the switching current. Figure 5 shows how f q changes as the current is ramped. Lines of constant effective flux bias are drawn in Fig. 4͑a͒ and the stripes in the switching events match up with these lines of constant f q . Furthermore, the lines of f q that match up to the stripes indicate the effective flux biases where the level crossings occur in the qubit, and these stripes compare well to the calculated level crossings of the qubit ͑shown in Fig. 2͒ based on the parameters we obtained from thermal activation experiments. 15 By ramping the bias current more slowly, the system spends more time near the level crossings that have a smaller tunneling rate and they show up more clearly; in this way, all the level crossings have been mapped out and show all the expected energy levels. 16 The effect of the ramp rate is discussed further below.
We now consider the data in Fig. 4͑b͒ , where the qubit is initially prepared in the 0 state. If the qubit remains in the 0 state, then the SQUID switches to the voltage state at I 0 . The qubit cannot change from the 0 state to the 1 state after I 0 , since by that point the SQUID will already have switched. If there is a transition from 0 to 1, this must happen before the qubit reaches I 0 . There are no observed switching events when the current bias is between I 0 and I 1 , indicating that once it makes the transition from 0 to 1 it does not return. This is expected if after tunneling into one of the higher energy levels of the deeper well, it relaxes to a lower energy state where it is no longer in alignment with the energy level of the shallow well. Figure 6͑a͒ shows the same data as Fig.  4͑b͒ , but simplified to the probability of finding the qubit in each state, P 1 Ϫ P 0 . The large population shift in Fig. 4͑b͒ at f S ϭ0.755 is represented in Fig. 6͑a͒ by the peak labeled c. Slowing down the measurement has a noticeable effect when the qubit is prepared in the 0 state, shown by how the peaks grow larger from part ͑a͒ to ͑b͒ while maintaining their position, indicating that the probability of transition grows due to the slowing of the SQUID ramp rate. This suggests that the tunneling rate from the 0 to 1 state is comparable to the time over which the levels are near alignment in the SQUID ramp. If the rate were much faster, then all the population would tunnel to the 1 state. If it were much slower, then none of the population would tunnel.
Recall that the flux bias of the qubit is f q ϭ f q ext ϩM I cir /⌽ 0 . Since I cir changes as the SQUID is ramped, and f q ext is pulsed when the qubit is prepared, f q is a function of time. In the qubit's preparation, the external magnetic field is pulsed in either the positive direction ͑to prepare it in the 1 Fig. 2͒ , while the dashed lines are the paths followed when the qubit is prepared in the 0 state and in the 1 state. The plateau that occurs when the qubit is prepared in the 0 state causes sharp peaks in the data due to the time during which the qubit flux bias lingers at a level crossing. The dashed-dotted lines are the times at which the switching currents for states 0 and 1 are reached for each value of f q . well͒ or the negative direction ͑to prepare it in the 0 well͒. It returns from the preparation while the SQUID's bias current is ramping. The change in I cir during the SQUID ramp is the same regardless of the well in which the qubit is prepared. Thus, when the qubit is prepared in the 1 state, the two factors sum, while preparation in the 0 state causes the two factors to oppose one another. In the case of preparation in the 0 state, the state preparation and the M I cir magnetic fields balance for roughly 50 s, where the flux bias of the qubit is nearly constant. This is seen in Fig. 5 . When prepared in the 1 state, the curve shows a continuous change in f q , while f q plateaus briefly when the qubit is prepared in the 0 state. If this plateau corresponds to an energy bias where there is a high rate of quantum tunneling between the wells, this results in a strong probability of tunneling which gives a sharp peak in the measured data ( P 1 Ϫ P 0 ).
V. SIMULATIONS OF TRANSITIONS
To simulate the effect of the SQUID current bias ramp on the state of the qubit, an equation for the tunneling rate is needed. These measurements resemble those taken in Ref. 3 and described theoretically in Ref. 17 to give an equation for the rate of transition from the lowest energy level in one well to a high energy level in the other,
where i Ϫ1 is the transition rate for level crossing i, ⌬ i and i are the tunnel splitting and energy bias of the specific level crossing, respectively, and ⌫ i is the rate at which the qubit relaxes from the high energy level in the deeper well to one of the lower energy levels. The transition is not considered complete without this decay, which prevents the phase particle from returning to the original state. ⌬ i is a function of the quantum model of the qubit, and can be calculated from the parameters that we already know. i , the energy bias, is the energy difference between the energy levels in either well. This is equal to 4␣E J ( f q Ϫ f i ), where f i is the position, in magnetic flux bias, of the individual level crossing we are considering. We will approximate ⌫ i to be a constant for each level crossing. This relaxation to the lower energy levels is the fitting parameter, with the guideline that the higher the energy level, the more quickly it should relax. Running a simulation of the transition probability as f q changes during the SQUID current bias ramp gives Figs. 6͑a͒ and 6͑b͒, showing a match between the theoretical model and the experiment at two different ramp rates. Using this model with theoretically calculated numbers for ⌬ i , the fitted values for ⌫ i are ͑13 s͒ Ϫ1 for the first excited state, ͑15 s͒ Ϫ1 for the second, ͑75 s͒ Ϫ1 for the third ͓which corresponds to a transverse mode of the oscillator and is weakly coupled to the other energy levels͔, ͑1 s͒ Ϫ1 for the fourth, and ͑1 s͒ Ϫ1 for the fifth. These are long decay times for intrawell relaxation. Recent spectroscopy data also suggest an intrawell relaxation time on the other of tens of microseconds. 18 It should be noted that the theory allows some trade-off between ⌬ i and ⌫ i , so that a smaller ⌬ would correspond to a faster relaxation time. Environmental fluctuations may effectively decrease ⌬ i while increasing ⌫ i , implementing this trade-off. While we modeled this reduction in ⌬ i using Wilhelm's formulation, 19 the exact amount is necessarily uncertain since it depends on the total environment of the qubit, which we cannot directly observe.
There are several strong peaks in these data, including two that are right next to each other. In the quantum model of the qubit, the only point that would give two level crossings so close together would be due to a transverse mode of the three-dimensional well, which produces an energy level of the first excited state in the ⌰ ϩ direction near the energy level as the second excited state in the ⌰ Ϫ direction. We presume that we are able to observe this mode only because of an asymmetry in the two larger junctions, due to fabrication variances, since perfectly symmetric junctions would FIG. 6. The qubit state when the SQUID is ramped at a rate of ͑a͒ 4 A/ms and ͑b͒ 0.8 A/ms. The solid lines correspond to the theoretical model, while the solid circles are actual data points. The two show reasonably good agreement. The slower ramp rate results in a higher probability that the qubit will move to the 1 state, as is made clear by the growing peaks. The oscillations in ͑b͒ between f S ϭ0.748 and 0.755 are artifacts of the numerical simulation. They decrease as resolution is increased, but resolution is limited by computer memory constraints. The peak labels correspond to the avoided crossings indicated in Fig. 2 not produce a coupling between the transverse mode energy level in the deep well and the lowest state in the shallow well.
Using data from preparation in both states, we have observed energy levels within each well, which are separated from the ground state by frequencies of 28, 53, 60, and 72 GHz. This is measured from the location of the stripes when prepared in the 1 state and the location of the peaks when prepared in the 0 state, using the estimation that Ϸ4␣E J ( f q Ϫ0.5). The locations of these level crossings agree well with the energy band diagram in Fig. 2 , which is calculated by numerically finding the eigenstates of the Hamiltonian.
VI. SUMMARY
In summary, we have observed macroscopic quantum tunneling in a persistent current qubit. The observed stripes when the qubit is prepared in the 1 state, even more than the distinct variations in the state populations when it is prepared in the 0 state, indicate quantum level crossings of states in the qubit's wells. We used these observed stripes and variations to determine E C , our only unknown parameter after the results in Ref. 10 , so that the quantum simulation gives the same crossings as those measurements. Once the location of the level crossings was determined, the probability of tunneling led to an estimate of the intrawell relaxation times in the tens of microseconds. Experiments are underway to observe coherent oscillations between the states. safely neglected.͒ The total field seen by the qubit is f q ϭ f S /1.53ϩM I cir /⌽ 0 , where f S is the frustration of the SQUID from the externally applied field and I cir is the circulating current in the SQUID. Thus ⌬ f q ext ϭ f q Ϫ f S /1.53 ϭM I cir /⌽ 0 . If we use a least-squares fit to find a value of M that causes M I cir /⌽ 0 to intersect the ⌬ f q ext data points, we can solve for M, which we find to be about 25 pH. This produces the curve in Fig. 7͑b͒ that intersects the data points.
