For random selfadjoint (real symmetric, complex Hermitian, or quaternion self-dual) Toeplitz matrices and real symmetric Hankel matrices, the existence of universal limit distributions for eigenvalues and products of several independent matrices is proved. The joint moments are the integral sums related to certain pair partitions. Our method can apply to random Hankel and Toeplitz band matrices, and the similar results are given. In particular, when the band width grows slowly as the dimension N → ∞, the exact limit distribution functions are given (N (0, 1) for Toeplitz band matrices) and some asymptotic commutativity is observed.
Introduction
In Random Matrix Theory (RMT), the most important information is contained in the eigenvalues of matrices and the most prominent analytical object is the eigenvalues distribution. That is, for a selfadjoint(real symmetric, complex Hermitian, or quaternion self-dual) N × N matrix A with eigenvalues λ 1 , · · · , λ N (see [15] for self-dual quaternion matrix), then its eigenvalues distribution is the normalized probability measure
A well-known relation between the moments and the trace says:
In the same way, for a random matrix A = (a ij (ω)) N i,j=1 where a ij 's are random variables on some probability space Ω with a probability measure P , the averaged eigenvalues distribution is defined as
δ λ j (ω) dP (ω).
(1.1)
Then the relation with respect to the trace becomes
where E denotes the expectation value.
In the large N , the limit distribution of (1.1) is of much interest after the proper scaling of the eigenvalues. In [23] , Wigner found his famous semicircular law and then in [24] pointed out that the semicircular law was valid for a wide class of real symmetric random matrices. Since then much more has been done on various random matrix ensembles, first mainly from the viewpoint of mathematical physics [19] . Now random matrices occur in the different background of mathematics, physics and other areas, and are studied intensively, see a standard reference [16] . In his review paper [1] , Bai proposes the study of random matrix models with certain additional linear structure. In particular, the properties of eigenvalues distribution of random Hankel and Toeplitz matrices with independent entries are listed among the unsolved random matrix problems posed in [1] , Section 6. Bryc, Dembo and Jiang [6] proved the existence of limit distributions γ H and γ T for real symmetric Hankel and Toeplitz matrices. The moments of γ H and γ T are the sum of volumes of solids, by which we can see that γ H and γ T are symmetric and of unbounded support. At the same time Hammond and Miller [11] also proved the existence of limit distribution for symmetric Toeplitz matrices. In the present paper we shall prove the existence for real, complex and quaternion selfadjoint Toeplitz matrices (which corresponds to Dyson's index β = 1, 2 and 4 respectively), and also for real symmetric Hankel matrices, uniformly. Moreover, one can observe from our method that it is a natural expression that the moments are denoted by sums of solid volumes. On the other hand, Voiculescu [21] gave a non-trivial connection in the study of free products and of random matrices. It is worth emphasizing that the asymptotic property of free products is a far-reaching extension of the limit distribution, because the latter tells about the limit of the moments of a single matrix while the former describes the limit of joint moments of several independent matrices (see [13, 18] for references). Basing on this point of view, we also provide the limit properties of independent products for Toeplitz matrices β = 1, 2 and real Hankel matrices. In addition, our method proves to be useful for random Hankel and Toeplitz band matrices with the band width b N ∼ bN, b ∈ [0, 1] (for random band matrices we refer to [3] ). In the similar way, the moments of limit distributions for these band matrices are given as sums of solid volumes depending on b. Further, by calculating the fourth moments one can know that these limit distributions are different for different b's. In particular, when the band width b N grow slowly (b N → ∞, b N /N → 0), some asymptotic commutativity is observed.
Note that Toeplitz matrices emerge in many aspects of mathematics and physics and also in plenty of applications, see [5] for its property and [2, 8] for its connection with random matrices. Hankel matrices arise naturally in problems involving power moments, and are close to Toeplitz matrices. That is, for a Toeplitz matrix of the form T N = (a i−j ) N i,j=1 and a Hankel matrix of the form
the "backward identity" permutation, the P N T N is a Hankel matrix for any Toeplitz matrix T N , and P N H N is a Toeplitz matrix for any Hankel matrix H N . In this paper we always write a Hankel matrix H N = P N T N where some given sequence a −N +1 , · · · , a 0 , · · · , a N −1 are real-valued, thus H N is a real symmetric matrix. In addition, the Toeplitz or Jordan matrices B = (δ i+1,j ) N i,j=1 and F = (δ i,j+1 ) N i,j=1 are called the "backward shift" and "forward shift" because of their effect on the elements of the standard basis{e 1 , · · · , e N }. Then an N × N matrix A can be written in the form
if and only if A is a Toeplitz matrix where a −N +1 , · · · , a 0 , · · · , a N −1 can be taken as real, complex or quaternion numbers [12] . It is worth emphasizing that this representation of a Toeplitz matrix is of basic importance in this paper. The "shift" matrices B and F exactly present the information of the traces. We shall prove the existence of the eigenvalue distributions for random Hankel and Toeplitz matrices in Section 2. In Section 3 the similar results are stated for Hankel and Toeplitz band matrices. Especially when the band width grow slowly, the exact distributions are obtained. Then in Section 4 the limit distributions of joint moments of several independent matrices are considered. In particular for slowly growing band matrices, some asymptotic commutativity is obtained.
Hankel and Toeplitz matrices
The calculation of the moments of the limit distribution in RMT has close connections with the partitions of the set [n] = {1, 2, · · · , n}, exactly with pair partitions. Therefore, we first give some basic combinatorical concepts.
The number of blocks of π is denoted by |π|, and the number of the elements of V j is denoted by ♯V j .
(2) We always assume that V 1 , · · · , V r has the natural order according to the smallest number of every block. Therefore we can define the projection π(i) = j if i belongs to the block V j , furthermore for two elements of [n] we write p ∼ π q if π(p) = π(q).
(3) The set of all partitions of [n] is denoted by P(n), and the subset of all pair partitions, i.e. all ♯V j = 2, 1 ≤ j ≤ r, is denoted by P 2 (n). The subset of P 2 (n) consisting of such pair partitions that each contains exactly one even number and one odd number, is denoted by P 1 2 (n). Note that P 2 (n) is a void set if n is odd.
(4) For a partition π = {V 1 , · · · , V r } of [n], P(V j ), P 2 (V j ) and P 1 2 (V j ) denoting the set of the corresponding partitions of the set V j as in (3).
Let β = 1, 2, 4 and
j q i with the usual multiplication table
and a
j 's are real variables. Note that we write I B as the characteristic function of the set B.
Then we can formulate our results for Hankel and Toeplitz matrices as follows.
√ βN , β = 1, 2 and 4. Assume that a j (β) = a j (β) and {a
and further
Then µ X(N ;β) converges weakly to a symmetric probability distribution γ T which is determined by its even moments
where
Assume that {a j : j ∈ Z} are independent real random variables such that
and further sup
Then µ Y (N ) converges weakly to a symmetric probability distribution γ H which is determined by its even moments
Remark. For real symmetric Toeplitz matrices (β = 1) in Theorem 2.2, the existence of eigenvalue distribution has been proved in [6, 11] ; for real symmetric Hankel matrices with i.i.d random variables of unity variance, although the existence has been proved in [6] , we will give a new proof from which the moment representation of (2.7) emerges naturally. In addition, the idea that the moments are represented as an integral sum in RMT can trace to [3, 6] .
To prove the above theorems let us first give two lemmas about Toeplitz and Hankel matrices. Furthermore, for the convenience of the application of our method to band matrices in Section 3, we write N − 1 by b N . 
Lemma 2.4. For Toeplitz matrices
Proof. For the standard basis {e 1 , · · · , e N },
Repeat T 's effect on the basis, we have
Again, by tr(
T (s l ) e i we complete the proof of Lemma 2.4.
, we have trace formulae
Proof. Follow the same procedure as the proof of Lemma 2.4.
We are now ready to prove the main results of this section.
Proof of Theorem 2.2. Let
By Lemma 2.4 and our assumptions, it can be obtained that
Therefore, for odd k lim
It suffices to deal with m 2k,N . However, again By Lemma 2.4 and our assumptions, the contribution with the exception of all pair partitions to m 2k,N is O(N −1 ). So it suffices to consider all pair partitions of [2k] = {1, 2, · · · , 2k}. That is, for π ∈ P 2 (2k), if p ∼ π q, then it is always that j p = j q or j p = −j q . As N → ∞, j l /N converges to a uniform random variable on [−1, 1]. Considering the true contribution to the trace, it must be 2k q=1 j q = 0 according to (2.8). So we should take j p = −j q (otherwise, it is easy to see that the contribution is zero in the limit), then a jp and a jq are conjugate. Thus we can write Estimate of the moments: For π ∈ P 2 (2k), integrating with the order
and using Carleman's theorem [9] the limit distribution γ T is uniquely determined by the moments.
Proof of Theorem 2.3. Setting
By Lemma 2.5 and our assumptions, it can be obtained that
It suffices to deal with m 2k,N . However, again By Lemma 2.5 and our assumptions, the contribution with the exception of all pair partitions to m 2k,N is O(N −1 ). So it suffices to consider all pair partitions of [2k] = {1, 2, · · · , 2k}. That is, for π ∈ P 2 (2k), if p ∼ π q, then it is always that j p = j q . As N → ∞, j l /N converges to a uniform random variable on
according to (2.9). So in the limit it becomes
for the pair partition π. However, to make sure that the integral value is not zero (2.11) must be an identity, i.e. π ∈ P 1 2 (2k). Thus we get the integral representation of even moments (2.7).
Estimate of the moments: For π ∈ P 1 2 (2k), integrating with the order
and using Carleman's theorem the limit distribution γ H is uniquely determined by the moments.
Hankel and Toeplitz band matrices
In this section we will give some asymptotic results about random Toeplitz and Hankel band matrices, which can be obtained by our method. This will include the new facts that Gaussian normal distribution for random Toeplitz band matrices and an exact limit distribution for random Hankel band matrices both with slow growth of the band width. Since the preceding section provides a general method for random matrices related to Toeplitz and Hankel matrices, our aim will be to show how the applications are obtained, rather than attempt a complete list. Random band matrices have arisen in connection with the theory of quantum chaos [7, 10] . However, on the rigorous level, the eigenvalue distribution of band matrices has been studied in [3, 17] . Its connection with Free Probability Theory (FPT) is given in [20] which extends the connection between random matrices and free probability theory to a wider class of matrices. We refer to [14] for recent advances.
Consider Toeplitz band matrices as follows. Given a band width b N < N , let
Then a Toeplitz band matrix can be written by
Also Toeplitz matrices can be considered as band matrices with b N = N − 1. Note that when referring to a Hankel band matrix H, we means H = P N T where T is a Toeplitz band matrix. We will establish the limit distributions for two kinds of random band matrices under various assumptions on the growth of the band width b N :
Toeplitz band matrices
We now consider random Toeplitz band matrices whose elements satisfy the independent distributions with all finite moments. Note that we should take the proper normalization factor according to the rate of the growth of b N . With the notation and assumptions of Theorem 2.2, then µ X(N ;β) converges weakly to a symmetric probability distribution γ T (b) which is determined by its even moments 
With the notation and assumptions of Theorem 2.2, then µ X(N ;β) converges weakly to a standard normal distribution N(0,1).
Proofs of Theorems 3.1 and 3.2 are quite similar to the proof of Theorem 2.2 and will be omitted. Note that in Theorem 3.2 the slow growth of b N leads to an easy calculation of the complicated integral sum, which can be observed from (3.1). Therefore, the corresponding even moments 
Hankel band matrices
Similar to the case of Toeplitz band matrices, we state the corresponding results for Hankel band matrices. Proofs of Theorems 3.3 and 3.4 are quite similar to the proof of Theorem 2.3 and will be omitted. Note that in Theorem 3.4 the slow growth of b N leads to an easy calculation of the complicated integral sum, which can be observed from (3.2). Therefore, the corresponding even moments
With the notation and assumptions of Theorem 2.3, then µ Y (N ) converges weakly to a symmetric probability distribution γ H (b) which is determined by its even moments
which are just the moments of f (x) = |x| exp(−x 2 ).
Remark. For random reverse circulant matrices, i.e., Hankel matrices under extra conditions: x −j = x N −j , 1 < j < N , Bose and Mitra [4] obtained the same distribution of eigenvalues f (x) = |x| exp(−x 2 ) in the above theorem.
First four moments of γ T (b) and γ H (b)
We will obtain the second and fourth moments of γ T (b) and γ H (b). From the fourth moment we can read that
However, for the 2kth moments (k ≥ 3), the contributions of the various integrals to the sums (3.1) and (3.2) are in general different, which makes difficult the explicit calculations of the higher moments.
Observe that for π ∈ P 1 2 (2k), the corresponding integrals in (3.1) and (3.2) are in fact the same. Therefore, it is sufficient to calculate the integral in the Toeplitz case for every pair partition. For the pair partition π ∈ P 2 (2k), we introduce the symbol
For k=1 it is easy to obtain the second moments
When k = 2 a direct calculation for all pair partitions
and
which strictly decreases on [0,
which also strictly decreases on ( We turn to the Hankel-type distributions γ H (b). Using 3.3 one obtains that for b ∈ [0,
which strictly increases on ( Remark. In RMT, all known symmetric limit distributions of eigenvalues, i.g., semicircle law, Gauss normal law, f (x) = |x| exp(−x 2 ), and γ T (b), γ H (b), 0 < b ≤ 1. Their 2kth moments are closely related to pair partitions of 2k, more exactly, for every π ∈ P 2 (2k), there is one contribution p π ∈ [0, 1] to the 2kth moment. p π = 0, or p π = 1 for the first three densities leads us to calculating easily the exact moments (semicircle law corresponding to all non-crossing pair partitions [13, 18] ). However, for γ T (b) and γ H (b), p π becomes so different that the calculation becomes difficult. In fact, Bai [1] lists the exact forms of the limit eigenvalues distributions for random Toeplitz and Hankel matrices as one of the unsolved problems.
Products of independent matrices
In this section we consider the limit of joint moments of several independent random Toeplitz and Hankel (band) matrices, basing on the spirit of FPT. First, we recall some basic concepts in FPT. Given some probability spaces, we shall treat random matrices X whose entries X ij have all finite moments. The set of those N × N random matrices forms an algebra A N , which is actually a *-algebra. It becomes a noncommutative probability space endowed with the tracial state
Definition 4.1. For N ∈ N let (X(s, N )) s∈N be a family of independent N × N random matrices. (X(s, N )) s∈N is said to have the limit distribution ϕ as N → ∞ if ϕ is a distribution on C X s |s ∈ N and
for all s 1 , · · · , s m ∈ N, where C X s |s ∈ N denotes the algebra of polynomials in noncommutative indeterminates X s (s ∈ N) over C. Or we say that (X(s 1 , N ), · · · , X(s m , N )) converge in distribution to (X s 1 , · · · , X sm ).
We take Hankel and Toeplitz matrices as band matrices with the bandwidth b N = N − 1. The limit of joint moments will be established for two kinds of random band matrices under various assumptions on the growth of the band width
4.1
Toeplitz band matrices Assume that a j (s; β) = a j (s; β) and {a
where π = {π 1 , · · · , π r } ∈ P 2 (m).
Proof. Note that the Toeplitz elements T s 1 , · · · , T sm also satisfy the relation:
Using Lemma 2.4, similar to the proof of Theorem 2.2, the joint moments of (4.11) can be provided. 
The standard normal distributions G s 1 , · · · , G sm satisfy the similar relation:
Let X 1 , · · · , X r independent standard normal distributions. Using Lemma 2.4 and the similar proof of Theorem 2.2, we have 
Hankel band matrices
We directly state the results in Hankel case. where π = {π 1 , · · · , π r } ∈ P 1 2 (m).
Proof. Similar to the case of Theorem 4.2. This provides the proof.
Note that by (4.12) the limit of joint moments only depends on the number of odd's and even's of V j , j = 1, · · · , r. Thus, certain asymptotic commutativity can be observed.
