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Abstract
Federated learning enables collaboratively training machine learning models on
decentralized data. The three types of heterogeneous natures that is data, model,
and objective bring about unique challenges to the canonical federated learning
algorithm (FederatedAveraging), where one shared model is produced by and for
all clients. First, due to the Non-IIDness of data, the global shared model may
perform worse than local models that solely trained on their private data; Second,
clients may need to design their own model because of different communication
and computing abilities of devices, which is also private property that should be
protected; Third, the objective of achieving consensus throughout the training pro-
cess will compromise the personalities of clients. In this work, we present a novel
federated learning paradigm, named Federated Mutual Leaning (FML), dealing
with the three heterogeneities. FML allows clients designing their customized mod-
els and training independently, thus the Non-IIDness of data is no longer a bug but
a feature that clients can be personally served better. Local customized models can
benefit from collaboratively training without compromising personalities. Global
model does not have to be an out-of-the-box (OOTB) product but a meta-learner
which requires local adaptation for new participants. The experiments show that
FML can achieve better performance, robustness and communication efficiency
than alternatives.
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1 Introduction
The protection of data privacy is increasingly critical in the big data era. It is not only a public
concerns, but a rule enforced by laws such as General Data Protection Regulation (GDPR) in the
European Union. Data massively distributed in devices (e.g. mobile phones, wearables, IoTs) or
in organizations (e.g. hospitals, companies, courts) should not be collected in central server but
stay locally in the form of isolated islands. The locally fixed data give rise to the challenge for
machine learning. Federated learning (FL) [1] is a machine learning setting where clients can
collaboratively train a shared model under the orchestration of central server, while keeping the
training data decentralized[2]. It is an emerging technique that helps us out of the dilemma of “data
island”, and derives many applications like mobile apps, autopilots, healthcares, and financial services
etc. However, researches on federated learning are perplexed by some unique challenges, among
which we focus on in this paper is the heterogeneous natures. Here we summarize them as the specific
three types of heterogeneities:
1. Data Heterogeneity: Instead of the independent and identically distributed (IID) data in
centralized machine learning task, the isolated data in a federated setting are in a Non-IID
manner. It means that the data, {(X1,Y1), · · · , (Xk,Yk)}, distributed in different clients
i, j ∈ {k} may generated by distinct distribution (x, y) ∼ Pk(x, y) 6= Pj . This statistical
heterogeneity of data leads to significant accuracy reduction compared to IID data manner,
which can be explained by the weight divergence[3] at the stage of model weights averaging.
2. Model Heterogeneity: The prototypical federated learning algorithm (FederatedAveraging)
[1] where the global model is integrated by averaged weights
∑n
i=1
nk
n w
k, cannot fulfill the
requirement of customized models for various devices such as mobile phones, wearables,
and IoTs. Each client has different communication and computing capabilities, different
representation of local data[4, 5] , or the need of fast deployment to devices by neural
architecture search (NAS)[6], for which they may require to design their own models.
Besides, local model also involves privacy issues, which can be regarded as private property
that should be protected from being stolen.
3. Objective Heterogeneity: The objective of federated learning is ambiguous. Is training a
single model the right goal? On the one hand, federated learning aims to train a global model
for all clients and new participants; On the other hand, clients participated in training process
will compromise their personalities on achieving consensus. There is tradeoff between local
and global model. Also, it is in doubt that whether the federated-pre-trained model should
have to be an out-of-the-box (OOTB) product.
In this work, we propose a novel paradigm for federated learning, named Federated Mutual Leaning
(FML), in response to these three heterogeneities, which is the main contribution of our method. First,
FML deals with data heterogeneity by enabling training independent models, so that the Non-IIDness
of data is no longer a bug but a feature that clients can be personally served better; Second, FML
allows clients designing their customized models for various devices and protecting their model
from being stolen; Third, local customized models can benefit from collaboratively training without
compromising personalities meanwhile global model does not have to be an out-of-the-box (OOTB)
product but a meta-learner which requires local adaptation for new participants. The experiments
show that FML can achieve better performance, robustness and communication efficiency than
alternatives.
2 Related Work
Data Heterogeneity The canonical federated learning algorithm (FederatedAveraging) is to train
a global model in a distributed manner. The difference between federated learning and distributed
learning (usually refers to distributed training in data center) is whether the data of clients are fixed
locally and cannot be accessed by others. This feature bring the safety of data privacy, but leads to
the Non-IID and unbalanced data distribution that makes the training process harder. The difficulty of
training Non-IID data is the accuracy reduction. Zhao et al. [3] explains that due to the Non-IIDness,
the fact of accuracy reduction can be understood in terms of weight divergence, which result in
nonegligible deviation from correct updates at the stage of averaging. The author also proposes a
data-sharing strategy by creating a small globally-shared subset of data. This strategy can effectively
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improve the accuracy, and for privacy safety, the shared-data can be extracted with distillation[7], or
generated by generative adversarial network (GAN)[8]. Many theoretical works are also made for
FederatedAveraging focusing on convergence analysis and relaxing the assumptions in the Non-IID
setting[9, 10, 11]. However, these strategies cannot achieve comparable performance as in IID setting.
Model Heterogeneity Although individual requirement of various clients bring about the model
heterogeneity, it is also intimately related to the data heterogeneity since customized model of
each client makes the Non-IIDness a feature rather than a bug in training processing[2]. Smith
et al. [12] introduce a MOCHA framework for multi-task federated learning, dealing with high
communication cost, stragglers, and fault tolerance. Khodak et al. [13] presents an Average Regret-
Upper-Bound Analysis (ARUBA) theoretical framework for analyzing gradient-based meta-learning.
These frameworks allows separate models training but the architectures of model are still controlled by
central server. Li and Wang [14] proposes a decentralized framework based on knowledge distillation,
which enables federated learning for independently designed models. However, this method requires a
public dataset but have no global model for subsequent use. It also does not support new participation,
since new participants may wreck established models.
Objective Heterogeneity The objective of the traditional Federated Learning is to train a global
model which can be used for all the clients. However, in the personalization situation, Yu et al. [15]
shows that some participants may not benefit from the global model when the global model is less
accurate than the local model. For some clients whose local dataset is small, the global model will be
overfitted to these local data which influence its personalization ability. Jiang et al. [16] point out
that optimizing only for the global accuracy will make the model harder to personalize. Therefore,
Jiang proposed three following objects for the personalization of Federated learning.(1) developing
improved personalized models that benefit a large majority of clients; (2) developing an accurate
global model that benefits clients who have limited private data for personalization; (3) attaining fast
model convergence in a small number of training rounds.
3 Methodology
The aim of typical federated learning is to learn a shared model over decentralized data. In the
federated setting, data cannot be collected in central server and should be locally fixed on various
devices, to protect data privacy. However, typical federated learning is not considerable and flexible,
where the shared global model suffers from serious accuracy reduction in Non-IID manner, (x, y) ∼
Pk(x, y) 6= Pj ; Local model have to be the same structure because the aggregation method is
weighted averaging, wglobal ←∑Kk=1 nkn wk; local models must compromise their personalities on
achieving consensus during training process, and the single global is an out-of- the-box (OOTB)
product. The strategy to solve these problems is training distinct models for each clients. In this
section, we introduce the Federated Mutual Learning (FML) for the federated setting, to handle these
challenges of federated learning.
3.1 Typical Federated Learning Setup
The aim of typical federated learning (FederatedAveraging) is to learn a single shared model over
decentralized data, which is to minimize the global objective min f(w) in the distributed manner,
where the whole dataset is the union of each decentralized data, and the loss function is the sum of
each private data point f(w) = 1n
∑n
i=1 fi(w). Given private data, which is (Xk,Yk) generated by
distinct distribution Pk(x, y) from K clients, federated learning on each client starts with copying
the weight vector wk ∈ Rd from the global model. Each clients then conducts local update that
optimizing the local objective by gradient decent method for several epochs:
Fi(w
k) =
1
nk
∑
i∈Pk
fi(w
k), wk ← wk − η∇Fk
(
wk
)
, (1)
whereFk(wk) is the loss function of the k-th client, nk is the number of local samples, η is the learning
rate, and∇Fk
(
wk
) ∈ Rd is the gradient vector. Note that the expectation EPk [Fk(w)] = f(w) may
not hold because Pk 6= Pj in the Non-IID setting. After a period of local updates, clients transmit
local model weights wk to the parameter server, who then aggregates these weights by weighted
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averaging: wglobal ←∑Kk=1 nkn wk, where wglobal is the weights of the global model, and n is the
number of samples over all clients. Repeat the whole training process until the global model gets
convergence, and the single shared global model can learn from collaboratively training without
sharing private local data. However, the training of local model is directly on the copy of the global
model, so the typical federated learning will face the problems previously described. Training distinct
models for clients is a natural way to solve these problems.
3.2 The Process of Deep Mutual Learning
Model 1
Model 2
logits predicts labels
KL(p1||p2) KL(p2||p1)
Figure 1: Deep Mutual Learning
In order to achieve training distinct models, we introduce the Deep mutual learning (DML) [17].
DML is a deep learning strategy derived from knowledge distillation [18]. Typical knowledge
distillation is first proposed to transfer dark knowledge from a powerful large network or ensemble to
a small network, in order to meet the low-memory or fast execution requirements. Different from
the one-way knowledge transfer that from a static well-trained teacher to a untrained student in
knowledge distillation, DML does not require a pre-trained teacher, that student and teacher can learn
from each other throughout the training process.
The process of DML shows in Figure1: A set of training samples input to two deep networks w1
and w2, and each model trains itself on the same data with two loss functions: prediction loss and
consensus loss (usually Cross Entropy and Kullback Leibler (KL) Divergence), for fitting the same
data and achieving consensus at the meantime:
Lw1 = LC1 +DKL (p2‖p1) ,
Lw2 = LC2 +DKL (p1‖p2) , (2)
where p1 and p2 are the logits of two networks. The aim of the two models is training themselves
on the same data meanwhile distilling dark knowledge from each other. Repeat the training process,
models trained in this way can achieve better performance than independent training. Note that the
two networks need not be the same architecture, as well as the direction of knowledge transfer is
two-way. With these two properties, DML can help achieve training distinct models in federated
learning.
3.3 Federated Mutual Learning
Three factors draw our attention in FederatedAveraging:
• First, the method suffers from bad performance in the Non-IID setting, especially in ex-
tremely unbalanced distribution, explained by weight divergence in [3].
• Second, models of each client must have the same architecture. This is reasonable for some
applications like Mobile APPs, since all clients have been normalized like using similar
devices. However, if clients are different devices such as vehicles, robots, or databases,
who may need to design their own models for personal use and protect customized model,
FederatedAveraging does not work.
• Third, that the objective of FederatedAveraging is to train a single shared global model
is not considerate and flexible. Even the performance of global model is acceptable, the
personalities of clients have been neutralized for achieving global consensus. In addition, the
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Figure 2: Federated Mutual Learning
single shared model has to be an out-of-the-box (OOTB) model, which is preferred for new
participants that have few data, but it is reasonable to train global model as an meta-learner,
who has better adaptability for clients that have not a few data.
In our consideration, the Non-IIDness should not be a bug in the training process, but the feature that
we can serve each individual better. Thus we propose a novel federated learning paradigm, named
Federated Mutual Leaning (FML), that deals with these problems. We consider federated learning as
a knowledge transfer process across global model and local models, and implement it by deep mutual
learning (DML). For each client in FML, there are two models inside (Figure 2): One is the meme
model that is the medium of knowledge transfer between global and local models, and another is the
customized local model that clients designed for privately use.
In the training process, FML starts with an initial global model, which is controlled by the central
server. All clients start an initial customized local model or use the model provided by central server,
which is optional on demand. Clients then fork the global model as its meme model and start local
update. Instead of directly training the copy of the global model, the local update for each client is
executing DML between meme model and local model for several epochs. We rewrite equation 2 as:
Llocal = αLClocal + (1− α)DKL (pmeme‖plocal) ,
Lmeme = βLCmeme + (1− β)DKL (plocal‖pmeme) , (3)
where α and β are the hyper-parameters. The direction of knowledge transfer between meme and
local model is two-way, that meme model transfer global knowledge to local model and meanwhile
local model gives feedback, and the two models are both training on private data. After finishing
local update, each client pulls its trained meme model to central server and these meme models are
merged into the global model. Repeat the whole process until convergence, and the algorithm shows
as follows:
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Algorithm 1 Federated Mutual Learning:
Server executes:
initialize the global model global0
for each round t = 1, 2, . . . do
for each client k in parallel do
memekt+1 ← ClientUpdate(memekt )
end for
Merge: globalt+1 ← 1K
∑K
k=1meme
k
t+1
end for
ClientUpdate:
initialize the local customized model localk0
Fork: memekt ← globalt
for each epoch e = 1, 2, . . . do
Execute DML between memekt&local
k
t on local data (Xk,Yk)
end for
Tt-1 t t+1 t+2t-20 … …
Meme
Model
Local
Model
Mutual
Distillation
Figure 3: Continuous Local Distillation
Note that the weighted average item nkn in FederatedAveraging is abandoned in our approach, which
discussed in Section 6 . From the global perspective, the global model is produced by averaging
meme models, where the meme models have distilled knowledge from local models and private data.
Thus the FML would degrade into typical FederatedAveraging if β = 1. From the local perspective,
local models conduct continuously distillation process on local data, and distill knowledge from
meme models at each round, shows in Figure 3. It is the merge of meme models that enables local
models to benefit from collaboratively training. Throughout the whole process, local models are not
replaced by the copy of global model and never leave the clients, so local models only serve clients
privately, and the privacy of local model is protected.
After several periods of federated training, the global model does not have to be an out-of-the-box
(OOTB) product. It is reasonable that some clients have no data, but FML can provide better personal
service for clients with local private data, which are preferred to join the federated community, both
for training and service. When a new participant join the federated community, the client can choose
to initial a customized model or use the model provided by the central server and executes local
adaptation by DML. The workflow of FML shows in Figure 4. The global model can be regarded as
a meta-learner [16] for different applications and tasks, where the federated training of global model
can be reformulated as FO-MAML, which yield a global model that easier to personalize. Therefore,
the new participant can initialize with a meta-learner that achieves better performance after local
adaptation.
4 Experiments
In this section we validate the performance, robustness and communication efficiency of FML. We
show that FML can achieve better performance than FederatedAveraging both in IID and Non-IID
setting. Non-IIDness of data becomes a feature that clients can be personally served in FML. Local
customized model can benefit from collaboratively training without compromising personalities.
FML also shows better robustness and communication efficiency than FederatedAveraging.
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Figure 4: The Workflow of FML
Experiment settings We are motivated by image classification task which is basic for various
applications and devices. We test FML on three datasets with five types of models. Three datasets
are MNIST, CIFAR10 and CIFAR100. Five types of model are multi-layer perceptron (MLP) in [1],
LeNet5 [19], a convolutional neural networks (CNN1) with two 3x3 convolution layers (the first
with 6 channels, the second with 16, each followed with 2x2 max pooling and ReLu activation), a
convolutional neural networks (CNN2) with three 3x3 convolution layers (the three with 128 channels
followed with 2x2 max pooling and ReLu activation), and ResNet18 [20].
We divide the datasets into three subsets: training set, test set and validate set. The overall training
set are balanced divided for each client, for example, 50000 training samples are split into five pieces
of 10000 training samples. When each client receives training data, 90% of them (9000 samples) are
use for private training set, and 10% of them (1000 samples) are used for private validate set. The
10000 test samples are used for testing global model.
We training five clients in both IID and Non-IID settings. In the IID setting, training data are shuffled
before being partitioned, and randomly distribute to each client, where samples over each client
(xk, yk) ∼ Pk(x, y) = Pj ; In the Non-IID setting, we sort the data by digit label, each client
is randomly assigned 2 partitions that only includes two classes, where samples over each client
(xk, yk) ∼ Pk(x, y) 6= Pj , which belongs to label distribution skew [2]. This extreme distribution
lets us explore the degree to which our algorithms will break on highly non-IID data. Both of these
partitions are balanced.
Results To validate performance of FML, we first use the same architecture of models in FML, in
order to compare with FedAvg, who aims to train a single model. We conduct FML and FedAvg on
five models with the same architecture over IID and Non-IID private training data. Table 1 shows
FML achieve better performance than FedAvg over test set in all experiments. In the Non-IID setting,
the overall performance gets worse than that in the IID setting shows in Table 2. For FML, Non-IID
is the feature that clients can be served better by local model. Figure 5 compares the performance of
local models of FedAvg and FML over private validate set in IID and Non-IID settings. In addition,
we empirically demonstrate that FML allows less communication rounds than FedAvg, shows in
Figure 5. The remaining results are shown in supplementary material.
7
Table 1: Global accuracy over IID data
MNIST CIFAR10 CIFAR100
MLP LeNet5 CNN1 CNN2 CNN2 ResNet18
FedAvg 98.27 68.13 81.23 74.86 54.50 55.75
FML 98.36 72.09 82.89 82.66 59.36 57.43
Table 2: Global accuracy over Non-IID data
MNIST CIFAR10 CIFAR100
MLP LeNet5 CNN1 CNN2 CNN2 ResNet18
FedAvg 90.98 50.21 59.69 66.84 46.83 21.29
FML 91.10 50.45 62.45 70.64 47.87 18.94
5 Conclusion
This paper focus on the three types of heterogeneous natures that is data, model, and objective in
canonical federated learning algorithm (FederatedAveraging). We present a new federated learning
paradigm, Federated Mutual Leaning (FML), dealing with the Non-IIDness, distinct model archi-
tecture and ambiguous objective. Clients in FML can design their customized models and train
independently, which make the Non-IIDness of data a feature that clients can be personally served
better. Local customized models can benefit from collaboratively training without compromising
personalities. Global model is regarded as a meta-learner which can achieve better performance after
local adaptation for new participants. The experiments show the better performance, robustness and
communication efficiency of FML than alternatives.
6 Discussion
Catfish Effect Since the FML can deal with model heterogeneity, various clients allows training
models with different dimensions and architecture. The capabilities of models of various clients may
be different. In our experiment, we observed a natural or social phenomena in some case, catfish
effect, that models with low capabilities (sardines) can be improved by a model with high capability
(catfish), compared to FML with only sardines. On the contrary, if there exists a badly-trained model
in FML, the overall performance of other clients have little effect. This feature may derive some
research about adversarial training in federated learning in the future.
Dynamic Alphabeta In our experiments, the proportions of cross entropy loss and KL loss of local
(α) and meme model (β) are fixed. However, we find it significantly important for training local and
global model. Dynamic alphabeta at different stage of training can improve both global and local
performance. From our experience, the improvement of local model attribute to well-trained global
model at later stage, whereas the improvement of global model attribute to well-trained local models
at early stage. Thus, a larger α in early stage and a larger β in later stage is preferred.
Privacy and Fairness In this paper, we introduce the model privacy. FML allows customized
models, which is also the private property of individuals, so that local customized model should
be protected from being stolen. In addition, the average item nkn in Section 3.3 is abandoned in
consideration of privacy and fairness. One the one hand, the number of samples nk on each client
should not be exposed to central server, since it might be an auxiliary for stealing privacy by attacker;
on the other hand, the different nk leads to fairness problem, that client with large mount of samples
will take a big part in model training, which is not appropriate in some applications. Instead, we
abandon this item and consider each client as equal rather than each sample.
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Figure 5: (a) shows the accuracy of local model over private validate set with FML and FedAvg in
the IID and Non-IID settings; (b) shows the accuracy of global with different communication rounds
Broader Impact
Federated learning is not only a technical standard, but also a “win-win” business model. Federated
learning, as the underlying technology for Al’s development, can drive cross-disciplinary enterprise-
level data cooperation and help enterprises participate in the globalization. The cross-silo federated
learning can benefit from Federated Mutual Learning (FML), since clients may have rather sufficient
data and need to design customized local model. On the contrary, the cross-device federated learning
might not suitable for FML, since clients may not have sufficient data and the requirement of
customized models.
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