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Abstract
We study subpolytopes n(d) of the Birkhoff polytope n of doubly stochastic matrices
of order n whose rows and columns (or just one row or just the main diagonal) are majorized
by a given stochastic vector d. In addition, we consider the (not necessarily convex) set ∗n(d)
of matrices in n whose rows and columns majorize d.
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1. Introduction
Let n denote the Birkhoff polytope consisting of all doubly stochastic matri-
ces of order n (nonnegative matrices where each row sum and each column sum
are 1). The Birkhoff–von Neumann theorem says that n is the convex hull of all
permutations matrices (of order n). In fact, the permutation matrices are the ver-
tices of n. There are important connections between doubly stochastic matrices
and majorization. Hereafter vectors are treated as column vectors. If u, v ∈ Rn one
says that u majorizes v, denoted by u  v, provided that∑kj=1 u[j ] ∑kj=1 v[j ] for
k = 1, . . . , n− 1 and∑nj=1 uj =∑nj=1 vj . Here u[j ] denotes the jth largest number
among the components of u. A well-known theorem of Hardy, Littlewood and Pólya
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(see [6]) says that u  v if and only if there is a doubly stochastic matrix A such that
Au = v.
We let Sn denote the set of stochastic vectors in Rn, that is, nonnegative vectors
the sum of whose elements equals 1. A line in a matrix is one of the rows or columns
of the matrix (viewed as a column vector). The main object of our study may be
defined as follows:
n(d) =
{
A ∈ n : each line in A is majorized by d
}
. (1)
Note that, when x ∈Sn, x ≺ d is equivalent to
∑
j∈S
xj 
|S|∑
j=1
d[j ] for each S ⊆ {1, . . . , n}. (2)
Thus, the majorization constraints in (1) are (n2n+1) linear inequalities so n(d)
is a bounded polyhedron in Rn×n, i.e., a polytope. We call n(d) a majorization-
constrained Birkhoff polytope.
We indicate a motivation for studying n(d). Consider a transportation problem
where some goods are to be shipped from n suppliers to n customers. For simplicity,
we assume that all supplies and demands are equal, say equal to 1. A transportation
plan may be viewed as a matrix A ∈ n where ai,j is the amount (fraction) to be
sent from supplier i to customer j. We may now impose additional constraints on A
to assure a certain diversification of the supplies to each customer and also for the
deliveries from each supplier. This may be achieved by restricting A to lie in n(d).
The pattern P(A) of a doubly stochastic matrix A is defined as follows. P(A)
is the (0, 1)-matrix of the same order as A with a 1 in those positions in which A
has a nonzero element. It follows from the Birkhoff–von Neumann theorem that a
(0, 1)-matrix B /= O is the pattern of a doubly stochastic matrix if and only if for
each position (i, j) of B containing a 1 there is a permutation matrix P with P  B
that contains a 1 in position (i, j). Such a matrix B is called a matrix of total support.
For a treatment of doubly stochastic matrices in connection with majorization, see
Chapter 2 of [6]. In [2] one discusses a set of doubly stochastic matrices associated
with a given majorization, see also [5] for a related study. A discussion of doubly
stochastic matrices and bipartite graphs is found in [1]. We let O denote an all zeros
matrix or vector of suitable dimension. We let e (J) denote an all ones vector (matrix)
of suitable dimension. Moreover, ej denotes the jth unit vector. We say that a vec-
tor d = (d1, d2, . . . , dn) ∈ Rn is monotone if d1  d2  · · ·  dn. The support of a
vector x ∈ Rn is the set {j  n : xj = 0}.
In Sections 2–4 we investigate n(d), its basic properties and vertices. Two vari-
ations of n(d) are treated in Sections 5 and 6: the cases where only a single row or
the diagonal of the matrix satisfies a majorization constraint. In addition, in Section
7, we consider the (not necessarily convex) set ∗n(d) of matrices in n whose rows
and columns majorize d.
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2. Basic properties
Some elementary properties concerning majorization-constrained Birkhoff poly-
topes are collected in the following proposition. Let Cd denote the cyclic matrix
whose first row is d and whose every other row is obtained from the previous one by
shifting components to the right in a cyclic manner. For instance, when n = 3 we get
Cd =

d1 d2 d3d3 d1 d2
d2 d3 d1

 .
Proposition 2.1. Let d, d ′ ∈Sn. Then the following properties hold:
(i) Cd ∈ n(d).
(ii) d ≺ d ′ if and only if n(d) ⊆ n(d ′).
(iii) n(d) = n(d ′) if and only if d is a permutation of d ′.
(iv) (1/n)J ∈ n(d) ⊆ n(e1) = n.
(v) If T ′, T ′′ ∈ n and A ∈ n(d), then T ′AT ′′ ∈ n(d).
(vi) n(d) contains a nonsingular matrix if and only if d = (1/n)e.
(vii) dim(n(d)) = 0 if d = (1/n)e and dim(n(d)) = (n− 1)2 otherwise.
Proof. (i) Each line in Cd is a permutation of d and therefore majorized by d. More-
over,Cd is doubly stochastic as d is stochastic. (ii) Ifn(d) ⊆ n(d ′), then it follows
from (i) thatCd ∈ n(d ′). In particular the first row ofCd , which is d, must be major-
ized by d ′. The converse implication is trivial. (iii) Follows from (ii) and the fact that
if d ≺ d ′ ≺ d then d is a permutation of d ′. (iv) Since (1/n)e ≺ d ≺ e1 we get from
(ii) that n((1/n)e) ⊆ n(d) ⊆ n(e1). But the only vector in Sn which is major-
ized by (1/n)e is (1/n)e itself, and every stochastic vector is majorized by e1, and
(iv) follows. (v) Each of the matrices T ′, T ′′ ∈ n may be written as convex combi-
nations of permutation matrices (due to Birkhoff’s theorem), say T ′ =∑j λjT ′j and
T ′′ =∑k µkT ′′k where λj , µk  0 and ∑j λj = 1 and ∑k µk = 1. Thus
T ′AT ′′ =
∑
j
λj
∑
k
µkT
′
jAT
′′
k .
It is clear that a matrix obtained from A ∈ n(d) by line permutations also lies
in n(d). Thus each matrix T ′jAT ′′k lies in n(d). As n(d) is convex, each ma-
trix Zj :=∑k µkT ′jAT ′′k also lies in n(d). And, again by convexity, we have that
T ′AT ′′ =∑j λjZj ∈ n(d). (vi) If d = (1/n)e, then the only matrix in n(d) is
(1/n)J which is singular. If d = (1/n)e one can find a suitably small  > 0 such
that the matrix (1 − )(1/n)J + I lies in n(d) and this matrix is nonsingular.
(vii) If d = (1/n)e, then n(d) consists of a single matrix, so dim(n(d)) = 0.
Assume that d = (1/n)e and consider x = (1/n)e. As d[1] > d[n] it follows that
x(S) <
∑|S|
j=1 d[j ] for each nonempty strict subset S of {1, . . . , n}. Thus, the matrix
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(1/n)J satisfies each of the defining inequalities (2) strictly. It follows that the only
implicit equalities for n(d) are the 2n equations saying that every line sum is 1.
This implies that dim(n(d)) = dim(n) = (n− 1)2. 
Example. Let n = 2. Let d = (d1, d2) where d1  1/2 and d2 = 1 − d1. Each A ∈
2(d) may be written
A =
[
x 1 − x
1 − x x
]
,
where x ∈ [0, 1]. The majorization constraints become simply x  d1 and 1 − x 
d1. It follows that 2(d) is the convex hull of the two matrices[
d1 d2
d2 d1
]
,
[
d2 d1
d1 d2
]
.
In the following section we study the vertices of n(d) more generally.
If d ∈Sn is one of the unit vectors we have seen thatn(d) becomes the Birkhoff
polytope. Thus one may ask what n(d) is when d has small support. In particular,
assume that d = (d1, 1 − d1, 0, . . . , 0) where d1  1/2. A vector x ∈Sn satisfies
x ≺ d if and only if xj  d1 for j = 1, . . . , n. Thus, in this case we obtain
n(d) = n ∩ [0, d1]n×n.
We shall study this special case further in Section 4.
An important class of doubly stochastic matrices comes from unitary matrices. If
U is a unitary matrix of order n, then the matrix A = [|ui,j |2] is doubly stochastic.
Let d ∈Sn. Which unitary matrices are such that the associated doubly stochastic
matrix A lies in n(d)? To answer this, let Ui be the ith row in U and for S ⊆
{1, . . . , n} we define the subvector Ui[S] = (ui,j : j ∈ S). Similarly, Uj is the jth
column and Uj [S] is the subvector corresponding to the index set S. Assume that d
is monotone, i.e., d1  d2  · · ·  dn. Then U is such that [|ui,j |2] ∈ n(d) if and
only if ‖Ui[S]‖2  (∑|S|k=1 dk)1/2 and ‖Uj [S]‖2  (∑|S|k=1 dk)1/2 for each i, j  n
and S ⊆ {1, . . . , n}. Thus, these conditions represent upper bounds on the norms
of all subvectors of lines in U, and these bounds (given by d) only depend on the
dimension of the subvector.
We may bound the determinant of every matrix in n(d) using Hadamard’s in-
equality.
Proposition 2.2. Let A ∈ n(d). Then
| det(A)|  ‖d‖n2 .
Proof. Let Aj denote the jth column of A. Since A ∈ n(d) we have that Aj ≺ d
and therefore ‖Aj‖22  ‖d‖22 as the function x → ‖x‖22 is Schur-convex (see [6]).
(In fact, a basic theorem of Hardy, Littlewood and Pólya says that x ≺ d if and only
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if
∑
j g(xj ) 
∑
j g(dj ) holds for every convex function g : R → R. Apply this
result with g(t) = t2.) Thus, from Hadamard’s inequality on determinants we get
| det(A)|  ‖A1‖2 · · · ‖An‖2  ‖d‖n2. 
If d = ej for each j, then ‖d‖2 < 1 and if, moreover, n is large, then it follows
from Proposition 2.2 that every matrix in n(d) is “nearly singular”.
3. Vertices of n(d)
In this section we investigate structural properties of the vertices of n(d), but
first we need some preparations.
Let d be a nonincreasing, stochastic vector inSn. Let x be a vector of size n such
that x ≺ d (x is majorized by d). Thus
k∑
j=1
x[j ] 
k∑
j=1
dj (k = 1, 2, . . . , n)
with equality for k = n. There exists a finest ordered partition
(S1, S2, . . . , Sp)
of {1, 2, . . . , n} into nonempty sets such that∑
j∈Si
xj =
si∑
j=si−1+1
dj (i = 1, 2, . . . , p),
where S0 = ∅, s0 = 0 and si = |S1| + |S2| + · · · + |Si | (i = 1, 2, . . . , p). This or-
dered partition is called the d-partition of x.
We say that a vector x is a strict convex combination of vectors y and z provided
x = cy + (1 − c)z for some real number c with 0 < c < 1.
Lemma 3.1. Let x, y, and z be vectors each of which is majorized by d. Suppose
that x is a strict convex combination of y and z. Then the d-partition of y, and of z,
is a refinement of the d-partition of x.
Proof. Let (S1, S2, . . . , Sp) be the d-partition of x. Since x is a strict convex combi-
nation of y and z, say x = cy + (1 − c)z where 0 < c < 1, we get
(∗)
∑
j∈S1
xj = c
∑
j∈S1
yj + (1 − c)
∑
j∈S1
zj .
This implies that
s1∑
j=1
dj =
∑
j∈S1
xj  max


∑
j∈S1
yj ,
∑
j∈S1
zj

 
s1∑
j=1
dj
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as each of y and z is majorized by d. So, since 0 < c < 1 in (∗), we obtain∑
j∈S1
yj =
∑
j∈S1
zj =
s1∑
j=1
dj .
By induction we have∑
j∈Si
yj =
∑
j∈Si
zj =
si∑
j=si−1+1
dj (i = 1, 2, . . . , p),
and the lemma follows. 
Below we introduce graphs having vertex set V := {(i, j) : 1  i, j  n}. Thus,
there is a vertex for each entry in a matrix of order n. We also define Vi := {(i, 1),
(i, 2), . . . , (i, n)} (the vertices in row i) and V j := {(1, j), (2, j), . . . , (n, j)} (the
vertices in column j). A bi-family P of partitions of V consists of an ordered partition
of the set Vi given by
(Ri1, Ri2, . . . , Ripi ) (i = 1, 2, . . . , n)
and an ordered partition of the set V j given by
(C1j , C2j , . . . , Cqj j ) (j = 1, 2, . . . , n).
Let rij = |Rij | (i = 1, 2, . . . , n; j = 1, 2, . . . , pi). On each of the sets Rij we
consider a complete graph Krij whose edges are colored red. Let cij = |Cij | (j =
1, 2, . . . , n; i = 1, 2, . . . , qj ). On each of the sets Cij we consider a complete graph
Kcij whose edges are colored blue. The colored-graph G(P) is the graph which
is the union of all the complete red-graphs Krij and all the complete blue-graphs
Kcij . The colored-graph G(P) has vertex set equal to V. We remark that G(P) is
independent of the actual ordering of the parts in each partition of P.
Now let A = [aij ] be a matrix in n(d). Then each line of A is majorized by d.
Thus corresponding to row i of A there is a d-partition of the set Vi : (Ri1, Ri2, . . . ,
Ripi ) (i = 1, 2, . . . , n). Similarly, corresponding to column j there is a d-partition of
the set V j : (C1j , C2j , . . . , Cqj j ) (j = 1, 2, . . . , n). Thus, A and d induce a bi-family
of partitions of V which is denoted by PdA. Note that aij > 0 for each nonisolated
vertex (i, j) of the colored-graph G(PdA).
Based on these concepts we may give a combinatorial characterization of the
vertices of the majorization-constrained Birkhoff polytope n(d).
Theorem 3.2. The matrixA = [aij ] ∈ n(d) is a vertex ofn(d) if and only if there
are no alternating red–blue cycles in the colored-graph G(PdA).
Proof. First suppose that there is an alternating red–blue cycle γ in G(PdA). Then
it follows that there is a (0, 1,−1)-matrix D /= O of order n such that the sum of
the elements of D in the positions in each Rij , and likewise in each Cij , equals 0. In
addition, there is a positive number  such that the matrices A± D are in n(d) (as
aij > 0 for those (i, j) where dij is nonzero). Since
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A = 12 (A+ D)+ 12 (A− D),
A is not a vertex of n(d).
Now suppose that A is not a vertex of n(d). Then there exist matrices B = [bij ]
and C in n(d) with A /= B,C such that
A = 12B + 12C.
It follows from Lemma 3.1 that the d-partitions of row i (respectively, column i)
of B and C are refinements of the d-partition of row (respectively, column) i of A
(i = 1, 2, . . . , n). Since A /= B, there exist (u, v) such that auv > buv . Since the d-
partition of row u of B is a refinement of the d-partition of row u of A, there exists
w /= u such that auw < buw, and u and w belong to the same set of the d-partition of
row u of A. Since the d-partition of column w of B is a refinement of the d-partition
of column w of A, there exists a t such that atw > btw, and t and w belong to the
same set of the d-partition of column w of A. Continuing like this (usual argument),
we see that there is an alternating red–blue cycle in G(PdA). 
Remark. A more general set than n(d) is the polytope
n(d1, d2, . . . , dn; e1, e2, . . . , en),
where row i is majorized by di and column i is majorized by ei (i = 1, 2, . . . , n).
Here each di and ei is a given stochastic vector. n(d1, d2, . . . , dn; e1, e2, . . . , en) is
nonempty as it contains the matrix of order n with all elements being 1/n. Moreover,
we see that the vertex characterization of Theorem 3.2 also holds in this more general
situation (where the vertex partition of V for each line is induced by the correspond-
ing vector di or ej ). We return to this in Section 5 for a special choice of the vectors
d1, d2, . . . , dn; e1, e2, . . . , en.
A bi-family P of partitions of V such that the colored-graph G(P) has no alter-
nating red–blue cycle is called acyclic. Thus Theorem 3.2 says that a matrix A in
n(d) is a vertex if and only if PA is acyclic. We now investigate acyclic partitions
further (independent of d).
Let H be the simple graph with vertex set V and with edges such that the sub-
graphs H [Vi] and H [V j ] are complete (1  i, j  n). By a monotone path in H
we mean a path with edges [(i, j1), (i, j2)], [(i, j2), (i, j3)], . . . , [(i, jt−1), (i, jt )]
where j1 < j2 < · · · < jt or a path with edges [(i1, j), (i2, j)], [(i2, j), (i3, j)], . . . ,
[(it−1, j), (it , j)] where i1 < i2 < · · · < it (if t = 0 the path is trivial). A monotone
forest F in H is a (spanning) forest such that each component of the subgraphs F [Vi]
and F [V j ] (i, j  n) is a monotone path. These components give rise to a bi-family
of partitions of V which we denote byPF . Fig. 1 shows a monotone forest F with five
components. For instance, the (unordered) partition of V 2 is {(1, 2), (3, 2), (4, 2)},
{(2, 2)}, {(5, 2)}.
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Fig. 1. A monotone forest (n = 5).
Proposition 3.3. If F is a monotone forest in H, then the bi-familyPF of partitions
of V is acyclic. Conversely, if P is an acyclic bi-family of partitions of V, then there
is a unique monotone forest F such that PF = P.
Proof. Let F be a monotone forest in H. Assume that there is a an alternating cycle
γ in the associated colored-graph G(PF ). If we replace each edge e in γ by the
corresponding monotone path between the endvertices of e, we obtain a closed di-
rected walk in F, contradicting that F is a forest. So G(PF ) has no alternating cycle,
and PF is acyclic. Conversely, let P be an acyclic bi-family of partitions of V, so
P contains an ordered partition (Ri1, Ri2, . . . , Ripi ) of the set Vi for each i and an
ordered partition (C1j , C2j , . . . , Cqj j ) of the set V j for each j. For each Rij there is
a unique monotone path with vertex set Rij . Similarly, there is a unique monotone
path with vertex set Cij . Let F denote the spanning subgraph containing all these
monotone paths. F cannot contain a cycle for such a cycle could be modified into
a cycle in the colored-graph G(P), contradicting that P is an acyclic bi-family of
partitions of V. Thus, F must be a monotone forest and, by construction, PF = P.
The uniqueness is also clear. 
Remark. There are acyclic bi-families of partitions of V that are not of the formPA
for some A ∈ n(d) and d ∈Sn. For instance, let n = 2 and consider the monotone
forest having a single edge, say between the vertices (1, 1) and (1, 2). Assume that
A ∈ 2(d) and PA = PF . Then the second row of A must be a permutation of d
while the first is not. This is impossible when A is doubly stochastic.
Based on Proposition 3.3 one may check efficiently whether a given matrix A ∈
n(d) is actually a vertex of that polytope. Furthermore, one may construct dif-
ferent classes of vertices of the polytope n(d) by choosing different monotone for-
ests on V.
Recall that a Latin square based on d is a matrix of order n each of whose lines
is a permutation of d (see e.g. [3] for a treatment of Latin squares). The d-partition
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of a line of a Latin square A based on d is trivial, that is, each part is a singleton.
Thus the corresponding d-partition in V is the V-partition of the trivial monotone
forest F having no edges. The following corollary is immediate from Theorem 3.3
(or Theorem 3.2).
Corollary 3.4. A Latin square based on d is a vertex of n(d).
Large classes of vertices of n(d) may therefore be found using known tech-
niques for constructing Latin squares, e.g., via Cayley tables for groups with n ele-
ments.
We now describe another class of vertices of n(d). Let k ∈ {1, . . . , n} and let
L′ ∈ R(n−1)×(n−1) be a Latin square based on d ′ := (d1, . . . , dk−1, dk+1, . . . , dn).
Let d0 := 1 − (n− 1)dk and define the matrix C ∈ Rn×n by
C =
[
L′ dke
dke
T d0
]
, (3)
where e denotes an all ones vector. A matrix obtained from C by line permutations
is called a derived Latin square. If d = (0.6, 0.3, 0.1), the following matrix:
0.4 0.3 0.30.3 0.6 0.1
0.3 0.1 0.6


is a derived Latin square (using k = 2 and d ′ = (0.6, 0.1); the matrix L′ is in the
lower left corner).
Corollary 3.5. Assume that d is monotone and that d1 + (n− 1)dk  1 holds when-
ever dk < 1/n, and that dn + (n− 1)dk  1 holds whenever dk  1/n. Then each
derived Latin square (3) is a vertex of n(d).
This is a direct consequence of Theorem 3.2 and Proposition 3.3 as PA = PF
where F is the monotone forest with all its edges in one row and in one column.
We conclude this section by a general observation concerning vertices of n(d).
Let A and B be vertices of n(d). Then the direct sum A⊕ B is a vertex of n(d ′)
where d ′ ∈ R2n is the stochastic matrix obtained from d by adding n zero compo-
nents. The proof is straightforward and omitted.
4. The case when d has two nonzeros
In this section we consider the special case when d = (α, 1 − α, 0, . . . , 0) where
α  1/2.
Recall from Section 2 that n(d) = n ∩ [0, α]n×n. This opens up for applying
network flow theory. We define a directed graph D = (V ,E) as follows. Let D have
vertices u1, . . . , un, v1, . . . , vn and directed arcs (ui, vj ) for i, j = 1, . . . , n. So D is
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obtained from the complete bipartite graph with color classes I = {u1, . . . , un} and
J = {v1, . . . , vn} by directing all edges from I to J. Let x ∈ RI×J (below we write,
for simplicity, xi,j instead of xui,vj ). We call x a feasible flow if
n∑
i=1
xi,j = 1 (j  n),
n∑
j=1
xi,j = 1 (i  n), (4)
0  xi,j  α (i, j  n).
Here the vertices in I are supply vertices, each with supply 1, and vertices in J
are demand vertices, each with demand 1. Moreover, arc capacities are all equal
to α and lower bounds are zero. (We refer to e.g. [3,4] for a treatment of net-
work flow theory.) Due to our introductory remark the set of feasible flows may
be identified with n(d). Thus, the vertices of n(d) correspond to the extreme
flows, i.e., the vertices of the polyhedron defined by (4). From network flow the-
ory (essentially linear programming) each extreme flow may be obtained from a
spanning tree in G. Let x be an extreme flow. Then there is a spanning tree T ⊂ E
in G such that xi,j ∈ {0, α} for each arc outside the tree T (these are the nonbasic
variables) and the variables xi,j for (ui, vj ) ∈ T (the basic variables) are uniquely
determined by the network flow equations in (4). The basic variables may be calcu-
lated one at the time by the following tree procedure: pick a leaf w and let e be the
unique incident tree arc, calculate xe from the flow balance equation for the leaf w
(the equation has a single unknown), delete the leaf from the tree and pick a new
leaf etc.
The fact that x is a feasible flow has some consequences for the tree T and the
nonbasic variables. We discuss this in the case when 1/2 < α < 1 (while α = 1/2
is treated later). To simplify the presentation we prefer to view the tree T as an undi-
rected tree and then the network flow equations state that x(δ(v)) = 1 where δ(v) is
the set of edges incident to vertex v. Observe first that the set M of nonbasic edges
e with xe = α must be a matching in G (as α > 1/2). Moreover, each leaf of T is
incident to some edge in M (otherwise the incident edge e would have the value
xe = 1 violating the upper bound constraint). We say that the pair (T ,M) is feasible
whenever the tree procedure produces a feasible solution (i.e., satisfying (4)) when
we let xe = α for e ∈ M and xe = 0 for e ∈ E \ (T ∪M). An explicit description of
feasible pairs (T ,M) seems difficult to find.
This discussion as well as some consequences are summarized in the following
proposition. Two permutations π and π ′ on {1, . . . , n} are called disjoint if π(j) =
π ′(j) for all j  n. We then also say that the two permutation matrices correspond-
ing to π and π ′ are disjoint. (Here the permutation matrix corresponding to π is
defined as the (0, 1)-matrix with ones in positions (π(j), j) for j = 1, . . . , n.) Thus,
two permutation matrices are disjoint iff their supports are disjoint.
R.A. Brualdi, G. Dahl / Linear Algebra and its Applications 361 (2003) 75–97 85
Proposition 4.1
(i) Let d = (α, 1 − α, 0, . . . , 0) where 1/2 < α < 1. Then each vertex of n(d)
corresponds to at least one feasible pair (T ,M) as above, and each feasible
pair (T ,M) produces a vertex of n(d).
(ii) Let d = (p/q, 1 − p/q, 0, . . . , 0) where p, q are positive integers with p/q 
1/2. Then each vertex A of n(d) is 1/q-integral, i.e., qA is integral.
(iii) Let d = (1/2, 1/2, 0, . . . , 0). Then the vertex set of n(d) consists of the matri-
ces (1/2)P + (1/2)Q where P and Q are disjoint permutation matrices.
Proof. (i) This was verified in the discussion above. (ii) Consider the transformation
yi,j = qxi,j . The vertex–edge incidence matrix of a bipartite graph is totally unimod-
ular (each subdeterminant is −1, 0 or 1) and this implies that the polyhedron defined
by y(δ(v)) = q for v ∈ V , 0  yi,j  p for ij ∈ E has integral vertices only, and
this implies the result. (iii) Let p = 1, q = 2 in the proof of (ii). Then each vertex of
the polyhedron given by y(δ(v)) = 2 for v ∈ V , 0  yi,j  1 for ij ∈ E is integral,
and it must be the incidence vector of a set of vertex–disjoint cycles in the graph
G. This corresponds to a matrix of the form (1/2)P + (1/2)Q where P and Q are
disjoint permutation matrices. 
Thus, when d = (1/2, 1/2, 0, . . . , 0)we see that the vertex set ofn(d) coincides
with L(d), the Latin squares based on d. This is a very special situation. When
α > 1/2 the polytope n(d) has other vertices than the Latin squares.
Example. The following matrix C is a vertex when n = 4 and α = 0.7 which is not
obtained from two disjoint permutations:
C =


0 0 0.3 0.7
0 0.6 0.4 0
0.3 0.4 0 0.3
0.7 0 0.3 0

 .
C is obtained from the tree shown in Fig. 2. Since only two rows of C are a permuta-
tion of d, we see that C is not a derived Latin square.
Let again d = (1/2, 1/2, 0, . . . , 0). It follows from Proposition 4.1 that the pat-
terns of matrices in n(d) are those nonzero (0, 1)-matrices A such that every 1
belongs to the sum of two disjoint permutation matrices P and Q with P +Q  B.
Generalizing the proof of (ii) and (iii) of Proposition 4.1 we get the following result.
Lemma 4.2. Let k be a positive integer with 1  k  n. Let d(k) be the stochastic
vector of the form (1/k, . . . , 1/k, 0, . . . , 0). Then the vertex set of n(d(k)) consist
of those matrices of the form
1
k
(P1 + P2 + · · · + Pk) ,
where P1, P2, . . . , Pk are pairwise disjoint permutation matrices of order n.
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Fig. 2. A vertex: n = 4, α = 0.7.
Corollary 4.3. The patterns of matrices in n(d(k)) are those (0, 1)-matrices A of
order n such that every 1 belongs to a sum of k pairwise disjoint matrices P1, P2, . . . ,
Pk with P1 + P2 + · · · + Pk  A.
5. A single majorization constraint
So far we have studied n(d), the set of doubly stochastic matrices where every
line is majorized by the given vector d ∈Sn. Now, we relax these constraints and
consider
1n(d) =
{
A ∈ n : the first row in A is majorized by d
}
. (5)
Then clearly
n(d) ⊆ 1n(d) ⊆ n
with strict inclusions except when d is a unit vector. The main result in this section
is an explicit description of all the vertices of the polytope 1n(d).
Let d ∈Sn be monotone, say
d1  d2  · · ·  dp > dp+1 = · · · = dn = 0.
Let k be an integer satisfying p  k  n and let π be a permutation on {1, 2, . . . , k}.
Furthermore, for i = 2, 3, . . . , k, let s(i) be an integer satisfying i  s(i)  k. As-
sociated with these parameters we define a matrix A whose first row is the vector
d ′ = (d ′1, d ′2, . . . , d ′k, 0, 0, . . . , 0),
where d ′i = dπ(i) for i  k. So the first row of A is a permutation of d. For i =
2, 3, . . . , k the ith row of A has at most two nonzeros, namely in positions (i, i − 1)
and (i, s(i)). For i = k + 1, k + 2, . . . , n row i of A is the ith unit vector. The en-
tries in positions (i, i − 1) and (i, s(i)) (2  i  k) are uniquely determined by the
condition that A is doubly stochastic as follows. Consider the directed graph D with
vertex set {1, 2, . . . , k} and arcs (i − 1, s(i)) (2  i  k). Note that D is acyclic and
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that each vertex i has exactly one outgoing arc. If D has a path from vertex k to
vertex i (in particular k  i) we write k → i. In particular, i → i (the trivial path).
The positive (or, at least nonnegative) entries in row i  2 of A are now given by
ai,i−1 = 1 −
∑
k:k→i
d ′k,
ai,s(i) =
∑
k:k→i
d ′k.
A is doubly stochastic (the fact that each column sum is one may be shown by
induction on j, the column index). Moreover, as the first row of A is majorized by
d (it is a permutation of d), it follows that A ∈ 1n(d). A d-permutation matrix is
a matrix obtained from A by permutating columns and any rows except the first
row. Thus every d-permutation matrix A lies in 1n(d). An e1-permutation matrix
(where e1 is the first coordinate vector) is an ordinary permutation matrix. The-
orem 5.2 generalizes Birkhoff’s theorem and says that the d-permutation matri-
ces are the vertices of 1n(d). Before we go to the theorem some preparations are
required.
Given nonnegative numbers a1, a2, . . . , am and b1, b2, . . . , bn the correspond-
ing transportation polytope Ta,b consists of the nonnegative m× n matrices with
rows sums a1, a2, . . . , am and column sums b1, b2, . . . , bn.Ta,b is nonempty when∑
i ai =
∑
j bj . The vertices of Ta,b correspond to spanning trees in Km,n (the
complete bipartite graph with m and n vertices in the two color classes). For more
information concerning this polytope, see the linear programming literature or [7].
We shall see how special transportation polytopes are of interest in connection with
1n(d). But first we need a lemma on trees.
Lemma 5.1. Let T be a nontrivial tree in a bipartite graph with color classes I and
J. Assume that each leaf of T lies in J. Then |T ∩ J |  |T ∩ I | + 1 and equality
holds if and only if each vertex in T ∩ I has degree 2.
Proof. Define k = |T ∩ I | and t = |T ∩ J |. Since T has k + t − 1 edges we have∑
v∈T
dv = 2(k + t − 1),
where dv denotes the degree of vertex v in T. Now,
∑
v∈T∩I dv =
∑
v∈T∩J dv and
dv  2 for each v ∈ T ∩ I (as T has no leaf in I) so we obtain
2(k + t − 1) = 2
∑
v∈T∩I
dv  4k,
which gives t  k + 1 as desired. We also see that equality holds (i.e., t = k + 1) if
and only if each tree vertex in I has degree 2. 
Theorem 5.2. The vertices of 1n(d) are the d-permutation matrices.
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Proof. If d is a coordinate vector, then 1n(d) = n(d) and d-permutation matrices
coincide with permutation matrices, and the result holds. So we may assume that d
is not a coordinate vector, say that 1 > d1  d2  · · ·  dp > dp+1 = · · · = dn = 0
where 1 < p  n. Let A = [ai,j ] be a vertex of 1n(d). Since A is doubly stochastic,
it may be written as a convex combination of distinct permutation matrices P t =
[pti,j ] (t  N) and so
A =
N∑
t=1
λtP
t ,
where λt > 0 and
∑
t λt = 1.
Claim 1. The first row of A is a permutation of d.
Proof of Claim 1. Let x denote the first row of A. Consider the d-partition of x and
assume that (1, j) and (1, j ′) belong to the same set in this partition. Then there are
two of the permutation matrices in the representation of A, say P 1 and P 2, such that
p11,j = p21,j ′ = 1. Then, for suitably small  > 0, the two matrices
A1 = A+ P 1 − P 2 and A2 = A− P 1 + P 2
both lie in 1n(d). Moreover, A = (1/2)A1 + (1/2)A2. This contradicts that A is a
vertex, so we have shown that the d-partition of x must be the finest partition, i.e., it
consists of the sets {j} (j  n). This implies that x is a permutation of d as desired.
Therefore A may be written as
(∗) A =
[
d ′
X
]
,
where the row vector d ′ is a permutation of d and the (n− 1)× n matrix X satisfies
the following constraints:
n∑
j=1
xi,j = 1 (i  n− 1),
n−1∑
i=1
xi,j = 1 − d ′j (j  n),
xi,j  0 (i  n− 1, j  n).
This means that X lies in the transportation polytopeTa,b where ai = 1 (i  n− 1)
and bj = 1 − d ′j (j  n). Note that 1 − d ′j > 0 as d ′j < 1.
Moreover, X must be a vertex of Ta,b. (For otherwise, X would not be an ex-
treme point of Ta,b which readily gives that A is not an extreme point of 1n(d)).
As mentioned above, this means that X may be calculated from a spanning tree T
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in the complete bipartite graph Kn−1,n having color sets I = {1, 2, . . . , n− 1} and
J = {1, 2, . . . , n}. We shall now use the special structure of a and b to see that on-
ly very simple trees may occur here. Note first that the calculation of X from T is
done by first letting xi,j = 0 for every edge [i, j ] outside T. Then one calculates the
remaining entries (the “basic variables” in linear programming terminology) by per-
forming a shelling process where one leaf of the tree is eliminated in each step. The
entry in X corresponding to the edge incident to the leaf is then uniquely determined
by a single equation in one variable.
Consider the spanning tree T. If T has a leaf i ∈ I , say incident to the vertex
j ∈ J , then we must have xi,j = 1 (this is only possible when d ′j = 0). Moreover,
this implies that xk,j = 0 for every k /= i. If we delete the vertices i and j we obtain
a bipartite graph with color sets I ′ = I \ {i} and J ′ = J \ {j} and a spanning tree
T ′ (which is T \ {i, j}). Now, if T ′ has a leaf in I ′ we repeat this process (the edge
variable becomes 1, certain other variables become 0, and we delete the leaf and
its adjacent vertex). We proceed with this process until, eventually, we have a span-
ning tree T ∗ in a bipartite graph with color sets I ∗ and J ∗ where |J ∗| = |I ∗| + 1,
and where the degree of each vertex in T ∗ ∩ I ∗ is at least 2. From Lemma 5.1 we
conclude that each such degree equals 2.
The final step is to determine an ordering of the vertices in I ∗ and J ∗ by using
the mentioned shelling of leaves from the tree T ∗. From this we see that each row
of X has at most two nonzeros and X has the right pattern so that the permuted A has
exactly the structure given in our definition of a d-permutation matrix. Thus, every
vertex of 1n(d) is a d-permutation matrix. Finally, every d-permutation matrix is
indeed a vertex. This follows from the fact that the first row is a permutation of d
and the submatrix X consisting of the remaining rows corresponds to a spanning tree
(and feasible spanning trees produce vertices of transportation polytopes). 
The vertices of 1n(d) have another interesting property which we now discuss.
Consider a d-permutation matrix A where d is not a coordinate vector, say d has
p  2 positive components. Without loss of generality we may assume that the first
row of A is a permutation d ′ of d and that the support of the remaining rows of A is
contained in the set{
(i, i − 1) : 2  i  n} ∪ {(i, s(i)) : 2  i  k},
where i  s(i)  k for i = 2, 3, . . . , k. We now observe that there are exactly p
permutation matrices having support that is contained in the support of A. This is
seen as follows. Let P be a permutation matrix, say with p1,j = 1. This implies
that j  k (as ai,j > 0). Recall the digraph D and the notation i → i′ introduced
in the beginning of this section. Since p1,j = 1 we must have pi′,j = 0 for each
i′  2. Furthermore, it follows that pi,s(i) = 1 and pi,i−1 = 0 for each i  2 satis-
fying j → i, and that pi,i−1 = 1 and pi,s(i) = 0 for each other i with 2  i  k.
Finally, pi,i−1 = 1 for each i > k. Thus, there is a unique permutation matrix P j
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whose support is contained in that of A and such that P j has a 1 in position (1, j). It
follows that A can be written as the convex combination
A =
∑
j :d ′j>0
d ′jP j .
Moreover, this is the only way to write A as a convex combination of permutation
matrices. Note also that the weights d ′j (j  n) are precisely the components of d
since d ′ is a permutation of d. This proves the following result.
Theorem 5.3. Each vertex of 1n(d) has a unique representation as a convex com-
bination of permutation matrices. Moreover, the weights in this convex combination
are the components of d.
Example. Let n = 4 and d = (1/2, 3/10, 1/10, 1/10). A vertex of 14(d) is the
matrix
A =


3/10 1/10 1/2 1/10
7/10 3/10 0 0
0 3/5 0 2/5
0 0 1/2 1/2


and its unique representation as a convex combination of permutation matrices is
3
10


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

+ 110


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0


+1
2


0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1

+ 110


0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0

 .
In this case the polytope 14(d) has 1152 vertices.
6. Diagonal majorization constraint
Let d = (d1, d2, . . . , dn) be a stochastic vector, where we may assume that d1 
d2  · · ·  dn  0. For a matrix A = [aij ] of order n, let
diag(A) = (a11, a22, . . . , ann)
be the diagonal vector of A. We define
n(diag ≺ d) =
{
A ∈ n : diag(A) ≺ d
}
to be the set of all doubly stochastic matrices of order n whose diagonal vector is
majorized by d. Clearly, n(diag ≺ d) is a convex polytope. Its dimension equals
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(n− 1)2 − (n− 1) = n2 − 3n+ 2 when d = hn = (1/n, 1/n, . . . , 1/n), and the di-
mension is n2 − 2n+ 1 otherwise. Note that if n = 2, then for all d, the only matrix
in n(diag  d) is the matrix (1/2)J2 where J2 is the matrix of all 1’s of order 2.
The problem we focus on is to characterize the extreme points of n(diag ≺ d).
We shall consider two special cases: Case 1: when d = hn = (1/n, 1/n, . . . , 1/n),
and Case 2: when d is a unit vector.
Case 1: d = hn = (1/n, 1/n, . . . , 1/n). In this case, since hn is the minimal sto-
chastic vector with respect to majorization, n(diag ≺ hn) consists of all matrices in
n whose diagonal vector equals hn. Thus if A is a matrix in n(diag ≺ hn), then
n
n− 1 (A− (1/n)In)
is a doubly stochastic matrix with all 0’s on its main diagonal. Conversely, if B is a
doubly stochastic matrix with all 0’s on its main diagonal, then A = (n− 1)B/n+
(1/n)In is in n(diag  hn). In particular, n(diag  hn) is affinely equivalent to
the face of n consisting of all the doubly stochastic matrices with a zero diagonal
vector, and its dimension equals n2 − 3n+ 2. The extreme points of n(diag  hn)
are the matrices of the form (1/n)In + (n− 1)/nP where P is a permutation matrix
with a zero diagonal vector.
Case 2: d = e1 = (1, 0, . . . , 0). In this case, since e1 is a maximal stochastic
vector with respect to majorization, n(diag  e1) consists of all matrices A = [aij ]
in n whose diagonal vector is a stochastic vector, that is,
a11 + a22 + · · · + ann = 1.
As mentioned the dimension of n(diag  e1) equals n2 − 2n+ 1.
For a matrix A of order n we let P(A) denote the set of all permutation matrices
P of order n such that P  P(A) (entrywise).
Lemma 6.1. Let A be a matrix in n(diag  e1). Suppose there exists a permuta-
tion matrix P ∈ P(A) such that trP  2. Then there exists a permutation matrix
Q ∈ P(A) with trQ = 0.
Proof. Since A is a doubly stochastic matrix, A can be written as a convex combi-
nation of permutation matrices in P(A):
A =
∑
S∈P(A)
cSP,

cS  0; ∑
S∈P(A)
cS = 1

 .
The matrix P (in fact, any single matrix in P(A)) can be taken to have a nonzero
coefficient. If no Q in P(A) has trace equal to zero, then
trA >
∑
S∈P(A)
cS = 1,
a contradiction. 
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Theorem 6.2. The extreme points of n(diag  e1) are those matrices of the fol-
lowing types:
(1) Permutation matrices F of order n with trace equal to 1.
(2) Matrices F of order n for which there exists α, β ⊆ {1, 2, . . . , n}, with α, β /= ∅,
such that
(a) the pattern of the submatrix P(F [α, β]) of F determined by rows i with i ∈ α
and columns j with j ∈ β is a fully indecomposable matrix with exactly
two 1’s in each row and column (i.e. the pattern corresponds to a bipartite
cycle),
(b) trP(F [α, β]) = k  2,
(c) the entries of F [α, β] alternate on the cycle between 1/k and (k − 1)/k
with those on the main diagonal equal to 1/k.
(d) the submatrix F [α, β] complementary to F [α, β] is a permutation matrix
with trace equal to zero.
Note that type (1) matrices are actually type (2) matrices where the cycle is a loop
corresponding to a 1 on the main diagonal (and k = 1). Since type (1) matrices are
permutation matrices, they have been separated from the others.
Proof. It is easy to check that the matrices of types (1) and (2) are extreme points of
n(diag  e1), and indeed that they are the unique matrices in n(diag  e1) with
their patterns.
Now suppose that A is a matrix in n(diag  e1). We show that A can be written
as a convex combination of matrices of types (1) and (2) thereby completing the
proof of the theorem. The proof is by induction on the number of positive entries of
A, that is, the number of 1’s in its pattern P(A).
It suffices to show that there is a matrix F of type (1) or (2) such that P(F) ⊆
P(A). For then by appropriate choice of a positive number c,
A′ = A− cF
1 − c
is in n(diag  e1) and has at least one more zero than A. By induction A′ is a
convex combination of matrices of types (1) and (2), and then so is A.
If there is a matrix F of type (1) in the pattern of A, we are done. So assume that
every permutation matrix P  P(A) either contains no 1’s on the main diagonal or
contains at least two. We must have a matrix P of the latter type since the trace of A
is nonzero. By Lemma 6.1 there is also a matrix Q of the former type. Putting P and
Q together, we obtain a collection of bipartite cycles (with 1’s alternating between
1’s of P and 1’s of Q), including some loops (corresponding to 1’s in the same place
in P and Q); at least one of these bipartite cycles C contains a 1 on the main diagonal.
This bipartite cycle, along with the 1’s of Q in the matrix complement, gives a (0, 1)-
matrix F ′. This matrix F ′ must contain at least two 1’s from the main diagonal, for
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otherwise we easily construct a permutation matrix in P(A) with trace equal to 1.
Hence F ′ is the pattern of a matrix F of type (2). 
Example. The following matrix is an extreme point of 6(diag  e1):

1/3 0 0 2/3 0 0
0 1/3 0 0 0 2/3
0 2/3 0 1/3 0 0
0 0 0 0 1 0
0 0 1 0 0 0
2/3 0 0 0 0 1/3


.
7. Reverse majorization constraints
In addition to n(d), one may also consider
∗n(d) =
{
A ∈ n : each line in A majorizes d
}
. (6)
Let hn = (1/n)e, the stochastic vector inSn with every element equal to 1/n. Then
n(hn) = {(1/n)J },
since hn is the (unique) smallest vector inSn under majorization. On the other hand,
∗n(hn) = n.
For the unit vector e1 in Sn, we have
n(e1) = n
and
∗n(e1) =
{
P : P a permutation matrix of order n}.
In particular, it follows that ∗n(d) need not be a convex set, or even connected. We
also note that since e1 majorizes every vector in Sn, ∗n(d) always contains the
permutation matrices of order n, that is, the vertices of n are contained in ∗n(d) for
all d ∈Sn.
In fact, ∗n(d) is convex if and only if d = hn. To see this, let d be a monotone
vector in Sn with d /= hn. Then there exists a j with 1  j < n such that
d1 = · · · = dj > dj+1  · · ·  dn.
Let d ′ be obtained from d by interchanging dj and dj+1. Let C be the circulant
matrix with first row equal to d, and let C′ be the circulant matrix with first row equal
to d ′. Both C and C′ lie in ∗n(d).
94 R.A. Brualdi, G. Dahl / Linear Algebra and its Applications 361 (2003) 75–97
The first row of the matrix (1/2)(C + C′) is
d∗ = (d1, . . . , dj−1, (1/2)(dj + dj+1), (1/2)(dj + dj+1), dj+2, . . . , dn).
By choice of j, d∗ is monotone. On the other hand
j∑
i=1
d∗i <
j∑
i=1
di,
and hence d∗ does not majorize d. Hence∗n is not convex. This also follows directly
from the fact that the set {x ∈ Rn : x  d} is not convex when d = (1/n)e.
Example 1. Let d = (α, 1 − α, 0, . . . , 0) where α  1/2, and let x be a vector in
Sn. Then x  d implies that x has at most two positive elements, the largest of which
is at least equal to α. It follows that for each matrix A in ∗n(d), a line permutation
PAQ of A is a direct sum of matrices of the form
(i) Ik (k  1) and
(ii) aIk + (1 − a)Pk (k  1),
where Pk is the full-cycle permutation matrix of order k and a ∈ [0, 1 − α] ∪ [α, 1].
∗n(d) is not convex, but it is connected when α = 1/2. To see this we first note that
that it follows from the above description of PAQ that every matrix in∗n(d) is in a rect-
angular parallelepiped (a box if you will), entirely contained in∗n(d), with dimension
equal to the the number of matrices of type (ii) that make up its definition. Moreover,
the diagonally opposite corners of such parallelepipeds are permutation matrices, and
every pair of permutation matrices of order n define such a parallelepiped. From this we
conclude that ∗n(d) is connected. When α > 1/2, however, ∗n(d) is not connected,
see Theorem 7.1. In particular, when n = 2 the polytope ∗2(d) equals
conv
({[
α 1 − α
1 − α α
]
,
[
1 0
0 1
]})
∪ conv
({[
1 − α α
α 1 − α
]
,
[
0 1
1 0
]})
.
So∗2(d) is a line segment if α = 1/2 and it is the union of two disjoint line segments
if α > 1/2.
Example 2. Let k be an integer with 1  k  n. Let d = (1/k, . . . , 1/k, 0, . . . , 0)
be the monotone stochastic vector inSn with k elements equal to 1/k. Generalizing
the preceding example, ∗n(d) consists of all doubly stochastic matrices of order n
with at most k positive elements in each row and column. ∗n(d) is not convex but it
is connected.
Example 3. Let d be the stochastic vector inSn equal to (1/2, 1/4, 1/4, 0, . . . , 0).
Then ∗n(d) consist of all doubly stochastic matrices of order n with at most three
positive elements in each row and column, the largest of which is at least 1/2.
Some structural properties of ∗n(d) are given in the following theorem.
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Theorem 7.1. Let d ∈ Rn be a monotone vector.
(i) ∗n(d) is a union of p  (n2)! polytopes.
(ii) If d1 > 1/2, then ∗n(d) has exactly n! connected components each containing
a unique permutation matrix. Each such component C contains the line segment
between every matrix in C and the unique permutation matrix in C (so C is
star-convex).
(iii) If d1  1/2, then ∗n(d) contains the line segment between each pair of per-
mutation matrices. More generally, if 1  k  n and d1  1/k, then ∗n(d)
contains any convex combination of at most k permutation matrices.
Proof. (i) Let C1, . . . , Cp, where p = (n2)!, be the polyhedral cones corresponding
to every possible linear ordering of the entries x11, x12, . . . , xnn in a matrix [xij ] of
order n. For instance, C1 is the solution set of the linear system
x11  x12  · · ·  x1n  x21  x22 · · ·  x2n  · · ·  xnn.
Since the union of these cones equals Rn we must have
∗n(d) =
p⋃
t=1
(∗n(d) ∩ Ct).
Here ∗n(d) ∩ Ct is a bounded polyhedron since, when A ∈ Ct , all the entries are
linearly ordered so the majorization constraints may be expressed as linear inequal-
ities. The constraints say that the sum of certain entries in the same line is no less
than a given number. So ∗n(d) ∩ Ct is a polytope.
(ii) Assume that d1 > 1/2. Let P and Q be different permutation matrices, say
that pij = 1 and qij = 0. Assume ∗n(d) contains a curve from P to Q. By continu-
ity, somewhere on that curve there is a matrix A with aij = 1/2. Since A is doubly
stochastic, it follows that the largest entry in row i equals 1/2 and therefore smaller
than d1. So row i of A does not majorize d, a contradiction. This proves that the
permutation matrices belong to different connected components of ∗n(d).
Let A ∈ ∗n(d). As d1 > 1/2 each line of A has a unique entry greater than 1/2;
let P be the permutation matrix with ones in these positions. Let B be a convex
combination of P and A, say
B = (1 − λ)P + λA (0  λ  1).
Let x = (x1, x2, . . . , xn) denote a line in A and let j denote the position of the unique
one in that line in P. The corresponding line in B is
y = (λx1, . . . , λxj−1, 1 − λ+ λxj , λxj+1, . . . , λxn).
But, since x majorizes d and xj is the largest entry in x it follows that y majorizes
d (and, in particular, y is stochastic). Therefore B lies in ∗n(d) and property (ii)
follows.
(iii) Assume that 1  k  n and d1  1/k. Let A be a convex combination of at
most k permutation matrices. Then each line x in A is stochastic and it contains at
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most k nonzeros. We shall prove that x majorizes d. Without loss of generality we
may assume that x1  x2  · · ·  xk  xk+1 = · · · = xn = 0. Let t  k. Then
(1/t)
t∑
j=1
xj  (1/k)
k∑
j=1
xj = 1/k.
Moreover, since d is monotone, (1/t)
∑t
j=1 dj  d1  1/k. This shows that∑t
j=1 xj 
∑t
j=1 dj for 1  t  k. This inequality also holds for t > k as∑k
j=1 xj = 1. This proves that x majorizes d and A ∈ ∗n(d). 
Theorem 7.2. Let d = (d1, d2, . . . , dn) be a monotone stochastic vector in Sn.
Those vertices of ∗n(d) which are Latin squares based on d are precisely the dou-
bly stochastic matrices A of order n satisfying the property that each row of A is
majorized by d, and each column of A majorizes d.
Proof. If A is a Latin square based on d, then since each row and column being a
permutation of d, A satisfies the property in the theorem.
Now let A be a doubly stochastic matrix of order n whose rows are majorized by
d and whose columns majorize d. Without loss of generality we may assume that
d = (a, . . . , a, b, . . . , b, c, . . . , c, . . .),
where a > b > c > · · · and there are r a’s and s b’s etc. Since each row of A is
majorized by d, the largest element in A does not exceed a and there are at most r a’s
in each row. Since each column majorizes d, there are at least r a’s in each column.
It follows that there are exactly r a’s in each row and column. Continuing like this
we prove the theorem. 
Corollary 7.3. For each d, n(d) ∩ ∗n(d) is the set of Latin squares based on d.
Proof. If A ∈ n(d) ∩ ∗n(d), then each line in A majorizes and is majorized by d,
so it must be a permutation of d. Then A is a Latin square based on d. 
8. Concluding remarks
We mention some interesting questions in connection with our study.
As mentioned in our remark after Theorem 3.2 one may investigate the (nonempty)
polytope
n(d1, d2, . . . , dn; e1, e2, . . . , en),
where row i is majorized by di and column i is majorized by ei (i = 1, 2, . . . , n). In
particular, one might look for interesting classes of vertices. We note that the minimal
number of nonzeros in a matrix lying in n(d) equals n · s(d) where s(d) denotes
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the number of nonzeros in d. This minimum is attained for the Latin squares based
on d. The reason is that each vector majorized by d has at least as many nonzeros as
d has (as it is a convex combination of permutations of d.) But what is the minimal
number of nonzero elements in a matrix in n(d1, d2, . . . , dn; e1, e2, . . . , en)?
Another question is to identify the maximal convex polytopes contained in ∗n(d)
in general. For d = (1/2, 1/2, 0, . . . , 0) they are the parallelepipeds discussed in one
of our examples.
Finally, an interesting open problem is to determine if ∗(d) is connected when
d1  1/2 (we believe that it is!). In order to prove this it suffices to prove that every
matrix in ∗(d) is connected to the line segment between two permutation matrices
(due to property (iii) of the Theorem 7.1).
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