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überblick 
ln dieser Arbeit wird die Konstruktion einer Klasse von Shock-Capturing Ver-
fahren, die sogenannten Godunov-Typ Verfahren, für verschiedene Gleichungs-
systeme der kompressiblen Strömungsmechanik untersucht. Zunächst wird eine 
übersieht über diese Verfahren, wie sie in den letzten Jahren entwickelt wurden, 
für die zeitabhängigen eindimensionalen Gleichungen in Eulerkoordinaten gege-
ben. Danach wird die Konstruktion dieser Verfahren auf räumlich zweidimen-
sionale Probleme ausgedehnt und auf die kompressiblen Navier-Stokesgleichun-
gen angewandt. Numerische Ergebnisse von Untersuchungen der Instabilität von 
Scherströmungen im Trans- und Überschallbereich werden gezeigt und mitein-
ander verglichen. Der Hauptteil dieser Arbeit behandelt die Konstruktion von 
Godunov-Typ Verfahren für die Gleichungen der kompressiblen Strömungsmecha-
nik in Lagrangekoordinaten. Den Abschluß bildet die Herleitung eines einfachen 
Godunov-Typ Verfahrens für die Gleichungen der relativistischen Strömungsme-
chanik. Numerische Ergebnisse für Testprobleme werden in jedem Kapitel vor-
gestellt. 
Godunov-Type Methods for the Equations of Compressible Fluid Mechanics 
Abstract 
ln this paper, the construction of a family of shock-capturing schemes is consid-
ered: the Godunov-type schemes. At first a review of these schemes is given in the 
case of the time dependent onedimensional equations of compressible fluid me-
chanics, as developed in recent years. After that the construction of the Godunov-
type schemes are examined for two-dimensinal problems in space and applied to 
the compressible Navier-Stokes equations. Numerical results of the study of the in-
stability of trans- und supersonic shear flows are shown. The main part of this pa-
per deals with the construction of Godunov-type schemes for the one-dimensional 
equations of compressible fluid mechanics in Lagrangean coordinates. The paper is 
closed by proposing. A simple Godunov-type scheme for the equations of relativis-
tic hydrodynamics. ln each chapter, numerical results for several test problems are 
presented. 
Mathematical Subject Classification: 65M05, F6N 10, 76L05, 76Y05 
Keywords: Godunov-type schemes, shock-capturing, conservation laws, com-
pressible computational fluid dynamics 
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ln den letzten Jahren gab es einen bedeutsamen Durchbruch bei der Entwicklung 
numerischer Verfahren im Bereich der kompressiblen Strömungsmechanik. Ge-
rade die gasdynamischen Gleichungen, meist Eulergleichungen genannt, waren 
lange ein sehr schwieriges Problem der numerischen Strömungsmechanik. Dies 
liegt in den dort auftretenden nichtlinearen Termen begründet, die zum Verlust 
der stetigen Differenzierbarkeit einer Lösung führen können. Solche Unstetig-
keiten, Stoßwellen genannt, entsprechen großen physikalischen Zustandsände-
rungen, die auf mikroskopischen Längenskalen vor sich gehen. Da sich die Konsi-
stenz numerischer Methoden meist auf Taylorentwicklungen gründet und damit 
die mehrmalige stetige Differenzierbarkeit der Lösung voraussetzt, ist die Ent-
wicklung von konsistenten Verfahren für dieses nichtlineare hyperbolische Diffe-
rentialgleichungssystem mit großen Schwierigkeiten verbunden. 
Der erste naheliegende Weg aus diesem Dilemma führte auf numerische Metho-
den, welche solche Stoßwellen während der Rechnung aufspüren- etwa an Hand 
des Auftretens starker Gradienten oder des Schneidens der Charakteristiken. 
Diese Stoßwellen werden als eine Art innerer Rand in die numerische Lösung 
eingeführt und ihr Verlauf explizit verfolgt. Die Rankine-Hugoniot Bedingungen, 
welche den Zustand vor und hinter der Stoßwelle und die Stoßwellengeschwin-
digkeit miteinander verknüpfen, liefern die entsprechenden Randbedingungen. 
ln den glatten Bereichen einer Strömung werden Verfahren angewandt, deren 
Konsistenz sich auf die üblichen Taylorentwicklungen gründet, vorzugsweise 
Charakteristikenverfahren. Verfahren dieser Art nennt man "Shock-Fitting Ver-
fahren". Beim Auftreten mehrerer Stoßwellen muß das Rechengebiet notfalls in 
viele kleine Teile zerlegt werden; die Wechselwirkung verschiedener Stoßwellen 
muß dabei analytisch behandelt werden. Dies kann zu einem großen Verwal-
tungsaufwand innerhalb des Rechenprogramms führen, so daß die Anwendung 
dieser Methode nicht mehr sinnvoll ist. 
Wegen dieser Nachteile der Shock-Fitting Verfahren wurde schon früh versucht, 
Verfahren zu konstruieren, welche durch eine Stoßwelle durchlaufen können 
und automatisch eine sinnvolle Approximation liefern. Verfahren dieser Art 
nennt man "Shock-Capturing-Verfahren". Die erste Idee für ein solches Shock-
Capturing Verfahren stammte von von Neumann und Richtmyer (siehe [56]), die 
einen künstlichen Viskositätsterm in die Gleichungen der kompressiblen Strö-
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mungsmechanik einführten. Diese Viskosität hat eine Regularisierung der Lösung 
zur Folge, so daß eine Stoßwelle über mehrere Gitterpunkte hinweg verschmiert 
wird. Diese viskosen Übergänge kann man dann durch ein relativ einfaches Dif-
ferenzenverfahren approximieren. Dadurch, daß man den künstlichen Viskosi-
tätsterm etwa proportional zum Quadrat des Geschwindigkeitsgradienten 
macht, versucht man die künstliche Dissipation auf Stoßwellen zu beschränken. 
Für starke Stoßwellen treten jedoch mehrere Schwierigkeiten auf. Zum einen 
wird eine großer künstlicher Viskositätsterm benötigt, der weit über dem physi-
kalisch vertretbaren liegen kann. Leichte Oszillationen an starken Gradienten 
können trotzdem oftmals nicht ausgeschlossen werden. Als parabolischer Term 
liefert der Viskositätsterm eine Schrittweitenbedingung, welche eine implizite 
Approximation erforderlich macht und damit sehr viel Rechenzeit kosten kann. 
Zum anderen wird die Größe der künstlichen Viskosität über einen Parameter ge-
steuert, dessen optimale Wahl von der Stärke der auftretenden Stoßwellen 
abhängt, also problemabhängig ist. 
Die erste bedeutende Idee zur Konstruktion der "neuen" Shock-Capturing Ver-
fahren geht schon auf das Jahr 1959 zurück und stammt von Godunov [23]. 
Godunov diskretisierte die Erhaltungsgleichungen für eine kompressible Strö-
mung (ideales Gas) und erkannte, daß sich das diskrete Problem für kleine Zeiten 
exakt lösen läßt. Die exakte Lösung setzt sich zusammen aus den lokalen Lösun-
gen von Anfangswertproblemen mit stückweise konstanten Anfangswerten, den 
Lösungen sogeannter Riemannprobleme. Diese Lösungen der Riemannprobleme 
werden zur Berechnung der numerischen Flüsse zwischen den einzelnen Gitter-
zellen benutzt und daraus die zeitliche.Änderungen der Erhaltungsgrößen abge-
leitet; auf diese Weise werden nichtlineare Wellenausbreitungen in das Nähe-
rungsverfahren mit eingebaut. Dadurch gelingt es, auch starke Stoßwellen mono-
ton ohne Auftreten von lnstabilitäten zu approximieren. Die Anwendbarkeit des 
Verfahrens von Godunov auf praktische Probleme wird jedoch begrenzt durch 
hohen Rechenaufwand und eine starke numerische Dämpfung, da es nur die 
Konsistenzordnung Eins besitzt. 
Die zweite bahnbrechende Idee hatte van Leer [39] etwa zwanzig Jahre später. Er 
gab eine Methode an, wie das Verfahren von Godunov in einfacher Weise zu 
einem Verfahren zweiter Ordnung ausgebaut werden kann. Vor allem auch im 
Hinblick auf wachsende Leistungskraft der Rechenanlagen ließ sich dieses Shock-
Capturing Verfahren auf viele praktische Probleme mehrdimensionaler kom-
pressibler Strömungen anwenden. Da die exakte Lösung des Riemannproblems 
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relativ aufwendig und auch nur für die Zustandsgleichung eines idealen Gases be-
rechenbar ist, suchte man einfachere Methoden mit ähnlichen Konstruktions-
merkmalen und Eigenschaften. Roe [59] ersetzte die exakte Lösung des Riemann-
problems für die Eulergleichungen durch die exakte Lösung des linearisierten 
Problems. Noch einen Schritt weiter gingen Harten, Lax und van Leer [27], indem 
sie die Wellenstruktur der Lösung des Riemannproblems stark vereinfachten 
(HLL-Verfahren). Diese Methoden wurden für die Eulergleichungen entwickelt, 
die in den Anwendungen einen sehr breiten Raum einnehmen. Sie sind nicht 
ohne weiteres auf allgemeine Erhaltungsgleichungen übertragbar. 
ln dieser Arbeit konstruieren wir Verfahren vom Godunov-Typ für weitere Glei-
chungssysteme der kompressiblen Strömungsmechanik. Nach einer übersieht 
über die Methoden für die Eulergleichungen sind dies zunächst die zweidimen-
sionalen kompressiblen Navier-Stokes Gleichungen, die sich aus den Euler-
gleichungen und zusätzlichen dissipativen Termen -der Viskosität und der Wär-
meleitung - zusammensetzen. Die Approximation dieser dissipativen Terme läßt 
sich in einfacher Weise in das numerische Verfahren für die Eulergleichungen 
einfügen. Ein solches Verfahren wird auf die numerische Simulation der Insta-
bilität einer Scherströmung angewandt. Es zeigt sich, daß für transanisehe Strö-
mungen der dominierende Effekt der Vergrößerung der Mischzone durch das 
Paaren von Wirbeln in der numerischen Simulation sehr gut wiedergegeben wird. 
Neben dem Paaren von Wirbeln tritt dabei auch ein Mechanismus auf, den wir 
Wirbelverschmelzen nennen. Unsere numerischen Ergebnisse für Überschall-
strömungen zeigen, daß dort die Instabilität der Scherströmung durch nicht-
lineare gasdynamische Effekte, wie die Wechselwirkung von Stoßwellen in der 
Außenströmung mit der Mischzone, bestimmt ist. 
Der Hauptteil der Arbeit behandelt die Gleichungen der kompressiblen Strö-
mungsmechanik in Lagrangekoordinaten. Während man mittels Eulerkoordina-
ten den Zustand eines Gases als Funktion eines Punktes in einem räumlich festen 
Koordinatensystem angibt, wird mittels Lagrangekoordinaten der Zustand jedes 
Teilchens der Strömung betrachtet. Man hat gewissermaßen ein mit der Strö-
mungsgeschwindigkeit mitbewegtes Koordinatensystem. Diese Art der Beschrei-
bung ist bei der Approximation einer Strömung verschiedener getrennter Mate-
rialien von Vorteil. Wir zeigen, daß diese Gleichungen, versehen mit einer allge-
meinen Zustandsgleichung, im Sinne von Roe linearisierbar sind, konstruieren 
eine Roe-Matrix und formulieren das zugehörige Roe-Verfahren. Überraschen-
derweise versagt dieses Verfahren vom Godunov-Typ für Probleme, in denen 
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starke Kompressionen auftreten. Es treten physikalisch unsinnige negative Werte 
für das spezifische Volumen auf. Durch eine Korrektur der Wellengeschwindig-
keiten der Roe-Linearisierung können wir jedoch ein sehr einfaches Verfahren 
vom Godunov-Typ angeben, welches auch bei starker Kompression das spezi-
fische Volumen positiv erhält. Diese neue Abschätzung der Wellengeschwindig-
keiten liefert zudem die Möglichkeit einer effizienten adaptiven Zeitschritt-
weitensteuerung. 
ln Anwendungen, bei denen Wellengeschwindigkeiten nahe der Lichtgeschwin-
digkeit auftreten, müssen in den hydrodynamischen Gleichungen relativistische 
Effekte mitberücksichtigt werden. Solche Probleme treten in der Astrophysik 
aber auch z.B. bei Kern-Kern Stößen von Schwerionen auf. Die relativistischen 
Eulergleichungen haben eine ähnliche Struktur wie im nichtrelativistischen Fall, 
jedoch treten Größen in verschiedenen Bezugssystemen auf (lokales Ruhesystem, 
Laborsystem). Die Bezugssysteme sind verbunden über eine nichtlineare Transfor-
mation, welche eine sehr starke nichtlineare Kopplung der Erhaltungsgleichun-
gen untereinander mit sich bringt. Die auftretenden Wellengeschwindigkeiten in 
der numerischen Lösung müssen kleiner als die Lichtgeschwindigkeit sein, an-
dernfalls kommt es zum Zusammenbruch des Verfahrens. Um diesen Anfor-
derungen zu genügen, wurden bislang die relativistischen Eulergleichungen zu-
sammen mit der Transformation der Bezugssysteme meist gleichzeitig implizit 
numerisch gelöst. Wir zeigen hier, daß durch die Berücksichtigung der Wellen-
ausbreitung im Rahmen eines Godunov-Typ Verfahrens auch ein anderer Zugang 
möglich ist. Die relativistischen Gleichungen werden gelöst durch ein explizites 
Shock-Capturing Verfahren, die Umrechnung der Größen in den verschiedenen 
Bezugssystemen erfolgt durch iterative Lösung der Transformationsgleichungen. 
Vergleiche mit numerischen Ergebnissen aus der Literatur zeigen, daß diese Me-
thode, insbesondere bei großen relativistischen Lorentzfaktoren, bessere Ergeb-
nisse liefert. 
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2. Systeme von Erhaltungsgleichungen 
Wir betrachten die Lösungen des Anfangswertproblems für ein hyperbolisches 
System von Erhaltungsgleichungen 
{2.1) 
mit den Anfangswerten 
{2.2) 
u + f(u) = 0 in IR x IR+ 
l X 
u(x,O)=q(x) , xeiR . 
Dabei ist u = u {x, t) ein Vektor von m e: 1 Komponenten u = (u 1, u2, ... , um)T 
und der sogenannte Fluß f (u) eine vektorwertige Funktion f = {f1, f2, ... , fm)T. 
Alle Komponenten von f seien zweimal stetig differenzierbar nach u. 





geschrieben werden. Wir setzen im folgenden voraus, daß {2.3) bzw. {2.1) 
hyperbolisch ist. Dies bedeutet, daß die Funktionalmatrix A {u) nur reelle Eigen-
werte besitzt und ein vollständiges System von Rechtseigenvektoren existiert. Die 
Eigenwerte entsprechen den verschiedenen Wellengeschwindigkeiten, sie seien 
der Größe nach wachsend angeordnet:a1 {u) ::::; ... ::::; am {u). 
Da im nichtlinearen Fall die Charakteristiken dieses hyperbolischen Problems 
lösungsabhängig sind, können sie sich auch schneiden. überall dort kann keine 
stetige Lösung mehr existieren; es treten Unstetigkeiten in den Lösungen auf. 
Sucht man globale Lösungen, so muß man somit schwache Lösungen des Cauchy-
problems (2.1), (2.2) betrachten, welche das System von Erhaltungsgleichungen 
im integralen Sinne erfüllen. 
Definition 1: Eine Funktion u e [Loo {IR x IRÖ)]m heißt schwache Lösung des An-
fangswertproblems (2.1}, (2.2) mit Anfangswerten q e [Loo {IR)]m, falls die Inte-
gralgleichungen 
00 00 00 
{2.4) J J {u<Pt + f(u)<Px}dxdt + J <P(x,O)q(x)dx = 0 
0-00 -00 
für jede Testfunktion <I> e [C(){IR x IRb)]m erfüllt sind. 
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Die Integrationen, Differentiationen und Produkte in (2.4) sind jeweils kompo-
nentenweise zu verstehen. Erhaltungsgleichungen werden aus integralen physi-
kalischen Erhaltungssätzen unter der Bedingung der stetigen Differenzierbarkeit 
der Lösung abgeleitet. Ist diese Voraussetzung verletzt, muß man wieder zu einer 
integralen Formulierung des Erhaltungssatzes zurückgehen. So erhält man die In-
tegralgleichungen in Definition 1 dadurch, daß die Erhaltungsgleichungen (2.1) 
komponentenweise mit einer Testfunktion multipliziert und danach wird über 
lR x IR6 integriert werden. Schließlich werden die Ableitungen mittels partieller 
Integration auf die Testfunktionen übergewälzt. Als Lösung des Cauchyproblems 
bezeichnen wir im folgenden immer eine schwache Lösung im Sinne der Definiti-
on 1. Eine stetig differenzierbare Lösung nennen wir klassische Lösung. 
Zur Konstruktion von Näherungsverfahren ist die integrale Formulierung (2.4) 
ungünstig. Wendet man jedoch auf (2.4) den Gaußsehen Satz (für Maße) an, so 
erhält man eine geeignetere Formulierung ([12], [13]). Eine schwache Lösung u 
erfüllt dann für alle Rechtecke [x,, x2l x [t,, t2lCIR x IR6 die Integralgleichungen 
X2 X2 t2 t2 
(2.5) I u(x,t2)dx- I u(x,t1)dx+ I f(u(x 2,t))dt- I f(u(x 1,t))dt=O . 
XI X 1 t1 t1 
Näherungsverfahren werden wir im nächsten Abschnitt als direkte Approxima-
tion dieser Integralgleichungen formulieren. 
Die integralen Erhaltungsgleichungen (2.4) liefern Bedingungen an die Zustände 
vor und hinter einer Unstetigkeit und ihre Ausbreitungsgeschwindigkeit. Sie 
werden Sprungbedingungen oder in Anlehnung an die Gasdynamik Rankine-
Hugoniot-Bedingungen genannt und im folgenden Satz hergeleitet. 
Satz 1: Eine stückweise stetig differenzierbare Funktion u ist schwache Lösung 
des Cauchyproblems (2.1 ), (2.2) genau dann, wenn 
a.) u in allen Punkten, in denen u differenzierbar ist, klassische Lösung von 
(2.1) ist, 
b.) entlang der Ausbreitungskurve einer Unstetigkeit die Sprungbedingung 
(2.6) 
komponentenweise gilt. Dabei ist s die Ausbreitungsgeschwindigkeit der Unste-
tigkeit; UJ und ur bezeichnen die Grenzwerte von u an die Unstetigkeitskurve von 
links bzw. rechts. 
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Beweis: Im wesentlichen wird für jede Erhaltungsgleichung des Systems (2.4) der 
Satz von Gauß benutzt. Die Integrale in (2.4) werden komponentenweise in 
Kurvenintegrale über die Normalkomponenten der Vektoren (Ui, fi (u))T umge-
formt. Ist C die Ausbreitungskurve der Unstetigkeit, so bleibt wegen des kom-
pakten Trägers der Testfunktion <P die Gleichung 
(2.7) f V ( n, C(u~: = ;;u,) ) ) ds = 0 
c 
übrig. Dabei ist n die Einheitsnormale auf C, (., . ) bezeichnet das Skalarprodukt 
zweier Vektoren, das Integral ist wieder komponentenweise zu verstehen. Nach 
dem Fundamentallemma der Variationsrechnung und wegen n = (-s, 1 )T ergeben 
sich daraus die Rankine-Hugoniot Bedingungen (2.6). o 
Trotz dieser Sprungbedingungen ist die Klasse der schwachen Lösungen zu groß, 
um eine eindeutige Lösung des Cauchyproblems zu garantieren. Man benötigt 
eine Zusatzbedingung, welche die physikalisch relevante und stabile Lösung 
charakterisiert und damit die Eindeutigkeit erzwingt. Eine Möglichkeit ist diese 
Lösung als Grenzwert 
(2.8) u ::::: lim u mit e ;;:::: 0 c 
e--+ 0 
zu charakterisieren, wobei Ue die klassische Lösung von 
(2.9) (u) +f(u) ::::e(u) ct CX EXX 
ist. Der physikalische Hintergrund dabei ist, daß eine hyperbolische Gleichung ge-
rade ein physikalisches Problem beschreibt, bei welchem Viskositäts- und Dissipa-
tionseffekte vernachlässigbar sind. Die physikalisch relevante Lösung sollte sich 
deshalb gerade als Grenzwert der Lösungen mit Viskositätstermen ergeben, 
wenn diese Terme gegen Null streben. 
Dies ist natürlich eine sehr unhandliche Definition der physikalisch relevanten 
Lösung. Etwas einfacher läßt sich eine Charakterisierung dieser Lösung angeben, 
falls für das System (2.1) eine sogenannte Entropiefunktion existiert. 
Definition 2: Zwei skalare Funktionen U (u) und F (u) heißen Entropiefunktion 
bzw. Entropiefluß des Systems (2.1 ), falls gilt: 
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a.) U ist eine streng konvexe Funktion, d.h. die Matrix d2U (u)/du2 ist positiv 
definit, 
b.) U und F genügen der Gleichung 
(2.1 0) (gradu U (u)) A (u) = gradu F (u) 
Die Bezeichnung gradu steht dabei für den Differentialoperator 
grad = ( _!___ , _!___ , ... , _a_) . 
u aui au2 aum 
Aus der Bedingung (2.1 0) folgt, daß stetig differenzierbare Lösungen der Erhal-
tungsgleichungen (2.1) automatisch auch der zusätzlichen Erhaltungsgleichung 
(2 .11) U (u)t + F (u)x = 0 
genügen. Für schwache Lösungen gilt diese Aussage nicht mehr. Aber es läßt sich 
zeigen, daß die Grenzfunktion u für e ~ 0 der Lösungen Ue mit Viskosität (2.8) die 
Entropieungleichung 
(2.12) U (u)t + F (u)x ~ 0 
im integralen Sinn erfüllt (z.B. [34]), d.h. es gelten für jede nichtnegative Test-
funktion <I> e [Co (IR x IR6)Jm die Ungleichungen 
0000 00 
(2.13) I I (U(u)<I>t + F(u)<I>)dxdt- I <I>(x,O)U(q(x))dx ~ 0 
0-oo -OO 
oder in Analogie zur integralen Formulierung (2.5) 
X2 X2 t2 t2 
(2.14) I U(u(x,t2))dx- I U(u(x,ti))dx +I F(u(x 2,t))dt- I F(u(xi,t))dt~O 
XI XI ti ti 
für jedes Rechteck [x,, x2l x [t" t2lCIR xiR6. 
Diese Aussage ergibt sich folgendermaßen: Multipliziert man das Gleichungs-
system (2.9) mit gradu U (u) und benützt die Beziehung (2.10), so erhält man 
(2.15) U (u )t + F (u ) = e (grad U (u ), (u ) ) , 
C CX U C CXX 
wobei (.,.)wieder das Skalarprodukt bezeichnet. 
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Nach der Ketten- und Produktregel gilt 
U (u) = (grad U (u), u ) 




(U(u)) ) ( ) = u , u + grad U (u) , u dU X X U XX 
2 
Wegen der Konvexität der Entropiefunktion ist der erste Term auf der rechten 
Seite positiv und man erhält daraus die Ungleichung 
U (u) :::::: (grad U (u) , u ) 
XX U XX 
Eingesetzt in (2.15) liefert dies schließlich 
(2.16) U (u ) + F (u ) :::; e U (u ) et ex cxx 
Betrachten wir nun den Grenzübergang e ~ 0, so folgt daraus, daß die Grenz-
funktion u der Lösungen mit Viskosität gerade der Entropieungleichung (2.12) 
genügt. 
Die Charakterisierung der physikalisch relevanten Lösung und damit die Angabe 
einer Zusatzbedingung, welche die Eindeutigkeit des Cauchyproblems erzwingt, 
in der Form einer Entropieungleichung (2.12) wurde für den skalaren Fall m = 1 
von Oleinik [53], [54] und Hopf [31] eingeführt. Wesentliche Betrachtungen für 
den Fall eines Systems von Erhaltungsgleichungen stammen von Lax [34], [35]. 
Der Sachverhalt und die Namensgebung für diese Entropiebedingung wurde an-
geregt durch die Gleichungen der Gasdynamik. Hier hat man für stetig diffe-
renzierbare Lösungen neben den Erhaltungen von Masse, Impuls und Energie 
eine zusätzliche Erhaltungsgleichung: die der Entropie. Treten Unstetigkeiten in 
den Lösungen auf, so ist der zugehörige physikalische Prozess irreversibel und der 
zweite Hauptsatz der Thermodynamik sagt gerade aus, daß die Entropie über 
eine solche Unstetigkeit hinweg anwachsen muß. Dies bedeutet, daß die physi-
kalische Lösung als Unstetigkeiten nur sogenannte Stoßwellen und Kontaktun-
stetigkeiten besitzen kann; das Auftreten von Verdünnungsstoßwellen ist aus-
geschlossen. Physikalisch läßt sich das Anwachsen der Entropie folgendermaßen 
erklären: Mikroskopisch bedingen die starken Gradienten in Temperatur und 
Geschwindigkeit auf kleinstem Raum irreversible Prozesse wie Wärmeleitung und 
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Viskosität durch atomare oder molekulare Wechselwirkung. Diese Prozesse ver-
hindern die mehrdeutige Lösung. 
Die Aussage des zweiten Hauptsatzes der Thermodynamik, daß die Entropie über 
eine Unstetigkeit hinweg anwächst, entspricht gerade der Sprungbedingung für 
die Entropie: 
Bemerkung 1: Ist u eine stückweise stetige schwache Lösung von (2.1), so gilt über 
die Ausbreitungskurve einer Unstetigkeit hinweg die Sprungbedingung 
(2.17) 
mit den Bezeichnungen von Satz 1. 
Der Beweis der Ungleichung (2.17) verläuft analog zum Beweis von Satz 1. 
Man muß hier anmerken, daß die Existenz einer Entropiefunktion bzw. eines 
Entropiepaares U (u), F (u) eine sehr starke Eigenschaft eines Systems von Erhal-
tungsgleichungen ist. Die Bedingung (2.10) liefert zur Bestimmung des Entropie-
paares m Differentialgleichungen. Für m ~ 2 ist dieses System überbestimmt und 
besitzt im allgemeinen keine Lösung. Viele Systeme von Erhaltungsgleichungen 
der mathematischen Physik besitzen jedoch ein solches Entropiepaar. Im Falle 
m = 1 kann man den Entropiefluß direkt aus (2.1 O) bestimmen. Ist U (u) eine 
streng konvexe Funktion, so ist der zugehörige Entropiefluß gegeben durch 
u 
F (u) = I U' (s) f' (s) ds 
0 
Für m = 2 beschreibt Lax in [35] die Möglichkeiten der Existenz von Entropie-
paaren. Die Existenz eines solchen Entropiepaares bedingt spezielle Eigen-
schaften des zugehörigen Systems von Erhaltungsgleichungen. So zeigte etwa 
Harten [26], daß ein solches System mittels einer Transformation der abhängigen 
Variablen auf Diagonalgestalt gebracht werden kann. 
Die Entropiebedingung des zweiten Hauptsatzes der Thermodynamik gestattet 
als Unstetigkeiten in der Lösung nur Stoßwellen und Kontaktunstetigkeiten. Wir 
wollen in diesem allgemeineren Zusammenhang noch etwas genauer definieren, 
was unter einer Stoßwelle und einer Kontaktunstetigkeit verstanden wird. Die 
folgende Definition stammt von Lax [34] und verwendet Ungleichungen zwi-
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sehen Stoßwellen- und Wellengeschwindigkeiten. Wir erinnern daran, daß die 
Wellengeschwindigkeiten, d.h. die Eigenwerte der Matrix A (u), der Größe nach 
geordnet sind: a 1 (u) :s; a2 (u) :s; ... :s; am (u). 
Definition 3: Eine Unstetigkeit einer stückweise stetig differenzierbaren Lösung 
von (2.1) heißt Stoßwelle, falls ein k mit 1 :s; k :s; m existiert, so daß an jedem 
Punkt der Unstetigkeitskurve ihre Ausbreitungsgeschwindigkeits und die Eigen-
werte von A (u) den Ungleichungen 
(2.18) 
(2.19) 
genügen, wobei a0 (ul): = - oo und am + 1 (ur): = oo im Falle k = 1 bzw. k = m ge-
setzt werden. Fällt die Ausbreitungskurve mit einer Charakteristik x = x (t) mit 
dx/dt = ak (u) zusammen: 
(2.20) 
so heißt die Unstetigkeit Kontaktunstetigkeit. Den Wert k nennt man den Index 
der Stoßwelle bzw. der Kontaktunstetigkeit 
Aus (2.18), (2.19) folgt insbesondere die Ungleichung 
(2.21) 
welche besagt, daß die Charakteristiken zum k-ten Eigenwert von beiden Seiten 
in die Stoßwelle vom Index k hineinlaufen. Die Wellengeschwindigkeiten hinter 
der Stoßwelle sind größer - vor der Stoßwelle kleiner - als die Stoßwellenge-
schwindigkeit. Die weiteren Ungleichungen ak-1 (ul) < s und s < ak + 1 (ur) aus 
(2.18), (2.19) garantieren, daß sich zusätzlich keine Charakteristiken zu einem 
Eigenwert ungleich ak schneiden können und der Index einer Stoßwelle dadurch 
eindeutig bestimmt ist. 
Für den Fall m = 4 und k = 3 haben wir in Figur 2.1 die Ausbreitungskurve einer 
Stoßwelle zusammen mit einem möglichen Verlauf der Charakteristiken in einem 
Punkt P der Stoßwelle in der (x, t)-Ebene aufgezeichnet. Die C3-Charakteristik 
läuft nach (2.21) von rechts und links in P zusammen. Weiter kommen von links 
m-k = 1 Charakteristiken (C4) und von rechts k-1 = 2 Charakteristiken (C,, C2) in 
P an. Zwischen den C3 Charakteristiken von links und rechts darf nach (2.18), 





Figur 2.1: Stoßwelle und Charakteristiken für den Fall m = 4 und k = 3 
Etwas übersichtlicher wird die Situation, wenn man ausgehend von P alle Charak-
teristiken in positiver t-Richtung zeichnet, welche links der Stoßwelle mit Start 
bei U! und rechts mit Start bei ur verlaufen. Nach links laufen unter den Bedin-
gungen (2.18), (2.19) gerade k-1 Charakteristiken, nach rechts m-k. Man kann die 
Ungleichung (2.18), (2.19) dann folgendermaßen formulieren: Eine Unstetigkeit 
heißt Stoßwelle, falls die Anzahl der nach obiger Vorschrift gezeichneten Charak-
teristiken m-1 ist. Diese Zahl entspricht gerade der Anzahl der Gleichungen, 
welche sich aus den Rankine-Hugoniot Bedingungen nach Elimination der Stoß-
wellengeschwindigkeit s ergeben. Eine ausführlichere Diskussion dieses Zugangs 
findet man bei Smoller [66]. 
Eine zentrale Rolle sowohl bei theoretischen Aussagen (Existenz einer Lösung) 
wie auch bei der Konstruktion von Näherungsverfahren spielen die sogenannten 
Riemannprobleme. Dies sind Cauchyprobleme für die Erhaltungsgleichung (2.1) 
mit den stückweise konstanten Anfangswerten 






Es gelang Lax [36] unter zusätzlichen Bedingungen an die Gleichungen (2.1 ), die 
Existenz einer Lösung für ein solches Riemannproblem zu zeigen, falls die Zu-
stände U! und Ur genügend nahe beieinander liegen. 
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Wegen der Wichtigkeit des Riemannproblems wollen wir diese Aussage und die 
Struktur der Lösungen im folgenden noch etwas genauer dokumentieren. Mit 
rk = rk (u) bezeichnen wir den Rechtseigenvektor der Funktionalmatrix A (u) zum 
Eigenwert ak (u). Die Schar der Charakteristiken zum Eigenwert ak nennen wir 
das k-te charakteristische Feld. 
Definition 4: Das k-te charakteristische Feld des Systems von Erhaltungs-
gleichungen (2.1) heißt streng nichtlinear, falls 
(2.23) (rk (u), gradu ak (u)) 7:- 0 für alle u 
giit. Giit demgegenüber 
(2.24) (rk (u), gradu ak (u)) = 0 für alle u , 
so heißt das k-te charakteristische Feld linear entartet. 
Die Bedingung (2.24) sagt aus, daß keine Änderungen der Wellengeschwindig-
keiten in Richtung des k-ten Rechtseigenvektors im Phasenraum auftreten. Physi-
kalisch bedeutet dies, daß ein einfacher linearer Transport vorliegt. 
Lax konnte die folgende Aussage beweisen: Ist (2.1) streng nichtlinear in allen 
charakteristischen Feldern und sind die Zustände u1 und ur genügend nahe bei-
einander, so hat das Riemannproblem (2.1 ), (2.22) eine Lösung. Die Struktur 
dieser Lösung ist in Figur 2.2 skizziert. Sie besteht aus m + 1 konstanten 
Zuständen u1 = uo, u 1 , ... , um = ur, die jeweils getrennt werden durch eine zen-
trale Welle, d.h. Stoß- oder Verdünnungswelle. 
t 
0 X 
Figur 2.2 Lösung eines Riemannproblems für m = 3 
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Diese Aussage kann erweitert werden auf den Fall, daß gewisse charakteristische 
Felder linear entartet sind. ln solchen Fällen treten als Unstetigkeiten jedoch 
keine Stoßwellen auf sondern Kontaktunstetigkeiten, deren Ausbreitungskurve 
wie im linearen Fall mit einer Charakteristik zusammenfällt. Die Lösung des 
Riemannproblems besteht somit aus m + 1 konstanten Zuständen, welche durch 
Stoßwellen, Verdünnungswellen oder Kontaktunstetigkeiten getrennt werden. 
Keine Existenzaussage hat man, falls ein charakteristisches Feld weder streng 
nichtlinear noch linear entartet ist, d.h. die Bedingung (2.23) gilt nicht für alle u, 
sondern es gibt z.B. einen Punkt u für den das Innenprodukt Null wird. Die Lö-
sungsstruktur eines solchen Riemannproblems sieht etwas anders aus. Konstante 
Zustände sind hier nicht mehr durch einfache zentrale Wellen getrennt. 
Aufbauend auf diese Existenzaussagen für das Riemannproblem konnte Glimm 
[22] einen Existenzsatz für das allgemeine Cauchyproblem beweisen unter der 
Voraussetzung, daß die charakteristischen Felder entweder streng nichtlinear 
oder linear entartet sind und die Anfangswerte eine genügend kleine Total-
variation besitzen. 
Weitere theoretische Aussagen und einen überblick über die Theorie hyperbo-
lischer Systeme von Erhaltungsgleichungen werden von Lax in [34] und von 
Smoller in [66] gegeben. Historisch gesehen wurde das Konzept einer Stoßwelle, 
d.h. einer Unstetigkeit in den Lösungen der fluiddynamischen Gleichungen, 
schon von Stokes 1848 eingeführt. Die Rolle der Entropie in diesen Gleichungen 
wurde allerdings damals noch nicht erkannt. So gab es hitzige Diskussionen 
zwischen Riemann, Rankine, Rayleigh, Kelvin und Hugoniot über die Entropie, 
wobei Kelvin und Rayleigh zu dieser Zeit (1890) noch von der Gültigkeit der En-
tropieerhaltung über eine Stoßwelle hinweg überzeugt waren. Daß die Entropie 
über einen Stoß hinweg anwachsen muß, wurde erst 1905 von Zemplen ausge-
führt (siehe Serrin [65]). 
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3. Näherungsverfahren 
Der kürzeren Schreibweise halber betrachten wir im IR x IRb ein äquidistantes 
Gitter; mit ßt wird die Zeitschrittweite und mit ßx die Raumschrittweite be-
zeichnet. Es werden die üblichen Abkürzungen 
(3.1) 
x. = it::.x , x. lf2 = (x. + x. 1)/2 , t = nM mit ic Z , nc IN0 , I t+ I 1+ n 
benutzt. Soll ein Näherungsverfahren geeignet sein, schwache Lösungen des 
Cauchyproblems zu approximieren, so darf nicht von der differentiellen Form der 
Erhaltungsgleichungen ausgegangen werden, sondern von ihrer integralen For-
mulierung. Als günstig erweisen sich hier die Gleichungen (2.5). Eine explizite 
Approximation dieser Integralgleichungen führt auf die diskreten Gleichungen 
(3.2) A n+l A n A n A n 0 uxu. -uxu. +utg.+lf2-utg. m= ' 
l I l l-
wobei uin eine Approximation des Mittelwerts der Lösung u im Intervall Ii zum 
Zeitpunkt tn darstellt. Die vektorwertige Funktion g heißt der numerische Fluß 
und ist eine Funktion von 2k-Variablen 
(3.3) n ( n n n ) 
gi+lf2=g ui-k+l'ui-k+2' ... ,ui+k 
mit k ::: 1. Dieser numerische Fluß muß natürlich gewissen Stetigkeitsvorausset-
zungen genügen und eine geeignete Approximation des physikalischen Flusses 
darstellen. So muß er zumindest einer Lipschitzbedingung in allen Argumenten 
und der Konsistenzbedingung 
(3.4) g(u, u, .. , u) = f(u) 
~
2k-mal 
genügen. Löst man (3.2) nach uin + 1 auf, so erhält man die Normalform dieses 
Nä heru ngsverfah rens. 
Definition 1: Das Näherungsverfahren 
(3.5) t::.t A=-
t::.x ' 
mit einem konsistenten lipschitzstetigen Fluß g heißt explizites Verfahren m 
Erhaltungsform. 
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Wir werden im folgenden nur explizite Verfahren betrachten, so daß wir die 
Bezeichnung explizit weglassen und kurz Verfahren in Erhaltungsform schreiben. 
Hängt der numerische Fluß von 2k Argumenten ab, gehen in die rechte Seite des 
Verfahrens in Erhaltungsform (3.5) die Werte an 2k + 1 Gitterpunkten ein und 
man spricht von einem (2k + 1)-Punkt Verfahren. 
Die direkte Approximation der integralen Erhaltungsgleichungen liefert eine 
Reihe von günstigen Eigenschaften der Näherungslösungen. Summiert man etwa 
in (3.5) über alle i auf, so sieht man, daß das räumliche Integral über die 
Näherungslösung für ein periodisches Problem oder ein Problem mit kompaktem 
Träger zeitlich konstant ist, 'Nie dies für die exakte Lösung erfüllt ist. Von einem 
Verfahren in Erhaltungsform kann man auch erwarten, daß die Geschwindigkeit 
von Stoßwellen richtig wiedergegeben wird, da diese sich gerade aus der inte-
gralen Erhaltung ableitet (siehe Satz 1 in Kapitel 2, Seite 6). Nicht erwarten kann 
man allerdings, daß nur physikalisch sinnvolle Lösungen approximiert werden. 
Dazu benötigt man gewissermaßen die Konsistenz des Verfahrens mit der Entro-
piebedingung. 
Definition 2: Ein Verfahren in Erhaltungsform (3.5) heißt konsistent mit der 
Entropiebedingung (2.12), falls die Ungleichung 
(3.6) 
erfüllt ist. Dabei ist U (u) eine Entropiefunktion und es gelten die Abkürzungen 
(3.7) 
G heißt der numerische Entropiefluß, welcher konsistent mit dem physikalischen 
Entropiefluß sein muß: 
(3.8) G (u, u, .. , u) = F (u) 
~
2k-mal 
Der Satz von Lax-Wendraff [37] garantiert für ein Verfahren in Erhaltungsform, 
daß im Falle der Konvergenz die Grenzfunktion eine schwache Lösung ist. Dieser 
Satz läßt sich erweitern unter der Annahme, daß das Verfahren konsistent mit 
einer Entropiebedingung ist (Harten und Lax [28]). Zur Formulierung dieses 
Satzes dehnen wir die Werte auf dem Gitter stückweise konstant zu einer kon-
tinuierlichen Funktion Uß von x und t aus: 
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u. (x , t): = u? für t c(t 
1 
, t ] , x c 1
1
. , 
u 1 n- n 
(3.9) 
u. (x, 0): = u? = ~ J q (x) dx , x c I. 
u 1 6.x 1 
Ii 
Die Vorgabe der Anfangswerte in dieser Art und Weise sichert die integrale 
Erhaltung. 
Satz 1: Ein Verfahren in Erhaltungsform sei konsistent mit der Entropieun-
gleichung und es sei q r [L oo ( IR)]m. Existiert ein Grenzwert für eine Folge von 
Schrittweiten 6.: = ßx mit ßt/l:lx = konstant 
(3.10) lim ut. (x, l) = u (x, t) 
6.~0 
im Sinne der L 11ok-Konvergenz und gilt mit K e 1R 
(3. 11) llut. ( · , t)ll :::; K füralle t 
[L oo ( IR)]m 
gleichmäßig in ß, dann ist u schwache Lösung des Cauchyproblems (2.1 ), (2.2) und 
genügt der Entropieungleichung (2.12). 
Beweis: Wir skizzieren kurz den Beweis aus [28] und [37]. Gleichung (3.5) und die 
Entropieungleichung (3.6) werden jeweils mit einer Testfunktion multipliziert; 
danach wird über i und n aufsummiert. Die Summe kann nun als Integral über U6. 
umgeschrieben werden. Partielle Integration und Grenzwertbildung ß-. 0 liefern 
die Behauptung. Der Grenzwert darf hierbei nach (3.11) und dem Satz von 
Lebesque über majorisierte Konvergenz mit dem Integral vertauscht werden. o 
Die Entropieungleichung (3.6) liefert eine a priori Ungleichung für die Lösungen 
eines mit ihr konsistenten Verfahrens in Erhaltungsform. Für eine solche Lösung 
mit kompaktem Träger ist die totale Entropie eine fallende Funktion in der Zeit. 
Diese a priori Abschätzung ist ein Zeichen dafür, daß das zugehörige Näherungs-
verfahren stabil ist. Sie ist jedoch nicht stark genug, die Beschränktheit der Folge 
von Näherungslösungen oder sogar deren Kompaktheit zu zeigen. 
Die Konvergenz eines Näherungsverfahrens läßt sich im Falle eines Systems von 
Erhaltungsgleichungen nur für Spezialfälle nachweisen. Zwar läßt sich ein allge-
meiner Konvergenzsatz angeben, wobei neben der Konsistenz zur Erhaltungs-
gleichung und zur Entropiebedingung die gleichmäßige Beschränktheit der 
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Näherungslösungen und deren Totalvariation gefordert wird. Für Systeme von 
Erhaltungsgleichungen sind solche Abschätzungen jedoch sehr schwierig nachzu-
weisen. Wie schon in Kapitel 2 erwähnt, konnte Glimm [22] für ein System von 
Erhaltungsgleichungen {streng nichtlinear oder linear entartet) die Existenz einer 
Lösung zeigen, indem er die Konvergenz seiner Näherungslösungen auf diese Art 
und Weise nachwies. An die Anfangswerte muß dabei allerdings die Voraus-
setzung gestellt werden, daß ihre Totalvariation genügend klein ist. 
Wir wollen uns im weiteren der Konstruktion von solchen Näherungsverfahren in 
Erhaltungsform zuwenden. Wir betrachten dazu zunächst ein lineares hyper-
bolisches System 
{3.12) 
mit einer m x m Matrix A mit konstanten Koeffizienten. Wegen der Hyperbo-
lizität des Systems (3.12) kann A mit Hilfe einer Ähnlichkeitstransformation 
diagonalisiert werden: 
{3.13) 
Dabei seien die Eigenwerte ak wieder der Größe nach sortiert. Die Spalten von R 
enthalten gerade die zugehörigen Rechtseigenvektoren. Wir gehen nun über zu 
den charakteristischen Variablen w mit 
{3.14) 
W =R- 1 u R ' u = w . 
Die Multiplikation von {3.12) mit R-1 und Einsetzen von (3.14) liefert die charak-
teristische Form des hyperbolischen Systems 
(3 .15) w +Aw =0 
t X 
Durch die Transformation auf charakteristische Variablen wird das System {3.12) 
entkoppelt in m einzelne lineare Transportgleichungen 
(3.16) 
Die Eigenwerte ak geben die Ausbreitungsrichtung und Geschwindigkeit der 
verschiedenen Wellen an. 
Das einfachste numerische Verfahren, welches die Ausbreitungsrichtungen der 





(wk)~+1 = (wk)~- A ak 
(wk)~- (wk)~-1 
falls ak < 0 , 
falls ak ;:::: 0 . 
ln Matrixschreibweise kann dies in der Form 
(3.18) n + 1 n A A ( n n ) A lAI ( n 2 n n ) W. = W. - - W. l- W. 1 + - W.+ 1 - W. + W. 1 l l 2 t+ l- 2 l l l-
mit lAI = diag (!a1!; !a21, 0 0 • , !am!) geschrieben werden. Definieren wirlAIwie 
üblich als R lAI R-1, so lautet (3.18) in den ursprünglichen Variablen 




+ - U. + 
1 
- U. + U. 
1 l l 2 t+ l- 2 l l l-
Den numerischen Fluß dieses Verfahrens können wir ausdrücken als Summe des 
Flusses nach rechts und links 
(3.20) n ( n n ) A+ n A- n gi+1/2 = g 0 i ' 0 i+1 = 0 i + 0 i+1 ' 
wobei A + undAderpositive bzw. negative Teil von A 
(3.21) 
1 1 
A +: = - (A + lAI) , A-: = - (A - lAI) 
2 2 
ist. 
Nach Courant, lsaacson und Rees [8] wird dieses Verfahren üblicherweise (IR-
Verfahren genannt. Es ist stabil unter der CFL-Bedingung ([9]) 
(3.22) 
bot 
- maxla.l:::;; 1 , 
!::..x J 
j 
welche aussagt, daß der numerische Abhängigkeitsbereich den analytischen, der 
durch den Verlauf der Charakteristiken bestimmt ist, überdecken muß. Man 
nennt dieses Verfahren ein Upwind-Verfahren, weil es die Ausbreitungsrichtun-
gen der Wellen berücksichtigt. Diese Verfahren sind i.a. 3-Punkt Verfahren (k = 2 
in (3.3)) und Verfahren erster Ordnung. Eine genaue Definition des Begriffs 
Upwind-Verfahren wurde von Harten, Lax und van Leer in [27] angegeben: 
Definition 3: Ein 3-Punkt Verfahren in Erhaltungsform (3.5) heißt Upwind-Ver-
fahren, falls die folgenden Bedingungen erfüllt sind: 
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1. Liegen Ui und Ui + 1 nahe beieinander, so ist 
(3.23) 
eine lineare Approximation des numerischen Flusses gi + 112 
2. Sind alle Wellengeschwindigkeiten positiv, so gilt 
(3.24) 
sind umgekehrt alle negativ, so gilt 
Überall dort, wo keine Mißverständnisse auftreten können, lassen wir den oberen 
Index "n" weg. Die Bedingung 1 wollen wir noch etwas präzisieren: Sei u* ein 
Referenzzustand nahe bei Ui und Ui + 1, etwa 
(3.26) 
1 
u* == - (u. + u. 1) , 2 I 1+ 
so ist Bedingung 1 in Definition 3 erfüllt, falls der numerische Fluß eine Darstel-





Die Formulierung (3.19) zeigt, daß ein Upwind-Verfahren im linearen Fall einfach 
als Summe eines Verfahrens mit zentralen Differenzen und eines Viskositätsterms 
geschrieben werden kann. Dieser Viskositätsterm bedingt eine numerische Dissi-
pation in den Näherungslösungen, falls nicht die Signalgeschwindigkeiten ak sehr 
klein sind. Das Gleiche gilt auch für Upwind-Verfahren für nichtlineare Gleichun-
gen: überall dort, wo die charakteristischen Geschwindigkeiten nicht sehr klein 
sind, wird viel numerische Viskosität erzeugt und werden Unstetigkeiten stark 
verschmiert. Für praktische Berechnungen sind Verfahren zweiter Ordnung nötig, 
bei welchen diese numerische Dämpfung stark reduziert ist. Aufbauend auf den 
Upwind-Verfahren werden wir solche Verfahren weiter unten vorstellen. 
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Das erste Upwind-Verfahren für nichtlineare Erhaltungsgleichungen stammt von 
Godunov [23]. Zur Konstruktion einer Näherungslösung benutzte Godunov die 




Ut + f(u)x = 0 , u(x,O) = 
Ur 
für X< Ü , 
für x>O 
Wie in Abschnitt 2 kurz beschrieben, besteht die exakte Lösung dieses Anfangs-
wertproblemsaus m + 1 konstanten Zuständen, welche durch elementare Wellen 
getrennt werden. Sie hängt nur ab von den Zuständen u1, ur und dem Verhältnis 
x/t; wir bezeichnen diese exakte Lösung mit v = v (x/t; üi, ur). 
Godunov nahm an, daß die Näherungslösung zu irgendeinem Zeitpunkt tn kon-
stant innerhalb eines jeden Gitterintervalls ist (siehe Figur 3.1): 
(3.30) uA(x,t )=u~ fur xel. 
o n I I 






n I I U· 1 I 1- I 
I I 
! I I -I I I I I I I I I I I I ! I j_ .JIIooo 
I I I x X· X· X· 1-1/2 1+112 1+3/2 
Figur 3.1 Stückweise konstante Näherungslösung 
Dieses Anfangswertproblem (2.1 ), (3.30) kann nun für kleine Zeiten exakt gelöst 
werden, falls die lokalen Riemannprobleme an den Rändern der Gitterintervalle 
gelöst werden können. Setzen wir voraus, daß 
(3.31) t.t 1 -Ja J:=;;-
D.x max 2 
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gilt, wobei lamaxl die größte Ausbreitungsgeschwindigkeit der Wellen ist, so gibt 
es keine Wechselwirkung der verschiedenen lokalen Riemannprobleme unterein-
ander und die Lösung zum Zeitpunkt tn + 1 lautet: 
(3.32) (
x-xi+l/2 n n) 
ut. (x, tn+l) = v -t---t- ; ui , ui+l 
n 





Figur 3.2 (x, t)-Diagramm der Lösungen der lokalen Riemannpobleme 
X 
Eine stückweise konstante Näherungslösung erhielt Godunov dann wieder durch 
Mittelung dieser Lösung: 
(3.33) 
oder in anderer Schreibweise unter Benutzung der Lösungen der lokalen 
Riemannprobleme 
/l.x/2 0 
(3.34) u~1 +l= ~I v(x/!l.t;u? 1 , u?)dx+ -
1 I v(x/!l.t;u~1 ,u?+ 1)dx I /l.x I - I /l.x I I 
0 -/l.x/2 
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Da v gerade die exakte physikalisch sinnvolle Lösung des Riemannproblems ist, 
läßt sich insbesondere zeigen, daß das Godunov-Verfahren einer diskreten Entro-
piebedingung genügt. 
Die exakte Lösung des Riemannproblems eines Systems von Erhaltungsgleichun-
gen ist oft nicht oder nur sehr aufwendig zu berechnen. Weiter wird in (3.34) 
über die exakte Lösung integriert und damit Information wieder verloren. Des-
halb versucht man, diese exakte Lösung durch eine Näherungslösung von ein-
facher Struktur zu ersetzen. Die wesentlichen Eigenschaften der Erhaltung und 
die Gültigkeit einer Entropieungleichung sollten jedoch bewahrt bleiben. Auch in 
der Näherungslösung dürfen sich \/Vellen natürlich nur mit endlicher Ausbrei-
tungsgeschwindigkeit bewegen und die Lösung sollte eine Funktion von x/t sein. 
Das heißt: Zu einer Näherungslösung w = w (x/t; u1, ur) des Riemannsproblems 
(3.29) gibt es eine minimale und maximale Ausbreitungsgeschwindigkeit a1 und 
ar, so daß 
(3.35) 
W (x/t; UJ, Ur) = UJ für 
W (x/t; UJ, Ur) = Ur für 
gilt. 
Definition 4: Eine Approximation w = w (x/t ; u1, ur) der exakten Lösung des 
Riemannproblems (3.29) heißt approximative Riemannlösung, falls (3.35) und die 
folgenden Bedingungen erfüllt sind: 





w (x/ 6.t; u
1
, u) dx = 2 (u
1 
+ u) - 6.t f(u) + 6.t f(u 1) 
-ßx/2 
für alle L1t < L1x/(2 max (lad, lari)) gilt, 





U (w (x/6.t; u
1
, ur)) dx ~ 2 (U (u
1
) + U (ur))- 6.t F (ur)+ 6.t F (u1) 
-6.x/2 
für alle L1t < L1x/(2 max (lad, lari)) gilt. 
Das zugehörige Näherungsverfahren nennen wir kurz Riemannlöser. 
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Definition 5: Ein Näherungsverfahren für die Erhaltungsgleichung (2.1) heißt 
Godunov-Typ Verfahren, falls die Näherungslösung die Darstellung 
t::..x/2 0 
(3.38) n+l 1 I n n 1 I n n u. =- w(x/!::..t;u. 
1
,u.)dx +- w(x/!J.t;u. ,u.+
1
)dx 
I ß X I - I !J.X I I 
0 -!::..x/2 
besitzt, wobeiweine approximative Riemannlösung nach Definition 4 ist. 
Das Godunov-Verfahren ist damit natürlich auch ein Godunov-Typ Verfahren. Die 
Gültigkeit der Entropieungleichung folgt aus deren Gültigkeit für die exakte 
Lösung des Riemannproblems. Die Eigenschaften (3.36) und (3.38) garantieren 
insbesondere, daß ein Godunov-Typ Verfahren in Erhaltungsform geschrieben 
werden kann. Dies zeigt der folgende Satz. 
Satz 2: Die Verfahren vom Godunov-Typ können in der Erhaltungsform (3.5) 
geschrieben werden. Der numerische Fluß ist durch 
0 
1 I !::..x g. +lf2 = g (u., u.+
1
) = f(u.)- - w (x/t::..t; u., u.+
1
)dx + - u. 




1 I !::..x =f(u. 
1
)+- w(x/!::..t;u.,u.+ 1)dx- -u.+l I+ ßt I I 2ßt I 
0 
gegeben. 
Beweis: Die Gleichheit in (3.39) folgt direkt aus der Konsistenzbedingung (3.36), 
wenn man die zweite Darstellung von g von der ersten abzieht. Daß jedes 
Godunov-Typ Verfahren nach Definition 5 ein Verfahren in Erhaltungsform ist, 
liefert die Ausrechnung 
0 t::..x/2 
= ~t I w(x/t::..t,u~,u~+l)dx+ ;x I w(x/t::..t;u~-l'u~)dx, 
-!::..x/2 0 
wobei die erste Gleichung in (3.39) für gi + 112 und die zweite Gleichung für gi-1/2 
eingesetzt wurde. 0 
-25-
Bemerkung 1: Die Darstellung (3.38) der Näherungslösung gibt nur einen Sinn, 
falls die "halbe" CFL-Bedingung (3.31) erfüllt ist. Auf der anderen Seite bleibt die 
Erhaltungsform mit den Flüssen (3.39) gültig, falls Wellen von Xi + 112 solche aus 
Xi-1/2 nicht erreichen, d.h. unter dem Verzicht der Darstellungsformel (3.38) kann 
die übliche CFL-Bedingung 
(3.40) A = b.tJb.x , 
zugelassen werden. 
Wir wollen uns nun der Konstruktion spezieller Riemannlöser zuwenden. Das 
erste hier vorgestellte Verfahren wurde von Roe [59], [60] für die Eulerglei-
chungen angegeben und wird deshalb üblicherweise als das Veriahren von Roe 
bezeichnet (siehe auch [58]). Roe approximiert die exakte Lösung des Riemann-
problems durch die exakte Lösung des Riemannproblems einer linearen hyper-
bolischen Gleichung mit konstanten Koeffizienten: 
(3.41) l 
Ut für 









1. Konsistenz: Air (u, u) = A (u), 
2. Air hat reelle Eigenwerte und ein vollständiges System von 
Eigenvektoren, 
3. Mittelwertseigenschaft: f (ur)- f (ul) = Air (ur- Ui). 
Für die Eulergleichungen wurde eine solche Matrix von Roe in [59] angegeben. 
Harten, Lax und van Leer [27] konnten zeigen, daß jedes System von Erhaltungs-
gleichungen, welches eine Entropiefunktion besitzt, eine solche Linearisierung 
zuläßt. 
Wir können nun die Lösung des Anfangswertproblems für die lineare hyper-
bolische Gleichung (3.41) mittels der Charakteristikentheorie ausrechnen und sie 
zur Berechnung des Flusses in (3.39) einsetzen. Ein (x, t)-Diagramm der Lösung 
von (3.41) ist in Figur 3.3 gezeichnet. Die Lösung besteht wie die exakte Lösung 
aus m + 1 konstanten Zuständen, nun aber getrennt durch m Charakteristiken: 
(3.45) w(x/t;ut,Ur)=uk für ak<xlt<ak+l, k=O, ... ,m, 
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mit uo = u1, Um = Ur, ao = -oo und am + 1 = oo. Stellen wir die Differenz ur- Ui be-
züglich der Basis der Rechtseigenvektoren dar 
(3.46) 
m 
ur - ul = L ßj ~ ' 
j= 1 




uk = ul + L ßj~ 
j=1 
0 X 
Figur 3.3 (x, t)-Diagramm der Lösung des linearen Riemannproblems (3.41) mit 
m = 3 
Diese Lösung setzen wir nun in den ersten und zweiten Teil der Formel (3.39) zur 







gROE (ul' ur) = f(ul) + L ai- ßi ri 
i= 1 
a- = min (a, 0) , a + = max (a, 0) . 
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Addiert man diese beiden Gleichungen, so kann man den Fluß des Roe-Verfah-
rens auch in die Darstellung 
(3.51) 
überführen. Wegen der Mittelwertseigenschaft (3.44) gilt 
m 






) = 'V a. ß. ri , 
r r r L 1 1 
i=l 
so daß wir (3.51) weiter umschreiben können in 
(3.53) 
das heißt, das Verfahren von Roe läßt sich in der Upwind-Form (3.27), (3.28) 
schreiben und erfüllt damit Bedingung 1 der Definition eines Upwind Verfahrens 
(Definition 3). Die Ausdrücke (3.48) und (3.49) zeigen sofort, daß auch die Be-
dingung 2 erfüllt ist und das Verfahren von Roe ein Upwind-Verfahren ist. 
Wendet man das Verfahren von Roe auf ein Riemannproblem mit der Eigenschaft 
f (u,) = f (ur) an, so folgt aus der Mittelwertseigenschaft (3.44), daß Ul - ur ein 




so folgt, daß in diesem Fall d (u1, ur) = 0 gilt. Das Verfahren in Erhaltungsform 
liefert somit eine stationäre Lösung 
(3.56) u~ = u? füralle i und n. 
I I 
Gilt für den Entropiefluß F (ur) < F (u,), so stimmt dies mit der richtigen exakten 
Lösung überein. Jedoch im Falle F (ur) > F (ul) entspricht die Näherungslösung 
(3.56) einer stationären Verdünnungsstoßwelle. Das heißt, das Verfahren von Roe 
erkennt hier nicht, daß durch diese Anfangswerte eine Verdünnungswelle er-
zeugt wird, und liefert eine physikalisch unsinnige Lösung. Das Verfahren von 
Roe kann somit keiner diskreten Entropiebedingung genügen. 
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Im obigen Fall muß somit 
(3.57) 
gelten. Man muß das Roe-Verfahren geeignet modifizieren, um dies zu erzwin-
gen. ln Formel (3.51) muß der Wert lakl = 0 im Falle ak (ul) < 0 und ak (ur) > 0 
ersetzt werden. Einen Vorschlag hierzu findet man z.B. bei Harten [25]. 
Das Verfahren von Roe enthält immer noch sehr viele Details, nämlich m + 1 kon-
stante Zustände. Zur Berechnung des numerischen Flusses wird nach (3.39) jedoch 
darüber integriert und somit werden diese Details wieder vergessen. Dieser 
Umstand legt es nahe, die Komplexität der Riemannlösung noch weiter zu ver-
einfachen, ohne daß die Genauigkeit des zugehörigen Godunov-Typ Verfahrens 
in Erhaltungsform sich deutlich verschlechtert. 
Das einfachste Godunov-Typ Verfahren, vorgeschlagen von Harten, Lax und van 
Leer [27] (HLL-Verfahren) besitzt nur einen mittleren Zustand. Sind a1 und ar eine 
untere und obere Schranke für die kleinste und größte Ausbreitungsgeschwin-
digkeit, so lautet diese näherungsweise Riemannlösung 
für x/t < a1 , 
(3.58) für a1 < x/t < ar , 
für x/t > ar 
Der mittlere Zustand wird bestimmt durch die Konsistenzbedingung (3.36) der 
Definition eines Godunov-Typ Verfahrens und lautet 
(3.59) u = Ir a - a 
r I a - a r I 
Mittels (3.39) läßt sich damit der numerische Fluß ausrechnen zu 
(3.60) 
mit 
Sind Schranken für die Ausbreitungsgeschwindigkeit gegeben, so ist der nu-




Figur 3.4 Näherungsweise Riemannlösung beim HLL-Verfahren 
Das Wesentliche an dieser Methode ist, gute Abschätzungen der Signalgeschwin-
digkeiten a1 und ar zu finden. Harten, Lax und van Leer geben in [27] leider 
keinen Algorithmus zur Berechnung von a1 und ar an. Vorschläge wurden erst 
später von Davis [11] für ein allgemeines System von Erhaltungsgleichungen und 
von Einfeldt [17] für die Eulergleichungen gemacht. Die Vorschläge von Einfeldt 
lassen sich jedoch auch auf den allgemeinen Fall übertragen. Die folgenden An-
sätze basieren auf diesen Arbeiten. 
Wir betrachten dazu noch etwas genauer, welche Wellengeschwindigkeiten bei 
der Lösung eines Riemannproblems auftreten können und wie diese geeignet ab-
geschätzt werden können. Wir müssen uns dazu die einzelnen verschiedenen 
Wellen anschauen. Das System (2.1) besteht aus m Gleichungen. Wir wollen auch 
im folgenden immer voraussetzen, daß die charakteristischen Felder des Systems 
(2.1) entweder streng nichtlinear oder linear entartet sind (siehe Definition 4). 
Nach Kapitel 2 setzt sich das Riemannproblem somit zusammen aus m + 1 
konstanten Zuständen Uk, k = 0, .. ,m, mit uo = Ui und um = Ur. Die charakteri-
stischen Geschwindigkeiten ak, k = 1, .. , m, seien wie üblich der Größe nach ge-
ordnet a1 :::; a2 :::; .. :::; am. Die konstanten Zustände Uk sind jeweils getrennt durch 
eine zentrierte Welle, nämlich einer Stoßwelle, Verdünnungswelle oder einer 
Kontaktunstetigkeit im Falle eines linear entarteten charakteristischen Feldes. 
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Ist das charakteristische Feld zu a1 gerade eine Kontaktunstetigkeit, so gilt 
(3.61) 
entsprechend der Situation bei einer linearen Gleichung. Liegt eine Stoßwelle 
vor, so gilt nach Definition 3 in Kapitel 2 die Ungleichung 
(3.62) 
wobei s die Stoßwellengeschwindigkeit ist. Es gelten in diesem Fall somit für die 
kleinste Signalgeschwindigkeit a1 die Ungleichungen 
(3.63) 
Bei einer Verdünnungswelle liegt die Situation 
(3.64) 
vor. Für eine Verdünnungswelle erhalten wir somit für a1 die Schranke 
(3.65) 
Existiert für unser System eine Roe-Matrix, so ist der kleinste Eigenwert der Roe-
Matrix sicherlich eine gute Näherung für die Signalgeschwindigkeit a1 im Falle 
einer Kontaktunstetigkeit: 
(3.66) 
Eine einzelne Kontaktunstetigkeit wird dabei von dem Riemannlöser von Roe 
gerade exakt wiedergegeben. Auch für eine Stoßwelle, sollte (3.66) eine geeig-
nete Näherung sein. 
Im Falle der Verdünnungswelle unterschätzt der Roe-Mittelwert jedoch die mini-
male Signalgeschwindigkeit; der Verdünnungsfächer wird nämlich ersetzt durch 
eine lineare Unstetigkeit mit einer mittleren Geschwindigkeit. Diese Tatsache 
führt gerade beim Verfahren von Roe zur Approximation von unphysikalischen 
stationären Verdünnungsstößen, wie wir oben beschrieben haben. Wir korri-
gieren (3.66) daher durch 
(3.67) 
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Im Falle einer Stoßwelle oder Kontaktunstetigkeit ist der Wert a, aus (3.67) 
identisch mit dem aus (3.66). Nur bei einer Verdünnungswelle wird so korrigiert, 
daß (3.64) erfüllt ist und die Entropie anwächst. Ganz analog behandelt man auch 
die maximale Ausbreitungsgeschwindigkeit und erhält 
(3.68) ROE a = max { a (u ) , a (u
1
, u ) } . 
r m r m r 
Die Berechnung (3.67), (3.68) wurde von Einfeldt [17] vorgeschlagen. Das Ver-
fahren mit dem numerischen Fluß (3.60) und diesen Signalgeschwindigkeiten 
nennen wir deshalb HLLE-Verfahren. 
Stehen die Roe-Matrix bzw. deren Eigenwerte nicht zur Verfügung, so sind im 
Falle schwacher Stoßwellen die Formeln 
(3.69) 
und 
(3.70) 1 a = max { a (u ) , - (a (u
1
) + a (u )) } 
r mr 2m mr 
brauchbar. Der arithmetische Mittelwert der Signalgeschwindigkeiten zu den Zu-
ständen vor und hinter dem Stoß ist eine Approximation der Stoßgeschwindig-
keit von zweiter Ordnung in der Stoßstärke ([36]). Für genügend schwache Stöße 
müßten somit (3.69), (3.70) eine geeignete Approximation der größten und 
kleinsten Signalgeschwindigkeit sein. Der Vorteil dieser Berechnung ist natürlich, 
daß keine Roe-Matrix bzw. die Eigenwerte der Roe-Matrix nötig sind. Damit ist 
das HLL-Verfahren mit dieser Berechnung der Signalgeschwindigkeiten sofort auf 
jedes System von Erhaltungsgleichungen anwendbar. Für starke Stoßwellen muß 
man jedoch mit dem Auftreten von Oszillationen an Stoßwellen rechnen. 
Eine sehr einfache Approximation schlägt Davis [11] mit 
(3.71) a1 = a 1 (u1) , a = a (u ) r m r 
vor. Diese Wahl liefert die richtige Approximation bei Verdünnungswellen, die 
Geschwindigkeit von Stoßwellen wird jedoch unterschätzt. Für starke Stoßwellen 
sollte dies zu Schwierigkeiten führen. 
Verfahren in Erhaltungsform mit dem numerischen Fluß (3.60) und der 
Berechnung der numerischen Signalgeschwindigkeiten mittels (3.67) - (3.68), 
(3.69) - (3.70) und (3.71) sind Upwind-Verfahren im Sinne der Definition 3. Die 
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Richtung der "Differenzenbildung" hängt ab von der Richtung der Wellenaus-
breitung. 
Eine gröbere Abschätzung der Schranken für die Signalgeschwindigkeiten ist 
(3.72) a = max{la1 (u1)1, la 1 (u )I, Ia (u1)1, Ia (u )I} , a1 =- a , r r m m r r 
wobei hier natürlich die Signalgeschwindigkeiten betragsmäßig sehr stark über-
schätzt werden können. Dies wird zusätzliche numerische Dämpfung in das Ver-
fahren einführen. Für die Eulergleichung ist das Verfahren in Erhaltungsform mit 
dem Fluß (3.60) und (3.72) gerade identisch mit dem Verfahren von Rusanov [61]. 
Dieses Verfahren ist kein Upwind-Verfahren mehr im Sinne unserer Definition 3, 
da unter der Bedingung der Positivität aller Signalgeschwindigkeiten aus (3.72) 
nicht a1 = 0 folgt. 
Da die CFL-Bedingung 
(3. 73) 
für ein explizites Verfahren in Erhaltungsform immer erfüllt sein muß, kann man 




r A ' I A 
ersetzen. Das zugehörige Näherungsverfahren ist dann gerade identisch mit dem 
Lax-Friedrichs Verfahren [36]. Die weitere Verschlechterung der Abschätzungen 
der Signalgeschwindigkeiten führt wieder zusätzlich numerische Dämpfung in 
das Verfahren ein. Auch das Lax-Friedrichs Verfahren ist kein Upwind-Verfahren 
im Sinne der Definition 3. 
Der Vollständigkeit halber wollen wir noch eine weitere Möglichkeit der Kon-
struktion von Upwind-Verfahren kurz beschreiben: die Flußvektor-Splitting Ver-
fahren. 
Definition 6: Ein Verfahren in Erhaltungsform heißt Flußvektor-Splitting Verfah-
ren, falls sich der numerische Fluß in der Form 
(3.75) 
schreiben läßt, wobei df+ /du und df- /du nur nichtnegative bzw. nur nichtpositive 
Eigenwerte besitzen und folgende Bedingungen gelten: 
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Sind die Signalgeschwindigkeiten ak (u1) <::: 0, ak (ur) <::: 0 für alle k, dann gilt 
(3.76) 
Sind die Signalgeschwindigkeiten ak (u1) ~ 0, ak (ur) ~ 0 für alle k, dann gilt 
(3.77) f+ (u ) = 0 , f- (u ) = f (u ) . 
r r r 
Bei dieser Darstellung der Theorie und Konstruktion von Näherungsverfahren in 
Erhaltungsform, der Definition der Upwind-Verfahren, der Godunov-Typ und 
Flußvektor-Splitting Verfahren hielten wir uns eng an die Definitionen von 
Harten, Lax und von van Leer in ihrer Übersichtsarbeit [27] (siehe auch [49]). 
ln [39] gab van Leer mit dem MUSCL-Schema (Monotonie Upwind Scheme for 
Conservation Laws) eine Möglichkeit an, wie man die Konsistenzordnung des 
Godunov-Verfahrens (Konsistenzordnung 1) erhöhen kann. Diese Methode läßt 
sich auch auf alle anderen der hier vorgestellten Verfahren erster Ordnung über-
tragen. Die zentrale Idee von van Leer war, daß er Godunovs Annahme der stück-
weise konstanten Näherungslösung ersetzte durch die Annahme, daß die Nähe-
rungslösung innerhalb einer Gitterzelle linear verteilt ist. Dies ergibt genauere 
Werte am Rande der einzelnen Gitterintervalle und damit eine genauere Ap-
proximation des Flusses. Wir übernehmen hier die Formulierung des MUSCL-
Aigorithmus, wie er in [38] (siehe auch [51]) aufgestellt wurde. 
ln einem ersten Schritt berechnet man diese stückweise lineare Approximation 
der Lösung aus den integralen Näherungswerten in der Form 
(3.78) Un (x) = U~ + (x- X.) S? ftir X el. . 
I I I I 
Diese Verteilung definiert in jeder Gitterzelle einen Vektor von Randwerten am 
rechten und linken Rand 
(3.79) n n ßx n u
1
. +_ = u. ± - S. 
I 2 I 
Dabei bezeichnet Ui + den Vektor der Randwerte am rechten und Ui- den am 
linken Rand (vergl. Figur 3.5). Auf die Berechnung des Vektors der Steigungen Si 




ui•!. -- u 11+11+ 
u 11+11- r---
ul -- ut .. - r--ut- --1-
ut-1 __ .... (J 11-11+ -~--
-
I I I l __... 
I I I I -X 
Figur 3.5 Stückweise lineare Approximation 
Wir berechnen als nächstes die Änderung der Randwerte Ui ± innerhalb einer 
Gitterzelle während eines halben Zeitschrittes: 
(3.80) u~: 112 = u~+ - ~ (rcu~+)- f(u~ )) 




Diese Randwerte liefern nun eine genauere Approximation der Flüsse zwischen 
den einzelnen Gitterzellen, wenn sie in den numerischen Fluß g eines Upwind 
Verfahrens als Argument eingesetzt werden. Man erhält ein Verfahren in Er-
haltungsform der Gestalt 
(3 .81) n + 1 _ n A ( n + U2 n + U2) 0 i - 0 i - g i+112 - gi-U2 
mit 
(3.82) n + U2 ( n + U2 n + 1/2 ) n + U2 ( n + 1/2 n + U2) gi+112 = g 0 i+ ' 0 <i+l>- ' gi-112 = g 0 (i-1H ' 0 i- · 
Der Mehraufwand des Verfahrens zweiter Ordnung liegt in der Berechnung der 
genaueren Argumente des numerischen Flusses g mittels den Formeln (3.79), 
(3.80) und der Berechnung des Steigungsvektors, auf die wir im folgenden noch 
zurückkommen. 
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ln Bereichen, in denen eine glatte Lösung existiert, läßt sich dieser Zweischritt-
Aigorithmus aus einer Zweischritt-Taylorentwicklung in Zeitrichtung in der Form 
1 b.t 2 
u (x, t + - b.t) = u (x, t) + - ut (x, t) + 0 (t.t ) , 
2 2 
1 3 
u (x, t + b.t) = u (x, t) + b.t ut (x, t + 2 b.t) + 0 (b.t ) 
ableiten. Man ersetzt die Zeitableitungen mit Hilfe der Erhaltungsgleichungen 
durch Raumableitungen: 
(3.83) 
1 ßt 2 
u (x, t + - t.t) = u (x, t) - - f(u (x, t)) + 0 (b.t ) 
2 2 X 
1 3 
u (x, t + M) = u (x, t) - b.t f(u (x, t + - b.t)) + 0 (b.t ) 
2 X 
Gleichung (3.80) ist eine einfache Approximation der ersten Gleichung der Taylor-
entwicklung (3.83). Die Anwendung einer Taylorentwicklung läßt sich dadurch 
motivieren, daß in diesem ersten Schritt nur der Transport innerhalb der Gitter-
zelle, d.h. die Änderung von Ui ± berücksichtigt wird und die Lösung dort glatt ist. 
Das Aufbrechen der Unstetigkeiten an den Gitterrändern in einzelne Wellen und 
der damit verbundene Fluß zwischen den Gitterzellen wird erst im zweiten Schritt 
berücksichtigt. 
Bis auf die Berechnung der Steigungen ist der Algorithmus für die zweite Ord-
nung vollständig definiert. Während (3.80) die zweite Ordnung in der Zeit liefert, 
ist die Steigungsberechnung verantwortlich für die zweite Ordnung im Raum. Für 
den Steigungsvektor läßt sich aus der Taylorentwicklung (3.83) eine notwendige 
Bedingung hierfür ableiten. Es muß die Beziehung 
(3.84) s~ = u (x. 't ) + 0 (b.x) 
I X I n 
erfüllt sein. Sie ist hinreichend, falls die 0 (ßx)-Terme stetig sind. Anders aus-
gedrückt bedeutet dies, daß der Steigungsvektor ein gewichteter Mittelwert des 
rechtsseitigen und linksseitigen Differenzenquotienten sein muß, d.h. in der 
Form 
(3.85) 
n n n n 
u. 1 - u. ui - ui -1 
sn = ß I+ I + (1 - ß) ---
I b.x b.x 
mit ß c [0, 1 ]m darstellbar ist. 
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Neben dieser grundsätzlichen Bedingung sollte die Steigungsberechnung noch 
weitere wichtige Eigenschaften besitzen, um nicht die günstigen Eigenschaften 
der Upwind-Verfahren zu zerstören. Im Falle einer skalaren Erhaltungsgleichung 
oder eines Systems von linearen hyperbolischen Differentialgleichungen hat man 
eine ganze Reihe von Kriterien: z.B. Monotonieerhaltung und Nichtanwachsen 
der Totalvariation. Eine übersieht über diese Kriterien und geeignete Steigungs-
berechnungen findet sich in [50] und [51]. Eine sehr einfache geeignete Stei-
gungsberechnung im skalaren Fall ist etwa gegeben durch 
(3.86) n 1 . S. = - mmmod (u. + 
1 
- u. , u. - u. 
1
) , 
I fl.X I I I 1-
wobei die minmod-Funktion durch 
(3.87) 
a 




Iai < lbl , ab > 0 
Iai 2: lbl , a b > 0 
für ab:::;; 0 
definiert ist. Es wird somit derjenige Wert der Steigungen nach rechts oder links 
genommen, welcher den kleineren Betrag besitzt, und Null, falls ein Extremum 
vorliegt. Diese Wahl der Steigungsberechnung garantiert im skalaren Fall, daß in 
der stückweise linearen Approximation analog zur exakten Lösung keine neuen 
lokalen Extrema entstehen oder bestehende anwachsen. 
Diese skalaren Steigungsberechnungen müssen nun auf Systeme geeignet über-
tragen werden. Der einfachste Weg ist natürlich, die Steigungen in den Erhal-
tungsgrößen zu berechnen. Eine bessere Übertragung der skalaren Theorie auf 
Systeme läßt sich jedoch durch die Verwendung von charakteristischen Variablen 
erzielen. Man führt eine lokale Linearisierung des nichtlinearen Systems durch, 
die es ermöglicht, ein lokales System von charakteristischen Variablen zu defi-
nieren. Die Transformation auf diese charakteristischen Variablen liefert eine 
Entkopplung der einzelnen Gleichungen. Die skalaren Methoden lassen sich dann 
skalar in jedem charakteristischen Feld anwenden. 
Dazu definieren wir in jedem Gitterintervall einen Mittelwert Üi, etwa durch 
(3.88) 1 u. : = - (u. + 1 + 2 u. + u. 1) I 4 I I 1-
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oder auch Üi : = Uj. Wir lassen hier und im folgenden den oberen Zeitindex "n" 
weg. Wir berechnen die Eigenvektoren der Matrix A {Lij) und stellen die rechts 









I k k - (u.- u. 1) = ß. r. ßx 1 1- 1 1 
k=l 
Die ak und ßk sind die Komponenten der Differenzenquotienten bezüglich des 
k-ten charakteristischen Feldes und sind ein Maß für die Änderung der Erhal-
tungsgrößen in Richtung des k-ten Eigenvektors. Man erhält einen Steigungs-
vektor Si = (Si 1, Si2, .. , Sim)T, indem man jeweils eine skalare Steigungsberech-
nung auf diese Komponenten anwendet. 
Verwendet man zum Beispiel (3.86), so erhält man 
(3.90) 
m 
S. = "' S~ rk mit S~ = minmod (a~, ß~) 
1 L 11 1 1 1 
k=l 
Man muß hier jedoch nicht in jedem charakteristischen Feld dieselbe Steigungs-
berechnung anwenden. Ist etwa ein charakteristisches Feld linear entartet, so 
kann man Steigungen benutzen, welche speziell an einer Kontaktunstetigkeit die 
numerische Dämpfung stark reduzieren, in nichtlinearen Feldern jedoch zu 
lnstabilitäten neigen (siehe [51]). 
Eine Übersicht über die numerische Approximation von Erhaltungsgleichungen 
findet sich in [27]; numerische Methoden für eine einzelne Erhaltungsgleichung 
werden ausführlich in [49] behandelt. 
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4. Eulergleichungen 
Als Eulergleichungen bezeichnet man die Gleichungen der kompressiblen Strö-
mungsmechanik (Gasdynamik) in Eulerkoordinaten, falls Viskosität und Wärme-
leitung vernachlässigbar sind. Sie werden abgeleitet aus den integralen Erhal-
tungsgesetzen von Masse, Impuls (Zweites Newtonsches Gesetz) und Energie (z.B. 
[6]). ln einer Raumdimension lauten sie 
(4.1) u + f(u) = 0 t X 
mit 
u= f(u) = 
( 
pv ) pv2+p 
v(e+p) . 
(4.2) 
Dabei bezeichnet p die Dichte, v die Geschwindigkeit, p den Druck und e die 
totale Energie pro Einheitsvolumen. Vervollständigt werden die Eulergleichun-
gen durch eine Zustandsgleichung 
(4.3} p = p (p, e) 
wobeiedie spezifische innere Energie bedeutet. Es gilt die Beziehung 
(4.4) 1 2 e=pe+ -pv 
2 
Wir wollen hier in diesem Abschnitt als Zustandsgleichung der Einfachheit halber 
nur die des idealen Gases 
(4.5) 1 2 p = (y - 1) p e = (y - 1) (e - 2 p v ) 
betrachten. Dabei ist die Konstante y der sogenannte Adiabatenindex (Verhältnis 
der spezifischen Wärmen). 
Die Eigenwerte der Jakobi Matrix A (u) = df (u)/du lauten der Größe nach 
geordnet 
(4.6) a1 = v- c , a2 = v , aa = v + c , 
mit der Schallgeschwindigkeit 
(4.7) c = VvP7P' . 
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Da die Schallgeschwindigkeit immer positiv ist (Dichte und Druck sind positiv), 
sind die Eigenwerte (4.6) paarweise verschieden und die Eulergleichungen somit 
streng hyperbolisch. 
Die zu den Eigenwerten (4.6) gehörigen Eigenvektoren r1 (u), r2 (u) und r3 (u) 
lauten als Spalten der Matrix R geschrieben 




wobei H die spezifische Enthalpie bedeutet 
(4.9) 
2 
e+p c 1 2 H=--=--+-v 







H + vc 
Zerlegt man in der Energiegleichung die Gesamtenergie mittels (4.4) in die 
Summe aus kinetischer und innerer Energie, so erhält man nach Ausnutzen der 
Massen- und Impulserhaltungsgleichungen eine Transportgleichung für die spezi-
fische innere Energie e, die sich natürlich nicht in Erhaltungsform schreiben läßt. 
Ersetzt man in dieser Gleichung die spezifische innere Energie e durch die En-
tropie, welche über die Differentialbeziehung TdS = de + pdV mit dem spezi-
fischen Volumen V = 1/p und der Temperatur T definiert ist, so erhält man die 
Entropiegleichung 
Sei h eine stetig differenzierbare Funktion von S. Multiplikation von (4.10) mit 
ph' (S) und umformen unter Ausnutzung der Massenerhaltung ergibt die Erhal-
tungsgleichung der Entropie 
(4.1 0) (ph (S))t + (pvh (S)\ = 0 
(ideales Gas: S = Cp/(pv), C = konstant). Stetig differenzierbare Lösungen von 
(4.1) erfüllen somit unendlich viele zusätzliche Erhaltungsgleichungen der Form 
(4.1 0). Ist h eine monotone Funktion so existiert in diesem Falle eine umkehrbare 
Transformation von p, pv, e auf p, pv, S; d.h. die Energiegleichung in (4.1) kann 
durch (4.1 0) ersetzt werden. Für schwache Lösungen können die obigen Umfor-
mulierungen nicht mehr ausgeführt werden. Hier charakterisiert eine Entro-
pieungleichung gerade die physikalisch sinnvolle Lösung (Zweiter Hauptsatz der 
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Thermodynamik). Ist h (S) = - S, so ist ph (S) und pvh (S) gerade ein Entropiepaar 
im Sinne der Definition 2, Kapitel 2. 
Die physikalisch sinnvolle schwache Lösung wird gerade charakterisiert nach dem 
zweiten Hauptsatz der Thermodynamik durch eine Entropieungleichung: Die En-
tropie S wächst über eine Stoßwelle hinweg an. Ist h (S) = -S, so ist U = ph (S) ge-
rade eine Entropiefunktion im Sinne der Definition 2, Kapitel 2 und (2.12) die zu-
gehörige Entropieungleichung. 
Im Falle der Zustandsgleichung des idealen Gases läßt sich die Lösung des 
Riemannproblems zurückführen auf die Lösung eines Fixpunktproblems [23]. 
Dieses Fixpunktproblem muß numerisch gelöst werden. Die Lösung besteht nach 
den Ausführungen in Kapitel2 aus vier konstanten Zuständen u1 = uo, u1, u2 und 
u3 = ur. Es zeigt sich, daß die charakteristischen Felder zu den Eigenwerten a1 
und a3 streng nichtlinear und zum Eigenwert a2 linear entartet sind, d.h. die Zu-
stände u1, u 1 und u2, ur werden jeweils getrennt durch eine Stoß- oder Ver-
dünnungswelle, die mittleren Zustände u b u2 durch eine Kontaktunstetigkeit. 
Eine mögliche Situation ist in Figur 4.1 skizziert. Für die Ausbreitungsgeschwin-
digkeit s der Kontaktunstetigkeit gilt nach (2.20) s = v1 oder s = v2. Aus den 
Rankine-Hugoniot Bedingungen (2.6) für die Eulergleichungen folgt dann weiter 


















Mit Hilfe der Lösung des Riemannproblems ergibt sich dann der numerische Fluß 
des Godunov-Verfahrens. Reale Zustandsgleichungen können behandelt werden, 
indem man den Adiabatenindex in (4.5) als Funktion von p und e einführt. Eine 
allgemeine Zustandsgleichung wird somit dargestellt als die des idealen Gases 
mit variablem y (siehe [7]). Für Zustandsgleichungen, welche sehr stark von der 
des idealen Gases abweichen, dürfte diese Methode jedoch zu ungenau sein. 
Das Verfahren von Roe, wie wir es im letzten Kapitel vorgestellt haben, wurde 
von Roe [59] für die Eulergleichungen entwickelt. Er machte den Ansatz, daß die 
Matrix Air gerade die Funktionalmatrix A ist, ausgewertet an einem bestimmten 
Mittelwert, ü: 
( 4. 11) Alr = A (Ü) mit ii = ii (Ul, Ur) 
Die Mittelwertseigenschaft (3.44) führt dann auf verschiedene Bedingungen 
an ü. Roe gelang es durch die Einführung eines Parametervektors diese Glei-




2 r - 1 2] 
c = (y- 1) [ H- 2 v . 
zu finden. Die Vorgabe dieser Roe-Mittelwerte reicht aus, um das Verfahren von 
Roe für die Eulergleichungen durchzuführen, da die Rechtseigenvektoren (4.8) 
nur von c, H und v abhängen. 
Um den Fluß des Roe-Verfahrens nach Formel (3.51) zu bestimmen, benötigt man 
noch die Komponenten der Darstellung (3.46) von ur- u1 bezüglich der Basis des 




z: = ur - ul = I ßi ri 
i= l 
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muß gelöst werden. Als 3 x 3 Gleichungssystem läßt sich dies leicht explizit auf-




y - 1 
ß =- --c 
2 -2 1 
c 
1 1 
ß = - (z - (v - c) z ) - - ß 
3 2 c; 2 1 2 2 
Damit ist das Verfahren von Roe vollständig definiert. Es müssen zunächst die 
Koeffizienten ßi, i = 1, 2, 3 nach den Formeln (4.16), (4.17) bestimmt werden. Die 
Eigenwerte der Roe-Matrix sind nach (4.1 0) dann gegeben durch 
(4.18) 
Aus Formel (3.51) ergibt sich damit der Fluß des Roe-Verfahrens. 
Aufbauend auf den Roe-Mittelwerten können wir nun auch das HLLE-Verfahren 
angeben. Der numerische Fluß dieses Verfahrens ist gegeben durch (3.60) mit den 
Abschätzungen der Signalgeschwindigkeiten 
(4.19) 
entsprechend den Formeln (3.67), (3.68). 
Die Verallgemeinerung des Verfahrens von Roe und des HLLE-Verfahrens auf 
allgemeine Zustandsgleichungen ist jedoch nicht einfach. Die Roe-Matrix Air läßt 
sich in diesem Falle nicht mehr angeben als A (u) mit einem Roe-Mittelwert u 
sondern nur als Matrix Air (u1, ur) (siehe [21], [42], [48]). Im Falle der Gleichungen 
der kompressiblen Strömungsmechanik in Lagrangekoordinaten hat man eine 
ganz ähnliche Situation vorliegen. Wir werden dieses Problem im übernächsten 
Abschnitt ausführlich behandeln. 
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Strömungen mit hoher Energie enthalten oft Bereiche, in denen die kinetische 
Energie dominiert. Berechnet man nun bei einem Verfahren in Erhaltungsform 
die innere Energie aus den Näherungswerten für die Erhaltungsgrößen, so kann 
sie negativ werden. Dies führt natürlich zum Zusammenbruch des numerischen 
Verfahrens, da der Druck und das Quadrat der Schallgeschwindigkeit negativ 
werden. Verfahren, für die innere Energie, Dichte und Druck immer positiv blei-
ben, nennen wir positive oder positivitätserhaltende Verfahren in Erhaltungs-
form. Einfeldt, Munz, Roe und Sjögreen [18] zeigten, daß es eine ganze Klasse 
von Riemannproblemen gibt, für die das Verfahren von Roe zwingend eine 
negative Dichte und negative innere Energie liefert und somit nicht durchführbar 
ist. Die Anfangswerte dieser Riemannprobleme in [18] haben die Form 
(4.20) l 
UJ = (po,- Po Vo, eo)T 
u (x, 0) = 
Ur = (po, Po Vo, eo)T 
für x < 0 
für x > 0 
Bemerkung 1: ln der Lösung des Riemannproblems (4.1), (4.20) mit v0 > 0 tritt im 
Falle 
(4.21) 4ye 0 2 --<p V 
3y-}-OO 
ein Bereich mit Vakuum auf. 
Diese Aussage ist wohlbekannt und findet man etwa bei Smoller [66]. Ein nu-
merisches Verfahren, welches die Eulergleichungen approximiert, kann in diesem 
Falle keine sinnvolle Lösung mehr liefern, da die Eulergleichungen für Vakuum 
nicht mehr gelten. Für die Ableitung der Eulergleichungen ist eine wesentliche 
Voraussetzung die Kontinuumsannahme, die für Vakuum natürlich verletzt ist. Es 
gibt allerdings einen ganzen Bereich, in dem die exakte Lösung von (4.1), (4.20) 
positive Dichte und innere Energie besitzt, jedoch in der Lösung von 
(4.22) df(u) I u + A (ü) u = 0 A (u): = -- _ 
t x ' du u 
mit den Anfangswerten (4.20) negative Dichte und innere Energie auftritt. Dabei 
sei ü : = (p, pv, e)T ein beliebiger Erwartungswert von u1 und Ur aus (4.20) mit der 
Symmetrie-Eigenschaft v = 0, wie sie etwa von dem Roe-Mittelwert oder auch 
von dem arithmetischen Mittelwert erfüllt wird. Wir nennen ein solches Anfangs-
wertproblern (4.1 ), (4.20) nicht linearisierbar. 
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Satz 1: Das Riemannproblem (4.1), (4.20) mit vo > 0 ist nicht linearisierbar, falls 
die Anfangswerte (4.20) die Ungleichung 
(4.23) (y - 1) e 5 p v 2 
0 0 0 
erfüllen. 
Beweis: Sei ü ein beliebiger Mittelwert von u1 und ur mit v = 0. Mit r1 (ü), r2 (ü) 
und r3 (ü) bezeichnen wir die Rechtseigenvektoren (4.8) der Matrix A (u) = 
df (u)/du an der Stelle ü. Die Koeffizienten .ßj, j = 1, 2, 3, der Darstellung von 
Ur - u1 bezüglich der Basis dieser Eigenvektoren ergeben sich aus dem linearen 
Gleichungssystem 
(4.24) 
Die Lösung dieses Gleichungssystems ist durch die Formeln (4.16) gegeben und 
lautet in unserem speziellen Fall 
(4.25) 
wobei c die Schallgeschwindigkeit zum Mittelwertszustand ü bezeichnet. Die 
Lösung des Riemannproblems (4.1 ), (4.20) mit v0 > 0 besteht somit nur aus drei 
konstanten Zuständen u,, u1 und Ur, welche durch zwei Verdünnungswellen ge-




Figur 4.2 Lösung des Riemannproblems (4.1), (4.20) 
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Der Zustand u 1 ist nach (3.47) gegeben durch 
(4.26) 
und man erhält 
P v H- pvc (4.27) 0 0 0 0 
P1 = P - -_- , p1 v1 = 0 , e1 = e - p v -= = e - --0 c 0 0 0 c 0 y-1 
Aus der zweiten Gleichung ergibt sich sofort v1 = 0 in Analogie zur exakten 
Lösung (Symmetrie). Die Forderung nach Positivität der Dichte und inneren 










0 y-1 00 
Es kann somit nur ein Erwartungswert u existieren, für den u1 positive Dichte und 
innere Energie besitzt, falls (4.23) erfüllt ist und damit (4.28) lösbar wird. Andern-
falls ist (4.1 ), (4.20) nicht linearisierbar. o 
Aus den Ungleichungen (4.28) läßt sich weiter direkt ableiten: 
Bemerkung 2: Im Falle v0 < 0 ist das Riemannproblem (4.1), (4.20) ohne Ein-
schränkungen linearisierbar. Die Lösung besteht aus zwei Stoßwellen, die sich mit 
entgegengesetzt gleichen Geschwindigkeiten von der Anfangsdiskontinuität 
entfernen. 
Das Verfahren von Roe kann somit in Bereichen kleiner Dichten beim Auftreten 
von Verdünnungswellen versagen. Dies ist insofern nicht so sehr verwunderlich, 
da das Roe-Verfahren eine Verdünnungswelle durch eine lineare Unstetigkeit mit 
"mittlerer" Ausbreitungsgeschwindigkeit ersetzt. 
Satz 2: Das Godunov-Verfahren ist für das Riemannproblem {4.1), {4.20) ein 
positives Verfahren. 
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Beweis: G sei die Menge der Zustände mit positiver Dichte und innerer Energie 
(4.30) G={(p,pv,e)T mit p>O, 2pe>pv2}. 
Tritt in der Lösung des Riemannproblems kein Vakuum auf, so liegt sie in G. Still-
schweigend vorausgesetzt ist hier natürlich, daß die Anfangswerte in G liegen. Da 
G konvex ist, liegt der integrale Mittelwert (3.38) dieser Lösung wieder in G und 
das Godunov-Verfahren ist positivitätserhaltend. 
Bei der Abschätzung der Signalgeschwindigkeiten des HLLE-Verfahrens werden 
nach (3.67), (3.68) gerade die Roe-Mittelwertgeschwindigkeiten an den Ver-
dünnungswellen korrigiert. Die Signalgeschwindigkeiten (3.67), (3.68) sind somit 
Schranken der physikalischen Signalgeschwindigkeiten. Es gilt allgemein der 
Satz 3: Sind die numerischen Signalgeschwindigkeiten a1 und ar eine untere bzw. 
obere Schranke der physikalischen Signalgeschwindigkeiten, so ist das HLL-Ver-
fahren (3.60) für das Riemannproblem (4.1), (4.20) positivitätserhaltend. 
Beweis: Ist a1 und ar eine untere bzw. obere Schranke der physikalischen Signal-
geschwindigkeit, so gilt wegen der integralen Erhaltungseigenschaft (3.36) für 
den mittleren Zustand Uir der näherungsweisen Riemannlösung 
ar LI. t 
(4.31) u1 = 
1 I w (x/t ; u 1 , u ) dx , r (a - a ) Ll.t e r 
I r 
a!Ll.t 
wobei We die exakte Lösung des Riemannproblems ist. Da w in G liegt, erfüllt der 
integrale Mittelwert Uir wegen der Konvexität von G dies auch. Die ungestörten 
Zustände liegen sowieso in G. Die Integration (3.38) führt nicht aus der konvexen 
Menge G hinaus und das HLL-Verfahren ist positivitätserhaltend. 
Es gelingt somit im Rahmen eines HLL-Verfahrens, eine Korrektur der Roe-Signal-
geschwindigkeiten so einzuführen, daß Dichte und innere Energie im näherungs-
weisen Riemannlöser positiv bleiben, solange kein Vakuum vorliegt. Das HLL-Ver-
fahren ersetzt nach den Ausführungen in Kapitel 3 die exakte durch eine nähe-
rungsweise Riemannlösung, welche nur einen konstanten mittleren Zustand ent-
hält. Dies wirkt sich in der Weise aus, daß die numerische Dämpfung speziell der 
Kontaktunstetigkeit bei diesem Verfahren größer ist. Einfeldt zeigt jedoch in 
[17], daß sich dies in einem MUSCL-Typ Verfahren zweiter Ordnung kaum aus-
wirkt. 
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5. Kompressible Navier-Stokes Gleichungen 
ln diesem Kapitel betrachten wir die Erweiterung der numerischen Methoden für 
die Eulergleichungen aus dem vorherigen Kapitel auf die kompressiblen Navier-
Stokes Gleichungen in zwei Raumdimensionen. Als kompressible Navier-Stokes 
Gleichungen bezeichnet man die Erhaltungsgleichungen mit Viskosität und 
Wärmeleitung. Geschrieben in Erhaltungsform lauten sie 
(5.1) ut + f 1 (u) + f2 (u) = r (u) + s (u) , X y X y 
wobei u den Vektor der Erhaltungsgrößen (p, pv, pw, e)T bezeichnet. Die Bezeich-
nungen der einzelnen Größen ist, soweit möglich, analog zu den Eulergleichungen 
in Kapitel 4 gewählt: p bezeichnet die Dichte, v und w die Geschwindigkeitskompo-
nenten in x- bzw. y-Richtung und e die totale Energie pro Einheitsvolumen. Die 
Funktionen f1 (u) und f2 (u) sind gerade die Eulerflüsse in x- bzw. y-Richtung, r (u) 




(5.2) f1 (u) = pvw 
v(e+p) 
mit 
pw 0 0 
pvw ~q -c2 
, f2(u) = pw2+p , r(u) = -c2 ,s(u) = -ca 
w(e + p) v-c1 + w-c2 + qx v-c2 + w-c3 + qY 
-c1 = (2ll+A)v + Aw , -c2 = ll(v + w) , -c3 = (2ll+A)w + A X y y X y X 
(5.3) 
Dabei bedeuten hier p der Druck, p und A. die Viskositätskoeffizienten, die Größen 
qx und qY die spezifischen Wärmeleitungsflüsse, Pr die Prandti-Zahl und y der 
Adiabatenexponent. 
Wie im Kapitel 4 setzen wir als Zustandsgleichung die des idealen Gases (4.5) 
voraus. Die Viskositäts- und Wärmeleitungsterme sind hier auch in der Flußformu-
lierung geschrieben, die uns für die Konstruktion des numerischen Verfahrens 
günstiger erscheint. ln diesen Termen stecken aber natürlich Ableitungen zweiter 
Ordnung der Geschwindigkeiten. Das heißt die kompressiblen Navier-Stokes Glei-
chungen sind kein hyperbolisches Differentialgleichungssystem, sondern ein soge-
nanntes unvollständig parabolisches System (siehe [24]). Wir wollen hier jedoch 
nur sehr kleine Viskositätsterme zulassen. Somit betrachten wir (5.1) als ein hyper-
bolisches System mit einem kleinen parabolischen Störungsterm. 
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5.1 Numerische Approximation 
Eine einfache Methode, eindimensionale numerische Verfahren auf mehrere Raum-
dimensionen auszudehnen, ist die des Dimensionen-Splittings welche auch Zwi-
schenschrittmethode genannt wird. Eine ausführliche Einführung dieser Methode 
zur Behandlung mehrdimensionaler Probleme der mathematischen Physik geben 
Marchuk [43] und Yanenko [72], angewandt auf die Eulergleichungen wurde sie 
zum ersten Mal von Godunov [23]. Jüngere Ergebnisse ([10], [71]) zeigen, daß diese 
Methode sehr gute und effiziente mehrdimensionale Shock-Capturing Verfahren 
liefern kann. 




welche in jedem Zeitschritt nacheinander gelöst wer<;ien. Man hat somit das zwei-
dimensionale Problem auf zwei eindimensionale Probleme zurückgeführt. Die linke 
Seite der eindimensionalen Probleme (5.4) und (5.5) sind in der Struktur sehr 
ähnlich zu den Eulergleichungen (4.1). Es tritt jedoch eine zusätzliche Gleichung 
auf, die aber von einfacher Bauart ist und in (5.4) etwa den Transport der y-Kompo-
nente des Impulses in x-Richtung beschreibt. Die Eigenwerte der Funktionalmatrix 
df1 (u)/du lauten 
(5.6) 
wobei die zugehörige Eigenvektoren eine Basis im R4 bilden, d.h. das homogene 
System (5.4) ist hyperbolisch. Die analoge Situation ergibt sich bei (5.5), man muß 
lediglich in (5.6) v durch w ersetzen. 
Die in Kapitel 4 beschriebenen Verfahren lassen sich auf die Systeme (5.4), (5.5) aus-
dehnen. Eine ausführliche Beschreibung der Übertragung numerischer Verfahren 
für die eindimensionalen Eulergleichungen auf die zweidimensionalen Eulerglei-
chungen wird in [19] gegeben. Üblicherweise wird das Splitting-Verfahren von 
Strang [68] benutzt, bei welchem die Reihenfolge der numerischen Behandlung der 
Gleichungen (5.4), (5.5) in jedem Zeitschritt vertauscht wird. Diese Vorgehensweise 
erhält die Konsistenzordnung Zwei. 
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Wir wollen uns hier auch der Approximation der Dissipationsterme auf der rechten 
Seite zuwenden. Dabei beschränken wir uns auf die Gleichung (5.4.); (5.5) läßt sich 
analog behandeln. Während die Eulerterme abhängig von der Wellenausbreitung 
approximiert werden, macht dies bei den parabolischen Termen natürlich keinen 
Sinn. Physikalisch adäquat erscheint hier die einfache Approximation mittels zen-
traler Differenzen. 
Wir können dies folgendermaßen formulieren: Das numerische Verfahren für die 
erste Gleichung (5.4) des Splitting-Schemas lautet 
Ir- -,\ 
\=)./) 
n+l n Llt ( n n \ 
u .. =u .. --\g.+U2.-g. u2·) 1, J 1, J /:1x \ 1 , J 1- , J 
wobei der numerische Fluß sich zusammensetzt aus dem numerischen Fluß für die 
Eulerterme gEuL und der Approximation gv1s des dissipativen Flusses 
(5.8) 
Geeignete Flüsse gEuL wurden in Kapitel 4 besprochen, zentrale Differenzen-
bildung für den viskosen Fluß liefert die folgenden Formeln. Wir lassen dabei den 
oberen Zeitindex "n" weg und markieren mit dem oberen Index 1, 2, 3 oder 4 die 
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Die explizite Approximation der parabolischen Diffusionsterme nach (5.8)- (5.12) ist 
nur effizient für sehr kleine Viskositätsterme, d.h. kleine Viskositätskoeffizienten p 




- max ( Jvl + c) ~ 1 
.6.x 
(vgl. (3.40)) eine erste Bedingung an den Zeitschritt liefert, lautet die Stabilitäts-
bedingung für die parabolischen Terme 
(5.14} 2Llt max (. ~ ' A + 2}1 ' y Jl ) ~ 1 
.6.x2 p p Prp 
(vgl. [45]). ln der parabolischen Schrittweitenbedingung (5.14) geht die Raum-
schrittweite 6.x quadratisch im Nenner ein, d.h. für kleine Raumschrittweiten 6.x 
kann diese Bedingung eine sehr einschneidende Forderung an den Zeitschritt 6.t 
darstellen. Die explizite Approximation ist somit nur sinnvoll bzw. effizient, solange 
die Viskositätskoeffizienten sehr klein sind und der nach (5.14) geforderte Zeit-
schritt in der Größenordnung des Zeitschrittes nach der CFL-Bedingung liegt. 
Stellt die parabolische Bedingung (5.14) eine zu starke Einschränkung dar, so 
müssen die parabolischen Terme implizit approximiert werden. Dies kann man 
durchführen, indem nochmals eine Splittingtechnik anwandt wird und (5.4) und 
(5.5) in den hyperbolischen und parabolischen Anteil aufspaltet: 
(5.15) u + f 1 (u) = 0 , t X 
(5.16) u - r (u) = 0 t X ' 
bzw. 
(5.17) 
(5.18) u - s (u) = 0 t y 
ln jedem Zeitschritt werden zunächst die hyperbolischen Gleichungen (5.15) bzw. 
(5.17) und danach die parabolischen (5.16) bzw. (5.18) gelöst. Die parabolischen 
Gleichungen können nun unabhängig von dem hyperbolischen Teil behandelt 
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werden. Insbesondere kann für diese Gleichungen ein implizites Verfahren gewählt 
werden, so daß die Schrittweitenbedingung (5.14} entfällt. 
Die CFL-Bedingung (5.13} sagt aus, daß eine Störung innerhalb eines Zeitschrittes 
höchstens durch eine Gitterzelle laufen darf. Sie ist für die meisten Anwendungen 
eine recht natürliche Zeitschrittbedingung, welche auch aus Genauigkeitsgründen 
erfüllt sein sollte. Lediglich bei der Approximation von stationären oder nahezu sta-
tionären Zuständen etwa in der Aerodynamik möchte man zur Konvergenz-
beschleunigung auf größere Zeitschritte übergehen. Hierfür muß eine implizite Ap-
proximation auch für den hyperbolischen Teil angewandt werden. Diesen Aspekt 
möchten wir hier nicht behandeln und verweisen auf die Arbeit von Schroeder und 
Hänel [64]. Bei der Approximation von nahezu inkompressiblen Medien kann die 
Schallgeschwindigkeit sehr groß werden und die CFL-Bedingung dadurch sehr ein-
schneidend. ln diesem Fall ist es ebenso vorteilhaft, zumindest die Druckterme in 
den Eulergleichungen in impliziter Form zu approximieren. Die Schallgeschwindig-
keit fällt dann in der Schrittweitenbedingung heraus und die Zeitschrittweite muß 
lediglich in Abhängigkeit von der Strömungsgeschwindigkeit v gewählt werden. 
5.2 Instabilität einer Scherströmung und das Wirbelpaaren bei transanischer 
Strömung 
ln diesem Abschnitt wenden wir das in Abschnitt 5.1 beschriebene Verfahren zur 
numerischen Simulation der Instabilität einer Scherströmung an. Eine Scherströ-
mung entsteht, wenn Strömungen mit verschiedenen Geschwindigkeiten sich be-
rühren. Ein schematisches Bild einer solchen Scherströmung hinter einer Platte ist in 
Figur 5.1 wiedergegeben. Die Instabilität führt auf ein intensives Mischen beider 
Strömungen in dem durch die gestrichelten Linien begrenzten Gebiet. Die Misch-
zone vergrößert sich dabei mit dem Abstand von der Platte. ln ihr treten starke Ge-
schwindigkeitsgradienten auf, ein typisches Profil der mittleren Geschwindigkeit v 
in x-Richtung in einem gewissen Abstand von der Platte ist in die Skizze eingezeich-
net. Zum einen entsteht eine solche einfache Scherströmung in vielen physika-
lischen Situationen, zum anderen ist die Instabilität der Scherströmung auch der 
Mechanismus für die Instabilität vieler anderer Konfigurationen. Sie führt etwa 
zum Aufbrechen eines Freistrahls oder zu der Ausbildung einer Wirbelstraße hinter 






Figur 5.1 Scherströmung mit Mischzone und Geschwindigkeitsprofil 
---
X 
tion der Instabilität einer einfachen zweidimensionalen Scherströmung zwischen 
kompressiblen Medien betrachten. 
Vor 20 Jahren etwa wurden durch experimentelle Beobachtungen in den turbu-
lenten Mischzonen von inkompressiblen Scherströmungen kohärente Strukturen 
entdeckt {Brown und Roshko [4), Winant und Browand [70]). Dies zeigte, daß 
stochastische Methoden bei der Turbulenzmodeliierung dort versagen müssen, die 
charakteristischen Eigenschaften der Strömungen richtig wiederzugeben. So ist 
etwa die Wirbelstärke keine zufällig verteilte Größe, sondern ist konzentriert auf 
einige größere Wirbelstrukturen. ln Figur 5.2 sind solche kohärenten Strukturen in 
der Mischzone schematisch dargestellt. Ein besseres Verständnis der Entstehung, 
des Anwachsens, der Wechselwirkungen und des Zerfallens dieser kohärenten 
Strukturen sollte zu Verbesserungen der Turbulenzmodelle führen. Eine wichtige 
Rolle bei dem Entstehen der kohärenten Strukturen spielt die hydrodynamische In-
stabilität der Scherströmung. Sie scheint der Produktionsmechanismus dieser Struk-
turen zu sein, unabhängig davon, ob die Strömung laminar oder turbulent ist. Die 
Entwicklung dieser Instabilität und der Übergang zur Turbulenz in seinem ersten 
Stadium ist ein zweidimensionales Phänomen in dem Sinne, daß Störungen in der 
dritten Dimension deutlich langsamer anwachsen. 
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Figur 5.2 Kohärente Strukturen in der Mischzone 
Die Strömung wird charakterisiert durch die Viskositätskoeffizienten und das Ge-
schwindigkeitsverhältnis 
(5.19) 
welches ein Maß für die Größe der Scherung ist. Für kleine Geschwindigkeiten ist 
der Einfluß der Kompressibilität des Mediums nicht sehr bedeutend, so daß die In-
stabilität der Scherströmung analog zum inkompressiblen Fall verläuft. Ihre Ent-
wicklung ist bestimmt durch einen lnstabilitätsmechanismus, den man gewöhnlich 
Kelvin-Helmholtz Instabilität nennt. Kleine Störungen der Kontaktfläche der ver-
schiedenen Strömungen wachsen exponentiell an und rollen sich in einzelne Wirbel 
auf. Dadurch und durch Wechselwirkung der Wirbel kommt es zum Anwachsen der 
Mischzone. Eine Übersicht über die Instabilität einer Scherströmung geben Ho und 
Huerre in [30]. Eine allgemeine übersieht über die Instabilität von parallelen Strö-
mungen findet man z.B. in den Büchern von Lin [41] und Drazin und Reid [14]. 
Zur numerischen Simulation dieser Instabilität ist es günstiger, statt der räumlichen 
Entwicklung einer Scherströmung, wie im Experiment, die zeitliche Entwicklung zu 
verfolgen. Dabei führen wir eine Galilei-Transformation mit der mittleren Ge-
schwindigkeit (v, + v2)/2 aus und nehmen an, daß die Strömung periodisch im 
Raum wird. Die numerischen Resultate zeigen dann die Entwicklung der Scherströ-
mung in der Zeit. Der bedeutendste Vorteil dieser Vorgehensweise ist, daß man 
durch die Annahme der Periodizität ein beschränktes räumliches Problem be-
kommt, das sehr effektiv auf einem Vektorrechner gelöst werden kann und somit 
numerische Simulationen für große Zeiten erst möglich macht. Die Simulation der 
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räumlichen Entwicklung erfordert demgegenüber sehr große Rechengebiete und 
damit verbunden eine sehr große Anzahl von Gitterpunkten. Der Nachteil der 
Simulation der zeitlichen Entwicklung ist, daß es durch die Annahme der Periodi-
zität keine einfache Transformation zwischen räumlich und zeitlich sich entwickeln-
den Scherströmungen gibt. Dunn und Lin [15] zeigten jedoch im Rahmen einer Art 
Grenzschichtbehandlung, daß das lokale Stabilitätsproblem für die Grenzschicht 
beim räumlich und zeitlich sich entwickelnden Problem äquivalent ist. 
Die Figur 5.3 zeigt unser Rechengebiet und die Anfangswerte der Simulation. Die 
obere und untere Strömung haben zur Zeit t = 0 dieselbe Dichte und Druck, p0 = 1, 
Po= 1, die Geschwindigkeiten in x-Richtung sind genau entgegengesetzt und vom 
Betrag v0 , während die y-Komponente überall Null ist. Die Trennkurve S dieser 
beiden Strömungen ist sinusförmig gestört und besitzt die Parameterdarstellung 
(5.20) S: y=y(x)=a sin(2knx) , xe[-0.5,0.5] , 0 
mit der Amplitude a0 und der Modenzahl k r. N. Die charakteristischen Kenngrößen 
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wobei I = 1/k die Wellenlänge der Störung bezeichnet und c0 die Schallge-
schwindigkeit c0 = Vy pofp~ = Vy. Das Rechengebiet ist das Rechteck[- 0.5, 0.5] x 
[- 0.5, 0.5], am rechten und linken Rand werden periodische Randbedingungen, am 
oberen und unteren Rand einfache nichtreflektierende Anströmbedingungen vor-
gegeben ([ 19]). 
Unsere Definition der Reynoldszahl R in (5.21) ist etwas ungewöhnlich, da bei einer 
räumlich sich entwickelnden Scherströmung als charakteristische Länge üblicher-
weise die Anfangsdicke ö0 der Mischzone genommen wird. Diese Anfangsdicke der 
Mischzone bestimmt diejenige Wellenlänge 10 einer Störung, welche am schnellsten 
anwächst (siehe z.B. [30]). Die Anfangsdicke der Mischzone läßt sich etwa defi-
nieren als die Wirbelstärkendicke 
2v 
(5.22) 8 = -:-----0--,---
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Figur 5.3 Rechengebiet und Anfangswerte 
wobei p und pv räumliche Mittelwerte in x-Richtung sind. 
ln unserem Fall ist dies etwas anders. Durch das Rechengebiet zusammen mit den 
Periodizitätbedingungen und der Vorgabe der Modenzahl bestimmen wir die Wel-
lenlänge der Störung. Die Anfangsdicke der Mischzone spielt dann nur noch eine 
untergeordnete Rolle in dem Sinne, daß sie nur noch Einfluß auf die Wachstumsge-
schwindigkeit der Störung hat. Wir gehen hier so vor, daß wir in den Anfangswer-
ten einen Sprung, d.h. eine Unstetigkeit, der Geschwindigkeiten vorgeben. Das nu-
merische Shock-Capturing Verfahren wird diese Unstetigkeit über drei bis vier Git-
terpunkte verschmieren, d.h. es gilt etwa ö0 :::: 2 ßy. Bedingt durch diese Dicke wer-
den Störungen mit einer Wellenlänge in der Größenordnung von /1y am schnellsten 
anwachsen. Solche Störungen treten natürlich durch Rundungs-und Approximati-
onsfehler auf. Diese kleinen Störungen unterdrücken bzw. dämpfen wir jedoch mit 
Hilfe einer geeigneten Vorgabe der Viskosität. Dadurch erzwingen wir, daß nur die 
vorgegebene Störung mit großer Wellenlänge (5.20) anwachsen kann und die nu-
merische Simulation stabil bezüglich kleiner Störungen ist. 
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Eine andere Möglichkeit wäre, im Hinblick zu der Beziehung zwischen Wellenlänge 
und Dicke der Mischzone, einen stetigen Übergang der Geschwindigkeiten in der 
Form 
(5.23) v (x, y, 0) = v tan h ( y_) 
0 2ö 
0 
vorzugeben, welcher die Lösung bei einer laminaren inkompressiblen Strömung 
gut approximiert [62]. Wählt man die Anfangsdicke 80 der Mischzone genügend 
groß, so wird dadurch ebenso das Anwachsen der Rundungs-und Approximations-
fehler unterdrückto Im kompressiblen Fall, speziell bei hohen !\llachzah!en, kann 
man jedoch nicht mehr sicher sein, daß das Geschwindigkeitsprofil (5.23) dort 
immer noch eine gute Approximation der Wirklichkeit ist. Auf das Problem der Vor-
gabe der Anfangswerte werden wir bei der Darstellung der numerischen Ergebnisse 
nochmals eingehen. 
Die lineare Stabilitätsanalyse für eine unendlich ausgedehnte ebene reibungsfreie 
Scherströmung mit unstetigen Anfangswerten liefert die folgenden Ergebnisse ([3], 
[47]): Für Machzahlen M < 2 tritt die Kelvin-Helmholtz Instabilität mit einem 
exponentiellen Anwachsen von Störungen beliebiger Wellenlänge auf. Störungen 
mit kleiner Wellenlänge wachsen dabei schneller als Störungen großer Wellenlänge 
an. Für relative Machzahlen M zwischen 2 und 2 ....Ji tritt diese Instabilität immer 
noch auf, aber es existiert zusätzlich eine neutral stabile Mode, bestehend aus 
einem Paar akustischer Wellen, welche entgegen der Strömungsrichtung laufen. 
Für M > 2 ,.)]':existiert keine instabile Mode sondern drei neutral stabile "Knick 
Moden", welche alle verschiedene Geschwindigkeiten besitzen. Die Scherströmung 
ist linear neutral stabil. Artola und Majda [3] zeigten jedoch, daß nichtlineare 
Wechselwirkungen zwischen diesen Moden zu lnstabilitäten führen. Die Situation 
ändert sich etwas, wenn wir Viskosität oder eine endliche Dicke der Mischzone mit 
berücksichtigen. Es zeigt sich dann ([40]), daß eine Stabilitätsschranke existiert. 
Störungen mit kleinerer Wellenlänge werden gedämpft, während Störungen 
größerer Wellenlänge anwachsen (siehe auch [32]). 
Um die Ergebnisse der numerischen Simulation zu visualisieren und sie mit den Bil-
dern aus Experimenten vergleichen zu können, berechnen wir zusätzlich zu dem 
Strömungsfeld der numerischen Lösung der kompressiblen Navier-Stokes-Gieichun-
gen sogenannte Streichlinien. Wir markieren die Grenzkurve zwischen den beiden 
Strömungen mit masselosen Teilchen, welche in der Strömung einfach mitschwim-
men, d.h. in jedem Zeitschritt nach dem berechneten Strömungsfeld bewegt wer-
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den. Diese Technik der Visualisierung ist Experimenten nachempfunden, bei wel-
chen Tinte oder Rauch zur Visualisierung in die Scherströmung eingeblasen wird 
(siehe z.B. [16]). 
Dieser Teilchen-Markierungsalgorithmus läuft folgendermaßen ab. Wir nehmen an 
die Koordinaten und die Geschwindigkeiten der Teilchen seien zur Zeit tn bekannt. 
Das k-te Teilchen habe gerade die Koordinaten und die Geschwindigkeiten 
(5.24) 
Nach der Berechnung des Strömungsfeldes mittels der numerischen Lösung der 
kompressiblen Navier-Stokes Gleichungen werden die neuen Koordinaten des k-ten 
Teilchens berechnet nach 
(5.25) 
Dabei werden die Geschwindigkeiten der Markierungsteilchen aus den Werten des 
Strömungsfeldes gewonnen. Da das Strömungsfeld nur an den einzelnen Gitter-
punkten bekannt ist, werden die Teilchengeschwindigkeiten mittels einer biline-
aren Interpolation gewonnen. 
Dazu muß zunächst der Ort des Teilchens im Gitter bestimmt werden. Für ein Gitter 
mit konstanter Schrittweite ist dies sehr einfach. Man erhält das Gitterrechteck Rij, 
indem das Teilchen sich befindet, aus den Beziehungen 
(5.26) • • (X~- X0) 
1: = rnt 6.x ( y~-yo) ' j : = int 6.y ' 
wobei (x0 , y0 ) die Koordinaten der linken unteren Ecke des Rechengebiets sind und 
int (z) die größte ganze Zahl ist, welche kleiner oder gleich z ist. Als nächstes be-
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Figur 5.4 Flächengewichtete Interpolation 
Die Geschwindigkeiten des k-ten Markerteilchens zum Zeitpunkt tn berechnet sich 
dann aus den Werten des numerischen Strömungsfeldes durch die Formeln 
n + 1 1 (A n + 1 A n + 1 A n + 1 A n + 1 ) 
Vk = -- 1 V. . + 2 V. + 1 . + 3 V. 1 . 1 + 4 V. . + 1 ßx tly t,J 1 ,J t+ ,J+ t,J 
(5.29) 
n + 1 1 (A n + 1 A n + 1 A n + 1 A n + 1 ) 
wk = -- 1 w. · + 2w'+1 · + 3w'+1 '+1 + 4w. '+1 flx fly t,J 1 ,J 1 ,J t,J 
mit i und j aus (5.26). 
Am Rand des Rechengebietes müssen noch gewisse Modifikationen eingeführt wer-
den. Für die periodischen Ränder ist es angebracht, Teilchen, welche das Rechenge-
biet an dem einen Rand verlassen, an dem anderen mit gleicher Geschwindigkeit 
und entsprechend der Position wieder einströmen zu lassen. Reflektierende Rand-
bedingungen machen keine Schwierigkeiten, da dort das Strömungsfeld dafür 
sorgt, daß kein Teilchen über den Rand hinauskommt. Im Falle von Randbedingun-
gen an einer Ausströmung müssen Teilchen am Rand notfalls herausgenommen 
werden und vielleicht wieder an geeigneten Punkten in das Rechengebiet einge-
setzt werden. 
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Wir betrachten die zeitliche Entwicklung einer Scherströmung zunächst für die 
Machzahl M = 1. Figur 5.5 zeigt die numerischen Ergebnisse für die Reynoldszahl 
R = 1000 anhand der Bilder der Markerteilchen. Die Markerteilchen wurden zu 
Beginn der Rechnung auf die Trennkurve zwischen den beiden Strömungen posi-
tioniert. Ihre graphische Darstellung zu verschiedenen Zeiten in Figur 5.5 visualisiert 
nun die zeitliche Entwicklung dieser Trennkurve. Die Amplitude der Störung der 
Trennkurve für t = 0 ist a0 = 0.025, die Modenzahl ist k = 2. Figur 5.5 zeigt die 
typische zeitliche Entwicklung einer Kelvin-Helmholtz Instabilität. Die Amplitude 
der Sinusstörung wächst zunächst an, wie es die lineare Stabilitätstheorie voraus-
sagt. Dann kommt es aber durch nichtlineare Effekte zu einem Aufsteilen der 
Sinuskurve und sie wird ähnlich zu einzelnen Sägezähnen (t = 0.4). Danach rollt 
sich die Scherschicht in zwei einzelne Wirbel auf. Dieses Aufrollen setzt sich über 
große Zeiten hinweg fort, wird aber durch die Dissipationsterme gebremst. Etwa ab 
t = 6.0 kommt es zum Stillstand der Wirbel in der Mischzone. Von da ab werden die 
Markerteilchenmuster nur noch weiter geschert. Diese numerischen Ergebnisse des 
Aufrollvorgangs durch die Kelvin-Helmholtz Instabilität und der Wirbelbildung 
stimmen sehr gut überein mit experimentellen Resultaten im inkompressiblen Fall 
(siehe z.B. [16]). 
Das hier benutzte numerische Verfahren besitzt die in Abschnitt 5.1 vorgestellte 
Form (5.7) - (5.8). Dabei ist die numerische Approximation der Viskositätsterme 
durch (5.9) - (5.12) gegeben. Der numerische Fluß für die Eulerterme ist der eines 
MUSCL-Typ Verfahrens, aufbauend auf dem HLLE-Verfahren für die Eulergleichun-
gen und der charakteristischen Berechnung der Steigungen in den Gitterzellen, wie 
dies in den Formeln (3.88) bis (3.90) beschrieben ist. Die Diskretisierungsparameter 
sind ß.x = ßy = 0.005, d.h. es wurden 200 x 200 Gitterzellen benutzt. Die Zeit-
schrittweite wurde adaptiv nach der CFL-Bedingung bestimmt. Die Viskositätsterme 
wurden in dieser Rechnung explizit approximiert. Die Viskositätskoeffizienten 
waren dabei klein genug, so daß die Schrittweitenbedingung (5.14) automatisch 
erfüllt war. Wird in dem MUSCL-Typ Verfahren das HLLE-Verfahren ausgetauscht 
durch ein anderes Upwind-Verfahren, so hat dies bei diesen Rechnungen wenig Ein-
fluß auf die numerischen Ergebnisse. Die Gitterschrittweiten sind klein genug im 
Vergleich zur physikalischen Viskosität, so daß kleine Änderungen in der nume-
rischen Methode nahezu keine Änderungen der Resultate hervorrufen. Ebenso 
lieferte eine Gitterverfeinerung fast identische Resultate. Für etwas kleinere 
Reynoldszahlen oder kleinere Schrittweiten bekommt man jedoch Schwierigkeiten 
mit der parabolischen Schrittweitenbedingung (5.14) und muß den Zeitschritt redu-
zieren oder zu einer impliziten Approximation übergehen. Die Anzahl der Marker-






Figur 5.5 Aufrollen der Scherschicht beiM = 1, R = 1000, a0 = 0.0125, k = 2 
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Vergrößert man die Reynoldszahl, so kommt man bald in den Bereich, in dem die 
physikalischen Viskositätsterme so klein werden, daß sie die Störungen in der nu-
merischen Approximation nicht mehr dämpfen. Nach der physikalischen Stabili-
tätstheorie müssen diese kleinen Störungen dann natürlich anwachsen und zwar 
schneller als die langwellige vorgegebene Störung. Dies zeigen die Ergebnisse einer 
Simulation für Reynoldszahl R = 8500 in Figur 5.6. Alle übrigen Parameter sind 
identisch zur vorhergehenden Simulation. Man sieht wieder deutlich die Aufstei-
lung der Sinuswelle zu einer Sägezahn kurve, aber es treten jetzt lauter kleine Stö-
rungen auf. Diese Störungen können jedoch das Aufrollen der Scherschicht zu zwei 
einzelnen Wirbeln nicht verhindern. Während im Fall R = 1250 dieses Aufrollen 
sehr regelmäßig vonstatten geht, ist es in diesem Fall unregelmäßiger. Man könnte 
hier von einem laminaren und von einem turbulenten Aufrollen oder einer turbu-
lenten Wirbelbildung sprechen. Die kleinen Störungen verändern deutlich die Fein-
struktur der Wirbel, verhindern jedoch nicht den eigentlichen Aufrollvorgang. Wir 
können daher feststellen, daß das Aufrollen der Scherschicht stabil ist gegenüber 







Figur 5.6 Aufrollen der Scherschicht beiM = 1, R = 8500, a0 = 0.0125, k = 2 
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Rechnungen, bei denen etwa durch "Rauschen" die Anfangswerte zusätzlich 
gestört werden. Bei Gitterverfeinerung kann man Unterschiede in der Entwicklung 
der kleinen Strukturen bekommen, solange die Gitterschrittweiten nicht kleiner 
sind als die Längenskalen, welche von der physikalischen Viskosität gedämpft 
werden. 
ln den Experimenten kommt es zu einer Vergrößerung der Mischzone ([4], [16], 
[70]). Wir haben diesen Sachverhalt schon in Figur 5.2 skizziert. Als Ursache dieses 
Anwachsens konnte experimentell ein Paarungsprozeß von Wirbeln gefunden wer-
den (siehe z.B. [30], [70]). So zeigt es sich im Experiment, daß neben Störungen mit 
der ausgezeichneten Wellenlänge, diejenigen mit doppelter Wellenlänge am 
schnellsten anwachsen und daß dies zu einem Paaren der Wirbel führen kann. Dies 
läßt sich experimentell nachweisen, indem man neben einer fundamentalen 
Störung eine solche subharmonische Störung künstlich anregt - etwa durch ein 
Vibrieren der Trennplatte der Strömungen. Es zeigt sich, daß eine solche zusätzliche 
subharmonische Störung das Wirbelpaaren begünstigt. Daß neben einer harmo-
nischen Störung die subharmonische Störung am stärksten anwächst, zeigen auch 
verschiedene Stabilitätsbetrachtungen. Für eine Obersicht siehe Ho und Huerre [30]. 
Während es experimentell sehr schwierig ist, den Einfluß von Störungen spezieller 
Wellenlänge zu untersuchen, da diese Störungen nicht" rein" in die Strömung ein-
gebracht werden können, ist dies in unseren numerischen Simulationen sehr ein-
fach. Wir bringen zusätzlich zu unserer harmonischen Störung der Anfangswerte 
eine subharmonische Störung ein und untersuchen deren Einfluß auf die Entwick-
lung der Instabilität und der Wirbelstrukturen. Solange die Approximationsfehler 
des numerischen Verfahrens gedämpft werden, da das Gitter fein genug und die 
physikalische Viskosität groß genug ist, haben wir hier die Möglichkeit, die Entwick-
lung von Störungen wohldefinierter Wellenlänge zu untersuchen. Die Parameter-






sin(nkx+cp), xe[-0.5,0.5] , 
mit der Amplitude der fundamentalen Störung a0 und der subharmonischen 
Störung a 1· Ein weiterer Parameter ist die Phase <)> der subharmonischen Störung. 
Natürlich ist die Größe der Amplitude oder vielmehr das Verhältnis der Amplituden 
aofa, ein entscheidender Parameter bei der Entwicklung der Instabilität. Es erweist 
sich aber, daß auch die Phase<)> einen großen Einfluß hat. 
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Die numerischen Simulationen bestätigen, daß eine durch {5.30) vorgegebene 
Störung der Anfangswerte gerade ein Paaren der Wirbel verursacht. Figur 5.7 zeigt 
dies für die Störungsparameter a1 = 2 a0 mit a0 = 0.0125 {Amplitude/Wellenlänge 
= konstant), k = 4 und Phase <J:> = 0. Reynoldszahl und Machzahl sind R = 2000 und 
M = 1. Wie bei der reinen fundamentalen Störung kommt es zum Aufrollen der 
Scherschicht in k = 4 EinzelwirbeL Diese Einzelwirbel bleiben jedoch nicht in der 
Gleichgewichtslage, sondern werden durch das Anwachsen der subharmonischen 
Störung vom Mode 2 aus dieser Lage gebracht und in einen Aufrollvorgang hinein-
gezogen: es kommt zum Paaren je zwei er Wirbel. Es entstehen daraus zwei ein-
zelne Wirbel, bei denen jedoch im Kern die zwei miteinander verschmelzenden 
Wirbel auch noch für große Zeiten erkennbar sind {vergl. t = 6.0). Es ist deutlich zu 
sehen, daß in Übereinstimmung zur Stabilitätstheorie die fundamentale Störung 
am Anfang schneller anwächst als die subharmonische mit der größeren Weilen-
länge. 
Es ist klar, daß die Amplitude a0 das Anwachsen der Instabilität der Mode 4 be-
stimmt und die Amplitude a1 die Ablaufzeit des Wirbelpaarens. Wir wollen uns nun 
anschauen, wie die Phase der subharmonischen Störung diesen Vorgang beein-
flußt. Bis auf die Phase sind bei den folgenden Ergebnissen alle Parameter diessel-
ben. Figur 5.8 zeigt die Resultate für die Phase<):> = n/2. Man sieht hier, daß die sub-
harmonische Störung am Anfang das Aufrollen von zwei der vier Wirbel begün-
stigt. Man erhält somit aus der Mode-4-Störung zwar vier Wirbel, die sich aber in 
der Größe unterscheiden. Durch das Anwachsen der subharmonischen Störung 
kommen diese wie im vorhergehenden Fall aus der Gleichgewichtslage und es 
kommt gleichermaßen zum Wirbelpaaren. 
Ein anderes Phänomen tritt bei der Phase <):> = n {Figur 5.9) auf. Hier führt die sub-
harmonische Störung dazu, daß zwei der 4 Wirbel wesentlich größer sind als die an-
deren. Weiter bleibt der Mittelpunkt dieser Wirbel ziemlich auf der Geraden y = 0 
liegen und die Wirbel werden nicht durch Anwachsen der Amplitude der sub-
harmonischen Störung nach oben und unten versetzt. Ein Paaren der Wirbel findet 
nicht in der Form statt, wie wir es in den vorangegangenen Bildern gesehen haben, 
sondern die kleinen Wirbel werden gewissermaßen auseinandergerissen, in die 
Großen hineingezogen und dort einverleibt. Zur Zeit t = 3.2 sind wie beim Paa-
rungsprozeß nur noch zwei große Wirbel vorhanden. Man sieht jedoch in der inne-
ren Struktur dieser Wirbel deutliche Unterschiede zu den großen Wirbeln, welche 















Figur 5.8 Wirbelpaaren beiM = 1, R = 2000, a0 = 0.0125, a 1 = 0.025, <)? = rr/2 
Bei der Phase <J? = 3 rr/2 tut sich nichts Neues. Die Ergebnisse sind ganz ähnlich zu 
denen bei <J? = rr/2, wenn die großen und kleinen Wirbel vertauscht werden. Der 
Vollständigkeit halber zeigen wir eine kurze Sequenz in Figur 5.10. 
Die numerischen Ergebnisse zur Simulation der zeitlich sich entwickelnden Insta-
bilität einer Scherströmung bei M = 1 lassen die folgenden Schlußfolgerungen zu: 
Bei der Vorgabe einer fundamentalen und einer subharmonischen Störung kommt 
es zum deutlichen Anwachsen der Dicke der Mischzone durch die Wechselwirkung 
von Wirbeln. Die Art der Wechselwirkung hängt von der Phase <J? zwischen den 
beiden Störungen ab. Im Normalfall kommt es zu einem Wirbelpaaren, d.h. zwei 
kleinere Wirbel umrunden sich und verschmelzen zu einem großen. Bei einer 
Phasenverschiebung um <J? = n zwischen den beiden Störungen kommt es jedoch zu 
einem anderen Vorgang: zu einem direkten Verschmelzen von Wirbeln. Dabei 
unterstützt die subharmonische Störung zunächst das Wachstum von zwei der vier 
-67-








Figur 5.10 Wirbelpaaren bei M = 1, R = 2000, a0 = 0.0125, a1 = 0.025, 4.> = 3rr/2 
fundamentalen Wirbel. Die kleineren Wirbel werden dann auseinandergezogen 
und in die großen Wirbel eingebaut. Welcher dieser Prozesse bei der sich räumlich 
entwickelnden Instabilität einer Scherströmung in der Natur die Verbreiterung der 
Mischzone bedingt, muß noch genauer untersucht werden. Vermutlich ist dies eine 
Kombination beider Mechanismen. Da die Bilder von Experimenten etwas ähnlicher 
sind zu der numerischen Simulation des direkten Verschmelzens (vergl. [16]) wäre es 
denkbar, daß dieser Vorgang dort durchaus eine Rolle spielt. 
Die numerischen Ergebnisse für größere Machzahlen zeigen, daß dort - in Über-
einstimmung mit der Theorie - die Kelvin-Helmholtz Instabilität keine dominie-
rende Rolle mehr spielt. Die Scherströmung bleibt weiter instabil, aber jetzt bedingt 
durch echte nichtlineare gasdynamische Effekte. Das Wachstum der Breite der 
Mischzone zwischen den beiden Strömungen ist dabei deutlich langsamer und 
geringer. Eine Diskussion numerischer Ergebnisse zu diesem Sachverhalt ist in [33] 
enthalten und wir möchten darauf nur kurz im übernächsten Abschnitt eingehen. 
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5.3 Numerische Abschätzung des Wachstums von Störungen 
Als Diagnostik für chaotische Systeme haben sich die Lyapunov-Zahlen als sehr 
nützlich erwiesen. Sie stellen eine Art Mittelwert des exponentiellen Wachstums 
des Abstandes zweier benachbarter Lösungen im Phasenraum dar. Jedes System, 
welches zumindest eine positive Lyapunov-Zahl besitzt, ist chaotisch, wobei die 
Größe des Exponenten die Zeitskala angibt, auf welcher sein Zustand nicht mehr 
voraussagbar ist. Kleine Störungen in den Anfangsdaten wachsen exponentiell an, 
so daß die Möglichkeit, den Zustand des Systems vorauszusagen, verloren geht. Die 
Lyapunov-Zahlen geben somit Information über das zu erwartende Verhalten eines 
Systems und messen die Rate mit der Information erzeugt oder zerstört wird. 
Mittels der Markerteilchen, die wir zur Visualisierung der lnstabilitäten in die Strö-
mung eingesetzt haben, versuchen wir im folgenden, aus der numerischen Simu-
lation eine Abschätzung über ein exponentielles Wachstum zu gewinnen. Das dyna-
mische Verhalten der lnstabiltität ist durch die zeitliche Entwicklung der Trenn-
schicht bestimmt. Wir wählen somit N Punkte auf der Trennschicht und verfolgen 
die zeitliche Entwicklung des mittleren Abstandes L = L (t) dieser Punkte. Dabei 
benutzen wir hier den geometrischen Abstand 
(5.31) 
( 
N )21(N(N -1)) 
L = L (t) = . n< . Lij (t) 
I J 
wobei Lij (t) der Abstand des i-ten vom j-ten Punkt der Trennschicht zur Zeit t 
bedeutet. Wir machen nun den Ansatz, daß es einen konstanten Wert a gibt, 
welcher das exponentielle Anwachsen von L in der Zeit mißt, d.h., 
(5.32) L = L (t) = L e0 t . 
0 
Dabei ist L0 der Abstand der Punkte zur Zeit t = 0: L0 = L (0). Wir lösen nun die 
Gleichung (5.32) nach a auf und erhalten 
(5.33) 1 o = - log (L I L ) 
t 0 
Wird die Definition von L nach (5.31) eingesetzt, ergibtsich weiter 
(5.34) 
1 2 N 
o = - "~:"' log (L .. (t) I L .. (O)) 
t N (N - 1) !--<. IJ IJ 
I J 
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Als Punkte in der Trennschicht können wir natürlich gerade die Markierungs-
teilchen zur Strömungsvisualisierung benutzen. Zur Analyse des Anwachsens der 
Rayleigh-Taylor Instabilität wurde diese Technik von Viecelli [69] benutzt. 
Berechnen wir während einer Simulation einer Instabilität a nach der Formel (5.34), 
so hängt a anfangs von der Zeit t ab. Von einem mittleren exponentiellen Wachs-
tum von Störungen mit dem Exponenten a können wir nur sprechen, falls a sich bei 
fortschreitender Zeit als nahezu konstant erweist - zumindest wenn die Zeit groß 
wird. Wir haben hier zusätzlich zu den Simulationen des Aufrollens einer Scher-
schicht durch eine reine fundamentale Störung den Wert von a als Funktion der Zeit 
ermittelt. Für die Simulation der Strömung mit Machzahl M = 1 und Reynoldszahl 
R = 1000 ist der zeitliche Verlauf von a in Figur 5.11 festgehalten. Bis zu t = 1.0 
kommt es zu starken Oszillationen von a, wobei die Werte anfangs sogar negativ 
werden. Dann aber pendeln sich die Funktionswerte auf einen geraden Verlauf ein. 
Die Gerade ist jedoch etwas nach unten geneigt. Trotzdem scheint es uns, daß in 
diesem Fall dieser Koeffizient durchaus wichtige Informationen über die Wachs-
tumsrate von Störungen liefern kann. Im Zeitintervall [3.0, 6.0] kann man a etwa 
mit 0.6 · 10-5 angeben. Die leichte Tendenz zu kleineren Werten bei Fortschreiten 
der Zeit ist natürlich auf die dissipativen Effekte zurückzuführen. 
Bei Reynoldszahl R = 8500 und Machzahl M = 1 sieht man im Intervall [0.0, 6.0] 
keine Tendenz der a-Werte nach unten (siehe Figur 5.12). Der Verlauf der Kurve ist 
ansonsten recht ähnlich: starke Oszillationen nahe t = 0, ab t = 2.0 nur noch 
leichte Oszillationen um einen festen Mittelwert, den man hier mit 0.67 · 10-5 an-
geben kann. Dieser Wert ist somit eine numerisch bestimmte Kenngröße, welche 
das exponentielle mittlere Wachstum von Störungen der Scherschicht bestimmt. 
Insbesondere kann man damit natürlich angeben, auf welcher Zeitskala Informa-
tion verloren geht. 
Wir haben bisher Störungen einer bzw. zweier wohldefinierter Wellenlängen als 
Anfangsstörung in die Strömung eingebracht. Es wurde weiter darauf geachtet, 
daß die Strömung stabil ist bezüglich Störungen von der Wellenlänge der Run-
dungsfehler. Dies wird erreicht, indem physikalische Viskosität und Größe der Git-
terschrittweiten geeignet gewählt werden. Ist die physikalische Viskosität Null, so 
ist das Problem "chaotisch". Wir erinnern daran, daß die lineare Stabilitätstheorie 
hier gerade exponentielles Wachstum aller Wellenlängen voraussagt, wobei Stö-
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t 
Zeitlicher Verlauf von a für die Simulation der Instabilität in Figur 5.5 
0.0 1.0 2.0 3.0 
t 
4.0 5.0 6.0 
Figur 5.12 Zeitlicher Verlauf von a für die Simulation der Instabilität in Figur 5.6 
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Rundungs-und Approximationsfehler des numerischen Verfahrens schnell anwach-
sen und jegliche langwelligen Anteile stören. Wir zeigen hier Rechnungen ohne Vis-
kosität (R = oo), wobei wir den Druck in der Nähe der Scherschicht mittels eines an-
genäherten weißen Rauschens stören. Der Druck hat die Gestalt 
(5.35) 
a - 2ib2 M 
p = p + - e Y " sin (w. x + cp.) , 
o M L 1 1 
i=l 
wobei M die Anzahl der diskreten Frequenzen des Rauschens ist. Die Werte der 
Kreisfrequenzen Wi und der Phasen <Pi werden bestimmt durch gleichverteilte 
Zufaiiszahien aus dem Intervall [0, 2rri], i = 1, ... , M bzw. [0, 2rr]. Die zugehörigen 
Amplituden sind konstant mit dem Wert a/M. 
Diese Druckstörung ist in diesem Fall einfacher in die Anfangswerte einzubauen als 
eine geometrische Störung der Trennfläche der Strömungen. Die Ergebnisse einer 
solchen Druckstörung mit nur einer fundamentalen Wellenlänge sind dabei ganz 
ähnlich zu den Ergebnissen mit einer geometrischen Störung, wie wir sie bislang 
betrachtet haben. 
Figur 5.13 zeigt die zeitliche Entwicklung der Scherströmung an Hand der Marker-
teilchen. Die Störungsparameter sind dabei amax = 0.3, b = 0.3 und M = 50. Es 
wurde wie bei den anderen Rechnungen ein 200 x 200 Punkte-Gitter benutzt. Nach 
t = 0.6 zeigen sich deutlich Störungen der Scherschicht der Modenzahl 12, welche 
sich in einzelne Wirbel aufrollen. Sie ergeben sich als die kleinsten Wirbelstruk-
turen, welche auf dem 200 x 200 Punkte-Gitter anwachsen können. Kleinere Struk-
turen werden durch die inhärente numerische Viskosität gedämpft. Man kann 
somit feststellen, daß dieses Verfahren zur numerischen Auflösung eines Wirbels 
etwa 10 Gitterpunkte in jede einzelne Raumrichtung benötigt. Zusätzliche subhar-
monische Störungen, welche langsamer anwachsen, bringen die kleinen Wirbel aus 
der Ruhelage und führen zu einem anhaltenden Wirbel paaren. Dabei zeigt es sich 
auch (t = 1.2), daß bei dieser zufälligen Störung durchaus auch ein Wirbelver-
schmelzen vorkommen kann. 
Figur 5.14 zeigt den zeitlichen Verlauf der numerisch bestimmten exponentiellen 
Wachstumsraten zu der Simulation in Figur 5.13. Der Verlauf dieser Kurve ist nicht 
so einheitlich wie bei einer einzelnen fundamentalen Störung. Der zeitliche Mittel-
wert von a oszilliert für Zeiten t > 1.0 um eine Gerade, welche leicht nach unten 
geneigt ist. 
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Figur 5.14 Zeitlicher Verlauf von a für die Simulation in Figur 5.13 
Für die Simulation von Figur 5.15 haben wir die Parameter der Störung etwas ge-
ändert. So ist die Amplitude und auch die räumliche Ausdehnung der Störung um 
den Faktor 10 verkleinert (a = 0.03, b = 0.03). Die Entwicklung der Störung verläuft 
dadurch etwas verzögert. Es ergibt sich ein anderes Bild als in Figur 5.13. Lokal 
können die numerischen Lösungen sehr verschieden sein, aber man sieht wieder die 
typischen Strukturen: Aufrollen der Scherschicht zu kleinen Wirbeln, Paaren der 
kleinen Wirbel und dadurch die Vergrößerung der Mischzone. 
Die Approximationsfehler des numerischen Verfahrens spielen bei diesen Rechnun-
gen durchaus eine Rolle. Da die physikalische Viskosität Null ist, müssen aus physi-
kalischen Gründen jegliche Störungen anwachsen und sich mit der Anfangsstörung 
(5.35) mischen. Die Auswirkungen der Approximationsfehler lassen sich dabei na-
türlich nicht mehr von der Entwicklung der Anfangsstörung trennen. Die Verfeine-
rung des Gitters bei gleicher Anfangsstörung hat eine Änderung der Ergebnisse zur 
Folge, da die Approximationsfehler von den Gitterschrittweiten abhängen. Durch 
Gitterverfeinerung treten immer kleinere Strukturen auf, die von Approximations-
fehlern erzeugt werden, und aufgrundder physikalischen lnstabilitität anwachsen. 
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Figur 5.15 Druckstörung weißes Rauschen a = 0.03, b = 0.03 und M = 50 
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5.4 Instabilität einer Scherströmung im Überschallbereich 
Bei der Erhöhung der relativen Machzahl der Scherströmung zeigen die numeri-
schen Ergebnisse, daß die Kelvin-Helmholtz Instabilität eine immer geringere Rolle 
spielt, wie die theoretische Stabilitätstheorie dies voraussagt. Figur 5.16 zeigt an 
Hand der Lage der Markerteilchen die zeitliche Entwicklung der Kontaktfläche der 
Scherströmung bei Machzahl M = 2. Die Instabilität entwickelt sich zunächst ähn-
lich wie beim Fall mit M = 1 (vergleiche Figur 5.5) und es sieht zur Zeit t = 1,0 so 
aus, als ob die Scherfläche sich gleich zu einem Wirbel aufrollt. Aber dieses Aufrol-
len findet nicht statt. Die entstandene Wirbelstruktur wird vor dem Aufrollen durch 
die starke Außenströmung wieder auseinandergerissen und in eine neue Wirbel-
struktur hineingezogen, die sich jetzt um eine halbe Wellenlänge versetzt ausbil-
det. Dieser Prozeß wiederholt sich immer wieder, wie sich dies in Figur 5.16 abzeich-
net. Weiter sieht man, daß die Mischzone sich im Laufe der Zeit verbreitert, indem 
durch diesen Vorgang Material von der Außenströmung in die Mischzone hineinge-
zogen wird. Die Breite der Mischzone wächst jedoch bei weitem nicht so stark an 
wie im Falle kleiner Machzahlen. 
t = 0.6 t = 1.0 t = 1.2 
t = 1.4 t = 1.6 t = 1.8 
t:: 3.2 t = 3.4 t = 3.6 
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Figur 5.17 Druckverlauf zur Simulation in Figur 5.16 
Pressure 
Pressure Mox • 1.53" 10' 
Figur 5.17 Fortsetzung 
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Figur 5.17 Fortsetzung 
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Die 3-dimensionale Darstellung und die Höhenlinien für den Druck zu dieser nume-
rischen Simulation verraten etwas über den Mechanismus dieses Prozesses (Figur 
5.17). Zur Zeit t = 1.6 sieht man etwa ein Paar gekrümmter Stoßwellen, welche die 
Wirbelstruktur aus den Bildern der Markerteilchen einschließen. Diese Stoßwellen 
entstehen wohl aus den stationären Knick-Moden, die Artola und Majda in [3] ab-
leiten. Da mehr und mehr Material von außen in diese Wirbel einfließt, wachsen 
diese an und drücken die Stoßwellen auseinander bis sie zuletzt über den Stau-
punkt zwischen den beiden Wirbelstrukturen rutschen. Die Druckspitzen, welche 
diese Staupunktströmung aufrecht erhalten, brechen zusammen und geben den 
Weg frei, so daß Material der Mischzone mit der Strömung mitgerissen wird und 
neue Wirbeistrukturen mit dem Material der benachbarten Zellen bildet. Die neuen 
Wirbel werden wieder eingeschlossen durch die Knick-Stoßwellen und der Zyklus 
beginnt von neuem. Dieser Mechanismus gründet sich auf die Wechselwirkung der 
gasdynamischen Strukturen in der Überschallströmung mit den Wirbelstrukturen in 
der (Unterschall) Mischzone. 
Die numerische Simulation dieser Mach-Zwei-Scherströmung wurde mit einem 
MUSCL-Typ Verfahren auf einem 300 x 300 Punktegitter ausgeführt. Die Störung in 




p = p + a e 0 sin (2 k n x) 
0 0 
Dabei war die Modenzahl k = 2, die Amplitude a0 = 0.1 und der Abklingfaktor 
b0 = 0.005. Diese Druckstörung führt dann auf eine sinusförmige geometrische 
Störung der Trennfläche, wie wir sie in (5.20) als Anfangsstörung vorschreiben. 
Bei weiterer Erhöhung der Machzahl zeigt sich, daß die Breite der Mischzone immer 
langsamer anwächst (siehe [33]). Diese Aussage wird auch gut durch experimentelle 
Resultate bestätigt ([55]). 
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6. Kompressible Strömungsmechanik in Lagrangekoordinaten 
Die Bewegung eines kontinuierlichen Mediums kann auf zwei verschiedene 
Arten beschrieben werden. Mittels Eulerkoordinaten definiert man den Zustand 
eines Gases als Funktion der Koordinaten x eines Punktes in einem festen Koordi-
natensystem. So bedeutet etwa v = v (x, t) die Geschwindigkeit des Teilchens, das 
sich zur Zeit t am Punkt x befindet. Die Gleichungen der kompressiblen Strö-
mungsmechanik in diesen Eulerkoordinaten haben wir in Kapitel 4 betrachtet. 
Der andere Weg, eine Bewegung zu beschreiben, sind die Lagrangekoordinaten. 
Hierbei werden die Zustandsgrößen für jedes Teilchen der Strömung als Funktion 
der Zeit betrachtet. Die einzelnen Teilchen werden durch einen bestimmten 
Parameter, die Lagrangekoordinate m charakterisiert. Alle Größen, welche die 
Strömung bestimmen, sind nun Funktionen von m und der Zeit t. So bedeutet 
hier v = v (m, t) die Geschwindigkeit des Teilchens m zur Zeit t. Im folgenden 
betrachten wir die Erhaltungssätze für Masse, Impuls und Energie in dieser Dar-
stellung für eine Raumdimension. Die Beschreibung in Lagrangekoordinaten ist 
insbesondere vorteilhaft bei der Approximation einer Strömung von verschiede-
nen getrennten Materialien. 







Dabei ist x0 der linke Randpunkt unseres Rechengebietes und p0 bezeichnet die 
Dichte zum Zeitpunkt t = 0: p0 = p0 (x) = p (x, 0). Gleichung (6.1) liefert die 
Position des Teilchens mit der Koordinate m zum Zeitpunkt t = 0. Die Position 
eines Teilchens zur Zeit t > 0 ergibt sich folgendermaßen: Ist v = v (m, t) für 
festes m die Geschwindigkeit des Teilchens als Funktion der Zeit t, so ist seine 
Position x = x (m, t) gegeben durch 
(6.2) 
t 
x (m, t) = x (m, 0) + J v (m, s) ds 
0 
Weiter ist die Masse in einem von x0 : = x (0, t) und x = x (m, t) mit festem m 
beschränkten Volumen konstant: 
(6.3) 
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x (m, t) 
J p (x, t)dx = m füralle t . 
Xo 
Ist f = f (x, t) eine Funktion in Eulerkoordinaten und f = f (m, t) die Darstellung 
derselben Funktion in Lagrangekoordinaten, so gilt nach (6.2) 
(6.4) 
t 
f (m, t) = f ( x (m, 0) + J v (m, s) ds, t) 
0 
und für die Zeitableitung von f somit 
(6.5) 
af(m, t) af(x, t) af(x, t) 
-- = -- + v (x t) --
at at ' ax 
wobei v = v (x, t) die Darstellung der Geschwindigkeit v = v (m, t) in Eulerkoor-
dinaten ist. 
6.1 Gleichungen 
Mit Hilfe der Formeln (6.1)- (6.5) können wir nun die Erhaltungsgleichungen in 
Eulerkoordinaten (4.1) in Erhaltungsgleichungen in Lagrangekoordinaten trans-
formieren. Wir wollen dies nur im Falle der ersten Gleichung (Massenerhaltung) 
kurz durchführen. Schreiben wir diese Gleichung in der Form 
(6.6) pt + vp + pv = 0 , X X 
so entsprechen die beiden ersten Terme schon der zeitlichen partiellen Ableitung 
der Dichte in Lagrangekoordinaten p = p (m, t). Die X-Ableitung des letzten 
Terms muß somit nur noch in eine m-Ableitung umgeformt werden. Da die 
Differentiation der Gleichung (6.3) 
(6.7) am -- = p (m, t) 
ax 
liefert, ergibt sich aus (6.6) nach der Kettenregel 
-83-
Division durch p2 und Einführen des spezifischen Volumens V = 1/p als neue 
abhängige Größe gestattet, diese Gleichung wieder in Erhaltungsform zu schrei-
ben- mit V als Erhaltungsgröße. 
ln ähnlicher Weise ergeben sich die übrigen Erhaltungsgleichungen der kom-
pressiblen Strömungsmechanik in Lagrangekoordinaten (siehe z.B. [56]). Läßt 
man den oberen Querstrich "-"wieder weg, so lauten sie 
(6.8) V -V = 0 t m 
(6.9) 
(6.1 0) 
mit den Bezeichnungen wie in Kapitel 4; hinzu kommen V als das spezifische 
Volumen V = 1/p und die spezifische Gesamtenergie E 
(6.11) 
e 1 2 E=-=e+-v 
p 2 
(e Gesamtenergie pro Einheitsvolumen, e spezifische innere Energie, s. Kap. 4). 
Durch Differentiation von (6.2) nachterhalten wir eine Differentialgleichung für 
die Eulerkoordinate x = x (m, t) 
(6.12) 
Zusammen mit (6.7) ist sie gerade äquivalent zu der Massenerhaltung (6.8). 
Die Zustandsgleichung geben wir in der allgemeinen Form 
(6.13) p = p (V, e) 
an und betrachten im folgenden numerische Verfahren für diesen allgemeinen 
Fall. Die Zustandsgleichung des idealen Gases tritt nur als Spezialfall auf. Die 
Erhaltungsgleichungen (6.8)- (6.1 0) schreiben wir wieder in der Kurzschreibweise 
als System von Erhaltungsgleichungen 
(6.14) u + f(u) = 0 t m 
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mit dem Vektor der Erhaltungsgrößen u = (V, v, E)T und dem physikalischen Fluß 
f (u) = (-v, p, v p)T. 
Die Funktionalmatrix des Flusses f (u) hat die Form 
(6.15) A(u)= ( p: 
vpv 
-1 
Dabei sind mit pv und Pe die thermodynamischen Ableitungen ap/aV und ap/ae 
bezeichnet. 
Die Eigenwerte der Matrix A (u) lauten der Größe nach geordnet 
(6.16) 
wobei C die Lagrangesche Schallgeschwindigkeit bezeichnet. Sie ergibt sich aus 
(6.17) 2 C =PP - P c V 
Der Zusammenhang zwischen der Lagrangeschen und Eulerschen-Schallge-
schwindigkeit c ist durch die Relation 
(6.18) C = p c = c/V 
gegeben. Im Fall des idealen Gases vereinfacht sich (6.17) zu 
(6.19) 2 (y-])e C = yp/V mit p = ...;;,_ __ 
V 
Zur Konstruktion von Upwind-Verfahren benötigt man neben den Eigenwerten 
(6.16), welche die Ausbreitungsgeschwindigkeiten der Wellen angeben, auch die 
zugehörigen Eigenvektoren. Diese liefern die Richtungen der Wellen im Phasen-
raum. Wir schreiben sie wieder als Spalten einer Matrix R = (r1 (u) r2 (u) r3 (u)) 
und erhalten 
(6.20) R= 0 -C ) 
-vC-p 
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6.2 Verfahren von Roe 
Wir wenden uns nun den Näherungsverfahren zu und führen eine Diskretisierung 
der Lagrangekoordinate und der Zeit ein. Sei llmi der Wert der Masse, welche im 
i-ten Gitterintervall enthalten ist. Das i-te Gitterintervall läßt sich dann in der 
Form 
(6.21) 
schreiben, wobei die Intervallgrenzen durch Aufsummieren gewonnen werden: 
(6.22) mi+lf2 = L ßmj 
j~i 
Mit uin bezeichnen wir Näherungswerte für die bezüglich der Masse gewichteten 
Mittelwerte der Erhaltungsgrößen 
mi+ 1/2 
(6.23) I u (m, t )dm n 
mi-1/2 
Das Integral eines Vektors ist wieder komponentenweise zu verstehen. Die Mit-
telpunkte der Gitterzellen bezeichnen wir mit mi: 
(6.24) 
Der Zeitschritt wird mit ßt bezeichnet; tn ist wieder wie üblich die Abkürzung für 
n ßt, n e IN0 . 
Günstig ist es auch die Raumkoordinate 
(6.25) 
als weitere abhängige Variable mit in den numerischen Algorithmus aufzuneh-
men. Dies ist insbesondere dann unumgänglich, wenn die Gleichungen in Zylin-
der- oder Kugelkoordinaten mit Winkelsymmetrie oder auch mit ortsabhängigen 
Quelltermen gelöst werden sollen. ln diesen Fällen treten x-abhängige Terme in 
den Gleichungen auf. 
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Das Riemannproblem für die Gleichungen in Lagrangekoordinaten (6.14) für ein 
ideales Gas mit den Anfangswerten 
U] für m < m0 
(6.26) u (m,O) = 
Ur für m>m0 
wobei m0 die Massenkoordinate des Sprungs bezeichnet, hat eine ähnliche Struk-
tur wie bei den Eulergleichungen. Das erste und dritte charakteristische Feld ist 
streng nichtlinear, während das zweite linear entartet ist. Die äußeren kon-
stanten Zustände u1 und ur sind somit getrennt von u1 bzw. u2 durch eine Stoß-
oder Verdünnungswelle, während die inneren Zustände u1 und u2 durch eine 















Figur 6.1 (m, t)-Diagramm der Lösung eines Riemannproblems (6.14), (6.26) 
Die exakte Lösung läßt sich im Falle der Zustandsgleichung des idealen Gases 
mittels der Lösung einer Fixpunktgleichung bestimmen. Wir werden etwas später 
noch näher darauf eingehen. Die Struktur der Lösung des Riemannproblems 
bleibt aber auch für eine allgemeine Zustandsgleichung (6.13) erhalten, solange 
die charakteristischen Felder streng nichtlinear oder linear entartet sind. Zum 
Beispiel bei Phasenübergängen kommt es jedoch vor, daß diese Bedingungen ver-
letzt werden (siehe z.B. [461). Im folgenden wollen wir dies jedoch nicht berück-
sichtigen, d.h. wir gehen von obiger Lösungsstruktur des Riemannproblems aus. 
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Zuerst wollen wir das Verfahren von Roe auf die Gleichungen in Lagrangekoor-
dinaten übertragen. Für die Eulergleichungen führte Roe [59] sogenannte Para-
metervektoren ein und konnte damit aus der Mittelwertseigenschaft 
und der Annahme Air = A (0), die Roe-Mittelwerte ü ableiten. Für allgemeine 
Zustandsgleichungen findet man einen solchen Mittelwert u nicht mehr, sondern 
man muß Air = Air (ui, ur) ansetzen (siehe [21], [42]). Die Situation bei den Glei-
chungen in Lagrangekoordinaten sieht ganz ähnlich aus. Für die Gleichungen 
(6.14) lassen sich auch nur im Faiie der Zustandsgleichung des idealen Gases 
Parametervektoren und ein Mittelwert u mit Air = A (ü) finden. Wir wollen hier 
einen anderen Weg einschlagen, um allgemeine Zustandsgleichungen behandeln 
zu können und gehen direkt aus von der Mittelwertseigenschaft (6.27). 
Unter Benutzung der Abkürzung 
(6.28) 
lauten die einzelnen Gleichungen der Mittelwertseigenschaft (6.27) im Falle der 
Gleichungen in Lagrangekoordinaten 
(6.29) - 6.v = - 6.v , 
(6.30) 6.p = Pv 6. V - vp 6.v + p 6.E ' e e 
(6.31) 6.(vp) = vpv 6.V + (p- v2p) 6.v + vp 6.E 
c c 
Die Größen mit dem oberen Querstrich "-" sind die Elemente der Matrix Air. d.h. 
die gesuchten Mittelwerte. Die erste Gleichung (6.29) ist natürlich automatisch 
erfüllt. Bei der zweiten Gleichung kann man die spezifische Energie E mit Hilfe 
von (6.11) in ihren inneren und kinetischen Anteil aufspalten und neu zusammen-
fassen. Man erhält 
(6.32) 
Da p eine Funktion nur von V und e ist, sollte der letzte Term in (6.32) mit den 
Geschwindigkeiten wegfallen. Dies läßt sich erreichen, indem wir 
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(6.33) 
setzen. Gleichung (6.32) reduziert sich damit zu 
(6.34) 
Wir wenden uns nun der dritten Gleichung (6.31) zu. Zerlegt man die Gesamt-
energie E wieder in ihren kinetischen und inneren Anteil und setzt v nach (6.33) 
ein, vereinfacht sich diese Gleichung zu 
(6.35) 
Mit Hilfe von (6.34) folgt daraus sofort 
(6.36) .::l (vp) = v .::lp + p .::lv 
Die Elimination von p in dieser Beziehung liefert dann den Mittelwert des Drucks 
in der Gestalt 
(6.37) _ .::l(vp)-v.::lp pr+pl p= = 
.::lv 2 
Die Gleichungen (6.29) - (6.31) sind somit erfüllt, mit p und v nach (6.33) bzw. 
(6.37), falls nur die Gleichung (6.34) erfüllt ist. Neben den Mittelwerten p und \i 
fehlen somit noch geeignete Mittelwerte für die thermodynamischen Ableitun-
gen PV und Pe· 
Wir betrachten zunächst einmal die Zustandsgleichung des idealen Gases und 
machen den Ansatz 
(6.38) P = P <V, e) 
(6.39) 
mit geeigneten Mittelwerten V und e. Aus der Zustandsgleichung des idealen 




_ e _ e 
p = (y - 1) = ' Py = - (y -1) -2 
V V 
1 
-p = (y- 1) = 
' c V 
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Eingesetzt in die Beziehung (6.34) ergibt nach kurzer Umformung 
(6.41) Vßp+p.!lV=(y-1)ße=Ll(Vp) . 
Dies ist erfüllt, falls der Mittelwert des spezifischen Volumens 
(6.42} 
lautet. Wir fassen dieses Ergebnis kurz zusammen. 
Bemerkung 1: Im Falle der Zustandsgleichung des idealen Gases (6.19) existiert 
für die Gleichungen der kompressiblen Strömungsmechanik in Lagrangekoordi-
naten eine Roe-Matrix Air = A (u). Die Roe-Mittelwerte u = (V, v, E)T berechnen 
sich aus den Beziehungen 
(6.43} 
und 





Der Mittelwert der Schallgeschwindigkeit ergibt sich aus 
(6.45) 
und der Wert der thermodynamischen Ableitungen aus den Formeln (6.40). 
Für eine allgemeine Zustandsgleichung ist diese Sachlage nicht mehr so einfach. 
Die Mittelwerte pv und Pe der thermodynamischen Ableitungen lassen sich nicht 
mehr als pv (V, e) und Pe (V, e) berechnen ohne daß Bedingung (6.34) verletzt 
wird. Zusätzlich zu den Mittelwerten (6.44) müssen wir somit geeignete Mittel-
werte iJv und Pe finden. Eine einfache Wahl ist 




Diese Mittelwerte genügen der Bedingung (6.34), jedoch sind sie in zweierlei Hin-
sicht nicht so ganz befriedigend. Zum einen benötigt man die Berechnung des 
Druckes für die Argumente (VI, er) und (Vr, e1). Ist die reale Zustandsgleichung sehr 
kompliziert oder liegt sie sogar nur in Tabellenform vor, so bedeutet dies zusätz-
lichen Rechenaufwand. Zum anderen könnten diese Zustände bei einer nicht 
konvexen Zustandsgleichung gerade in einen Bereich führen, in dem die 
Zustandsgleichung nicht mehr gültig ist. Für die Eulergleichungen wurde diese 
Wahl (6.46), (6.47) von Glaister [21] vorgeschlagen. 
Die folgenden Vorschläge basieren ebenfalls auf Ideen zur Übertragung von nä-
herungsweisen Riemannlösern der Eulergleichungen auf allgemeine Zustands-
gleichungen. Wir übernehmen hier Ideen von Liou, van Leer und Shuen [42] und 
übertragen sie auf die Gleichungen in Lagrangekoordinaten. Zunächst führen wir 
die Bezeichnungen 
(6.48) 
ein. Diese Mittelwerte erfüllen im allgemeinen nicht die Bedingung (6.34). Wir 
erhalten somit einen Defekt öp mit 
(6.49) 




- "' 8p p =p +w-
c c !J.e 
"' 8p p = p + (1- w) -
V V !J.V 
schreiben. Dabei ist cu ein Parameter, der bestimmt, wie das Residuum öp auf Pe 
und Pv "verteilt" wird. Setzt man die Ausdrücke (6.50) und (6.51) fürpv und Pein 
Gleichung (6.34) ein, so sieht man sofort, daß diese Bedingung damit erfüllt ist. 
Man muß jetzt noch ein geeignetes cu für (6.50), (6.51) finden. Eine einfache Wahl 
wäre etwa cu = 1/2. Schwierigkeiten treten dabei aber auf, falls ße oder ß V gegen 
Null streben. Eine wünschenswerte Eigenschaft von cu wäre, daß die Grenzwerte 
(6.52) !im 




existieren, welches natürlich von w = 1/2 nicht erfüllt wird. Eine geeignetere 
Wahl ist somit 
(6.53) 




(pe b.d + <i\6.V)2 
Streben 11 V und l:le gleichzeitig gegen Null, so strebt das Residuum (6.49) gegen 
Null und es gilt sofort PV = Pv und Pe = Pe· 
Wir fassen die Ergebnisse bei der Berechnung einer Roe-Matrix für eine allge-
meine Zustandsgleichung zusammen in 
Bemerkung 2: Im Falle einer realen Zustandsgleichung p = p (V, e) existiert für 
die Gleichungen der kompressiblen Strömungsmechanik in Lagrangekoordinaten 
eine Roe-Matrix Air = A (u1, ur). Sie ist bestimmt durch die Mittelwerte 
(6.55) 
und die Mittelwerte der thermodynamischen Ableitungen 
(6.56) 
wie sie in den Formeln (6.46), (6.47) oder (6.50), (6.51) mit w aus (6.53) oder (6.54) 
definiert sind. Alle übrigen Mittelwerte berechnen sich aus diesen. Insbesondere 
ergibt sich die mittlere Schallgeschwindigkeit aus der Formel 
(6.57) 
und die mittlere Energie aus 
(6.58) 
C-2 -- -=PP - P e V 
- 1 2 E=c+-v 
2 
wobei die innere Energie aus der Zustandsgleichung p = p (V, e) ermittelt werden 
muß (thermische Zustandsgleichung). 
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t 
-m = Ct + ffi 0 
m 
Figur 6.2 (m, t)-Diagramm der Lösung des linearisierten Riemannproblems 
Wir wollen jetzt noch kurz das Verfahren von Roe für reale Zustandsgleichungen 
vervollständigen. Die Rechtseigenvektoren der Roe-Matrix erhalten wir aus der 
Formel (6.20), indem wir dort alle Größen mit einem Querstrich versehen und 
(6.55) - (6.57) einsetzen. Wie die exakte Lösung besitzt die Lösung des lineari-
sierten Problems zwei konstante mittlere Zustände (siehe Figur 6.2). Die verschie-
denen mittleren Zustände in der Lösung des linearisierten Riemannproblems er-
halten wir nach Kapitel 3 (3.47) in der Form 
(6.59) 
wobei sich die Koeffizienten .ßj aus dem linearen Gleichungssystem 
(6.60) 
3 
u - u = ~ ß.~ 
r I L J 
j= 1 
ergeben. Die Lösung von (6.60) lautet mit z : = ur- Ul = (z1, z2, z3)T 
(6.61) 
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Damit haben wir das Roe-Verfahren vervollständigt. Der numerische Fluß lautet 
dann 
{6.62) 
Im Falle der Eulergleichungen haben wir in Kapitel 4 gezeigt, daß das Roe-
Verfahren in Bereichen mit sehr kleiner Dichte, d.h. nahe Vakuum, nicht mehr 
durchführbar sein kann, da negative Dichten und innere Energien auftreten. Da 
in den Gleichungen in Lagrangekoordinaten das spezifische Volumen als Erhal-
tungsgröße auftritt, welches nahe Vakuum stark anwächst, können dort keine 
solchen Schwierigkeiten auftreten. Aber in Bereichen starker Kompression wird 
das spezifische Volumen sehr klein und es könnten ähnliche Probleme auftreten. 
Wir untersuchen diese Fragestellung im folgenden. 
Analog zu den Eulergleichungen gehen wir aus von einem Riemannproblem mit 
{6.63) l 
UJ = (V0 ,- V0 , E0 )T 
u (m, 0) = 
Ur = (V0 , v0 , E 0 )T 
fürm < m0 
fürm > m0 
Als Zustandsgleichung betrachten wir die des idealen Gases. Nach Bemerkung 1 
lauten die Roe-Mittelwerte dann 
{6.64) V = V V = 0 p = p e = e E = e und c = c o' ' o' o' o o 
wobei p0 , e0 und C0 die aus V0 , v0 und E0 abgeleiteten Größen bezeichnen. Wir 
berechnen nun die mittleren Zustände des nach Roe linearisierten Riemann-
problems. Dazu benötigen wir die Komponenten 131, 132 und 133 der Darstellung 
{6.60) von Ur - Ul bezüglich den Rechtseigenvektoren der Roe-Matrix. Nach den 
Formeln {6.61) erhält man 
(6.65) 
Es ergibt sich somit in der Lösung des linearisierten Riemannproblems wie bei der 
exakten Lösung nur ein mittlerer Zustand u 1, welcher durch 
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Figur 6.3 (m, t)-Diagramm der Lösung des linearisierten Riemannproblems 
(6.14), (6.63) 
Aus (6.66) sieht man sofort, daß im Falle v0 ;:::: 0 das spezifische Volumen immer 
positiv bleibt. Im Falle der inneren Energie ist dies nicht gleich einzusehen. Wir 
formulieren den Ausdruck für die innere Energie etwas um: 
v C V c2 
0 0 0 0 1 2 ---= +-v 




Dabei haben wir die Formeln (6.18) und (6.19) ausgenützt. Die innere Energie ist 
somit positiv, falls 
2 
vo 2 vo 2 
----+ >0 





Wegen y > 1 besitzt jedoch der in v0 /c0 quadratische Ausdruck auf der linken 
Seite keine reelle Nullstelle. Da er z.B. für v0 /c0 = 0 positiv ist, muß die gesamte 
Parabel in der oberen Halbebene liegen, d.h., die innere Energie e1 bleibt positiv. 
Damit ist gezeigt, daß für das Riemannproblem (6.63) im Falle v0 ~ 0 das Ver-
fahren von Roe für die Gleichungen in Lagrangekoordinaten positivitätser-
haltend ist. 
Eine andere Situation liegt vor im Falle v0 :::.; 0. Wie die exakte Lösung besitzt die 
Lösung des linearisierten Riemannproblems wiederum nur einen mittleren Zu-
stand. ln diesem Fall ist der mittlere Zustand ein Bereich mit großer Dichte und 
großem Druck, der nach rechts und links durch Stoßwellen eingegrenzt wird, 
während im ersten Fall v0 =::: 0 ein Bereich mit niederer Dichte und Druck ein-
gegrenzt durch Verdünnungswellen, vorliegt. Der mittlere Zustand der Lösung 
des linearisierten Riemannproblems ist wieder gegeben durch (6.66). Ist v0 nega-
tiv, so kann die innere Energie natürlich nicht negativ werden, sondern sie wird 
anwachsen. Aber beim spezifischen Volumen sieht die Situation anders aus. Es 
bleibt nur positiv, solange 
(6.68) V 0 
V +- >0 
0 c 
0 
gilt. Mittels (6.18) erhält man umgeformt v0 /c0 > - 1, d.h. das spezifische Volu-
men wird negativ, falls 
(6.69) V 0 - < -1 
c 
0 
ln diesem Fall ist das Verfahren von Roe nicht mehr durchführbar. 
Im Falle der Gleichungen der kompressiblen Strömungsmechanik in Lagrange-
koordinaten liegt eine etwas andere Situation vor als bei den Gleichungen in 
Eulerkoordinaten, wie die obigen Betrachtungen zeigen. ln Lagrangekoordina-
ten macht die Approximation von Bereichen mit sehr kleinen Dichten oder von 
Bereichen mit hoher Energie, in denen die kinetische Energie dominiert, keinerlei 
Probleme. Probleme tauchen auf bei starker Kompression. Die Gleichungen in 
Lagrangekoordinaten sind dann nicht mehr Roe-linearisierbar. Dies ist darauf 
zurückzuführen, daß die Lagrange-Schallgeschwindigkeit im komprimierten 
Zustand deutlich größer ist als in den beiden ungestörten Zuständen und der Roe-
Mittelwert diese unterschätzt. 
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6.3 HLL-Verfahren 
Aufbauend auf den Roe-Mittelwerten können wir nun auch ein HLL-Verfahren 
für die Gleichungen der kompressiblen Strömungsmechanik in Lagrangekoordi-
naten mit realer Zustandsgleichung angeben. Der numerische Fluß lautet nach 
(3.60) 
(6.70) 
Wir setzen dabei voraus, daß für die Gleichungen in Lagrangekoordinaten (6.14) 
die numerischen Signalgeschwindigkeiten die Ungleichungen ar :::: 0 und a1 ::;; 0 
immer erfüllen. Beim HLL-Verfahren wird die exakte Lösung des Riemann-
problems ersetzt durch eine näherungsweise Lösung, welche nur aus drei kon-
stanten Zuständen besteht: den ungestörten Zuständen ur und Ul und einem 
mittleren Zustand 
(6. 71) ulr = -a---a-
r I a - a r I 
(siehe Kapitel 3). Die größte und kleinste Signalgeschwindigkeit ar und a1 wählen 
wir gerade als den größten und kleinsten Eigenwert der Roematrix, d.h. 
- -
(6.72) ar = C ROE ' al = - C ROE 
mit CRoE aus (6.57). 
Wie wir in Kapitel 3 ausgeführt haben, sollten diese Werte für die Signalge-
schwindigkeiten noch korrigiert werden durch 
(6.73} {- } . { - l ar=max CROE'Cr 'al=mm -CROE'-CI{ 
Dabei sind Cr und C1 die Lagrange-Schallgeschwindigkeiten der ungestörten Zu-
stände. Diese Modifikation liefert eine bessere Abschätzung der maximalen und 
minimalen Signalgeschwindigkeiten, falls Verdünnungswellen in der exakten 
Riemannlösung auftreten. 
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Im vorigen Abschnitt zeigte es sich, daß beim Roe-Verfahren für die Gleichungen 
in Lagrangekoordinaten Schwierigkeiten bei Problemen auftreten, in denen 
starke Kompressionen vorkommen. Wir wollen im folgenden diese Situation auch 
für das HLL-Verfahren analysieren. Dazu betrachten wir wieder das Riemann-
problem (6.14), (6.63). Man wird erwarten, daß das HLL-Verfahren natürlich dann 
zusammenbricht, falls der mittlere Zustand physikalisch unsinnig ist. Der mittlere 




lr o C 
0 
' vlr = 0 ' 
gegeben und identisch mit dem mittleren Zustand beim Roe-Verfahren. Dies ist 
nicht weiter verwunderlich, da für dieses spezielle Riemannproblem auch für die 
näherungsweise Riemannlösung beim Roe-Verfahren nur ein mittlerer Zustand 
auftritt und die numerischen Signalgeschwindigkeiten nach (6.72) bzw. (6.73) 
identisch sind. Die Gleichheit der mittleren Zustände folgt dann direkt aus der 
Konsistenz mit der integralen Erhaltungsgleichung. Bei dem durch (6.70) und 
(6.72) bzw. (6.73) definierten HLL-Verfahren treten somit die gleichen Schwierig-
keiten wie beim Roe-Verfahren auf. Die Roe-Mittelwerte (6.72) für die Schallge-
schwindigkeit unterschätzen die wahren Signalgeschwindigkeiten. Man muß 
somit in dieser Situation eine Korrektur der Roe-Mittelwerte einführen. 
Wir machen dazu den Ansatz 
(6.75) 
mit 
(6.76) (v - v1)
2 
2 2 r 
I} = 11 ---
o(Vr+V/ 
Wir berechnen nun das spezifische Volumen des mittleren Zustandes nach Formel 
(6.71) für ein allgemeines Riemannproblem, bei welchem der mittlere Zustand 
stark komprimiert wird. Dies bedingt, daß sich nach rechts und links Stoßwellen 
ausbreiten und die Signalgeschwindigkeiten mit C und - C angegeben werden 
können. Der mittlere Wert des spezifischen Volumens ist somit 
(6.77) 
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Diese Ungleichung ist sicherlich erfüllt, falls nur 
(6.80) 11 > 1 0 
gilt. Das HLL-Verfahren mit den korrigierten Signalgeschwindigkeiten (6.75), 
(6.76) und (6.80) ist somit positivitätserhaltend. Wir wollen diesen Sachverhalt im 
folgenden Satz zusammenfassen. 
Satz 1: Das HLL-Verfahren für die Gleichungen der kompressiblen Strömungs-
mechanik in Lagrangekoordinaten (6. 70) ist positivitätserhaltend, falls die Signal-
geschwindigkeiten durch 
(6.81) -2 2 {J-- --, } ar = max CROE + 11 , Cr 
mit 
(6.82) max {0, v1 - v) 
11 = 11o V + V mit 11o > 1 . 
r I 
definiert sind. 
Der Korrekturterm (6.76) wurde im Satz 1 noch etwas modifiziert, da er nur hin-
zugefügt werden muß, falls ein komprimierter Zustand auftritt, d.h. falls VI > Vr. 
Andernfalls bleibt nach (6.77) V1r immer positiv. Die Gestalt des Korrekturterms in 
(6.82) wird neben der Ausrechnung (6.77) - (6.80) auch motiviert durch die 
Situation bei den Eulergleichungen. Der Roe-Mittelwert für die Schallgeschwin-
digkeit in Eulerkoordinaten (4.14) läßt sich durch Einsetzen von (4.12) und (4.13) 
schreiben als Mittelwert der Schallgeschwindigkeiten q und Cr und einem Zusatz-
term. Bei Umrechnung auf die Lagrange-Schallgeschwindigkeit besitzt dieser 
Term eine ähnliche Gestalt wie IJ. in (6.76). ln Abschnitt 6.6 werden wir das Verhal-
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ten des HLL-Verfahrens bei starken Kompressionen noch genauer untersuchen. 
Mittels einer asymptotischen Entwicklung für starke Kompression können wir 
dort einen optimalen Wert für die Konstante Ilo angeben. Ergebnisse für Test-
probleme bestätigen diesen Wert. 
Durch den Ansatz beim HLL-Verfahren, daß die approximative Riemannlösung 
nur einen mittleren Zustand enthält, wird das HLL-Verfahren sehr einfach. Da-
durch gelingt es natürlich auch, in einfacher Weise die Modifikationen einzu-
bringen, welche das Verfahren positivitätserhaltend werden läßt. Auf der ande-
ren Seite bringt die Einführung nur eines mittleren Zustandes natürlich zusätz-
liche numerische Dämpfung mit. Da bei den Gleichungen der kompressiblen 
Strömungsmechanik gerade die Zustände vor und hinter einer Kontaktunstetig-
keit durch einen konstanten Zustand ersetzt werden, kann man erwarten, daß 
eine Kontaktunstetigkeit stärker gedämpft wird als durch das Verfahren von Roe. 
Wir wollen uns diesen Sachverhalt noch etwas genauer anschauen. 
Dazu betrachten wir ein Riemannproblem, dessen exakte Lösung aus zwei 






(VJ, VJ, Ej)T 
u (x, 0) = 
(V r. Vr, Er)'l' 
für m < m 0 , 
fürm > ffi0 
Die exakte Lösung hat damit die einfache Gestalt 
(6.85) + u (m, t) = u(m, 0) , (m, t)e Rx R 
0 
Diese Situation wird natürlich nicht durch die näherungsweise Riemannlösung 
beim HLL-Verfahren reproduziert. Die Näherungslösung besteht hier nach wie 




Betrachten wir demgegenüber das Roe-Verfahren, so ergeben sich die beiden 
mittleren Zustände nach (6.59) zu 
(6.87) 
Nach Einsetzen der Anfangswerte und der Roe-Mittelwerte folgt aus (6.61) 
jedoch 
(6.88) 
so daß hier die Lösung des approximativen Riemannproblems gerade mit der 
exakten identisch ist. 
Drücken wir diesen Sachverhalt über die numerischen Flüsse aus, so gilt für die 
numerischen Flüsse des Godunov- und des Roe-Verfahrens 
(6.89) 
Der numerische Fluß des HLL-Verfahrens lautet demgegenüber 
(6.90) 
Im Falle der Eulergleichungen gab Einfeldt [17] eine Korrektur des HLL-Ver-
fahrens an, die diese numerische Dämpfung an Kontaktunstetigkeiten reduziert. 
Wir modifizieren diese Ideen hier und übertragen sie auf die Gleichungen in 
Lagrangekoordinaten. 
Informationen über die Kontaktunstetigkeit werden in die näherungsweise 
Riemannlösung eingebaut, indem der konstante Zustand Ulr durch eine lineare 
Verteilung ersetzt wird. Die näherungsweise Riemannlösung hat dann die Form 
(6.91) 
UJ für m < a1 t , 
w = w (m/t; u1, u,) = { u1, + 8 ( 7 -b) ß2 (ti) ..' (ü) filr a1 t < m < a, t , 
Ur für m > ar t . 
Dabei ist r2 (u) der zweite Rechtseigenvektor, ausgewertet an einem Mittelwert 
Ci = ü (ur, U!) und 1h (ü) der Koeffizient der Projektion von ur - Ul auf r2 (ü) nach 
Formel (6.61). Die Größen ö und b werden im folgenden bestimmt. 
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Der Riemannlöser (6.91) muß natürlich konsistent mit der Integralform der 
Erhaltungsgleichung sein, d.h. die Bedingung 1 der Definition 4 in Kapitel 3 muß 
erfüllt sein. Um dies zu verifizieren, integrieren wir w (m/Llt ; u1, ur) über das 




= (\ tl.m + a1ßt \lL + (a - a,)tl.tu, + { Llm- a M)u 2 J I · r 1 1r \ 2 r 1 r 
ar tl.t 
+ J ö ( : - b) ß 2 r2 (U) d m 
a16.t 
Setzen wir Uir nach Formel (6.71) in die rechte Seite ein, so ergibt sich daraus 
sofort die Konsistenz mit der Integralform nach (3.36), falls 
ar tl.t 
(6.92) J o(:- b )ß2r2(U)dm = 0 
a16.t 
gilt. Führt man die Integration aus, so erhält man eine Bedingung an b: 
(6.93) a + a1 b = _r __ 
2 
Nach den Formeln (3.39) können wir den numerischen Fluß des durch die appro-
ximative Riemannlösung (6.91) definierten Godunov-Typ Verfahrens, welches wir 
HlLEM-Verfahren (HLLE modifiziert) nennen wollen, ausrechnen. Es ergibt sich 
(6.94) 
d.h. der Fluß des HLLEM-Verfahrens läßt sich in einfacher Weise als Fluß des HLL-
Verfahrens mit Korrekturterm schreiben. 
Wir wählen ö nun so, daß für das Problem mit den Anfangswerten (6.83) gHLLEM 





a - a r I 
Damit ist das HLLEM-Verfahren in der Lage, eine einzelne Kontaktunstetigkeit 
wie das Verfahren von Godunov und das von Roe exakt wiederzugeben. 
Den zusätzlichen Aufwand kann man leicht abschätzen. Zusätzlich zum Fluß des 
HLL-Verfahrens muß man die Projektion von ur- u1 auf den zweiten Rechtseigen-
vektor berechnen, d.h. ß2 aus (6.61). Der Korrekturterm ergibt sich dann aus 
(6.94) und (6.95) zu 
(6.96) 
a a 
gHLLEM (ul' ur) = g HLL (ul 'ur) - a r_ ~ ß2 (ü) r 2 (ü) 
r 1 
Das modifizierte HLL-Verfahren müßte somit ca. 20 % mehr Rechenzeit be-
nötigen. 
6.4 Verfahren zweiter Ordnung 
Aufbauend auf den Ausführungen in Kapitel 3 für ein allgemeines System von 
Erhaltungsgleichungen, werden wir im folgenden eine Methode angeben, wie 
die Upwind-Verfahren erster Ordnung modifiziert werden können, so daß man 
die Konsistenzordnung Zwei erhält. 
Im ersten Schritt berechnen wir in jedem Gitterintervall einen Vektor von Stei-
gungen Sjn. Diese Steigungen definieren uns die Randwerte 
(6.97) n n Llm n u
1
. +_ = u. ± - S. 
I 2 I 
am rechten ( +) und linken Rand {-) jedes Gitterintervalls. Aus den integralen 
Näherungswerten erhält man somit Näherungsfunktionen, welche innerhalb 
eines Gitterintervalls linear sind. Aus dieser Verteilung kann man dann die nu-
merischen Flüsse mit höherer Genauigkeit berechnen. Es gibt nun mehrere Mög-
lichkeiten solche Steigungen zu berechnen. ln (3.86) wurde eine solche Steigungs-
berechnung angegeben. Es bleibt dabei aber immer noch offen, auf welche 
Variablen eine solche Steigungsberechnung angewandt wird. Naheliegend ist 
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natürlich, die Erhaltungsgrößen V, v und E oder auch die primitiven Variablen V, v 
und p zu nehmen. 
Die beste Übertragung der skalaren Theorie der Steigungsberechnung gelingt 
jedoch bei der Verwendung von charakteristischen Variablen. Dazu führt man 
eine lokale Linearisierung des nichtlinearen Systems durch. Die Steigungen wer-
den dann berechnet aus den Differenzenquotienten der charakteristischen Varia-
blen. Eine Rücktransformation liefert dann die Randwerte der Erhaltungsgrößen 
in den einzelnen Gitterzellen. Eine Beschreibung dieses Vorgehens wurde in Ka-
pitel 3 ((3.88) - (3.90)) gegeben. Diese Methode benötigt jedoch etwas mehr 
Rechenzeit. 
Bevor man die numerischen Flüsse zwischen den Gitterzellen mittels der Rand-
werte (6.97) berechnet, berücksichtigt man noch die zeitliche Änderung der 
linearen Verteilung durch die Strömung innerhalb eines halben Zeitschritts. Dies 
liefert die zweite Ordnung in der Zeit. Da die Näherungsfunktion innerhalb des 
Gitterintervalls stetig ist, kann man dies in einfacher Weise durch eine Taylorent-
wicklung approximieren und man erhält 
(6.98) n + 1/2 n Llt ( n n ) u.+ = u.+- -- f(u.+)- f(u. ) 
I - I _ 2 flm I 1-
Berechnet man die Steigungen in den Variablen V, v und p, so kann man etwas 
Rechenzeit sparen, indem man die dritte Gleichung in (6.98) umformt. Nehmen 
wir an, die Zustandsgleichung ist die des idealen Gases, so läßt sich die Gleichung 
der Energieerhaltung (6.10) in der Form 
(6.99) ( 
p V 1 2) -- + - v + (v p) = 0 
y-1 2 t m 
schreiben. Diese kann man nach Pt auflösen; ersetzt man weiter alle Zeitab-
leitungen außer Pt mit Hilfe der übrigen Erhaltungsgleichungen (6.8) und (6.9), so 
ergibt sich eine einfache Gleichung für den Druck 
(6.1 00) 
yp 
Pt+- V = 0 ' V m 
welche natürlich nicht mehr in Erhaltungsform geschrieben werden kann. Mit 
Hilfe dieser Gleichung berechnen wir nun die Randwerte Pi± der linearen Ver-
teilung des Drucks zum Zeitpunkt tn + 1/2· 
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Der gesamte Schritt (6.98) sieht dann folgendermaßen aus 
(6.101) n+1t2 n Ät n n V.+ =V.++-- (v.+- v. ) , 




"t y p. n+V2 n u I n n 
p.+ = p.+ - -- -- (v.+ - v. ) 
~- ~_ 2 Äm V? I I-
I 
Der Vorteil dabei ist, daß im ersten Schritt keinerlei andere Variable als spezi-
fisches Volumen, Geschwindigkeit und Druck berechnet werden muß. 
6.5 Bemerkungen und Ergebnisse für Testprobleme 
Bei der Konstruktion der verschiedenen Godunov-Typ Verfahren gingen wir bis-
her immer von den Gleichungen in Lagrangekoordinaten, formuliert in der Erhal-
tungsform (6.8) bis (6.1 0), aus. Wir haben bei der Herleitung dieser Gleichungen 
gesehen, daß die Massenerhaltung (6.8) äquivalent ist zu der kinematischen Glei-
chung (6.12) Xt = v für die Eulerkoordinate x = x (m, t) und der Gleichung (6.7) 
mx = p (m, t). Für praktische Berechnungen empfiehlt sich, die Eulerkoordinate 
zusätzlich als abhängige Größe zu betrachten und im numerischen Verfahren mit 
zu berechnen. Die Diskretisierung von (6.7) liefert hierfür die Bestimmungsglei-
chung 
(6.104) n + 1 n + 1 " vn + 1 xi+1t2=xi-lt2+um i . 
Treten in den praktischen Berechnungen ortsabhängige Quellterme auf oder be-
trachtet man Probleme in Zylinder- oder Kugelkoordinaten, welche sich durch 
Ausnutzen von Symmetrien auf eindimensionale Probleme reduzieren lassen, so 
muß die Ortskoordinate x zwingend mitberechnet werden. 
Eine andere Möglichkeit der Konstruktion von Näherungsverfahren bietet aber 
die Äquivalenz der Massenerhaltung mit (6.12) und (6.7). So kann die diskrete 
Gleichung der Massenerhaltung durch die diskretisierten Gleichungen (6.12) und 
(6.7) ersetzt werden. Da die kinematische Gleichung (6.12) im Grunde eine ge-
wöhnliche Differentialgleichung ist, erscheint dieser Weg etwas einfacher und 
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wurde deshalb bei der Konstruktion von Verfahren oft genutzt. Diskretisiert man 
(6.12) z.B. nach den Vorschlägen von Richtmyer und Morton [56], so erhält man 
(6.1 05) 
Dabei ist Vi + 112 die Geschwindigkeit des Randes der Gitterzelle. Die diskretisierte 
Impulserhaltung (6.9) liefert zunächst nur die mittleren Geschwindigkeiten in ei-
ner Gitterzelle. Man könnte sich vorstellen, daß eine geeignete Geschwindigkeit 
am Rande der Gitterzelle sich gerade ergibt aus dem arithmetischen Mittelwert 
(6.1 06) 
Dieser wird dann in (6.1 05) einsetzt. 
Im numerischen Algorithmus löst man somit Impuls- und Energieerhaltung und 
berechnet daraus die Geschwindigkeiten an den Rändern der Gitterzonen z.B. 
mittels (6.106). Gleichung (6.105) liefert dann die Eulerkoordinaten der Gitter-
ränder. Das spezifische Volumen ergibt sich aus der diskreten Form von (6.7), d.h. 
aus (6.104), zu 
n+l n+l 
(6.107) 
X. 1/2 - X. 1/2 
v~+l = t+ 1-
1 6.m 
Damit sind alle Größen bestimmt. 
Es zeigt sich an den Ergebnissen von Testproblemen, daß die einfache Berech-
nung der Geschwindigkeiten nach (6.106) an starken Gradienten Oszillationen 
hervorrufen. Dies ist natürlich nicht so sehr verwunderlich, da dieser Mittelwert 
die Richtungen der Wellenausbreitung nicht berücksichtigt. Wir müssen somit 
(6.106) in geeigneter Weise ersetzen. Wenden wir auf die Impuls- und Energie-
gleichung ein Godunov-Typ Verfahren an, so sollte man natürlich die Geschwin-
digkeiten an den Zellrändern konsistent mit dem näherungsweisen Riemannlöser 
machen, d.h. wir wählen den Wert Vi + 112 gerade so, daß er mit der Geschwindig-
keit aus der Riemannlösung w ((m - mi + 112)/ßt; Ui, Ui + 1) am Punkt m = mi + 112 
übereinstimmt. Bezeichnet w2 die zweite Komponente des Vektors der Riemann-
lösung, so gilt somit 
(6.1 08) 
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Wir setzen dies in (6.1 OS) ein und erhalten 
und weiter aus (6.1 07) 
(6.1 09) V n + l vn ßt ( (0 n n ) ( n n)) . = . + - w2 ; u. , u. + 1 - w2 0 ; u. 1 , u. 1 1 Äm 1 1 1- 1 
Daran zeigt sich sofort, daß das zugehörige Verfahren in Erhaltungsform ge-
schrieben werden kann. 
Diese Aussage gilt auch für den arithmetischen Mittelwert (6.1 06), aber zusätzlich 
gilt für die Wahl (6.1 08): 
Satz 2: Wird bei den Verfahren von Godunov oder dem Godunov-Typ Verfahren 
von Roe die Massenerhaltung ersetzt durch die kinematische Gleichung (6.1 OS) 
und {6.1 07), so ändert sich das Verfahren nicht, falls die Geschwindigkeit an den 
Gitterrändern konsistent mit der Riemannlösung nach {6.108) gewählt wird. 
Beweis: Für das Godunov-Verfahren ist diese Aussage trivial, da der Fluß des 
Godunov-Verfahrens gerade die Darstellung 
{6.11 0) 
mit der exakten Riemannlösung w besitzt. Daraus ergibt sich sofort {6.1 09) und 
damit die Äquivalenz beider Approximationen. 
Bei den Verfahren von Roe muß man etwas länger umformen. Nach (6.62) lautet 
der Fluß für die diskretisierte Massenerhaltung 
{6.111) 
mit .ß1 und .ß3 aus {6.61). Nach {6.59) und {6.60) gilt für das Roe-Verfahren 
{6.112) 
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wobei r1 und r3 jeweils die zweite Komponente des ersten bzw. dritten Rechts-
eigenvektors der Roe-Matrix bedeutet. Setzt man die Größe nach (6.20) ein, so 
läßt sich w2 (0; Ui, Ui + 1) angeben in der Form 
(6.113) 
d.h. (6.109) ist identisch zu der diskreten Massenerhaltung mit dem numerischen 
Fluß (6.111). 
Diese Aussage gilt im allgemeinen nicht mehr für das HLL-Verfahren. Es zeigte 
sich aber in unseren Testrechnungen, daß bei der oben beschriebenen Verge-
hensweise die Unterschiede in den Resultaten auch beim HLL-Verfahren sehr ge-
ring sind. 
Im folgenden zeigen wir Ergebnisse der hier vorgestellten HLL-Verfahren und 
diskutieren die Auswirkungen der verschiedenen Modifikationen. Testprobleme 
sind Riemannprobleme für die Erhaltungsgleichung in Lagrangekoordinaten mit 
der Zustandsgleichung des idealen Gases. Diese Anfangswertprobleme sind des-
halb als Testprobleme günstig und werden auch häufig dafür eingesetzt, da hier 
die Berechnung der exakten Lösung möglich ist. 
Die Lösung des Riemannproblems der Gleichungen in Lagrangekoordinaten ist 
recht ähnlich zur Lösung für die Eulergleichungen. Es ist sogar so, daß der wesent-
liche Teil, der aus einer Fixpunktgleichung besteht, identisch ist. Die Lösung des 
Riemannproblems für die Eulergleichungen ist in mehreren Arbeiten skizziert, 
z.B. von Sod in [67]. Ausführliche Darstellungen sind in den Büchern von Chorin 
und Marsden [6] und Smoller [66] enthalten. Es ist nicht weiter schwierig, diese 
Ableitung einer Lösung auf die Gleichungen in Lagrangekoordinaten zu über-
tragen. Da dem Verfasser jedoch keine Arbeit bekannt ist, die dies explizit be-
schreibt, sei die Lösung des Riemannproblems für die Gleichungen in Lagrange-
koordinaten hier zumindest kurz skizziert. 
Die Lösung des Riemannproblems besteht nach den Ausführungen in Kapitel 2 
aus vier konstanten Zuständen, getrennt durch einfache Wellen d.h. Stoßwellen, 
Verdünnungswellen und eine Kontaktunstetigkeit. Wir wollen zunächst die ver-
schiedenen Beziehungen an diesen Wellen zusammenfassen. 
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An einer Stoßwelle sind der rechte und linke Zustand des Sprunges verknüpft 
über die Rankine-Hugoniot Bedingungen (2.6) 
V -V l r 
s=-
V -V l r 






E -E I r 
Dabei bezeichnet s die Stoßwellengeschwindigkeit. 
Die Lösung in einer Verdünnungswelle ist stetig. Da die Lösung des Riemann-
problems selbstähnlich ist, d.h. nur von ~ = m/t abhängt, führt man ~als neue 
Variable ein und erhält aus den Erhaltungsgleichungen die Beziehungen 
(6.115) 2 2 4 = PP c - Pv = C , 
(6.116) 
dv 





die in einer Verdünnungswelle erfüllt sein müssen. Weiter sind in einer nach links 
laufenden Verdünnungswelle die Riemanninvarianten v + 2 VC/(y- 1) und die En-
tropie S konstant, in einer nach rechts laufenden ist v- 2 VC/(y- 1) und die Entro-
pie S konstant. 
Ein Diagramm einer möglichen Lösung haben wir in Figur 6.4 aufgezeichnet. Hier 
trennt eine Stoßwelle den rechten Zustand ur von dem mittleren Zustand u2 und 
eine Verdünnungswelle den linken Zustand ur von dem mittleren Zustand u1. Die 
beiden mittleren Zustände sind dadurch ausgezeichnet, daß sie durch eine Kon-
taktunstetigkeit bei m = m0 verbunden sind und damit dort die Dichte einen 
Sprung macht, jedoch Druck und Geschwindigkeit stetig sind (d.h. v1 = v2 =: v*, 






Figur 6.4 (m, t)-Diagramm der Lösung eines Riemannproblems 
Zur Lösung eines Riemannproblems muß man nun den linken und rechten Zu-
stand durch solche geeignete einfache Wellen (Verdünnungswellen, Stoßwellen 
und Kontaktunstetigkeit) verbinden. Wie im Falle der Eulergleichungen (siehe 
[66], [67]) läßt sich dieses Problem reduzieren auf die Lösung einer Fixpunktglei-
chung für den Druck p* des mittleren Zustandes. Die Fixpunktgleichung ist sogar 
identisch mit der im "Euler-Fall", da die Werte des Druckes in beiden Darstellun-
gen übereinstimmen. Die Fixpunktgleichung lautet 
(6.118) p,. = 
mit 
(6.119) 
(6.120) M : = j Pr <P( p*) = - Pr+ p,. 
r V p V -V* 
r r r 
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Ist p* > PI, so läuft nach links eine Stoßwelle, andernfalls eine Verdünnungswel-
le. Analog ergibt sich der Typ der Welle nach rechts abhängig von p* > Pr· Die 
Funktion <I> ist gerade die Umschaltfunktion zwischen der Lösung mit einer Stoß-
welle und der mit einer Verdünnungswelle und lautet 
(6.121) <l>(U>)= 
mit .ß = (y- 1)/2y. 




2 v'v 1 _ (J)ß 
1 > U>;::: 0 (Verdünnungswelle) , 
Die Gleichung (6.118) besitzt genau dann eine eindeutige Lösung p* e (0, oo), 
wenn die Ungleichung 
(6.122) 2 VI - V + -- (Cl VI + c V ) ;::: 0 
r y-1 r r 
erfüllt ist. Falls (6.122) nicht erfüllt ist, tritt ein Gebiet mit Vakuum in der Lösung 
des Riemannproblems auf. 
Aus p* lassen sich sukzessive alle anderen Größen berechnen. So ergibt sich etwa 
v* aus (6.119) oder (6.120). Gilt p*IPI ~ 1, so wird der linke Zustand mit dem ersten 
mittleren Zustand durch eine Stoßwelle verbunden. Die Rankine-Hugoniot-Be-
dingungen (6.114) liefern dann Stoßwellengeschwindigkeit und den Wert von 
V 1· Gilt 0 :s p*IPI < 1, so läuft nach links eine Verdünnungswelle. Grenzen und Lö-
sung innerhalb der Verdünnungswelle folgen aus der Stetigkeit der Lösung, den 
Gleichungen (6.115) - (6.117) und der Konstanz der Riemanninvarianten (siehe 
z.B. [66] für die Eulergleichungen). 
Das erste Testproblem ist ein Riemannproblem, welches von Sod [67] für den Test 
verschiedener numerischer Verfahren benutzt wurde. Es wird daher üblicherwei-
se Sod-Problem genannt. Es handelt sich dabei um ein sogenanntes Stoßwellen-
rohrproblem, bei dem die Geschwindigkeiten des rechten und linken Zustandes 
Null sind. Die Anfangswerte zum Sod-Problem sind 
(6.123) 
(1.0, 0.0, 1.0) fürm < m0 , 
(p,v,p) = 
(0.125, 0.0, 0.1) für m > m0 
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Die Lösung des Cauchyproblems für die Gleichungen (6.8)- (6.1 0) besteht aus vier 
konstanten Zuständen, welche durch eine Stoßwelle, eine Verdünnungswelle 
und eine Kontaktunstetigkeit getrennt werden. Die Stoßwelle läuft nach rechts, 
die Verdünnungswelle nach links. Die beiden mittleren Zustände sind getrennt 
durch eine Kontaktunstetigkeit, deren Ausbreitungskurve im Lagrangeschen Fall 
mit der Geraden m = m0 zusammenfällt. Ein (m, t)-Diagramm dieser Lösung zeigt 
gerade Figur 6.4. Die entsprechenden Werte der konstanten Zustände sind in der 
Tabelle 6.1 zusammengestellt. 
,. I Mitte 1 Mitte 2 rechts linKs 
p 1.0 0.426 0.265 0.125 
V 0.0 0.927 0.927 0.0 
p 1.0 0.303 0.303 0.1 
Tabelle 6.1 Werte der konstanten Zustände beim Sod Problem 
ln Figur 6.5 haben wir die numerischen Resultate des HLL-Verfahrens erster Ord-
nung zusammen mit der exakten Lösung zum Zeitpunkt t = 0,5 dargestellt. Bei 
diesen Rechnungen wurde das Massenintervall [0.0, 0.9] äquidistant in 100 Gitter-
zellen unterteilt. Der Sprung der Anfangswerte war bei m0 = 0,7. Die Zeitschritt-





mit o = 0,8 gewählt, so daß die CFL-Bedingung erfüllt sein sollte. Die einhundert 
Näherungswerte wurden als Kreise (ooo) gezeichnet, die exakte Lösung als Linie 
(-). Wie erwartet besitzt dieses Upwind-Verfahren erster Ordnung eine starke 
numerische Dämpfung. Die Stoßwelle wird hier über 7- 8 Punkte verschmiert, die 
Kontaktunstetigkeit über weit mehr. Die Dämpfung der Kontaktunstetigkeit 
nimmt dabei mit der Zeit noch zu, wogegen die Dämpfung der Stoßwelle kon-
stant bleibt. Dies liegt daran, daß in die Stoßwelle Charakteristiken hineinlaufen 
und ein konstanter Fluß entlang der Stoßwelle auftritt, wogegen die Kontaktun-
stetigkeit wie eine lineare Unstetigkeit gedämpft wird. An den Unstetigkelten 
treten keinerlei Oszillationen auf. Die Signalgeschwindigkeiten wurden hier be-
rechnet nach den Formeln (6.73). Für dieses Verfahren erster Ordnung ist die nu-
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Zur Reduzierung dieser numerischen Dämpfung führen wir die zweiter Ordnung 
Terme nach dem MUSCL-Verfahren ein. Dabei berechnen wir die Steigungen zu-
nächst in primitiven Variablen V, v und p. Für den ersten Transportschritt um t1tJ2 
innerhalb der Gitterzellen benutzen wir (6.101)- (6.103). Ansonsten sind alle Dis-
kretisierungsparameter gleich. Als Formel für die Steigungsberechnung benutzen 
wir einen Vorschlag, welcher von Sweby im Zusammenhang mit Flußlimiter-Ver-
fahren gemacht wurde (siehe [SO]). Der Vorteil dieser Steigungsberechnung ist, 
daß sie stärker oder schwächer- abhängig von einem Parameter- gewählt wer-
den kann. Man kann somit in einfacher Weise sehen, bis zu welchem Wert dieses 
Parameters das numerische Verfahren stabil bleibt. Sie lautet 
(6.125) sk (a, b) = sign (a) max {I minmod (ka, b) I, I minmod (a, kb) I} 
mit 1 s k s 2. Dabei ist die minmod-Funktion definiert in (3.87); a und b stehen 
jeweils für den rechtsseitigen und linksseitigen Differenzenquotienten der zur 
Steigungsberechnung benutzten Variablen V, v und p. Für k = 1 reduziert sich die 
Berechnung (6.125) auf die einfache minmod-Funktion, d.h. auf Formel (3.86). 
Der Wert k = 2 steht für die obere Grenze, bei dem noch ein stabiles (bezüglich 
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der Totalvariation) Verfahren für eine lineare Advektionsgleichung vorliegt. Im 
hier betrachteten nichtlinearen Fall kann k = 2 zu Oszillationen an starken Gradi-
enten führen (siehe [SO], [51]). 
Figur 6.6 zeigt die Ergebnisse (t = 0,5) eines Verfahrens zweiter Ordnung, wobei 
die Steigungen in den primitiven Variablen V, v und p nach der Formel (6.125) be-
rechnet wurden mit kv = kv = kp = 1.0. Man sieht hier schon, daß die numeri-
sche Dämpfung drastisch reduziert ist. Die Stoßwelle ist nun über 4 Punkte hin-
weg approximiert, die Kontaktunstetigkeit ist jetzt als solche zu erkennen und 
auch die Verdünnungswelle ist deutlich besser approximiert. Die Güte der Ap-
proximation wird besser, faiis die Werte für k noch etwas erhöht werden. Jedoch 
kann man diese Werte nicht auf Zwei setzen, ohne daß starke Oszillationen an 
den Unstetigkeiten auftreten. Als optimalen Wert ermittelten wir etwa Werte 
um 1 ,4. Figur 6.7 zeigt die numerischen Ergebnisse für diesen Wert. Die Auflö-
sung der Stoßwelle ist dabei recht ähnlich, deutlich besser ist die der Kontaktun-
stetigkeit, die Verdünnungswelle ist etwas weniger verschmiert. Jedoch treten 
sowohl an der Stoßwelle als auch an der Kontaktunstetigkeit schon leichte Oszil-
lationen auf. Besonders deutlich wird dies an den Ergebnissen für die innere Ener-
gie. 
Figur 6.8 zeigt nun das MUSCL-Typ Verfahren mit der charakteristischen Stei-
gungsberechnung wie wir dies in (3.88)- (3.90) ausgeführt haben. Bei dieser Stei-
gungsberechnung ist es möglich, den maximalen Wert k = 2 in (6.125) auf allen 
charakteristischen Feldern zu benutzen. Man sieht lediglich vor der Verdün-
nungswelle ein leichtes "UnterschieBen" der numerischen Lösung. Deutlich wird 
es an den Ergebnissen für die Dichte und etwas verstärkt an denen für die innere 
Energie. Treten stärkere Stoßwellen auf, so liefert jedoch auch die charakteristi-
sche Steigungsberechnung mit diesen Werten für k Oszillationen an den Stoßwel-
len. Das heißt, es ist für eine allgemeine Anwendung sinnvoll, die Werte in den 
nichtlinearen charakteristischen Feldern zu reduzieren. Figur 6.9 zeigt Ergebnis-
se, für die wir diese Werte auf 1.6 reduziert haben. Es zeigt sich, daß sich die Ap-
proximation der Stoßwelle nach rechts und der Verdünnungswelle nach links 
kaum ändert. Den Wert fürkauf dem linearen charakteristischen Feld ließen wir 
dabei bei Zwei. Da dieser maximale Wert sich gerade aus Überlegungen für eine 
lineare Gleichung ergibt, erwartet man im linearen Feld keinerlei Probleme. Zu-
sätzlich haben wir die Modifikation (6.96) des HLL-Verfahrens hier benutzt, wel-
ches eine bessere Approximation von Kontaktunstetigkeiten liefert. Die Approxi-
mation der Kontaktunstetigkeit wird dadurch noch weiter verbessert. Dies zeigt 
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Figur 6.9 HLLEM-Verfahren 2.-ter Ordnung, k1 = k3 = 1.6, k2 = 2.0 
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Ein zweites klassisches Testbeispiel für numerische Verfahren der Gasdynamik ist 
das Riemannproblem von Lax ([36]). Die Anfangswerte dieses Problems sind 
(6.126) l 
(0.445, 0.698, 3.528) 
(p,v, p) = 
(0.5, 0.0, 0.57) 
für m < m0 , 
fürm > m0 
Die Struktur der Lösung ist recht ähnlich zu der vom Problem von Sod. Der we-
sentliche Unterschied ist, daß die Geschwindigkeit auf der linken Seite ungleich 
Null ist. Ansonsten läuft eine Stoßwelle in den rechten ungestörten Zustand; eine 
Verdünnungswelle läuft nach links. Die mittleren Zustände sind durch eine Kon-
taktunstetigkeit getrennt. Die Werte der konstanten Zustände sind in Tabelle 6.2 
festgehalten. 
links Mitte 1 Mitte 2 rechts 
p 0.445 0.345 1.304 0.5 
V 0.698 1.529 1.529 0.0 
p 3.528 2.466 2.466 0.571 
Tabelle 6.2 Werte der konstanten Zustände beim Lax Problem 
Die Bilder 6.10 und 6.11 zeigen für dieses Problem die numerischen Ergebnisse 
(ooo) zusammen mit der exakten Lösung (-) (t = 0,5). Dabei benutzen wir beim 
ersten Bild die Steigungsberechnung in den primitiven Variablen mit kv = kv = kp 
= 1 ,4. Es zeigen sich dabei leichte Oszillationen hinter der Stoßwelle. Diese leich-
ten Oszillationen verschwinden auch nicht bei der charakteristischen Steigungs-
berechnung mit dem gleichen Wert k = 1,4 auf den nichtlinearen charakteristi-
schen Feldern eins und drei und k = 2,0 auf dem linear entarteten Feld 2. Man 
sieht dies deutlich an einer besseren Approximation der Kontaktunstetigkeit. ln 
beiden Rechnungen haben wir dabei die Modifikation (6.96) eingeschaltet. 
Sowohl beim Riemannproblem von Sod, als auch bei dem von Lax treten Stoßwel-
len nur von mittlerer Stärke auf (Stoßmachzahl 1,4 und 2,0). Für diese Probleme 
läßt sich auch das Verfahren von Roe ohne Schwierigkeiten ausführen. Nach den 
Resultaten in Abschnitt 2 ergeben sich allerdings damit Schwierigkeiten, falls die 
Stoßwellen stärker werden, d.h. die Kompression der Materie zunimmt. Im Rah-
men eines HLL-Verfahrens haben wir eine Korrektur der Roe-Signalgeschwindig-
keiten in Kapitel 6.3 eingeführt, die diese Schwierigkeiten verhindern sollte. ln 
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den Resultaten für beide Probleme haben wir diese Korrektur bislang nicht be-
rücksichtigt. Wir werden uns im folgenden Abschnitt speziell den Problemen wid-
men, in denen starke Kompression auftritt und die Auswirkungen des Korrektur-
terms genau untersuchen. Es zeigt sich, daß bei Hinzunahme des Korrekturterms 
sich die Ergebnisse für das Sod-Problem kaum ändern und beim Lax-Problem die 
Oszillationen noch etwas reduziert sind. 
6.6 Starke Kompression und automatische Zeitschrittweitensteuerung 
Als Testbeispiel, um insbesondere die optimale Wahl der Konstante llo 111 der Kor-
rektur der Signalgeschwindigkeit zu untersuchen, betrachten wir die starke Kom-
pression von Materie, wie sie im Problem (6.63} auftritt. Wir geben dabei An-
fangswerte der Form 
(6.127} l 
(Vo, Yo, Po) 
(V,v, p) = 
(Vo,- Yo, Po) 
fürm < m0 
fürm > m 0 
mit v0 > 0 vor. Die exakte Lösung ist symmetrisch zur Geraden m = m0 und be-
steht aus zwei Stoßwellen, die einen mittleren Zustand vom rechten und linken 
Zustand trennen. Ein (m, t}-Diagramm der Lösung haben wir in Figur 6.12 skiz-
ziert. Es gilt insbesondere v." = 0. 
t 
Stoßwelle 





vr = -vo 
Pr = Po 
m 
Figur 6.12 (m, t}-Diagramm der Lösung des Riemannproblems (6.14}, (6.127} 
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Wir wollen für diesen Fall ableiten, wie die Konstante IJ.o in dem Korrekturterm 
(6.82) optimal gewählt werden kann. Dazu betrachten wir die Lösung dieses 
Riemannproblems, wie sie durch die Fixpunktgleichung (6.118) und die Beziehun-
gen (6.119) - (6.121) gegeben ist. Aus Symmetriegründen folgt zunächst, daß für 
die Geschwindigkeit im mittleren Zustand v* = 0 gilt. Für den hier betrachteten 
Fall v0 > 0 folgt weiter w : = p*/p0 > 1 und die Gleichungen (6.118)- (6.121) 
lassen sich zusammenfassen in eine Gleichung für w: 
(6.128) 
mit ö: = v0 /c0 , wobei c0 die Eulersche Schallgeschwindigkeit ist (c2 0 = y Po V0 ). 
Aus den ersten beiden Beziehungen der Rankine-Hugoniot Bedingungen (6.114) 




= c2 2 v 
0 
ableiten. Durch Einsetzen von (6.128) ergibt sich weiter 
(6.129) 
Diese Formel gibt uns nun Aufschluß über das Verhältnis der exakten Stoßwellen-
geschwindigkeit und der Approximation durch den Roe-Mittelwert, welcher hier 
gerade den Wert C0 annimmt. Wir sehen an (6.129), daß der Roe-Mittelwert die 
Stoßwellengeschwindigkeit unterschätzt, sobald nur ö > 0 ist und diese Diskre-
panz mit ö anwächst. Insofern ist es nicht sehr verwunderlich, daß das Roe-Ver-
fahren bei starker Kompression Schwierigkeiten hat. 
Wir nehmen an, eine solche starke Kompression liegt vor und ö ist sehr viel größer 
als Eins, dann ist die Eins im Vergleich zu dem 52-Term unter der Wurzel in (6.129) 









Für die physikalisch sinnvollen Werte des Adiabatenindex y > 1 ist die Bedingung 
llo > 1 erfüllt. 
Bevor wir Ergebnisse für Testprobleme mit starker Kompression zeigen, möchten 
wir kurz noch einmal die Testprobleme vom vorherigen Abschnitt 6.5 aufgreifen, 
bei denen Stoßwellen von nur mittlerer Stärke auftreten. Zur Approximation die-
ser Probleme ist der Korrekturterm für die Roe-Signalgeschwindigkeiten nicht 
nötig, wie wir in Abschnitt 6.5 gesehen haben. 
ln Figur 6.13 haben wir das zweite Ordnung HLL-Verfahren mit Korrekturterm 
auf das Problem von Sod angewandt. Dabei haben wir ansonsten dieselben Dis-
kretisierungs- und Verfahrensparameter verwendet, wie sie zur Erzeugung der 
Ergebnisse in Figur 6.9 benutzt wurden. Insbesondere wurden die Steigungen in 
den charakteristischen Variablen mit k1 = k3 = 1.6, k2 = 2.0 berechnet. Eine Ver-
größerung der numerischen Dämpfung an der Stoßwelle, bedingt durch den Kor-
rekturterm, läßt sich nicht feststellen. Wie erwartet bleibt die Approximation der 
Kontaktunstetigkeit identisch erhalten, da hier kein Geschwindigkeitsgradient 
auftritt und der Korrekturterm somit nicht wirksam ist. 
Daß das Einführen des Korrekturterms bei Stoßwellen mittlerer Stärke nur ge-
ringfügige Änderungen bringt, zeigen Ergebnisse für das Lax-Problem in Figur 
6.14 im Vergleich mit denen in Figur 6.11. Die Diskretisierungs- und Verfahrens-
parameter blieben dabei unverändert. Die Steigungen wurden in charakteri-
stischen Variablen berechnet mit Hilfe von (6.125). Dabei wurde auf den nichtli-
nearen charakteristischen Feldern k = 1,4 und auf dem linear entarteten k = 2,0 
vorgegeben. Die Approximation der Kontaktunstetigkeit ist identisch. Die leich-
ten Wellen an der Stoßwelle sind bei Hinzunahme des Korrekturterms etwas re-
duziert. 
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Figur 6.14 Ergebnisse mit Korrekturterm zum Vergleich mit Figur 6.11 
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Wir kommen nun zurück zur starken Kompression und Problem (6.14}, (6.127). Ein 
dimensionsloses Maß für die Stärke der Kompression im Riemannproblem (6.14), 
(6.127) ist das Verhältnis der Geschwindigkeit der Materie v0 und ihrer Eulerschen 
Schallgeschwindigkeit c0 . Für unsere numerischen Rechnungen wählten wir die 
Dichte und den Druck gerade so, daß diese Schallgeschwindigkeit Eins wird: 
Vo = 1.0, Po = 1/y. Der Wert der Geschwindigkeit ist somit in unserem Fall gera-
de das Maß für die Kompression. Ein Maß für die Stärke der Stoßwellen nach 
rechts und links ist die Stoß-Machzahl M5, welche als das Verhältnis der Stoßge-
schwindigkeits und der Eulerschen Schallgeschwindigkeit vor dem Stoß c0 defi-
niert ist. Durch unsere Normieruno oilt Mc = s. wobei s sich direkt aus Formel - - ., . 
(6.129) ergibt. Im folgenden zeigen wir Ergebnisse für das Anfangswertproblem 
(6.14), (6.127) mit den Parametern 
(6.132) V0 = 5,0 , M8 = 6,16 , c0 = 1,0 
(Vo = 1,0, Po = 1/y). Die Zustandsgleichung ist wiederum die des idealen Gases 
mit dem Adiabatenindex y = 1,4 (Luft). Die konstanten Zustände der exakten Lö-
sung sind in Tabelle 6.3 eingetragen. 
links Mitte rechts 
p 1.0 5.302 1.0 
V 5.0 0.0 -5.0 
p 0.7143 31.526 0.7143 
Tabelle 6.3 Werte der konstanten Zustände beim 
Kompressions-Problem (6.127) 
Als Diskretisierungsparameter für das numerische Verfahren benutzen wir 
100 Gitterzellen für das Massenintervall [0.0, 1.5}. Wie bisher werden die Gitter-
punkte äquidistant angeordnet. Der Sprung der Anfangswerte ist bei m0 = 0.7. 
Die Ergebnisse werden zur Zeit t = 0.1 aufgezeichnet. Dabei wird der Zeitschritt 
wiederum adaptiv nach der Bedingung (6.124) mit a = 0.8 gewählt, wobei wir 
aber für das Maximum der Schallgeschwindigkeit in diesen Rechnungen gerade 
den Maximalwert der exakten Lösung einsetzen. Auf die Frage einer optimalen 
Zeitschrittweitensteuerung werden wir gleich ausführlicher eingehen. Bis zur Zeit 
t = 0.1 werden in unseren Rechnungen etwa 130 Zeitschritte ausgeführt. 
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Figur 6.15 zeigt die Ergebnisse mit dem HLL-Verfahren ohne Korrekturterm. Es 
treten bei dieser Stärke der Kompression und der Wahl des Zeitschritts keine ne-
gativen Werte für das spezifische Volumen auf. Man sieht jedoch leichte Oszilla-
tionen an den Stoßwellen. Führt man den Korrekturterm für die numerischen Si-
gnalgeschwindigkeiten ein, wie wir ihn in Abschnitt 6.3 abgeleitet haben, so 
nimmt die Stärke der Oszillationen wie erwartet ab. Figur 6.16 zeigt Ergebnisse, 
bei denen die Konstante Ilo des Korrekturterms entsprechend dem asymptoti-
schen Wert (6.131) gewählt wurde. Mit diesem Wert gelingt es jedoch nicht ganz, 
die Oszillationen völlig zum Verschwinden zu bringen. 
Es zeigt sich, daß die Approximation von starken Kompressionen in den Lösungen 
der Gleichungen in Lagrangekoordinaten mittels eines expliziten numerischen 
Verfahrens ein fundamentales Problem ist. Dies läßt sich folgendermaßen einse-
hen. Wesentlich für eine stabile Approximation von starken Stoßwellen ist, daß 
die Wellen in den nichtlinearen charakteristischen Feldern richtig erfaßt werden. 
Die Ausbreitungsgeschwindigkeit dieser Wellen sind gerade die Signalgeschwin-
digkeiten. Abschätzungen dieser Signalgeschwindigkeiten gehen z.B. beim HLL-
Verfahren explizit in die Berechnung der numerischen Flüsse ein. ln einem explizi-
ten Verfahren werden diese Signalgeschwindigkeiten aus den Werten der Varia-
blen vom alten Zeitschritt abgeschätzt. Wir betrachten einmal den ersten Schritt 
des Verfahrens für das Kompressionsproblem mit den Anfangswerten (6.127). Die 
maximale Lagrangesche Schallgeschwindigkeit in den Anfangswerten ist gerade 
Co = 1.0. ln das explizite Verfahren wird dieser Wert als Abschätzung der Signal-
geschwindigkeiten übernommen. Damit berechnen sich die numerischen Flüsse 
und die Näherungslösung für t = ßt. 
Nun ist dieser Wert aber eine äußerst schlechte Approximation für die wirkliche 
Situation: Berechnen wir die maximale Schallgeschwindigkeit für t > t 0 , so erhal-
ten wir laut Tabelle 6.3 den Wert Cexakt = 15,3. Durch das Einführen des Korrek-
turterms bei der Berechnung der numerischen Signalgeschwindigkeiten für das 
HLL-Verfahren versucht man diesen Defekt der expliziten Approximation zu be-
heben. Das Kriterium für die Konstruktion dieses Terms ist, daß der mittlere Zu-
stand des näherungsweisen Riemannlösers physikalisch sinnvoll bleibt und daß 
die numerischen Signalgeschwindigkeiten eine gute Approximation der exakten 
sind. Die leichten Oszillationen in den Resultaten in Figur 6.16 zeigen, daß diese 
Kriterien nicht garantieren, daß die Oszillationen völlig verschwinden. Die nume-
rischen Verfahren reagieren sehr sensibel in diesem Bereich. Eine ganz ähnliche 
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Situation hat man bei den Gleichungen in Eulerkoordianten, dort jedoch in Berei-
chen geringer Dichte, wie wir dies in Kapitel4 geschildert haben (siehe auch [18]). 
Neben möglichen Verbesserungen bei Flußberechnung und Berechnung der Si-
gnalgeschwindigkeiten bleiben zwei Möglichkeiten, diese Oszillationen zu ver-
meiden. Eine Reduktion der Größe der Zeitschritte mittels Verkleinerung des 
Wertes von a führt natürlich zu einer Verringerung der Auswirkung der Fehler in 
der Flußberechnung durch das explizite Unterschätzen der Signalgeschwindig-
keiten. Etwa bei Halbierung der Schrittweite wird der "falsche" Fluß nur ein 
halbes Zeitintervall angewandt. Für das zweite halbe Zeitintervall liefert die 
numerische Lösung wieder verbesserte Signalgeschwindigkeiten. Der Einfluß der 
Verkleinerung der Zeitschritte ist in Figur 6.17 dargestellt. Die Oszillationen an 
den Stoßwellen verschwinden, falls im unkorrigierten Fall die Zeitschritte halbiert 
werden (a = 0,4) oder falls im Falle des HLL-Verfahrens mit Korrektur a = 0,6 
vorgegeben wird. Wir haben in diesen Abbildungen nur die Dichte als Vergleichs-
größe herangezogen. 
Die andere Möglichkeit ist, die Konstante Ilo im Korrekturterm für die numeri-
sche Signalgeschwindigkeit zu erhöhen. Der Wert von Ilo in (6.131) ist aus dem 
Vergleich der korrigierten Signalgeschwindigkeit mit der exakten Stoßwellenge-
schwindigkeit abgeleitet. Er konvergiert gegen diese von unten, falls die Stoß-
wellenstärke gegen unendlich geht. Eine Vergrößerung von Ilo bewirkt eine 
Überschätzung der exakten Signalgeschwindigkeiten durch die numerischen. 
Dies resultiert aber in einer Vergrößerung der numerischen Dämpfung insbeson-
dere an starken Gradienten. Figur 6.18 zeigt die Ergebnisse für die Dichte bei je-
weiliger Verdopplung von Ilo· Es zeigt sich, daß die Oszillationen verschwinden, 
jedoch nimmt, wie erwartet, die numerische Dämpfung zu. Die Courantzahl wur-
de hier bei a = 0,8 festgehalten. 
Wir müssen hier jedoch warnen: Größere Änderungen in Ilo sind nicht möglich 
bei festgehaltener Zeitschrittweite. Durch Vergrößerung von Ilo wächst die nu-
merische Signalgeschwindigkeit. Die Herleitung des numerischen Flusses aus der 
näherungsweisen Riemannlösung ist jedoch nur dann sinnvoll, falls die Zeit-
schrittweite der diskreten CFL-Bedingung genügt. ln unserem Fall (Figur 6.18) ist 
dies schon nicht mehr erfüllt, ohne jedoch zu Schwierigkeiten zu führen. Bei wei-
terer Erhöhung von Ilo wird das Verfahren instabil. Das Fazit daraus ist, daß die 
Zeitschrittweitensteuerung somit im gewissen Einklang mit der Korrektur der Si-
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Figur 6.17 HLL-Verfahren a.) ohne Korrekturterm, a = 0.4, 
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Figur 6.18 HLL-Verfahren a.) mit Korrekturterm a = 0.8, Ilo = 2.4, 
b.) mit Korrekturterm a = 0.8, Ilo = 4.8 
Wir wollen uns dies noch etwas genauer ansehen. Die CFL-Bedingung besagt, daß 
der Abhängigkeitsbereich der numerischen Lösung den Abhängigkeitsbereich 
der exakten Lösung beinhalten muß. Ist max C die maximale Wellengeschwindig-
keit des Problems, so ist dies erfüllt, falls 
(6.133) .1t - maxC ~ 1 
.1m 
gilt. Im allgemeinen hat man natürlich nicht den exakten Wert max C zur Verfü-
gung. Insofern wird zur Steuerung der Zeitschrittweite die exakte CFL-Bedingung 
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approximiert durch eine" diskrete" CFL-Bedingung 
(6.134) M n - maxC. $a:::; 1 
~m I 
wobei hier das Maximum über alle numerischen Wellengeschwindigkeiten gebil-
det wird. Die Konstante o wird dem numerischen Verfahren vorgegeben. Die 
Zeitschrittweite wird dann adaptiv in jedem Zeitschritt aus (6.134) bestimmt. Der 
Wert von o ist eine Art Sicherheitsfaktor. Gleichung (6.134) sollte garantieren, 
daß die exakte CFL-Bedingung (6.133) erfüllt ist. Sind die numerischen Wellenge-
schwindigkeiten gute Approximationen der exakten, so kann o recht nahe dem 
Grenzwert 1.0 gewählt werden. Für ein Godunov-Typ Verfahren ist Gleichung 
(6.134) zudem eine grundsätzliche Bedingung bei der Herleitung des numeri-
schen Flusses. Die näherungsweisen Riemannlösungen dürfen sich gegenseitig 
nicht beeinflussen oder zumindest die Flüsse nicht ändern (siehe Definition 4 und 
Bemerkung 1 in Kapitel 3). 
Wir betrachten nun einmal die Situation bei unserem Testproblem (6.127), (6.132) 
zur starken Kompression zum Zeitpunkt t = 0. Die Anfangswerte für dieses Pro-
blem sind gerade so gewählt, daß die Schallgeschwindigkeit im gesamten Gebiet 
1,0 ist. Damit schätzt man den Maximalwert im ersten Rechenintervall [0, ßt] mit 
1,0 ab und bestimmt nach (6.134) mit einem Sicherheitsfaktor o = 0,8 den Zeit-
schritt zu ßt = 0,8 ßm. ln der exakten Lösung tritt jedoch eine starke Kom-
pression auf. Aus den Werten der Tabelle 6.3 berechnet sich dort die Lagran-
gesche Schallgeschwindigkeit zu 15,3, d.h. der oben berechnete Zeitschritt ist um 
eine Größenordnung zu groß. Das numerische Verfahren wird somit im allgemei-
nen instabil und es können negative Werte für das spezifische Volumen auf-
treten. 
Die Rechnung läßt sich nur dann durchführen, falls o drastisch vermindert wird. 
Man geht somit folgendermaßen vor: Man halbiert zunächst den Wert von o und 
startet die Rechnung erneut. Bei erneutem Abbruch wiederholt man die ganze 
Procedere bis nach Versuch und Irrtum ein geeigneter Wert von o gefunden wird. 
Dies ist natürlich keine Lösung des eigentlichen Problems. Bei Verkleinerung von 
o erzwingt man die kleinen Zeitschritte für die ganze Rechnung, also auch zu den 
Zeitpunkten, in denen die starke Kompression noch nicht eingetreten oder be-
reits abgeflaut ist. 
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Die Lösung des Problems muß lauten, im Falle der Kompression in (6.134) eine 
bessere Abschätzung der tatsächlich auftretenden Wellengeschwindigkeiten zu 
finden. Das heißt, eine Korrektur der numerischen Signalgeschwindigkeiten, wie 
wir sie z.B. für das HLL-Verfahren in Satz 1 ausgeführt haben, muß auch in einer 
adaptiven Zeitschrittweitensteuerung benutzt werden. Die Bedingung (6.134) 
sollte durch 
(6.135) At J 2 2 1 Am max Ci+l/2 + lli+l/2 = o:::;; 1 
mit 
(6.136) 
max{O, vi- vi+l} 
lli + 112 = llo V + V 
i+ 1 i 
ersetzt werden. Dabei ist C; + 112 etwa ein Mittelwert zwischen C; und C; + 1 oder 
einfach der Maximalwert; die Konstante llo sollte größer oder gleich (y + 1)/2 
sein, wie wir dies in (6.131) abgeleitet haben; den oberen Index "n" haben wir in 
(6.135)- (6.136) weggelassen. Mit dieser Korrektur wird somit versucht, innerhalb 
einer expliziten Approximation eine bessere Abschätzung für die maximale Wel-
lenausbreitungsgeschwindigkeit zu finden. Insbesondere bei Problemen, bei de-
nen eine starke Kompression auftritt, sollte (6.134) durch (6.135), (6.136) ersetzt 
werden. 
Für das Problem von Sod und Lax braucht man diese Modifikation nicht, da hier 
keine starke Kompression auftritt. Die Ergebnisse mit dem HLL-Verfahren zu die-
sen Problemen wurde mit der üblichen diskreten CFL-Bedingung (6.134) (a = 0.8) 
durchgeführt. Bei den Rechnungen für das Problem (6.127) haben wir aufgrund 
der beschriebenen Schwierigkeiten in der diskreten CFL-Bedingung (6.134) den 
Wert der maximalen Schallgeschwindigkeit durch den exakten ersetzt. Dies ließ 
sich in diesem Fall natürlich nur deshalb durchführen, da die exakte Lösung als Lö-
sung eines Riemannproblems bekannt ist. Wird für dieses Problem die korrigierte 
Schrittweitenbedingung (6.135), (6.136) benutzt mit llo = (y + 1 )/2, so erhält man 
nahezu identische Resultate. 
Im folgenden wollen wir noch Ergebnisse des Verfahrens zweiter Ordnung 
zeigen, wobei wir sowohl die automatische Schrittweitensteuerung als auch den 
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Figur 6.20 Verfahren zweiter Ordnung mit a) a = 0.4, Ilo = 1.2, 
b) a = 0.6, Ilo = 2.4 
wiederum, daß die Approximation von starken Kompressionen einem "Lagrange-
Verfahren" deutlich mehr Schwierigkeiten bereitet, als den entsprechenden Ver-
fahren für die Gleichungen in Eulerkoordinaten. Um alle kleinen Oszillationen an 
den Stoßwellen des Problems (6.127) zu vermeiden, muß der Korrekturterm 
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verstärkt und die Courantzahl zusätzlich etwas reduziert werden. Bei starker 
Kompression sollten natürlich auch in der Steigungsberechnung die Werte für k 
etwas reduziert werden. 
Bei den folgenden Resultaten wählten wir einheitlich k1 = k2 = k3 = 1.2, wobei 
der Wert für das linear entartete charakteristische Feld hier keine Rolle spielt. 
Figur 6.19 zeigt Ergebnisse, bei denen nur noch ganz leichte Oszillationen zu 
sehen sind. Dafür mußten wir aber llo = 2,4 setzen und die Courantzahl a auf 0,4 
reduzieren. Wird llo reduziert, so verstärken sich die leichten Oszillationen. Figur 
6.20 a zeigt die Ergebnisse für den Wert llo = 1,2 (vergl. Figur 6.19). Der gleiche 
Effekt liegt vor bei Vergrößerung der Courantzahl. Die zweite Abbildung in Figur 
6.20 zeigt dies im Vergleich mit Figur 6.19 für die Vergrößerung von a von 0,4 auf 
0,6. Die Oszillationen an den starken Stoßwellen wachsen bei Änderung dieser 
Parameter nicht sprunghaft an, wie diese Bilder zeigen. Die gleiche Situation 
liegt auch vor bei Vergrößerung der k-Werte in der Steigungsberechnung. 
Die Ergebnisse zeigen, daß man zur Vermeidung leichter Oszillationen an starken 
Stoßwellen die Zeitschrittweite deutlich reduzieren muß. Dies ist ein Effekt, wel-
cher bei numerischen Verfahren für die Gleichungen in Eulerkoordinaten nicht 
bekannt ist. Hier muß man an starken Stoßwellen die Parameter in der Steigungs-
berechnung in den nichtlinearen charakteristischen Feldern ebenso reduzieren 
auf Werte um 1,3 (vergl. [51]) und sollte auch den Sicherheitsfaktor in der Schritt-
weitensteuerung vielleicht noch auf 0,6 reduzieren. Diese Maßnahmen garan-
tieren jedoch dann eine Stoßwellenapproximation ohne jegliche Oszillationen. 
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7. Relativistische und ultra-relativistische Hydrodynamik 
ln Anwendungen, bei denen Strömungsgeschwindigkeiten auftreten, welche na-
he an die Lichtgeschwindigkeit heranreichen, müssen in den strömungsmechani-
schen Grundgleichungen relativistische Effekte mitberücksichtigt werden. Solche 
Situationen gibt es vor allem in der Astrophysik, aber durchaus auch auf der Erde, 
etwa bei dem Zusammenprall hoch beschleunigter Teilchen. So treten bei Kern-
Kern Stößen von Schwerionen mit einer Energie von mehr als 100 GeV pro 
Nukleon, welche derzeitiq erreicht wird, relativistische Lorentzfaktoren von etwa 
10 auf. Relativistische Effekte spielen bei diesen Lorentzfaktoren natürlich eine 
entscheidende Rolle. Geplante zukünftige Experimente sollen sogar im TeV Be-
reich liegen, d.h. die Lorentzfaktoren werden für zukünftige Experimente noch 
deutlich anwachsen. Gewöhnlich nennt man den Bereich, in dem Lorentzfak-
toren von über 10 auftreten, ultra-relativistische Hydrodynamik. 
Ein möglicher theoretischer Zugang, die Kollision von Schwerionen mit hohen 
Energien zu beschreiben, ist die relativistische Strömungsmechanik. Die Annahme 
dabei ist, daß die dynamische Entwicklung dieser Kern-Kern Stöße durch die 
Grundgleichungen der relativistischen Hydromechanik, vervollständigt durch 
eine geeignete Zustandsgleichung, beschrieben werden kann (siehe z.B. [2], [20]). 
Bei der Kollision von Schwerionen mit hohen Energien erwartet man, daß sich 
eine "nukleare" Stoßwelle ausbildet, welche durch die Atomkerne läuft. Durch 
die Winkelverteilung der beim Durchlaufen dieser Stoßwelle durch den Kern 
emittierten Nukleonen, hofft man über den nuklearen Kompressibilitätstaktor 
und die nukleare Zustandsgleichung Aufschluß zu bekommen. 
Die Anforderungen an numerische Verfahren in diesem Bereich sind insbeson-
dere geprägt durch verschiedene Positivitätseigenschaften. So dürfen die Mas-
sendichte R, die ImpulsdichteM und die EnergiedichteE nicht die relativistischen 
Bedingungen 
(7 .1) E~R , E~M 
verletzen und jegliche Wellengeschwindigkeiten dürfen natürlich die Lichtge-
schwindigkeit nicht überschreiten (Lichtgeschwindigkeit ist auf Eins normiert). ln-
stabilitäten oder Oszillationen des numerischen Verfahrens an starken Gradien-
ten können zu solchen lnkonsistenzen und dadurch zum sofortigen Zusammen-
bruch der Lösung führen. 
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Die Pionierarbeiten bei der numerischen Simulation von Problemen der relati-
vistischen Hydrodynamik in der Astrophysik stammen von Wilson und seinen Mit-
arbeitern (siehe [5]). Spätere wichtige Arbeiten auf diesem Gebiet sind die von 
Norman und Winkler (siehe z.B. [52]). Im Bereich der Kollisionen von schweren 
Kernen gibt Amsden, Harlow und Nix in [2] eine Obersicht über die frühen nu-
merischen Simulationen mittels relativistischer Hydrodynamik. 
Wir übertragen im folgenden das Verfahren von Harten, Lax und van Leer in der 
expliziten Formulierung, wie wir es für die nicht-relativistischen Gleichungen der 
kompressiblen Strömungsmechanik in Eulerkoordinaten in Kapitel 4 beschrieben 
haben, auf den relativistischen Fall und zeigen seine Anwendbarkeit für relati-
vistische und ultra-relativistische Probleme. 
Die eindimensionalen Gleichungen der relativistischen Hydrodynamik in Euler-




Mt+ (Mv + p)x = 0 , 
Et + (v (E + p))x = 0 
und haben somit formal die Gestalt wie im nichtrelativistischen Fall (vergl. Glei-
chungen (4.1)). Sie sind hier formuliert als System in Erhaltungsform 
(7.5) 
mit 
(7.6) u= G) f(u) = (M:: p ) 
V (E+p) 
Der wesentliche Unterschied zum nichtrelativistischen Fall ist, daß in (7.5) Größen 
auftreten, welche in verschiedenen Bezugssystemen gemessen werden. So ist die 
Massendichte R, die Impulsdichte M und die Energiedichte E bezogen auf ein 
festes Inertialsystem, welches wir als Laborsystem bezeichnen. Auf der anderen 
Seite haben wir ein lokales Ruhesystem, welches sich von Fluidelement zu Fluid-
element ändert. Größen, welche auf dieses System bezogen sind, bezeichnen wir 
mit kleinen Buchstaben; es sind hier die Massendichte n, die Energiedichte e, die 
Strömungsgeschwindigkeit v und der Druck p. 
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Die Größen im Laborsystem und die im lokalen Ruhesystem hängen zusammen 




wobei .ß den Lorentzfaktor 
(7.10) 
R= ßn , 
2 E = ß (e+p) - p , 
2 M=ß (e+p)v , 
J 1 ß = 1~ v2 
bezeichnet. Die Gleichungen sind so normiert, daß die Lichtgeschwindigkeit c 
gerade Eins ist. Zusätzlich zu den Gleichungen (7.5)- (7.10) wird natürlich noch 
-wie im nichtrelativistischen Fall -eine Zustandsgleichung benötigt, welche den 
Druck als Funktion 
(7. 11) p = p (n, e) 
spezifiziert. Wir wollen uns dabei beschränken auf die Zustandsgleichung des 
idealen Gases, welche hier in der Form 
(7 .12) p = (y - 1) (e - n) 
angegeben werden kann, und deren ultra-relativistischer Grenzwert (e > > n) 
(7 .13) p=(y-1)e 
mit dem Adiabatenindex 1 :::; y :::; 2. 
Die Beziehungen (7.7) bis (7.11) führen eine sehr starke nichtlineare Kopplung 
zwischen den einzelnen hydrodynamischen Gleichungen (7.2) bis (7.4) ein. Dies ist 
der Grund, wieso die relativistischen Gleichungen sehr viel schwieriger numerisch 
zu lösen sind als die nichtrelativistischen, obwohl sie in der Struktur sehr ähnlich 
sind. Neben den Beziehungen (7.1) muß natürlich auch -1 :::; v :::; 1 erfüllt sein, da 
die Strömungsgeschwindigkeit die Lichtgeschwindigkeit c = 1 nicht überschrei-
ten darf. Andernfalls existiert keine Lösung von (7.7)- (7.11). 
Insofern scheint auch die Bemerkung von Norman und Winkler [52] motiviert, 
daß diese Kopplung eine gleichzeitige implizite numerische Lösung der Gleichun-
gen (7.5)- (7.11) nötig macht. Wir probieren hier einen anderen Ansatz. Die hy-
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drodynamischen Gleichungen (7.5) werden numerisch gelöst durch ein auf die 
relativistischen Gleichungen übertragenes explizites Shock-Capturing Verfahren 
vom Godunov-Typ. Dabei lösen wir iterativ an jeder Stelle, an der wir die Größen 
von einem Koordinatensystem ins andere übertragen müssen, die nichtlinearen 
Gleichungen (7.7) bis (7.9). Wir beschreiben im folgenden zunächstdie Modifika-
tionen für das relativistische HLL-Verfahren und gehen danach auf die Umrech-
nung der Größen in den einzelnen Bezugsystemen genauer ein. 
Das HLL-Verfahren für die relativistischen Gleichungen nennen wir RHLL-Ver-
fahren. Es läßt sich, wie in Kapitel 3 beschrieben, als Verfahren in Erhaltungsform 
mit dem numerischen Fluß (3.60) und geeigneten Abschätzungen für die Signal-
geschwindigkeiten schreiben. Im relativistischen Fall berechnen wir solche Ab-
schätzungen der Signalgeschwindigkeiten nach den Formeln 
(7.14) v+c - s 
a =v(f)c:=--




' I 1- vc 
s 
wobei 63 die relativistische Addition, c5 die relativistische Schallgeschwindigkeit 
und "-" ein Mittelwert des rechten und linken Zustandes bedeuten. Für die Zu-
standsgleichung eines idealen Gases lautet dabei die Schallgeschwindigkeit 
c2 = y (y - 1) (e - n) 
s n + y (e- n) 
Obige Signalgeschwindigkeiten (7.14) entsprechen gerade denjenigen der Euler-
gleichungen, wenn dort die Addition von Geschwindigkeit und Schallgeschwin-
digkeit durch die relativistische Addition ersetzt wird. 
Eine einfache Möglichkeit der Definition der Mittelwerte v und c5, sind natürlich 
die arithmetischen Mittelwerte 
(7 .15) 
c = s 
c + c s, I s, r 
2 
zu nehmen. Wie man vom nichtrelativistischen Fall weiß, ist dies für schwache 
Stöße eine sehr gute Approximation (zweiter Ordnung in der Stoßstärke). Für 
starke Stöße sollte diese Wahl jedoch zu Oszillationen an den Stoßwellen führen. 
Angeregt durch die Roe-Mittelwerte (4.12) im nichtrelativistischen Fall, könnte 
man (7.15) auch durch 
(7 .16) 
(7 .17) c = s 
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V= 
ersetzen, wobei ~ die relativistische Addition bedeutet (vgl. 7.14). Es zeigten sich 
in Ergebnissen für einige Testprobleme sehr geringe Unterschiede; deutlich bes-
sere Ergebnisse durch (7.16), (7.17) gab es nur in Spezialfällen, in denen cs sehr 
klein wurde. Bei der Diskussion der Ergebnisse für einige Testprobleme kommen 
wir darauf zurück. 
Relativ grobe obere und untere Schranken sind natürlich nach der CFL-Bedingung 
gegeben durch 
(7 .18) 








ar = c = 1 , a 1 = - c = - 1 . 
Die letztere Wahl hat natürlich nur dann einen Sinn, falls die Wellengeschwindig-
keiten im gesamten Rechengebiet tatsächlich in der Nähe von Eins (Lichtge-
schwindigkeit) liegen. Ansonsten wird durch (7.19) zu viel numerische Dämpfung 
in das RHLL-Verfahren eingeführt. 
Sinnvoll ist sicherlich, die Mittelwerte (7.15) oder (7.16), (7.17) noch so zu korri-
gieren, daß die Signalgeschwindigkeiten an Verdünnungswellen besser approxi-
miert werden, wie wir dies in Kapitel 3 ausgeführt haben. Die Größen ar und a1 
werden dabei ersetzt durch 
(7.20) 
( 
V + C ) r s,r a = max a ' ---'--
r r 1+vc 
r s, r 
(7 .21) 
Die Approximation von Stoßwellen wird dabei nicht geändert. 
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Die Gleichungen für den numerischen Fluß (3.60) zusammen mit der Berechnung 
der Signalgeschwindigkeiten definiert das erste Ordnung relativistische HLL-Ver-
fahren. Um ein Verfahren zweiter Ordnung zu erhalten, benutzen wir wieder den 
MUSCL-Algorithmus von van Leer [38], wie wir ihn in Kapitel 3 ausführlich erklärt 
haben. Dabei ist es natürlich am einfachsten, Steigungen in den Erhaltungs-
größen oder in den primitiven Variablen n, v und p zu berechnen. Die Berech-
nung in den charakteristischen Größen, welche auf einer lokalen Linearisierung 
des nichtlinearen Systems beruht, bedingt wiederum die Kenntnis und Berech-
nung der Rechtseigenvektoren des Flusses. ln Testrechnungen, welche wir zum 
Teil anschließend diskutieren, haben wir die zwei ersten Methoden miteinander 
verglichen. Es zeigte sich hier, daß nur sehr kleine Unterschiede in den nume-
rischen Ergebnissen auftraten. 
Während eines Zeitschritts eines numerischen Verfahrens für die relativistischen 
Gleichungen (7.2)- (7.4) müssen aus den konservativen Variablen R, MundE die 
Größen n, e, p, v und .ß berechnet werden. Dazu stehen die fünf nichtlinearen 
Gleichungen (7.7) bis (7.11) zur Verfügung, welche im allgemeinen mittels eines 
Iterationsverfahrens numerisch gelöst werden müssen. Man nennt diesen Vor-
gang Entflechtung. Für die Zustandsgleichung eines idealen Gases (7.12) können 
diese Gleichungen noch etwas umgeformt und vereinfacht werden. Zunächst 
werden (7.7), (7.10) und (7.12) in (7.8) und (7.9) eingesetzt. Diese beiden Glei-
chungen lassen sich nun weiter auf eine Gleichung vierter Ordnung reduzieren. 
Sie hat die Gestalt 
(7.22) 2 2 2 2 )2 2 [ y v (E - Mv) - M (1 - v )] - (1 - v ) v (y - 1 R = 0 
mit 0 ~ v ~ 1. Es zeigt sich, daß im Intervall 0 s v ~ 1 zwei Lösungen existieren, 
wobei jedoch nur eine die physikalisch sinnvolle und auch Lösung der Ausgangs-
gleichungen (7.7)- (7.10} und (7.12) ist. Die zweite Lösung schleicht sich ein durch 
die Quadratur von (7.9) zur Herleitung von (7.22). 
Die numerische Lösung von (7.22) und die Auswahl der physikalisch relevanten 
Lösung erweist sich jedoch als nicht so schwierig, da man einen unteren und obe-
ren Grenzwert für den "richtigen" Wert von v angeben kann. Den unteren Grenz-
wert Vu von v findet man durch Einsetzen des ultra-relativistischen Grenzwerts 
R = 0 in Gleichung (7 .22): 
(7.23) 
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Ein oberer Grenzwert v0 ist natürlich gegeben durch die Lichtgeschwindigkeit 
c = 1. Der Wert v0 läßt sich aber noch etwas verbessern. Kombiniert man (7 .8) 
und (7.9), so erhält man 
(7.24) M v=--
E+p 
Da der Druck positiv ist, findet man daraus die obere Schranke 
(7.25) M V=-
o E 
Ein guter Startwert für die Iteration ist demnach 
(7.26) (o) 1 V = - (v +V) 
2 u 0 
Dieser Startwert kann für ultra-relativistische Probleme noch etwas modifiziert 
werden. Man addiert zu v(o) noch eine Größe z: 
(7 .27) (o) 1 1 ( R) v = - (v + v ) + z mit z = - .1 - - (v - v ) , 
zu o 2 Eu o 
die so beschaffen ist, daß der Startwert näher an der ultra-relativistischen Lösung 
liegt ([63]). ln unseren Rechnungen für verschiedene Testprobleme lösen wir Glei-
chung (7.22) mit Hilfe des Newton-Verfahrens ausgehend von dem Startwert 
(7.26) oder (7.27), wobei wir für eine Genauigkeit von neun Ziffern höchstens 
fünf Iterationen durchführen mußten. 
Ist v bekannt, so bekommt man die weiteren Größen e, ß, n und paus der Bezie-
hung 
(7.28) e=E-vM , 
welche sich durch Kombination von (7.8) - (7.9) ergibt, und den Gleichungen 
(7.10), (7.7) und (7.12). 
Im ultra-relativistischen Grenzwert (7.13) der Zustandsgleichung lassen sich die 
nichtlinearen Gleichungen explizit lösen. Diese Lösung ist gegeben durch 
(7.29) 1 l v1 2 2 zJ e = (y - 2) E + y E - 4 (y - 1) M 




2 E+(y-1)e ß =----
ye 
Die übrigen Größen p, n undvergeben sich aus (7.13), (7.7) und (7.10). 
Die Testprobleme für das relativistische HLL-Verfahren sind Riemannprobleme 
für die relativistischen Gleichungen (7.2) - (7.4) mit den Zustandsgleichungen 
(7.12), (7.13). Die Lösung hat die gleiche Struktur wie im nichtrelativistischen Fall: 
vier konstante Zustände werden getrennt durch Verdünnungswellen, Stoßwellen 
und eine Kontaktunstetigkeit. Die exakte Lösung kann jedoch nicht mehr "so 
einfach" bestimmt werden wie im nichtrelativistischen Fall. So erfordert etwa die 
Angabe der Lösung in einer Verdünnungswelle die numerische Lösung einer ge-
wöhnlichen Differentialgleichung. Ausführlich beschrieben wird die Lösung von 
Centrella und Wilson [5]. Eine Kurzbeschreibung unserer Testprobleme - der 
relativistischen Version des Problems von Sod [67] (siehe auch Kapitel 6.5) und der 
relativistischen Version des Problems (4.20) mit v0 < 0- ist in [63] enthalten. Die 
hier gezeigten numerischen Ergebnisse von Rechnungen mit dem relativistischen 
HLL-Verfahren wurden am Institut für Theoretische Physik der Universität 
Frankfurt durchgeführt. Ein Vergleich dieser Ergebnisse mit zwei anderen Verfah-
ren findet sich in [63]. 
Das relativistische Riemannproblem von Sod ist ein relativistisches Stoßwellen-
rohrproblem [5], d.h. v1 = vr = 0. Die exakte Lösung besteht wieder aus einer 
nach links laufenden Verdünnungswelle und einer nach rechts laufenden Stoß-
welle, der eine Kontaktunstetigkeit nachfolgt. Der wesentliche Unterschied zwi-
schen dem relativistischen und nichtrelativistischen Fall kommt aus der nichtli-
nearen Addition der Geschwindigkeiten und der Lorentz-Kontraktion. Der erste 
Effekt produziert z.B. ein gekrümmtes Geschwindigkeitsprofil in einer Verdün-
nungswelle, während es im nichtrelativistischen Fall linear ist. Die Lorentz-Kon-
traktion verkleinert das Plateau hinter der Stoßwelle und führt auch dazu, daß 
das Kompressionsverhältnis o an der Stoßwelle den nichtrelativistischen Grenz-
wert~ = (y + 1) I (y- 1) eines idealen Gases übertreffen kann. Dies läßt sich auch 
quantifizieren. Man benötigt dazu die Sprungbedingungen an der Stoßwelle, üb-
! icherweise im relativistischen Fall als Rankine-Hugoniot-Taub-Bedingungen be-
zeichnet. So erhält man etwa für einen Stoß, der in ein kaltes Medium läuft 
(p0 = 0), ein Kompressionsverhältnis ~ = n/n0 mit dem Wert 
(7 .31) y + 1 y s = -- + -- (ß - 1) ' ß > 1 
y-1 y-1 
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Diese Effekte werden natürlich im ultra-relativistischen Grenzwert (ß sehr groß) 
sehr stark. 
Die Anfangswerte für das relativistische Sod-Problem sind gegeben durch 
(7.32) (n,v,p) = l 
(1.0, 0.0, 1.0) 
(0.125, 0.0, 0.1) 
für x < 0 , 
für x > 0 
Die Zustandsgleichung des idealen Gases (7.12) mit y = 1,4 wird in den folgenden 
Rechnungen benutzt. Figur 7.1 zeigt die numerischen Ergebnisse des RHLL-Ver-
fahrens zur Zeit t = 48. Die Diskretisierungsparameter sind hier ilx = 0.5 entspre-
chend 200 Gitterzellen und ilt = ilx/3. Es zeigt sich, daß die verschiedenen Ni-
veaus sehr gut approximiert werden. Die exakte Lösung ist als Linie in den Bildern 
eingetragen, die Punkte sind die numerischen Werte. Die Stoßwelle ist über 4 Git-
terpunkte hinweg approximiert, während zur Darstellung der Kontaktunstetig-
keit 10- 12 Gitterpunkte nötig sind. ln dieser Rechnung wurden die Steigungen in 
den Erhaltungsgrößen berechnet; wobei die Steigungsberechnung mit der ein-
fachsten Vorschrift (3.86) durchgeführt wurde. 
Diese Ergebnisse lassen sich gut vergleichen mit den Rechnungen von Norman 
und Winkler [52], die dasselbe Riemannproblem als Test für ihren vollimpliziten 
relativistischen Hydrodynamik-Code benutzt haben. Sie führten Rechnungen auf 
drei verschiedenen 200 Punkte-Gittern aus: ein äquidistantes Euler-, ein 
Lagrange- und ein adaptives Gitter. Die Eulerrechnungen zeigen ein starkes über-
schießen zwischen Kontaktunstetigkeit und Verdünnungswelle. Die Stoßfront 
wird über 9 Gitterzellen dargestellt. ln der Rechnung in Lagrangekoordinaten 
sind die ÜberschieBer etwas kleiner, die Stoßfront wird jetzt über 13 Gitterzellen 
dargestellt- allerdings ist die Breite des diskreten Stoßes reduziert, da die Schritt-
weiten ilx im Stoß kleiner sind. Gute Resultate wurden hier nur im Falle des adap-
tiven Gitters erzielt, bei dem die Gitterzellen an den Unstetigkeiten konzentriert 
werden. 
Das zweite Testproblem ist ein relativistisches Stoßwellenrohrproblem jedoch mit 
deutlich stärkeren relativistischen Effekten. Die Strömungsgeschwindigkeit er-
reicht hier fast einen Wert von 0,7. Es enthält einen sehr kalten Bereich (p :::: 0), 
welcher durch eine Stoßwelle erhitzt wird. Die Anfangswerte sind 
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Figur 7.2 Relativistisches HLL-Verfahren; Riemannproblem (7.33) 
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Die Zustandsgleichung ist die des idealen relativistischen Gases mit y = 5/3. Durch 
den starken Drucksprung ist dies ein sehr schwieriges Testproblem für jedes nu-
merische Verfahren der relativistischen Strömungsmechanik. Der HLL-Aigorith-
mus zeigt auch bei diesem Problem eine sehr gute Übereinstimmung mit der 
exakten Lösung {Figur 7.2) und liefert eine deutlich bessere Approximation als die 
Methode von Centrella und Wilson [5]. Ein leichtes Unterschießen hinter der Ver-
dünnungswelle ist jedoch beim Druck und auch bei der Dichte R an der Kontakt-
unstetigkeit zu sehen. 
Die numerischen Resultate des Riemannproblems für die relativistischen Euler-
gleichungen (7.2)- (7.4) mit der ultra-relativistischen Zustandsgleichung (7.13) 
zeigt Figur 7.3. Der Adiabatenindex ist dabei y = 1.99 und die Anfangswerte sind 
(7.34) 
{ 
(2.0, 0.0, 1990.0) 
(n, v, p) = 
(1.0, 0.0, 995.0) 
für x > 0 
für x < 0 
Die relativistische Schallgeschwindigkeit hat hier einen konstanten Wert von 
0.995, die Geschwindigkeit besitzt hier ein kastenähnliches Profil. Die Approxi-
mation des HLL-Verfahrens zeigt wieder eine sehr gute Übereinstimmung mit der 
exakten Lösung. Lediglich im Dichteprofil treten ganz leichte Wellen zwischen 
Stoßwelle und Kontaktunstetigkeit auf. 
Ein weiteres Testproblem ist ein Riemannproblem, welches in [20] vorgeschlagen 
wurde und welches gerade im nichtrelativistischen Fall dem Anfangswertproblem 
entspricht, für das wir die Erhaltung der Positivität der numerischen Verfahren in 
Kapitel4 und 6 ((4.20), (6.63)) untersucht haben. Die Anfangswerte lauten 
für x > 0 
(7 .35) 
für x < 0 
mit v0 > 0. Dieses Problem hat durchaus auch einen praktischen Hintergrund. So 
werden in [57] damit Zustandsgleichungseffekte bei relativistischen Schwerio-
nenkollisionen abgeschätzt. Die exakte Lösung besitzt, wie schon in Kapitel 6 be-
schrieben, nur einen mittleren Zustand, bestehend aus zusammengedrückter Ma-
terie mit einer Dichten > n0 und e > e0 . Stoßwellen laufen nach beiden Seiten in 
die einströmende Materie hinein. Dieses Problem ist insbesondere ganz ähnlich 
zu der Wechselwirkung einer festen Wand mit einer Stoßwelle, ein oft benutztes 
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Figur 7.3 RHLL-Verfahren zweiter Ordnung; Riemannproblem 7.34, 
































Figur 7.4 RHLL-Verfahren zweiter Ordnung; Riemannproblem (7.35) mit einem 















Figur 7.5 Relativer Fehler im Kompressionsverhältnis beim Aufheizen kalter 
Materie durch eine Stoßwelle: o RHLL-Verfahren, 0 Werte aus [44] 
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Das HLL-Verfahren liefert hier sehr gute Ergebnisse. Figur 7.4 zeigt die Energie 
bei einer Kollision mit einem Lorentzfaktor .ß von 1 QG. Andere explizite Verfahren 
haben hier ganz deutliche Probleme und Beschränkungen des Lorentzfaktors ([5], 
[44]). Anhand des relativen Fehlers vergleichen wir in Figur 7.5 die Ergebnisse des 
relativistischen HLL-Verfahrens mit denen, welche von McAbee, Wilson, Zingman 
und Alonso [44] angegeben wurden. Sie benutzten ein gegenüber [5] etwas ver-
bessertes Verfahren. Die Anfangswerte sind n0 = 1 und e0 = 1. Die Zustands-
gleichung ist die des idealen Gases mit y = 5/3. ln das Diagramm in Figur 7.5 sind 
die relativen Fehler für verschiedene Lorentzfaktoren zwischen 1.5 und 50 einge-
tragen, wie sie in [5] angegeben wurden. Der relative Fehler wird dort folgen-
dermaßen berechnet: Zunächst wird der Mittelwert n der Dichte auf dem Plateau 
hinter der Stoßwelle ermittelt. Dabei wird angenommen, daß die diskrete Stoß-
welle eine Breite von zwei Gitterzellen besitzt. Die Definition des relativen Feh-
lers lautet dann 
(7.36) 
n- n . 
Theone 
nTheorie 
Das Diagramm 7.5 zeigt deutlich die Güte der Approximation des RHLL-Verfah-
rens. Insbesondere wird deutlich, daß der relative Fehler des RHLL-Verfahrens 
nicht von der Größe des Lorentzfaktors .ß abhängt. 
Wir wollen noch kurz das Verhalten des RHLL-Verfahrens erster Ordnung für 
dieses Beispiel analysieren und nachprüfen, ob die relativistischen Bedingungen 
(7.1) durch die näherungsweise Riemannlösung der RHLL-Methode erfüllt wer-
den. Die ungestörten Zustände erfüllen als sinnvolle Anfangswerte sicher (7.1). 
Der mittlere Zustand Uir = (Rir, Mir, Eir) ergibt sich nach der Formel (3.59) zu 
(7 .37) R = R (1 + :o) , M = 0 , E = E (1 + ~o) + p ~o 
Ir o C Ir Ir o c o c 
s s s 
wobei c5 irgendein Mittelwert der Schallgeschwindigkeit ist. Dabei haben wir an-
genommen, daß der Mittelwert der Geschwindigkeiten v gerade Null ist, wie dies 
sowohl in (7.15) als auch (7.16) der Fall ist. Die Ungleichung Eir ~ Mir folgt sofort 
aus der Positivität von E0 , v0 , Cs und p0 . Die erste Ungleichung in (7 .1) macht auch 
keine sehr große Mühe. So folgt aus E0 > R0 sofort 
(7.38) 
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und weiter E1r > Rlr· Die approximative Riemannlösung des HLL-Verfahrens erfüllt 
somit für jede Kombination der Anfangswerte (7.35) die Ungleichungen der rela-
tivistischen Hydrodynamik. 
Ist v0 in den Anfangswerten (7 .35) negativ, so erkennt man sofort die Wichtigkeit 
der Korrektur (7.20), (7.21). Ohne diese Korrekturen folgt aus (7.37) z.B., daß die 
Dichte des mittleren Zustandes R1r negativ wird, falls nur cs größer als v0 wird. An 
einer starken Verdünnung würden somit negative Dichten auftreten, und damit 
das Verfahren zusammenbrechen. Dies ist zurückzuführen auf eine Unterschät-
zung der physikalisch auftretenden Signalgeschwindigkeiten, die durch (7.20), 
(7.21) korrigiert werden. 
Wir können die Ergebnisse mit dem relativistischen HLL-Verfahren zweiter Ord-
nung (RHLL-Verfahren) wie folgt zusammenfassen. Das RHLL-Verfahren produ-
ziert sehr gute Näherungslösungen, wie Vergleiche sowohl mit analytischen 
Lösungen als auch mit Ergebnissen von numerischen Verfahren aus der Literatur 
zeigen. ln [63] wird ein Vergleich mit zwei weiteren modernen Shock-Capturing 
Verfahren aus der Familie der "Fiux-Corrected Transport"-Verfahren durchge-
führt. Diese Verfahren sind konzipiert für die numerische Lösung einer einzelnen 
(nichtlinearen) Transportgleichung. Das System (7.2) - (7.4) der relativistischen 
Hydrodynamik wird dabei wie drei einzelne Gleichungen behandelt. Diese mo-
dernen Methoden liefern auch durchweg bessere Ergebnisse als die, welche aus 
der Literatur bekannt sind. Als robuster und genauer- insbesondere bei hohen 
Lorentzfaktoren- erweist sich dabei jedoch das relativistische RHLL-Verfahren. 
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Anhang: Parametervektoren und Roe-Matrix in Lagrangekoordinaten 
Roe gelang es in seiner Arbeit [59], eine Mittelwertsmatrix für die Eulergleichun-
gen mit der Zustandsgleichung des idealen Gases abzuleiten. Er führte dazu soge-
nannte Parametervektoren ein. Wir wollen hier zeigen, daß für die Gleichungen 
in Lagrangekoordinaten mit der Zustandsgleichung des idealen Gases ebenso ein 
solcher Parametervektor gefunden werden kann und damit die Roe-Matrix be-
stimmt werden kann. 
Nach (6.14) können wir die Gleichungen der kompressiblen Strömungsmechanik 
in Lagrangekoordinaten in der Erhaltungsform 
(A.1) 
mit dem Vektor der Erhaltungsgrößen und dem Fluß 
(A.2) 
schreiben. Der Zusammenhang zwischen Druck p, spezifischem Volumen V und 
innererEnergieeist durch die Zustandsgleichung des idealen Gases 
(A.3) e p = (y- 1) - = (y- 1) p e 
V 
gegeben. Weiter benötigt man noch den Zusammenhang zwischen Gesamt- und 
innerer Energie in der Form 
(A.4) 1 2 1 1 2 E=e+ -v = --pV+ -v 
2 y- 1 2 
Die Lagrangesche Schallgeschwindigkeit ist durch 
(A.S) c = Vyp/V' 
gegeben. 
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Wir führen nun einen sogenannten Parametervektor w = (w1, w2, w3)T ein. Die-
ser soll die Eigenschaft besitzen, daß sich sowohl u als auch f durch seine Kompo-
nenten ausdrücken läßt: u = u (w), f = f (w), wobei die Komponenten jedoch 
höchstens quadratisch auftreten dürfen. Diese Eigenschaft besitzt der Vektor 
(A.6) w=(V,v,p)T . 
Die Darstellung von u und f durch die Komponenten von w lautet dann 
u = { w, , w ," -
1 
- w, w3 + ~ w~) , \ • ~ y- 1 • 2 "/ 
(A.7) 
Wie gefordert treten in (A.7) nur einfache Produkte zwischen Komponenten von 
wauf. 
Die wesentliche Eigenschaft der Roe-Matrix Air ist die Mittelwertseigenschaft 
(3.44): 
(A.8) 
oder anders ausgedrückt: der Sprung in u wird durch Air auf einen Sprung in f ab-
gebildet. Wir gehen nun einen Umweg über den Parametervektor w. Wir wollen 
sowohl den Sprung in u als auch den in f in einfacher Weise darstellen durch sein 
Bild des "w-Raums", d.h. wir suchen Matrizen B1r und Cir mit den Eigenschaften 
(A.9) 
(A.1 0) 
Findet man solche Matrizen, so kann man daraus leicht die Roe-Matrix mittels der 
Beziehung 
(A.11) 
bestimmen, welche sich aus (A.9), (A.1 0) direkt durch Elimination von wr- Wl er-
gibt. 
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Die Matrizen B1r und Cir lassen sich recht einfach bestimmen, wenn man sich die 
folgenden Beziehungen ins Gedächtnis ruft: 
Bezeichnet D. (.)die Differenz (. )r- (. )1, so gelten für zwei skalareFunktioneng 
und h die Beziehungen 
(A.12) !::. (g + h) = !::.g + t::.h 
- -
(A.13) !::. (gh) = g t::.h + h t::.g 
wobei "-"den aiithmetischen Mittelwert 
(A.14) 
bezeichnet. Da in (A.7) nur einfache Produkte zwischen den Komponenten von w 
und eine Summe auftreten, läßt sich mittels (A.12)- (A.14) leicht verifizieren, daß 
1 0 0 
(A.15) B1r = 0 1 0 
1 1 
--w 




0 - 1 0 
(A.16) Clr = 0 0 1 
0 -wa W2 
gilt. Dabei bezeichnet"-" wie oben den arithmetischen Mittelwert. 
Nach Formel (A.11) können wir die Roe-Matrix Air bestimmen. Ihre Eigenwerte 





Setzt man die Definitionen von w,, w2 und w3 in {A.18) ein, so sieht man, daß Air 
gerade der Jakobi-Matrix df (u)/du ausgewertet an dem Mittelwert u entspricht, 















~ = - (p + p \ 
P 2 I r' 
ergibt. Alle weiteren Mittelwertsgrößen berechnen sich daraus nach {A.3) bis 
(A.5). Die Matrix Air stimmt dabei mit der in Kapitel 5 gefundenen Roe-Matrix 
(siehe Bemerkung 1 von Kapitel 6) überein. 
Dies ist nicht weiter verwunderlich, da die Roe-Matrix für die Zustandsgleichung 
des idealen Gases unter den hier benutzten Annahmen Air = A (ü) und (6.39) ein-
deutig bestimmt ist. Dies ist folgendermaßen einzusehen. Seien u und ü zwei ver-
schiedene Roe-Mittelwerte, welche jeweils eine Roe-Matrix A (u) und A (ü) defi-
nieren. Nach den Ausführungen in Kapitel 6 (Formel (6.33), (6.37) gilt zunächst 
v = v und p = p. Setzt man die Beziehungen (6.39) voraus, so folgt aus (6.36) wei-
"' -ter auch V = V. Damit ist u und ü bestimmt und es ergibt sich u = ü als Wider-
spruch zu unserer Annahme. Im allgemeinen Fall ist die Eindeutigkeitsaussage 
falsch, wie die Ausführungen in Kapitel 6 zeigen. 
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I 
Menge der natürlichen Zahlen 
Menge der ganzen Zahlen 
Menge der reellen Zahlen 
Menge der positiven reellen Zahlen 
Menge der nicht negativen reellen Zahlen 
Raum der k-mal stetig differenzierbaren 
Funktionen 
Raum der Funktionen aus Ck mit kompaktem 
Träger 
Raum der Lebesgue-meßbaren Funktionen, 
welche fast überall beschränkt sind 
Raum der Lebesgue-integierbaren 
Funktionen 
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