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Abstract. Balancing the trade-off between time and space for behav-
ioral analysis of business process models has been a research challenge for
decades, due to the state space explosion problem inherent to concurrency.
We propose a novel approach for behavioral analysis of process models,
namely untanglings, that strikes a good balance between time and space,
yet providing a single structure for the convenient extraction of various
behavioral properties of process models. We show that behavior is pre-
served when untangling a process model and propose an optimization
that exploits structural reductions to construct untanglings efficiently.
A comparison with unfoldings demonstrates the practical advantages of
untanglings. Performance measurements in terms of construction time
and duplication factor w.r.t. the original process model, conducted on a
collection of process models from practice, confirm the high scalability of
the approach.
1 Introduction
Behavioral analysis of business process models has many practical applications.
For example, it can be used to detect behavioral errors like deadlocks [1], which
are commonly found in practice [2]. These errors may hamper process simulation,
and be potentially costly if discovered at run-time in the context of executable
process models. Further, in the context of process model repositories, behavioral
analysis can be used to answer queries on temporal properties of the models in
the repository [3], to compare these models [4] and to check their compliance [5].
Analyzing behavioral properties of process models has been a research chal-
lenge for decades, due to the state space explosion problem inherent to concurrency
in process models [6]. Various research efforts have been devised to tackle this
problem. One stream of research explored optimizations on the state space con-
struction based on partial orders, e.g., [7,8,9]. Other approaches proposed to
precompute an alternative representation of the process model behavior that
can be used for analysis. The most established one in this area is arguably the
theory of unfoldings, and in particular complete finite prefix unfoldings [6]. It has
been shown that the size of a complete finite prefix unfolding is in practice by
far smaller than the state space of the corresponding process model. Still, an
ad-hoc unfolding often needs to be built for each behavioral property to analyze
[10], which may turn to be impractical when multiple properties need to be
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checked on a number of models. Further, deciding on some properties can still be
NP-complete [6,11].
We propose a novel approach for behavioral analysis of process models, called
untangling, which strikes a good balance between time and space. We capture
process models as marked Petri nets. An untangling of a Petri net is a finite set
of processes3 [12], i.e., conflict-free Petri nets, such that each process represents
one or more execution runs of the original net. A representative untangling is
a finite set of processes that represents exactly all the runs of the original net,
i.e., that is behaviorally equivalent to this net.
Similarly to unfoldings, the rationale of untangling is that of moving compu-
tation from analysis time to design time. However, a key advantage of untangling
is that it provides a single artifact to efficiently analyze multiple behavioral
properties.
We discuss a baseline algorithm for building representative untanglings, and
prove that this algorithm always terminates producing a correct result. The
only requirement for constructing untanglings is that the net is bounded: no
restrictions are put on the Petri net class (e.g., Workflow net, Open net). We
further present an optimization of the baseline algorithm that can efficiently
construct representative untanglings that have a small space footprint. This
optimization is illustrated as a framework consisting of one or more structural
transformations of the original net. In particular, we discuss two reduction rules
inspired by Murata’s rules [13] that fit this framework and demonstrate that the
properties of a representative untangling are all preserved by this framework.
To prove the feasibility of our approach, we implemented the optimized
algorithm and measured its performance in terms of time and space, using a large
collection of process models from practice. The results show that representative
untanglings can be constructed quite efficiently (in the order of few milliseconds)
and that the duplication factor w.r.t. to the original net is negligible (an untangling
is on average 2.3 times larger than its net). Moreover, we demonstrate the practical
advantages of untanglings over unfoldings when computing various behavioral
properties such as deadlock freedom, executability and mutual exclusivity.
The remainder of this paper is organized as follows. The next section introduces
preliminary notions that will be used later to impart the findings. Section 3
proposes process set systems – abstract models capable of representing chunks
of the non-sequential behavior of concurrent systems. Afterwards, Section 4 is
devoted to the main artifact which is developed in this paper – a representative
untangling of a concurrent system. A representative untangling can be used
to induce a process set system that is behaviorally equivalent to the original
concurrent system, but structurally different. Section 6 demonstrates use of
representative untanglings for analysis of concurrent systems and compares
representative untanglings with a well-established notion of complete finite prefix
unfoldiongs. The paper closes with a detailed discussion of related work, ideas
for future work, and conclusions.
3 This term should not be confused with that of business process model.
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2 Preliminaries
This section introduces formalisms that will be used to support discussions in
the subsequent sections. First, Section 2.1 presents Petri nets – a formalism for
describing concurrent systems. Afterwards, Section 2.2 talks about processes –
abstract models that capture the non-sequential behavior of concurrent systems.
2.1 Petri Nets
Petri nets are a well-known formalism for modeling concurrent systems. This
section introduces the basic Petri net terminology and notations.
Definition 2.1 (Petri net) A Petri net, or a net, is an ordered triple N ∶=(P,T,F ), where P and T are finite disjoint sets of places and transitions, respec-
tively, and F ⊆ (P × T ) ∪ (T × P ) is a flow relation. ⌟
An element x ∈ P ∪T is a node of N . A node x ∈ P ∪T is an input node of a node
y ∈ P ∪ T iff x and y are in the flow relation, i.e., (x, y) ∈ F . Similarly, a node
x ∈ P ∪T is an output node of a node y ∈ P ∪T iff y and x are in the flow relation,
i.e., (y, x) ∈ F . By ●x, x ∈ P ∪ T , we denote the preset of x – the set of all input
nodes of x, i.e., ●x ∶= {y ∈ P ∪T ∣(y, x) ∈ F}. Likewise, by x●, x ∈ P ∪T , we refer to
the postset of x – the set of all output nodes of x, i.e., x● ∶= {y ∈ P ∪T ∣(x, y) ∈ F}.
For a set of nodes X ⊆ P ∪T , ●X ∶= ⋃x∈X ●x and X● ∶= ⋃x∈X x●. A node x ∈ P ∪T
is a source (sink) node of N iff ●x = ∅ (x● = ∅).
Given a net N ∶= (P,T,F ), by Min(N) we denote the set of all source nodes of
N , i.e., Min(N) ∶= {x ∈ P ∪ T ∣●x = ∅}. Similarly, Max(N) denotes the set of all
sink nodes of N , i.e., Max(N) ∶= {x ∈ P ∪ T ∣x● = ∅}. For technical convenience,
we require all nets to be T-restricted. A net N is T-restricted iff the preset and
postset of every transition is non-empty4, i.e., ∀ t ∈ T ∶ ●t ≠ ∅ ≠ t●.
Execution semantics of a Petri net is based on the notion of a marking. A
marking of a Petri net is the distribution of tokens over the net’s places.
Let K be a universe of tokens.
Definition 2.2 (Marking of a net)
A marking of a net N ∶= (P,T,F ) is an ordered pair M ∶= (K,µ), where K ⊆ K
is a set of tokens and µ ∶K → P assigns a place to each token. ⌟
Finally, a net system is a net at a certain marking.
Definition 2.3 (Net system) A net system, or a system, is an ordered pair
S ∶= (N,M), where N is a net and M is a marking of N . ⌟
In the graphical notation, a common practice is to visualize places as circles,
transitions as rectangles, the flow relation as directed edges, and tokens as black
dots inside assigned places; see Fig. 1 for visualization examples of net systems.
Whether a transition is enabled depends on tokens in its input places. An
enabled transition can occur, which leads to a fresh marking.
4 Every Petri net can be trivially T-restricted by adding a single input (output) place
to every transition with empty preset (postset).
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Fig. 1. Net systems (a net at different markings)
Definition 2.4 (Semantics of a net system)
Let S ∶= (N,M), N ∶= (P,T,F ), M ∶= (K,µ), be a net system.○ A transition t ∈ T is enabled in S, denoted by S[t⟩, iff every input place of t
contains at least one token, i.e., ∀ p ∈ ●t ∃ k ∈K ∶ µ(k) = p.○ If a transition t ∈ T is enabled in S then t can occur, which leads to a net
system S′ ∶= (N,M ′), where M ′ ∶= (K ′, µ′) is a marking obtained by removing
one token from every input place of t and putting one fresh token at every
output place of t as follows:
Let Kˆ ⊆ K ∖K be a set of tokens such that ∣Kˆ ∣ = ∣t● ∣ and let g ∶ Kˆ → t●
be a bijection between Kˆ and t●. Let f ⊆ µ ▷ ●t, with f a bijection and∣dom(f)∣ = ∣ ● t∣. Then, K ′ ∶=K △ (dom(f) ∪ dom(g)) and µ′ ∶= µ△ (f ∪ g).5 ⌟
By S[t⟩S′, we denote the fact that there exists an occurrence of transition t that
leads from S to S′. Observe that the semantics of net systems relies on holdings
of tokens at places and is independent from the tokens’ identities. This fact gives
rise to the following relation on markings. Two markings M1 ∶= (K1, µ1) and
M2 ∶= (K2, µ2) of a net are equivalent, denoted by M1 ≡M2, if and only if there
exists a bijection β ∶ K1 → K2 such that µ1(k) = (µ2 ○ β)(k), k ∈ K1. Clearly,
the ≡ relation is an equivalence relation. Every equivalence class of this relation
specifies a state of the net (system) that is best identified as a multiset of places.
Definition 2.5 (State of a net system) A state of a net N ∶= (P,T,F ) in-
duced by a marking M ∶= (K,µ) of N is a multiset H of places of N , where every
place p ∈ P appears ∣{k ∈K ∣µ(k) = p}∣ times in H. ⌟
A state of a net system S ∶= (N,M) is a state of N induced by M . Let M1 and
M2 be two markings of a net and let H1 and H2 be two states of the net induced
by M1 and M2, respectively. It is easy to see that H1 =H2 if and only if M1 ≡M2.
Let M1 and M2 be equivalent and let (N,M1) and (N,M2) be two net systems,
N ∶= (P,T,F ). It is obvious that (N,M1)[t⟩ holds if and only if (N,M2)[t⟩ holds,
5 f▷X denotes the range restriction of function f ∶ Y → Z to the subset of its codomain
X ⊆ Z, i.e., f ▷X ∶= {(y, z) ∈ f ∣z ∈ X}. dom(f) denotes the domain of function f .
Finally, X △ Y denotes the symmetric difference of sets X and Y .
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t ∈ T . Finally, let (N,M ′1) and (N,M ′2) be net systems obtained after occurrence
of t in S1 and S2, respectively. Clearly, it holds that M
′
1 ≡M ′2.
The above observations lead to a notion of a step that describes equivalent
transition occurrences. A step in a net N ∶= (P,T,F ) is an ordered triple χ ∶=(H1, t,H2), where H1 and H2 are states of N induced by some markings M1 and
M2 of N , respectively, and t ∈ T , such that (N,M1)[t⟩(N,M2) holds.
A net system induces a set of its reachable states/markings/systems.
Definition 2.6 (Run, Reachable state, Occurrence sequence)
Let S0 ∶= (N,M0), N ∶= (P,T,F ), be a net system.○ A sequence of steps δ ∶= (H0, t1,H1) . . . (Hn−1, tn,Hn), n ∈ N0, in N is a run
in S0, iff δ is empty or H0 is a state of S0.○ A state H of N is reachable from S0, denoted by H ∈ [S0⟩, iff H is induced
by M0 or there exists a run (H0, t1,H1) . . . (Hn−1, tn,Hn), n ∈ N0, in S0 such
that H =Hn. A marking M of N is reachable from S0 iff there exists a state
H ∈ [S0⟩ such that H is induced by M . A net system (N,M) is reachable from
S0 iff M is reachable from S0.○ A sequence of transitions σ ∶= t1 . . . tn, n ∈ N0, of N is an occurrence sequence
in S0, iff σ is empty or there is a run (H0, t1,H1) . . . (Hn−1, tn,Hn) in S0. ⌟
Let S ∶= (N,M) be a net system. A step (H, t,H ′) in N is a step in S iff H ∈ [S⟩.
A net system S ∶= (N,M) is bounded iff there exists a number n ∈ N0 such that
for every marking M reachable from S it holds that the amount of tokens at
each place of N is at most n, i.e., the set [S⟩ is finite.
The net system in Fig. 1(a) is at a marking that induces state [p1 p2]. This
net system enables transitions t1, t2, and t3. An occurrence of t1 leads to the net
system in Fig. 1(b). Observe that the system in Fig. 1(c) is reachable from the
net system in Fig. 1(b), e.g., via t3, t4 or t3, t4, t6, t3, t2, t5 occurrence sequence.
2.2 Processes of Net Systems
A common way to trace dependencies between transition occurrences in net
systems is by means of runs, cf. Definition 2.6. Runs suit well when it comes to
describing orderings of transition occurrences. Let δ ∶= χ1 . . . χn, n ∈ N0, be a run
in a net system S ∶= (N,M0), N ∶= (P,T,F ), let H0 be a state of N induced by
M0, and let H1 . . .Hn be states of N such that for every position i in the run
χi ∶= (Hi−1, ti,Hi), ti ∈ T . Then, two subsequent steps χi−1 and χi, i ∈ [2 .. n]
represent two subsequent transition occurrences, such that an occurrence of ti−1
leads to a marking that induces Hi−1 and an occurrence of ti takes place at a
marking that induces Hi−1. However, runs of net systems cannot be used to
capture other behavioral phenomena such as causality and concurrency.
In this section, we discuss processes of net systems [14,15,12]. One can rely
on processes to adequately represent causality and concurrency relations on
transition occurrences. A process of a net system is a net of a particular kind,
called causal net (or sometimes occurrence net, see e.g., [12]), together with a
mapping from elements of the causal net to elements of the net system. The
mapping allows interpreting the causal net as a concurrent run of the net system.
Definition 2.7 (Causal net) A net N ∶=(B,E,G), B ⊆ K, is a causal net6, iff :
6 For technical convenience, we require that every element of B is an element of K.
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Fig. 2. Processes of the net system in Fig. 1(a)
○ for every b ∈ B it holds that ∣●b ∣ ≤ 1 and ∣ b●∣ ≤ 1 (N is conflict-free), and○ G+ is irreflexive (N is acyclic).7 ⌟
Elements of E are called events and elements of B are called conditions of N .
One can utilize events of causal nets to represent transition occurrences.
Consequently, conditions in the preset and postset of an event can be interpreted
as tokens consumed and produced, respectively, by the transition occurrence that
corresponds to the event. The intuition discussed above can be formalized in the
notion of a process of a net system as follows.
Definition 2.8 (Process of a net system)
A process of a net system S ∶= (N,M0), N ∶= (P,T,F ), is an ordered pair
pi ∶= (Npi, ρ), where Npi ∶= (B,E,G) is a causal net and ρ ∶ B ∪E → P ∪ T is s.t.:○ ρ(B) ⊆ P, ρ(E) ⊆ T (ρ preserves the nature of nodes),○ M0 ≡ (Min(Npi), ρ∣Min(Npi)) (pi starts at M0), and○ for every event e ∈ E it holds that ●ρ(e) = ρ(●e) and ρ(e)● = ρ(e●) (ρ respects
the environment of transitions). ⌟
An event e ∈ E represents an occurrence of transition ρ(e); conditions ●e and e●
relate to tokens that are consumed and produced by the respective transition
occurrence. More precisely, for each condition c ∈ ●e one token should be removed
from place ρ(c) and for each condition c ∈ e● one token should be put at place
ρ(c). The set of all processes of a net system collectively defines its behavior.
Fig. 2 shows three processes of the net system in Fig. 1(a). When visualizing
processes, we use ei, e
′
i . . . to denote events that refer to transition ti; similarly,
conditions ci, c
′
i . . . refer to place pi. Processes capture dependencies between
transition occurrences as follows. Two nodes x and y of a causal net N ∶= (B,E,G)
are causal, iff (x, y) ∈ G+; otherwise x and y are concurrent. For instance, in
Fig. 2(a), events e1 and e6 are causal, i.e., an occurrence of transition t1 is a
prerequisite for an occurrence of transition t6, whereas events e1 and e3 are
concurrent, i.e., t1 and t3 can be enabled at the same time and occur in any order.
7 R+ denotes the transitive closure of a binary relation R.
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In addition to transition occurrences, processes encode reachable markings of
corresponding net systems by means of cuts. A cut of a causal net is a maximal
(with respect to set inclusion) set of its pairwise concurrent conditions.
Theorem 2.9 (Cuts and reachable markings, cf. [12, Theorem 3.5])
Let pi ∶= (Npi, ρ), Npi ∶= (B,E,G), be a process of a net system S. If C ⊆ B is a
cut of Npi, then M ∶= (C,ρ∣C) is a marking that is reachable from S. ⌟
Theorem 2.9 allows interpreting a process as a space-efficient data structure that
stores markings that are reachable from the corresponding net system. Fig. 2(a)
shows four (out of six) cuts of the causal net; a cut is a set of conditions that
intersect a dashed line. Cuts Ca and C
′
a describe the marking in Fig. 1(a), whereas
cuts Cb and Cc refer to the markings in Fig. 1(b) and Fig. 1(c), respectively.
Let pi ∶= (Npi, ρ) be a process of a net system S ∶= (N,M). It is obvious that
Min(Npi) is a cut [12]. Moreover, by definition, Min(Npi) is the cut that describes
marking M , i.e., M ≡ (Min(Npi), ρ∣Min(Npi)), cf. cut Ca in Fig. 2(a).
3 Process (Set) Systems
A simple structure of processes, i.e., they are static models captured as causal
nets, permits simple analysis. Processes allow precise reasoning about causality
and concurrency of transition occurrences [12]. However, this simple analysis
comes at a price, as time is traded for space. A net system can often have an
infinite number of processes making any type of analysis on the set of all processes
an infeasible task, e.g., this is the case of the net systems in Fig. 1.
The discussion above triggers a question: Is it possible to represent the
behavior of a net system with a finite number of processes? Clearly, one can give
a positive answer to this question only if the space-efficiency of each individual
process is “high”, i.e., it should be possible to interpret a process in such a way
that it captures an infinite portion of the system’s behavior. The initial insights
into the feasibility of such an interpretation of a process come from the notion of
a reproduction process [16]. A reproduction process (Npi, ρ) captures a repetitive
behavior as its minimal and maximal cuts, i.e., Min(Npi) and Max(Npi) both
refer to the same marking; observe that processes in Fig. 2(a) and Fig. 2(b) are
reproduction processes. We learn from these insights. Our intent is to maximize
encoding of the repetitive behaviors in a single process.
Given a process of a net system, the behavior encoded in the process can
be decoded in terms of the restricted behavior of the corresponding net system.
Formally, we implement the above intuition by means of process systems.
Definition 3.1 (Process system)
A process system is an ordered triple Spi ∶= (N,M,pi), where M is a marking of a
net N and pi is a process of a net system (N,M ′); M ′ is a marking of N . ⌟
The semantics of process systems – similarly to the semantics of net systems,
cf. Definition 2.4 – consists of the transition enablement and transition occurrence
rules. The enablement rule of a net system (N,M) depends on the structure of
the net N , i.e., on tokens in presets of transitions of the net. The enablement
rule of a process system (N,M,pi) relies on the structure of the process pi. The
exact formulation of the rule is due to Theorem 2.9 and the following result.
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Proposition 3.2 (Process restricted transition enablement)
Let pi ∶= (Npi, ρ), Npi ∶= (B,E,G), be a process of a net system S ∶= (N,M0), let
D ⊆ B be a set of conditions, and let e ∈ E be an event. If ●e ⊆D, then transition
t ∶= ρ(e) is enabled in N at marking M ∶= (D,ρ∣D), i.e., (N,M)[t⟩ holds. ⌟
Proposition 3.2 follows immediately from the fact that ρ preserves the nature
of nodes and environment of transitions, cf. Definition 2.8. Consequently, we
propose the following semantics for process systems.
Definition 3.3 (Semantics of a process system) Let Spi ∶= (N,M,pi), N ∶=(P,T,F ), pi ∶= (Npi, ρ), Npi ∶= (B,E,G), be a process system.○ A transition t ∈ T is enabled in Spi, denoted by Spi[t⟩, iff there exists a cut
C ⊆ B of Npi and an event e ∈ E such that M ≡ (C,ρ∣C), ●e ⊆ C, and t = ρ(e).○ If a transition t ∈ T is enabled in Spi then t can occur, which leads to a process
system (N,M ′, pi), where M ′ is a marking s.t. (N,M)[t⟩(N,M ′) holds. ⌟
The semantics of a process system is restricted to those markings that are
equivalent with cuts of the process pi and to those transition occurrences encoded
in the process pi. For instance, a process system composed of the net and marking
in Fig. 1(a) and the process in Fig. 2(a) enables transitions t1 and t3. Indeed, the
process contains a cut Ca ∶= {c1, c2} that describes the marking in Fig. 1(a) and
it holds that ●e1 ⊆ Ca ⊇ ●e3. Observe that the net system in Fig. 1(a) enables
transition t2, in addition to transitions t1 and t3.
The semantics of a process system Spi has its natural boundaries on what
portion of system’s behavior can be described by Spi. In order to overcome these
boundaries, we introduce process set systems that capture behavior of a net
system restricted by a collection of its processes, rather than by a single process.
Definition 3.4 (Process set system)
A process set system is an ordered triple S ∶= (N,M,Π), where M is a marking
of a net N and Π is a set of processes (an untangling) of a net system (N,M ′). ⌟
For technical considerations, we expect that for every two distinct processes
pi1, pi2 ∈ Π, where pi1 ∶= (N1, ρ1), N1 ∶= (B1,E1,G1), and pi2 ∶= (N2, ρ2), N2 ∶=(B2,E2,G2), it holds that (B1 ∪E1)∩ (B2 ∪E2) = ∅. When visualizing processes,
we use the same label though assuming distinct elements, e.g., refer to Fig. 2.
The semantics of a process set system S ∶= (N,M,Π) is “composed” of the
semantics of process systems induced by processes in Π.
Definition 3.5 (Semantics of a process set system)
Let S ∶= (N,M,Π), N ∶= (P,T,F ), be a process set system.○ A transition t ∈ T is enabled in S, denoted by S[t⟩, iff there exists a process
pi ∈Π such that Spi[t⟩ holds, where Spi ∶= (N,M,pi).○ If a transition t ∈ T is enabled in S, then t can occur, which leads to a process
set system (N,M ′,Π ′), where M ′ is a marking s.t. (N,M)[t⟩(N,M ′) holds
and Π ′ ∶= {pi ∈Π ∣(N,M,pi)[t⟩}. ⌟
By S[t⟩S ′, we denote the fact that there exists an occurrence of transition
t ∈ T that leads from a process (set) system S to a process (set) system S ′.
Let S0 ∶= (N,M,Γ ), N ∶= (P,T,F ), be a process (set) system. Similar to net
systems, the state H of N induced by M is the state of S0. A sequence of steps
Untangling Concurrent Systems for Analysis of Behavioral Properties 9
δ ∶= (H0, t1,H1) . . . (Hn−1, tn,Hn), n ∈ N0, is a run in S0, iff δ is empty or there
exists a sequence of process (set) systems S1 . . .Sn such that for every position i in
δ it holds that Si−1[ti⟩Si and Hi−1 and Hi are states of Si−1 and Si, respectively.
Accordingly, such notions as a reachable state/marking/process (set) system, and
an occurrence sequence in a process (set) system are defined similar to those for
net systems, cf. Definition 2.6, but considering runs in process (set) systems.
Let S ′ ∶= (N,M,Π) be a process set system reachable from a process set
system S via a run δ. Then, for each pi ∈Π it holds that δ is a run in (N,M,pi).
A process set system S that is composed of the net and marking in Fig. 1(a)
and the processes in Fig. 2(a) and Fig. 2(b) enables transitions t1, t2, and t3. An
occurrence of transition t1 leads to the process set system composed of the net
and marking in Fig. 1(b) and the process in Fig. 2(a), which enables transition t3.
Indeed, the process in Fig. 2(b) does not describe an occurrence of transition t1.
4 Representative Untanglings
This section proposes the notion of representative untangling. A representative
untangling of a net system is a set of its processes that collectively allow the
behavior of this net system and disallow any other. The next section defines the
notion of a representative untangling of a net system. Afterwards, Section 4.2
proposes an algorithm for constructing representative untanglings.
4.1 Definition
A net system can be untangled into a set of processes in many possible ways. Every
such set contains information on some portion of the net system’s behavior. The
precise definition of this portion depends on a particular semantics of processes.
If one expects to employ the untangled processes for analysis, it is demanding
that they capture the exact behavior (recall the discussion in Section 3). Next,
we characterize those sets of processes that according to the semantics from
Section 3 represent the exact behavior of the corresponding net systems.
Definition 4.1 (Representative untangling)
Let S ∶= (N,M) be a net system and let Π be a set of processes of S.○ A process pi ∈Π represents a step (H, t,H ′) in S iff it holds that (N,M ′, pi)[t⟩,
where M ′ is a marking of N that induces H.○ A process pi ∈Π represents a run δ in S, either finite or infinite, iff pi represents
every step in δ.○ The set Π is a representative untangling of S iff for every run δ in S there
exists a process pi ∈Π that represents δ. ⌟
Let Π be a representative untangling of a net system S ∶= (N,M). Then, the
net system S and the process set system S ∶= (N,M,Π) are in a strong behavior
equivalence relation. In fact, from the point of view of an external observer, S
and S specify the same system. Both S and S induce occurrences of transitions
from the net N . Thus, whenever a transition occurs in either of two systems
it occurs in the same environment, i.e., the same preset and postset of places.
Because a run δ in S is represented by some process pi ∈Π, it holds that δ is a
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run in S. The converse, i.e., the result that a run δ in S is also a run in S, can be
obtained by referring to Proposition 3.2 at each step along the run δ. The above
observations lead to a conclusion that S and S are occurrence net equivalent [17],
which is the strongest behavioral equivalence notion for models of concurrent
systems [18], that states that unfoldings [19,6] of both systems are isomorphic.
A representative untangling Π of a net system S induces a process set system
that allows all the behavior of the net system and disallows any other. Moreover,
the set Π provides an alternative specification of the behavior encoded in S that
is particularly appealing for analysis purposes because of its relation between
runs in S and processes in Π; every run in S is represented by some process pi ∈Π
which provides a dedicated object with a limited scope as input for analysis. That
is, one can check if there exists a run in S with certain properties by checking
if there exists a process in Π that allows a run with these properties. Likewise,
it is possible to check if some property holds for all runs in S by validating it
against all processes in Π. Finally, as processes adequately represent the ordering,
causality, and concurrency relation on transition occurrences, one can explore
these relations when designing properties to be checked; note that it is often
possible to derive the conflict relation from events in different processes.
4.2 Construction
This section proposes an algorithm that given a bounded net system constructs
its representative untangling. The section starts by suggesting a method for
representing processes in pseudocode. Afterwards, this representation is employed
in an algorithm that given a run in a net system constructs its induced process. The
algorithm for constructing representative untanglings relies on this construction
as it attempts to discover those runs in the input net system that induce set
of processes with desired characteristics. After having presented the untangling
algorithm, this section closes with its termination and correctness analysis.
Representation of Processes. One can represent processes in several ways.
For instance, one can adopt the approach proposed in [20]. A process can be
represented as a set of conditions and events, where a condition is captured as an
ordered pair of a place it refers to and the only event in its preset (or ∅ in the case
of a source condition), while an event is captured as an ordered pair of a transition
it refers to and a set of conditions in its preset. This representation is designed to
describe nets without backward conflicts. Processes are captured as causal nets
and, thus, forbid backward and forward conflicts, cf. Definition 2.8. Consequently,
we take a different approach and represent conditions (B) and events (E) as
tokens and sets of tokens, respectively, i.e., B ⊆ K and E ⊆ P≥1(K).8 A binary
relation ρ ⊆ (B×P )∪(E×T ) is used to specify the mapping of conditions to places
(P ) and events to transitions (T ). As usual, the structure of a process is given by
the flow relation G ⊆ (B ×E) ∪ (E ×B). The idea of the process representation
proposed above allows implementing an intuition of every condition being the
holding of a token at a certain place and an event being the occurrence of a
transition at a certain marking. Next, we realize this intuition.
8 P≥1(X) denotes the set of all non-empty subsets of set X, including X itself.
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From Runs to Processes. A natural way to address construction of a process
is by iteratively appending fresh events to a causal net. The input to such a
procedure is a sequence of transition occurrences – a run. Algorithm 1 summarizes
a procedure that given a run of a net system constructs an induced process. The
algorithm follows the intuition of the proof of Theorem 3.6 in [12].
The starting point for the construction is a process composed of conditions
that correspond to tokens from the marking of the net system and no events,
cf. lines 1–2 in Algorithm 1. The construction proceeds by appending events
to the process stepwise, via the for loop of lines 4–11. Every appended event
corresponds to a transition occurrence that is described by a step in the input
run. Events get appended in the order in which respective steps appear in the
run. Every fresh event that gets appended to the process and has corresponding
transition t is appended together with output conditions that correspond to
output places of t, which are constructed at line 6. Observe that line 6 ensures
that output conditions are fresh with respect to the history of the run. The flow
relation gets completed, respecting the environment of t at line 8. Note that at
the start of every iteration of the for loop, the pair (K,µ) represents a marking
that enables an occurrence of transition ti, i.e., induces Hi−1.
Algorithm 1: Process(S, δ) – Construct a process induced by a run
Input: A run δ ∶= (H0, t1,H1) . . . (Hn−1, tn,Hn), n ∈ N0, in a net system
S ∶= (N,M0), N ∶= (P,T,F ), M0 ∶= (K0, µ0), ti ∈ T , i ∈ [1 .. n]
Output: A process pi of S induced by δ
1 B ∶=K0; E ∶= ∅; G ∶= ∅; // initialize conditions, events, and flow
2 ρ ∶= µ0; // initialize mapping of nodes
3 K ∶=K0; µ ∶= µ0;
4 for i ∶= 1 to n do // iterate over positions in δ
// prepare
5 f ⊆ µ▷ ●ti is a bijection such that ∣dom(f)∣ = ∣●ti∣;
6 X ⊆ K ∖B is a set of tokens such that ∣X ∣ = ∣ti●∣;
7 g ∶X → ti● is a bijection between X and ti●;
// construct
8 B ∶= B ∪X; E ∶= E ∪ {K}; G ∶= G ∪ (dom(f) × {K}) ∪ ({K} × dom(g));
9 ρ ∶= ρ ∪ {(K, ti)} ∪ g;
10 µ ∶= µ△ (f ∪ g); K ∶= dom(µ);
11 end
12 return pi ∶= ((B,E,G), ρ);
The construction in Algorithm 1 is not unique but is always possible. Moreover, a
process resulting from the algorithm represents the run it was constructed from.
Proposition 4.2 (Processes and runs)
Let δ be a run in a net system S. Then, Process(S, δ) represents δ. ⌟
Let δ ∶= (H0, t1,H1) . . . (Hn−1, tn,Hn), n ∈ N0, be a run in a net system S. For
every start of the i-th iteration of the for loop of lines 4–11, the set C ∶=
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Max((B,E,G)) is a cut of (B,E,G) and (C,ρ∣C) is a marking of N that induces
state Hi−1 cf. [12]. By the end of the i-th iteration, a fresh event that corresponds
to transition ti is appended to a process under construction with its preset
completely in C. Hence, Process(S, δ) represents every step in δ, cf. Definition 4.1.
Algorithm. Next, an algorithm for the construction of representative untanglings
is proposed. The algorithm expects a bounded net system as input and is a state
space search algorithm that discovers runs of the input net system that induce its
representative untangling. Searching a state space means systematically observing
transition occurrences so as to visit the states of the net system. Subsequent
transition occurrences make up runs of the net system. If one attempts to employ
the discovered runs to induce a representative untangling of a net system, one
must ensure that these runs contain sufficient amount of information on the net
system’s behavior. Construction of a run can terminate naturally, i.e., when a
net system reachable via the run does not enable any transition. Additionally,
we propose to terminate construction of a run if it encodes a repetitive behavior
that can be reconstructed from other steps in the run – the run is insignificant
with respect to repetitive behaviors. A significant run is defined as follows.
Definition 4.3 (Significant run)
A run χ1 . . . χn, n ∈ N0, in a net system is repetition significant, or significant, iff :∀ i, j ∈ [1 .. n], i < j, χi = χj ∃ k ∈ (i .. j) ∀m ∈ [1 .. i) ∪ (j .. n] ∶ χk ≠ χm. ⌟
A run that is not significant is insignificant. Considering the net system in Fig. 1(a),
occurrence sequence t1, t3, t4, t6, t1, t3, t4, t6 is induced by the insignificant run.
Note that the run which induces sequence t1, t3, t4, t6, t1, t4, t3, t6 is significant.
Let α and β be two sequences. Then, α + β is the sequence obtained by
concatenating α and β, i.e., joining them end-to-end. Let δ ∶= χ1 . . . χn, n ∈ N0, be
a run in a net system S. By PE(S, δ) we denote the set of all possible extensions
of δ, i.e., the set of all steps in S such that for every step χ ∈ PE(S, δ) it holds
that δ + χ is a run in S. Finally, Algorithm 2 exploits the significant property of
runs to construct a representative untangling of a bounded net system.
Termination Analysis. The while loop of lines 3–16 iterates as long as there
are runs in the set ∆. Prior to the first iteration of the loop, the set ∆ is initialized
with the empty run at line 1. At every iteration of the while loop, one run δ is
drawn from ∆ at line 4. If δ has no possible extensions (see the check at line
5), then no runs are added to ∆ in the same iteration of the loop. Otherwise,
in the foreach loop of lines 8–13, every possible extension of δ that leads to a
significant run (refer to the check at line 9) triggers the insertion of this extended
run into the set ∆ at line 10. Observe that no run is added to the set ∆ within a
single iteration of the while loop of lines 3–16 if every possible extension of δ
leads to an insignificant run in S (check at line 9 does not evaluate to true).
Given a net system, Algorithm 2 systematically explores its runs. Let R be a
set that collects runs that are added to the set ∆ at lines 1 and 10 along a course
of execution of Algorithm 2 – a set of visited runs ; the set R can be constructed
as specified in the comments of respective lines of the algorithm (if executed). It
is easy to see that the while loop of lines 3–16 maintains the following invariant.
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Algorithm 2: baselineRepresentativeUntangling(S)
Input: A bounded net system S ∶= (N,M0)
Output: A representative untangling of S
1 ∆ ∶= {∅}; // ∆ is a set of runs in S,R ∶= {∅},A ∶= {∅}
2 RSb ∶= ∅; // initialize result with the empty set
3 while ∆ ≠ ∅ do
4 ∆ ∶=∆ ∖ {δ}, δ ∈∆; // δ is a run in S
5 if PE(S, δ) = ∅ then RSb ∶=RSb ∪ {Process(S, δ)}; // collect result
6 else
7 allExtIns ∶= true;
8 foreach χ ∈ PE(S, δ) do
9 if δ + χ is significant then
10 ∆ ∶=∆ ∪ {δ + χ}; // R ∶= R ∪ {δ + χ},A ∶= A ∪ {(δ, δ + χ)}
11 allExtIns ∶= false;
12 end
13 end
14 if allExtIns then RSb ∶=RSb ∪ {Process(S, δ)}; // collect result
15 end
16 end
17 return RSb ;
Invariant 4.4 (Fresh runs – the while loop of lines 3–16)
Let R be the set of visited runs up to the current execution point in Algorithm 2.
Prior to every execution of line 10, it holds that the run δ + χ is not in R. ⌟
Proof. Assume that before some execution of line 10, it holds that δ + χ is in
R. Then, in the course of the same execution of Algorithm 2 there exist two
iterations of the while loop of lines 3–16 that selected the same run as δ at line
4. This means that there exists an iteration of the while loop in the course of
this execution such that before line 10 it holds that δ is in R. By applying the
above reasoning iteratively, one can conclude that there exist two iterations of
the while loop that selected the empty run as δ at line 4. However, one can
clearly see from the structure of the algorithm that the empty run is always
selected at line 4 in the first iteration of the while loop and never afterwards. ◾
The logic of Algorithm 2 makes it apparent that its execution will never terminate
if the input net system has an infinite significant run. Next, we show that a
bounded net system has no infinite significant runs.
Lemma 4.5 (Infinite runs)
An infinite run in a bounded net system is insignificant. ⌟
Proof. Let δ ∶= χ1, χ2 . . . be an infinite run in a bounded net system S ∶= (N,M),
N ∶= (P,T,F ). Assume that σ is significant. Let Σ be the set of all steps (H, t,H ′),
t ∈ T , in N , where H is a state of N reachable from S. Because S is bounded
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and T is finite, it holds that Σ is finite. There exists a step χ ∈ Σ such that χ
occurs infinitely often in δ; otherwise δ is finite. Then, there also exists an infinite
sequence γ of positions in δ (in ascending order) such that for every element n in
γ it holds that χ = χn. Consequently, for every pair of subsequent elements i and
j in γ there exists k ∈ (i .. j) such that for all m ∈ [1 .. i) ∪ (j ..∞] it holds that
χk ≠ χm; otherwise δ is insignificant. Then, χ occurs at most ∣Σ∣ times in δ. ◾
In other words, all significant runs in a bounded net system are finite. Another
threat that can cause Algorithm 2 run forever stems from the necessity to explore
an infinite number of finite significant runs. Next, we show that there is a finite
number of significant runs in a bounded net system.
Lemma 4.6 (Significant runs)
The set of all significant runs in a bounded net system is finite. ⌟
Proof. Let S ∶= (N,M), N ∶= (P,T,F ), be a bounded net system and let Σ be
the set of all steps (H, t,H ′), t ∈ T , in S. As S is bounded and T is finite, it holds
that Σ is finite. As per Lemma 4.5, every significant run in S is finite. Then,
there is n ∈ N0 such that every significant run in S is a sequence of at most n
steps. Thus, the number of significant runs in S is bounded above by the size of
a dictionary of all words of length at most n such that every word is composed
of symbols drawn from the fixed alphabet Σ; this dictionary is finite. ◾
Finally, Theorem 4.7 collects all the above results to show that Algorithm 2
indeed terminates for every input bounded net system.
Theorem 4.7 (Termination) Algorithm 2 always terminates. ⌟
Proof. Algorithm 2 terminates if the while loop of lines 3–16 terminates. We
associate a measure with every iteration of the while loop. Let R be a set of
visited runs that gets constructed at lines 1 and 10 in a course of execution
of Algorithm 2. Let the measure of the i-th iteration of the while loop be an
ordered pair (∆i,Ri), where ∆i and Ri are the values of ∆ and R, respectively,
at the time of the check at line 3 (prior to executing the body of the loop). For
example, ∆1 and R1 are both equal to {∅}. One can classify every scenario of
a single iteration of the while loop into two cases, according to which relation
between the current and the next iteration measure this scenario leads.
(i) ∣∆i+1∣− ∣∆i∣ = n, n ∈ N0, and Ri ⊂ Ri+1. This case corresponds to the scenario
when a run δ chosen at line 4 has at least one significant extension and, hence,
line 10 is executed one or more times in the i-th iteration of the while loop.
Observe that both ∣∆i∣ ≤ ∣∆i+1∣ and Ri ⊂ Ri+1 hold because of Invariant 4.4.
(ii) ∆i+1 ⊂∆i and Ri = Ri+1. This case corresponds to the scenario when a run
δ chosen at line 4 has no extensions or all its extensions result in insignificant
runs and, thus, line 10 is not executed in the i-th iteration of the while loop.
The key observation here is that execution of the while loop can take scenario
that falls under case (i) only a finite number of times. It is easy to see that the
algorithm preserves the invariant of R being composed of significant runs and
the set of all significant runs is finite, refer to Lemma 4.6. Every time the while
Untangling Concurrent Systems for Analysis of Behavioral Properties 15
loop is executed according to scenario (i), the size of the set ∆ stays unchanged
or is increased by some number n. Therefore, there exists an iteration of the
loop from which on execution of every subsequent iteration will always follow
scenario (ii) and at that moment in time the set ∆ is finite. Thus, the set ∆ will
eventually become empty and the condition at line 3 will evaluate to false. ◾
Correctness Analysis. Let δ be a run in a net system S. The set of processes
Π of S is representative if there exists pi ∈ Π that represents every step in δ,
cf. Definition 4.1. According to Proposition 4.2, a process represents all the steps
in a run that it is constructed from (as per Algorithm 1). Next, we show that for
every run in a bounded net system S it holds that it is composed of steps that
also participate in some run that is used to induce a process in the set RSb .
Algorithm 2 explores runs in the input net system. Every fresh run that gets
explored is obtained from the one priorly observed, refer to lines 4 and 10 of the
algorithm. This fact gives rise to the following relation on runs of the net system.
Definition 4.8 (Graph of runs)
Let R be the set of visited runs constructed by Algorithm 2 for an input bounded
net system S. A graph of runs of S is an ordered pair G ∶= (R,A), where A is
the set of ordered pairs (δ, δ +χ) constructed for every pair of values for δ and χ
observed at line 10 during execution of Algorithm 2 for input S. ⌟
Note that the precise construction of the set A is specified in the comments to
lines 1 and 10 of Algorithm 2. Next, we point out two interesting invariants of
the while loop of lines 3–16 with respect to the graph of runs.
Invariant 4.9 (Tree of runs – the while loop of lines 3–16)
Let ∆i, RSn,i, and Gi ∶= (Ri,Ai), be the values for ∆, the set of runs used to
induce the set of processes RSb , and the graph of runs, respectively, at the start
of the i-th iteration of the while loop of lines 3–16 in Algorithm 2. Then, the
following statements hold at the start of the i-th iteration:
(i) Gi is a tree, (ii) ∆i ∪RSn,i are all the leaves of the tree Gi rooted at ∅ ∈ Ri. ⌟
Proof. We show that (i) and (ii) hold prior to the first iteration of the loop, and
if (i) and (ii) hold before an iteration, then they hold before the next iteration.
Initialization: (i) G1 ∶= ({∅},∅). (ii) ∆1 ∪RSn,1 = {∅}.
Maintenance: (i) Because of Invariant 4.4, it holds for every two subsequent
iterations of the while loop that ∣Ri+1∣ − ∣Ri∣ = ∣Ai+1∣ − ∣Ai∣. Therefore, it holds
that ∣Ai+1∣ = ∣Ri+1∣ − 1. Moreover, it holds that Gi+1 is connected. (ii) A run
δ selected from ∆i at line 4 is a leaf node of Gi rooted at ∅ (empty run).
Observe that δ is removed from ∆i+1 at line 4. If δ has extensions that lead
to significant runs then, because of Invariant 4.4, a child run is added to δ inGi+1 at line 10 (and also to ∆i+1); otherwise no fresh run is added to Ri+1 and,
thus, δ is the leaf node of Gi+1, and it is added to RSn,i+1 (line 14). ◾
Moreover, it is immediate to see that at every moment in the course of execution of
Algorithm 2, the set RSb is composed of processes induced by maximal significant
runs, where a significant run is maximal if every its extension leads to an
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insignificant run. Indeed, a run induces a process in RSb either if it has no
extensions (line 5) or all its extensions are insignificant (allExtIns flag is set to
true at line 14). In the sequel, we propose several results on run significance that
will be later orchestrated to show that Algorithm 2 is correct. We proceed with
the claim that each extension of an insignificant run leads to an insignificant run.
Proposition 4.10 (Insignificance invariant) Let δ be an insignificant run in
a net system S. A run δ + χ, χ ∈ PE(S, δ), is insignificant. ⌟
The proof of Proposition 4.10 follows immediately from Definition 4.3.
Proposition 4.11 (Infinite and finite runs)
Let δ be an infinite run in a bounded net system S. There is a finite run δ′ in S
s.t. for every step χ in δ there is a step χ′ in δ′ for which it holds that χ = χ′. ⌟
Proof. Let δ ∶= χ1, χ2 . . . be an infinite run in a bounded net system S ∶= (N,M),
N ∶= (P,T,F ). Let Σ be the set of steps in δ. Because S is bounded and T is
finite, it holds that Σ is finite. Let Ω be the set that for every step χ ∈ Σ contains
the smallest position i in δ at which χ occurs, i.e., χ = χi. Then, the subsequence
δ′ of δ that removes all the elements after position maxΩ is finite. Moreover, for
every step χ in δ there is a step χ′ in δ′ for which χ = χ′. ◾
An important observation is that for every finite insignificant run δ there exists
a significant run that “uses” all the steps from δ.
Lemma 4.12 (Significant and insignificant runs) Let δ be a finite insignif-
icant run in a net system S. There exists a significant run δ′ in S such that for
every step χ in δ there exists a step χ′ in δ′ for which it holds that χ = χ′. ⌟
Proof. By infinite descent on subsequences of a run. Let δ ∶= χ1 . . . χn, n ∈ N0, be
a finite insignificant run in S. For δ it holds that: (i) there exist two positions i
and j in δ such that i < j and χi = χj , and (ii) for every k ∈ (i .. j) there exists
m ∈ [1 .. i) ∪ (j .. n] such that χk = χm. Let δ′ be a subsequence of δ obtained
via a reduction operation that removes all elements after position i up to and
including element at position j, i.e., δ′ ∶= (χ1 . . . χi) + (χj+1 . . . χn). Clearly δ′ is
a run in S. Moreover, because of (ii), for every step χ in δ there exists a step
χ′ in δ′ for which it holds that χ = χ′. Observe that the length of δ′ is strictly
smaller than the length of δ. Assume that δ′ is always insignificant. Then, one
can construct an infinite sequence of insignificant runs in S that starts with δ
and every other run in the sequence is obtained from the previous run via the
reduction operation proposed above, which is impossible. ◾
Observe that the proof of Lemma 4.12 defines a construction to obtain a significant
run with all the steps of a given insignificant run. The following corollary is an
immediate consequence of Lemma 4.11 and Lemma 4.12.
Corollary 4.13 (Runs and significant runs) Let δ be a run in a bounded
net system S, either finite or infinite. There is a significant run δ′ in S such that
for every step χ in δ there exists a step χ′ in δ′ for which it holds that χ=χ′. ⌟
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Finally, Theorem 4.14 collects all the above results to demonstrate that Algo-
rithm 2 is correct in the sense that given a bounded net system it, certainly,
computes its representative untangling.
Theorem 4.14 (Correctness)
Let S be a bounded net system. RSb is a representative untangling of S. ⌟
Proof. Upon termination of Algorithm 2, it holds that ∆ = ∅ and, hence, the setRSb contains processes induced by all the runs that correspond to the leaf nodes in
the tree of runs G ∶= (R,A) of S, refer to Invariant 4.9. Therefore, for every run δ
in S that is composed of steps that also participate in some leaf run in G it holds
that there exists a process in RSb that represents δ, refer to Proposition 4.2. Next,
we show that the above statement holds for every significant run in S. Observe
that R is composed of significant runs, see the check at line 9 of Algorithm 2,
and every internal run in G is a subrun (a subsequence) of some leaf run in G.
Moreover, as leaf runs in G are maximal and because of Proposition 4.10, it holds
that R is the set of all significant runs in S. Finally, according to Corollary 4.13,
it holds that every insignificant run is composed from steps of some significant
run that, in turn, is composed from steps of some leaf run in G. ◾
Example. Algorithm 2 provides a theoretic foundation for constructing represen-
tative untanglings. However, in practice, it may build a high number of processes.
For instance, the tree of runs of the net system in Fig. 1(a) consists of 508
significant runs, 152 of which are maximal. If one prunes the tree by iteratively
removing those leaves that are composed of steps observed in some internal run
in the tree, one can use the maximal runs in the pruned tree to construct eleven
unique processes out of which six contain the other five as subgraphs. These six
processes consitute a representative untangling of the system. Observe that the
set with exactly one process in Fig. 2(c) is another representative untangling of
the net system in Fig. 1(a). It encodes all 152 significant runs of the system and,
thus, all its runs. In future work, we plan to develop fast untangling algorithms
that are interesting from the practical point of view, as well as look for the
canonical (or minimal) representative untanglings.
5 Transformation-based Untangling Enhancement
This section is devoted to an enhancement of the baseline untangling technique
in Algorithm 2. The enhancement is based on structural transformations of input
net systems that ‘inform’ subsequent structural transformations of resulting
untanglings. The enhancement is ‘orthogonal’ to the baseline technique as it
proposes pre- and post-processing measures to be taken in combination with
Algorithm 2. To set the scene, Section 5.1 describes the overall design of the
transformation-based untangling technique and develops requirements for indi-
vidual transformations. Section 5.2 proposes two structural reductions that fit
the design. Finally, Section 5.3 collects all the results of this section together to
explain the transformation-based untangling technique.
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5.1 Enhancement Design
The proof of correctness of Algorithm 2 is due to the observation that an untan-
gling of S is representative if it represents every maximal significant run in S.
Lemma 5.1 (Representative untangling) An untangling Π of a bounded net
system S is representative if and only if for every maximal significant run δ in S
there exists a process pi ∈Π that represents δ. ⌟
The proof of Lemma 5.1 is due to Definition 4.1 and the proof of Theorem 4.14. Ob-
serve that maximal significant runs are employed in lines 5 and 14 of Algorithm 2
to induce processes, where Process(S, δ) represents δ, see Proposition 4.2.
Algorithm 2 discovers all maximal significant runs of an input bounded net
system and collects processes that represent these runs. Fig. 3(a) gives a schematic
visualization of Algorithm 2. Starting with an input net system S, the set Ω of
its n ∈ N maximal significant runs is discovered. Every discovered run triggers
construction of one process in the resulting untangling Π. In the figure, boxes
with dotted borderlines denote scopes of the employed algorithms.
S Ω Π
1:n 1:1
Alg.2
S S' Ω' Π' Π
Alg.2
1:11:m
ψ(S,S') ϵϕ
(a) (b)
Alg.1 Alg.1
Fig. 3. Schematic visualizations of two untangling techniques: (a) Algorithm 2
only, and (b) an enhanced version of Algorithm 2 with structural transformations
Algorithm 2 suffers from the fact that the number n of all maximal significant
runs of a net system can be immense. Thus, resulting representative untanglings
can contain huge amounts of processes (often incorporating much redundant
information), which restricts their practical applicability. To address this issue,
we propose an alternative approach for constructing representative untanglings.
Given a bounded net system, we suggest that one is as far as three ‘steps’ away
from its representative untangling:
1. An input bounded net system S gets transformed into a net system S′ by
using some structural transformation rule φ.
2. A representative untangling Π ′ of S′ is derived by constructing processes that
represent all m ∈ N maximal significant runs Ω′ in S′ using Algorithm 2.
3. To compensate for the effects of the transformation from Step 1, every process
in Π ′ gets transformed by using the transformation rule ψ (an ‘inverse’ of the
φ rule) to obtain Π – a representative untangling of S.
A transformation rule, or a rule, α between two sets A and B is a binary
relation between these sets. A pair (a, b) ∈ α is a transformation. The fact that(a, b) ∈ α denotes that a can be transformed into b using α, and vice versa.
The main logic of the above proposed approach is summarized in the schematic
drawing in Fig. 3(b). It is designed in a way to benefit from a decrease in the
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number m of maximal significant runs in S′ as compared to those in S; it is
expected that m is much less than n, i.e., m ≪ n. It is indeed reasonable to
expect such a decrease, for example, when one employs structural reductions at
Step 1, as many well-established structural reduction rules for net systems [13]
do indeed lead to noticeable decreases in the numbers of runs in reduced systems.
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Fig. 4. Enhancement design
Clearly, not every two rules φ and ψ fit
the design in Fig. 3(b). We noticed that
rules φ and ψ fit the proposed design if
there exists a particular transformation on
runs. More precisely, given a transforma-
tion (S,S′) ∈ φ between two net systems
and a transformation rule ψ between pro-
cesses of S and S′, one can construct a
representative untangling of S by relying
on S′ and ψ, as suggested in Fig. 3(b), if
there exists a relation γ between a super-
set ∆ of maximal significant runs Ω in S
and a set of significant runs Λ′ in S′ such
that (S,S′) ∈ φ, ψ, and γ relate to each
other as detailed below (Fig. 4 shows an
augmented version of the schematic draw-
ing in Fig. 3(b); relation γ is introduced
to characterize cases when processes in Π
represent runs in Ω and, thus, all runs in S (as per Lemma 5.1)).
Firstly, the rule ψ must correspond to the transformation (S,S′).
Definition 5.2 (Corresponding transformation rule: Processes)
A rule ψ between processes of net systems S and S′ corresponds to the net system
transformation (S,S′) ∈ φ iff for every process pi′ of S′ that represents at least
one maximal significant run in S′ it holds that there exists a process pi of S such
that (pi,pi′) ∈ ψ. ⌟
Intuitively, a correspondence of a rule ψ to (S,S′) signifies the ability to employ
ψ to transform every process in Π ′ into a process in Π, refer to Fig. 4. Secondly,
the rule γ must correspond to the transformation (S,S′).
Definition 5.3 (Corresponding transformation rule: Runs)
A rule γ between runs in net systems S and S′ corresponds to the net system
transformation (S,S′) ∈ φ iff: (i) for every maximal significant run δ in S it holds
that there is a run δ′ in S′ such that (δ, δ′) ∈ γ, and (ii) for all (δ, δ′) ∈ γ it holds
that if δ is a maximal significant run in S then δ′ is a significant run in S′. ⌟
Finally, rules ψ and γ must be compatible.
Definition 5.4 (Compatible transformations)
Let S and S′ be net systems. Transformation rules ψ and γ between processes of
S and S′ and runs in S and S′, respectively, are compatible, iff for all (pi,pi′) ∈ ψ
and for all (δ, δ′) ∈ γ it holds that if pi′ represents δ′, then pi represents δ. ⌟
A net system transformation rule φ is sound, iff for evey (S,S′) ∈ φ it holds that
S and S′ are bounded and there exist transformation rules ψ and γ between
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processes of S and S′, and runs in S and S′, respectively, such that ψ and γ
correspond to (S,S′) and ψ and γ are compatible. A transformation taken from
a sound rule fits the above proposed design.
Lemma 5.5 (Representativeness inheritance)
Let S and S′ be bounded net systems, let ψ and γ be transformation rules
between processes of S and S′ and runs in S and S′, respectively, and let Π ′ be
a representative untangling of S′. If ψ and γ correspond to the transformation(S,S′) ∈ φ, and they are compatible, then Π ∶= ψ−1(Π ′) is a representative
untangling of S. ⌟
Proof. According to Lemma 5.1, it suffices to show that Π represents every
maximal significant run in S. Let δ be a maximal significant run in S. Because γ
corresponds to the transformation (S,S′) ∈ φ, there exists a significant run δ′ in
S′ such that (δ, δ′) ∈ γ. It trivially holds that there exists a maximal significant
run δ′′ in S′ such that δ′ is a subrun of δ′′; δ′′ is a maximal extension of δ′ that
is significant. By definition, Π ′ represents every run and, thus, every maximal
significant run in S′. Therefore, there exists a process pi′ of S′ that represents
δ′′ and, thus, it represents δ′. Because ψ corresponds to the transformation(S,S′) ∈ φ, there exists a process pi of S such that (pi,pi′) ∈ ψ. Finally, because ψ
and γ are compatible, it holds that pi represents δ. ◾
A net system transformation that can be expressed as a sequence of transforma-
tions, each taken from a sound rule, also fits the above proposed design.
Lemma 5.6 (Compositionality)
Let (S0, S1) . . . (Sn−1, Sn), n ∈ N, be a sequence of transformations of bounded net
systems and let ψ1 . . . ψn and γ1 . . . γn be transformation rules such that ψi and γi
are rules between processes of Si−1 and Si and runs in Si−1 and Si, respectively,
that correspond to the transformation (Si−1, Si) and are compatible, i ∈ [1 .. n].
If Πn is a representative untangling of Sn, then Π0 ∶= (ψ−11 ○ . . . ○ ψ−1n )(Πn) is a
representative untangling of S0. ⌟
Proof. By induction on the length k ∈ N of a sequence of transformations.
base: Let (S0, S1) be a sequence of net system transformations of length k = 1.
Then, the statement holds because ψ1 and γ1 (as detailed above) satisfy the
condition of the statement of Lemma 5.5 for the transformation (S0, S1) and,
thus, Π0 ∶= ψ−11 (Π1) is indeed a representative untangling of S0, where Π1 is a
representative untangling of S1.
step: Let us assume that the statement holds for a sequence of net system trans-
formations (S0, S1) . . . (Sk−1, Sk) of length k ≥ 1, with ψ1 . . . ψk and γ1 . . . γk as
detailed above, i.e., it holds that Π0 ∶= (ψ−11 ○ . . . ○ψ−1k )(Πk) is a representative
untangling of S0, where Πk is a representative untangling of Sk. Then, the state-
ment holds for a sequence of net system transformations (S0, S1) . . . (Sk, Sk+1).
According to Lemma 5.5, it holds that Π ′k ∶= ψ−1k+1(Πk+1), where Πk+1 is a
representative untangling of Sk+1; with ψk+1 and γk+1 as suggested above with
respect to the transformation (Sk, Sk+1). ◾
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5.2 Structural Reductions
This section proposes two sound reduction (transformation) rules; they allow to
transform a net system into one with less nodes. The names of the proposed rules
are due to the names of the rules by Murata [13], as they restrict those rules.
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Fig. 5. Net systems: (a) S0, (b) S1, and (c) S2
Fusion of Series Transitions. This rule can be used to ‘skip’ a sequence
composed of a place followed by a transition. The rule is defined as follows:
Definition 5.7 (Fusion of Series Transitions (FST): Net systems)
Let S and S′ be two net systems, where S ∶= (N,M), N ∶= (P,T,F ), M ∶= (K,µ),
and S′ ∶=(N ′,M), N ′ ∶=(P ′, T ′, F ′). A pair (S,S′) is an FST-reduction iff:○ there exist two places p, p′ ∈ P and two transitions t, t′ ∈ T such that ●p′={t′},
p′●={t}, ●t={p′}, t●={p}, (t′, p) /∈ F , ∀ k ∈K ∶ µ(k) ≠ p′, and○ P ′=P ∖ {p′}, T ′= T ∖ {t}, F ′=(F ∖ {(t′, p′), (p′, t), (t, p)}) ∪ {(t′, p)}. ⌟
The FST-reduction rule φA is the set of all FST-reductions (on all net systems).
A transformation (S0, S1), where S0 and S1 are net systems in Fig. 5(a) and
Fig. 5(b), respectively, is an FST-reduction between transition t6 and place p8
(highlighted with grey background in Fig. 5(b)). We propose to use the next
transformation rule between processes of S0 and S1 as a rule that corresponds to(S0, S1).
Definition 5.8 (Fusion of Series Transitions (FST): Processes)
Let (S,S′) ∈ φA be an FST-reduction, where S ∶= (N,M), N ∶= (P,T,F ), and
S′ ∶=(N ′,M),N ′ ∶=(P ′, T ′, F ′), let pi′ ∶=(Npi′ , ρ′), Npi′ ∶=(B′,E′,G′), be a process
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of S′, let p ∈ P and t ∈ T be s.t. P ′ = P ∖ {p} and T ′ = T ∖ {t}, and let G ∶={(e, b) ∈ G′ ∣(ρ′(e), ρ′(b)) /∈ F}. A pair (pi,pi′) is an FST-reduction (on processes
of S′) iff: (i) pi ∶= (Npi, ρ), Npi ∶= (B,E,G), is a pair s.t. B = B′ ∪ {bg ∣ g ∈ G},
E = E′ ∪ {eg ∣ g ∈ G}, G = (G′ ∖ G) ∪ {(e, b(e,b)) ∣ (e, b) ∈ G} ∪ {(bg, eg) ∣ g ∈G} ∪ {(e(e,b), b)∣(e, b) ∈ G}, and (ii) ρ = ρ′ ∪ {(bg, p)∣g ∈ G} ∪ {(eg, t)∣g ∈ G}. ⌟
Given an FST-reduction (S,S′), the FST-reduction rule ψA on processes of S′ is
the set of all FST-reductions over all processes of S′. In Definition 5.8 one has to
account for every occurrence of every reduced node. For example, let pi and pi′
be processes in Fig. 6(a) and Fig. 6(b), respectively. It holds that (pi,pi′) ∈ ψA on
processes of the net system S1 in Fig. 5(b); reductions happen between nodes
that are highlighted in Fig. 6(b).
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Fig. 6. Processes: (a) pi of the system in Fig. 5(a), and (b) pi′ of the system in
Fig. 5(b)
It is easy to see that ψA is correct, i.e., it is indeed a transformation between
processes of net systems.
Proposition 5.9 (Correctness of ψA)
If (S,S′) ∈ φA and (pi,pi′) ∈ ψA on processes of S′, then pi is a process of S. ⌟
Proof. Let S ∶= (N,M), N ∶= (P,T,F ), let S′ ∶= (N ′,M), N ′ ∶= (P ′, T ′, F ′), let
pi ∶= (Npi, ρ), Npi ∶= (B,E,G), and let pi′ ∶= (Npi′ , ρ′), Npi′ ∶= (B′,E′,G′). Observe
that pi′ is a process of S′. Because Npi′ is a causal net and (pi,pi′) ∈ ψA, it holds
that ∣●b∣ ≤ 1 and ∣b●∣ ≤ 1 for all b ∈ B ∩B′. By Definition 5.8, it holds that ∣●b∣ = 1
and ∣b●∣ = 1 for all b ∈ B ∖B′. Clearly, Npi is acyclic. Therefore, Npi is a causal
net. Moreover, pi satisfies all the criteria of a process of S:○ (ρ preserves the nature of nodes) Because pi′ is a process of S′, ρ′ preserves the
nature of nodes. By Definition 5.8, it holds that ρ∣dom(ρ′) = ρ′. Also, there exist
p ∈ P and t ∈ T such that ρ∣(B∖B′)(B ∖B′) = {p} and ρ∣(E∖E′)(E ∖E′) = {t}.○ (pi starts at M) M is the marking of both S and S′, and by Definition 5.8 it
holds that Min(Npi) = Min(Npi′) and ρ∣Min(Npi) = ρ′∣Min(Npi′).○ (ρ respects the environment of transitions) Assume that there is an event
e ∈ E s.t. ●ρ(e) ≠ ρ(●e) and ρ(e)● ≠ ρ(e●). Let t, t′ ∈ T and p, p′ ∈ P be s.t.
T = T ′ ∖ {t}, t′ ∈ ●(●t), {p} = ●t, and {p′} = t●. Consider three cases:− (ρ(e) = t) By Definitions 5.7 and 5.8, it holds that ●ρ(e) = {p} = ρ(●e) and
ρ(e)● = {p′} = ρ(e●).
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− ρ(e) = t′. By Definitions 5.7 and 5.8, it holds that ●ρ(e) = ρ(●e) and
ρ(e)● = {p} = ρ(e●).− t ≠ ρ(e) ≠ t′. By Definitions 5.7 and 5.8, it holds that ●ρ(e) = ρ(●e) and
ρ(e)● = ρ(e●). ◾
Moreover, given an FST-reduction (S,S′), the FST-reduction rule ψA on pro-
cesses of S′ corresponds to (S,S′).
Lemma 5.10 (Correspondence of ψA to (S,S′) ∈ φA)
If (S,S′) ∈ φA and ψA is the fusion of series transitions on processes of S′, then
ψA corresponds to (S,S′). ⌟
Proof. By Definition 5.8 it holds that for every process pi′ of S′ and, thus, for
every process of S′ that represents at least one maximal significant run in S′,
there exists (pi,pi′) ∈ ψA. According to Proposition 5.9, pi is a process of S. ◾
Next, we discuss a transformation rule on runs that corresponds to an FST-
reduction on net systems and is compatible with ψA. On the way to such a
transformation, we first investigate a notion of run adaptation.
Definition 5.11 (Run adaptation) Let (S,S′) ∈ φA be a fusion of series tran-
sitions, where S ∶=(N,M), N ∶=(P,T,F ), and S′ ∶=(N ′,M), N ′ ∶=(P ′, T ′, F ′), let
p ∈ P and t ∈ T be such that P ′ = P ∖ {p} and T ′ = T ∖ {t}, and let δ be a run in
S. A pair (δ, δ′) is a run adaptation (on runs in S), denoted by (δ, δ′) ∈ γα, if and
only if δ′ is a sequence of steps obtained from δ by (a) first removing all steps(H, t′,H ′) such that t′ = t without disturbing relative positions of the remaining
steps and (b) updating every remaining step (H, t′,H ′) in δ′ by replacing every
occurrence of place p in H and H ′ by place p′, where t● = {p′}. ⌟
Run adaptation is indeed a transformation on runs.
Proposition 5.12 (Correctness of γα)
If (S,S′) ∈ φA and (δ, δ′) ∈ γα on runs in S, then δ′ is a run in S′. ⌟
Proof. (Sketch) By induction on the length k ∈ N0 of δ.
base: Let δ be empty, i.e., k = 0. Then, δ′ is also empty and, thus, is a run in S′.
step: Let us assume that the statement holds for δ ∶= χ1 . . . χk, k ≥ 0, i.e., it
holds that δ′ is a run in S′. Let κ ∶= δ + χk+1, χk+1 ∶= (H, t′,H ′), be a run
in S and let (κ,κ′) ∈ γα. Let S ∶= (N,M), N ∶= (P,T,F ), and S′ ∶= (N ′,M),
N ′ ∶= (P ′, T ′, F ′), and let p ∈ P and t ∈ T be s.t. P ′ =P ∖{p} and T ′ =T ∖ {t}.
Consider the following cases:
(i) (t = t′) Then, κ′ = δ′ and, thus, κ′ is a run in S′.
(ii) (t ≠ t′, p ∈H, and p ∈H ′) Becuase of Definition 5.7 and Definition 5.11, it
trivially holds that κ′ is a run in S′.
(iii) (t ≠ t′, p ∈ H, and p /∈ H ′) This case is not possible, it must hold that
t = t′.
(iv) (t ≠ t′, p /∈H, and p ∈H ′) Becuase of Definition 5.7 and Definition 5.11, it
trivially holds that κ′ is a run in S′. ◾
To obtain a desired transformation on runs we introduce a reduction which given
a run δ constructs a significant run composed of all steps of δ.
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Definition 5.13 (Insignificance reduction)
Let δ ∶= χ1 . . . χn, n ∈ N0, be a run of a net system.○ A one step insignificance reduction of δ is applicable if and only if there exist
positions i and j in δ, i < j, s.t. χi = χj , and for each position k in δ, i < k < j,
it holds that step χk is equal to some step χm in δ, where m < i or j <m.○ The application results in a reduced run δ′ ∶= (χ1. . .χi) + (χj+1. . .χn).○ A run δ∗ is obtained by means of an insignificant reduction of δ, denoted by
δ∗ ∈ Λδ, if and only if δ∗ is significant and is obtained from δ via a sequence of
one step insignificance reductions. ⌟
With all of the above, a notion of run adjustment is defined as follows.
Definition 5.14 (Run adjustment) Let (S,S′) ∈ φA and let δ be a run in S.
A pair (δ, δ′) is a run adjustments (on runs in S), denoted by (δ, δ′) ∈ γβ , if and
only if there exists a run δ′′ in S′ such that (δ, δ′′) ∈ γα and δ′ ∈ Λδ′′ . ⌟
The run adjustment can be used as a transformation that corresponds to an
FST-reduction on net systems.
Lemma 5.15 (Correspondence of γβ to (S,S′) ∈ φA) If (S,S′) ∈ φA and γβ
is the run adjustment on runs in S, then γβ corresponds to (S,S′). ⌟
Proof. By Definition 5.14 it holds that for every run δ in S and, thus, for every
maximal significant run in S, there exists (δ, δ′) ∈ γβ . According to Proposi-
tion 5.12 and Definition 5.13, δ′ is a significant run in S′. ◾
The next result concludes that rules ψA and γβ are compatible.
Lemma 5.16 (Compatibility of ψA and γβ)
If (S,S′) ∈ φA, ψA is the FST-reduction rule on processes of S′, and γβ is the
run adjustment on runs in S, then ψA and γβ are compatible. ⌟
Proof. (Sketch) By contradiction. Let us assume that ψA and γβ are incompatible.
Then, there exist (pi,pi′) ∈ ψA and (δ, δ′) ∈ γβ such that pi′ represents δ′ but pi
does not represent δ. Hence, there exists a step χ ∶= (H, t,H ′) that pi does
not represent. Observe that it holds that pi′ represents every step in δ′. Let
S ∶= (N,M), N ∶= (P,T,F ), and S′ ∶= (N ′,M), N ′ ∶= (P ′, T ′, F ′), and let
p′, p′′ ∈ P and t′ ∈ T be s.t. P ′=P ∖{p′}, T ′=T ∖ {t′}, and p′′ ∈ t′●.
We distinguish the following two main cases:
(i) (χ is a step of δ′) It follows from Definition 5.8 that pi represents χ.
(ii) (χ is not a step of δ′) One can distinguish two cases:
(ii.a) (There exists a step χ′ of δ′ that represents an occurrence of t)
Let χ′ ∶= (Q, t,Q′). One can distinguish three cases:○ (H = Q, H ′ ≠ Q′, and Q′ can be obtained from H ′ by replacing every
occurrence of place p′ with p′′) pi represents χ because of Definition 5.8.
There exists a cut C and an event e in pi such that C induces H and e
represents occurrence of t.○ (H ′ = Q′, H ≠ Q, and Q can be obtained from H by replacing every
occurrence of place p′ with p′′) It must hold that t = t′ and because of
Definition 5.14 there exists no step χ′ in δ′.
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○ (H ≠ Q, H ′ ≠ Q′, and Q and Q′ can be obtained from H and H ′, respec-
tively, by replacing every occurrence of place p′ with p′′) pi represents χ
because of Definition 5.8. There exists a cut C and an event e in pi such
that C induces H and e represents occurrence of t.
(ii.b) (There exists no step χ′ of δ′ that represents an occurrence of t) It holds
that t = t′. There exists a step χ′ ∶= (Q, t∗,Q′) of δ′ such that either Q =H ′
or Q′ =H ′. Thus, there exists a cut C in pi′ that induces marking H ′. Then,
there exists a cut C ′ in pi that induces marking H ′. Finally, according to
Definition 5.8, it is easy to see that pi represents χ. ◾
We conclude the discussion of the FST-reduction rule φA on net systems with a
claim that this rule is sound.
Lemma 5.17 (Soundness of φA) The rule φA is sound. ⌟
Proof. Let (S,S′) ∈ φA be an FST-reduction. The rules ψA and γβ on processes
of S′ and runs in S, respectively, correspond to (S,S′), see Lemma 5.10 and
Lemma 5.15, as well as they are compatible Lemma 5.16. ◾
Fusion of Series Places. This rule can be used to ‘skip’ a sequence composed
of a transition followed by a place. The rule is defined as follows:
Definition 5.18 (Fusion of Series Places (FSP): Net systems)
Let S and S′ be two net systems, where S ∶= (N,M), N ∶= (P,T,F ), M ∶= (K,µ),
and S′ ∶=(N ′,M), N ′ ∶=(P ′, T ′, F ′). A pair (S,S′) is an FSP-reduction iff:○ there exist two places p, p′ ∈ P and two transitions t, t′ ∈ T such that ●t={p},
t●={p′},●p′={t}, p′●={t′}, (p, t′) /∈ F , (∣p● ∣ = 1 or ∣● t′∣ = 1), ∀k ∈K ∶ µ(k) ≠ p′,○ P ′=P ∖ {p′}, T ′= T ∖ {t}, F ′=(F ∖ {(p, t), (t, p′), (p′, t′)}) ∪ {(p, t′)}. ⌟
The FSP-reduction rule φB is the set of all FSP-reductions (on all net systems).
A transformation (S1, S2), where S1 and S2 are net systems in Fig. 5(b) and
Fig. 5(c), respectively, is an FSP-reduction between place p2 and transition t3
(highlighted with grey background in Fig. 5(c)). The transformation rule on
processes that corresponds to φB is defined as follows:
Definition 5.19 (Fusion of Series Places (FSP): Processes)
Let (S,S′) ∈ φB be an FSP-reduction, where S ∶= (N,M), N ∶= (P,T,F ), and
S′ ∶=(N ′,M),N ′ ∶=(P ′, T ′, F ′), let pi′ ∶=(Npi′ , ρ′), Npi′ ∶=(B′,E′,G′), be a process
of S′, let p ∈ P and t ∈ T be s.t. P ′ =P ∖ {p} and T ′ =T ∖ {t}, let G ∶= {(b, e) ∈
G′ ∣(ρ′(b), ρ′(e)) /∈ F}, and let B ∶= {c ∈ B′ ∣ c●=∅ ∧ t ∈ρ(c)●}. A pair (pi,pi′) is
an FST-reduction (on processes of S′) iff:○ pi ∶= (Npi, ρ), Npi ∶= (B,E,G), is a pair s.t. B = B′ ∪ {bg ∣g ∈ G} ∪ {bc ∣ c ∈ B},
E = E′∪{eg ∣g ∈ G}∪{ec ∣c ∈ B},G = (G′∖G)∪{(b, e(b,e))∣(b, e) ∈ G}∪{(eg, bg)∣
g ∈ G} ∪ {(b(b,e), e)∣(b, e) ∈ G} ∪ {(c, ec)∣c ∈ B} ∪ {(ec, bc)∣c ∈ B}.○ ρ = ρ′ ∪ {(bg, p)∣g ∈ G} ∪ {(eg, t)∣g ∈ G} ∪ {(bc, p)∣c ∈ B} ∪ {(ec, t)∣c ∈ B}. ⌟
The proof of the fact that the FSP-reduction rule φB on net systems is sound is
analogous to the proof of soundness of the FST-reduction rule φA; the soundness
of the rule φB can be verified using ψB (Definition 5.19) and γβ (Definition 5.14).
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5.3 Transformation-based Untangling
This section organizes all the results of the above in an alternative technique for
computing representative untanglings. Given a repertoire, i.e., a set, of sound
net system transformation rules Φ, the baseline construction of a representative
untangling of a bounded net system S0 (as per Algorithm 2) can be augmented
as follows. Firstly, S0 gets transformed into a net system Sn via a sequence of
transformations κ ∶= (S0, S1) . . . (Sn−1, Sn), n ∈ N0, where each transformation
belongs to some rule in Φ. Secondly, a representative untangling RSnb of Sn
is constructed, using Algorithm 2. Finally, the set (ψ−11 ○ . . . ○ ψ−1n )(RSnb ) is a
representative untangling of S0, denoted by RS0κ , where ψ1 . . . ψn correspond to
transformations (S0, S1) . . . (Sn−1, Sn), respectively. Termination of the proposed
construction is guaranteed by the finiteness of κ and termination of Algorithm 2,
whereas correctness of Rκ—by Lemma 5.6 and correctness of Algorithm 2.
Given a bounded net system S, the construction of RSκ depends on κ, i.e., dif-
ferent sequences of transformations usually lead to different representative untan-
glings. It is easy to see that if one constructs κ as long as possible by using rules
from the repertoire Φ ∶= {φA, φB}, in any order, one always obtains the same setRSκ . It is expected that the time required to construct RSκ is much less than the
time required to construct RSb .
6 Evaluation
This section ascertains the value of untanglings. Section 6.1 confirms unique
characteristics of representative untanglings compared to artifacts studied within
the theory of unfoldings – complete finite prefix unfoldings. This is done by
comparing computational complexities of checking certain behavioral properties
using both formalisms. Section 6.2 discusses results of an experiment on computing
representative untanglings of process models taken from industry. The results
obtained confirm the feasibility of using representative untanglings in practice.
6.1 Comparison with Unfoldings
The representative untangling of the system in Fig. 5(a) obtained using the
technique shown in Section 5.3 and the sequence of transformations κ ∶= (S0, S1)(S1, S2)(S2, S3), where S0, S1, S2, and S3 are the systems in Figs. 5(a), 5(b),
5(c), and 7(a), respectively, contains five processes; observe that S3 is obtained
from S2 via the FSP-reduction between place p2 and transition t9 (highlighted
with grey background in Fig. 7(a)). The five processes in Figs. 2, Fig. 6(a),
and 8 are induced by the following five maximal significant runs in S3 (note
transformations from processes of S3 to those of S0, see Section 5.3):
δ0 ∶= p1 [t1⟩p2 p6 [t6⟩p2 p8 [t9⟩p9,
δ1 ∶= p1 [t4⟩p2 p5 [t5⟩p2 p6 [t6⟩p2 p8 [t9⟩p9,
δ2 ∶= p1 [t1⟩p2 p6 [t6⟩p2 p8 [t8⟩p2 p5 [t5⟩p2 p6 [t6⟩p2 p8 [t9⟩p9,
δ3 ∶= p1 [t4⟩p2 p5 [t5⟩p2 p6 [t6⟩p2 p8 [t8⟩p2 p5 [t5⟩p2 p6 [t6⟩p2 p8 [t9⟩p9, and
δ4 ∶= p1 [t1⟩p2 p6 [t6⟩p2 p8 [t8⟩p2 p5 [t5⟩p2 p6 [t6⟩p2 p8 [t8⟩p2 p5.
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Fig. 7. (a) A net system S3, (b) a complete finite prefix unfolding of S0 in
Fig. 5(a)
It is easy to see that all steps of the runs δ0 and δ4 are steps of δ2 and,
similarly, all steps of δ1 are steps of δ3. The processes induced by runs δ2 and δ3,
which subsume all other runs, are shown in Fig. 8(a) and Fig. 8(b), respectively.
Hence, because of Definition 4.1 and Algorithm 2, the two processes in Fig. 8
constitute a representative untangling of the net system in Fig. 5(a).
In the Introduction, we mentioned that untanglings have commonalities with
the well-established formalism of unfoldings [6]. An unfolding of a net system is
an acyclic net, often infinite, that represents all the behavior of the net system.
In [6], McMillan observed that one can represent all the information contained
in an unfolding in its truncated finite initial part, called complete finite prefix
unfolding. Fig. 7(b) shows a complete finite prefix unfolding of the net system in
Fig. 5(a). It is derived by using the total adequate order for safe systems proposed
in [20] (observe that the net system in Fig. 5(a) is safe), i.e., it is minimal in the
number of nodes out of all complete finite prefix unfoldings of this net system.
Events e5 and e8 in Fig. 7(b) are so called cutoff events (highlighted with grey
background). Event e5 and its corresponding event e1 (the relation is denoted
by a dotted arrow in the figure) encode equivalent markings that put one token
at place p2, one at p6, and no tokens elsewhere (markings are encoded via sets
of conditions that overlap with dashed lines in the figure); refer to [6,20,10] for
more information on how markings are encoded in unfoldings. The construction
of the prefix stops at event e5 because what follows e5 also follows e1 and is
already contained in the prefix. Similarly, cutoff event e8 and its corresponding
event e4 encode equivalent markings that put one token at p2 and one at p5
(corresponding sets of conditions are denoted by dash-dotted lines in the figure).
Executability. Finite prefixes have proved their advantage when verifying
certain behavioral properties of corresponding net systems. The executability
problem deals with deciding whether a net system can execute any transition
out of a given set of transitions, i.e., there exists a run in the net system in
which . It is a fundamental problem in concurrency theory as many others can be
reduced to this one, e.g., a solution to the executability problem can help deciding
reachability and safety [10,21]. Given a net system S, checking executability in
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S is PSPACE-complete using S as input and is linear in the size of a complete
finite prefix unfolding of S [10]. Executability in S can as well be checked using
a representative untangling of S.
Lemma 6.1 (Executability) Let Π be a representative untangling of a bounded
net system S ∶= (N,M), N ∶= (P,T,F ). A transition t ∈ U ⊆ T can be executed in
S, i.e., is part of some occurrence sequence in S, iff there is a process pi ∶= (Npi, ρ),
Npi ∶= (B,E,G), in Π that contains an event e ∈ E for which ρ(e) = t. ⌟
Hence, executability can be verified efficiently using representative untanglings.
Proposition 6.2 (Executability) Given a representative untangling Π of a
bounded net system S, the following problem can be solved in linear time on Π:
To decide if a transition can be executed in S. ⌟
The proof of Proposition 6.2 is a direct consequence of Lemma 6.1. Indeed, in
the worst case, one can verify executability of a transition in a net system by
visiting every event of a representative untangling of the net system and checking
if this event corresponds to an occurrence of the transition. Considering the
representative untangling in Fig. 2(c), one can confirm executability of every
transition in the net system in Fig. 1(a). Similarly, one can confirm executability
of every transition in the net system in Fig. 5(a) by relying on its representative
untangling shown in Fig. 8.
Deadlock freedom. Another important problem in concurrency theory is
deadlock freedom. It deals with answering the question whether there exists a
deadlock marking reachable in a net system. A marking is a deadlock marking
if it does not enable any transition. A net system is deadlock free if none of its
reachable markings is a deadlock marking. The problem of deciding deadlock
freedom is known to be NP-complete [6,11] on complete finite prefix unfoldings.
However, deadlock freedom of a net system S can be checked quickly on a
representative untangling of S.
Lemma 6.3 (Deadlock freedom) Let Π be a representative untangling of a
bounded net system S ∶= (N,M). S is deadlock free iff for each process pi ∶= (Npi, ρ)
inΠ it holds that (C,ρ∣C), with C ∶=Max(Npi), is not a deadlock marking of N . ⌟
c1
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c7 c8
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c3 c4
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c'7 c'8
D3
c1
e5
c5
e6
c6 c7
e2
c2
e3
c3 c4
e4
e7 e8
c8 c'5
e'5 e'6
c'6 c'7
e9
c9
e'7
c'8
D4
(a)
(b)
Fig. 8. A representative untangling of the net system S0 in Fig. 5(a)
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Proof. We prove each direction of the statement separately.
(⇒) If S is deadlock free then every marking that is reachable from S is not
a deadlock marking of N . Because every maximal cut of every process in Π
corresponds to a marking reachable from S, refer to Theorem 2.9, it holds that
all maximal cuts of processes in Π do not correspond to deadlock markings.
(⇐) Assume that for every process pi ∶= (Npi, ρ) in Π it holds that (C,ρ∣C),
where C ∶= Max(Npi), is not a deadlock marking of N , but S is not deadlock
free. Then, there exists a deadlock marking M ′ reachable from S via some
run δ in S. There also exists a process pi ∶= (Npi, ρ) in Π that represents δ.
Because pi represents every step in δ, it holds that there exists a cut C of Npi
that corresponds to marking M ′. If C is not the maximal cut of Npi, then M ′
is not a deadlock marking of N (M ′ enables transition ρ(e), where ●e ⊆ C).
Then, C is the maximal cut of Npi, which leads to a contradiction. ◾
Hence, to check deadlock freedom of a net system it suffices to check if any
process of a representative untangling of S has a maximal cut that induces a
deadlock marking.
Proposition 6.4 (Deadlock freedom) Given a representative untangling Π
of a bounded net system S, the following problems can be solved in linear time
on Π: To decide if S is deadlock free. ⌟
For example, to check deadlock freedom of the net system in Fig. 5(a), it suffices
to check if markings induced by the cuts D3 and D4 in Fig. 8(a) and Fig. 8(b),
respectively, are deadlock markings. Both these cuts induce a marking with one
token at place p9 and no tokens elsewhere and, thus, the net system in Fig. 5(a)
is not deadlock free. Differently, the only process of the representative untangling
in Fig. 2(c) of the net system S in Fig. 1(a) has a maximal cut that induces a
marking that puts one token at place p6 and no tokens elsewhere. This marking
is not a deadlock marking of S and, thus, S is deadlock free.
Linear Temporal Logic. Finally, we consider the use case of checking pro-
cess models against specifications written in Linear Temporal Logic (LTL) [22].
Such checks are relevant in the context of querying process model repositories,
e.g., [23,3]. For example, LTL can be used to express an intent to verify if two
transitions are always-exclusive or always-concurrent in every run of a net system.
Two transitions t1 and t2 in a net system S are always-exclusive if for every
run in S it is never possible that both t1 and t2 occur. Similarly, t1 and t2 are
always-concurrent if they are not causally related and for every run in S both
t1 and t2 occur. If one relies on unfoldings to verify properties like the above
ones, a common approach is to augment the net system with a Bu¨chi tester [10]
(a new component added to the net system) in order to observe and register
occurrences of some transitions in the complete finite prefix unfolding. These
occurrences signify violations of the property. A fresh finite prefix of a fresh
augmented net system has to be constructed for every pair of transitions under
concern. Note that though construction of finite prefixes is efficient in practice it
has an exponential nature and can easily explode [24]. For example, if one has
to verify always-exclusiveness for every pair of transitions in the net system in
Fig. 5(a), one needs to construct and analyze 36 finite prefixes!
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Differently, one can rely on a single representative untangling Π to efficiently
decide always-exclusiveness for all pairs of transitions in the corresponding net
system; two transitions t and t′ are always-exclusive if there exists no process in
Π that contains two events e and e′ such that ρ(e) = t and ρ(e′) = t′.
Lemma 6.5 (Always-exclusive)
Let Π be a representative untangling of a bounded net system S ∶= (N,M),
N ∶= (P,T,F ). If there exists no process pi ∈ Π, pi ∶= (Npi, ρ), Npi ∶= (B,E,G),
and no events e, e′ ∈ E such that ρ(e) = t and ρ(e′) = t′, t, t′ ∈ T , then there exists
no run δ in S that contains both transitions t and t′. ⌟
Proof. By contradiction. Assume that there exists a run δ in S that contains
both transitions t and t′. According to Definition 4.1, δ is represented by some
process pi ∈Π. Then, pi contains events e and e′ s.t. ρ(e) = t and ρ(e′) = t′. ◾
By using the processes in Fig. 8, it is straightforward to verify that transitions t1
and t4 are the only two always-exclusive transitions of the net system in Fig. 5(a);
neither of two processes in Fig. 8 contains an event that describes an occurrence
of transition t1 and an event that describes an occurrence of transition t4.
6.2 Performance measurement
The reduction-based untangling technique has been implemented as an open-
source Java tool and is publicly available.9 Using this tool, we conducted an
experiment to assess the performance of the technique in terms of time and
amount of duplication introduced by untangling. The experiment was performed
on a laptop with a dual core Intel CPU with 2.26 GHz, 4GB of memory, running
Windows 7 and SUN JVM 1.7 (with standard allocation of memory). To eliminate
load time from the measures, each test was executed six times, and we recorded
results of the second to sixth execution.
The study was conducted on a collection of 735 net systems (precisely, workflow
nets) that model business processes from financial services, telecommunications
and other domains.10 We further filtered out systems that have no concurrency
or are unsafe and obtained a collection of 448 net systems.
Table 1 shows the results of the experiment, which can also be downloaded
and reproduced.11 The first two columns report on the characteristics of the
collection by providing information on the number n of net systems with a given
Size range, measured as number of nodes. Columns 3 to 6 provide results on the
reduction-based untangling: column ∣Π ∣ shows the average number of processes
in the obtained representative untanglings, Size—average number of nodes in
representative untanglings, Dup—average duplication factor, i.e., average number
of times the size of an untangling is larger than the size of its corresponding net
system, Time—average time spent when constructing a representative untangling
(in milliseconds). Columns 7 to 9 report on the same measurements but after
performing the reduction of maximal significant runs, and the simple reduction
9 http://code.google.com/p/jbpt
10 http://service-technology.org/soundness
11 http://code.google.com/p/jbpt/wiki/UntanglingsExperiment
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Table 1. Experimental results of computing complete finite prefix unfoldings
and representative untanglings of 448 net systems taken from practice
Net systems Untangling Unfolding
Size n ∣Π ∣ Size Dup. Time(ms) ∣Π ∣* Size* Dup.* Size Dup.
1–25 55 1.51 31.29 1.27 0.85 1.51 31.29 1.27 26.11 1.06
26–50 166 2.48 69.84 1.92 2.05 2.07 57.33 1.54 43.24 1.15
51–75 103 4.77 186.2 2.96 5.70 5.70 129 2.03 84.9 1.34
76–100 61 7.43 390.4 4.38 11.77 4.9 224.5 2.55 130.3 1.49
101–125 32 14.28 801.3 7.12 21 6.75 344.2 3.08 176.5 1.57
126–150 12 12.25 769.6 5.82 24.44 7.58 444 3.35 208.7 1.57
151–175 6 12.67 936.2 5.64 37.36 9.83 667.7 4.03 258.3 1.57
176–200 3 33.33 3 441 18.8 125.6 15.33 1 481 7.88 373.7 1.97
201–225 4 33.5 3 871 18.18 170.1 19.5 2 137 10.07 480.5 2.26
226–250 3 28 2 756 11.53 106.1 16.33 1 569 6.52 393.7 1.64
251–275 2 121.5 12 895 48.29 606.5 76.5 8 177 30.63 428 1.6
276–300 1 109 9 582 34.72 863.6 109 9 582 34.72 785 2.84
1–300 448 6.22 371.1 3.54 14.14 4.24 228.1 2.3 91.24 1.3
of isomorphic processes. Finally, the last two columns show average size and
duplication factor of complete finite prefix unfoldings of the corresponding net
systems, built by using the total adequate order for safe systems [20].
On average, a representative untangling is constructed in 14 ms and is 2.3
times larger than its corresponding net system after the reduction of isomorphic
processes. The average time spent to construct a finite prefix12 is 3.5 ms, and the
average duplication factor is 1.3. These results confirm the feasibility of using
representative untanglings in practice: they can be built very efficiently and
are only 1.6 times larger on average than their respective unfoldings. Moreover,
untanglings can be efficiently reused much more often than finite prefixes, as
discussed in Section 6.1.
7 Related Work
A representative untangling of a system is a novel mathematical formalism for
the description and analysis of behavior encoded in the system. In the following,
we discuss several existing formalisms that address the same problematics.
State space techniques are popular when it comes to the automatic analysis
and verification of concurrent systems. Rather than performing analysis directly
on a given concurrent system, these methods explore its induced representation
called transition system. In a nutshell, a transition system induced by a concurrent
system S is a graph with states reachable from S as its nodes and an edge from
state H to state H ′ whenever there is a step from H to H ′ in S. Unfortunately,
state space techniques suffer from the state space explosion problem. In the worst
case, all nodes of the induced transition system must be explored to accomplish
12 Uma is used to construct finite prefixes: http://service-technology.org/tools/uma
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the envisioned analysis task, and there can be exponentially many nodes based
on the number of concurrent components of the system under analysis.
An unfolding of a concurrent system is a mathematical structure (often infi-
nite) that explicitly represents concurrency and causal relations between system
operations, as well as the points of choice between qualitatively different be-
haviors. Unfoldings are special partially ordered graphs that describe reachable
states of a system as combinations of nodes rather than dedicating every node
to a single state. In [19,6], McMillan observed that one can represent all the
information contained in an unfolding in its truncated finite initial part, called
complete prefix unfolding. If adequate construction algorithms are employed, size
of a complete prefix unfolding of a concurrent system is never larger – and in
practice is by far smaller – than the size of the transition system induced by the
same system. A classical condition for prefix truncation is completeness, where
a prefix induced by a concurrent system is complete if it encodes all the steps
(reachable states and possible moves) in the system. Completeness of prefixes
helps to “unveil” some of the behavioral properties of concurrent systems by
allowing their validation in time that is linear in the size of the prefix, e.g., exe-
cutability [10], while preserving other properties sufficiently “concealed”, e.g., the
problem of deciding deadlock freedom [11] using complete prefix unfoldings is
NP-complete [6]. In order to unveil these hidden behavioral properties in finite
parts of unfoldings, one must rely on special unfolding truncation criteria. In [10],
truncation criteria that address executability, repeated executability, livelock,
and properties expressible in linear temporal logic, are systematized. The strong
coupling of behavioral properties of a system with different constellations of finite
prefixes of its unfolding is mainly due to implicit dependencies between transition
occurrences encoded in finite prefixes which stem from unfolding truncations.
Merged processes, proposed in [24], are compressed representations of complete
prefix unfoldings with most of the advantages and disadvantages of unfoldings
that were discussed above. The compression is achieved by addressing such
sources of state space explosion as sequences of choices and non-safeness. Many
results initially proposed for unfoldings can be transferred to merged processes.
Similar to unfoldings, untanglings are partially ordered graphs that repre-
sent concurrency and causal relations between events of individual transition
occurrences. Thus, fundamentally, untanglings address state space explosion to a
similar extent as unfoldings. Representative untanglings describe all the steps
of a system and, additionally to unfoldings, provide clear scopes for analysis of
systems that target individual computations (each run is represented by some
untangled process). Some implications of such characterization of behavior are
demonstrated in Section 6.1. We believe that further studies of representative
untanglings should confirm their applicability as general purpose index structures
for behavioral analysis of highly concurrent and repetitive systems.
8 Conclusion
We contributed a novel approach for analyzing behavioral properties of business
process models. The approach is based on the idea of a representative untan-
gling, i.e. an alternative behavioral representation of a process model that offers
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significant advantages for the computation of its behavioral properties over the
state-of-the-art. We proposed a baseline algorithm for constructing representative
untanglings. Moreover, we presented a generic framework for improving this
algorithm based on structural transformations of the initial model, and described
two reduction rules that fit this framework. We showed that the properties of
a representative untangling are presented by this framework and conducted an
experiment with a real-life process model collection to evaluate the performance
of the optimized algorithm. The results confirm that the algorithm is scalable
both in terms of time and space. Finally, we discussed the practical advantages of
representative untanglings by means of a comparison with complete finite prefix
unfoldings.
In future work, we plan to build a comprehensive repertoire of behavioral
properties that can be efficiently checked with untanglings. We can then use this
repertoire to explore various applications of untanglings, e.g., querying of process
model repositories, automated correction of process models, testing of executable
specifications and optimization of process mining algorithms.
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