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Abstract—A misalignment of LiDAR as low as a few degrees
could cause a significant error in obstacle detection and mapping
that could cause safety and quality issues. In this paper, an
accurate inspection system is proposed for estimating a LiDAR
alignment error after sensor attachment on a mobility system
such as a vehicle or robot. The proposed method uses only a
single target board at the fixed position to estimate the three
orientations (roll, tilt, and yaw) and the horizontal position of
the LiDAR attachment with sub-degree and millimeter level ac-
curacy. After the proposed preprocessing steps, the feature beam
points that are the closest to each target corner are extracted and
used to calculate the sensor attachment pose with respect to the
target board frame using a nonlinear optimization method and
with a low computational cost. The performance of the proposed
method is evaluated using a test bench that can control the
reference yaw and horizontal translation of LiDAR within ranges
of 3 degrees and 30 millimeters, respectively. The experimental
results for a low-resolution 16 channel LiDAR (Velodyne VLP-16)
confirmed that misalignment could be estimated with accuracy
within 0.2 degrees and 4 mm. The high accuracy and simplicity
of the proposed system make it practical for large-scale industrial
applications such as automobile or robot manufacturing process
that inspects the sensor attachment for the safety quality control.
I. INTRODUCTION
L IDAR (light detection and ranging) is an essential per-ception sensor, along with camera and radar, to provide
3D data of their surroundings for smart mobility systems such
as vehicles, drones, and robots. Also, it has become an icon
for representing autonomous vehicles and high-level vehicle
ADASs (advanced driver-assistance systems).
LiDAR perceives the surroundings with a point cloud of
3D data that is used to generate a high-resolution 3D map and
detect and recognize objects such as vehicles, pedestrians, and
other obstacles. For vehicles, one or more LiDAR systems can
track the relative movements of the surrounding vehicles and
other obstacles simultaneously to predict and avoid collisions
and can detect road lanes and curbs. For robots or drones, it
is generally used to map surroundings and avoid obstacles.
Although LiDAR is a powerful sensor for providing 3D
data for a safe ADAS and autonomous system, it has not been
implemented widely, especially on commercial vehicles, due
to its high cost and bulkiness. With the production of low-
resolution LiDAR and the recent advent of technology such
as solid-state LiDAR, the overall dimensions and the costs of
mobility LiDAR have become affordable. If the application of
LiDAR expands on automobiles or robots for mass production,
an important safety issue regarding the sensor misalignment
can arise.
Since LiDAR measures the surroundings with respect to
its coordinate frame, it is essential that sensors are installed
with proper alignment for accurate and safe measurements.
Thus, an alignment error as low as a few degrees could cause
a significant offset in detecting the position of an obstacle
that could cause a catastrophic accident. A sensor misalign-
ment could occur during the assembly process, and LiDAR
alignment should be inspected precisely after attachment for
safety and quality control. Therefore a simple but accurate
inspection system should be designed to be easily applicable
to the manufacturing and servicing of mobility systems.
Studies on methods to detect LiDAR attachment errors has
drawn little attention in the research and industrial community,
as described in Section II. Almost all literature related to
LiDAR alignment has focused on the external calibration of
LiDAR with other sensors, such as cameras and multiple
LiDARs [1], [2], [3], [4]. These studies require utilizing other
sensors and multiple chessboard targets or a target at different
poses, which may not be practical for applications in the
automotive or mobility industries.
Point cloud registration is a widely used method to estimate
the relative pose of 3D points from reference 3D data that
minimizes the cost function of alignment errors [5], [6].
However, these algorithms have a significant calculation load
for a large amount of 3D data are needed to be processed it-
eratively. Since a short inspection time and low computational
cost are preferred in the industrial applications, the alignment
estimation algorithm should be lightweight and use minimal
beam points.
Therefore, this paper proposes a new accurate and
lightweight method to estimate the misalignment of a LiDAR
on a mobility system body frame using a rectangular target
board at one fixed pose. The feature points of LiDAR beams,
which are the beams closest to each target corner, are extracted
after the proposed preprocessing of the point cloud data. Then,
a nonlinear optimization is applied to solve for the orientation
and translation of the LiDAR body frame with respect to the
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2target board, which is assumed to have a predetermined pose
from the mobility body frame.
The contributions of this paper can be summarized as
follows. First, this system requires only one target board at
a fixed pose without utilizing other sensors, which has prac-
tical industrial applications. Second, the system can estimate
the sensor alignment within a high level of sub-degree and
sub-centimeter accuracy, even for a low-resolution LiDAR.
Last, the algorithm used for estimating the alignment pose
is lightweight with low computation cost, for it uses only
four feature 3D points instead of the whole point cloud data
iteratively.
The accuracy and precision of the proposed system are
evaluated with simulations and experiments using a target
board and a designed test-bench. The results validated that
the proposed algorithm can estimate the misalignment with
sub-degree and millimeter accuracy in real-time for a low-
resolution LiDAR with 16 vertical channels.
The paper is organized as follows. In Section II, related
literature is reviewed. In Section III, the algorithm for estimat-
ing the sensor alignment is described in detail. In Section III,
simulations are conducted to evaluate the proposed algorithm,
which is followed by experiments in Section IV to validate the
overall accuracy and precision of the alignment estimation.
II. RELATED WORK
LiDAR alignment refers to either the internal calibration of
sensor parts or the external geometric calibration with other
sensors or objects.
The internal calibration of LiDAR optical parts, such as
laser diodes and lenses, is the process to minimize optical
distortions and errors of laser beam sight. The calibration is
generally conducted by the sensor manufacturer at the factory
level. A typical method detects single or multiple targets at a
distance to estimate the internal parameters, including the pose
of each laser diode, which minimizes the overall measurement
errors [7], [8]. This paper assumes that LiDAR is calibrated
internally before the attachment.
Most literature related to LiDAR alignment and calibration
falls in the category of external calibration of the LiDAR with
other sensors, usually cameras. The extrinsic calibration esti-
mates the geometric pose of a camera body frame with respect
to the LiDAR body frame using one or more checkerboard
targets. Different algorithms have been proposed to find the
3D-2D correspondences between the laser beam points and
the image pixels on several shapes of target boards [1], [2],
[9], [3], [4]. A widely used target is a planar chessboard, and
the correspondences of the plane and lines of the board are
extracted with at least three different poses [10], [11] or at
least one pose [12]. Other target shapes, such as circular [1],
[2], trihedral [13] and 3D cubic [4], have been introduced.
These previous works required multiple target surfaces or a
target at different poses for higher accuracy, which may not be
practical in the automotive or mobility manufacturing process.
In contrast, this paper uses only one planar target at one fixed
pose to estimate the pose between the LiDAR and the target
frame.
Additionally, the relative alignment of a LiDAR from a
reference 3D object can be estimated by using a point cloud
registration. Minimizing the errors between the measured
point cloud and the reference points can be derived by using
ICP (Iterative Closed Point) algorithms [5], [14], generalized
ICP algorithms [6], [15], and NDT (Normal Distributions
Transform) algorithms [16]. However, these methods require
processing a large amount of point cloud data iteratively, which
introduces a significant calculation load. There are studies
that attempt to accelerated ICP for LiDAR processing such
as using a variant of nearest neighbor and local search [17]
and weighted parallel iterative closed point with interpolation
[18]. Our paper efficiently extracts only a few 3D points to
estimate the alignment that makes a lightweight algorithm to
be realized on a typical industry computer.
There are several studies that have estimated the pose of
an object using sparse beam points. The three-beam detection
system was proposed to estimate the 6D pose of a dynamic
object using three laser beam points and a camera [19], [20],
[21]. That system was composed of three laser distance sensors
with 640 nm beam spots, which were detectable by an RGB
camera and were shown to achieve a measurement accuracy
within the sub-degree and millimeter level. Another system
consisting of two 2D laser scanners perpendicular to each other
used four beam points, one on each edge of a rectangular
object such as a container ship, to track the dynamic pose
[22]. These studies used cameras and did not utilize LiDAR,
but showed that 6-DOF pose of an object could be tracked by
using only a few laser beam points.
Inspired by the aforementioned works, this paper proposes
an algorithm for estimating the pose of a LiDAR frame with
respect to the target frame using only four beam points, which
are the closest points to each target corner. Unlike previous
works, this paper uses only the 3D LiDAR for static pose
estimation and proposes a method to extract the feature points
and preprocess them to minimize the effect of high-level depth
measurement noise.
III. SENSOR MISALIGNMENT ESTIMATION
The proposed algorithm can estimate the 6-DOF alignment,
three orientations, and three positions of the LiDAR on a
vehicle or robot . However, this paper is focused on evaluating
the estimation accuracy of the orientations and the horizontal
position of a LiDAR installation, which are critical alignments
in terms of safety. The vertical position of a LiDAR can be
varied depending on the vehicles, and the distance measure-
ment of the target board is not necessary for calibration. An
overview for estimating the yaw and tilt angles is described
in Fig. 1.
A. Preprocessing and Feature Point Extraction
One scan of a LiDAR gathers a vast number of 3D points.
The preprocessing is conducted to segments the region of
interest (ROI) of the target to reduce the overall computational
load. Since the flat surface of the target stands out clearly
from the background data, as shown in Fig. 2, the Euclidean
clustering algorithm is applied to detect and segment the target
3Fig. 1. Overview of Proposed Algorithm
Fig. 2. ROI segmented from one scan of LiDAR point cloud. The feature
beam points are segmented from the beam points that are projected on the
fitted plane
surface automatically. The clustering algorithm groups 3D
points that have close Euclidean distances among one another.
From the clustering candidates, the ROI is selected based on
the conditions of the average distance, the number of points,
and the average beam reflectivity values.
After segmenting the point cloud data on the target surface,
the plane model of the target is estimated. A plane model
can be expressed by a normal vector, n = [a,b, c]T, and a
distance d such that for a point on the surface, p = [x,y, z]T.
The plane model can be estimated using the least-square
method, but it may not give the optimal estimation because
the point cloud data contains outliers and high depth noise
(approximately 14 mm 1σ). Thus, this study applied a random
sample consensus (RANSAC)-based plane fitting algorithm,
which can effectively remove outliers in the LiDAR point
cloud.
The RANSAC plane fitting method is composed of two
stages: hypothesis and verification. For the hypothesis, the
method randomly selects 3 data points and estimates the plane
normal vector. The distance error of all the data points from
the estimated plane model is calculated. Then, it verifies the
hypothesis by counting inliers that satisfy the threshold of the
distance error. After some iterations, it determines the best-fit
plane model that has the highest number of inlier data.
B. Alignment Estimation
The coordinate frame of the target board and the LiDAR
are defined in Fig. 3. The positions of the beam points are
measured in terms of azimuth (α), vertical angle (ω), and
range (r). The azimuth and vertical angle are positive in the
clockwise and upward directions, respectively. The position of
the beam points can be converted to the Cartesian coordinate
system of the LiDAR. (L) with the following equation:
LP =
 xLyL
zL
 = r
 cosω sinαcosω cosα
sinα
 (1)
where the Z-axis is the vertical axis, the Y-axis is the distance
axis, and the X-axis is the horizontal axis. Note that there can
be some offset added to ZL depending on the relative position
of each laser diode from the optical center.
The purpose of the proposed algorithm is to estimate the
relative rotation and translation of the LiDAR sensor body
with respect to the reference target board. Thus, the whole
system is configured with two Cartesian coordinate frames of
the target board (O) and the LiDAR body (L), as described in
Fig. 3.
As shown in Fig.3, the coordinate frame of the target (O) is
located at the geometric center of the board surface, and the
coordinate frame L is positioned at the optical center of the
LiDAR.
The aim or yaw angle (θ) is defined as the pointing angle
with respect to the vertical axis (y-axis). The yaw misalign-
ment generates a false relative horizontal (x-axis) and distance
(y-axis) position of the obstacle. The tilt misalignment (φ),
which is the angle offset pointing upward or downward from
the nominal orientation, causes a false vertical (z-axis) and
distance position of the obstacle. The roll misalignment (ψ),
4Fig. 3. Coordinate frame of target board and the LiDAR
which is the rotation with respect to the pointing direction (y-
axis), can cause errors in the horizontal and vertical positions
of an obstacle.
The 6-DOF poses of the LiDAR sensor from the target
board can be estimated by solving for the transformation
matrix OLM(φ, θ, ψ,∆x,∆y,∆z). It describes the geometric
relationship of the coordinate frame (L) from the coordinate
frame of (O) and is an augmented matrix of the rotation
matrix (OLR) and the translation vector (
O
LT). The rotation
matrix is expressed in Euler angles with the convention of
O
LR = Rz(φ)Ry(θ)Rx(ψ).
The transformation matrix OLM can be solved by using the
positions of four corner points (Opi) and the corresponding
LiDAR beam points (Lpi) with the relationship of
OP = OLM
LP = [OLR|OLT]LP (2)
.
The matrix (OP) is composed of the corner points of (Opi)
for i=1 to 4, which are known values in terms of the target
dimension of W(mm) by H(mm) as
OP =
 −W/2 W/2 −W/2 W/20 0 0 0
H/2 H/2 −H/2 −H/2
 (3)
.
The matrix (LP) is composed of the corresponding beam
points that are the closest to each corner (Lpi) for i=1 to 4.
Due to the low resolution of the LiDAR, they are not the exact
match of the target corners and have the uncertainty bound
shown in Fig. 4.
With the measurements of the feature beam points, the
six pose variables can be estimated by minimizing the cost
function F (β), where β is the 6-dimensional vector composed
of translation and rotation components as
F(β) =
1
2
∑∥∥OP− [OLR|OLT]LP∥∥
β = (φ, θ, ψ,∆x,∆y,∆z)
The cost function vector F (β) is composed of four subfunc-
tions, one for each feature point as F(β) = [F1;F2;F3;F4],
where F (β)i is defined in Eq. [?].
Fig. 4. The position error between corners to feature beam points
The optimal solution of the pose variables, β∗, is the
minimum point of the cost function obtained from applying a
nonlinear least square optimization method. This paper used
the LevenbergMarquardt algorithm to solve for the optimal
pose variables β∗ by iteratively estimating the optimal β∗.
β∗ = arg min
β
F(β) (5)
β∗ = β − η(JTJ+ λdiag(J))−1JTF(β)) (6)
where J is the Jacobian matrix for cost function F, a constant
η=0.02, and the varying tuning rate λ is initially set at 0.3.
IV. SIMULATION
The closeness of the feature beam points to the actual target
corners is related to the vertical and azimuth angular resolu-
tions of the LiDAR system. The lower the angular resolutions
are, the higher the resulting alignment error. Additionally, the
noise and offset of depth measurement are other factors that
cause alignment estimation errors, especially for yaw and tilt
angles. Therefore, in this section, simulations are conducted
to analyze the level of precision and accuracy of the proposed
algorithm with the given sensor specification (Velodyne VLP-
16)
A. Analysis of LiDAR resolution and noise
The measurements of the feature beam points are con-
taminated by angular resolution uncertainty (δαδω), depth
measurement noise () and offset (∆r). Thus, the converted
positions in the Cartesian coordinate also contain the measure-
ment uncertainty as
Lp̂i = (ri + ε)
 cos(αi + δα) sin(ωi + δω)cos(αi + δα) cos(ωi + δω)
sin(αi + δα)
 (7)
5F (β)i =
 OP1,i + ri(cαicωi)(cψsφ− cφsψsθ)− ri(sαi)(sψsφ+ cψcφsθ)− ri(cαisωi)(cθcφ)−∆xri(sαi)(cφsψ − cψsθsφ)− ri(cαicωi)(cψcφ+ sψsθsφ)− ri(cαisωi)cθsφ−∆y
OP3,i + ri(cαisωi)sθ − ri(sαi)cψcθ − ri(cαicωi)cθsψ −∆z
 (4)
According to the Velodyne VLP-16 datasheet, the vertical
angle resolution (δω) is 2 degrees, the azimuth angle resolution
(δα) is 0.2 degrees, and the range measurement noise ( ∼
N(∆r, σ2)) is up to 14 mm (1σ) with an offset (∆r) up to
5 millimeters. With this specification, the horizontal distance
between the two consecutive beam points in the same vertical
channel is approximately 9 mm, and the vertical gap between
the two beam channels is approximately 90 mm when the
target board is placed 2.5 meters from the sensor.
Additionally, the spinning speed fluctuation is within 3 rpm,
which slightly varies the positions of the feature beams for
each scan. The azimuth angle of a feature point beam varies
within 0.2 degrees, which can result in an X-axis translation
error as high as 9 mm. A simple calculation shows that a depth
measurement noise of 30 mm can cause up to 2 degrees of
error in yaw angle estimation when the target is 1 meter wide
and placed 2.5 meters away. To minimize the effect of the
high noise of LiDAR, this paper proposes preprocessing that
projects the feature beams on the best-fit plane estimated from
the point cloud data in the ROI region.
B. Simulation result
A Monte Carlo simulation is applied to evaluate the preci-
sion and accuracy of the proposed estimation algorithm based
on the sensor specification. The measurement uncertainty due
to the angular resolution and depth measurement is applied as
described in the previous section. The width and height of the
target board are set to be 900 mm and 540 mm, respectively.
The initial position of the target board is configured to be 2.5
meters and 0.7 meters in the y-axis and x-axis directions of
the target board frame, respectively. First, the yaw estimation
is evaluated by giving a reference yaw angle from -3 to 3
degrees with a step of 0.5 degrees. As shown in Fig. 5, the
yaw estimation has an offset of approximately 0.05 degrees
and a precision of 0.09 degrees. A similar simulation is
conducted for x-position estimation within a range of -30 to 30
millimeters. It shows that the estimation has accuracy within
an average error of 1.2 mm and a precision of 6.4 mm, as
shown in Fig. 6.
The final simulation is conducted with random orientations
for all angles within 3 degrees, and horizontal displacement
within 30 mm from the initial pose is configured. For each
pose, 50 scans are used to calculate the mean and standard
deviation for that specific pose. The overall accuracy and
precision are then evaluated by averaging the results for each
pose.
As summarized in Table I, the proposed method has an
estimation performance of precision and accuracy within 0.3
degrees and 5 mm in the configured motion bound.
The roll estimation shows the highest error among the
orientations. This is because the roll error mainly depends on
the position deviation of feature beam points from the corners,
Fig. 5. Simulation for accuracy and precision of yaw angle estimation for
reference angle from -3 to 3 degrees
TABLE I
SIMULATION RESULT OF ALIGNMENT ESTIMATION
Estimation Tilt (◦) Roll (◦) Yaw (◦) ∆X(mm)
Accuracy 0.01 0.28 0.04 1.1
Precision 0.15 0.20 0.1 4.8
which are the X-axis and Z-axis positions of the beam points.
If the LiDAR has a higher angular resolution that can reduce
the uncertainty of feature beam positions, then the error in the
roll estimation can be reduced.
Additionally, the tilt angle shows a lower precision than
the yaw estimation due to the low vertical resolution of
the LiDAR. The tilt estimation is dependent on the vertical
position uncertainty of the feature beams from the actual
corners. Thus, a higher vertical resolution of beams lowers
the position uncertainty, which can improve the tilt estimation
accuracy.
V. EXPERIMENT
A test bench was designed to evaluate the accuracy and
precision of the proposed alignment system. The test bench is
composed of two parts: a target board module and a sensor
control module.
6Fig. 6. Simulation for accuracy and precision of X-axis position for reference
displacement from -30 to 30 millimeters
Fig. 7. Simulation for accuracy and precision of random orientations and
displacement
A. Target board module
The target board is built with a rigid flat aluminum board
with dimensions of 0.9 m width and 0.54 m height. The center
of the board is positioned 0.5 m from the ground facing the
sensor control module, which is placed at a 2.5 m distance.
The base for the target has four castor wheels that can adjust
the hardware height on an uneven floor.
The coordinate frame of the target board (O) is set at the
geometric center of the board with a positive X-axis to the
right side and a negative Y-axis in the direction toward the
sensor module
1) Sensor Control Module: The sensor control module is
composed of the LiDAR, a linear motor stage, a rotation motor
stage, and a motor controller. The LiDAR is installed on the
rotation stage, which is placed on top of the linear motor stage.
The rotation stage can control the yaw angle of the LiDAR
Fig. 8. Experiment test bench with a LiDAR on rotation stage
with a subdegree level of precision, and the linear stage can
control the x-position of the sensor with an accuracy of 0.01
mm. The reference yaw angle and the x-position of the LiDAR
are controlled by the motor controller based on Arduino Mega.
The base of the sensor control module is firmly connected
to the target module with two long aluminum profile beams
such that the relative position between the two modules is 2.5
meters in the Y-direction and -0.7 meters in the X-direction.
B. Experiment Results
For the first test, a reference yaw rotation of the LiDAR is
controlled from -10 to 10 degrees, and the alignment angles
are estimated from 100 scans. Throughout the test, the tilt
and roll of the LiDAR are set at a constant value because the
motor stage is limited to rotating only in the yaw direction.
The estimation errors for each angle are plotted in Fig. 9 and
10. The results show that the error mean and precision for yaw
estimation is less than 0.1 degrees. The tilt and roll estimation
show a higher error up to 0.2 degrees, as expected from the
simulation.
For the second test, only the x-position of LiDAR is varied
from -30 mm to 30 mm from the initial position. As shown in
Fig. 11, the algorithm is able to track the displacement with an
error of less than 5 mm for accuracy and precision. While the
position of the LiDAR is changed, the orientation estimation
is maintained within 0.1 degrees for yaw and 0.2 degrees for
tilt and roll, as shown in Fig. 12
7Fig. 9. Accuracy and precision of yaw angle estimation for reference angle
from -10 to 10 degrees
TABLE II
EXPERIMENT RESULT OF ALIGNMENT ESTIMATION
Estimation Tilt (◦) Roll (◦) Yaw (◦) ∆X(mm)
Accuracy 0.08 0.06 0.03 2.62
Precision 0.12 0.16 0.06 3.5
More tests were conducted by varying the yaw and hor-
izontal displacement of LiDAR in combination. The overall
accuracy and precision are summarized in Table II and Fig. 13.
The results confirm that the proposed algorithm can estimate
the sensor alignment orientation with an average accuracy and
precision of less than 0.2 degrees. Additionally, the horizontal
position of the sensor can be estimated with an average
precision of 3 mm.
Alignment estimation with subdegree accuracy has high
performance compared to previous research and for most
practical applications. If the LiDAR is replaced with a higher
resolution model, then the proposed algorithm can provide a
higher level of performance for sensor alignment inspection.
VI. CONCLUSION
This paper proposed a novel inspection system for esti-
mating LiDAR misalignment after sensor attachment on a
mobility body frame such as a vehicle, drone, or robot. The
proposed system uses only one target board at the fixed
position and does not require any other sensor, such as a
camera, which makes it simple to install and use for practical
industrial applications. The orientation and position of the
Fig. 10. Accuracy and precision of tilt and roll estimation for reference angle
from -10 to 10 degrees
Fig. 11. Accuracy and precision of X-position estimation
8Fig. 12. Accuracy and precision of orientation for reference translation from
-30 to 30 mm
Fig. 13. Accuracy and precision of orientation for reference translation from
-30 to 30 mm
LiDAR body with respect to the target board and the mobility
body frame can be estimated by using four corners of the
rectangular target board and the corresponding laser beam
points. Using only a few points instead of the whole point
cloud helps the algorithm estimate the sensor alignment in
real time, requiring approximately 60 ms for one pose from
a LiDAR scan. Simulations and experimental results showed
that the proposed system could estimate the alignment of a
low-resolution 16 channel LiDAR with an error lower than 0.2
degrees for orientations and 4 mm for the horizontal position.
The proposed algorithm shows a higher performance level if
the applied LiDAR has a higher angular resolution.
However, due to the complexity of the test-bench design,
this study was limited in controlling the reference yaw and
horizontal position for the experiment. Therefore, an advanced
test bench with a 3-DOF rotation motor stage should be de-
signed to investigate each orientation of the LiDAR alignment
in future work. Additionally, the algorithm should be improved
to reduce the estimation error by applying more advanced
filters and combinations with other sensors.
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