Abstract
Introduction
For building a semantic perceptron grid, semantic spotting must be exactly achieved to form basic semantic grid nodes. In this paper, we propose a hierarchical semantic perceptron grid architecture based neural network ( 
SPGN). It uses context at the lower layer to select the exact meaning of key words, and employs a combination of context, co-occurrence statistics and thesaurus to group the distributed but semantically related words within a semantic to form basic semantic nodes. For finding solution to semantic spotting problem, we has formulated it, and proposed a semantic neural network classifier frame (SNNC).
Experiments on 20000 data sets demonstrate that the SNNC is able to capture the semantics, and it performs well on semantic spotting task.
Problem description and theoretical framework
Semantic spotting, and its related problem of text categorization, has been a hot area of research. A large number of techniques have been proposed to tackle the problem, including: regression model, nearest neighbor classification, Bayesian probabilistic model, decision tree, inductive rule learning, on-line learning, and, support vector machine (Yang & Liu, 1999; Tzeras & Hartmann, 1993) [1] , [2] , [3] .
Fig. 1. Semantic spotting theoretical framework model
Most of these methods are word-based and consider only the relationships between the features and semantics, but not the relationships among features [4] , [5] . Semantic spotting theoretical framework model is shown in Fig. 1 . The model has two basic components: gating networks and expert networks. The gating networks, located at the intermediate level nodes of the tree, receive the input x (m) (a vector x of m input features representing a document) and produce scalar output that weights the contribution of the child networks. The expert networks, located at the leaf nodes, receive the input x (m) to produce an estimate of the output. The input is first presented to the experts that generate an output, then the output of the experts are combined by the second level gates, generating a new output. Finally the outputs of the second level gates are combined by the root gate to produce the appropriate result y (n) (a vector y of n components where n is the number of outputs). The nodes in the tree represent the convex sum of the output of the child nodes which is computed as y (n) = j gj y j (n) where gj is the output of the gate and y j (n) is the output of the corresponding child node. All the networks in the tree are linear (perceptrons). The expert network produces Where l is the number of child nodes of the gating network, and the intermediate variable i is defined as:
Where v i is a weight vector and T is the transpose operation. The g i s are positive and sum to one for each x. They can be interpreted as providing a "soft" partitioning of the input space. The output vector at each nonterminal node of the tree is the weighted sum of the output of the children below that nonterminal. For example, the output at the ith nonterminal in the second layer of the two-level tree in fig.1 . is:
Where j =1, . . . , l, l is the number of child nodes connected to the gate, y i.j (n) is the output of expert j which is a child of gate i, and g i.j is the jth output of the gate i. Note that since both the g's and the y's depend on the input x, the output is a nonlinear function of the input. The theoretical framework model is very flexible. One may choose a function f (Eq.1.) for the gate and expert decision modules that is appropriate for the application.
In our model, given a binary function a gate is trained to yield a value of 1 if the example document is categorized with any of its descendent concepts. During testing, the categorization task starts at the root node and its gate decides whether the most general concept is present in the document. If this is true, then all the second level nodes make their decisions and the process repeats until it reaches the leaf nodes. To give a statistical interpretation of our model we define Z 1 , . . . , Z j as the path of gates from the root node to the gate j that is the parent of an expert k that assigns category k. Let x (m) be the input features that represent a document, and y (n) the output vector of the categories assigned to the document. The probabilistic interpretation of our hierarchical model is as Eq. 5.
Hierarchical semantic perceptron grid based neural network
We approach the problem in stages. First we focused our attention on the gating networks. We used experts with 25 input features and 50 nodes in the hidden layers. We then explored 5, 10, 25, 50, 100, and 150 input features for the gating networks with hidden layer that had twice the number of input nodes. We also tried all three different feature selection methods (Mutual Information, Odds Ratio and Correlation Coefficient). [6] [7] ( 1 1 ) ( 1 2 ) ( average and micro average. The macro average weights equally all the classes, regardless of how many documents belong to it. The micro average weights equally all the documents, thus favoring the performance on common classes.
Performance measures

Implement and Experiment Results
We summarize here the steps followed in the preparation of the experiments, and the results therein.
Preparing the data:
A list of 571 stop-words were removed from the document collection. A standard stemming algorithm was also used.
Vectorization and weighting:
The resulting documents were represented as vectors, using TF × IDF weighting.
Network architecture:
We tried networks with 500, 1000 and 2000 input features. The network has 100 output units, one for each class. 4. Training: We generated 5 cross-validation sets with a number of random documents each. As a rule of thumb, it is common to use 5-10% of the training set, we tried using 500 and 1000 documents, the smaller cross-validation set resulted in better performance. The learning rate (η ) was reduced when the error found a minimum on the cross-validation set. In 
Conclusion
In this paper, we have proposed a hierarchical semantic perceptron grid architecture based neural network, we has formulated the semantic spotting problem, and we has proposed a semantic neural network classifier frame. The experiment results of this scenario were presented, to evaluate the effectiveness of this scenario, we compare this scenario with the SVM, NNet, KNN and NB, these average experimental results of the scenario are obviously superior to other conventional approaches. Future work includes trying these methods on new data sets, we are particularly interested in the classification of documents in other languages, other neural network schemes should also be tested.
