This paper presents some computational properties of the Rank-Distance, a measure of similarity between partial rankings. We show how this distance generalizes the Spearman footrule distance, preserving its good computational complexity: the Rank-Distance between two partial rankings can be computed in linear time, and the rank aggregation problem can be solved in polynomial time. Further, we present a generalization of the Rank-Distance to strings, which permits to solve the median string problem in polynomial time. This appears rather surprising to us given the fact that for non-trivial string distances, such as Edit-Distance, this problem is NP-Hard.
Introduction
A ranking is an ordered list of objects. Every ranking can be viewed as being produced by applying an ordering criterion to a given set of objects. The situation of ordering several objects, and, consequently, obtaining a ranking is encountered in many situations: an electoral process, where the ordering criterion between the candidates is straightforward, a football tournament, where the criterion is the number of points obtained by each team at the end of the tournament, etc. In all the above situations, the ordering criterion is unique. However, this is not the general case; to support this we mention situations like selecting documents based on multiple criteria, building search engines for the WEB [7] , finding the author of a given text [5] . In most of such cases, the widely applied scenario is the following: first, objects under consideration are ordered according to several different given criteria and second, one looks for a ranking that is as close as possible to -or, in a broader sense, combines -the rankings obtained in the first step. This is a typical instance of the so-called: rank aggregation problem.
Our approach to solve this problem is based on computing the desired ranking using distance (or similarity) measures between rankings. The outline of this approach is simple: first, we are given the rankings which are to be combined, provided by the initial criteria (note that some of these rankings can be identical, hence we actually deal with a multiset of rankings). Second, we define a distance between a pair of rankings, and finally, the ranking that minimizes the sum of the distances from this ranking to all the given rankings is returned as the output of the rank aggregation problem. This ranking is called an aggregation of the multiset of initial rankings. If the problem is viewed from a geometric (in a very loose sense) point of view, the aggregation of a multiset of rankings can be seen as the geometrical median of that set; this is the reason for which the aggregations are also called median rankings.
Two questions are to be address in the approach we presented above: how to define the distance between rankings, and, what algorithm is applied to compute efficiently the aggregation? The rest of the paper presents possible answers to these two questions. In the next section we present the most popular distance measures for rankings, then we define a new distance between rankings (by generalizing a classical one, namely the Spearman footrule). Afterwards, we propose an algorithm for computing the aggregation of a multiset of rankings, and discuss its complexity. Further, we describe how this distance can be extended to strings, and how the rank aggregation problem is transformed into the median string problem.
Preliminaries

Rankings and Distances
We present the most important facts on rankings and distances between rankings following [7] .
Let U be a finite set of objects, called universe; we may assume, without loss of generality, that U = {1, 2, . . . , |U |} (where |U | denotes the cardinality of U ). A ranking over U is an ordered list:
and > is a strict ordering relation on {x 1 , . . . , x d }, which was called an ordering criterion in the Introduction. For a given object i ∈ U present in τ , τ (i) represents the position (or rank) of i in τ . Note that the highly ranked objects have lower positions in τ .
If the ranking τ contains all the elements of U , than it is called a full list (ranking). However, there are situations (see [7] for examples) when some objects cannot be ranked by a given criterion; if τ contains only a subset of elements from the unverse U , then, τ is called a partial list (ranking) . Sometimes, we denote the set of elements in the list τ by the same symbol τ as the list itself.
Usually, distance measures between rankings are defined for full lists. In this setting, the most used measures are (see, e.g., [3] ): the Spearman footrule distance and the Kendall tau distance.
The first one, the Spearman footrule distance between two given rankings σ and τ , is defined as the sum, overall the objects i ∈ U , of the absolute differences between the ranks of i with respect to the two full lists. Formally, the Spearman footrule distance between σ and τ is:
The second one, the Kendall tau distance between the full lists σ and τ , is given by the number of pairwise adjacent transpositions needed to transform one list into another. This is the reason for which this distance is called bubble sort distance. Also, this distance can be seen as the number of pairwise disagreements between the two rankings. Hence, the formal definition for the Kendall tau distance is:
Both functions above are metrics and can be canonically extended to measure distances between one ranking and a multiset of rankings. Given a ranking σ and the multiset T = {τ 1 , . . . , τ k } one can define the Spearman footrule distance of σ to T as
In the same way one can extend the Kendall tau distance.
A problem arises when one tries to apply the distances above to partial lists: in the most cases the newly defined functions do not preserve the property of being a metric function (as it is shown in [7] ). In what follows we present an extension of the Spearman footrule distance to partial lists, called RankDistance (introduced in [5] ), that is still a distance function.
A few preliminary notations are needed first. Let σ = (x 1 > x 2 > . . . > x n ) be a partial ranking over U ; we say that n is the length of σ. For an element x ∈ U ∩ σ we define the order of the object x in the ranking σ by ord(σ,
Definition 1 Given two partial rankings σ and τ over the same universe, we define the Rank-Distance between them as:
Since for all x ∈ U \ (σ ∪ τ ) we have ord(x, σ) = ord(x, τ ) = 0, the following equalities hold:
The following theorem is proved in [5] :
It is easy to note that the Rank-Distance is an extension of the Spearmanfootrule distance, as we have announced. Indeed, if we measure the RankDistance between two full rankings σ and τ we have:
Note that Rank-Distance can be extended to compute the distance of one ranking to a multiset of rankings in the same way as in the case of the Spearman footrule distance. Some more theoretical results on the Rank-Distance are presented in [5] . As far as practical aspects of the Rank-Distance are concerned, it was applied to measure the similarities between romance languages with good results ( [6] ).
One may be concerned in the motivation for the use of objects order in a ranking, instead of the rank itself. This motivation comes from two directions. First, we consider that the distance between two rankings should be greater if they differ from each other at their top (on the high ranked objects), since in many applications the low ranked objects are neglected; consequently the objects with high ranks should have a greater impact. Second, the length of the rankings is also important: if a ranking is longer we consider that the criterion which produced it performed a more profound analyze of the objects, hence, it is more reliable than another criterion that produced a shorter ranking. Consequently, although, for example, two rankings of different length may have the same object on the first position, there is a difference between that object's orders, and, this difference should be reflected in the total distance.
We present a few considerations on the measures presented above from another point of view, namely the time complexity needed to compute the distance between two rankings. In the case of the Kendall tau distance the complexity is O(n log n), while in the case of the Spearman footrule distance this time is linear (see [7] ). Finally, in the case of the Rank-Distance, the time needed to compute the distance between two partial rankings over an universe U is linear in the cardinality of U . This time bound is achieved by implementing both rankings as arrays, indexed by the objects of the universe, that memorize the order of a given object in each of the rankings; then, we compute the sum of the absolute differences between the values in the two arrays, for each object in the universe.
Rank Aggregation
As we have informally explained in the introduction, an aggregation for a multiset of (partial) rankings {τ 1 , . . . , τ k } is a (partial) ranking σ such that the distance D(σ, {τ 1 , . . . , τ k }) is minimal, where D is a distance function for rankings. In the following we will discuss the cases when D ∈ {K, F, ∆}. Note that in any of these cases there may exist more than one aggregation.
As we did in the last section, we first present the aggregation method for the distances between full rankings. Probably the most important aggregation method is that based on the Kendall tau distance K. As stated in [7] , the aggregations obtained using this distance function, called Kemeni optimal aggregations, are the only ones that verify simultaneously some important properties like: neutrality, consistency and the Condorcet property [15] . Also, the Kemeni optimal aggregation has a maximum likelihood interpretation. Suppose that all the rankings τ 1 , . . . , τ k are noisy versions of the same ranking σ, e.g. they have been obtained from σ by swapping two elements with probability less than 1/2. A Kemeni optimal aggregation of these rankings is, in this setting, one (not necessary unique) that is most likely to have produced them. However, the Kemeni optimal aggregation has a major drawback: computing such an aggregation is an NP-Hard problem, even in the simple case when we have only 4 rankings to combine (see [7] for the proof).
However, there exists a strong connection between the Kemeni optimal aggregation and the aggregation based on the Spearman footrule (called footrule aggregation), as it was proved in [7] , using previous results from [4] :
If σ is a Kemeni optimal aggregation for the multiset of rankings {τ 1 , . . . , τ k }, and σ is a footrule aggregation for the same multiset, then:
This result is interesting if we note that the footrule aggregation can be computed in polynomial time [7] . Consequently, we can avoid the difficult task of computing the Kemeni optimal aggregation, by approximating this aggregation with the footrule aggregation. This proves the usefulness of the Spearman footrule distance in the case of full rankings aggregation problem.
Since the Rank-Distance is a generalization of the Spearman-footrule distance to partial rankings, that remains a metric, the above results seem to provide a good motivation in investigating the Rank-Distance aggregations.
Definition 4 Let T be the multiset of rankings {τ 1 , . . . , τ k }. A Rank-Distance aggregation (RDA) of this multiset is a ranking σ, over the same universe as the rankings in T , that minimizes ∆(σ, T ). We denote the set of RD aggregations of T by agr(T ).
Any partial ranking σ of length t that minimizes (considering all the rankings of length t in T ) ∆(σ, T ) is said to be a t-aggregation of T . It is not hard to observe that a t-aggregation is an RDA iff the distance of that t-aggregation to T is minimal considering all the values for t. Also, if a t-aggregation is in agr(T ), then all the t-aggregations are in agr(T ). These two observations prove that agr(T ) contains the t-aggregations that minimize the distance to T , over all t. The following example is helpful in the understanding of the above notions:
Example 5 Let T be the multiset of rankings:
The objects universe is: U = {1, 2, 3, 4}. We have:
Note that in the case of partial rankings, the set of aggregations may contain rankings of different length: in our case it contains all the 3 and 4-aggregations. The 1 and 2-aggregations are at a greater distance from T than any of the 3 or 4-aggregations, hence they are not included in agr(T ). [5] , are: Paretto optimality, reasonability, stability, loyality, invertibility and free-order (for definitions see [2] , [5] ).
Second, the set of aggregations is not necessarily a subset of the set of initial rankings. This property is known as "the absence of a dictator", and it is one of the rationality conditions of an aggregation method ([2]). Other rationality conditions verified by the Rank-Distance, as it is shown in
In the following we will present a solution for the rank aggregation problem, using Rank-Distance as a similarity measure. Note that our solution outputs all the members of agr(T ).
Rank Aggregation Problem
Suppose that we want to compute the aggregations for the multiset of rankings T = {τ 1 , . . . , τ k }, over the universe of objects: U = {1, 2, . . . , n}. We define the n dimensional quadratic matrices D (t) , 1 ≤ t ≤ n with positive integer elements in the following way:
Let π = (i 1 > . . . > i t ) be a ranking of length t, and, suppose that i t+1 , . . . , i n are the objects of U not ranked by π (meaning that ord(π, i j ) = 0, ∀j > t). The following equalities hold:
Hence, the distance of π to the multiset T is ∆(π,
The above equality is useful to find a t-aggregation: we search for a permutation (i 1 , . . . , i n ) of U , such that E = j=1,n D (t) (i j , j) is minimal; once we find such a permutation, we can provide a t-aggregation which is (i 1 > i 2 > . . . > i t ). In order to find all the t-aggregation we search for all the permutations that minimize the expression E.
The next natural step is to find the Rank-Distance aggregations, by selecting from the t-aggregations, for all values of t, those that minimize the distance to the multiset T . The following algorithm summarizes this approach: However, there are still some facts to be clarified in this algorithm: what algorithmic method should be applied to compute one t-aggregation in step 2 (or, as we have shown above to compute a permutation of U that minimizes the above expression E) and what algorithmic method outputs all the t-aggregations in step 5? In the following section we give the details for both these questions.
A Combinatorial Problem
As one can see, in the above considerations we have transformed the problem of finding a t-aggregation, for all t, into the following combinatorial problem, known as the Assignment Problem:
. . , n}, compute the set:
The classical solution for this problem is the Hungarian Algorithm, proposed by Khun ( [10] ). Another solution is to reformulate this problem in a graph theory framework: Problem 6 is equivalent to that of finding a minimum weighted perfect matching in a complete bipartite graph (see [12] ). A solution for this problem (as described in [1] ) has the time complexity O(n 3 ).
The solution based on bipartite graphs has a great advantage: it can be extended (see [12] ) to the computation of all the solutions for our problem. An algorithm that solves this problem is presented in [8] (or a in a more general setting in [12] ), and has the time complexity: O((2x + 2)n 4 ), if the problem has x solutions.
Returning now to the original problem, that of finding the t-aggregations, we can clarify the two points, namely 2 and 5, of the Algorithm 1:
• The computation of a t-aggregation is equivalent to solving the Assignment Problem, and, also, to the computation of a minimal weighted perfect matching in a bipartite graph. Hence, the time complexity of finding a t-aggregation for a multiset of rankings over an universe of cardinality n is: O(n 3 ) • The computation all the t-aggregations is equivalent to the finding of all the minimum weighted perfect matchings in a bipartite graph. The time complexity of an algorithm that outputs all the t-aggregations of a multiset of rankings is O((2x + 2)n 4 ), where x is the number of such t-aggregations. Note that the constant factor of the upper bound for these algorithms is the same for all the values of t. Finally, to obtain the overall time complexity of the computation of agr(T ), we should simply add the time needed to compute all the t-aggregations that are at minimum distance from T .
To conclude with, the Algorithm 1 outputs all the aggregations of a given multiset of rankings over an universe of cardinality n, having the time complexity: O((2x+2T )n 4 ), where x is the total number of aggregations, and T is the number of different values of t for which the condition in step 4 holds. Since T ≤ n, a less precise aproximation of the time bound would be: O((2x + 2n)n 4 ). Algorithm 1 can be simplified easily to output a single aggregation: we replace the last two steps with a single step that searches a t such that the t-aggregations are at minimum distance from T , and outputs such a t-aggregation; the time complexity of this variant of Algorithm 1 is: O(n 4 ).
An Application of Rank-Distance for Strings
Until now we have proved that the Rank-Distance is a generalization of a useful distance between rankings, the Spearman footrule distance, that preserves the property of being a metric, and has good computational properties: the distance between two rankings can be computed in linear time, and the aggregation for a multiset of rankings can be computed by a polynomial time algorithm.
In this section we modify the Rank-Distance in order to make it measure the distance between strings. We can motivate this approach by the observation in [13] regarding natural languages: the most important information in a lexical unit is carried in its first part; thus, the distance between two strings should be influenced in a greater measure by the differences on their first positions.
The following observation is immediate: if a string does not contain any identical symbols, it can be transformed canonically into a ranking (the rank of each symbol is its position in the string); also, each ranking can be viewed as a string, over an alphabet equal to the ranked objects universe. The next definition helps us transforming strings that have identical symbols into rankings.
Definition 7
Let w ∈ V * , w = a 1 . . . a n . We define the extension to rankings of w,w = a 1,i (1) . . . a n,i(n) , where i(j) = |a 1 . . . a j | a j and a j,i(j) are copies of a j , for all j = 1, . . . n.
For example, if w
It is important to observe that givenw we can obtain w by simply deleting all the indexes. Note that the transformation of a string into a ranking can be done in linear time (by memorizing for each symbol, in an array, how many times it appears in the string). Now, we can extend Rank-Distance to strings in the following way:
Definition 8 For w 1 , w 2 ∈ V * , we define∆(w 1 , w 2 ) = ∆(w 1 ,w 2 ).
It is straightforward that∆ is a distance on V * . As we have shown in section 2.1, the computation of the Rank-Distance between two rankings can be computed in linear time depending on the cardinality of the objects universe. Now this universe has exactly |w 1 | + |w 2 | objects, thus, the Rank-Distance between w 1 and w 2 can be done in linear time according to the sum of their lengths.
The Rank Aggregation Problem is translated in this framework in another problem: that of finding the median string (see [9] ). The fact that w is a RDMS for the multiset of strings T = {w 1 , w 2 , . . . , w n } is equivalent with the fact thatw is a Rank-Distance aggregation for the multiset of rankingsT = {w 1 ,w 2 , . . . ,w n }. Consequently, the Algorithm 1, that solves the problem of computing a Rank-Distance aggregation, can be applied to solve the problem of computing the Rank-Distance median string: we transform the multiset of strings into a multiset of rankings, we compute its aggregations, and finally we re-transform these newly obtained rankings into strings by deleting the indexes. This algorithm was shown to be polynomial in the cardinality of the universe. When the distance is applied to strings, the universe will have at most w i ∈T |w i | objects. Thus, the algorithm that computes the Rank-Distance median string has a complexity polynomial in the sum of the lengths of the strings in T .
