ABSTRACT In this paper we propose a new type of receiver for underwater acoustic communication.
I. INTRODUCTION
The underwater acoustic channel is a challenging communication medium, due to its specific features such as absorption, reverberation, and multi-path. The performance of underwater acoustic communication system can be affected significantly by the variation of underwater acoustic channel in time and space. In particular, the multi-path propagation of acoustic signal results in severe inter-symbol-interference (ISI) that may spans hundreds of symbols. Channel equalization is greatly important in underwater acoustic communications to combat severe ISI. To deal with the severe ISI encountered in underwater acoustic channel, various equalization techniques have been developed [1] - [3] .
The turbo equalization (TEQ) technique, which iteratively updates the symbol detector and channel equalizer, has been shown to provide significant performance benefit even for severe ISI by exchanging soft information between the equalizer and the decoder [4] , [5] . Recently, such iterative schemes were applied to underwater communications in [6] - [8] . To cope with severe ISI in underwater communications with an acceptable complexity, especially under poor channel conditions, direct adaptive form of the turbo equalizer has been proposed in [5] and [9] . This direct-adaption form of turbo equalizer (DA-TEQ) does not need the aid of a channel estimator and converges rapidly via adaptive algorithm, and thus is attractive in underwater acoustic communications.
In [3] , decision feedback equalizer (DFE) has been applied to turbo receiver. However, conventional DFEs may suffer from error propagation when part of the past symbols are incorrectly detected. To mitigate the error propagation, Jeong and Moon [10] employs both normal and time-reversed equalization of the received data sequence. Two DFEs running in opposite directions are applied and the DFE outputs are combined to form the final results. Computer simulations show that it is very effective in mitigating error propagation. Balakrishnan and Johnson, Jr. [11] derived the optimal combing scheme of these two DFEs output. This technique is also called bidirectional equalization and has been investigated in underwater acoustic communication [8] , [12] . In this paper, the bidirectional DFE technique is applied to TEQ (called BTEQ) for a Singleinput-multiple-output (SIMO) system. The family of SIMO system has enjoyed popularity owing to its simplicity [13] .
In most existing underwater acoustic channel equalization research, the equalizer parameters are usually derived based on the minimum-mean-square-error (MMSE) principle. Compared with MSE, symbol error rate (SER) is a more fundamental performance measurement for communication systems. In [14] , the advantage of least symbol-error rate (LSER)-DFE for terrestrial wireless channels has been well illustrated. In [15] - [18] , LSER-DFE has been proposed and was applied to underwater acoustic channel equalization, and simulations show that it outperforms the MMSE based DFE. Duo to its performance gain, in this paper we couple the LSER-DFE with the turbo structure and then combine the time-reversal diversity as well as the spacial diversity.
In the proposed scheme, the adaptive LSER-DFE and channel decoder iteratively exchange soft information. Specifically, at the output of the bidirectional SIMO DFEs, the soft-input-soft-output (SISO) demapper computes extrinsic information of coded bits based on the equalized output from the DFEs. The soft information is delivered to the channel decoder that also computes soft information to feed back to the step size converter and mapper. The estimated symbol obtained from mapper then aids the operation of the DFEs and their adaptive coefficients update algorithm. Experiments in real underwater environment show that the proposed scheme improves the bit error rate (BER) performance significantly.
The rest of the paper is organized as follows. First, we introduce the considered problem model in Section II. Then, in Section III, we describe in detail the proposed receiver. Section IV and V provides some illustrative results of the proposed receiver, respectively with computer simulation and field experiments. Finally, conclusions are given in Section VI.
II. SYSTEM MODEL
In the transmitter side, the binary information sequence a = [a 0 , a 1 , · · · , a N −1 ] T that takes the value of 1 or 0 is encoded with a channel encoder, producing binary coded bits b. Without lost of generality, we consider convolutional code in this paper. The coded bits are interleaved to yield x, and then mapped to complex symbols sequence s = [s 0 , s 1 , · · · , s K −1 ] T via modulation. The obtained data symbols are then inserted with training sequence whose symbols are known to the receiver, modulated to carrier frequency, transmitted through underwater acoustic channels and finally received by an L-channel hydrophone array. In this paper, the inter-symbol interference (ISI) channel is modeled as a finite impulse response filter. After synchronization and sampling, the signal received at the l-th hydrophone can be expressed as
where 
III. ALGORITHM
In this section, we shall introduce the implementation details of the proposed LSER based turbo receiver.
A. LSER DECISION FEEDBACK EQUALIZER IN SIMO SYSTEM
The structure of the DFE for the applied SIMO system is depicted in Fig. 1 , where phase compensation and channel equalization are separately applied to the received signal of each hydrophone. Note in conventional SIMO model, the multiple channel outputs are stacked to produce a united output vector and the channel equalizer is applied to it [21] , [22] . However, underwater acoustic channels usually experience long channel responses and consequently require high-order channel equalizers. The conventional SIMO model equalization schemes may require very high-order channel equalizers (e.g., hundreds of taps) and lead to very slow convergence. Hence in the proposed scheme, the output of each hydrophone is individually phasecompensated and equalized, and then the equalizer outputs are combined with an equal-gain combing scheme. Note in hardware implementation, the proposed scheme may process the multiple channel output in parallel and hence results in a better trade-off between complexity and performance.
To make the system more stable, we employ the second order phase lock loops (PLL) that has been widely applied in underwater communications [20] . The PLL compensates for the phase distortion by multiplying the received signal by e −jθ l , whereθ l is the estimated phase distortion of the l-th channel. Direct adaptive algorithm without channel estimation is adopted to update the channel equalizers. The output of the l-th channel DFE is given bŷ
where Q(.) denotes the symbol decision operation, c l,k and b l,k denote the N f -taps feed-forward filter (FFF) and the N b -taps feedback filter (FBF) of the l-th channel at time slot k, respectively, r l,k represents the
T is the past detected symbols of the l-th hydrophone, and D denotes the delay of the equalizer. After equal gain multichannel combining, the outputs of the SIMO DFEs can be represented aŝ
The LSER criterion is to minimize the distance of the filter coefficients between two subsequence adaptations under the constraint that the new coefficients could provide correct symbol detection, which can minimize the symbol-error-rate (SER) [15] , i.e.,
Note that the result of decision operation Q(ŝ l,k ) depends on the bias between the equalizer output and the correct real symbol s k−D . Without lost of generality, we consider QAM source and assume the distance between two adjacent constellation points equals 2. The constraint of (4) can be equivalently written as
The constraint (5) can be further written as
By approximating sgn(x) with continuous function tanh(βx), we can solve this constrained optimization problem with the Lagrange multiplier method, leading to the following complex normalized LSER (NLSER) adaptive algorithm (Readers can refer to [16] and [17] for the derivation detail).
where µ f and µ b are the adapt step sizes, and I l,k is the symbol detection indicator given by
is a predefined constant. The NLSER adaptive algorithm has shown to outperform the normalized least-mean-square (LMS) in [16] . The frequency offset of the l-th channelθ l,k is estimated by the second order phase lock loops. The update equations are given by [20] :
where Z f 1 and Z f 2 are the proportional and integral tracking constants. The LSER criterion is applied to each hydrophone to minimize the SER of the SIMO system. Generally, the LSER based receiver has similar structure to the MMSE based receiver except that the LSER principle is applied to design the equalizer. When low-complexity approximation schemes are applied, the LSER equalizers will have polynomial complexity w.r.t. the channel memory, which is higher than the MMSE equalizer, but achieve much better performance than the MMSE equalizer.
B. TIME-REVERSAL SIMO DFE
The principle of DFE is to apply the past detected symbols, which are assumed to be correctly detected, to cancel the ISI caused in the current symbol interval [11] . However, when the symbols are incorrectly detected and applied through the feedback filter of the DFE, the ISI will become more serious, which results in more significant error. This phenomenon is called error propagation. To suppress the error propagation, in this paper we shall apply the bidirectional equalization scheme that combines the forward DFE and time-reversal DFE.
The SIMO DFE with a time-reversal structure in conjunction with a forward SIMO DFE is shown in Fig. 2 . A timereversal operation is done by reversing the sequential order of the received samples. The reversed received sequence can be written asr
is the time-reversed source sequence andñ l,k is the time-reversed noise sequence. The reversed VOLUME 6, 2018 FIGURE 2. The structure of the applied time-reversal DFE. sequence is processed by time-reversal SIMO DFE whose structure and parameters are identical to the forward SIMO DFE described in Fig. 1 . Letŝ 1 k ,ŝ 2 k denote the outputs of the forward SIMO DFE and the time-reversal SIMO DFE, respectively. The diversity of bidirectional equalization can be exploited by linearly combining the output sequencesŝ 1 k andŝ 2 k , as followŝ
where α is the weighting factor. Note that both SIMO DFEs have same structure and parameters, it is reasonable to implement an equal gain combining scheme, i.e.,ŝ k = 1/2ŝ 1 k + 1/2ŝ 2 k .
C. TURBO RECEIVER
The turbo receiver works in a block-by-block manner. Based on a block of received signals, the equalizer and channel decoder are repeatedly applied, where the equalizer and the detector exchange the soft information iteratively. When a block of signals is fed back, the whole block is applied as training sequence to update the equalizer, and the resulting equalizer is applied as the initialization of the next block-wise iteration. The signal block iteratively until some convergence criterion are satisfied [18] . Next we shall provide the detailed derivation on how to update the equalizer in each iteration. The algorithm flow is shown in Fig. 3 . To iteratively exchange the soft information between the maximum a posteriori (MAP) decoder and the decision feedback equalizer, we first convert the equalized symbolŝ k to extrinsic information defined as log-likelihood ratio (LLR) by a SISO demapper. For ISI suppressing equalizers, the outputŝ k can be approximated as [5] and [18] 
where λ 0 is the bias term introduced by the equalizer, and η k is the residual interference term that can be well approximated by a zero-mean Gaussian random variable [5] . Since channel estimation is not applied, the bias term λ 0 must be estimated from the equalized sequenceŝ k . The estimate of λ 0 , denoted asλ 0 , can be calculated aŝ
where B is the block size, and α i denotes the symbol detection result of Q(ŝ k ). The variance of the noise term and residual ISI can be obtained based onλ 0 and the symbol detection result, which is given bŷ
Let m coded bits, denoted by {x k,1 , . . . , x k,m }, be mapped to the symbol s k . The extrinsic information LLR ouput of SISO demapper can be expressed as
After obtainingλ 0 andσ 2 η , we can present the conditional probability p(ŝ k |s k ) as
Combining (17) and (18), we can present the soft information output of the SISO demapper as
where ∀α i : x k,j = 1 means the set of all possible symbol values such that the j-th bit is 1. These obtained extrinsic LLRs are then deinterleaved and passed to the MAP decoder which generates another set of extrinsic LLRs, i.e., L D (b k,j ). The MAP decoder can compute L D (b k,j ) efficiently by using the forward/backward algorithm with probabilities input L E (x k,j ) [19] . The forward/backward algorithm needs to be designed according to the channel encoder. Specifically, in this paper a 1/2-rate recursive systematic convolutional (RSC) encoder with generating polynomial [G 1 , G 2 ] = [5, 7] is used. The detailed calculation process is shown in Table 1 . The probability in Table 1 that b k,j takes 1 or 0 can be calculated as The output L(b k,j ) in Table 1 should subtract
After interleaved, L(x k,j ) that plays the part of a prior information of coded bits, can be used to obtain the soft symbol estimates k as
where
The newly obtained {s k } are exploited to updateλ 0 ,σ 2 η and the equalizer coefficients.
Next we shall show how to update the equalizer coefficients based on the new symbol estimates. The SIMO DFE structure in the turbo receiver is shown in Fig. 4 . Different from Fig. 1, in Fig. 4 the soft symbolss k are fed back from the MAP decoder in stead of the equalizer output. The soft symbols are more reliable than the tentative decisions in either the normal-mode or the time-reversal DFE. By exploiting soft symbols, the performance can be improved iteratively with the turbo structure.
The adaptive LSER-DFE works in two different modes: the training mode and the decision-direct mode. At the training mode, the coefficients of equalizer are updated by using known training symbols, i.e., s k−D in (8) is known to the receiver. At the decision-direct mode, the detected symbols are applied as training symbols. However, if the detected symbols are not reliable or incorrect, it would cause error propagation and performance degradation. In general, in the absence of turbo iteration, the result of the equalizer output is relatively unreliable. In order to reduce the impact of error propagation, in the 0 th turbo iteration, we change the decision feedback equalizer into a linear equalizer. The output of the applied linear equalizer is given bŷ
In the succeeding i th (i > 0) iteration, the soft estimated symbol can be calculated via (22) , and the hard decision of soft estimated symbols can work as the training symbols for VOLUME 6, 2018 adaptive equalizer to update the feedforward and feedback coefficients by replacing s k−D in (7) with Q(s k−D ) and the update equation can be written as
where R I in (8) can be updated as
After coefficients update and equal gain multi-channel combing, the newly output of SIMO DFE is given bŷ
For each turbo iteration, the equalizer coefficients are initialized by the last update in the previous iteration to improve the convergence speed of the NLSER algorithm. The adaptive NLSER algorithm can converge to an optimal result with the increasing of turbo iteration.
The proposed NLSER DA-BTEQ has relatively high complexity. However, this is usually not a problem in underwater communication. Due to the limited bandwidth, underwater acoustic channel usually has low transmission rate (usually in kbps). Hence, compared with radio communication systems, the underwater acoustic communication system has more time resource for computation.
IV. COMPUTER SIMULATION
In this section, we evaluate the performance of the proposed NLSER DA-BTEQ receiver via computer simulations. We focus on the comparison between equalizers based on the MMSE and the LSER criteria. Zero-forcing (ZF) is another important criterion for channel equalization. Since comparison between MMSE equalization and ZF equalization has been well investigated in the literature, in our simulation ZF equalization is not included. To implement the MMSE based equalizer, we apply the normalized-LMS (NLMS) algorithm [23] , [24] . The evaluated LSER based equalizers include: a) the NLSER SIMO DFE shown in Fig. 1 ; b) the Time-Reversal NLSER SIMO DFE shown in Fig. 2 ; c) the NLSER DA-BTEQ shown in Fig. 3 . Results in [5] and [8] have proven that LMS DA-TEQ outperforms the channel-estimate-based MMSE TEQ (CE-based MMSE-TEQ). Hence CE-based TEQ is not considered in the simulations.
Over the whole simulations, we employ a 1/2-rate recursive systematic convolutional (RSC) encoder with generating polynomial [G 1 , G 2 ] = [5, 7] and a pseudo-random interleaver. The data rate is 6 Kbps. The data frame has a center frequency of 12 KHz and the used sampling frequency is 96 KHz. The data frame structure is shown in Fig. 5 , where the hyperbolic frequency modulation (HFM) signal with 6 KHz bandwidth and length of 21.3 ms is for synchronization and Doppler compensation. Then the HFM signal is followed with silence time, forward training symbols, data symbols, and time-reversal training symbols. The length of forward training period and time-reversal training period are both 200 and the length of data period is 1936. QPSK modulation scheme was employed, and the number of frames is 69.
During all simulations and experiments, all the equalizers process 200 * 2 training symbols in training mode and 1936 data symbols in the decision-direct mode. Table 2 shows the control parameters of the equalizer applied in the simulations, where µ f , µ b are the step sizes for the corresponding equalizer over the whole turbo iterations. All the equalizers are initialized with the same coefficients. The delay caused by equalizer is set to D = 30. We set β = 1 for NLSER-DFE equalizers and PLL parameter Z f 1 = 0.001 and Z f 2 = 0.0001.
The underwater acoustic channel impulse responses were generated with the channel simulator presented in [25] . The simulator uses the monterey-miami parabolic equation (MMPE) model augmented with a linear surface model to calculate time-varying impulse responses based on the provided environmental parameters such as bathymetry, surface wave spectrum, water column sound speed profiles, and bottom properties. In this simulation we use the environmental parameters in Table 3 to produce the channel impulse.
We investigate the performance of the MMSE and LSER criteria in a simulation environment. The time-varying channel used in simulation is shown in Fig. 6 . It can be observed that due to surface wave, the channel gain fluctuates rapidly even the transmitter and the receiver are static. In this simulation environment, we set the number of hydrophone array 9054 VOLUME 6, 2018 FIGURE 6. Time varying channel model obtained using the channel simulator in [25] . L equal to 4. Fig. 7 shows the BER performance under this channel response. Apparently, turbo iteration is important for channel equalization of underwater acoustic communications. Moreover, the LSER based equalizers obtain better stead-state BER performance than the MMSE based equalizers.
V. EXPERIMENT RESULT
In order to make the results more convincing, we also apply the algorithms in the real water environment. Two lake experiments were carried out at Qiandao Lake, Zhejiang province, China. The ExpNov15 experiment took place in November, 2015, while the ExpJun16 experiment took place in June, 2016. The water depth of the area was 25-50 m and the bottom of the lake was uneven.
In the ExpNov15 experiment, One transducer was placed fixedly in 5 m depth, four receiving hydrophones were placed fixedly in the depth from 10 m to 13 m, with a aperture of 1m. The sound speed profile (SSP) of the water was given in Fig. 8 . Some recorded channel response within one data frame are given in Fig. 10a , where the range between the transmitter and the receiver is about 700 m. Since in winter the lake was calm. as a result, the channel characteristic is nearly time invariant.
The sound speed profile obtained in the ExpJun16 experiment is plotted in Fig. 9 , which is obviously different with the SSP in ExpNov15. Some recorded channel response of ExpJun16 are given in Fig. 10b , where we have fixed the locations of the transmitter and the receiver, and other parameters are identical to those in the ExpNov15 experiment. To evaluate the proposed receiver in high Doppler-effect scenario, we also carried out the experiment with mobile transmitter. One transducer placed 1.5 m depth below the water was fixed on a mobile boat, four receiving hydrophones were placed on the same location as ExpNov15, the boat moved away from the receiving hydrophones with approximately 7.4 knots. The range between the transmitter and the receiver change from 200 m to 1000 m. Some channel examples (after Doppler compensation) are piloted in Fig. 10c .
In Figs. 11(a) -(c), we plot the BER performance versus turbo iterations for NLSER DA-TEQ and NLSER DA-BTEQ in the 1 × 1 SIMO, 1 × 2 SIMO, 1 × 3 SIMO, and 1 × 4 SIMO systems to evaluate the effect of spatial diversity and time-reversal diversity. These results suggest that increasing spatial dimension offers better BER performance. When we employ the time-reversal SIMO structure, the computation complexity is twice of the DA-TEQ, while it only needs less half the number of iterations to achieve desirable result. That to say, the BER performance is improved by the time-reversal structure without increasing any computational complexity. To evaluate the performance of different equalizers, the NLMS DA-BTEQ and NLSER DA-BTEQ are applied to different channels shown in Figs. 10(a)-(c) . We set the maximum number of iterations to 10 for channels in Figs. 10(a)-(c) . BER performance under different numbers of iterations is shown in Figs. 12(a)-(c) . It can be observed that for static channel, the NLSER DA-BTEQ receiver and the NLMS DA-BTEQ receiver have similar performance (see Fig. 12(a) ). While for dynamic channels, the NLMS DA-BTEQ receiver exhibits obvious BER floor. Generally, we conclude that the NLSER DA-BTEQ receiver outperforms the NLMS DA-BTEQ receiver.
VI. CONCLUSION
A NLSER DA-BTEQ for SIMO systems has been developed in this paper. By employing the SIMO structure and the bidirectional structure, the proposed receiver has shown to achieve both spatial and time-reversal diversities. Moreover, the LSER criterion has been applied to design the channel equalizer, which can efficiently remove the ISI. Both computer simulation and field test have verified the effectiveness of the proposed turbo receiver. 
