Nucleic acid sequences may be looked upon as words over the alphabet of nucleotides. Naturally occurring DNAs and RNAs form subsets of the set of all possible words. The use of formal languages is proposed to describe the structure of these subsets. Regular languages defined by finite automata are introduced to demonstrate the application of the concept on RNA-phages of group I. This approach permits a concise characterization of grammatical patterns in genetic information.
INTRODUCTION
Progress in DNA sequencing has opened a path to reading genomes (1,2). The genetic code and a great number of signal and control sites for expression, manipulation, and replication of the information stored in nucleic acids have been identified by now (3-5). However, our knowledge of the genetic language still remains fragmentary. As more and more features of the coding of the information become known a systematic approach to survey these details is required. Therefore, we were looking for a mathematical abstraction which in simple terms represents genome structure, which allows to incorporate easily new results, and which is operationally potent. The characterization and properties of sets of sequences of symbols are studied algebraically in the theory of fonnal languages (e.g. 6). In this article we describe and discuss an application of this theory for surveying patterns in genetic information. The method is examplified for the genomes of RNA-phages of group I (MS2, R17, and others).
GENOME OF RNA-PHAGES OF GROUP I
RNA-phages of group I consist of a single-stranded RNA molecule which is 3500 to 4500 nucleotides long and a protein coat (7). At least four proteins are coded on the RNA(8). Fig. 1 the coat gene and the synthetase gene, and is read in a different frame. The protein coding regions begin with an AUG or in the case of the maturation protein of MS2 with a GUG codon. For the maturation, coat, and synthetase genes ribosome binding sites have been identified in conservative sequences preceding the start codons. These sequences are AGGAGG, GGAG or GGGG, and GAGG, respectively (9). The three G's at the 5'-end and the sequence CCCA at the 3'-end are believed to be necessary for the functioning of the repllease on both plus and minus strand (7).
SOME NOTATIONS OF FORMAL LANGUAGE THEORY
In this section, we shall briefly and in an unrigorous manner review some aspects of formal language theory (e.g. 6). An alphabet is a finite set of symbols. For example, the letters A, C, G, U (T) comprise the alphabet used to represent RNA (DNA) sequences. Any sequence of n symbols of an alphabet is called a word of length n, where n is any nonnegative integer. The word consisting of no symbols, or of length zero, is called the empty word e. Given two words v and w a new word, the product vw, may be obtained by joining v and w. A formal language is a subset of the set of all words over a given alphabet which contains only the -in a properly defined sensemeaningful words. There are various ways which have been used to define certain types of formal languages. For the present purpose, the concept of finite automata Is applied. A finite automaton is an abstract device which reads input words from left to right. The automaton can move into different states which are designated by subscripts to the letter q. Fig. 2 demonstrates the possible moves of an automaton that reads RNA sequences. Let the input sequence be GUCGGAG, for example. Initially, the automaton is in Now a transducer l p i,\ is given which recognizes the overlapping gene of the lysis protein (Fig. 4) . T p ,.> looks for the first start codon in a sequence, then junps into the frame +1 letter ahead, and proceeds to look for a start codon amongst the triplets in this frame. When the transducer has found a start codon, it behaves like Tp/^and transduces translatable sequences into protein languages. The overlapping region in the genome is both in the set L(T p j 0 0L(A3)L(T . ) and in the set L(T P ( 1 j)S + , i.e. in the intersection of the two sets (denoted byn). Since regular languages are closed under intersection,
L(T p(^S + Js
+ is again a regular language. L2 is a subset of L1 which includes only those RNA sequences of L1 that additionally code for a fourth gene overlapping with the second gene.
Finally, the replicase function constrains the possible genome ends. A finite transducer T D can be constructed which accepts all words starting with ACCC and ending on three consecutive G's.
LiTfl) is the set of all words recognized by T R and written in a reverse order. L r (T R ) is regular and so is L3 = L2nL>"(T R ). L3 contains those RNA sequences from L2 which potentially can be duplicated in permissive host cells. Thus, L3 contains the genomes of sequenced phages of group I and all RNA sequences which respect the same genome structure.
DISCUSSION
As demonstrated, formal language theory may be used to describe information content in genomes. Several regular languages were defined which specifically consist of RNA sequences with particular features pertaining to the genome of RNA-phages of group I. Subsequently, these languages were combined to form new regular languages of sequences showing all these particular features in the order in which they occur in natural genomes. This way the set of all conceivable RNA molecules can be continually reduced to subsets representing a particular class of natural RNAs more and more accurately.
The given description is merely concerned with the grammar of the genetic language. This grammar defines the structure of meaningful words (or sequences) of which infinitely many may exist. Since the grammar has been obtained from observations, there actually are meaningful sequences that are realized. However, not all words will make sense in any natural environment because different environments impose different constraints. Since regular languages are well-behaved under most set operations they permit much flexibility for the expression of constraints in mathematical notation and for the incorporation of newly uncovered rules. Here, the role of the distinct secondary structure of RNA-phages has not been considered (7) . This structure restricts the language derived so far because for instance complementary base pairing in hairpins has to be included as an additional feature.
The description of genome structure by formal languages may point to different ways of interpreting related biological phenomena. In this respect, mutations may be viewed as modifications of words. If the new word is recognized by the same automaton the genome structure will be preserved.
Otherwise, it either represents a new class of structure recognized by a different automaton or it is biologically meaningless. The emergence of new languages may be understood as an evolutionary event. Topological measures for the distance between different languages may suggest similarity measures between organisms. Manipulation of the genome like insertions, duplications, or rearrangements will also lead to modified words, which may belong to the same language. In this case, the whole language, rather than a particular word, may be considered as the genetic potential of the organism.
By analogy indicating the proposed use of formal language theory in the description of genome structure, formal languages represent genomes similarity to charts representing the electronic circuits of a technical device. From looking at the chart the working of the device can only be understood if the dynamics of its circuits are known. In the same way, we might understand the functions of even such simple organisms as RNA-phages from merely looking at their genome, provided we know the kinetics of the genome products and their interactions. However, formal language theory may provide at least a means to concisely communicate the structure, or grammar, of genetic information. The close relationship of formal languages to programming of computers may be used to create structures of automata on computers by programs which generate language processors (11). These processors take a word (or genome) as input and eittier check if it is correct or may interpret its meaning. Formal language theory may also be applied to other areas of biology, e.g. generation of structure (12) or aspects of evolution (13).
