We consider the evolutionary Navier-Stokes equation in n-D torus and obtain an existence theorem in class of nondivergent vector fields that are real analytic on the torus and infinitely smooth in the evolution variable. Furthermore this solution is unique for sufficiently small Reynolds numbers.
Main theorem
Consider the Navier-Stokes equation with initial data and the condition of incompressibility of a fluid:
where by v = (v 1 (t, x), . . . , v n (t, x)) we denote a vector-function, p(t, x) is a scalar function and ν is positive constant. The differential operators are defined in the usual way: ∂ j = ∂/∂x j , ∇p = (∂ 1 p, . . . , ∂ n p),
Application of any scalar operator to a vector-function implies that this operator applies to each component of the vector-function. We assume that the initial vector fieldv(x) is real-analytic and 2π-periodic in variables (x 1 , . . . , x n ) and divv(x) = 0.
Note that the function p is taken in problem (1.1)-(1.3) such that the substitution p → p + c(t) (c(t) is an arbitrary function) does not change the equations. So we will find the function p just up to an additional function of t.
Theorem 1 Initial problem (1.1)-(1.3) has a solution (p(t, x)
, v(t, x)) such that the functions p, v are real-analytic and 2π−periodic in x and of C ∞ class in t for 0 ≤ t < T .
If parameter ν is large we can introduce a small parameter ε = 1/ν. This parameter corresponds to the Reynolds number Re.
After the change of variable t → τ = tν equation ( As it is well known [3] the turbulence phenomenon usually arises when the Reynolds number is large. For the small Reynolds numbers the turbulence does not occur.
Possibly the number Υ corresponds to a critical value of the Reynolds number Re * that separate a laminaria flow from a turbulence one. Before approaching to a proof of the theorems we must develop some technique tools.
Definitions and technique tools
We will denote inessential constants by c, C or by these letters with subscripts.
Denote by H r a space of functions f : T n → C l , where by T n we denote n−dimensional torus:
be the Fourier expansion of the function f . By (k, x) = k 1 x 1 + . . . + k n x n we denote the standard scalar product of the vectors, i 2 = 1. Provide the space H r with the norm:
where |x| = |x 1 |+. . .+|x n | is the norm in C n . Sometimes we will use another norm:
n . So H r is a Banach space. All functions of H r are analytic in a neighborhood T n r = {x | Re x ∈ T n , |Im x j | < r, j = 1, . . . , n} and continues in its closure. By H ∞ we denote the space of entire functions.
The set {H r } 0<r<R composes a scale of Banach spaces:
Define a seminormed space H(R) = 0<r<R H r . A basis of topology in the space H(R) is given by the balls B r (x, ρ) = {x ∈ H(R) | x−x r < rho}.
Speaking in terms of sequences we say that a sequence {u k } k∈N ∈ H(R) converges to an element u ∈ H(R) if for all 0 < r < R the sequence { u k − u r } k∈N converges to zero.
We say that a subset M of H(R) is bounded if there exist a set of constants K r such that for every element x ∈ M we have x r ≤ K r . Let u ∈ H(R) then the following estimates hold:
The first inequality is trivial, let us prove the second one. Consider the Fourier expansion of u:
by well-known formula |u k | ≤ C 1 u * r+δ exp (−|k|(r + δ)) we get:
Inequalities (2.1) involve that the topology in H(R) with respect to the norms { · r } 0<r<R is equivalent to the topology with respect to the norms { · * r } 0<r<R so Montel's theorem [2] concludes the proof. Lemma is proved. Define a linear operator D : H r+δ → H r by the formula:
Lemma 2.2 The following estimate holds:
where the positive constant N does not depend on r, δ, u. Indeed,
Proof of Lemma 2.2. Present the left hand side of equation (2.2) in the form:
Du r = k∈Z n |k|e −|k|δ |u k |e |k|(r+δ) .
Now Lemma 2.2 follows from an estimate:
that is valid for all k ∈ Z n . Positive constant N does not depend on k, δ. Lemma is proved. Introduce some subspaces of H r . Let 
This representation involves the estimate:
Define a semigroup S t : H r → H ∞ by the formula:
where ν is the same constant that is in equation (1.1). One can check the following estimates:
the positive constants c 1 , c 2 does not depend on δ, t, t ′ , t ′′ . Consider an initial problem for the equation:
(2.5)
Functionsû(x) and f belongs to H r . For definiteness we assume that f is continues in t for 0 ≤ t < t ′ .
It is easy to check that problem (2.5) has the unique solution u(t, x)that is periodical in variable x and it presents in a form:
Denote by C(I T , H(R)) a space of continues maps of interval I T = [0, T ] to H(R). This space becomes seminormed by means of a collection of normes:
We say that a subset E of C(I T , H(R)) is uniformly continues if for every positive ε and for every r there exist σ > 0 such that if |t
holds for all u ∈ E and t ′ , t ′′ ∈ I T .
Theorem 3 If a closed set W ⊂ C(I T , H(R)) is uniformly continues and for any t
This theorem is an application to our case of some abstract theorem of [2] .
Abstract Cauchy-Kovalevskaya theorem
Consider a scale of Banach spaces: {X s } 0≤s≤1 :
And there is Cauchy-Kovalevskaya problem such a type:
Theorem 4 (T. Nishida, [1] ) Let the following conditions hold.
1. For some R > 0, η > 0 and for every 0 ≤ s
2. For every u, v ∈ X s such that u s < R and v s < R and for real t |t| < η the following inequality holds:
3. The function F (0, t) is continues map of interval |t| < η to X s and for some positive constant K an estimate hold:
Under enumerated conditions problem (2.7) has the unique solution u(t, x).
The function u is a differentiable map of a interval |t| < a/(1−s) to X s , s < 1, and u(t, x) s < R. Constant a is positive.
Majorant functions
Consider functions u, U ∈ H r with their expansions
We say that U is majorant function for u or U majorates u if
and denote this relation by u ≪ U. This definition involves an evident estimate:
If u, U are vector-functions then a relation u ≪ U means that each component of the vector U majorates corresponding component of the vector u.
Let v(t, x), V (t, x) ∈ C(I T , H r ). Then a notation v ≪ V means that the relation v(t, x) ≪ V (t, x) holds for all t ∈ I T . In terms of Fourier coefficients that means:
Enumerate main properties of the operation "≪". Let u ≪ U and v ≪ V then:
In these formulas we imply: λ ∈ C, t 1 ≤ t 2 . Another property of "≪" is as follows: there exists some positive constant c such that an estimate
holds for all functions u ≪ U. Indeed, expanding left-and right-hand side of (3.1) to Fourier series by formula (2.3) we see that the estimate follows from inequality:
Consider maps f, F : C(I T , H(R)) → C(I T , H(R)).
We say that the map F majorates the map f (denote by f ≪ F ) if for any functions u, U ∈ C(I T , H(R)) the relation u ≪ U involves f (u) ≪ F (U).
Abstract Theorem
Consider an initial problem:
(4.1)
Map f : C(I T , H(R)) → C(I T , H(R)) is continues. Consider another problem:
We say that (4.2) is majorant system for (4.1) if the following conditions satisfy:
f ≪ F,ẑ ≪Ẑ. (4.3)
Theorem 5 Assume that problem (4.2) has a solution

Z(t, x) ∈ C(I T , H(R)) and condition (4.3) satisfies. Then problem (4.1) also has a solution
where c is some definite positive constant.
Proof of theorem 5
Following formula (2.6) problem (4.1) can be presented in the form:
It directly follows from the properties of "≪" described in section 3. Function Z(t, x) is a fixed point of the map Φ. Indeed equation (4.2) can be presented in the form:
Now by formula (5.1) and the second inequality of (2.4) one can check that φ(W ) ⊆ W.
More precisely, consider a set
It is easy to show that φ(W * ) ⊆ W.
Lemma 5.1 The set W is a convex compact of C(I T , H(R)).
Proof. The convexness of W follows from direct calculations. Present the set W as W = t∈I T W (t), where W (t) = {u(t, x) | u ∈ W } ⊂ H(R). By we denote the cross product of sets. The set W (t) is bounded and closed so by Lemma 2.1 it is a compact.
The set W is uniformly continues so the proof concludes by theorem 3. Lemma is proved. By generalized Schauder's theorem ( see section 7) we obtain the solution z(t, x) ∈ W of problem (4.1) as a fixed point for the map φ: z = φ(z).
Theorem is proved.
Proof of theorems 1 and 2
We start from Theorem 1. Following standard procedure we take operator div from the right-and the left-hand sides of equation (1.1). Using equation (1.2) we get ∂ i ∂ j (v i v j ) = −∆p, were we summarize by the repeated subscripts. So,
Substituting this formula to equation (1.1) we obtain the following problem:
2) were δ kl = 1 for k = l and 0 otherwise. If we find solution of this problem we automatically obtain the function p by formula (6.1). We consider problem (6.2) in the space H 0 r . It is valid since the right-hand side of equation (6.2) takes H 0 r into itself. Now following section 4 we build a majorant problem for problem (6.2).
where c is a positive constant. Here we use the properties of the relation "≪" described in section 3 and particularly formula (3.1). We obtain the following majorant problem for problem (6.2).
This equation can be reduced to form (2.7) by the change V → U = V −V . Using formula (2.2) we apply Theorem 4 to problem (6.3) and consequently it has a solution V (t, x) ∈ C(I T , H(R)) for some constants T and R.
By Theorem 5 problem (6.2) has a solution v(t, x) ∈ C(I T , H 0 (R)). Since the right-hand side of equation (6.2) does not depend on t explicitly, so the solution v(t, x) is of C ∞ class in t. Theorem 1 is proved. Turn to the proof of Theorem 2. The proof of the existence in Theorem 2 almost literally repeats the proof of Theorem 1. But now we must add the variable ε to the variables x 1 , . . . , x n . So we consider the following expansion of functions:
Providing a space of such functions with norms:
we get a scale of Banach spaces. Denote this scale by the same letter: H r . A relation f ≪ F means that |f k,j | ≤ F k,j , where
Another formulas transfer to this case without any changes.
To prove the uniqueness of the solution note that it satisfies an equation:
This equation is analogous equation (6.2). Substituting the Taylor expansion:
in (6.4) we obtain a recurrent system of differential equations:
where f k is a differential operators. Since the equations (6.5) are of type (2.5) so this system successively solves from the first equation and to every q − th equation and this solution is unique.
Theorem 2 is proved.
7 Generalized Schauder's fixed point theorem Let (L, { · ω } ω∈Ω ) be a seminormed space and there exists ω
Consider a continuous map f : K → K.
Theorem 6 (Generalized Schauder's theorem) There exists a pointx ∈ K such that f (x) =x.
Recall the original formulation of Schauder's theorem. Let (L, · ) be a Banach space and K ⊂ L be a convex compact set. Then a continuous map f : K → K has a fixed pointx ∈ K.
Note that though this formulation include completeness of the space, actually this condition is not necessarily. The point is that the prove of this theorem (see [1] ) considers the map f only on the compact K but any compact set is complete and can be embedded to a completion of the space L.
Proof of Theorem 6
Let (E, {ρ ω } ω∈Ω ) and (F, {d σ } σ∈Σ ) are semimetric spaces and there exist ω ′ , σ ′ such that the semimetricsis ρ ω ′ and d σ ′ are metricsis. Consider a compact (with respect to the semimetric topology) K ⊂ (E, {ρ ω } ω∈Ω ) and a map f : E → F . Proof. Let {x n } ⊂ K be a sequence such that ρ ω ′ (x n , a) → 0 as n → ∞ where a ∈ K and we put y n = f (x n ). So we must prove that d σ ′ (y n , b) → 0 where b = f (a). Lemma is proved. Theorem 6 almost directly follows from original Schauder's theorem and Lemma 7.1. Indeed, by Lemma 7.1 the map f is continuous on K with respect to the norm · ω ′ . By L denote a completion of L with respect to the same norm.
It is easy to check that the compactness of the set K with respect to the seminormed topology involves the compactness of K with respect to the norm · ω ′ . So we obtain the continuous map f : K → K where K is a convex compact set in the Banach space L.
By original Schauder's theorem we get the fixed pointx. Theorem 6 is proved.
