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Resumen 
Muchos escenarios reales requieren de la optimización de varios objetivos a la vez para la obtención
de soluciones que representen el mejor equilibrio entre ellos y, según el escenario, estos objetivos pue-
den ser muy costosos de evaluar y el número de evaluaciones (posiblemente ruidosas) que podremos
hacer será limitado. La optimización Bayesiana (BO) es una clase de métodos de optimización que, mo-
delizando los objetivos con modelos probabilísticos subyacentes como los proceso Gaussianos (GPs),
habilita la optimización de funciones cuya expresión analítica es desconocida. La BO multi-objetivo se
encarga generalmente de la optimización de hasta tres objetivos pero, hasta donde alcanza nuestro
conocimiento, no se ha desarrollado un algoritmo para la BO de muchos (más de tres) objetivos. Por
ello, proponemos un algoritmo de BO de muchos objetivos basado en la detección y supresión de GPs
que son redundantes por estar correlacionados. Mediante esta eliminación, evitamos la evaluación de
objetivos de los que no se adquiere apenas información sobre la localización de los puntos óptimos. Al
evitar esta evaluación, se puede ahorrar coste computacional o de recursos de diversa índole.
Para la detección de objetivos redundantes proponemos una medida de similitud entre las distri-
buciones predictivas de los GPs. La medida de similitud es un modelo de suma ponderada donde se
tienen en cuenta la distancia entre las medias predictivas, su correlación y la incertidumbre de la predic-
ción. Usando esta medida proponemos un algoritmo de reducción de objetivos que suprime aquéllos
que considera redundantes según el criterio de la medida de similitud. Integramos el algoritmo y la
medida en Spearmint, una herramienta de software libre de optimización Bayesiana.
Los experimentos de juguete, sintéticos y simulando un escenario real realizados sobre la medida
de similitud y el algoritmo de optimización Bayesiana de muchos objetivos aportan evidencia empírica
para apoyar la hipótesis de su utilidad en escenarios reales. En particular, probamos el algoritmo en
el proceso de ajuste de hiperparámetros de una red neuronal en el que nos proponemos minimizar el
error, el tiempo de ejecución y el tamaño de la misma. En este escenario, el tiempo y el tamaño son
detectados como objetivos redundantes y uno de ellos puede ser reducido. En un escenario real, la
no evaluación del tiempo o tamaño de una red neuronal profunda de gran tamaño puede implicar un
ahorro de coste computacional, económico y medioambiental.
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Many real life scenarios require the optimization of several objectives to obtain solutions represen-
ting a compromise between them and, depending on the scenario, these objectives can be expensive to
evaluate and the number of (possibly noisy) evaluations will be limited. Bayesian optimization (BO) is a
class of optimization methods which, modelling the objectives with surrogate probabilistic models such
as Gaussian processes (GPs) allows the optimization of functions when their analytical expression is
unknown. Multi-objective BO generally takes care of the optimization of at most three objectives but,
as far as we are concerned, no algorithm exists for many (more than three) objective BO. Therefore
we propose a many objective BO algorithm based on the detection and suppression of correlated GPs.
Through this elimination, we avoid the evaluation of objectives from which we barely acquire information
about the optimal point location. Computational or other resources cost is saved when avoiding these
evaluations.
In order to detect redundant objectives we propose a similarity measure between GPs predictive
distributions. The similarity measure consists of a weighted sum model where we take in account the
distance between the predictive means, their correlation and uncertainty about the prediction. Using
this measure, we propose an objective reduction algorithm that removes those objectives which are
considered redundant according to the measure. We integrate the similarity measure and this algorithm
into Spearmint, a free software tool for Bayesian optimization.
The toy, synthetic and real life simulating experiments performed on the similarity measure and the
many objective Bayesian optimization algorithm provide empirical evidence to support the hypothesis
of their usefulness in real scenarios. In particular, we use the algorithm for hyperparameter tuning
in a neural network where we aim to minimize the error, running time and size of the network. In this
scenario, running time and size are identifed as redundant objectives and one of them can be removed.
In a real life scenario, not evaluating the running time or size of a deep neural network can result in a
computational, economic and environmental cost savings.
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Cuando tomamos decisiones importantes , intentamos hacer la mejor elección evaluando muchos
factores a la vez. Si nos mudamos de casa intentamos que sea a un lugar grande, bien localizado,
accesible, luminoso, económico, etc., pero encontrar un hogar que cumpla todo esto es mucho más
difícil que si únicamente pidiéramos mudarnos a una casa luminosa.
Lo mismo ocurre en los procesos industriales: supongamos que queremos construir un coche que
sea lo más seguro, cómodo, espacioso y barato posible. Para conseguir estos objetivos hay que tomar
decisiones acerca de variables como los materiales y la geometría de la carrocería, la disposición de
alerones, los neumáticos, el sistema de frenos, etc.
Como a priori no sabemos con qué decisiones de diseño se obtiene el mejor vehículo, podríamos
diseñar coches con todas las combinaciones posibles de estas variables, medir lo seguro, cómodo,
espacioso y costoso que es cada diseño y sacar al mercado aquél que diera mejores resultados. Pero
no podemos medir la seguridad de un coche sin fabricarlo, así que necesitaríamos fabricar un coche
por cada diseño que quisiéramos probar, y como el coste y el tiempo de fabricación de estos vehículos
es muy elevado, esta solución es inviable. Necesitamos encontrar, fabricando el menor número de
coches posibles, la combinación de variables que produce el mejor coche.
Si sólo buscáramos fabricar un coche espacioso sin importarnos su coste o comodidad nos en-
contraríamos ante un problema relativamente sencillo, pero intentar satisfacer a la vez tantos objetivos
(comodidad, seguridad, bajo coste y espacio) es muy complejo si no disponemos de los recursos ne-
cesarios para fabricar y probar todos los coches que queramos. Ahora bien: puede que los coches más
seguros y los más cómodos sean a su vez los más espaciosos. Si esto fuera así podríamos centrarnos
en satisfacer únicamente dos objetivos, espacio y bajo coste, transformando nuestro problema en otro
mucho más sencillo que sí podríamos solucionar con los recursos disponibles, ya que podemos saber
lo espacioso y caro que es un coche sin fabricarlo sólo conociendo las medidas y los materiales del
diseño.
En este trabajo de fn de grado se plantea una metodología para encontrar objetivos que estén
relacionados entre sí (como la seguridad y la comodidad en el ejemplo anterior) en procesos de opti-




Después de la introducción, el segundo capítulo expone el estado del arte de la optimización ba-
yesiana multiobjetivo (multi-objective bayesian optimization), así como de la optimización de muchos
objetivos (many-objective optimization) y de la comparación de distribuciones de probabilidad.
En el tercer capítulo de esta memoria defnimos el proyecto en base a los objetivos que busca-
mos satisfacer, las hipótesis y supuestos que hemos tomado, así como las limitaciones que hemos
encontrado durante el desarrollo del mismo.
El capítulo cuarto está dedicado al diseño del proyecto desde el punto de vista funcional, técnico y
de planifcación temporal, y el quinto capítulo a la implementación.
El sexto capítulo recopila los experimentos realizados, tanto su defnición como los resultados ob-
tenidos, y el último presenta las conclusiones del mismo y plantea el trabajo futuro a realizar sobre el
proyecto.
Notación
A lo largo de este trabajo, emplearemos la siguiente notación:
Las letras x, y, z denotan escalares.
Las letra minúsculas en negrita x, y, y otras denotan vectores.
Las letras mayúsculas en negrita X, Y, etc. denotan matrices.
TDado un vector o una matriz, x , XT denotan vector o matriz traspuesta.
Las letras mayúsculas caligráfcas denotan conjuntos, por ejemplo D es el conjunto de datos
observados, X el conjunto de datos de entrada de una función, etc.
Todas las gráfcas bidimensionales de este proyecto tienen como eje horizontal el eje X y al eje
Y como eje vertical.
Todas las gráfcas tridimensionales de este proyecto tienen como eje vertical el eje Z, el eje Y es
el eje horizontal izquierdo y el eje X el horizontal derecho.
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Estado del arte 
A continuación introduciremos el concepto de optimización Bayesiana y expondremos su estado
del arte. Nos centraremos en la optimizacion Bayesiana multiobjetivo (hasta tres objetivos) y también
en la optimización de muchos objetivos (más de tres objetivos). Con el fn de establecer una noción de
distancia entre los objetivos de la optimización, exploraremos el estado del arte en medidas de similitud
de distribuciones de probabilidad.
2.1. Optimización Bayesiana
La optimizacion Bayesiana (BO) es una estrategia utilizada para la optimización de funciones cuya
expresión analítica es desconocida y donde, por tanto, no podemos acceder a los gradientes de las
mismas [10]. Las funciones a optimizar se denominan funciones objetivo y la BO es adecuada para
funciones objetivo que tengan soporte continuo de menos de 20 dimensiones [19], posiblemente rui-
dosas y muy costosas de evaluar [59], ya que la BO es efciente en cuanto a número de evaluaciones
de la función objetivo que requiere [33,48,58,63].
Usamos el transformador [67] BERT [15] como ejemplo para ilustrar el coste que puede tener la
evaluación de una función objetivo en un proceso de optimización. Para minimizar el error de genera-
lización (función objetivo) de BERT es necesario entrenarlo, y este entrenamiento incurre en un gasto
económico, temporal y medioambiental estudiado en [64]. Un sólo entrenamiento tiene la misma huella
de carbono que un vuelo de Nueva York a San Francisco, supone un coste de hasta 12000 dólares
estadounidenses y toma aproximadamente 79 horas.
La optimización Bayesiana ha sido utilizada para el ajuste de hiperparámetros en algoritmos de
aprendizaje automático [5, 59] así como para la elección de experimentos en el diseño de materia-
les [50], la mejora de sistemas de energía renovable [13] e incluso para la creación de una receta
de galletas perfecta [61]. Encontramos otras aplicaciones en la aceleración de máquinas de vectores
de soporte [21], la optimización de una red de sensores [22] o la observación y monitorización me-
dioambiental [44]. La BO también ha sido utilizada en robótica para optimizar la manera de andar de
un robot [41], y en la optimización de interfaces interactivas para facilitar el diseño de animaciones
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gráfcas [9].
La optimización Bayesiana es un proceso iterativo con dos componentes esenciales: un modelo
probabilístico de la función objetivo a optimizar y una función de adquisición [23]. La función de adqui-
sición indica a cada iteración en qué punto conviene evaluar las funciones objetivo en base a un criterio
de explotación (evaluar puntos cercanos a los que sospechamos pueden ser óptimos) y exploración
(evaluar en entornos no explorados).
Un ejemplo de función de adquisición es PI (probabilidad de mejora) que devuelve el punto con
más probabilidad de superar al óptimo actual [65]. Otro es EI (esperanza de mejora), que escoge el
punto que más mejoraría en media al óptimo actual [34].
Como modelos de los objetivos se han usado procesos de Wiener [38], redes neuronales [60]
profundas o bosques aleatorios [31]. El modelo probabilístico más utilizado es el proceso Gaussiano
(GP) [53], que es un proceso estocástico [57] donde cada subconjunto fnito de variables aleatorias
sigue una distribución normal. Los GPs equivalen a redes neuronales profundas completamente co-
nexas con infnitas unidades ocultas [40]. De hecho, la BO con GPs supone una ventaja sobre las
redes neuronales profundas [39] al proporcionar información acerca de la incertidumbre de sus predic-
ciones [42, 53] . Como los procesos Gaussianos son el modelo estándar utilizado en BO [59] hemos
decidido centrarnos e ellos para el desarrollo de este trabajo; no obstante, nuestro enfoque podría ser
aplicado fuera del ámbito de los GPs.
2.2. Optimización de más de un objetivo
Cuando dentro de la BO intentamos optimizar hasta tres cajas negras (funciones objetivo) nos en-
contramos con la optimizacion Bayesiana multiobjetivo (MOBO) [35]. La optimización de varios objeti-
vos a la vez supone un desafío ya que, en general, los puntos óptimos de una caja negra no coincidirán
con los de otra. Una posible solución es centrar la optimización multiobjetivo en buscar el llamado con-
junto de Pareto [75], formado por aquellas soluciones que no están dominadas por otras, es decir,
aquellas soluciones tales que no hay ninguna otra solución que sea mejor en todos los objetivos [7].
Este criterio de dominancia entre soluciones se llama efciencia de Pareto [69].
El propósito de la función de adquisición en MOBO es la identifcación de puntos potenciales del
conjunto de Pareto. Un ejemplo de ello es EHVI, una función de adquisición que utiliza el hipervolumen
como indicador para escoger el próximo punto a evaluar. En los últimos años se han estudiado fun-
ciones de adquisición como GP-UCB, basado en un algoritmo que soluciona el problema del bandido
multibrazo [62]. También se han diseñado funciones basadas en teoría de información como ES [28]
ó su reciente mejora PESMO [29,30]. Se han desarrollado funciones de adquisición que permiten dar
restricciones sobre el espacio de búsqueda (PESMOC, [24]) o incluso establecer preferencias entre
las funciones objetivo [1].
Many Objective Bayesian Optimization4
2.3. Medidas de similitud entre distribuciones de probabilidad 
La optimización de muchos objetivos (many objective optimization) trata el problema de la opti-
mización de más de tres funciones objetivo [18]. Al aumentar el número de objetivos el tamaño del
conjunto de Pareto crece de manera exponencial y con él el número de evaluaciones necesarias para
explorarlo [36]. Ante tantas soluciones es el usuario quien escoge manualmente entre las propuestas
por el algoritmo de optimización, pero el aumento de la dimensión imposibilita la visualización de estas
soluciones y difculta la elección [32].
Para hacer frente a la optimización de muchos objetivos se han propuesto distintos enfoques. Por
ejemplo [73] y [4] transforman el problema en la optimización de un sólo objetivo, y en [25] se ofrecen
varias alternativas que no se centran en la efciencia de Pareto para comparar dos soluciones poten-
ciales. Recientemente el comportamiento de palomas mensajeras ha servido de inspiración para el
diseño de otro algoritmo de optimización de muchos objetivos [14]. También se ha propuesto PCSEA,
un algoritmo que reduce la dimensión del problema detectando objetivos irrelevantes y eliminándolos .
La optimización de muchos objetivos se ha aplicado para optimizar el controlador de un coche
híbrido [49]. También se ha utilizado en la refactorización en software [47], en la optimización del
diseño de naves industriales prefabricadas [3] y en la planifcación de horarios de enfermería [51]. En
aeronáutica, se ha empleao para optimizar el diseño de un perfl alar [70] y de aeronaves [2] .
A pesar de la variedad de soluciones existentes para la optimización de muchos objetivos, has-
ta donde sabemos la optimización Bayesiana de muchos objetivos no ha sido abordada todavía. En
2020 se propuso un enfoque que, en vez de centrarse en todas las soluciones del conjunto de Pareto,
escogía una usando teoría de juegos [8]. En este trabajo sugerimos una solución basada en la reduc-
ción de la dimensión del espacio de objetivos, mediante la detección de funciones objetivo (procesos
Gaussianos) similares.
2.3. Medidas de similitud entre distribuciones de
probabilidad
Para poder comparar objetivos de un proceso de optimizazión Bayesiana sería interesante tener
una noción de distancia en el espacio de procesos Gaussianos. Por ello estudiamos el estado del arte
en la comparación de distribuciones de probabilidad.
En teoría de probabilidad, las distancias estadísticas son funciones que nos permiten comparar dos
objetos estadísticos como variables aleatorias, distribuciones de probabilidad o muestras aleatorias
entre sí [68]. En este contexto, las distancias no son estrictamente métricas ya que no se les exige
simetría [52].
Un ejemplo de distancia estadística es la distancia de Mahalanobis, que permite cuantifcar la dis-
tancia entre dos muestras de una misma variable aleatoria o de distintas variable con una misma
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covarianza [43]. Recientemente, esta distancia ha sido extendida para abarcar el caso en el que las
muestras pertenecen una distribución de funciones en L2[0, 1] [6,17].
Otras distancias estadísticas son las divergencias [55], que comparan funciones de distribución de
variables aleatorias. Un ejemplo de la divergencia de Kullback-Leibler (KL) [37], que se calcula como
una integral dependiente de las densidades de las distribuciones. La divergencia KL ha sido aplicada
para predecir hipertensión en pacientes [12], para estimar la duración de llamadas telefónicas [27] y
para la detección de las condiciones de iluminación de una imagen [56]. Divergencias conocidas son
también la de Hellinger [45] o la de Jensen-Shannon [46]. Otra herramienta utilizada para la medir la
similitud de dos distribuciones de proabilidad es la distancia Bhattacharyya [20]. Esta última ha sido
utilizada en investigación para la extracción de características [11], el procesamiento de imágenes [26]
y reconocimiento de voz [74].
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Definicion´ del proyecto 
En este capítulo defnimos los objetivos del trabajo y las hipótesis a contrastar. También expone-
mos las suposiciones que se han hecho al diseñar el modelo, así como las restricciones que hemos
encontrado desde el punto de vista técnico.
3.1. Objetivos
Estos son los objetivos a alcanzar en el proyecto:
O1. Implementación en Python de una distancia estadística para comparar procesos gaussianos que
comparten el mismo espacio de entrada.
O2. Demostrar efectividad de la distancia desarrollada con funciones de referencia.
O3. Integrar la distancia en la herramienta de optimización bayesiana Spearmint.
O4. Implementar un algoritmo de reducción de objetivos en Spearmint.
O5. Reducir el tiempo de ejecución de Spearmint cuando dos objetivos sean considerados similares
por la herramienta
O6. No reducir drásticamente el rendimiento de la optimización al reducir el número de objetivos.
3.2. Hipótesis
A continuación, las hipótesis a contrastar:
H1. Podemos desarrollar una herramienta capaz de medir la similitud entre dos procesos gaussianos.
H2. Podemos reducir el coste de la BO de muchos objetivos en Spearmint.
H3. El rendimiento de Spearmint no bajará signifcativamente al reducir el coste de la BO de muchos
objetivos.
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3.3. Supuestos
Esto es lo que hemos asumido para alcanzar los objetivos anteriores:
S1. Las funciones objetivo de la BO tienen igual dominio.
S2. Las funciones objetivo de la BO van de Rn en Rm .
S3. Los procesos gaussianos son capaces de ajustar las funciones objetivo de la optimización.
S4. En los casos de uso de BO, el coste de la BO es despreciable frente al de las funciones objetivo.
S5. El número de muestras Monte Carlo para los hiperparámetros de los GP en Spearmint es 1.
S6. Spearmint es una de la de las mejores herramientas de codigo abierto para MOBO, como de-
muestra su presencia en articulos de estado del arte como [16], [54] y [60].
S7. El hipervolumen es un indicador fable de la calidad de la solución de la optimización en un
problema multiobjetivo.
3.4. Restricciones
A nivel técnico, nos hemos encontrado con las siguientes restricciones:
R1. Capacidad computacional limitada por un ordenador portátil Toshiba Satellite P50-B-11L de 2015.
R2. Limite temporal para el proyecto de 266 días.
R3. Documentacion casi inexistente para la herramienta Spearmint.
R4. Falta de mantenimiento de la herramienta Spearmint.
R5. Difcultad en la comunicación con el tutor por la imposibilidad de reuniones presenciales debido
a la crisis COVID-19.
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Este capítulo está dedicado al diseño del trabajo desde tres enfoques distintos. En primer lugar
mostramos el diseño funcional, en segundo el diseño técnico y por último veremos la planifcación
temporal del proyecto.
4.1. Diseño funcional
Vamos a dividir esta sección en cuatro partes. Primero introduciremos algunas nociones básicas
acerca de procesos Gaussianos que motivarán el diseño de la medida de similitud para GPs en la se-
gunda subsección. Dedicaremos la tercera subsección a entender la optimización Bayesiana de hasta
tres objetivos, para fnalmente en la cuarta subsección explicar nuestra propuesta de optimización
Bayesiana para más de tres objetivos utilizando la medida de similitud desarrollada.
4.1.1. Procesos Gaussianos
Ya hemos mencionado que un proceso Gaussiano es un proceso estocástico (una colección posi-
blemente infnita de variables aleatorias indexadas) donde cada subconjunto fnito de la colección sigue
una distribución normal. En la optimización Bayesiana, los GPs se emplean para obtener una distribu-
ción predictiva para generar una función de adquisición que nos recomiende qué punto es considerado
el mejor para ser evaluado en las siguientes iteraciones.
Sea X = (x1, ...xN )T una matriz con los datos de entrenamiento y y = (y1, ..., yN )T el vector de
etiquetas a predecir. Defnimos D = {(xi, yi)|i = 1, ..., N} como el conjunto de datos que ya han sido
etiquetados junto a sus etiquetas. Un GP queda unívocamente determinado por un vector de medias
(que suele inicializarse al vector nulo) y por una función de covarianza k(x, x0). Esta información se
recoge bajo la notación f(x) ∼ GP(0, k(x, x0)).
Dado D = {(xi, yi)|i = 1, ..., N} el conjunto de datos ya observados donde yi = f(xi) + i 
para cierto ruido Gaussiano i, un proceso Gaussiano nos permite conocer la distribución predictiva
?del valor f(x?) dado un punto x . La distribución predictiva sigue una distribución normal, es decir
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p(f(x?)|y) = N (f(x?)|µ(x?), v(x?)), donde la media µ(x?) y la varianza v(x?) pueden escribirse
como:
µ(x ?) = k?T (K + σ2I)−1 y , (4.1)
v(x ?) = k(x?, x?) − kT? (K + σ2I)−1k? . (4.2)
El vector y = (y1, . . . , yN )T contiene todas las observaciones hechas hasta el momento, el valor σ2 
es la varianza del ruido Gaussiano i, el vector N -dimensional k? = k(x∗) contiene la covarianza de la
distribución a priori entre el nuevo punto f(x?) y cada uno de los puntos del conjunto de entrenamiento
f(xi), y la matriz N × N llamada K contiene las covarianzas de la distribución a priori entre cada par
de f(xi) para i = 1, . . . , N del conjunto de entrenamiento. Los elementos de la matriz K vienen dados
por el valor Kij = k(xi, xj ) que describe la covarianza entre dos puntos xi, xj para i, j = 1, ..., N del
conjunto de entrenamiento. Todo aquello que sabemos acerca de la forma y otras características de
f(x) como por ejemplo su suavidad, su ruido, etc. se codifcan a través de la elección de la función
de covarianzas k(x, x0) del proceso Gaussiano. Algunos ejemplos de funciones de covarianza son
funciones constantes, lineales, la llamada función Matérn u ótras, una función de covarianza conocida
y utilizada es la exponencial cuadrática, dada por la expresión: 
2  r 
k(x, x 0) = σf 
2 exp − + σn 2 δpq , (4.3)2`2 
0donde el valor r simboliza la distancia euclídea entre x y x , ` es el hiperparámetro llamado escala de
longitud que defne la suavidad de las funciones generadas por el GP, el hiperparámetro de amplitud
σ2 mide la variabilidad entre las muestras del GP y el valor σ2 δpq es la varianza del ruido Gaussianof n 
que se aplica cuando la función de covarianza es calculada sobre un par de la forma k(x, x). Estos
son los hiperparámetros del GP, que se recogen en un conjunto que llamaremos θ. Podemos encontrar
valores óptimos para cada hiperparámetro en θ aplicando el método de máxima verosimilitud [53].
4.1.2. Medida de similitud entre distribuciones predictivas de GPs
En este trabajo hemos desarrollado la medida de similitud entre las distribuciones predictivas de
procesos Gaussianos que explicamos a continuación. Sean f(x), g(x) dos procesos Gaussianos. Tra-
bajamos asumiendo que las funciones de covarianza de ambos procesos tienen expresiones analíticas
parecidas, por ejemplo, ambas son del tipo exponencial cuadrática. Dado un conjunto de datos de en-
trada X?, podemos calcular la predicción de los vectores de media de cada proceso µf (X?), µg(X?) 
así como las matrices de covarianza vf (X?) y vg(X?).
El propósito de esta subsección es desarrollar una noción de distancia entre estos dos procesos,
que defnimos con esta expresión matemática:
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d(f(x), g(x)) =ε1dµ (T (µf (X?)), µg(X?), δ)+ 
ε2 (1 − máx (0, ρ (µf (X?)) , µg(X?))) + 
(1 − ε1 − ε2) dv (vf (X?), vg(X?)) . (4.4)
Observamos que la medida de similitud sigue un modelo de suma ponderada (WSM, “Weighted
sum model” [66]), donde cada sumando está ponderado por un peso ε1, ε2, 1 − ε1 − ε2 que oscila
entre 0 y 1 y cuya suma debe ser exactamente 1. La WSM consta de tres sumandos a los cuales nos
referiremos como
s1 = ε1dµ (T (µf (X?)), µg(X?), δ) , 
s2 = ε2 (1 − ρ (µf (X?), µg(X?))) , 
s3 = (1 − ε1 − ε2) dv (vf (X?), vg(X?)) . (4.5)
La función que tienen los sumandos s1 y s2 es la de describir la distancia entre los dos vectores de
media, mientras s3 defne la distancia entre las matrices de covarianza. A continuación, analizaremos
cada uno de estos sumandos y sus parámetros.
El primer sumando. s1, está dado en función de una tolerancia δ, una función de transformación T 
y una distancia dµ entre los vectores de media.
La elección de la función T describe cuándo dos vectores de media µf (X?) =6 µg(X?) deberían
considerarse como iguales. Por ejemplo, como en un futuro querremos optimizar estos vectores, si se
cumple que µf (X?) = 2µg(X?), los puntos críticos de ambos vectores serán idénticos y podemos
querer considerarlos como el mismo vector. Aunque la función T sea un parámetro escogido por el
usuario, la implementación de medida de similitud que proponemos proporciona una función de trans-
formación por defecto dada por T (µf (X?)) = |a|µf (X?) + b1 donde a y b son escalares calculados
con el método de mínimos cuadrados [71] para ajustar lo mejor posible µf (X?) a µg(X?). La transfor-
mación T propuesta refeja que dos vectores proporcionales y de diferencia constante se comportan
idénticamente desde el punto de vista de la optimización.
La función de distancia dµ permite al usuario escoger cómo se desea medir la distancia entre
T (µf (X?)) y µg(X?). Nuestra implementación ofrece varias opciones entre las que se debería escoger
tomando en consideración la naturaleza del problema que el GP modela. Algunas de estas opciones
son defnir dµ como el número o porcentaje de puntos en los que T (µf (X?)) =6 µg(X?), o como una
norma p entre ambos vectores (kµg(X?) − T (µf (X?))kp) como la distancia euclídea, la norma infnito,
etc.
Por último, dµ depende también del parámetro δ que se utiliza para cambiar el nivel de tolerancia
que el usuario da a dµ, es decir, hace que la distancia se calcule sólo utilizando los componentes de
los vectores donde dµ es mayor que δ en sus operaciones a nivel de componente. Por ejemplo, si la
Lucía Asencio Martín 11
Diseno˜ del proyecto 
P 
distancia dµ es la dada por la norma p con p = 1, s1 sería |µg −T (µf )|>δ |µg(X?) − T (µf (X?))|.
El otro sumando de la WSM que compara los vectores de media es s2. Éste es el único término
que hemos fjado en la suma y representa la correlación de Pearson entre las medias de los GPs. El
coefciente de correlación de Pearson se defne como
E[(µf (X?) − µf (X?))(µg(X?) − µy(X?))]
ρ(µf (X?), µg(X?)) = , (4.6)
σµf σµg 
donde µ(·) denota la media de un vector µ y σµ su desviación típica.
Este operador nos interesa por su interpretación. El coefciente de correlación ρ(µf (X?), µg(X?)) 
devuelve un valor entre -1 y 1. Si es igual a uno, existe una función lineal positiva que describe el vector
µg(X?) a partir de µf (X?); si es igual a -1 la función lineal tiene pendiente negativa y si es 0 no existe
correlación lineal entre µf (X?) y µg(X?).
De hecho, analizando la Ecuación (4.6) vemos que ρ es mayor si los dos vectores µf (X?) y µg(X?) 
crecen en los mismos intervalos y decrecen en los mismos intervalos. Por el contrario, ρ disminuye si
su crecimiento es distinto (intervalos en los que un vector crece, el otro decrece). Esta interpretación
del coefciente es muy valiosa para nuestro problema ya que queremos identifcar cuándo dos vec-
tores crecen y decrecen de una manera parecida, es decir, los máximos y mínimos de un vector se
encuentran cercanos a los del otro vector.
Por lo que hemos visto, este coefciente es una manera precisa y efciente de detectar procesos
similares ya que es capaz de detectar la similitud entre vectores de muestras de funciones que, a
priori y usando distancias convencionales diríamos que son diferentes, pero que su crecimiento es
muy parecido.
Por último, el sumando s3 se encarga de medir la distancia entre los vectores de varianza a través
de la función dv escogida por el usuario. Al igual que con dµ, podemos usar cualquier medida de simi-
litud entre vectores para este propósito. En nuestra metodología, proponemos por defecto la distancia
euclídea. No hemos comprobado empíricamente que la distancia entre las varianzas sea signifcativa
la hora de decidir si dos procesos Gaussianos deben optimizarse similarmente. Una hipótesis es que
sólo se deba a la asunción que hicimos acerca de que las funciones de covarianza debían tener expre-
sión analítica parecida. La razón de contemplar la varianza dentro de la herramienta a pesar de que
por ahora no parezca signifcativa es que creemos que sería útil en trabajo futuro en el que contem-
plemos distintas funciones de covarianza, nos interese dar una incertidumbre a los cálculos de nuestra
herramienta, etc.
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4.1.3. Optimización Bayesiana
Ahora que conocemos los procesos Gaussianos, veremos cómo se integran dentro de la optimiza-
ción Bayesiana. Ya hemos mencionado que la BO es una técnica de optimización global de funciones
de expresión analítica desconocida, y nos interesa entender cómo se efectúa esta optimización.
Sea d la dimensión del espacio de entrada X y x = (x1, ...xd) un vector y f(x) la función objetivo
que queremos optimizar. La BO con GPs asume que puede modelar la función objetivo con un proceso
Gaussiano, es decir, f(x) ∼ GP(x, k(0, x0)) para cierta fución de covarianza k. Tomamos D = {X = 
(x1, ..., xn)T , y = (y1, ...yn)T } el conjunto de datos ya observados, con yi = f(xi) + i para un ruido
Gaussiano i.
La BO es un proceso iterativo donde, al comienzo de cada iteración y en función de D, se opti-
miza una función de adquisición α(x) en el dominio D de la función objetivo f(x). Tomando xn+1 = 
arg max α(x), el algoritmo de BO evalúa la función objetivo en xn+1 obteniendo así el valor yn+1 = 
f(xn+1) + n+1 donde n+1 es el ruido de la observación. Se añade xn+1 a X, yn+1 a y y, habiendo
actualizado el conjunto de observaciones D, se inicia la siguiente iteración.
Tras un número fnito de iteraciones (cuando el usuario está satisfecho con los valores óptimos reco-
gidos en D, cuando se consume el tiempo o presupuesto disponible para las evaluaciones de f(x)...),
algoritmo recomienda como valor óptimo la mejor observación recogida en D ó el valor resultante de
optimizar la media de la distribución predictiva del GP.
La función de adquisición es una función que representa un balance entre exploración y explotación
del espacio D tomando la información procedente de la distribución predictiva de un GP. Aplicada a
un vector x nos indica cuán conveniente o útil es evaluar la función objetivo en el punto x. Un ejemplo
0de función de adquisición es la esperanza de mejora (EI). EI toma el punto y = máxy∈y y y dado un
0vector x considera el valor i(x) = máx(f(x) − y , 0) como la mejora de x. Teniendo en cuenta que
podemos emplear la expresión 4.2 para predecir el valor f(x) para un vector x ∈ D, EI calcula la
esperanza de mejora como EI(x) = E[i(x)|D].
La Figura 4.1, cuyas imágenes han sido creadas utilizando el paquete GPyOpt de Python, es
muy ilustrativa del funcionamiento de BO y del papel en ésta de la función de adquisición. En ella, se
muestran seis iteraciones consecutivas de un proceso de optimización Bayesiana que busca minimizar
la función dibujada en la Figura 4.1(a). En las imágenes sucesivas la curva azul muestra la media de
la distribución predictiva del GP que modela la función objetivo, y las curvas grises y la región azul
representan la incertidumbre acerca de la predicción en cada punto. Los puntos rojos sobre la curva
de la media son los puntos en los que la función objetivo ha sido evaluada y por ello la incertidumbre
en esos puntos es tan baja. La curva roja representada sobre el eje X es la función de adquisición, y
la línea vertical roja señala el valor de x donde la función de adquisición alcanza su máximo. A cada
iteración se explora un nuevo punto, el que hacía máxima la función de adquisición en la iteración
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anterior.
Por último, en el Algoritmo 4.1 el lector puede ver refejado el funcionamiento de la optimización
Bayesiana explicado a lo largo de esta subsección.
entrada: El conjunto D de observaciones, la función objetivo f, un entero maxiter ≥ 0 que indica el número
máximo de iteraciones.
salida : El vector recomendado como máximo
1 for i ← 0 to maxiter do
2 x’ ← arg max acq( x, f,  D );
3 D ← D ∪ x’, f( x’ ) ;
4 i ← i + 1 
5 end
6 return best( D, f ) 
Algoritmo 4.1: Algoritmo de optimización Bayesiana
4.1.4. Optimización Bayesiana multiobjetivo
El algoritmo de BO se puede generalizar para optimizar varios objetivos. Los escenarios donde te-
nemos hasta tres funciones objetivo a optimizar se recogen en la optimización Bayesiana multiobjetivo
(MOBO). En este caso, cada una de las funciones objetivo es modelada por un GP y la función de
adquisición debe combinar las distribuciones predictivas de cada GP dados unos datos de entrada D.
Un ejemplo de función de adquisición en escenarios multiobjetivo es la esperanza de mejora del
hipervolumen (EHVI) [72]. El hipervolumen es un indicador que, dado un conjunto de vectores X0 = 
{x1, ..., xl}, un punto de referencia xr y una relación de orden , devuelve la medida de Lebesgue del
conjunto {y| ∃x ∈ X0 : x  y  xr}. Denotamos H(X0) como el hipervolumen del conjunto X0 
La relación de orden utilizada en MOBO es la dominancia ya introducida en la Sección 2.3, que
considera que una solución es mayor que otra si es mejor que ella en todos los objetivos. El conjunto
sobre el que calculamos el hipervolumen es el conjunto de Pareto, denotado X ? y formado por las
soluciones observadas que no están dominadas por ninguna otra del conjunto. Así, dado un punto x 
calculamos su mejora como i(x) = H(X ? ∪ {x}) −H(X ?). De manera similar a EI, EHVI devuelve la
esperanza de mejora de un vector x.
Los escenarios de optimización de cuatro o más objetivos no se contemplan dentro de MOBO sino
de la llamada optimización Bayesiana de muchos objetivos. En estos escenarios, la alta dimensio-
nalidad provoca que el conjunto de Pareto crezca de manera exponencial y por tanto explorarlo en
problemas con cuatro o más funciones objetivo requiere muchas evaluaciones de los objetivos. Como
la optimización Bayesiana se ocupa de optimizar objetivos que son muy costosos de evaluar, explorar
el conjunto de Pareto es impensable en problemas de optimización Bayesiana de muchos objetivos.
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(a) Función objetivo 
(b) Primera iteración (c) Segunda iteración 
(d) Tercera iteración (e) Cuarta iteración 
(f) Quinta iteración (g) Sexta iteración 
Figura 4.1: Iteraciones sucesivas de BO
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4.1.5. Optimización Bayesiana de muchos objetivos
Hasta donde nuestro conocimiento de la literatura alcanza, la optimización Bayesiana de muchos
objetivos es un problema todavía sin solución, y en este trabajo proponemos una solución basada en
la reducción de objetivos. Nuestro propósito es detectar cuándo un problema de más de tres objetivos
puede ser reducido a otro con tres o menos objetivos, hacer la reducción y resolver el nuevo problema
empleando MOBO.
En cada iteración de la optimización Bayesiana, el algoritmo dispone de un conjunto D que reco-
ge todos los datos observados. La distribución predictiva de un proceso Gaussiano dada en 4.2 nos
permite conocer la distribución de f(x)|D para cualquier otro punto x del dominio. Nuestro enfoque
utiliza esta distribución predictiva de GPs y la medida de similitud desarrollada en la Subsección 4.1.2
para detectar cuándo dos procesos Gaussianos son parecidos y podemos prescindir de uno de ellos.
A continuación explicamos el algoritmo desarrollado para ello.
Sean f1(x), ..., fd(x) las funciones objetivo contempladas en el problema de optimización Baye-
siana. En cierta iteración de la optimización, sea X = (x1, ..., xn)T la matriz con xi los puntos que
ya han sido observados . Para cada xi el vector yi = (yi1, ...yid) representa las evaluaciones (ruido-
sas) de los objetivos en el punto xi, es decir, yij = fj (xi) + ij para cierto ruido Gaussiano ij . Sea
Y = (y1, ..., yn)T la matriz con todas las evaluaciones. Denotamos el conjunto de datos observados
como D = (X, Y).
Empleando D para calcular la distribución predictiva de cada objetivo, computamos D = {dij = 
d(fi(x), fj (x)) | 1 < i < j < n} donde D es un conjunto que recoge la similitud entre cada par de
objetivos de la optimización. A cada iteración, nuestro algoritmo calcula el conjunto D y lo recorre. Si
encuentra un valor dij < ε para cierto ε especifcado por el usuario, nuestro algoritmo elimina el objetivo
fi(x) de la optimización por considerarlo redundante y así, a la siguiente iteración la optimización se
ejecuta con un objetivo menos.
Para asegurarnos de no perder demasiada información acerca del problema de una vez, nuestro al-
goritmo limita a 1 el número de objetivos que pueden reducirse en una iteración dada. Además, desco-
nocemos el tamaño de D en la primera iteración y cuántas iteraciones tarda la optimización Bayesiana
en aproximar acertadamente las funciones objetivo. En algunos problemas podríamos comenzar con
D de gran tamaño y que las distribuciones predictivas en las primeras iteraciones ya fueran acertadas,
y en otros problemas podríamos tardar más iteraciones para poder aproximar las funciones objetivo.
Así, nuestro algoritmo depende de un parámetro δ escogido por el usuario en función de la naturaleza
de la optimización y la reducción de objetivos no se pone en práctica hasta la δ-ésima iteración.
El Algoritmo 4.2 resume los pasos descritos en los anteriores párrafos.
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entrada: Un entero iter ≥ 0 que representa el número de iteración de la optimización, un entero δ ≥ 0 que indica
en qué iteración comenzar la reducción, una tolerancia real 0 ≤ ε ≤ 1, obj una lista de longitud dim 
conteniendo los modelos de las funciones objetivo.
salida : La lista de objetivos después de haber sido reducida
if iter ≥ δ then
2 ndim ← Length( obj );
3 for i ← 1 to ndim do
4 for j ← i + 1 to ndim do
5 distances [obj[i], obj[j]] ← Distance( obj[i], obj[j] );
6 end
7 end
8 foreach Distance [i, j] ∈ distances do
9 if distances [i, j] < ε then




Algoritmo 4.2: Reducción del número de objetivos de un problema de optimización Bayesiana de
muchos objetivos empleando la medida de similitud entre GPs
4.2. Diseño técnico
En esta sección describiremos el diseño técnico de esta tesis. Para ello, nos ayudaremos de los
dos diagramas de fujo de datos ilustrados en las siguientes fguras: en la Figura 4.2 encontramos el
diagrama de nivel cero o diagrama de contexto, que nos proporciona un panorama básico del sistema,
y en la Figura 4.3 encontramos un diagrama de nivel uno en el que desglosamos el proceso principal,
el proceso 1 (Many objective Bayesian optimizacion).
Figura 4.2: Diagramas de fujo de datos de nivel 0
Comenzamos desarrollando la información que contiene el diagrama de datos de nivel cero, la
Figura 4.2. En él, D1 es un almacén de datos, User es una entidad externa y el proceso 2 es un proceso
externo. El proceso 1 es el principal, encargado de llevar a cabo la optimización Bayesiana. Para ello,
este proceso lee del almacén de datos D1 toda la confguración del algoritmo (número máximo de
Lucía Asencio Martín 17
Diseno˜ del proyecto 
iteraciones, objetivos, función de adquisición escogida, iteración a partir de la cual ejecutar la reducción
de objetivos, entre otros). A lo largo de la optimización, el proceso 1 se comunica con el proceso 2,
encargado de evaluar las funciones objetivo. El proceso 1 envía al proceso 2 el punto en el que se
van a evaluar los objetivos y éste le devuelve las evaluaciones computadas. Cuando la optimización se
da por terminada, el proceso 1 transmite al usuario, representado como una entidad externa, el punto
sugerido como óptimo.
Figura 4.3: Diagramas de fujo de datos de nivel 1
Veamos ahora cómo se desglosa el proceso 1 a través del diagrama de fujo de datos de nivel uno de
la Figura 4.3. Toda la información de confguración D1 llega a la interfaz de entrada/salida, el proceso
1.0. Este proceso será el encargado de comunicar entre sí los distintos aspectos de la optimización.
En primer lugar, el proceso 1.1 recibe del proceso 1.0 los GPs que modelan los objetivos. El pro-
ceso 1.1 es el encargado de ejecutar el algoritmo de reducción de objetivos, para lo que necesita
Many Objective Bayesian Optimization18
4.3. Planificacion´ del proyecto 
comunicarse con el proceso 1.2 que calcula la similitud entre dos GPs dados. Para ello, el proceso
1.2 recibe los GPs del proceso 1.1, transmite al proceso 1.3 el espacio de entrada de estos GPs y
recibe del mismo las distribuciones predictivas de los GPs. El proceso 1.3 es por tanto el encargado de
manejar los procesos Gaussianos, y calcula las distribuciones predictivas de estos gracias al conjunto
de datos observados disponible en el almacen de datos D2. Así, el proceso 1.2 es capaz de devolver al
proceso 1.1 la distancia entre dos objetos y el proceso 1.1 entrega al proceso 1.0 el conjunto de GPs
actualizado y posiblemente reducido.
A continuación, se calcula cuál será el próximo punto en el que evaluaremos los objetivos. Para
ello el proceso 1.5, recibiendo los GPs del proceso 1.4 y sus distribuciones predictivas del proceso 1.2
(distribuciones que obtiene enviándole el espacio de entrada de los GPs), se encarga de calcular la
función de adquisición. Ésta es transmitida al proceso 1.4 que la optimiza y devuelve al proceso 1.0 su
máximo, que es el punto donde se recomienda hacer la próxima evaluación de objetivos.
Así, el proceso 1.0 envía al proceso 2 este punto a evaluar y, como ya hemos explicado en el
diagrama de nivel 0, recibe a cambio su evaluación. El proceso 1.0 es encargado de guardar en el
almacen D2 esta nueva observación. Cuando el algoritmo termina, el valor óptimo se hace llegar al
Usuario desde el proceso 1.0.
4.3. Planifcación del proyecto
A continuación, detallaremos cuál ha sido la planifcación del tiempo de este proyecto desde su
asignación hasta su entrega. El proyecto ha sido desarrollado mediante la metodología en cascada,
dividiéndolo en etapas de tal manera que las tareas de cada etapa comenzaban cuando se habían
cerrado las de la etapa anterior. La naturaleza del proyecto exigía hacer un análisis de la BO y los GPs
antes de diseñar la medida de similitud y probarla, diseñar la medida antes de integrarla en un algoritmo
de reducción de objetivos, etc. y por ello esta metodología secuencial se adecúa al proyecto. Ilustramos
la planifcación a través de un diagrama de Gantt que más adelante explicaremos en profundidad y que
el lector puede consultar en la Figura 4.4 y en la Figura 4.5. El proyecto se ha desarrollado entre el 1
de septiembre de 2020 y el 20 de junio e 2021 a lo largo de 38 semanas de trabajo y 3 semanas de
descanso. En él hemos invertido aproximadamente 298 horas, lo que supone una media de 7 horas y
51 minutos por semana.
Describimos y comentamos ahora cada una de las tareas y grupos de tareas especifcados en el
diagrama, junto con su grado de difcultad.
Estudio. En esta primera fase del proyecto, dedicamos algo más de cinco semanas a entender
los conceptos que íbamos a trabajar a lo largo de todo el curso. Se dividió en distintas subtareas:
• Estudio de procesos Gaussianos a través de clases grabadas y publicadas en Youtube por
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Figura 4.4: Diagrama de Gantt
el profesor e investigador Nando de Freitas. Nivel de difcultad: medio-alto.
• Estudio de la optimización Bayesiana mediante clases grabadas y publicadas en Youtube de
nuevo por el profesor e investigador Nando de Freitas. Nivel de difcultad: medio.
• Estudio de optimización Bayesiana multiobjetivo a través de diversas charlas de conferencias
publicadas en Youtube. Entre ellas, la “Conference on Uncertainty in Artifcial Intelligence”.
Difcultad alta.
• Estudio de literatura acerca de procesos Gaussianos, por ejemplo a través del libro de Ras-
mussen [53]. Difcultad media.
• Estudio introductorio a las medidas de similitud de distribuciones de probabilidad, a través
de la búsqueda de artículos. Nivel de difcultad: medio.
Medida de similitud. Este segundo grupo de tareas, que tomó aproximadamente siete semanas,
se centró en el desarrollo de la medida de similitud para procesos Gaussianos. Podemos dividirla
en tres subtareas:
• Investiagación de medidas. Ésta fue la subtarea más compleja de este grupo, consistente en
probar distintas nociones de similitud e, intentando entender qué queríamos conseguir te-
niendo en cuenta la naturaleza de los procesos Gaussianos, desarrollar una medida acorde.
Nivel de difcultad: medio.
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Figura 4.5: Diagrama de Gantt
Lucía Asencio Martín 21
Diseno˜ del proyecto 
• Aprendizaje del paquete GPy: familiarización y prueba de este paquete de Python que per-
mite el trabajo con GPs. Nivel de difcultad: bajo.
• Implementación de medida de similitud: implementación en Python de la distancia desarro-
llada. Nivel de difcultad: bajo
Experimentos sobre la medida: dentro de este grupo de tareas, que se llevó a cabo durante unas
cuatro semanas, probamos la medida de similitud para optimización Bayesiana de objetivos cuyo
espacio de entrada era de una, dos o tres dimensiones.
• Experimentos objetivos 1D. Nivel de difcultad: bajo.
• Experimentos objetivos 2D. Aquí experimentamos con muchas funciones de benchmark, ya
que en dos dimensiones era más difícil entender la noción de similitud. Nivel de difcultad:
alto.
• Experimentos 3D: la imposibilidad de visualizar gráfcas de funciones de tres dimensiones
difcultó esta tarea, ya que no podíamos conocer la misma cantidad de funciones que en el
caso bidimensional. Nivel de difcultad: medio.
Spearmint: En este punto del trabajo introducimos la herramienta Spearmint para probar nuestro
algoritmo de reducción de objetivos. Tomó unas cuatro semanas y se dividió en dos subtareas.
• Instalación de le herramienta Spearmnt. Nivel de difcultad: alto debido a la pobre compatibi-
lidad de la herramienta con versiones semirecientes de los paquetes que requiere y a la casi
nula documentación.
• Aprendizaje Spearmint: durante estas semanas necesitamos entender el funcionamiento de
la herramienta para así integrar en ella nuestro algoritmo de reducción de objetivos y la
distancia implementada. Nivel de difcultad: alto debido a la falta de documentación de la
herramienta y a la complejidad de su estructura.
Escribir artículo congreso: Durante tres semanas escribimos y formalizamos la medida de si-
militud y los experimentos realizados para presentar el trabajo en el congreso organizado por la
Asociación Española para la Inteligencia Artifcial (CAEPIA). Nivel de difcultad: medio-alto debido
a la inexperiencia en la escritura de textos científcos.
Experimentos reducción de objetivos: durante estas semanas realizamos distintos experimentos
de optimización Bayesiana de más de un objetivo para comprobar el funcionamiento de nuestro
algoritmo de reducción de objetivos. Nivel de difcultad: medio-alto.
Memoria: los últimos dos meses de trabajo son dedicados a la escritura del documento de me-
moria del trabajo.
• Escribir memoria. El grueso de la memoria se realiza en esta subtarea. Nivel de difcultad:
alto.
• Últimas revisiones junto al tutor del documento. Nivel de difcultad: bajo.
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En esta sección detallaremos los aspectos del proyecto que conciernen a su implementación para
que todos los experimentos puedan reproducirse en un futuro. Especifcaremos el sistema operativo
sobre el que se ha trabajado, los lenguajes de programación que hemos utilizado, los entornos de
programación así como todos los paquetes necesarios para ejecutar el código del proyecto. Además,
explicaremos los fcheros de código que hemos creado a lo largo del año.
Todo el trabajo ha sido realizado utilizando el sistema operativo Ubuntu en su versión 20.04.2 LTS
(Ubuntu focal), y el software empleado es libre.
El lenguaje de programación utilizado ha sido Python. Para la primera implementación de la medida
de similitud y para los experimentos que hicimos de la misma, la versión de Python empleada ha sido
la 3.7. Para la integración en Spearmint del algoritmo de reducción de objetivos hemos necesitado la
versión 2.7, que es la que la herramienta Spearmint requiere.
Con Python 2.7 hemos utilizado la distribución Anaconda en su versión conda 4.5.11.
El código de la medida de similitud y sus experimentos se ha desarrollado en cuadernos de Jupyter
en la versión 5.6.0, y el código del algoritmo de reducción de objetivos en el editor de texto VIM en la
versión 8.1 del mismo.
Para el desarrollo de la medida de similitud y sus experimentos hemos utilizado todos los paquetes
que se muestran en el Apéndice A.2.
En la segunda parte del proyecto hemos probado el algoritmo de reducción de objetivos integrán-
dolo en la herramienta Spearmint. Este trabajo se ha desarrollado en un entorno virtual de Python
2.7, con los paquetes listados en el Apéndice A.1. La herramienta Spearmint se instaló clonando el
código disponible en este repositorio de GitHub. Para la instalación, fueron cruciales las versiones de
las librerías boost, boost-cpp, numpy, libgcc y pygmo que se muestran en el Apéndice A.1.
A continuación, nos centraremos en los fcheros que han sido necesarios para la implementación




Comenzaremos por los fcheros relacionados con la medida de similitud, y luego veremos los que in-
volucran al algoritmo de BO de muchos objetivos. La medida de similitud se ha implementado dentro del
fchero distances.py que se encuentra en el directorio spearmint/utils. En particular, nuestra
distancia se ha implementado en la función distance de este fchero, que refeja la funcionalidad del
proceso 1.2 del diagrama de fujo de datos de la Figura 4.3. Este fchero corresponde a la tarea “Medida
de similitud/Implementacion medida” del diagrama de la Figura 4.4. En esta parte del trabajo, además
del fchero distances.py hemos utilizado los fcheros del directorio expt_distance. Dentro de
él, el fchero correlation_ study.ipynb fue implementado para el estudio de distintas opciones
de medida durante la tarea “Medida de similitud/Investigación medidas” que refejamos en el diagrama
de Gantt de la Figura 4.4. Los demás fcheros de ese directorio (dimension1.ipynb, dimen-
sion2.ipynb, dimension2plus.ipynb, dimension3.ipynb y experimentos.ipynb 
implementan los experimentos realizados sobre la medida de similitud, refejados en las tareas dentro
de “Experimentos medida” del diagrama de Gantt ya referenciado.
Nos centramos ahora en los fcheros que conciernen al algoritmo de optimización Bayesiana de
muchos objetivos. La optimización Bayesiana se lleva a cabo utilizando la herramienta Spearmint, cuyo
código se encuentra bajo el directorio spearmint. Mencionamos ahora los fcheros implicados en
algunas de las funcionalidades más importantes de la optimización. El proceso 1.0 del DFD de la Figura
4.3 está implementado en el fchero spearmint/main.py, y el algoritmo de reducción de objetivos
(proceso 1.2 del mismo diagrama) en el fchero spearmint/choosers/default_chooser.py,
en particular en la función suggest_redundant_process. También está implementada en este
fchero, en las funciones suggest y compute_acquisition_function, la funcionalidad de los
procesos 1.4 y 1.5 del DFD de nivel 1. La funcionalidad de los procesos Gaussianos (proceso 1.3 del
diagrama de la Figura 4.3) se realiza en el fchero spearmint/models/gp.py.
Si analizamos el DFD de la Figura 4.3, sólo queda entender cómo se implementan los almacenes
de datos y el proceso 2. Estos tres elementos dependen del experimento de optimización en cuestión.
Cada experimento tiene su propio directorio, algunos ejemplos de esto se encuentran bajo el directorio
experiments. Cada experimento contiene un fchero de confguración config.json que corres-
ponde al almacen de datos D1. Los datos observados D2 son almacenados por Spearmint utilizando
una base de datos de MongoDB y, por último, el proceso 2 evalúa los objetivos mediante la evalua-
ción de funciones cuyos nombres y fcheros contenedores se especifcan a la herramienta Spearmint
a través del fchero config.json.
Por último, los fcheros de experimentos del algoritmo de reducción de objetivos pueden encontrarse
en el directorio expt_reduction. En él, cada directorio corresponde a uno de los experimentos
explicados en la Sección 6.2. Para facilitar los experimentos hemos utilizado además el script que se
encuentra en el fchero expt_reduction/test.py. Así, queda explicada la implementación del
proyecto y podemos centrarnos en estudiar los experimentos realizados durante el curso.
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En este capítulo explicaremos los experimentos que hemos llevado a cabo a lo largo de este pro-
yecto, ya que éstos nos permitirán contrastar las hipótesis hechas en el Capítulo 3. Para cada experi-
mento, describiremos las condiciones del mismo y luego daremos sus resultados. Dividimos el capítulo
en dos secciones, la primera para exponer los experimentos realizados sobre la medida de similitud y
la segunda para probar el algoritmo de reducción de objetivos.
6.1. Experimentos de la medida de similitud
Comencemos con los experimentos que hemos llevado a cabo para probar la medida de similitud
para procesos Gaussianos desarrollada en la Sección 4.1.2. En cada uno de ellos, escogemos varias
funciones de benchmark y tomamos procesos Gaussianos que ajustamos a cada una de ellas tomando
vectores de muestra de las funciones para ilustrar el funcionamiento de la medida. Empleamos la
distancia implementada para calcular la similitud entre estos procesos Gaussianos e interpretamos los
resultados.
En todos los experimentos los parámetros de la medida de similitud han sido confgurados como
sigue:
La tolerancia δ se ha tomado como 0.
En la suma ponderada, ε1 = 0,25 y ε = 0,75 (por tanto, el peso asignado a la distancia entre las
varianzas es cero).
La transformación T es la transformación lineal descrita en la Sección 4.1.2.
La distancia d1 la implementamos como la distancia media relativa entre los puntos de los vectors
de media, es decir, la media del vector dado por |T (µf (X?)) − µg(X?)| dividido por la resta del
maimo menos el mínimo elemento del vector de media.
A continuación, describimos cada uno de los experimentos realizados.
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6.1.1. Primer experimento: GPs de una dimensión.
Comenzamos comparando tres GPS que se ajustan a funciones de juguete cuyo dominio es uni-
dimensional. Hemos escogido dos funciones que sabemos que son parecidas y una tercera que se
comporta de manera diferente. En la Figura Fig.6.1 hemos representado los vectores de media de los
tres GPs.  
2 
2m 
El primer GP modela una función de Michalewicz, que se defne como f1(x) = − sin x sin x π 
con el parámetro m = 50, el segundo GP modela otra función de Michalewicz con el parámetro m = 
2100 y el tercer GP modela una parábola x .
Figura 6.1: Vectores de media de GPs que ajustan algunas funciones unidimensionales.
Los resultados del experimento han sido los siguientes. La correlación entre las medias predictivas
de los dos GPs de Michalewicz es de 0.97, y su distancia media relativa es de 0.02. En total, distancia
calculada es de 0.02 sobre 1, lo que quiere decir que los dos GPs son muy parecidos de acuerdo a
nuestra medida de similitud.
Por otro lado, comparando el GP de Michalewicz con m = 100 con la parábola, obtenemos una
correlación de 0.12 que refeja que ambos procesos son muy diferentes en cuanto a su crecimiento. La
distancia media relativa es de 0.27 y la distancia total es de 0.72 sobre 1, es decir, son procesos muy
distintos.
6.1.2. Segundo experimento: GPs bidimensionales con forma de cuen-
co
A continuación vamos a comparar tres GPs que ajustan funciones con forma de cuenco. Uno de
ellos modela una función de Stybilinski-Tang, el segundo un elipsoide y el tercero una esfera.P2 � 1 4 2La función de Stybilinski-Tang es la dada por f2(x) = x − 16x + 5xi , el elipsoide es2 i=1 i iP2 Pi 2 2 2f3(x) = y la esfera f4(x) = x1 + x2.i=1 j=1 xj 
Las medias de los tres procesos están ilustrados en la Figura 6.2. De esta imagen podemos de-
ducir que, como los tres tienen forma de cuenco, serán procesos similares. Sin embargo, la forma del
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proceso de Stybilinski-Tang es ligeramente distinta a las de los otros dos.
Figura 6.2: Vectores de media de GPs que ajustan algunas funciones bidimensionales en forma de
cuenco.
El resultado del experimento ha refejado que la correlación entre esfera y elipsoide es de 0.94, y
su distancia media relativa es 0.6. En total, la distancia entre estos dos procesos es 0.05 por lo que
efectivamente estos procesos son muy parecidos.
En contraste, si comparamos el proceso de Stybilinski-Tang con el elipsoide la correlación es de
0.74, un valor alto pero no tan cercano a 1 como en el caso anterior, refejando el hecho de que estos
dos procesos no son tan parecidos como la esfera y el elipsoide. La distancia media relativa entre los
vectores de media es 0.13 (un valor bajo pero de nuevo mayor que en el caso anterior, el doble) y la
distancia total es 0.22 sobre 1.
6.1.3. Tercer experimento: GPs bidimensionales muy distintos
Ahora compararemos dos procesos que ajustan funciones que sabemos de antemano que no son
parecidas, las ilustradas en la Figura 6.3.
El primer GP modela una función de Griewank, cuya expresión matemática es � 1 2 2 x2f5(x) = x − cos(x1) cos √ + 1,1 + x24000 2 
y el segundo una función de Levy
�  �  
f6(x) = sin2(πw1) + (w1 − 1)2 1 + 10 sin2(πw1 + 1) + (w2 − 1)2 1 + sin2(2πw2) , 
donde wi = 1 + (xi − 1)1 4 
Los resultados del experimento han sido los siguientes: como la forma de ambos procesos es muy
distinta, la correlación entre las medias es muy baja, 0.04. Su distancia relativa es 0.16 y por tanto la
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Figura 6.3: Vectores de media de GPs que ajustan algunas funciones bidimensionales muy diferen-
X 
tes.
distancia relativa es de 0.75 sobre 1. Como esperábamos, una distancia grande.
6.1.4. Cuarto experimento: GPs ajustando funciones Ackley 
X 
Por último, vamos a comparar distintos procesos que ajustan funciones de Ackley. Recordamos
que la función de Ackley es aquélla dada por la expresión
2 2 
⎛⎝ ⎞⎠ 
vuut ! 1 12f7(x) = −a exp −b − exp − cos (cxi) + a + exid 2 
i=1 i=1 
En primer lugar comparamos dos procesos con el parámetro a = 20 y b = 0,2. En uno de ellos,
Figura 6.4: Vectores de media de GPs que ajustan algunas funciones Ackley.
fjaremos c = π y en el otro c = 6π, que resulta en dos procesos muy distintos como se ilustra en la
Figura 6.4.
Para este caso, el resultado del experimento ha sido una correlación de 0.31 entre ambos procesos,
y una distancia media relativa de 0.5, dando una distancia total de 0.55 sobre 1.
En segundo lugar hemos comparado dos procesos que modelaban funciones Ackley que, a pesar
de tener parámetros distintos, tenían forma parecida. En ambos procesos hemos fjado los parámetros
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b = 0,2, c = 2π, en uno de ellos hemos escogido a = 70 y en el otro a = 100.
El experimento ha resultado en una correlación 0.98, muy cercana a 1, y una distancia media rela-
tiva de 0.01. En total una distancia de 0.01, lo que confrma que los dos procesos son muy parecidos.
6.2. Experimentos del algoritmo de reducción de objetivos
A continuación, describiremos los experimentos realizados con optimización Bayesiana de muchos
objetivos utilizando nuestro algoritmo de reducción de objetivos. Empezaremos con un experimento
“de juguete” en el que la reducción de objetivos es obvia, y después trataremos dos experimentos en
los que partiremos de un problema con cuatro objetivos. En los cuatro experimentos, veremos cómo se
comporta el algoritmo según los hiperparámetros de reducción escogidos por el usuario. Para medir la
calidad de la solución sugerida por cada experimento utilizaremos el indicador del hipervolumen.
En todos los experimentos, la confguración de la función de distancia ha sido la misma que en los
experimentos de la sección anterior, y la función de adquisición empleada es PESM (predictive entropy
search for multi-objective Bayesian optimization [29]).
6.2.1. Primer experimento
Para este experimento hemos utilizado la función de Branin, dada por la expresión
� �  2 
f8(x, y) = y − 5,1x 2/ 4π2 + 5x/π − 6 + 10(1 − 1/8π) cos x + 10. 
Figura 6.5: Objetivos basados en funciones Branin
Hemos optimizado los tres objetivos ilustrados en la Figura 6.5: el primero una función de Branin,
el segundo una función de Branin triplicada y el tercero una función de Branin multiplicada por -1.
Claramente, la función de Branin y su triplicada se comportan de manera muy similar. La optimiza-
ción Bayesiana ha sido ejecutada con un máximo de 25 iteraciones y con distintos valores para sus
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hiperparámetros. El parámetro δ que permitía aplicar la reducción a partir de la δ-ésima iteración de
la optimización ha sido probado para los valores 10, 15 y 20. El parámetro ε que indicaba que dos
objetivos eran considerados idénticos si su distancia era menor que ε ha sido probado para los valores
0.05, 0.1 y 0.2. Por tanto, este experimento ha constado de 9 pruebas.
Como en este caso el primer y segundo objetivo están relacionados por una función lineal, el
algoritmo de optimización Bayesiana ha eliminado uno de estos dos objetivos en cada una de las
9 ejecuciones en la primera iteración en la que podía hacerlo (la décima, decimoquinta o vigésima
según el valor de δ). Discutamos ahora la calidad de la solución obtenida después de la reducción
basándonos en el hipervolumen. El hipervolumen de la solución de esta optimización era 1143516861,
y el hipervolumen de las soluciones obtenidas con la reducción se muestran en la Tabla 6.1.
Hipervolumen δ = 10 δ = 15 δ = 20 
ε = 0,05 1142795726 1142795726 1143013872
ε = 0,10 1142682063 1142795726 1143013872
ε = 0,20 1142682063 1142795726 1143013872
Tabla 6.1: Hipervolumen de las soluciones de la optimización del primer experimento
En la tabla puede observarse que en todos los casos la recomendación propuesta por el optimiza-
ción tiene un hipervolumen cercano al de la solución (el error en el peor caso es de 0.07 %). Además,
se observa que la solución recomendada es mejor cuánto más tarde se activa la reducción de objetivos
(cuanto mayor era δ). Esto tiene sentido ya que cuantas más iteraciones se realizan sin la reducción,
mejor es la predicción que los GPs hacen de los objetivos y por tanto más acertada es la distancia
entre los objetivos.
Otra observación de este experimento que no puede verse en la tabla pero sí en los fcheros del
experimento es que, aunque eventualmente la solución propuesta era de buena calidad independien-
temente del valor de ε, la calidad de los puntos explorados por el algoritmo (provenientes de optimizar
la función de adquisición) en las primeras iteraciones después de la reducción de un objetivo bajaban
más cuanto mayor era ε. La razón de esto es que a mayor ε, más “laxa” es nuestra reducción: me-
nos parecidos deben ser dos GPs para ser considerados iguales y por tanto, la exploración de nuevos
puntos se ve perjudicada en las primeras iteraciones después de la eliminación de un objetivo. No
obstante,después de estas primeras iteraciones los puntos evaluados son igual de buenos que en los
demás casos.
6.2.2. Segundo experimento: funciones cuenco
En este experimento nos enfrentamos a un problema de optimización de cuatro objetivos. El primero
√ 
2es una fución de Griewank, dada por la expresión 1−cos(x) cos(y/ 2)+(x +y2)/4000 , el segundo es
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2 4un paraboloide de grado dos (x + y2), el tercero un paraboloide de grado cuatro (x + y4) y el cuarto
−x2−y2 es una función de Gramacy xe . Los cuatro objetivos se ilustran en la Figura 6.6. La función
de Griewank tiene forma de paraboloide vista desde lejos, pero de cerca su superfcie está llena de
pequeñas montañitas.
Figura 6.6: Objetivos basados en paraboloides y otras funciones
En este caso, hemos fjado el número máximo de iteraciones de la optimización a 30 y hemos
realizado el experimento con dos combinaciones de hiperparámetros: la primera con una reducción
más laxa (δ = 15, ε = 0,10) y la segunda más estricta (δ = 20, ε = 0,05). El hipervolumen de la
solución del problema en este caso era 1000398078127.
En la primera ejecución (δ = 15, ε = 0,10) el GP correspondiente al paraboloide de grado dos
fue eliminado en la décimo sexta iteración por ser muy similar al de Griewank, y el otro paraboloide
fue eliminado en la vigésimo primera por considerarse también igual al de Griewank. En este caso,
la solución recomendada tiene hipervolumen 1000397940485 (error 1,37 × 10−7) y se explora entre
la primera y la segunda reducción. En la imagen se ve claramente por qué la función de Griewank y
el paraboloide de grado dos se consideran iguales. Aunque el otro paraboloide no sea tan parecido a
estas dos funciones, tomar un valor alto de ε (0.10) es la razón de que este objetivo también se elimine.
La función que indiscutiblemente no se parece a las demás es la función de Gramacy, y por ello este
objetivo no es reducido.
En la segunda ejecución (δ = 20, ε = 0,05) el GP correspondiente al paraboloide de grado dos se
elimina tras la vigésima iteración (la primera en la que pueden reducirse objetivos). Ningún otro objetivo
se elimina antes de la trigésima y última iteración. La solución recomendada en este caso tiene un
hipervolumen 1000397851175 (error 2,26 × 10−7) y se explora después de la primera reducción. En
este caso, haber retrasado la reducción de objetivos y reducir el valor de ε a 0.05 hace que sólo se
reduzca un objetivo y no se considere al paraboloide de grado cuatro lo sufcientemente similar a los
otros paraboloides.
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6.2.3. Tercer experimento: funciones Michalewicz 
Para el tercer experimento hemos optimizado las cuatro funciones ilustradas en la Figura 6.7: dos
funciones de Michalewicz, cuya expresión es
�  �  
f9(x, y) = − sin x sin2m x 2/π − sin y sin2m 2y 2/π , 
variando m, una función de Beale
� 22f10(x, y) = (1,5 − x − xy)2 + 2,25 − x − xy + (2,625 − x − xy ∗ 3)2 
y la función de Stybilinski-Tang defnida en la Sección 6.1.
Figura 6.7: Objetivos basados en funciones Michalewicz
En este experimento hemos fjado el el número máximo de iteraciones a 30 y hemos realizado
dos pruebas. La primera ha sido realizada con dos funciones de Michalewicz, una con m = 75 y
otra con m = 100, y con los hiperparámetros δ = 10, ε = 20. Para este caso, las dos funciones
de Michalewicz eran muy similares y una de ellas fue eliminada en la vigésimo primera iteración.
La solución del problema tenía hipervolumen 1004234499054 y la recomendación del algoritmo fue un
punto con hipervolumen 1003947732936 (error del 0.02 %). En la segunda prueba hemos utilizado una
función de Michalewicz con m = 50 y otra con m = 100. Como estas funciones son más distintas entre
sí que las de la primera prueba, hemos reducido ε a 0.05. Con esto, hemos exigido que el algoritmo
esté “más seguro” de la similitud de dos objetivos antes de eliminar uno de ellos. En este caso, una de
las dos funciones Michalewicz ha sido borrada en la vigésimo séptima iteración. El hipervolumen de la
solución del problema era 1004348965464 y el de la recomendación del algoritmo 10043488477896
(error 4,85 × 10−7). Ésta es la única prueba donde la solución se explora antes de la reducción de
objetivo.
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6.2.4. Cuarto experimento: ajuste de hiperparámetros red neuronal
En el último experimento, aplicamos nuestro algoritmo de reducción de objetivos al problema del
ajuste de hiperparámetros de una red neuronal profunda que clasifca imágenes en dígitos entre el 0
y el 9. Para ello hemos utilizado Digit, un pequeño conjunto de datos de 1797 imágenes que contiene
dígitos escritos a mano. El espacio de entrada del experimento está dado por los hiperparámetros
número de capas ocultas y número de neuronas en cada capa oculta, y los objetivos de la optimización
Bayesiana son minimizar el tiempo de ejecución, el tamaño de la red y el error de la predicción.
Debido a las restricciones R1. y R2., hemos hecho algunas simplifcaciones sobre el experimento.
Por ejemplo, exigimos que todas las capas tengan el mismo número de neuronas. Para poder evaluar
redes más o menos grandes no entrenamos la red sino que inicializamos los pesos de manera alea-
toria. Esto provoca que el error siempre sea muy alto, pero no nos preocupa ya que a nosotros nos
interesa comprobar la relación que existe entre el tamaño de una red y el tiempo de evaluación. Ade-
más, no hemos podido calcular el hipervolumen aproximado de la solución ya que su cómputo requería
demasiadas evaluaciones de los objetivos. Si no fuera por las restricciones de tiempo y de capacidad
computacional, podríamos ejecutar la optimización teniendo en cuenta más hiperparámetros, conside-
rando un conjunto de datos mayor, entrenando la red (pudiendo así minimizar el error de predicción) y
conociendo el hipervolumen de la solución.
En este experimento hemos realizado dos pruebas. En ambas, el número de capas ocultas varía
entre 3 y 100, el número de neuronas en cada capa entre 3 y 300 y el número máximo de iteraciones
de la optimización es 40.
En la primera prueba fjamos los hiperparámetros δ = 15 y ε = 0,1. En este caso, en la décimo
sexta iteración el algoritmo detectó que la distancia entre los objetivos tamaño y tiempo era 0.0006 y la
distancia entre tiempo y error, y entre tamaño y error era 0.75. Por tanto, en esa iteración el algoritmo
eliminó el objetivo del tamaño.
En la segunda prueba escogimos δ = 20, ε = 0,05 para ver si, realizando la reducción unas
iteraciones más tarde (cuando los GPs dieran una mejor predicción de los objetivos) y siendo más
estrictos con ε, un objetivo también se eliminaría. El resultado aquí fue que en la vigésimo primera
iteración, la distancia entre los objetivos tamaño y tiempo era 0.0004 (menor que en la prueba anterior)
y las otras dos distancias eran 0.7502. Por tanto, también en este caso un objetivo fue eliminado.
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Conclusiones y trabajo futuro 
Para concluir esta tesis, haremos un análisis del grado de consecución de los objetivos, veremos
cómo hemos contrastado las hipótesis defnidas en el Capítulo 3 y plantearemos algunas posibles
líneas de trabajo futuro.
Comenzaremos detallando qué objetivos se han alcanzado en el trabajo y cómo se ha hecho:
O1. Implementación en Python de una distancia estadística para comparar procesos gaussianos que
comparten el mismo espacio de entrada. Objetivo alcanzado con la función distance del fchero
spearmint/utils/distances.py.
O2. Demostrar efectividad de la distancia desarrollada con funciones de referencia. Objetivo satisfe-
cho con los resultados de los cuatro experimentos de la Sección 6.1.
O3. Integrar la distancia en la herramienta de optimización bayesiana Spearmint. Este objetivo se sa-
tisfzo al implementar la función distance del fchero spearmint/utils/distances.py.
O4. Implementar un algoritmo de reducción de objetivos en Spearmint. El objetivo se ha alcanza-
do en la función suggest_redundant_process del fchero spearmint/choosers/de-
fault_chooser.py.
O5. Reducir el tiempo de ejecución de Spearmint cuando dos objetivos sean considerados similares
por la herramienta. Debido a que la optimización Bayesiana se utiliza para optimizar objetivos
que son muy costosos de evaluar y dadas las restricciones R1. y R2., no hemos podido realizar
los experimentos en escenarios reales en los que se refejara la mejora de tiempos al eliminar un
objetivo. Sin embargo, en los experimentos de la Sección 6.2 sí comprobamos que se eliminan
objetivos. Siguiendo la suposición S4., concluímos que si tuviéramos los medios para ejecutar
objetivos que fueran realmente costosos de evaluar la eliminación de un sólo objetivo ya incurriría
en una reducción del tiempo.
O6. No reducir drásticamente el rendimiento de la optimización al reducir el número de objetivos. Los
experimentos de la Sección 6.2 que analizan el hipervolumen de la solución del problema y el de
la solución tras la reducción demuestran que este objetivo ha sido alcanzado bajo la suposición
S7. de que el hipervolumen es un buen indicador de la calidad de las soluciones.
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Como hemos visto, los objetivos han sido contrastados mediante la implementación de la medida
de similitud, del algoritmo de reducción de objetivos y de la realización de experimentos. Analicemos
ahora cómo hemos contrastado las hipótesis planteadas en el Capítulo 3.
H1. Podemos desarrollar una herramienta capaz de medir la similitud entre dos procesos gaussianos.
La hipótesis fue contrastada al implementar la función distance.py y ha resultado ser cierta.
H2. Podemos reducir el coste de la BO de muchos objetivos en Spearmint. Demostramos que la
hipótesis es válida mediante el segundo y tercer experimento de la Sección 6.2 en los que el
coste del algoritmo de optimización se ve reducido cada vez que se elimina un objetivo.
H3. El rendimiento de Spearmint no bajará signifcativamente al reducir el coste de la BO de muchos
objetivos. De nuevo, esta hipótesis es válida y se contrasta al comparar el hipervolumen de la
solución del problema con el hipervolumen de la solución sugerida por la optimización Bayesiana
en los experimentos de la Sección 6.2.
El trabajo desarrollado nos abre diversas líneas de trabajo futuro, de las cuales comentamos a
continuación las que nos parecen más interesantes.
Aunque nuestra distancia tiene en cuenta la varianza predictiva proporcionada por los procesos
Gaussianos, en la práctica apenas es utilizada porque no detectamos que la distancia entre varianzas
fuera útil para eliminar GPs redundantes. Sería interesante aprovechar la información que nos propor-
cionan estas varianzas predictivas para mejorar nuestra medida de similitud. Una manera de hacer esto
sería penalizar en el cálculo de la distancia y correlación entre las medias predictivas aquellos puntos
o intervalos donde la varianza, y por tanto la incertidumbre, fuera alta. Así, un intervalo en el que dos
medias predictivas estuvieran muy correlacionadas y en el que la incertidumbre de la predicción fuera
baja aportaría más información a la medida de similitud que si la incertidumbre fuera alta.
Otra mejora de la distancia consistiría en dar maś importancia a la distancia y correlación entre
medias predictivas calculadas en áreas en las que se encuentren potenciales soluciones de la optimi-
zación. Por ejemplo, podríamos hacer que, dada la distancia entre las medias predictivas de dos GPs
evaluadas en un punto, su aportación a la distancia total fuera proporcional a la distancia de ese punto
a una solución potencial o al hipervolumen del punto.
Por último, cuando la medida de similitud considera que dos GPs son redundantes, nuestro algo-
ritmo de optimización Bayesiana de muchos objetivos elimina aleatoriamente cualquiera de los dos.
Idealmente querríamos eliminar el más costoso. Una manera de implementar esto sería que el usuario
detallara a través del fchero de confguración el coste de cada objetivo para así eliminar el objetivo
más costoso. Si esta información no pudiera ser proporcionada, la propia herramienta podría guardar
información acerca del tiempo de ejecución de cada objetivo y eliminar el objetivo que tomara más
tiempo evaluar.
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A.1. Paquetes instalados con Python 2.7
El lector puede encontrar en la Figura A.1 un listado con todos los paquetes instalados en el entorno
de Python con la versión 2.7 del lenguaje.
A.2. Paquetes instalados con Python 3.8
En la Figura A.2 y la Figura A.3 se listan los paquetes utilizados, así como sus versiones, en el
entorno con Python 3.8.
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Paquetes instalados 
Figura A.1: Paquetes instalados en el entorno virtual con Python 2.7
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A.2. Paquetes instalados con Python 3.8
(a) Paquetes en Python 3.8 (b) Paquetes en Python 3.8 
Figura A.2: Paquetes instalados en el entorno virtual con Python 3.8
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(a) Paquetes en Python 3.8 (b) Paquetes en Python 3.8 
Figura A.3: Paquetes instalados en el entorno virtual con Python 3.8
Many Objective Bayesian Optimization46
