Abstract
Introduction
Many successful approaches to modeling sequences for computational biology problems have involved statistical models. Typically these problems are multi-class classification problems which involve classifying a sequence into one of a set of possible classes. For example, the protein homology problem consists of classifying an unknown protein sequence into a protein family. Traditionally, these models are generative models where a model is trained over one class of data. An unknown protein sequence is evaluated by each protein family model to determine which protein family is most likely to have generated the protein sequence. These models include approaches such as hidden Markov modelbased approaches [24, 9, 2, 23] , probabilistic suffix tree-based approaches [3, 1] and profiles-based approaches [12] . Recently discriminative models have been applied to protein homology and approaches have included using support vector machines [21] and sparse Markov transducer approach [10] . In discriminative models, the model is trained over data containing multiple classes. These discriminative approaches directly classify an unknown protein sequence into a family.
Many statistical models employ a mechanism for estimating a probability distribution over a given alphabet from a set of observations of that alphabet. For generative protein homology approaches such as hidden Markov models or profiles, this mechanism is used for estimating the probability of observing an amino acid in a certain portion of the model given a set of observations of amino acids at that position. Analogously, for some discriminative statistical models such as sparse Markov transducers, this mechanism is used for estimating the probability over protein families in a certain portion of the model given a set of observations of protein families. For estimating over amino acids, many approaches have been presented (see below). These approaches can be applied to other alphabets such as protein families for use in discriminative models. However, one problem is that the size of the alphabet is for protein families is significantly larger ( ¾ ¼¼) than the size of the alphabet amino acids ( ¾¼). Because of the large alphabet, it is difficult to apply some of the best performing approaches developed for amino acids. In this paper, we present an new efficient robust method to compute these probability distributions which performs well on large alphabets. The method uses a mixture of common ancestors and has a straightforward Bayesian interpretation.
Estimation of probabilities of amino acids from observed counts is a very well studied problem and many methods have been proposed [8] . The simplest method to estimate probabilities from counts is the maximum likelihood estimate. Although this method performs well when there is an abundance of data, it is problematic when there is very little data or when the biological sequences' alphabet is large. For this reason, we want to incorporate prior information into the estimation. Intuitively, in instances where we have few observed counts, we want to rely on the prior information more than in instances where we have more observed counts.
The simplest way to incorporate prior information into the probability estimation is to use the pseudocount method. In this method, a vector of "virtual" counts is added to the observed counts of amino acids. Although this method is more robust than the simple maximum likelihood estimate when there is a small amount of data, a single pseudo-count vector cannot encode the relations between symbols in the alphabet such as groupings of amino acids or related protein families. These groupings are important because amino acids tend to appear in groups that share similar biochemical properties such as the hydrophobic group. The presence of one amino acid in the group increases the likelihood of seeing other amino acids from the same group.
A method that addresses these problems is mixtures of Dirichlet distributions [4, 27] . The expectation and the maximum aposteriori value of a (singlecomponent) random variable from the Dirichlet distribution can be viewed as a smoothing process with a pseudo count. A mixture of Dirichlet distributions can encode the grouping information by having a component in the mixture for each group. However, in general it is difficult to compute the optimal Dirichlet components (the pseudo-count vectors) from the data. If there are 10 components in the mixture and there are 20 amino acids, there are about 200 parameters that need to be estimated from the data. The parameters are set by using the EM algorithm to minimize an error function over training data. Since the EM algorithm is subject to local maximum and there are a lot of parameters, it is very difficult to obtain with confidence the best set of components from the data. In the case of amino acids, the estimation is possible and some very good components have been discovered [22] . However, the computation is much more difficult for large alphabets such as in the case of estimating probability distributions over protein families. In the latest version of the Pfam database, there are close to 2,500 protein families [28] . Even with a small number of components, the total number of parameters for Dirichlet mixtures will be very large and will be difficult to optimize.
Another set of methods are based on using substitution matrices [18, 25] . Substitution matrices have the advantages that they explicitly encode the relations between amino acids and can be easily computed even for large alphabets. A problem with substitution matrix-based methods is that each amino acid has a fixed substitution probability with respect to each other amino acid because the matrix is fixed. Heuristic approaches to address these problems use the substitution matrix to set a pseudocount vector [29, 5, 18] . Although these methods perform well in practice, they have little theoretical justification.
One approach to the problem of a fixed substitution matrix is presented by Gribskov and Veretnik [14] . The approach estimates amino acid probabilities by making an assumption that they were derived from a common ancestor and uses a substitution matrix to obtain the probability estimates. Gribskov and Veretnik first computed which of a set of substitution matrices fit the observed counts best using the measure of cross entropy. They typically used a set of 1, 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024, 2048 PAM matrices. Because they choose one of a set of possible substitution matrices, their model is more flexible.
In this paper we present a mixture model of common ancestors. Our approach that builds upon and generalizes the method presented in [14] to allow for efficient exact computation of a richer model. In contrast to previous work on substitution-based methods, our method has a simple Bayesian interpretation and has three advantages over the Gribskov and Veretnik model [14] . The first is that our model is richer since we consider infinitely many possible matrices instead of 12 choices. Second, we employ a set of priors that can be used to incorporate biological information into the model. Finally, we derive an analytical solution for the weight of each ancestor in our mixture as well as the possible mutation rates. This analytical solution can be computed efficiently in time that depends only on the size of the alphabet.
The mixture of common ancestors method is an exact method for computing the probability distribution over a discrete alphabet given a set of observed counts that takes into account as a prior the relations between elements of the alphabet. The method makes an assumption that the observations all were derived from a common ancestor through mutations. Given this assumption, if the common ancestor is known, as well as the mutation rate, we can easily compute the probability distribution. The observed counts are used to induce a distribution over the possible ancestors and their rate of mutations. Put another way, since apriori, the common ancestor and mutation rate are not known, we "hedge our bets" on the ancestor's identity by maintaining a weighted mixture over the possible ancestors and their mutation rates and show predictions according to the mixture can be computed efficiently.
We present our method in the context of amino acids and later apply the method to compute probability distributions over another larger alphabet (protein families). We present an efficient method for computing the probability estimate. We perform experiments comparing our method versus comparison methods over amino acid counts obtained from an aligned database. We show the ability of the method to handle large alphabets in experiments using this method as a basis for protein family classification and compare the performance to other methods.
Preliminaries
Throughout the paper we use the following nota- 
where ranges over all base models in the mixture. Note that there is an equivalent formulation in which the mixture weights are being normalized after each prediction while omitting the normalization from Equ. (2). Equ. (2) is a direct application of Bayes rule assuming that the models are statistically independent. While this assumption is not true in practice, one can still use Eqs. (1) and (2) . The formal properties of the Bayes inference algorithm in agnostic settings, i.e., settings in which the independence assumption does not hold, have been studied extensively in information theory, statistics, and learning theory (see for instance instance [16, 15, 26, 30, 11] and the references therein). An attractive property of mixture models that we exploit in this paper is the simple adaptation to new examples via Equ. (1) . The weight update procedure is computationally feasible so long as the computation time of the predictions of the base models is reasonable. Furthermore, since the base models can be mixture models themselves and the number of base models may be infinite, as is the case in this paper, a special attention should be devoted to the design of efficient inference and weight update procedures. In order to compute the prediction of the model, we must be able to easily compute Equ. (2).
The common ancestor model
The common ancestor model is well motivated in biology and can be described in the context of protein homology. In the protein homology problem, the goal is to determine which proteins are derived from the same common ancestor. The common ancestor model makes the assumption that at some point in the past, each of the protein sequence in a family was derived from a common ancestor sequence. That is, at each amino acid position in the sequence, each observed amino acid occurs because of a mutation (or set of mutations) from a common amino acid ancestor.
Important in estimating the probability distributions over amino acids is determining the common ancestor. Because amino acids have different chemical properties, different common ancestors mutate with different probabilities to different amino acids. We can represent these probabilities in a mutation matrix. A mutation matrix encodes the probabilities that a common ancestor mutates to another amino acid given that a mutation occurred. Each row of the mutation matrix corresponds to a common ancestor. Each column of the matrix corresponds to the resulting amino acid. In general we denote an element in the mutation matrix Å . This element corresponds to the probability of the th amino acid mutating to the th amino acid if a mutation occurs.
Note that for all Å ¼ and È Å ½. In a mutation matrix, the diagonal elements are all zeros because we assume that a mutation occurred. 1 A mutation matrix can easily be derived from a standard substitution matrix as we show below. Using the observed counts we will attempt to determine the common ancestor which determines which row of the matrix to use as the probability distribution.
A second factor in the probability estimation is how likely a mutation is to occur at a given posi- 1 Of course there is the possibility that a multiple mutations occurred and then the amino acid mutated back to the original amino acid. We can address this case and the case of multiple mutations by defining mutations and non-mutations in terms of observations. If we observe the common ancestor, then we define that a mutation did not occur even if the common ancestor mutated to another amino acid and mutated back. Similarly, if we observe a different amino acid, we define this as a mutation regardless of the actual number of mutations that occurred from the original common ancestor. Thus the mutation matrix itself gives the probability of observing an amino acid given its common ancestor. This is a reasonable definition, because the mutation matrices are estimated using observed counts. tion in an alignment. This depends on the evolutionary distance of the common ancestor. If there is a very short evolutionary distance between the common ancestor and the observed sequence, then there will be very few mutations. However, if the evolutionary distance is very large, there will be a significantly higher number of mutations. The evolutionary distance defines the probability of mutation. In our model, we denote the probability of mutation «. Likewise, the probability that a mutation did not occur is ½ «.
Assuming that we know the probability of mutation as well as the common ancestor, we can obtain a probability distribution over amino acids. We denote this probability È « . If we know that the common ancestor is and the mutation probability is «, the probability of observing an amino acid is:
A mutation matrix can be simply obtained from a standard substitution matrix. Let Ë be the element of a standard substitution matrix Ë, such as the ones from the BLOSUM of PAM families of substitution matrices in a form where each element is a conditional probability [18, 25] . In our framework, each row in the substitution matrix is a common ancestor with a fixed mutation rate, denoted « . With this insight we can now compute the corresponding mutation matrix Å as follows. Our framework, described above, implies that Ë ½ « . Furthermore, since each off-diagonal element in the matrix Ë « Å we get the following transformation,
As we discuss in the next section, the fixed mutation rate, implied by the Ë , is instead replaced with a mixture of potential mutation rates where the mixture weights are automatically estimated by our mixture learning algorithm. Thus, our framework automatically adjusts the weights to the set of probable mutation rates based on the data.
Mixtures of common ancestors
The probability distribution over amino acids depends on two factors: the rate of mutation, «, and the common ancestor . Apriori, we do not know the common ancestor nor the mutation rate. Intuitively, we want to estimate these values using the observed data. We use a Bayesian mixture approach. Informally, we can estimate the mutation by the spread of the amino acids. If the observed amino acid counts are concentrated on one amino acid, then we can intuitively say that the mutation rate is likely to be low, while if the observed amino acid counts are spread among many amino acids, the mutation rate is likely to be high. Similarly, we can attempt to estimate which amino acid is the common ancestor by the specific amino acids observed.
Formally, we examine the observed counts of each amino acid in the sequence Ü ½ Ü Ø . We use the notation of Sec. 2 and denote the counts at time Ø of a given amino acid by Ò Ø . If the common ancestor is we can expect the mutation rate to be low if Ò Ø is high relative to Ò Ø È Ò Ø .
For each common ancestor , we maintain several possible mutation rates. We denote the set of its possible mutation rates for ancestor by Ê´ µ. For a given mutation « ¾ Ê´ µ, we can use Eqs. (3) and (4) to compute the predictions. We build a mixture model as discussed in Sec. 2: We associate a weight with each possible mutation rate, Û Ø « and the prediction of the mixture is the weighted sum of the predictions of each model:
The weights are updated based on the performance of the model on the observed data. The models that better predict the observed data will have a higher relative weight in the mixture. For each possible ancestor and mutation rate « ¾ Ê´ µ, we use the weight update described in Sec. 2, that is,
In App. A we derive an efficient scheme for computing the mixture over all possible mutation rates the prediction given by Equ. (6) . For a common ancestor , the mixture's predictions, which we get by averaging over all mutation rates, is,
Note that due to our definition of Ò Ø the equation above is given in terms of the predictions for Ü Ø·½ , and not Ü Ø . Also note that our definition of Ò ¼ and
and È ´Ü ½ µ ½ ¾ otherwise. Intuitively, the prior probability, before we see any observation, is such that the probability of mutation happening is equal to the total probability of any of the possible mutation. This prior probability can be modified to reflect prior knowledge, as we describe below.
Eqs. (8) and (9) conform to our intuitions for amino acids. We can see that if we have observed many mutations in the observed amino acid counts, the probability of observing an amino acid other than the common ancestor is high. Likewise, if we observed few mutations in the observed amino acid counts, the probability of observing the common ancestor is high. Thus the spread of the amino acids helps estimate the mutation rate.
We can incorporate some prior biological information into the probability estimate. Notice that the rate of mutation is estimated by the relative number of observed mutations versus observed nonmutations. We can introduce a set of "virtual" observed counts for each common ancestor. These counts behave in a very similar way to pseudocounts. For ancestor we define Ñ and Ñ to be the virtual counts of non-mutations and mutations, respectively. These counts can be used to tune the predictions in Eqs. (8) and (9) to predict more accurately when there are few observed counts. The way these virtual counts are incorporated into the prediction is a simple extension of the derivation of Eqs. (8) and (9) and is also described in App. A. Our final predictions after incorporating the virtual counts are,
Because we do not know apriori the common ancestor, we again apply the mixture technique and evaluate a weighted sum of models each with a different common ancestor. For each common ancestor, we have a weight at time Ø, denoted Û Ø . The weight Û Ø reflects the total weight achieved averaging over all possible mutation rates « ¾ Ê´ µ.
The initial weight is set to be Û ½ and using the predictions given by Eqs. (10) and (11), we update the weights as follows,
The prediction of the mixture at time Ø, È´Ü Ø µ, is defined to be:
Since there are only 20 possible candidates for a common ancestor for amino acids ( ¦ ¾¼), we can use Eqs. (10) and (11) to compute the prediction of each common ancestor, while taking into account the mixture over the different mutations rates, and obtain the final prediction of the mixture efficiently. Furthermore, we can compute the mixture weights either incrementally (online) using Equ. (12) or, as shown in App. B, we can compute the weights in batch settings using the total counts as follows,
Finally, we note that the above derivation can be easily generalized to the case where the pseudocounts are non-integers. In case of real-valued pseudo-counts the factorial function in Equ. (15) is replaced with the Gamma function. We further discuss this issue in the appendices.
Incorporating default models
One advantage of the mixture framework is that we can explicitly incorporate other phenomena into the mixture. That is, the actual probability distribution over amino acids can be dependent on more than just the evolutionary distance and common ancestor. For instance, the probability distribution can depend on the neighboring amino acids or some other structural constraints that are not taken into account in the model presented. Furthermore, in situations when there are vast amounts of data, we would like to "fall back" to a prediction model that is based solely on the empirical counts, namely, the maximum likelihood model.
In order to incorporate a background model , we add a single component to the mixture along with a smoothing parameter. Specifically, we add a single component Dirichlet distribution with parameter whose prediction on Ü Ø·½ is,
As the number of observations increase, this component will converge to the maximum likelihood estimate. We denote the initial weight of the background predictor by Û ½ . Similar to the weightupdate of the ancestor models, the weight-update of the background model is Û Ø·½ Û Ø È Ø ´Ü Ø µ.
Adding the background model as a component to the mixture, we get that the prediction of the mixture (Equ. (13)) becomes,
We set the prior weight of this component Û ½ to be relatively low compared to the priors for the common ancestors, since we would like the background model to have a significant impact on the overall prediction of the mixture only after we have observed non-negligible amounts of data. Thus, initially the prediction of the mixture will be dominated by the predictions of the common ancestor models because of their higher initial weight, but eventually may be dominated by the background component if it systematically performs better than the other components.
Using biological information to set the priors
In the common ancestor method, we have several variables that define the prior probabilities. The priors are the initial counts for each common ancestor Ñ and Ñ . We also have the initial weights for each common ancestor Û ½ . Finally, we have the initial weight of the pseudo-count predictor Û ½ and the initial count . We can use biological information to set reasonable values of many of the priors. We assume we are given a substitution matrix. Typically if the substitution matrix was obtained from a certain family of substitution matrices, there are members of the family which have empirically been shown to perform best. For example, in the BLOSUM family, one of the most commonly used matrices is the BLO-SUM50 matrix. We want to set Ñ and Ñ for each component so that the default predictions will be the predictions of the BLOSUM50 matrix. This can be done by fixing the ratio between the the number of virtual mutations versus conservations. The magnitude of Ñ · Ñ defines how much weight the priors are given in the prediction. This can be set based on how much difference in evolutionary distances are observed in the data set.
We set the values of Û ½ equal to the background probability of amino acid in the data set. The initial weight of the background model Û ½ should be set low relative to the weights of the components Û ½ to allow the method to perform well when there is little data. A reasonable value for is ½ ¦ or ¼ ¼ in the case of amino acids.
Estimating the probabilities of amino acids
To evaluate the method presented in this paper, we measure the performance of the mixtures of common ancestors on estimation of amino acid probabilities and compare this to the performance of the Dirichlet mixtures over the same data set. A framework for evaluating methods for probability estimation for amino acids is presented in [22] . In this section we follow Karplus' notation and experimental setting for evaluating and comparing our mixture model of ancestors with previously studied models. Karplus presents an information theoretic framework for measuring the effectiveness of a method. Different methods for probability estimation are compared by independently estimating probabilities of columns of multiple alignments from the BLOCKS database [19, 17] .
Using the notation from [22] , we denote the total count for each amino acid in a column Ø by Ø´ µ.
If we use sequence weights such as those presented in [20] , Ø´ µ are not necessarily integers. The total count for each column is denoted Ø È Ø´ µ.
Using an entire column, we can estimate the probabilities for each amino acid using the maximum likelihood estimate Ø´ µ Ø . In practice, we usually only have access to a small set of observed counts. The goal of the probability estimation method is to obtain estimates over the entire column using only the small set of observed counts. For a small set of observed counts ×, we use the method to estimate the probabilities over amino acids È ×´ µ. Intuitively, the better the method, the closer the estimate È ×´ µ will be to the maximum likelihood estimate over the entire column Ø´ µ Ø . A way to measure how close a method estimates this probability is by calculating the encoding cost or conditional entropy. The encoding cost for the sample × in a column Ø for a given method with estimate È ×´ µ is given by:
The more accurate the estimate, the lower the encoding cost. The minimum encoding cost is when the method's estimate equals the maximum likeli-
We can measure the performance of a method by computing how much higher the encoding cost is above this minimum. This amount was referred to by Karplus as the excess entropy. The excess entropy is called the relative entropy or the Kullback-Leibler in information theory [6] . Let È and É be two distributions over ¦. In out setting É´ µ Ø´ µ Ø and È´ µ È ×´ µ.
Since the focus of this section is comparison to the different probabilistic estimators discussed in [22] , we use the notation employed by Karplus. Karplus examines the expected value of the encoding cost when a sample of size is chosen. We compute the entropy over all possible samples of size . This measures the performance of the method after observations. This gives the following entropy of a column for a given sample size: À ´Øµ sample × × È´× ØµÀ ×´Ø µ (19) where È´× Øµ is the probability of selecting sample × from column Ø. By averaging over the entire database we obtain the encoding cost for a method with a given sample size:
Karplus presents an efficient method for computing the entropy given in equation (20) . By comparing encoding costs between two methods, we can compare the performance of two methods.
We perform our experiments over the same data set that was used in [22] . The data consists of sets of observed counts of amino acids taken from the BLOCKS database [19, 17] . The counts are weighted using a position-specific weighting scheme described in [20] with slight variations presented in [27] . The data set was split into disjoint training and test subsets.
For each experiment, we compute equation (20) for a different size of the sample where ¼
. For each sample size, we compute the excess entropy of the methods over all possible samples drawn from each column. We compare the performance of the mixture of common ancestors (CAMixture) versus several previously presented methods over the same data set. As baselines for comparison we examine two zero-offset methods. These methods are pseudo-count predictors with a fixed initial count for each symbol. We compute the results for a zero-offset method with initial count ½ (zero-1) and with a initial count optimized for the dataset ¼ ½ (zero-0.0481). We also compute the results of a pseudo-count predictor (pseudo) with initial counts optimized for the data set and two Dirichlet mixtures. The first Dirichlet mixtures components were obtained from [27] (Dirichlet-S) and the second set of components (Dirichlet-K) were obtained from [22] . All of the methods optimized with a parameter search for the dataset as described in [22] . This gives the mixture of common ancestors a significant disadvantage because we did not perform a parameter search for the dataset.
The results of these experiments are given in Table 1. As we can see, the mixture of common ancestors performs better than all of the comparison methods except for the Dirichlet mixtures which were optimized for the data. However, the method presented in this paper required very little optimization in order to achieve these results. Also note that the mixture of common ancestors out performs Dirichlet-S for small samples. A more complete set of experimental results as well as the mutation matrix and parameter definition files are available at http://www.cs.columbia.edu/compbio/mca/. Table 1 : Excess entropy for different probability estimation methods under different sample sizes over BLOCKS database. The encoding costs were computed over the BLOCKS database for CA-Mixture, Zero-1, Zero-0.0481, and Pseudo and were consistent with previously published results.
The encoding costs for Dirichlet-S and Dirichlet-K reported are published results [22] . Note that the Dirichlet mixtures were obtained with a parameter search in order to minimize entropy over the dataset, while the mixture of common ancestors results are without parameter optimization.
Experiments with protein families
As we have shown, the method presented is comparable in performance to other probability estimation methods over amino acids. However, the main advantage to the mixture of common ancestors is that it can handle large alphabets. We apply the mixture of common ancestors presented in this paper to the estimation of probabilities over protein families.
In the current version of the Pfam database, there are approximately 2,500 protein families [28] . A Dirichlet mixture over this alphabet would contain many parameters making it difficult to optimize the parameters over the data. If we assume that with a 2,500 symbol alphabet, there are 100 components, this corresponds to 250,000 parameters. The mixture of common ancestors, however, does not require this kind of training because the necessary parameters can easily be computed directly from the data.
Assuming that we have many sets of observed counts of ¦ we can derive a matrix and prior weights from the data. To derive a mutation matrix we use the method presented in [18] to derive a substitution matrix and then convert it to a mutation matrix using the method presented in Sec. 3. We can set the prior component weights Û ½ to the background probabilities computed over the data.
We apply the mixture of common ancestors to estimating distributions over protein families. We are interested in estimating probability distributions from short subsequences of amino acids that are contained in the protein family and using these distributions for protein classification [3, 1] . Probability distributions over protein families conditional on these short subsequences are used for protein family classification using sparse Markov transducers (SMTs) [10] . Because SMTs are beyond the scope of this paper, we present a very simple model for protein family classification using subsequences and show how the method in this paper significantly improves the accuracy of protein classification.
In this classification model, we view a protein sequence as a set of the subsequences of amino acids that it contains. These subsequences are obtained by a sliding window. For these experiments, we use subsequences of fixed size . For each subsequence, we compute a probability distribution over protein families. This probability corresponds to how likely the subsequence is to have originated from that family. These probabilities are computed from a database of classified protein sequences. A protein is classified into a family by computing the probability distribution over protein families for each subsequences. For each family, we compute a score for a protein by computing the normalized sum of logs of the probabilities of the subsequences in the protein originating from that family. This corresponds to assuming that the subsequences are conditionally independent. The protein is classified by determining which family has the highest score.
The key to classifying proteins under this model is the estimation of the probability distribution over protein families for each subsequence. We estimate the probabilities from the observed counts of the subsequence in the database. We compare the mixture of common ancestors to a simple pseudo-count. As we discussed earlier, because of the large alphabet size, it is difficult to use Dirichlet mixtures on this data.
To create the mixture of common ancestors, we first create a data set from the Pfam database version 5.5. In this database, there are a total of ¾ protein families. Our data set is created by obtaining all sequences of length present in the database. For each sequence we obtain counts of how many proteins in each family contain that sequence. This gives us sets of counts of over protein families. There are a total of ½¿ ¾ ¾ distinct sequences of length amino acids giving a total of ½¿ ¾ ¾ sets of counts. Using this data we create a mutation matrix and set the prior weights as described above. The mutation matrix is of size ¾ ¢ ¾ .
We split each family in the Pfam database into a training and testing portion by a ratio of ½ . There are a total of ¾¾ protein sequences in the training set and ¼¾ sequences in the testing set. Over the training portion, we compute the probabilities over protein families associated with each sequence of amino acids obtained by a sliding window over the proteins. Using these estimates we classify a protein from the test set as follows. For each protein we extract the length amino acids from the protein using a sliding window. For each protein family, we compute a score which is the length normalized product of the probabilities of the subsequences predicting that family. We classify a protein into the family with the highest score. For comparison, we estimate the probabilities using both the mixture of common ancestors and the pseudo-count method with a virtual count of ½ ¾ . To evaluate the protein classification we compute the ROC ¼ score [13] . The ROC ¼ score compute the normalized area under the curve that plots true positives versus false positives up to 50 false positives. Table 2 compares the ROC ¼ scores for the first 10 protein families in the Pfam database using the two methods. The results for the complete Pfam database as well as the protein family mutation matrix and parameter definition files are available at http://www.cs.columbia.edu/compbio/mca/.
Discussion
We have presented the mixture of common ancestors and applied it to estimating amino acid prob-abilities and protein family probabilities from observed counts. The method is effective for large alphabets. The mixture of common ancestors leverages well-understood techniques for estimating substitution matrices from data [18, 25] . Using a variant of these matrices, mutation matrices, the method explicitly encodes the relationships between the symbols of the alphabet.
The mixture of common ancestors has several advantages over previous methods. Unlike previous substitution matrix-based methods, the mixture of common ancestors has a Bayesian interpretation. The method also performs well with both few and many observations. Unlike Dirichlet mixtures, the mixture of common ancestors parameters can be easily computed from training data. This give the advantage of being able to handle large alphabets such as protein families.
In addition, the method is strongly biologically motivated. The method builds on the model presented by Gribskov and Veretnik which can be described in our context. [14] . The Gribskov and Veretnik model used a common ancestor model with a notion of evolutionary distance. They first computed which of a set of matrices fit the observed counts best using cross entropy which in our framework, is equivalent to choosing an evolutionary distance. Once they choose a matrix, they apply a mixture over the common ancestor (rows) of the matrix. Our method has three advantages. The first is that our model is richer because the evolutionary distance is continuous versus one of 12 choices specified by the choice of matrices. Second, we have a rich set of priors that can be used to incorporate biological information into the predictor. Finally, we have an efficient analytical solution to the prediction over all possible evolutionary distances versus the expensive computation in their method.
Future work involves investigating what kinds of mutation matrices and which prior weights lead to optimal performance under different alphabets. One direction of future work is to compute mutation matrices directly from the data optimized for this model as opposed to computing them from known substitution matrices. Appendices
A Computing the prediction of a single ancestor model
In this section we describe the derivation of an efficient procedure for computing the prediction of the mixture over mutation rate for a common ancestor . We first discuss the case of a finite set of mutation rates and then derive a closed form at the limit of infinite rates. The second part of our analysis is uses a specific form of the Dirichlet distribution (see for instance [7] ) and can be skipped if the reader is familiar with Bayesian inference using a conjugate family of distributions.
Given a common ancestor , we wish to estimate a probability distribution over amino acids using the the set of observed counts Ò Ø . We do not know the mutation probability « for the component. We thus would use the observed number of mutations and non-mutations to help determine what the mutation rate it and build a mixture of the possible mutation rates as discuss in Sec. 2. Let Ê´ µ be a finite set of possible mutation rates for . We first assume that Ê´ µ is composed of evenly spaced rates in´¼ ½µ. Using the definition of Ò Ø we rewrite È ´Ü Ø·½ µ as follows,
Equ. (23) (25) and in the second case we get 
To further simplify Eqs. (25) and (26) (27) Note also that from definition we get that Ò Ø · Ò Ø Ø. Then, Eqs. (25) and (26) (29) In the general case where ´«µ is not the uniform distribution, we can still compute efficiently the integrals over « analytically in some cases. One particularly convenient prior distribution for « is the Dirichlet distribution [7] , which also has good formal properties. In our setting the specific Dirichlet distribution employs two hyper-parameters which we denote by Ñ and Ñ and the form of ´«µ becomes, ´«µ »´½ «µ Ñ « Ñ These hyper-parameters can viewed as an additional set of pseudo-counts which biases the mixture's prediction. The larger these pseudo-counts are the more we rely on the prior knowledge. If Ñ and Ñ are integers, then Eqs. (25) and (26) In the more general case when the pseudo-counts are real-valued we need replace the factorial function with the Gamma function. Nonetheless, the final form of prediction is remains the same and it is still given by Eqs. (32) and (33). We omit the details of the derivation since it is a straightforward generalization of the derivation above using the properties of the Gamma function which are described in [7] .
B Batch computation of the mixture weights
The mixture weight for a given common ancestor is 
Since the weight Û Ø·½ is a product of the predictions, it is invariant to the ordering of the observations. We thus can reorder the observations as follows. Let Ü ½ Ü Ò Ø be all of the observations of the non-mutations (i.e., for ½ × Ò Ø Ü ) and let Ü Ò Ø ·½ Ü Ø be the remaining observations. We can also factor out the Å terms. In this ordering the mixture weight is then 
