We use one of the deepest spectroscopic samples of broad line active galactic nuclei (AGN) currently available, extracted from the VIMOS VLT Deep Survey (VVDS), to compute Mg ii and C iv virial masses estimate of 120 super-massive black holes in the redshift range 1.0 < z < 1.9 and 2.6 < z < 4.3. We find that the mass-luminosity relation shows considerably enhanced dispersion towards low AGN luminosities (log L bol ∼ 45). At these luminosities, there is a substantial fraction of black holes accreting far below their Eddington limit (L bol /L Edd < 0.1), in marked contrast to what is generally found for AGN of higher luminosities. We speculate that these may be AGN on the decaying branch of their light-curves, well past their peak activity. This would agree with recent theoretical predictions of AGN evolution. In the electronic Appendix of this paper we publish an update of the VVDS type-1 AGN sample, including the first and most of the second epoch observations. This sample contains 298 objects of which 168 are new.
Introduction
The mass scaling relations of super-massive black holes in present-day galaxies (e.g., Gebhardt et al. 2000; Ferrarese & Merritt 2000) imply that black hole growth must be closely connected to the overall formation and evolution of galaxies. Most of the mass locked up in black holes today was probably accumulated through accretion in discrete phases of nuclear activity, as suggested by the consistency between the estimate of the black hole mass density at z ≈ 0 and that derived from the integrated AGN luminosity density (Soltan 1982; Yu & Tremaine 2002; Marconi et al. 2004) .
Accretion histories of individual black holes are essentially unconstrained from observations. By looking at AGN one may at least catch snapshots of the black hole growth process, especially when black hole masses and thus accretion rates can be estimated. There has been significant progress in this direction over the last years, and it has been demonstrated that single-epoch spectroscopic and photometric measurements of AGN with broad emission lines (type 1 AGN) allow one to estimate black hole masses to an accuracy of the order of ±0.5 dex (Vestergaard 2002; McLure & Jarvis 2002; Collin et al. 2006) . With this approach it has been possible to explore the distribution of Eddington ratios for large AGN surveys (McLure & Dunlop 2004; Kollmeier et al. 2006) .
These studies have shown that powerful type 1 AGN appear to accrete at rates close to the Eddington limit with remarkable uniformity. Yet, periods of activity must be followed by a transition from high-luminosity near-Eddington states to almost quiescent black holes. Unless this transition is rather abrupt, there should therefore also be a population of AGN with significantly lower Eddington ratios, but still recognizable as bona-fide AGN. In this paper we report on observations of such a population at intermediate redshifts, based on black hole mass estimates that we derive for a new sample of faint AGN with complete spectroscopic identification.
In this work, absolute luminosities are computed assuming a flat universe with cosmological parameters Ω m = 0.3, Ω Λ = 0.7 and H 0 = 70km s −1 .
The sample
The VVDS (VLT-VIMOS Deep Survey) is a purely I-band flux limited spectroscopic survey designed to study the evolution of galaxies, AGN, and large scale structure. It comprises two subsets: a 'deep' survey with a limit of I AB ≤ 24 (Le Fèvre et al. 2005 ) and a 'wide' and a shallower survey with I AB ≤ 22.5 (Garilli et al. 2008) . Both surveys utilize the VIMOS multiobject spectrograph on the ESO-VLT to take spectra of objects above the flux limit, irrespective of their morphological properties or colors, albeit with sparse target sampling rate (for details see the above mentioned papers).
About 1 % of all VVDS targets can be classified as type 1 AGN on the basis of their broad emission lines. From the VVDS we can therefore construct AGN samples that have two advantages over most other surveys: (i) The very faint limiting magnitude, which is even deeper than that of the multi-color photometric COMBO-17 survey (Wolf et al. 2003) ; and (ii) the simple selection criterion, which requires only the presence of a broad emission line (FWHM ≥ 1000km s −1 ) in any given spectrum. This way, we have recently constructed a well-defined sample of type1 AGN which is described in detail by Gavignaud et al. (2006) . In that paper we demonstrated that, since the sample is unaffected by morphological or color pre-selection biases, it is also much less prone to incompleteness due to host galaxy contamination. The sample has already been used to investigate the AGN luminosity function and its evolution (Bongiorno et al. 2007 ). Here we exploit the spectroscopic properties of that sample, containing 130 broad-line AGN, supplemented by 168 AGN of the VVDS second epoch data. The merged updated catalog of AGN is published in Appendix B of this paper. It contains 222 and 76 AGN from the 'wide' and the 'deep' survey respectively. The median redshift is z ∼ 1.8 (roughly equal for the wide and deep subsets), with a broad distribution of redshifts within 1 < ∼ z < ∼ 3.
Black hole masses and Eddington ratios
In order to estimate the black hole masses in type 1 AGN from single epoch spectroscopy, it must be assumed that the lineemitting 'clouds' are roughly in virial equilibrium, and that the size of the broad-line region (BLR) is closely correlated with the luminosity of the AGN. The black hole mass is then given by the virial relation (Collin et al. 2006) , M BH = f (R ∆V 2 )/G, where G is the gravitational constant, R is the size of the BLR, which in turn is estimated from the continuum luminosity, f is a dimensionless factor close to unity which reflects the unknown geometry and inclination of the BLR, and ∆V represents the velocity broadening of a given broad emission line. ∆V can be estimated using either the line FWHM or the line velocity dispersion σ l .
We have applied this approach to our sample of 298 type 1 AGN. The spectral range available for measuring line widths is 5700 Å-8200 Å. Consequently, for 1.0 < ∼ z < ∼ 1.9, the spectra contain the Mg ii λ2798 emission line, while C iv λ1550 is accessible for 2.6 < ∼ z < ∼ 4.3.
In the case of Mg ii, we applied an iterative procedure to subtract the Fe II contamination from the AGN continuum using a template kindly provided by M. Vestergaard (see Vestergaard & Wilkes 2001) . Since this template is derived from the observed spectrum of a narrow line Seyfert I, it is difficult to deblend the Fe ii pseudo-continuum emission from other emission lines. In particular, the template contains no flux under the Mg ii line itself although some amount of flux is expected from theoretical models (Sigut & Pradhan 2003) . The effect of adding flux to the empirical template has been recently quantified by Fine et al. (2008) and is found to be negligible in view of the other errors. In this work we used the unmodified template.
The Mg ii and C iv emission line profiles were modeled by a superposition of two Gaussian components; the line widths were obtained from these fits. The measurements were then corrected for the finite spectrograph resolution assuming that ∆λ In (a) we show an object from our low-redshift sample with the Mg ii line and in (b) an example of the high-redshift sample with the C iv line. The observed spectra are displayed in black, the fits are overplotted in red. Each fit is a combination of a power-law continuum (blue dashed line), a double-Gaussian model of the broad-emission line (blue dotted line) and, only for the Mg ii sample, a broadened empirical template of the Fe ii pseudo-continuum emission (green dashed-line). adopted continuum level. Fig. 1 shows two examples of fits to the spectra (continuum + emission lines) representative for the two redshift intervals.
Objects with a mean signal-to-noise (S/N) ratio per pixel lower than 7, in the vicinity of the emission line, were excluded from further analysis (this concerns 8 Mg ii and 8 C iv objects). 20 of the high-redshift C iv line profiles and 4 of the low-redshift Mg ii were heavily affected by associated absorption or instrumental problems, and these were also eliminated. After these cuts we remained with a sample of 120 objects, 91 of which feature the Mg ii, and 29 of which feature the C iv line. The median redshift is 1.5 for the Mg ii subsample and 3.1 for the C iv subsample, respectively.
We flux-calibrated our spectra by scaling them to the I band photometry in the CFHT images used as input to the VVDS. Monochromatic luminosities at given rest-frame wavelengths were then directly measured from the spectra.
In order to apply the virial relation to measurements of the Mg ii emission line we used the empirical calibration by McLure & Dunlop (2004) where σ 1000 is the emission line velocity dispersion in units of 1000 km s −1 and (λL) 44, 1350 is the monochromatic luminosity at 1350 Å, expressed in units of 10 44 erg s −1 . Bolometric luminosities were derived from the monochromatic ones, multiplied by a correction factor f bol . It is now established that, on average, at UV and optical wavelengths this correction factor increases towards lower luminosities (e.g. Richards et al. 2006; Steffen et al. 2006) . Hopkins et al. (2007) provide an empirical model of AGN SED which varies with bolometric luminosity and is calibrated from a large number of observational studies 1 . Following this model, f bol (3000Å) decreases from 6.8 to 5.6 over the luminosity range log L bol = [44.8, 46 .2], while f bol (1350Å) varies between 4.2 and 3.7 for log L bol = [45.2, 46.4] .
Together with black hole masses and bolometric luminosities we also estimated the dimensionless 'Eddington ratios' ǫ = L bol /L Edd , where L Edd is the Eddington luminosity of the black hole assuming spherically symmetric accretion.
Results
The distribution of the inferred BH masses versus bolometric luminosities is shown Fig. 2a . As expected, there is a trend of M BH increasing with L bol . The overall mean and associated error of the BH masses for the full sample is log M BH = 8.28 ± 0.04. We split our sample at log L = 45.7 into a 'low luminosity' and a 'high luminosity' subset, containing respectively 62 and 58 objects. The corresponding mean BH masses are 8.00 ± 0.05 and 8.57 ± 0.04, respectively. However, the trend is not consistent with the assumption of L bol ∝ M BH , i.e. with an Eddington ratio ǫ independent of AGN luminosity. This is highlighted in Fig. 2b , where we plot ǫ versus L bol for the same objects. The mean log ǫ for the full sample is −0.71 ± 0.03 and has a dispersion of 0.33 dex. For the 'low luminosity' sample the mean is log ǫ = −0.81± 0.04 , and for the 'high luminosity' subset log ǫ = −0.61 ± 0.03 .
The dispersion of ǫ differs even more strongly between low and high luminosity subsets: for log L bol > 45.7, there is little spread in ǫ (1st and 3rd quartiles in log ǫ are −0.79 and −0.44). For log L bol < 45.7, however, the spread is larger, with 1st and 3rd quartiles being −1.06 and −0.55, respectively. A similar behavior is observed for other percentiles. A Kolmogorov-Smirnov test comparing the distribution of ǫ in the two subsets gives a probability of only 1.8 % that both subsets were drawn from the same parent population; thus, the two subsets have significantly different distributions in their Eddington ratios.
Most of the difference between the two ǫ distributions is due to the existence of a significant tail of low ǫ values for the low luminosity AGN. In fact, the fraction of slowly accreting black holes with ǫ < 0.1 for the AGN with log L bol < 45.7 (16/62) is five times larger than the same fraction for those with log L bol > 45.7 (3/58). The significance of the difference in this tail, derived on the basis of a Fisher exact test on a 2 × 2 contingency table, is at about the 3σ level.
The large number of low-ǫ AGN at low luminosities produces an apparent trend of ǫ increasing with L bol . A formal regression gives log ǫ = −0.89 + 0.30 (log L bol − 45). We caution however against an overinterpretation of that trend, as our sample covers only a limited range of luminosities. A much wider luminosity range would be needed to establish a robust ǫ(L bol ) relation (but see the discussion in Sect. 5.1 and Fig. 4) . Moreover, as also discussed below, the slope of this relations depends on the choice of the exponent of the empirical luminosity-size relation adopted in the virial scaling relations. The linear-Pearson (r) and Spearman-rank (ρ) correlation coefficients between log L bol and log ǫ taken alone indicate a mild correlation (r = 0.40 and ρ = 0.37, respectively).
About 75% of the AGN in our sample belong to the lowredshift, Mg ii subsample at an average redshift of ∼ 1.5. Since higher redshift AGN in the sample have, on average, higher luminosities, the C iv sample is populating mostly the 'high luminosity' region of Fig. 2 . In the overlapping luminosity range (45.5 log L bol 46.4), the AGN in the two redshift intervals have similar mean Eddington ratios or BH masses. However the high redshift objects seem to follow a steeper and tighter log ǫ = α log L bol + const. relation (α = 0.40, r = 0.75) than the low redshift sample (α = 0.22, r = 0.24). Interestingly, the difference in the best fit slope α between the two subsamples disappears if one adopts scaling relations with the same sizeluminosity exponent γ. However, also in this case, the correlation would have a smaller scatter for the C iv AGN than for the Mg ii AGN.
We now consider possible sources of systematic errors, starting with sample incompleteness. Obviously, a selection bias against low mass black holes with high Eddington ratios would depopulate the lower left part of the left panel in Fig. 2 , where AGN with high ǫ would be located. AGN with low M BH and high ǫ are characterized by relatively narrow emission lines. As the VVDS AGN sample is defined through the detection of broad emission lines in low-resolution spectra, such a selection bias can in principle exist. However, from the spectral resolution of 350 km s −1 we expect the sample to be reasonably complete for lines intrinsically broader than ∼ 1000 km s −1 . This is shown in Fig. 2 where the areas of incompleteness corresponding to FWHM ≤ 1000 km s −1 are marked as hashed regions. It is clear that the lack of high ǫ objects among the low luminosity AGN cannot predominantly be due to limited spectral resolution.
Since we are probing the AGN population down to low luminosities, host galaxy contamination could cause us to overestimate AGN continuum luminosities. This would lead to an overestimation of BH masses (M BH ∝ L γ ) as well as Eddington ratios (ǫ ∝ L 1−γ ). We use here the result of the SED analysis presented in Bongiorno et al. (2007) to estimate the host galaxy contribution to the total continuum flux. The multi-wavelength coverage necessary for this analysis is available for about a fourth of the objects of our sample. Most of them (23/28) are in the low redshift range. Fig. 3 is a version of Fig. 2b , corrected for this effect. We find that host contamination at 1500 Å is negligible for all our objects. At 3000 Å, this correction exceeds 0.1 dex in term of bolometric luminosities for 6 out of 23 AGN. These six objects are all in our 'low luminosity' sample and therefore our conclusions are reinforced: ∼ 30% of the low luminosity AGN are likely to have somewhat smaller Eddington ratios than our above estimates.
Finally, we verified that the result presented here would have not been significantly different if we had included also the 16 low S/N objects. If we superficially compare their results with ours in this range, we find them to be marginally inconsistent. The probability returned from a KS-test for the two samples to have their Eddington ratios drawn from the same distribution is P = 9 % . However, this difference is only caused by the different recipes used to estimate bolometric luminosities and, in particular, black hole masses. If we recompute the BH masses and bolometric luminosities of the Kollmeier et al. (2006) sample with the same recipes used in the present paper, we find that the two samples are fully consistent with each other.
In particular, Kollmeier et al. (2006) adopted a very steep exponent for the empirical luminosity-size relation for the Mg ii emission line, γ = 0.88 (R ∝ L γ ), whereas we employed γ = 0.62 which is directly taken from the calibration by McLure & Dunlop (2004) . A larger γ makes the L bol -M BH relation appear steeper and results in smaller M BH and higher ǫ values for the lower luminosity AGN.
However, we believe that there are good reasons against such a high value of γ. Recent reverberation mapping studies (Paltani & Türler 2005; Kaspi et al. 2007 ) suggest a rather flat luminosity-size relation also at high luminosities with γ even approaching 0.5 (corresponding to an approximately luminosityindependent ionization parameter in the broad-line region of AGN). A low value of γ ∼ 0.5 is also indicated for low redshift AGN after correction for host galaxy contributions (Bentz et al. 2006) . Our adopted value of γ = 0.62 may therefore even be considered conservative.
More recently, Netzer et al. (2007) also found a positive trend of ǫ with luminosity for AGN with redshift 2.3-3.4.
They derived virial black hole masses from the redshifted H β line observed in the near infrared, thus applying directly the (2007) sample. For comparison purpose, Eddington ratios and bolometric luminosities of the latter sample have been recomputed with a luminosity dependent correction factor (9.6 < f bol (5100Å) < 10.5, Hopkins et al. (2007) ). The dotted line shows a linear regression relation (log ǫ ∝ 0.29 log L bol ).
reverberation mapping based calibration (although some extrapolation towards high luminosities was required).
Given the match in redshift range, we decided to combine the results by Netzer et al. with our C iv sample. The results are shown in Fig. 4 where, for consistency, we have recomputed the bolometric luminosities and Eddington ratios of the AGN in Netzer's sample using the same bolometric corrections we employed for our data, i.e. applying the Hopkins et al. (2007) luminosity-dependent SED model. The combined sample covers now more than three orders of magnitude in luminosity, with most of our objects being much fainter than those in Netzer's sample. For the luminosity range common to both samples, the values of ǫ are in very good agreement, despite the fact that we could only use the less trustworthy C iv lines.
Looking at the combined dataset there is again evidence for a correlation of Eddington ratios. In fact, the best-fit regression (dotted line in Fig. 4 ) returns log ǫ = −0.97 + 0.28 log(L bol − 45), which is almost indistinguishable from the fit to only the combined VVDS Mg ii + C iv sample. Thus the slow increase of Eddington ratios with bolometric luminosities seems to be a remarkably continuous property of high-redshift type 1 AGN, from the very low luminosities of the VVDS AGN to the highly luminous quasars in the sample of Netzer et al. (On the other hand, the dispersion of Eddington ratios in the Netzer sample is larger than in the VVDS, in particular due to the significant number of super-Eddington objects in the former.)
Very recently, Shen et al. (2008) employed a very large sample of SDSS quasar spectra to investigate systematic effects and biases in the derivation of relations between luminosities and black hole masses. They essentially confirm the low apparent dispersion in ǫ of < ∼ 0.3 found already by Kollmeier et al. (2006) , however with the exception of their lowest luminosity (and also lowest redshift, z < 1) bin where the dispersion increases to 0.42 dex. Thus, while there is essentially no overlap in the luminosity-redshift plane between SDSS and VVDS, the trends observed in our VVDS sample seems to be consistent with the SDSS results.
Babić et al. (2007) argue that an apparent trend of ǫ as a function of luminosity is expected if one convolves a double power-law black hole mass function with a relatively broad distribution of Eddington ratios truncated at ǫ = 1. We note however that the observed distribution of ǫ is too symmetric and too narrow for this to be a strong effect: The apparent upper bound of ǫ evolves along with L bol from log ǫ < −0.5 at log L bol ∼ 45 to log ǫ < 0.5 for the high-luminosity objects in the sample by Netzer et al. (2007) . In other words, there is no clear evidence for a physical truncation at a fixed ǫ. It is of course still possible that AGN accretion physics imposes some unknown biases on the distribution of Eddington ratios, which may even depend on luminosity or black hole mass, in which case an effect such as described by Babić et al. (2007) may become relevant at some level. Much larger samples and a better understanding of the underlying physical processes would be required to investigate such effects.
Relation to the AGN luminosity function
At fixed redshift, the AGN luminosity function (AGNLF) is generally described as a double power-law. It has now become clear that its shape evolves with redshift, with a marked break for z > 1 which almost disappears at lower redshift, as the faint-end slope steepens towards later cosmic times (e.g. Hasinger et al. 2005; Hopkins et al. 2007; Bongiorno et al. 2007 ). The luminous part of the AGNLF is dominated by black holes that appear to be typically accreting close to the Eddington limit (ǫ ∼ 0.1-1), with relatively little dispersion, so that luminosities are roughly proportional to black hole masses, and this part of the AGNLF closely mirrors the black hole mass function.
The flat part of the AGNLF, on the other hand, could be composed of either low mass black holes also accreting close to Eddington, or of high-mass black holes with very low accretion rates, or of a mixture. In the context of a simple model where black hole growth and nuclear activity is triggered by galaxy mergers, Cattaneo (2001) first suggested that the faint end slope of the AGNLF could be dominated by objects observed in the decaying phase of their light curve, well past their peak of activity. This idea was recently followed up by numerical simulations of galaxy mergers incorporating AGN feedback. For example Hopkins et al. (2006) find that the observed redshift evolution of the faint-end slope of the AGN luminosity function (flatter at higher redshift) is well reproduced with the luminositydependent quasar lifetime that they derive from extensive numerical simulation of galaxy mergers.
Our observations show that while some of the lowluminosity AGN in our sample have just low M BH , many have instead the properties (i.e. high M BH , low ǫ) predicted by these models. This is consistent with the suggested picture in which the faint end of the AGN luminosity function is populated with black holes that have exhausted a substantial fraction of their fuel. We speculate that at these redshifts we see glimpses of a population of AGN with black hole masses similar to those of luminous quasars, but already half starved and on their way to get extinguished.
From an analysis of a heterogeneous sample of low redshift AGN, Woo & Urry (2002) find that small Eddington ratios are found mainly for AGN with log L bol ≤ 44.5, which in their sample are represented only by local Seyfert galaxies at z ≤ 0.1 (see their Fig. 8 ). Comparing their results with our measurements at z > ∼ 1 suggests that the luminosity below which such small Eddington ratios are found may evolve with redshift. This is, at least qualitatively, consistent with the observed redshift evolution of the break of the AGN luminosity function.
Conclusions
The VVDS is the first large spectroscopic AGN survey to probe luminosities as low as log L bol 45 at redshifts z > 1. We estimated black hole masses and Eddington ratios for 120 AGN. The main result of our study is a marked increase of the dispersion in Eddington ratios towards lower AGN bolometric luminosities. A substantial fraction of black holes in low-L AGN accretes at less than 10 % of their Eddington limits, whereas such low accretors are rare among AGN with higher L.
Our data also suggest that on average, the Eddington ratios systematically increase with nuclear luminosity. In the presence of substantial scatter and limited luminosity coverage, this trend is not easy to quantify; the slope of a relation ǫ ∝ L α depends on the adopted exponent in the empirical luminosity-size relation needed for virial scaling relations. Tentatively combining our data with those of Netzer et al. (2007) , however, leads to fully consistent results and underlines the indicated trend of ǫ increasing with L bol .
It is currently widely discussed how accurate the black hole masses and Eddington ratios based on single-epoch spectra can be. The best line is clearly Hβ as here the luminosity-size relation has been directly calibrated with reverberation mapping. Mg iibased estimates can be cross-calibrated with Hβ measurements and correlate quite well (McLure & Jarvis 2002; Shen et al. 2008 ). The C iv line, on the other hand, is under suspicion of representing gas that is not necessarily in or even close to virial equilibrium. One strong indication for such non-gravitational effects is the systematic blueshift of C iv with respect to low ionization lines (Gaskell 1982; Tytler & Fan 1992) , which in combination with often asymmetric profiles (Richards et al. 2002) can be interpreted as the result of obscuration or radiative pressure. Consequently, the C iv emission line is often considered as not well suited to estimate black hole masses. Baskin & Laor (2005) and Netzer et al. (2007) found only a weak correlation between virial black hole mass estimates based on Hβ and C iv. Similarly, Shen et al. (2008) noted a much tighter correlation between Hβ and Mg ii than between Mg ii and C iv. For our VVDS sample, however, the observed trends between Mg ii and C iv based subsamples (and also the Hβ sample by Netzer et al. 2007) are highly consistent. In fact, the observed scatter in the L bol -ǫ relation is lower for the C iv objects than for the Mg ii ones. It may be that radiation pressure and outflows are relevant in particular for high-luminosity QSOs (as has been also suggested by Marconi et al. 2008) , and that therefore virial mass estimates based on C iv are more reliable for the faint AGN sampled in the VVDS than for other surveys.
While the 'virial estimator' is likely to remain for some time the only practical method to obtain statistics on black hole masses at substantial redshifts, the present dependency of all measurements on the small number of low-z reverberationmapped AGN is unsatisfactory. It would be highly desirable if directly calibrated luminosity-size relations could be established also for higher redshifts and other lines than Hβ. (1) Object identification number of the VVDS database; (2),(3) Right ascension and declination J2000.0; (4) Redshift; (5) Redshift quality flag. Flag 14 AGN have a 100% secure redshift based on at least two emission lines. Flag 13 AGN have a redshift which is based on one broad emission line with a confident identification: either no other identification is verisimilar given our spectral wavelength coverage, or some faint additional features are supporting the chosen redshift; (6) VVDS observation epoch; (7), (8), (9),(10) B,V,R,I magnitudes in the AB system. Photometry in the CDFS field is extracted from the EIS catalog (Arnouts et al. 2001) while in the 4 other fields it corresponds to the VVDS imaging survey (McCracken et al. 2003) . These magnitudes are corrected for galactic extinction using the dust map provided by Schlegel et al. (1998) ; (11) Morphological classification in the I-band, based on the half-light radius of the object. Object with with I AB > 22.5 or in the CDFS and VVDS-1400+05 field are not classified (See Gavignaud et al. 2006 , Sect. 7); (12) We indicate here, AGN for which a single broad emission line is detected in the VVDS original spectrum but for which a second line is detected at shorter wavelength either in our VIMOS and FORS follow-up programs, or in one of these spectroscopic survey: 2Qz (Croom et al. 2004 
