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UNSTABLE OPERATIONS IN E´TALE AND MOTIVIC
COHOMOLOGY
BERT GUILLOU AND CHUCK WEIBEL
Abstract. We classify all e´tale cohomology operations on Hn
et
(−, µ⊗i
ℓ
), show-
ing that they were all constructed by Epstein. We also construct operations
P a on the mod-ℓ motivic cohomology groups Hp,q, differing from Voevodsky’s
operations; we use them to classify all motivic cohomology operations on Hp,1
and H1,q and suggest a general classification.
In the last decade, several papers have given constructions of cohomology op-
erations on motivic and e´tale cohomology, following the earlier work of Jardine [J],
Kriz-May [KM] and Voevodsky [V2, V1]: see [BJ, BJ1, Jo, May1, V3, V4]. The
goal of this paper is to provide, for each n and i, a classification of all such opera-
tions on the e´tale groups Hnet(−, µ
⊗i
ℓ ) and the motivic groups H
n,i(−,Fℓ), similar
to Cartan’s classification of operations on singular cohomology Hntop(−,Fℓ) in [C].
We succeed for e´tale operations and partially succeed for motivic operations.
We work over a fixed field k and fix a prime ℓ with 1/ℓ ∈ k. By definition, an
(unstable) e´tale cohomology operation on Hnet(−, µ
⊗i
ℓ ) is a natural transformation
Hnet(−, µ
⊗i
ℓ ) → H
p
et(−, µ
⊗q
ℓ ) of set-valued functors from the category of (smooth)
simplicial schemes over k (for some p and q). Similarly, a motivic cohomology oper-
ation on Hn,i is a natural transformation Hn,i → Hp,q on this category. By defini-
tion, Hp,q(X) denotes the Nisnevich cohomology Hpnis(X,Fℓ(q)), where the cochain
complex Fℓ(q) is defined in [V2] or [MVW]. Note that the set of all cohomology
operations forms a ring; the product of θ1 and θ2 is the operation x 7→ θ1(x) ·θ2(x).
Our classification begins with a construction of e´tale operations P a, due to Ep-
stein, as a special case of the operations on sheaf cohomology he described in
his 1966 paper [E]. This is carried out in Theorem 1.1 for odd ℓ; when ℓ = 2,
this was established by Jardine [J]. The coefficient ring H∗et(k, µ
⊗∗
ℓ ) also acts on
e´tale cohomology; we prove in Theorem 3.5 that the ring of all e´tale operations on
Hnet(−, µ
⊗i
ℓ ) is the twisted ring H
∗
et(k, µ
⊗∗
ℓ )⊗H
∗
top(Kn), where H
∗
top(Kn) is Cartan’s
ring of operations on Hntop(−,Fℓ). (We give a precise description of Cartan’s ring
in Definition 0.1 below.) This classifies all e´tale operations on Hnet(−, µ
⊗i
ℓ ): they
are H∗et(k, µ
⊗∗
ℓ )-linear combinations of monomials in the operations P
I .
A slightly different approach to cohomology operations was given by May in
[May], one which produces operations in the cohomology of any E∞-algebra. In
Section 2, we review this approach in the context of sheaf cohomology and show in
Corollary 2.3 that the e´tale operations constructed in this way agree with Epstein’s.
This result allows us to utilize May’s treatment of the Kudo Transgression Theorem
in [May, 3.4]; see Theorem 6.5 below.
Date: November 2, 2018.
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In Section 4, we combine Epstein’s construction with the Norm Residue Theorem
to define motivic operations P a (see 4.3). We show they are compatible with the
e´tale operations, and that they are stable under simplicial suspension. The opera-
tion P 0 is the Frobenius Hn,i → Hn,iℓ on motivic cohomology, induced by the ℓth
power map Fℓ(i)→ Fℓ(iℓ); see Proposition 5.4. One new result concerning Voevod-
sky’s operations is that for n > i and x ∈ H2n,i we have PnV (x) = [ζ]
(n−i)(ℓ−1)xℓ
(see Corollary 5.10). This extends Lemma 9.8 of [V1], which states that Pn(x) = xℓ
for x ∈ H2n,n(X).
The classification of motivic cohomology operations is complicated by the pres-
ence of more operations than those constructed by Voevodsky or via Steenrod-
Epstein methods. One example is that an ℓ-torsion element t in the Brauer group
of k gives an operation H1,2 → H3,3 by
H1,2(X) ∼= H1et(X,µ
⊗2
ℓ )
∪t
−→H3et(X,µ
⊗3
ℓ )
∼= H3,3(X).
Also unexpectedly, we may also use t and the Bockstein β to get an operation
H1,2(X) → H4,3(X) (see Example 8.5 below). When k contains a primitive ℓth
root of unity ζ, we also have an interesting operation H1,2(X) → H2,1(X) =
Pic(X)/ℓ: divide by the Bott element [ζ] ∈ H0,1(k) and then apply the Bockstein;
see Proposition 8.2.
In Section 7, we determine the ring of all unstable motivic cohomology operations
on Hn,1. If ℓ 6= 2, it is the twisted ring H∗,∗(k) ⊗H∗top(Kn), where H
∗,∗(k) is the
motivic cohomology of k and H∗top(Kn) is Cartan’s ring, described in Definition 0.1
below.
In Section 8, we determine the ring of unstable cohomology operations on H1,i.
When k contains the ℓth roots of unity, this is the graded polynomial ring over
H∗,∗(k) on operations γ : H1,i(X) ∼= H1,1(X) and its Bockstein, where γ is given
by the Norm Residue Theorem 4.2. For general fields, it is the Galois-invariant
subring. The operations on H1,2 referred to above arise in this way.
Finally Section 9 contains a conjecture about what the general classification
might be for Hn,i when n, i > 1.
Since it is the topological prototype of our classification theorem, we conclude
this introduction with a description of the ring of all singular cohomology operations
on Hntop(−,Fℓ). Serre observed that the ring of operations from H
n
top(−,Fℓ) to
H∗top(−,Fℓ) is isomorphic to the cohomology H
∗
top(Kn) of the Eilenberg-MacLane
spaceKn = K(Fℓ, n); the structure of this ring was determined by Serre and Cartan
in [C] [C1]. The following description is taken from [McC, 6.19].
Definition 0.1. For ℓ > 2, let H∗top(Kn) denote the free graded-commutative Fℓ-
algebra generated by the elements P I(ιn), where I = (ǫ0, s1, ǫ1, ..., sk, ǫk) is an
admissible sequence satisfying either e(I) < n or e(I) = n and ǫ0 = 1.
Here the excess of I is defined to be e(I) = 2
∑
(si− ℓsi+1− ǫi)+
∑k
i=0 ǫi, where
si = 0 for i > k, and I is admissible if si ≥ ℓsi+1 + ǫi for all i < k.
When ℓ = 2, H∗top(Kn) denotes the free graded-commutative F2-algebra gen-
erated by the elements SqI(ιn), with I = (s1, ..., sk) admissible (si ≥ 2si+1) and
e(I) < n, where the excess is e(I) =
∑
(si − 2si+1) = s1 −
∑
i>1 si.
For example, every operation on H2top(−,Fℓ) is a polynomial in id, β, the P
Iβ
and the βP Iβ (where P I = P ℓ
k
· · ·P ℓP 1). This is because the only admissible
sequences with excess < 2 are 0, (1) and (0, ℓk, 0, . . . , ℓ, 0, 1, 1).
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1. Epstein’s e´tale construction
Cohomology operations in e´tale cohomology were constructed by D. Epstein
long ago in the 1966 paper [E], and (for constant coefficients) made explicit by
M.Raynaud [R, 4.4]. Alternative constructions were later given by L.Breen [Br,
III.4] and J.F. Jardine [J, 1.4], [J1, §2].
In Epstein’s approach, one starts with an Fℓ-linear tensor abelian category A
(such as sheaves of Fℓ-modules on a site), a left exact functor H
0(X,−) (global sec-
tions overX) and a commutative associative ring object O of A. Epstein constructs
operations Sqa : Hn(X,O)→ Hn+a(X,O) if ℓ = 2, and
P a : Hn(X,O)→ Hn+2a(ℓ−1)(X,O), ℓ 6= 2,
satisfying the usual relations: P ax = xℓ if n = 2a, P ax = 0 if n < 2a, a Cartan
relation for P a(xy) and Adem relations for P aP b. Epstein also defines an operation
Qa for each a, whose degree is one more than that of P a. One subtlety is that P 0
is not the identity but rather the Frobenius map on the Fℓ-algebra H
0(X,O).
Now suppose that A is the category of e´tale sheaves (on the big e´tale site)
and that O is the graded e´tale sheaf ⊕∞i=0µ
⊗i
ℓ . We will prove in 3.3 below that
Qa = βP a. With this dictionary, Epstein’s theorem specializes to yield
Theorem 1.1. For each odd prime ℓ, there are additive cohomology operations
P a : Hnet(X,µ
⊗i
ℓ )→ H
n+2a(ℓ−1)
et (X,µ
⊗iℓ
ℓ )
and a Bockstein β : Hnet(X,µ
⊗i
ℓ ) → H
n+1
et (X,µ
⊗i
ℓ ) satisfying the usual relations:
P ax= xℓ if n = 2a, P ax= 0 if n < 2a, the Cartan relation P a(xy) =
∑
P i(x)P j(y)
and Adem relations for both P aP b (a < bℓ) and P aβP b (a ≤ bℓ).
When ℓ = 2, there are Steenrod operations Sqa : Hnet(X,µ
⊗i
2 )→ H
n+a
et (X,µ
⊗2i
2 ),
or Hnet(X,Z/2)→ H
n+a
et (X,Z/2), satisfying the usual relations.
Proof. The existence and basic properties is given in Chapter 7 of [E]; The Adem
relations are established in [E, 9.7–8], using the dictionary that P aβP b = P aQb. 
Note that, although the operations multiply the weight by ℓ, the reindexing
makes no practical difference because there are canonical isomorphisms µℓ ∼= µ
⊗ℓ
ℓ
and µ⊗iℓ
∼= µ⊗iℓℓ . We have emphasized the twist because of our application to
motivic operations below.
Remark 1.1.1. The operations P a are natural in X : if f : X → Y is a morphism
of simplicial schemes then f∗P a = P af∗. This is immediate from the naturality of
the construction of P a with respect to the left exact functor H0et(X,−), and also
follows from [E, 11.1(8)].
If Z is a closed simplicial subscheme of X , we get cohomology operations P a on
the relative groups Hnet(X,Z;µ
⊗i
ℓ ), by replacing H
0(X,−) by the left exact functor
H0et(X,Z;−). The same argument shows that P
a is natural in the pair (X,Z).
For later use, we reproduce two key results from [E]. If π is a finite group, we
write A[π] for the category of π-equivariant objects of A, i.e., objects A equipped
with a homomorphism π → End(A). If A is in A[π] then H0(X,A) is a π-module,
and we define the left exact functor H0π(X,−) on the category A[π] by the formula
H0π(X,A) = H
0(X,A)π. We write H∗π(X,−) for the derived functors of H
0
π(X,−).
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Theorem 1.2. Let A be a bounded below cochain complex of objects of A, on which
π acts trivially. Then there is a natural isomorphism
H∗(π,Fℓ)⊗H
∗(X,A)
≃
−→H∗π(X,A).
Proof. (See [E, 4.4.4].) Let C∗→ Z be the standard periodic Z[π]-resolution [WH,
6.2.1], with generator ek of Ck ∼= Z[π], and set C
∗= Hom(C∗,Fℓ); thus H
∗(π,Fℓ) is
the cohomology of (C∗)π . Choose a quasi-isomorphism A
∼
−→I∗ with the Ii injective
in A. Since π acts trivially on A, we have quasi-isomorphisms of complexes in A[π]:
A → I∗ = Z ⊗ I∗ → Tot(C∗ ⊗ I∗). Since each Cn is a free Fℓ[π]-module of finite
rank, Cn⊗ Iq ∼= Hom(Cn, I
q) is injective in A[π]. Thus Tot(C∗⊗ I∗) is an injective
replacement for A in A[π].
By definition, H∗π(X,A) is the cohomology of the total complex of
H0π(X,C
∗ ⊗ I∗) = (C∗)π ⊗ I∗(X).
The Ku¨nneth formula tells us this is the tensor product of the cohomology of (C∗)π
and I∗(X), i.e., of H∗(π,Fℓ) and H
∗(X,A). 
Corollary 1.3. If A is a commutative algebra object, the isomorphism of Theorem
1.2 is an algebra isomorphism.
Proof. The verification that a commutative associative product on A induces an
algebra structure on H∗(X,A) and H∗π(X,A) is well known. We omit the standard
proof that the isomorphism above commutes with products. 
Recall that for any complex C, the symmetric group Sℓ acts on C
⊗ℓ by permut-
ing factors with the usual sign change. Now suppose that π is the cyclic Sylow
ℓ-subgroup of Sℓ. Choosing an injective replacement A
⊗ℓ → J∗ in A[π], the com-
parison theorem [WH, 2.3.7] lifts the equivariant quasi-isomorphism A⊗ℓ → (I∗)⊗ℓ
to an equivariant map (I∗)⊗ℓ → J∗, unique up to chain homotopy.
Since H∗(X,A) is the cohomology of I∗(X), we can represent any element of
Hn(X,A) by an n-cocycle u ∈ In(X). The nℓ-cocycle u ⊗ · · · ⊗ u of I(X)⊗ℓ is π-
invariant, because the generator of π acts as multiplication by (−1)n(ℓ−1), which is
the identity on any Fℓ-module. Its image Pu in J
nℓ(X) is also π-invariant. Epstein
shows in [E, 5.1.3] that P (u+ dv) = Pu+ dw for v ∈ In−1(X) and w ∈ Jnℓ−1(X),
so the cohomology class of Pu is independent of the choice of cocycle u.
Definition 1.4. The reduced power map is defined to be the resulting map on
cohomology:
P : Hn(X,A)→ Hnℓπ (X,A
⊗ℓ).
Now suppose that there is a π-equivariant map A⊗ℓ
m
−→B, and that π acts triv-
ially on B. (When A is a commutative ring, multiplication A⊗ℓ → A is a π-
equivariant map.) We write m∗ for the induced map H
∗
π(X,A
⊗ℓ) → H∗π(X,B).
By Theorem 1.2, m∗P (u) ∈ H
∗
π(X,B) has an expansion
∑
wk ⊗ Dk(u), where
wk ∈ H
k(π,Fℓ) are the (dual) basis elements of [SE, V.5.2]: if ℓ > 2 then w0 = 1,
w2 = βw1, w2i = w
i
2 and w2i+1 = w1w
i
2. If ℓ > 2 and n ≥ 2a, Epstein defines
(1.5) P a : Hn(X,A)→ Hn+2a(ℓ−1)(X,B), P au = (−1)aνnD(n−2a)(ℓ−1)(u),
where
νn = (−1)
r
(
ℓ− 1
2
)
!−n and r =
(ℓ− 1)(n2 + n)
4
.
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(See [E, 7.1], [SE, VII.6.1] and [SErr].) If n < 2a then Epstein defines P a = 0.
When ℓ = 2, Epstein defines operations Sqi by: Sqi(u) = Dn−i(u) for n ≥ i,
and Sqi(u) = 0 for n < i.
Remark 1.5.1. Epstein also defines operations Qa = (−1)a+1νnD(n−2a)(ℓ−1)−1(u)
in this setting, and establishes Adem relations for them as well.
Of course, Epstein’s construction mimicks Steenrod’s construction of Dk, P
a
and Qa (see [SE], VII.3.2 and VII.6.1). In Steenrod’s setting one can lift to integral
cochains; with this assumption, Steenrod proves that βD2k = −D2k+1 and hence
that βP a = Qa; see [SE, VII.4.6] and [SErr]. We will show that the formula
Qa = βP a also holds in our setting (see Lemma 3.3 and Theorem 5.11.)
Lemma 1.6. For all bounded below chain complexes A and B as above, each func-
tion P a : Hn(X,A)→ Hn+2a(ℓ−1)(X,B) is a group homomorphism.
Proof. Corollary 6.7 of [E] applies in this setting. 
Lemma 1.7. The P a and Qa are natural in the map A⊗ℓ
m
−→B.
Proof. Suppose we are given a commutative diagram
A⊗ℓ1
m
−−−−→ B1y y
A⊗ℓ2
m
−−−−→ B2.
Applying H∗π(X,−) and composing with P , which is natural in A by [E, 5.1.5],
Theorem 1.2 yields the commutative diagram
H∗(X,A1)
P
−−−−→ H∗π(X,A
⊗ℓ
1 )
m
−−−−→ H∗π(X,B1)
∼=
−−−−→ H∗(π) ⊗H∗(X,A1)y y y y
H∗(X,A2)
P
−−−−→ H∗π(X,A
⊗ℓ
2 )
m
−−−−→ H∗π(X,B2)
∼=
−−−−→ H∗(π)⊗H∗(X,A2).
The result now follows from the definition (1.5) of P a and Qa. 
Recall that the simplicial suspension SX of a simplicial scheme X is again a sim-
plicial scheme. There is a canonical isomorphism Hnet(X,µ
⊗i
ℓ )
∼=
−→Hn+1et (SX, µ
⊗i
ℓ ).
Proposition 1.8. The operations P a are simplicially stable in the sense that they
commute with simplicial suspension: there are commutative diagrams for all X, n
and i, with N = n+ 2a(ℓ− 1):
Hnet(X,µ
⊗i
ℓ )
Pa
−−−−→ HNet (X,µ
⊗iℓ
ℓ )
∼=
y ∼=y
Hn+1et (SX, µ
⊗i
ℓ )
Pa
−−−−→ HN+1et (SX, µ
⊗iℓ
ℓ ).
Proof. The proofs of Lemmas 1.2 and 2.1 of [SE] go through, using homotopy
invariance of e´tale cohomology and excision. 
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2. May’s adjoint construction
A somewhat different approach to constructing cohomology operations was given
by Peter May in [May]. Because we will need May’s version of Kudo’s Theorem (in
6.5 below), we need to know how the two constructions compare.
First, we need a chain level version of the Steenrod-Epstein function
m∗P : H
n(X,A)→ Hnℓπ (X,A)
used in (1.5) to define P a. We saw in 1.4 that the multiplication map m : A⊗ℓ → A
lifts to an equivariant map J∗(X) → C∗ ⊗ I∗(X) of their injective resolutions,
inducing an equivariant map
mˆ : I⊗ℓ(X)→ J∗(X)→ C∗ ⊗ I∗(X).
The cohomology function m∗P is induced by the chain-level function u 7→ mˆ(u
⊗ℓ).
The expansion mˆ(u⊗ℓ) =
∑
wk ⊗Dk(u) in C
∗⊗ I∗(X) effectively defines functions
Dk : I
n(X)→ Inℓ−k(X).
Consider the isomorphism φ : C∗ ⊗ I∗(X)→ Hom(C∗, I
∗(X)), defined by
φ(f ⊗ x)(c) = (−1)|x| |c|f(c)x.
As a special case, φ(wj⊗x)(ek) = (−1)
k|x|δjk x. The composition φ mˆ sends I
⊗ℓ(X)
to Hom(C∗, I
∗(X)). It is the (signed) adjoint of the map φ mˆ,
(2.1) θ : C∗ ⊗ I
⊗ℓ(X)→ I∗(X),
which forms the basis for May’s approach; see [May, 2.1]. May defines the function
DMk : I
n(X)→ Inℓ−k(X) by the formula
DMk (u) = θ(ek ⊗ u
⊗ℓ).
May defines P aM and Q
a
M by
P aM (u) = (−1)
aνnD
M
(n−2a)(ℓ−1)(u) and Q
a
M (u) = (−1)
aνnD
M
(n−2a)(ℓ−1)−1(u)
(see [May, pp. 162, 182]; his ν(−n) is our νn). The sign differences in the formulas
for P a and P aM (and for Q
a and QaM ) are explained by the following calculation.
Proposition 2.2. For u in Hn(X,A), DMk = (−1)
kDk.
Proof. Consider the isomorphism φ : C∗⊗I∗(X)→ Hom(C∗, I
∗(X)), defined above.
The adjoint θ of φ mˆ is the composite
C∗ ⊗ I(X)
⊗ℓ ∼= I(X)⊗ℓ ⊗ C∗
φ mˆ⊗1
−→ Hom(C∗, I(X))⊗ C∗
η
−→I(X),
where the first map is the signed symmetry isomorphism and η is evaluation. We
now compute that
DMk (u) = θ(ek ⊗ u
⊗ℓ) = (−1)knℓη
(
φ[mˆ(u⊗ℓ)]⊗ ek
)
= (−1)knℓη
(
φ
[∑
wj ⊗Dj(u)
]
⊗ ek
)
= (−1)knℓ
∑
j
φ [wj ⊗Dj(u)] (ek)
= (−1)knℓ(−1)k(nℓ−k)Dk(u)
= (−1)kDk(u). 
Corollary 2.3. May’s operations P aM and Q
a
M coincide with the P
a and Qa of
(1.5) and 1.5.1.
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Lemma 2.4. Set m = (ℓ− 1)/2. Then for each u ∈ In(X):
(i) dP a(u) = P a(du) and dQa(u) = −Qa(du), and
(ii) if u is a cocycle representing x ∈ Hn(X,A) then P a(u) and Qa(u) are cocycles
representing P a(x) and Qa(x), respectively.
Proof. In Theorem 3.1 of [May], May shows that (i) dP aM (u) = P
a
M (du) and
dQaM (u) = −Q
a
M (du), and (ii) if u is a cocycle representing x ∈ H
n(X,A) then
P aM (u) and Q
a
M (u) are cocycles representing P
a
M (x) and Q
a
M (x). The result is
immediate from Corollary 2.3. 
Remark 2.5. In [May1], May gave a different approach to power operations in
sheaf cohomology. If A is any sheaf of Fℓ-algebras, May shows (in 3.12) that
the sections over X of the Godement resolution F •A of A yield an algebra C• =
Hom∆(Λ, F
•A) over the Eilenberg-Zilber operad I on cochains of Fℓ-modules, which
therefore inherits the structure of an E∞-algebra. Since the cohomology of C
•
is the sheaf cohomology H∗(X,A), the technique in [May] produces cohomology
operations.
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3. The e´tale Steenrod algebra
In this section we determine the algebra of all e´tale cohomology operations
Hnet(−, µ
⊗i
ℓ )→ H
∗
et(−, µ
⊗j
ℓ ) over a field k containing 1/ℓ.
Recall from SGA 4 (V.2.1.2 in [Ver]) that if M is a (simplicial) e´tale sheaf of Fℓ-
modules then the sheaf cohomology groupsH∗et(X,M) are isomorphic to the (hyper)
Ext-groups Ext∗(Fℓ[X ],M) in the category of e´tale sheaves of Fℓ-modules. (Here
we regard M as a cochain complex using Dold-Kan.) If K is a second simplicial
e´tale sheaf of Fℓ-modules, one writes H
∗
et(K,M) for Ext
∗(K,M).
It is well known that cohomology operations Hnet(−, L) → H
∗
et(−,M) are in
1–1 correspondence with elements of H∗et(K,M), where K denotes the standard
simplicial Eilenberg-MacLane sheaf K(L, n) associated to L.
We first discuss the case of constant coefficients (M = Fℓ), which is known, and
due to Breen [Br, 4.3–4] and Jardine [J]. The graded ring of all unstable e´tale coho-
mology operations from Hnet(−,Fℓ) to H
∗
et(−,Fℓ) is isomorphic to the cohomology
ring H∗et(Kn,Fℓ), where Kn = K(Fℓ, n) is the constant simplicial sheaf classifying
elements of Hnet(−,Fℓ). By Theorem 1.1, there is a ring homomorphism from the
classical unstable Steenrod algebra H∗top(Kn) of Definition 0.1 to H
∗
et(Kn,Fℓ).
There is also a ring homomorphism from H∗et(k,Fℓ) to H
∗
et(Kn,Fℓ). These two
ring homomorphisms do not commute, because the Bockstein and other operations
P I may be nontrivial on H∗et(k,Fℓ). If c ∈ H
∗
et(k,Fℓ) then cP
I and P Ic send x
to c · P I(x) and to P I(cx), respectively. Nevertheless, we can define a twisted
multiplication on H∗et(k,Fℓ) ⊗Fℓ H
∗
top(Kn) using the Cartan relations P
a ◦ α =∑
P i(α)P j , α ∈ H∗et(k,Fℓ). We shall refer to this non-commutative algebra as the
twisted tensor algebra. It is free as a left H∗et(k,Fℓ)-module, and a basis is given
by the monomials in the Steenrod operations P I and βP I where I has excess < n,
exactly as in the topological case. We summarize this:
Theorem 3.1. The ring of e´tale cohomology operations on Hnet(−,Fℓ) is the twisted
tensor product H∗et(k,Fℓ)⊗H
∗
top(Kn): every operation is a polynomial in the oper-
ations P I with coefficients in H∗et(k,Fℓ).
Example 3.1.1. When k = R and ℓ = 2, the ring of e´tale cohomology operations
over R is the graded polynomial ring H∗top(Kn)[σ] with generator σ in degree 1 and
all SqI(ιn) with I admissible and e(I) < n. This is because H
∗
et(R,F2) = F2[σ].
Remark 3.1.2. When k = C, the action of the P I is compatible with the canonical
comparison isomorphism H∗et(X,Fℓ)
∼= H∗top(X(C),Fℓ). This is clear from the
constructions in [E] and [J].
When k contains a primitive ℓth root of unity, the sheaves µ⊗iℓ are all isomorphic.
Thus the ring of operationsHnet(−, µ
⊗i
ℓ )→ H
∗
et(−, µ
⊗j
ℓ ) is isomorphic toH
∗
et(k,Fℓ)⊗
H∗top(Kn) as a left H
∗
et(k,Fℓ)-module. Since this is always the case when ℓ = 2, we
shall restrict to the case of an odd prime ℓ.
Now fix i and consider cohomology operations Hnet(−, µ
⊗i
ℓ ) → H
∗
et(−, µ
⊗j
ℓ ). As
observed above, they are in 1–1 correspondence with elements ofH∗et(K,µ
⊗j
ℓ ), where
K denotes the simplicial Eilenberg-MacLane scheme K(µ⊗iℓ , n). For example, the
identity operation on Hnet(−, µ
⊗i
ℓ ) corresponds to ιn ∈ H
n(K,µ⊗iℓ ), and the e´tale
Bockstein β : Hnet(X,µ
⊗i
ℓ )→ H
n+1
et (X,µ
⊗i
ℓ ) corresponds to β(ιn) ∈ H
n+1(K,µ⊗iℓ ).
Fix a field k with 1/ℓ ∈ k, and let G be the Galois group of the extension
k(ζ)/k, where ζ denotes a primitive ℓth root of unity. Then G is cyclic of order
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d = [k(ζ) : k], d | ℓ−1, and µ⊗dℓ
∼= Fℓ. Since i ≡ j (mod d) implies that µ
⊗i
ℓ
∼= µ
⊗j
ℓ ,
we are led to consider the Z/d-graded e´tale sheaf of rings O =
⊕d−1
i=0 µ
⊗i
ℓ . Thus
our problem is to determine the ring H∗et(K,O) = ⊕
d−1
j=0H
∗
et(K,µ
⊗j
ℓ ).
Since ℓ does not divide |G|, Maschke’s Theorem gives an identification of the
e´tale sheaf Fℓ[G] with the direct sum of the sheaves of irreducible Fℓ[G]-modules
µ⊗iℓ , i.e., with O. For any X , Shapiro’s Lemma provides an isomorphism
(3.2) H∗et(X,O)
∼= H∗et(X(ζ),Fℓ),
where X(ζ) denotes X×k Spec(k(ζ)). In fact, O = Ri∗Fℓ, where i : Spec(k(ζ))et →
Spec(k)et.
Any Fℓ[G]-module M is the sum of its isotypical summands, the isotypical sum-
mand for µ⊗iℓ being HomG(µ
⊗i
ℓ ,M). In particular, the action of G on X(ζ) decom-
poses H∗et(X(ζ),Fℓ) into its isotypical pieces. Because the µ
⊗i
ℓ are the isotypical
summands of O = Ri∗Fℓ, the summand H
∗
et(X,µ
⊗i
ℓ ) in (3.2) is the isotypical sum-
mand of H∗et(X(ζ),Fℓ) for µ
⊗i
ℓ .
This is the context in which Epstein defines operations P a and Qa via (1.5).
Because the Frobenius is the identity on O, P 0 is the identity operation. We can
now show that Epstein’s operation Q0 is the e´tale Bockstein β, and his Qa is βP a.
Lemma 3.3. In e´tale cohomology, Q0 = β and Qa = βP a for a > 0.
Proof. We first consider the case when ζ ∈ k, so that µ⊗iℓ
∼= Fℓ for all i. Jardine’s
argument in [J, pp. 108–114] that Epstein’s Sq1 is the Bockstein when ℓ = 2 applies
when ℓ > 2 as well, and proves that Epstein’s Q0 is the Bockstein operation. The
identity Q0 = β in the general case follows from this and the isomorphism (3.2):
Hnet(X,O)
Q0−β
−−−−→ Hn+1et (X,O)
∼=
y y∼=
Hnet(X(ζ),Fℓ)
Q0−β
−−−−→ Hn+1et (X(ζ),Fℓ).
Finally, we invoke the Adem relationQ0P b = QbP 0 [E, 9.8(4)] to get βP b = Qb. 
Using the Bockstein and Epstein’s operations P a, we have operations P I defined
on Hnet(−, µ
⊗i
ℓ ) for every admissible sequence I in the sense of Definition 0.1.
In order to classify all operations on Hnet, we first consider the case n = 1. In
topology, the ring of operations on H1(−,Fℓ) is H
∗
top(K1)
∼= Fℓ[u, v]/(u
2), where
u = P 0 is in degree 1, corresponding to the identity operation, and v is in degree 2,
corresponding to the Bockstein operation. By Theorem 1.1, there is a canonical map
from Fℓ[u, v]/(u
2) to e´tale cohomology operations from H1et(−, µ
⊗i
ℓ ) to H
∗
et(−, µ
⊗∗
ℓ ),
sending u to the identity and v to the Bockstein β : H1et(−, µ
⊗i
ℓ )→ H
2
et(−, µ
⊗i
ℓ ).
For any i, the basechange µ⊗iℓ (ζ) of the algebraic group µ
⊗i
ℓ is isomorphic to
Fℓ(ζ), the constant sheaf Fℓ on the big e´tale site of k(ζ). The induced isomor-
phism (Bµ⊗iℓ )(ζ)
∼= (BFℓ)(ζ) induces an isomorphism of cohomology groups, which
immediately yields the following calculation.
Proposition 3.4. The graded algebra of cohomology operations from H1et(−, µ
⊗i
ℓ )
to H∗et(−,O) = ⊕
d−1
j=0H
∗
et(−, µ
⊗j
ℓ ) is isomorphic to the H
∗
et(k(ζ),Fℓ)-module
H∗(Bµ⊗iℓ ,O)
∼= H∗(Bµ⊗iℓ (ζ),Fℓ)
∼= H∗(k(ζ),Fℓ)⊗ Fℓ[u, v]/(u
2), β(u) = v.
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Every operation on H1et(−, µ
⊗i
ℓ ) is uniquely a sum of operations φ(x) = cx
εβ(x)m,
where c ∈ H∗et(k, µ
⊗j
ℓ ) and ε ∈ {0, 1}.
Proposition 3.4 is the case n = 1 of the following result.
Theorem 3.5. For each i and n ≥ 1, the ring of all e´tale cohomology operations
from Hnet(−, µ
⊗i
ℓ ) to H
∗
et(k,O) is the free left H
∗
et(k(ζ),Fℓ)-module H
∗
et(k(ζ),Fℓ) ⊗
H˜∗top(Kn).
The operations P I send Hnet(−, µ
⊗i
ℓ ) to H
∗
et(−, µ
⊗i
ℓ ). Thus the operations from
Hnet(−, µ
⊗i
ℓ ) to H
∗
et(−, µ
⊗i+j
ℓ ) are isomorphic to H
∗
et(−, µ
⊗j
ℓ )⊗ H˜
∗
top(Kn).
Proof. We first show that the basechange K(µ⊗iℓ , n) ×k Spec(k(ζ)) is the space
K(µ⊗iℓ , n) over k(ζ). This is clear for n = 0, and follows inductively from the
construction of K(A, n+1) via the bar construction on K(A, n), together with the
observation that (X ×k Y )×k Spec(k(ζ)) is X(ζ)×k(ζ) Y (ζ).
By (3.2), the cohomology of K(µ⊗iℓ , n) with coefficients in O is the same as the
cohomology of K(µ⊗iℓ , n)×k Spec(k(ζ)) with coefficients in Fℓ. The Breen-Jardine
result, Theorem 3.1, shows that this is H∗et(k(ζ),Fℓ)⊗H
∗
top(Kn). 
4. Motivic Steenrod operations
In this section we construct operations P a on the motivic cohomology groups
Hn,i(X) = Hn,i(X,Fℓ), n ≥ 2a, compatible with the operations P
a in e´tale coho-
mology in the sense that there are commutative diagrams
(4.1)
Hn,i(X,Fℓ)
Pa
−−−−→ Hn+2a(ℓ−1),iℓ(X,Fℓ)y y
Hnet(X,µ
⊗i
ℓ )
Pa
−−−−→ H
n+2a(ℓ−1)
et (X,µ
⊗iℓ
ℓ ).
Let α∗ denote the direct image functor from the e´tale site to the Nisnevich site.
If F is any e´tale sheaf then we may regard A = Rα∗F as a complex of Nisnevich
sheaves such that H∗nis(X,Rα∗F)
∼= H∗et(X,F).
The following theorem, due to Voevodsky and Rost, is sometimes known as the
Beilinson Conjecture; it is equivalent to the Norm Residue Theorem; see [SV], [V4],
[W]), [HW]). Let τ≤iA denote the good truncation of A in cohomological degrees
at most i; Hn(τ≤iA) is Hn(A) for i ≤ n, and zero for n > i. (cf. [WH, 1.2.7]).
Norm Residue Theorem 4.2. For any X smooth over a field of characteristic
6= ℓ, the map Fℓ(i)→ τ
≤iRα∗µ
⊗i
ℓ is a quasi-isomorphism, and hence
Hn,i(X,Fℓ) ∼= H
n
nis(X, τ
≤iRα∗µ
⊗i
ℓ ).
In particular, if n ≤ i then Hn,i(X,Fℓ) ∼= H
n
et(X,µ
⊗i
ℓ ).
Explicitly, if F is an e´tale sheaf and F → I∗ is an injective resolution, then
τ≤iRα∗F is represented by τ
≤iα∗(I
∗). It is quasi-isomorphic to a chain complex I∗nis
of injective Nisnevich sheaves on X with Innis = α∗I
i for n ≤ i, because each α∗I
n
is an injective Nisnevich sheaf and Zn(α∗I) injects into α∗I
n. Taking F = µ⊗iℓ , the
theorem states that Hn,i(X,Fℓ) = H
n
nis(X,Fℓ(i)) is the n
th cohomology of I∗nis(X).
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Now the product on µ⊗iℓ yields a product Rα∗µ
⊗i
ℓ ⊗ Rα∗µ
⊗j
ℓ → Rα∗µ
⊗i+j
ℓ ,
unique up to chain homotopy, by the comparison theorem. The induced pair-
ing τ≤iRα∗µ
⊗i
ℓ ⊗ τ
≤jRα∗µ
⊗j
ℓ → τ
≤i+jRα∗µ
⊗i+j
ℓ induces the product in motivic
cohomology, by [SV, 7.1]. We may choose a model for the ℓ-fold product map
(Rα∗µ
⊗i
ℓ )
⊗ℓ → Rα∗µ
⊗iℓ
ℓ which is equivariant for the permutation action of the
cyclic group π, by choosing a π-equivariant replacement Rα∗µ
⊗iℓ
ℓ
∼
−→J and factor-
ing through an equivariant map (Rα∗µ
⊗i
ℓ )
⊗ℓ → J . The truncation of this map is
also equivariant:
(τ≤iRα∗µ
⊗i
ℓ )
⊗ℓ → τ≤iℓ(Rα∗µ
⊗i
ℓ )
⊗ℓ → τ≤iℓRα∗µ
⊗iℓ
ℓ .
Setting A = ⊕∞i=0τ
≤iRα∗µ
⊗i
ℓ , we have a graded map A
⊗ℓ m−→A, representing the
product in motivic cohomology. Composing the power map P of Definition 1.4, the
map m and the isomorphism of Theorem 1.2, we have a graded reduced power map
on Hn,i(X,A) = ⊕Hn,i(X,Fℓ):
Hn(X,A)
P
−→Hnℓπ (X,A
⊗ℓ)
m∗−→ Hnℓπ (X,A)
∼= ⊕Hnℓ−k(X,A)⊗Hk(π,Fℓ).
Definition 4.3 (Pa). The function P a : Hn,i(X) → Hn+2a(ℓ−1),iℓ(X) is defined
as follows. Given u ∈ Hn,i(X), m∗P (u) has an expansion
∑
Dk(u) ⊗ wk, where
wk ∈ H
k(π,Fℓ) are as before. If ℓ 6= 2 and n ≥ 2a, we define P
au to be (−1)aνn
times D(n−2a)(ℓ−1)u, where the constant νn is given by the formula in (1.5). If
n < 2a we define P a = 0. By Lemma 1.6, each P a is in fact a homomorphism.
We call the P a motivic cohomology operations; they are natural in X , by the
argument of Remark 1.1.1 applied to the power map on Hn,i(X,A).
If ℓ = 2 we define Sqa : Hn,i(X) → Hn+a,2i(X) to be Dn−a for n ≥ a, and
Sqa = 0 for n < a. This follows Steenrod and Epstein. Thus Sq2a = P a. We will
show in Theorem 5.11 below that Sq2a+1 = βSq2a.
Remark 4.3.1. These motivic cohomology operations are almost surely the op-
erations defined by Kriz and May in [KM, I.7.2], and by Joshua in [Jo, §8]; cf.
[BJ].
Lemma 4.4. The motivic cohomology operations P a are compatible with the e´tale
cohomology operations P a in the sense that the diagram (4.1) commutes.
Proof. By construction, the following diagram commutes:
(τ≤iRα∗µ
⊗i
ℓ )
⊗ℓ m−−−−→ τ≤iℓRα∗µ
⊗iℓ
ℓy y
(Rα∗µ
⊗i
ℓ )
⊗ℓ m−−−−→ Rα∗µ
⊗iℓ
ℓ .
The commutativity of (4.1) now follows from Lemma 1.7. 
We now show that these operations enjoy familiar properties.
Proposition 4.5. If u ∈ H2n,i(X) then Pn(u) = uℓ.
Proof. By [E, 5.2.1], j∗ : H
∗
π(X,R) → H
∗(X,R) sends Pu to u × · · · × u. Since
w0 = 1, the proof in [E, 6.3, 7.3] applies. 
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Lemma 4.6. Let π and ρ be finite subgroups of Σℓ. Then their action on R
⊗ℓ
induces a commutative diagram (whose vertical maps come from Theorem 1.2):
H∗(π)⊗H∗(ρ)⊗H∗(X,R)⊗H∗(X,R) −−−−→ H∗(π × ρ)⊗H∗(X,R⊗R)
∼=
y y∼=
H∗π(X,R)⊗H
∗
ρ (X,R) −−−−→ H
∗
π×ρ(X,R⊗R).
Proof. The proof of Lemma 4.4.3 of [E], which concerns the underlying chain com-
plexes rather than the cohomology groups, goes through. 
Theorem 4.7 (Cartan Formula). Let u ∈ Hn,i(X) and v ∈ Hm,j(Y ). Then in
H∗,(i+j)ℓ(X × Y ) we have:
P a(u ∪ v) =
∑
s+t=a
P s(u) ∪ P t(v), ℓ > 2,
and Sqa(u ∪ v) =
∑
s+t=a Sq
s(u) ∪ Sqt(v) when ℓ = 2.
Proof. Epstein’s proof in [E, 7.2] carries over. In more detail, replacing [E, 4.4.3]
by our Lemma 4.6 in the proof of Lemma 7.2.2 in [E], we obtain the formulas
Da(u ∪ v) =
∑
s+t=a
±Dsu ∪Dtv,
where s and t cannot both be odd. By [E, 6.4], if n is even (resp., odd) then
Ds(u) = 0 unless s is m(ℓ − 1) or m(ℓ − 1) − 1 for some even (resp., odd) integer
m ≥ 0. The Cartan Formula follows by inspection of the signs involved. 
Remark 4.7.1. Epstein also establishes a Cartan formula for the operations Qa,
including the formula Q0(uv) = (Q0u)(P 0v) + (−1)|u|(P 0u)(Q0v). We omit these
formulas, as they follow from Theorem 4.7 and the formulas for Qa in Theorem
5.11 below.
We now turn to the Adem relations. Recall that by convention
(
n
k
)
is zero if
k < 0. Thus the sums below run over t ≤ a/ℓ.
Theorem 4.8 (Adem Relations). If ℓ > 2 and a < bℓ then
P aP b =
∑
s+t=b
(−1)a+t
(
(ℓ− 1)s− 1
a− tℓ
)
P a+sP t;
P aβP b =
∑
s+t=b
(−1)a+t
(
(ℓ− 1)s
a− tℓ
)
βP a+sP t + (−1)a+t
(
(ℓ− 1)s− 1
a− tℓ− 1
)
βP a+sβP t.
Proof (Epstein). We refer to section 9 of [E], whose running assumption is that
the operations P a (and Qa) are zero on H∗,∗ for a < 0. This assumption holds
by [E, 8.3.4], using the adjunction for sheaves in [E, 11.1]. In particular, P a and
Qa vanish on H∗,∗π by [E, 9.1]. The proof of [E, 9.3] only requires an equivariant
map A⊗ℓ → A, so 9.3 and its Corollary 9.4 of loc. cit. remain valid in the motivic
setting. Since 9.2, 9.5 and 9.6 of [E] are formally true, we can now quote the proof
of [E, 9.8]: the proof of the Adem relations on pp. 119–122 of [SE], as amended by
the Errata, carry over to this setting. 
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Remark 4.8.1. When ℓ = 2, Epstein points out in [E, 9.7] that, given the modi-
fications in the proof of 4.8 above, the usual Adem relations hold by the proof on
p. 119 of [SE]: if a < 2b then
SqaSqb =
∑
s+t=b
(
s− 1
a− 2t
)
Sqa+sSqt.
Remark 4.8.2. The usual Adem relations for QaQb and QaP b, stated in [E, 9.8],
are also valid in motivic cohomology. These relations follow immediately from
Theorem 4.8, given the formulas for Qa in Theorem 5.11 below.
Bistable Operations 4.9. In [V1], Voevodsky defines (bistable) cohomology op-
erations P aV on H
n,i(−,Fℓ) of bidegree (2a(ℓ−1), a(ℓ−1)). These satisfy: P
0
V x = x
for all x; P aV x = x
ℓ for x ∈ H2a,a(X,Fℓ); P
a
V = 0 on H
n,i if i ≤ a and n < i + a;
the usual Adem relations hold when ℓ > 2. The cohomological degrees of P a and
P aV are the same, namely 2a(ℓ− 1), but the weights differ if a 6= i: if a < i then P
a
V
has lower weight, but if a > i then P a has lower weight.
When ℓ = 2, Voevodsky’s operations Sq2iV have bidegree(2i, i) and Sq
2i+1
V =
βSq2i. They satisfy a modified Cartan formula [V1, 9.7] which differs from our
Cartan formula (Theorem 4.7) by the presence of a factor of [ζ] in some terms.
Remark 4.9.1. Brosnan and Joshua have observed in [BJ, 2.1] and [BJ1, 1.1(iii)]
that the motivic-to-e´tale map sends P aV to P
a and SqaV to Sq
a. The key is to ob-
serve that Voevodsky’s total power operation [V1, 5.3] is compatible with Epstein’s
reduced power map (Definition 1.4 above).
Cohomology operations on Hn,0 are easy to describe because of the following
characterization.
Lemma 4.10. Let A be any abelian group. If X
•
is a smooth simplicial scheme, the
motivic cohomology ring H∗,0(X
•
, A) is isomorphic to the topological cohomology
H∗top(π0X•, A) of the simplicial set π0(X•).
Proof. For smooth connected X we have Hn,0(X,A) = Hnnis(X,A) for n > 0 and
H0,0(X,A) = A, almost by definition; see [MVW, 3.4]. Hence the spectral sequence
Ep,q1 = H
q(Xp, A) ⇒ H
p+q,0(X) degenerates to the cohomology of the chain
complex Hom(π0(X•), A), which is H
∗
top(π0X•, A). For a simplicial set K such as
π0X•, the construction of the product in motivic cohomology [MVW, 3.11] shows
that H∗top(K)
∼= H∗,0(K) is an isomorphism of rings. 
Corollary 4.11. The ring of motivic cohomology operations on Hn,0(−,Fℓ) is
isomorphic to H∗,∗(k,Fℓ)⊗H
∗
top(Kn).
IfK is a simplicial set, the isomorphismH∗,0(K,Fℓ) ∼= H
∗
top(K,Fℓ) is compatible
with the action of the P I . This is clear from Lemma 4.4 and Remark 3.1.2.
Example 4.11.1. Let ∆1 denote the simplicial 1-simplex and s ∈ H1,0(∆1, ∂∆1)
the generator. By the above comparison with topology, P 0(s) = s. By definition,
P a(s) = 0 for a > 0.
Recall that the simplicial suspension SX of a pointed simplicial scheme X is
again a simplicial scheme. Multiplication by the element s of Example 4.11.1 in-
duces a canonical isomorphism Hnet(X,µ
⊗i
ℓ )
∼=
−→Hn+1et (SX, µ
⊗i
ℓ ). (Compare to Lem-
mas 1.2 and 2.1 of [SE].)
14 BERT GUILLOU AND CHUCK WEIBEL
Proposition 4.12. The motivic operations P a are simplicially stable in the sense
that they commute with simplicial suspension: there are commutative diagrams for
all X, n and i, with N = n+ 2a(ℓ− 1):
Hn,i(X)
Pa
−−−−→ HN,iℓet (X)
∼=
y ∼=y
Hn+1,i(SX)
Pa
−−−−→ HN+1,iℓ(SX).
Proof. By the Cartan formula 4.7, P a(sx) = P 0(s)P a(x) = s · P a(x). 
Example 4.13. Consider the classifying space KFℓ = K(Fℓ(i), n) for H
n,i(−,Fℓ).
If n ≥ i, we see from [V3, 3.27] that the summands of smallest weight or degree
in Fℓ,tr(KFℓ) are Fℓ(i)[n] and Fℓ(i)[n + 1]. It follows that: H
a,∗(KFℓ) = H
a,∗
for a < n; Hn,∗(KFℓ)
∼= H0,∗ ⊕Hn,∗ on the tautological class ι in Hn,i(KFℓ) and
constant maps to elements ofHn,∗(k,Fℓ); andH
0,0⊕H1,∗⊕Hn+1,∗
∼=
−→Hn+1,∗(KFℓ)
by the map (c, c′, c′′) 7→ cβ(ι)+c′ι+c′′. That is, there are no cohomology operations
Hn,i → Hp,q with p ≤ n except for constant operations and Fℓ-linear terms when
p = n (multiples of the identity plus a constant), and no operations Hn,i → Hn+1,q
other than the Bockstein, multiplication by elements of H1,∗(k), and constants.
If n < i, this is no longer the case. In Example 8.5 below, we show that there is a
weight-reducing operation H1,2 → H2,1 for all k, and a weight-preserving operation
H1,2 → H3,2 for most k. For another example, suppose that ζ ∈ k and n ≤ i. Then
cupping with [ζ] ∈ H0,1(k) is an isomorphism by Theorem 4.2; its inverse (defined
when n < i) is an operation Hn,i → Hn,i−1.
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5. The operations P 0 and Q0
Sometimes we can deduce motivic operations from e´tale operations. For example,
if n ≤ i (and hence n ≤ iℓ) then the diagram (4.1) allows us to identify the motivic
operation P 0 : Hn,i(X) → Hn,iℓ(X) with the e´tale operation P 0 : Hnet(X,µ
⊗i
ℓ )
∼=
Hnet(X,µ
⊗iℓ
ℓ ), and thus conclude that P
0 is an isomorphism in this range. The
same reasoning, using the Norm Residue Theorem 4.2, shows that if n ≤ i and
n + 2a(ℓ − 1) ≤ iℓ, the motivic and e´tale operations P a agree on Hn,i(X) ∼=
Hnet(X,µ
⊗i
ℓ ), and also agree with b
(i−a)(ℓ−1)/dP aV , where b ∈ H
0,d(k) is defined as
follows.
Fix a primitive ℓth root of unity, ζ, in an extension field of k; this choice
determines a canonical generator [ζ] of H0(k(ζ), µℓ). If [k(ζ) : k] = d then
H0,d(k) ∼= H0et(k, µ
⊗d
ℓ ), and the element [ζ]
d = [ζ⊗d] descends to a canonical “peri-
odicity” element b in H0,d(k). (If d = 1 then b = [ζ].) Note that multiplication by
b is a map from Hn,i(X) to Hn,i+d(X); by Theorem 4.2, it is an isomorphism when
i ≥ n. By construction, this is the map in cohomology induced by the change-of-
truncation map
(5.1) Fℓ(i) ∼= τ
≤iRα∗µ
⊗i
ℓ → τ
≤i+dRα∗µ
⊗i
ℓ
∼= Fℓ(i+ d).
associated to the isomorphism of e´tale sheaves µ⊗iℓ → µ
⊗i+d
ℓ sending the generator
ζ⊗i to the generator ζ⊗i+d.
Write Hn,i(X)[1/b] for the colimit of
Hn,i(X)
b
−→Hn,i+d(X)
b
−→· · ·
b
−→Hn,i+jd(X)
b
−→· · · .
From the diagram
Hn,i(X)
b
−−−−→ Hn,i+d(X)
b
−−−−→ · · ·Hn,i+jd(X)
b
−−−−→ · · ·y y y
Hnet(X,µ
⊗i
ℓ )
∼=
−−−−→ Hnet(X,µ
⊗i+d
ℓ )
∼=
−−−−→ · · ·Hnet(X,µ
⊗i+jd
ℓ )
∼=
−−−−→ · · ·
we obtain a natural transformation from Hn,i(X)[1/b] to Hnet(X,µ
⊗i
ℓ ).
We can formulate this in the motivic derived category DM , using the e´tale-to-
Nisnevich change of topology map α. Recall from [MVW, 10.2] that Hnet(X,µ
⊗i
ℓ )
is isomorphic to
HomDMet(α
∗
Fℓ,trX,Fℓ(i)[n]) ∼= HomDM (Fℓ,trX,Rα∗µ
⊗i
ℓ ).
The map Fℓ(i) = τ
≤iRα∗µ
⊗i
ℓ → Rα∗µ
⊗i
ℓ is compatible with the map Fℓ(i) →
Fℓ(i + d) → Rα∗µ
⊗i+d
ℓ , so it factors through a map Fℓ(i)[1/b] → Rα∗µ
⊗i
ℓ , where
Fℓ(i)[1/b] denotes the (homotopy) colimit in DM of
Fℓ(i)
b
−→Fℓ(i+ d)
b
−→Fℓ(i + 2d)
b
−→· · ·
b
−→Fℓ(i + jd)
b
−→· · · .
The following calculation is originally due to Levine [L].
Theorem 5.2. For each i, Fℓ(i)[1/b]→ Rα∗µ
⊗i
ℓ is an isomorphism in DM .
For X smooth and all n, Hn,i(X)[1/b]−→Hnet(X,µ
⊗i
ℓ ) is an isomorphism.
Proof. Any complex C is the homotopy colimit of the change-of-truncation maps
τ≤mC → τ≤m+1C. For C = Rα∗µ
⊗i
ℓ , this yields the first assertion. The second
assertion is an immediate consequence of this and the fact that Fℓ,trX is a compact
object in DM , so HomDM (Fℓ,trX,−) commutes with homotopy colimits. 
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Our next goal is to compare P 0 to the cohomology of the change-of-truncation
map τ≤iRα∗µ
⊗i
ℓ → τ
≤iℓRα∗µ
⊗i
ℓ of (5.1).
Lemma 5.3. The Frobenius map Fℓ(i)
Φ
−→Fℓ(iℓ) in motivic cohomology is chain
homotopic to the change-of-truncation map
Fℓ(i) ∼= τ
≤iRα∗µ
⊗i
ℓ → τ
≤iℓRα∗µ
⊗i
ℓ
∼= Fℓ(iℓ).
The Frobenius Hn,i(X)
Φ
−→Hn,iℓ(X) is multiplication by bi(ℓ−1)/d = [ζ⊗i(ℓ−1)].
Proof. The Frobenius endomorphism is the identity on the e´tale sheaf of rings
O = ⊕di=1µ
⊗i
ℓ , so if we fix i and an injective replacement µ
⊗i
ℓ → I, the Frobenius
on µ⊗iℓ lifts to a map fi : I → I which is chain homotopic to the identity. Since the
product in motivic cohomology is induced from the product on Rα∗µ
⊗i
ℓ = α∗I, the
Frobenius in motivic cohomology is represented by the good truncation in degrees
at most iℓ of the composite τ≤iα∗I ⊂ α∗I
fi
−→α∗I. Since good truncation preserves
chain homotopy, it is chain homotopic to the canonical map τ≤iα∗I ⊂ τ
≤iℓα∗I.
The final assertion follows from (5.1). 
Proposition 5.4. The map P 0 : Hn,i(X)→ Hn,iℓ(X) is multiplication by bi(ℓ−1)/d.
Equivalently, P 0 is the cohomology of the change-of-truncation map
τ≤iRα∗µ
⊗i
ℓ → τ
≤iℓRα∗µ
⊗i
ℓ .
Proof. Recall that the Godement resolution F → S•(F) is a functorial simplicial
resolution of any sheaf F by flasque sheaves. Letting S•i denote the total complex of
the Godement resolution of τ≤iRα∗µ
⊗i
ℓ , it follows that the product on ⊕τ
≤iRα∗µ
⊗i
ℓ
induces a product pairing Sni ⊗ S
n
j → S
n
i+j for all n. In particular, the Frobenius
on Rα∗µ
⊗i
ℓ induces a map S
n
i → S
n
iℓ.
In [E, 11.1], Epstein shows that the Godement resolution satisfies the conditions
of his section 8. By functoriality, the equivariant map (Rα∗µ
⊗i
ℓ )
⊗ℓ → Rα∗µ
⊗iℓ
ℓ
constructed after Theorem 4.2 lifts to an equivariant map (S•i )
⊗ℓ → S•iℓ. This is
the analogue of [E, 8.3.2], and is exactly what we need in order for the proof of
[E, 8.3.4] to work. Thus if we represent v ∈ Hn,i(X) by a cocycle u in the algebra
H0(X,SnA), then P 0v is represented by the element uℓ of H0(X,SnA). Therefore
P 0 is represented by the Frobenius. 
Example 5.4.1. Recall that b ∈ H0,d(k). Since P 0(b) = bℓ (by 5.4), the Cartan
formula 4.7 yields P a(bx) = bℓP a(x).
Recall from [V3, 2.60] that a split proper Tate motive is a direct sum of Tate
motives Li[j] with j ≥ 0. If the weights i are at least n then we say the motive has
weight ≥ n. Note that the cohomology of Li[j] is a free bigraded H∗,∗-module with
a generator in bidegree (2i+ j, i).
It follows that we have a Ku¨nneth formula (see [W, 4.1]): if Fℓ,tr(Y ) is a split
proper Tate motive then H∗,∗(Y ) is a free bigraded H∗,∗-module, and
(5.5) H∗,∗(X × Y ) ∼= H∗,∗(X)⊗H∗,∗ H
∗,∗(Y ).
Example 5.6. Let K = K(Fℓ(i), n) be the Eilenberg-MacLane space classifying
Hn,i(−,Fℓ); if n ≥ 2i ≥ 0 then M = Fℓ,tr(K) is a split proper Tate motive of
weight ≥ i, by [V3, 3.28]. It follows that H∗,∗(K⊗p) is the p-fold tensor product of
H∗,∗(K) with itself over H∗,∗.
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Recall from [MVW, 3.1] that Fℓ(i)[i] is represented by the abelian presheaf
Fℓ,tr(G
∧i
m ) so Fℓ(i)[n] is represented by the simplicial abelian presheaf associated
to Fℓ,tr(G
∧i
m )[n− i] when n ≥ i. From the adjunction
HomHot(X,uFℓ(i)[n]) ∼= HomDM (Fℓ,tr(X),Fℓ(i)[n]) = H
n,i(X),
we see that the classifying space K(Fℓ(i), n) of H
n,i(−,Fℓ) is the simplicial abelian
presheaf G = uFℓ(i)[n] underlying Fℓ(i)[n]; see [V3, p. 5].
Lemma 5.7. If Fℓ,tr(Y ) is a split proper Tate motive then multiplication by b
e is
an injection from Hp,q(Y,Fℓ) into H
p,q+de(Y,Fℓ), and hence into H
p,q(Y,Fℓ)[1/b].
Proof. It suffices to consider Fℓ,tr(Y ) = L
i[j]. There is no harm in increasing e so
that (ℓ− 1)|de. Set p′ = p− 2i− j and q′ = q − i. Since H∗,∗(Y ) is a free H∗,∗(k)-
module, the assertion forHp,q(Y ) amounts to the assertion that eitherHp
′,q′(k) = 0
(and injectivity is obvious) or else 0 ≤ p′ ≤ q′ and Hp
′,q′(k) ∼= H
p′
et (k, µ
⊗q′
ℓ ). In
the latter case, we also have Hp
′,q′+de(k) ∼= H
p′
et (k, µ
⊗q′+de
ℓ ) and the isomorphism
is induced from the isomorphism µ⊗q
′
ℓ
∼= µ
⊗q′+de
ℓ . 
In the next Proposition, we write K for K(Fℓ(i), n). For each p and q, there is a
canonical map Hp,q(K,Fℓ)→ H
p
et(K,µ
⊗q
ℓ ). It sends the operations P
a of Definition
4.3 to the e´tale operations P a of Theorem 1.1.
Proposition 5.8. If n ≥ 2i, the canonical map is an injection, from the set
Hp,q(K,Fℓ) of motivic cohomology operations H
n,i → Hp,q to the set Hpet(K,µ
⊗q
ℓ )
of e´tale cohomology operations Hnet(−, µ
⊗i
ℓ )→ H
p
et(−, µ
⊗q
ℓ ).
Proof. By the usual transfer argument, we may assume that ζ ∈ k. Let K denote
the Eilenberg-MacLane space classifying Hn,i(−,Fℓ). By [V3, 3.28], Fℓ,tr(K) is a
split proper Tate motive. By Lemma 5.7 and Levine’s Theorem 5.2, Hp,q(K,Fℓ)
injects into Hp,q(K,Fℓ)[1/b] ∼= H
p
et(K,µ
⊗q
ℓ ). Thus the group H
p,q(K,Fℓ) of mo-
tivic cohomology operations injects into the group Hpet(K,µ
⊗q
ℓ ) of e´tale cohomology
operations. 
Recall that d = [k(ζ) : k]. By abuse of notation, if d|m we write ζm for the
element bm/d of H0,m(k) defined at the start of this section.
Corollary 5.9. Suppose that n ≥ 2i and n ≥ 2a. Then for x ∈ Hn,i(X):
(1) If a ≤ i, P a(x) = [ζ](i−a)(ℓ−1)P aV (x);
(2) If a ≥ i, P aV (x) = [ζ]
(a−i)(ℓ−1)P a(x).
Proof. (Cf. [BJ, Thm. 1.1]) The two sides have the same bidegree, and agree with
P a(x) in e´tale cohomology by Lemma 4.4 and Remark 4.9.1. 
Corollary 5.10. If n ≥ i and x ∈ H2n,i then PnV (x) = [ζ]
(n−i)(ℓ−1)xℓ.
Proof. This is the case a = n of Corollary 5.9, as Pn(x) = xℓ (Proposition 4.5). 
Theorem 5.11. The motivic operations Qa on Hn,i are related to the Bockstein β
by Q0(x) = bi(ℓ−1)/dβ(x) and Qa = βP a for a > 0.
Proof. Set K = K(Fℓ(i), n), so that motivic cohomology operations H
n,i → Hp,q
correspond to elements ofHp,q(K). In particular, the identity onHn,i is represented
by the canonical element ι of Hn,i(K), and the motivic cohomology operation
18 BERT GUILLOU AND CHUCK WEIBEL
Q0 − bi(ℓ−1)/dβ is represented by the element Q0(ι) − bi(ℓ−1)/dβ(ι) of Hn+1,iℓ(K).
The map Hn+1,iℓ(K) → Hn+1et (K,µ
⊗iℓ
ℓ ) is an isomorphism if n < iℓ by Theorem
4.2, and is an injection if n ≥ 2i by Proposition 5.8. By Lemma 4.4, we have a
commutative diagram
Hn,i(K)
Q0−bi(ℓ−1)/dβ
−−−−−−−−−→ Hn+1,iℓ(K)y intoy
Hn,iet (K,µ
⊗i
ℓ )
0=Q0−bi(ℓ−1)/dβ
−−−−−−−−−−−→ Hn+1et (K,µ
⊗iℓ
ℓ ).
The bottom map is zero by Lemma 3.3. It follows that Q0 = b(ℓ−1)/dβ. Similarly,
if we set N = n+ a(ℓ − 1) + 1 then we have a diagram
Hn,i(K)
Qa−βPa
−−−−−−→ HN,iℓ(K)
(P 0)ν
−−−−→
into
HN,iℓ
ν+1
(K)y y ∼=y
Hn,iet (K,µ
⊗i
ℓ )
0=Qa−βPa
−−−−−−−−→ HNet (K,µ
⊗iℓ
ℓ )
∼=
−−−−→ HN (K,µ⊗iℓ
ν+1
ℓ ).
The right vertical is an isomorphism by the Norm Residue Theorem 4.2; the upper
right horizontal map is an injection by Proposition 5.4 and Lemma 5.7, and the
lower left horizontal map is zero by Lemma 3.3. It follows that Qa = βP a. 
6. Borel’s Theorem
In order to go from H1,∗ to Hn,∗, we need a slight generalization of Borel’s the-
orem [McC, 6.21], one which accounts for the coefficient ring H∗,∗ = H∗,∗(Spec k).
Definition 6.1. Let H∗ be a graded-commutative Fℓ-algebra. If W
∗ is a graded
H∗-algebra, an ℓ-simple system of generators ofW ∗ over H∗ is a totally ordered set
of elements xi, such thatW
∗ is a free left H∗-module on the monomials xm1i1 · · ·x
mk
ik
,
where the i′s are in order and 0 ≤ mj < ℓ (with mj ≤ 1 if deg(xj) is odd).
Theorem 6.2. Let H∗ be a graded-commutative Fℓ-algebra with H
0 = Fℓ, and
suppose that {E∗,∗r , dr} is a 1
st-quadrant spectral sequence of graded-commutative
H∗-algebras converging to H∗. Set V ∗ = E∗,02 and W
∗ = E0,∗2 , and suppose that
(i) E∗,∗2
∼=W ∗⊗H∗ V
∗ as algebras, and that (ii) the H∗-algebra W ∗ has an ℓ-simple
system of generators {xi}, each of which is transgressive.
Then V ∗ is the tensor product of H∗ and a free graded-commutative Fℓ-algebra
on generators yi = τ(xi) and (when ℓ 6= 2 and deg(xj) is even) zj = τ(yj ⊗ x
ℓ−1
j ).
(Here τ is the transgression.)
Proof. The proof of Borel’s Theorem in [McC, 6.21] goes through. 
We use the bar construction to form the bisimplicial classifying spaces B
•
G (with
Gp in simplicial degree p) and E
•
G (with Gp+1 in simplicial degree p). We write π
for the canonical projection E
•
G→ B
•
G. The Leray spectral sequence becomes
(6.3) Ep,q2 = H
p(B
•
G,Rqπ∗A)⇒ H
p+q(E
•
G,A).
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Proposition 6.4. Suppose that G is a connected simplicial sheaf of groups on T
and A is a sheaf of Fℓ-algebras satisfying the Ku¨nneth condition that
H∗(U,A)⊗H∗(T,A) H
∗(G,A)
∼=
−→H∗(U ×G,A)
is an isomorphism for all U . Then the Leray spectral sequence (6.3) satisfies con-
dition (i) of Borel’s Theorem with Ep,q2 = H
p(B
•
G,A)⊗H∗(T,A) H
q(G,A).
Proof. For simplicity of notation, let us write ⊗H for ⊗H∗(T,A). We first claim
that the higher direct images Rqπ∗(A) are A⊗H H
∗(G,A). To see this, recall that
Rqπ∗(A) is the sheafification of the presheaf that to a map U → BpG associates
Hq(π−1U,A), where π−1U = E
•
G×BpG U is U ×G. By hypothesis, H
∗(π−1U,A)
is H∗(U,A) ⊗H H
∗(G,A). The claim follows, since sheafification commutes with
⊗HH
∗(G,A) and the sheaf associated to Hq(−, A) is A if q = 0 and zero for q > 0.
Thus we have Ep,q2 = H
p(B
•
G,A)⊗HH
q(G,A). Since H0(B
•
G,A) = H0(T,A),
we have
E0,q2 = H
0(B
•
G,A)⊗H H
q(G,A) = Hq(G,A).
Because G is connected, H0(G,A) = H0(T,A) and hence Ep,02 = H
p(B
•
G,A). The
fact that the spectral sequence is multiplicative follows from the fact that A is a
sheaf of algebras, and the work of Massey [1]. 
Kudo’s Theorem 6.5. Suppose G and A satisfy the hypotheses of Proposition
6.4. If x ∈ Hn(G,A) transgresses to y ∈ Hn+1(B
•
G,A) then
(1) β(x) transgresses to −β(y);
(2) P a(x) transgresses to P a(y); and
(3) if n = 2a then xℓ−1 ⊗ y transgresses to −Qa(y).
Any simplicially stable operation commutes with the transgression; see [McC,
6.5]. Hence part (2) of Theorem 6.5 is immediate whenever we know that P a is
simplicially stable. This is so for the operations P a in e´tale and motivic cohomology
(by 1.8 and 4.12).
Proof. (Cf. [May, 3.4]) As in the proof of Theorem 1.2, we fix a quasi-isomorphism
A
∼
−→I∗. Let f = π∗ and g = i∗ be the canonical maps I(G)
g
←−I(E
•
G)
f
←−I(B
•
G)
coming from G
i
−→E
•
G
π
−→B
•
G. The assertion that x transgresses to y means that
there is a cocycle b in In+1(B
•
G) representing y, and an element u in In(E
•
G),
such that f(b) = du and g(u) is a cocyle representing x,
Since the Bockstein satisfies g(βu) = βg(u) and f(βb) = β(du) = −d(βu), we
see that β(x), which is represented by g(βu), transgresses to −β(y).
Recall from Section 2 that b and u determine a cocyle P a(b) in I∗(B
•
G) repre-
senting P a(y) and an element P a(u) in I∗(E
•
G) so that P a(x) is represented by
P ag(u) = gP a(u). By Lemma 2.4, we have
fP a(b) = P af(b) = P a(du) = dP a(u).
It follows that P a(x) trangresses to P a(y).
Since b is a cocycle, Qa(b) represents Qa(y), and by Lemma 2.4 we have
fQa(b) = Qaf(b) = Qa(du) = − d(Qau).
Thus the class of Qa(u) transgresses to −Qa(y), and it suffices to show that Qa(u)
represents xℓ−1 ⊗ y under the isomorphism Ep,q2
∼= Hp(B•G)⊗H
q(G) of 6.4.
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Recall from (1.5) that νn = (−1)
rm!−n, where m = (ℓ − 1)/2. We have νn =
(−1)a, because n = 2a, (m!)2 = (−1)m+1 and r ≡ am (mod 2). We now follow
p. 167 of [May] up to (9). Starting from u ∈ In(X), May produces elements ti in
I⊗ℓ(X) and a family of elements {ca}, {c
′
a} in C∗ ⊗ I
⊗ℓ(X), depending naturally
on u, such that
QaM (u) = (−1)
aν(1− n) θ(c′a) = m! θ(c
′
a).
The analysis of the terms in c′a on top of p. 171 of [May] shows that there is a term
c′′ such that c′ − d(c′′) is (−1)mm! z plus terms mapped by θ into lower parts of
the filtration, where z = e0 ⊗ u ⊗ · · · ⊗ u ⊗ du, and that θ(z) represents x
ℓ−1 ⊗ y.
Therefore, up to terms in lower parts of the filtration we have QaM (u) = m! θ(c
′
a) =
(−1)m(m!)2θ(z) = −θ(z). Since we saw in Corollary 2.3 that Qa(u) = QaM (u), the
result follows. 
We illustrate the use of Proposition 6.4 with the e´tale topology. First, consider
the e´tale sheaf G = µℓ. If µℓ is connected then it does not satisfy the Ku¨nneth
condition of Proposition 6.4 for U = Spec(k¯). Indeed, H0(µℓ,Fℓ) = Fℓ yet H
0(G×
Spec k¯,Fℓ) =
∏ℓ
1 Fℓ. However, things change if we consider the e´tale sheaf O =⊕d−1
i=0 µ
⊗i
ℓ of Section 3.
Lemma 6.6. H∗et(X × µ
⊗i
ℓ ,O)
∼= H∗et(X,O)⊗H∗(k,O) H
∗
et(µ
⊗i
ℓ ,O).
Proof. As an e´tale sheaf of Fℓ-modules, constant over k(ζ), Fℓ[µ
⊗i
ℓ ] is a direct sum
of the locally constant sheaves µ⊗αℓ , each of which is an invertible object. Because
Fℓ[X × µ
⊗i
ℓ ]
∼= Fℓ[X ]⊗ Fℓ[µ
⊗i
ℓ ], H
n
et(X × µ
⊗i
ℓ , µ
⊗q
ℓ ) equals
Extn(Fℓ[X ]⊗ Fℓ[µ
⊗i
ℓ ], µ
⊗q
ℓ )
∼= Extn(Fℓ[X ],RHom(Fℓ[µ
⊗i
ℓ ], µ
⊗q
ℓ ))
∼= Extn(Fℓ[X ],RHom(Fℓ,⊕µ
⊗q−α
ℓ ))
∼=⊕α Ext
n(Fℓ[X ], µ
⊗q−α
ℓ )
∼= ⊕αH
n
et(X,µ
⊗q−α
ℓ ).
The pairing H∗et(X,O) ⊗Fℓ H
∗
et(µ
⊗i
ℓ ,O) → H
∗
et(X × µ
⊗i
ℓ ,O) is the direct sum over
α, s and t of the top row in the commutative diagram
Ext∗(Fℓ[X ], µ
⊗s
ℓ )⊗Fℓ Ext
∗(µ⊗αℓ , µ
⊗t
ℓ ) −−−−→ Ext
∗(Fℓ[X ]⊗ µ
⊗α
ℓ , µ
⊗s+t
ℓ )
∼=
y y∼=
Ext∗(Fℓ[X ], µ
⊗s
ℓ )⊗Fℓ Ext
∗(Fℓ, µ
⊗t−α
ℓ ) −−−−→ Ext
∗(Fℓ[X ], µ
⊗s+t−α
ℓ ).
Since H∗et(k,O) = Ext
∗(Fℓ,O) ∼= ⊕t Ext(Fℓ, µ
⊗t−α
ℓ ) for each α, setting s = q − α
and summing over s and t yields the result. 
Corollary 6.7. If Y is a coproduct of schemes which are finite products of µ⊗iℓ ,
then
H∗et(X × Y,O)
∼= H∗et(X,O)⊗H∗(k,O) H
∗
et(Y,O).
Example 6.8. The ring of all e´tale cohomology operations from H2et(−, µ
⊗i
ℓ ) to
H∗et(−, µ
⊗∗
ℓ ) is the free left H
∗
et(k,O)-module on generators in H
∗,i(K2): monomials
in the identity (id ∈ H2et(K2, µ
⊗i
ℓ )), β, the P
Iβ and the βP Iβ (P I = P ℓ
ν
· · ·P ℓP 1).
This result, proven in Theorem 3.5 above, can also be obtained from the Leray
spectral sequence (6.3).
Each term in the simplicial sheaf B
•
µ⊗iℓ is a coproduct of products of µ
⊗i
ℓ , so
Corollary 6.7 and Proposition 6.4 imply that the Leray spectral sequence satisfies
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condition (i) of Borel’s Theorem 6.2. The explicit description of H∗et(Bµ
⊗i
ℓ ,O) in
Proposition 3.4 as H∗et(k,O) ⊗ Fℓ[u, v]/(u
2), shows that it has an ℓ-simple system
of generators: u, and the xν = v
ℓν for ν ≥ 0. The transgression τ sends u to
ι, so v = βu transgresses to −β, by Kudo’s Theorem 6.5(1). Thus condition (ii)
is also satisfied, and Borel’s Theorem states that H∗et(K2,O) is the free graded-
commutative H∗,∗-algebra on generators ι ∈ H2,i(K2),
yν = τ(xν ) ∈ H
2ℓν+1(K2, µ
⊗iℓν
ℓ ) and zν = τ(x
ℓ−1
ν ⊗yν) ∈ H
2ℓν+1+2(K2, µ
⊗iℓν+1
ℓ ).
Note that y0 = β(ι). Since xν+1 = x
ℓν
ν = P
ℓνxν , Kudo’s Theorem 6.5(2) and an
inductive argument show that yν+1 is P
ℓνyν and also P
ℓν · · ·P ℓP 1β. This completes
the proof for ℓ = 2.
For ℓ > 2, it remains to show that −zν is βP
ℓν (yν) = βP
ℓν · · ·P ℓP 1β. This
follows from Kudo’s Theorem 6.5(3) and Lemma 3.3.
7. Motivic operations on weight 1 cohomology
We now turn to natural operations defined on the motivic cohomology groups
with weight 1, i.e., Hn,1(X) = Hn,1(X,Fℓ). We begin with the case n = 1.
Let µℓ be the group scheme of ℓ
th roots of unity. On pp. 130–131 of [MV],
Morel and Voevodsky define a simplicial Nisnevich sheaf Betµℓ and observe that
it classifies the e´tale cohomology group H1et(−, µℓ), and hence the motivic group
H1,1 by Theorem 4.2, in the sense that [X+, Betµℓ] ∼= H
1,1(X) for every smooth
simplicial scheme X over k.
Following [V1, p. 17], we write Bµℓ for the geometric classifying space of µℓ,
constructed in [MV, p. 133] (where the notation Bgmµℓ was used). By [MV, 4.2.7],
Bµℓ is A
1-equivalent to Betµℓ, so it also classifies H
1,1.
When ℓ = 2, the generator [ζ] of H0,1(k) = µ2(k) and its Bockstein, the element
[−1] ∈ H1,1(k) = k×/k×ℓ, play an important role.
Proposition 7.1. There are elements u ∈ H1,1(Bµℓ), v ∈ H
2,1(Bµℓ) such that
H∗,∗(Bµℓ) ∼=
{
H∗,∗(k)⊗ Fℓ[u, v]/(u
2), ℓ 6= 2
H∗,∗(k)⊗ Fℓ[u, v]/(u
2 + [−1]u+ [ζ]v), ℓ = 2.
Thus every cohomology operation on H1,1(X) is uniquely a sum of the operations
x 7→ cxεβ(x)m, where c ∈ Hs,j(k), m ≥ 0 and 0 ≤ ε ≤ 1.
Proof. This is the special case F
•
= S0 in Proposition 6.10 of [V1]. Note that the
operation cxε(βx)m has bidegree (s+ 2m+ ε− 1, j +m+ ε− 1). 
As in Example 6.8, we can use this as the starting point to describe all motivic
operations on H∗,1. For example, the motive of G = Bµℓ is a split proper Tate
motive, so (5.5) holds. By Proposition 6.4 the Leray spectral sequence has the
form
(7.2) Ep,q2 = H
p,∗(B
•
Bµℓ)⊗H∗,∗(k) H
q,∗(Bµℓ)⇒ H
p+q,∗(E
•
Bµℓ) ∼= H
p+q,∗(k).
Corollary 7.3. If ℓ 6= 2, the ring of cohomology operations on H2,1 is the tensor
product of H∗,∗(k,Fℓ) and the free graded-commutative algebra generated by: the
identity of H2,1, the Bockstein β, the P Iβ and the βP Iβ where P I = P ℓ
ν
· · ·P ℓP 1.
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For ℓ = 2, the ring of cohomology operations on H2,1 is the tensor product of
H∗,∗(k,F2) and the free graded-commutative algebra generated by: the identity of
H2,1, Sq1, ..., SqI = SqIV , where Sq
I = Sq2
ν
· · ·Sq2Sq1.
Proof. Since the simplicial schemeB
•
Bµℓ isK(Fℓ(1), 2), we merely need to compute
its motivic cohomology using (7.2).
By Proposition 7.1, H∗,∗(Bµℓ) has an ℓ-simple system of generators over H
∗,∗
consisting of u and the xν = v
ℓν for ν ≥ 0. Since (5.5) holds, Proposition 6.4
implies that the hypotheses of Borel’s Theorem 6.2 and Kudo’s Theorem 6.5 hold
for (7.2). Therefore H∗,∗(B
•
Bµℓ) is the tensor product of H
∗,∗ and the free graded-
commutative Fℓ-algebra on generators ι, yν = τ(xν ) — and zν if ℓ > 2. Since u
transgresses to ι, x0 = v = β(u) and xν+1 = P
ℓνxν , Kudo’s Theorem 6.5 implies
(by induction) that y0 = β(ι), yν+1 = P
ℓνyν = P
Iβ(ι) and (using Theorem 5.11)
that zν is −βP
Iβ(ι). 
To describe cohomology operations on Hn,1, we use the algebra H∗top(Kn), de-
fined in 0.1. We bigrade it by giving it the weight grading that P I has weight ℓk−1,
where I = (ǫ0, s1, ǫ1, ..., sk, ǫk).
Theorem 7.4. For each n ≥ 1, the ring of all motivic cohomology operations on
Hn,1 is isomorphic to the free left H∗,∗-module H∗,∗(k) ⊗ H∗top(Kn) in which the
P I are bigraded according to Definition 4.3.
Thus every cohomology operation on Hn,1(X) is a sum of the operations x 7→
c(P I1x)(P I2x) · · · (P Isx), where c ∈ H∗,∗(k) and each Ij satisfies the excess condi-
tion of Definition 0.1.
Proof. We proceed by induction on n, the cases n = 1, 2 being given above. Set
Kn = K(Fℓ(1), n), so Kn+1 = B•(Kn), and suppose inductively that the algebra
H∗,∗(Kn) is given as described in the theorem, so that it has an ℓ-simple system
of generators consisting of the P I(ιn) with I admissible and e(I) < n (or e(I) = n
and ǫ1 = 1), and ℓ
ν powers of the P I(ιn) of even degree.
Since Fℓ,tr(Kn) is a split proper Tate motive by [V3, 3.28], the Ku¨nneth condition
(5.5) of Proposition 6.4 holds. Hence the hypotheses of Borel’s Theorem 6.2 are
satisfied and the Leray spectral sequence (6.3) has the form
Ep,q2 = H
p,∗(Kn+1)⊗H∗,∗(k) H
q,∗(Kn)⇒ H
p+q,∗(E) ∼= Hp+q,∗(k).
Therefore H∗,∗(Kn+1) is the tensor product of H
∗,∗ and a free graded-commutative
Fℓ-algebra on certain generators; it remains to establish that they are the ones
describe in the theorem. But, except for weight considerations, this is exactly the
same as in the topological case, as presented on p. 200 of [McC]. Of course, the
weight of the xI = P
I(ιn) is the same as the weight of yI = P
I(ιn+1). Inspection
of the weights of the new generators P ℓ
ts · · ·P syI (when xI has degree 2s) shows
that each additional P ℓ
ts multiplies the weight by ℓ, as required. 
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8. Motivic operations on degree 1 cohomology
We now turn to operations defined on H1,∗. Here we encounter new cohomology
operations arising from the Norm Residue Theorem 4.2, representing a negative
twist. Here are a couple of examples.
Example 8.1. There are operations H1,r(ℓ−1)(X)
∼
−→H1,1(X), since both groups
are naturally isomorphic to H1et(X,µℓ). An element η ∈ H
1
et(k, µ
⊗2−i
ℓ ) determines
a natural transformation H1,i(X)→ H2,2(X).
The case k = k(ζ). If k contains a primitive ℓth root of unity ζ, the classification
is immediate from Proposition 7.1. Let [ζ] be the class of ζ in H0,1(k) ∼= µℓ.
Proposition 8.2. Suppose that ζ ∈ k and i > 1. Then there is a natural isomor-
phism γ : H1,i(X)
∼
−→H1,1(X), and [ζ]i−1 ∪ γ(x) = x.
Every motivic cohomology operation on H1,i is uniquely a sum of the operations
x 7→ c(γx)εβ(γx)m, where c ∈ H∗,∗(k), 0 ≤ ε ≤ 1 and m ≥ 0.
Proof. By Theorem 4.2, H1,i(X) ∼= H1et(X,µ
⊗i
ℓ ) for all i > 0. Since multiplica-
tion by [ζi−1] is an isomorphism between Hnet(X,µℓ) and H
n
et(X,µ
⊗i
ℓ ), its inverse
isomorphism γ is natural. Via γ, operations on H1,i correspond to operations on
H1,1, which are described in Proposition 7.1. 
For example if i ≥ 2 and η ∈ H1et(k, µ
⊗2−i
ℓ ) then the operation H
1,i → H2,2 of
Example 8.1 is the operation x 7→ c(γx) of Proposition 8.2, where c = η ∪ [ζ]i−1.
Remark 8.2.1. If c ∈ Hs,j(k) then φ(x) = c(γx)ε(βγx)m is a cohomology opera-
tion of bidegree (s + ε + 2m − 1, j + ε +m − i). In particular γ is a cohomology
operation of bidegree (0, 1− i).
Galois descent. We now consider the situation in which µℓ 6⊂ k. Clearly, not all
cohomology operations defined over k(ζ) are defined over k. However, some of these
operations do descend, such as those in Example 8.1.
It is convenient to consider the e´tale cohomology of k as being bigraded, by
integers n ≥ 0 and i ∈ Z, with Hnet(k, µ
⊗i
ℓ ) in bidegree (n, i). Thus the motivic
cohomology ring H∗,∗(k) is a bigraded subring of H∗et(k, µ
⊗∗
ℓ ).
Definition 8.3. For each integer b, let ζ−bH∗,∗(k) denote the direct sum of all
Hset(k, µ
⊗t
ℓ ) with 0 ≤ s ≤ t+b. This is a bigradedH
∗,∗(k)-submodule ofH∗et(k, µ
⊗∗
ℓ ).
It is a cyclic module if and only if ζb ∈ k, when it is the H∗,∗(k)-submodule
generated by [ζb] ∈ H0et(k, µ
⊗−b
ℓ ).
Theorem 8.4. Fix an integer i ≥ 2. Then the ring of cohomology operations on
H1,i is the direct sum of copies of ζ−bH∗,∗(k), b = (i−1)(ε+m), over integersm ≥ 0
and ε ∈ {0, 1} If 0 ≤ s ≤ t + b, the operation corresponding to c ∈ Hset(k, µ
⊗t
ℓ ), m
and ε sends H1,i(X) to Hs+ε+2m,t+b+ε+m(X):
φ(ζi−1 ∪ y) = (ζb ∪ c)yεβ(y)m.
Proof. Let G denote the Galois group of k(ζ)/k. Since H∗,∗(X) is the G-invariant
summand of H∗,∗(X(ζ)), a motivic operation H1,i(X) → H∗,∗(X) is the same
thing as a G-invariant operation H1,i(X)→ H∗,∗(X(ζ)). Given x ∈ H1,i(X), there
is a unique y ∈ H1,1(X(ζ)) so that x = [ζ]i−1 ∪ y, where [ζ] ∈ H0,1(k(ζ)). By
Proposition 8.2, we are reduced to determining when G acts trivially on c′yε(βy)m.
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Since yε(βy)m is in the summand of H∗,∗(k(ζ)) which is isotypical for µ⊗−bℓ , this
holds if and only if c′ is in the summand of Hs,j(k(ζ)) which is isotypical for µ⊗bℓ .
By (3.2), there is a unique c ∈ Hs,j−b(k) so that c′ = [ζ]b ∪ c. 
Example 8.5 (b = 1). An element c in H1et(k,Fℓ) = Hom(Gal(k¯/k),Fℓ) determines
operationsC : H1,2(X)→ H2,1(X) and φ : H1,2(X)→ H3,2(X). If y ∈ H1,1(X(ζ))
is such that x = [ζ] ∪ y then, regarding ζc as an element of H1,1(k(ζ)), we have
C(x) = (ζc)y and φ(x) = (ζc)β(y). Of course, we can identify C with the map
H1et(X,µℓ)
∪c
−→H2et(X,µℓ).
An element t in H2et(k, µℓ) (the ℓ-torsion subgroup of the Brauer group of k)
determines operations H1,2(X) → H3,3(X) and H1,2(X) → H4,3(X). Writing
x = [ζ] ∪ y in H1,2(X(ζ)), the operations followed by the inclusion H∗,∗(X) ⊂
H∗,∗(X(ζ)) send x to ([ζ]∪ t)y and ([ζ]∪ t)β(y), respectively. As mentioned in the
introduction, we can identify the first operation with H1et(X,µ
⊗2
ℓ )
∪t
−→H3et(X,µ
⊗3
ℓ ).
9. Conjectural matter
In the preceeding two sections we have classified motivic cohomology operations
on Hn,i when n = 1 or i = 1. We have also classified operations whose targets lie
inside the “e´tale zone” where n ≤ i. We know little about the intermediate zone
where i < n < 2i. In this section we make some guesses about operations in the
“topological zone” where n ≥ 2i.
Example 9.1. There are many operations defined on Hn,2, n ≥ 2. Let us com-
pare Voevodsky’s operation P 1V (landing in H
n+2ℓ−2,ℓ+1) with our operation P 1
(landing in Hn+2ℓ−2,2ℓ). Thus P 1 has the same bidegree as [ζ]ℓ−1P 1V , where
[ζ] ∈ H0,1(k). If n ≥ 4, we have P 1 = [ζ]ℓ−1P 1V by Corollary 5.9. If n = 2 we
also have P 1 = [ζ]ℓ−1P 1V because they induce the same e´tale operation (P
1) from
H2,2(X) ∼= H2et(X,µ
⊗2
ℓ ) to H
2ℓ,2ℓ(X) ∼= H2ℓet (X,µ
⊗2ℓ
ℓ ). We do not know if P
1 and
[ζ]ℓ−1P 1V agree on H
3,2.
Suppose that φ is a motivic cohomology operation onHn,i where n ≥ 2i. Passing
to e´tale cohomology sends φ to an e´tale operation, which by Theorem 3.5 is a
polynomial in the e´tale operations P I . By Proposition 5.8, some multiple of the
Bott element b sends φ to operations bNφ which are in the subalgebra generated
by the motivic operations P I defined in 4.3. It remains to determine what those
powers are.
The following result of Voevodsky [V1, 3.6–7] shows that all non-trivial opera-
tions in the topological zone increase n.
Lemma 9.2. [Voevodsky] There are no motivic cohomology operations from H2i,i
to Hn,j when j < i, or when i = j and (n, j) 6= (2i, i). The module of motivic
cohomology operations from H2i,i to H∗,i is isomorphic to Fℓ, on the identity.
Conjecture 9.3. Assume that k contains all primitive ℓth roots of unity, and that
n ≥ 2i. Then the module of all motivic cohomology operations onHn,i(−,Fℓ) is the
tensor product ofH∗,∗ and a free graded polynomial algebra over Fℓ with generators
all P IP JV , where I = (ǫ0, s1, ǫ1, ..., sk, ǫk), J = (sk+1, ǫk+1, ..., sm, ǫm) subject to the
conditions that (a) the concatenation IJ is admissible with excess e(IJ) either < 4
or else ǫ0 = 1 and e(IJ) = 4; and (b) for all j > k, sj < i+ (ℓ− 1)
∑m
j+1 si.
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For (n, i) = (4, 2) this conjecture implies that among the polynomial generators
for the motivic operations on H4,2 we find P ℓ
2+ℓ+1βP ℓ+1V βP
1
V β. If ℓ = 2, we may
rewrite this operations as Sq14Sq7V Sq
3
V Sq
1
V ; compare with [V3, 3.57].
Lemma 9.4. If Conjecture 9.3 holds for H2i,i then it holds for all Hn,i with n ≥ 2i.
Proof. We consider the Leray spectral sequence (6.3) for G = K(Fℓ(i), n) and
K = B
•
G = K(Fℓ(i), n+ 1) when n ≥ 2i. By induction, H
∗,∗(G) is a polynomial
algebra overH∗,∗ with an ℓ-simple system {xi} of generators. By [V3, 3.28], Fℓ,tr(G)
is a split proper Tate motive, so the Ku¨nneth condition of Proposition 6.4 holds,
and Borel’s Theorem 6.2 implies that H∗,∗(K) is the tensor product of H∗,∗ and a
free graded-commutative Fℓ-algebra on generators yi = τ(xi) and, when deg(xj) is
even and ℓ > 2, zj = τ(x
ℓ−1
j ⊗ yj).
We now use the fact that the transgression commutes with any (S1-)stable coho-
mology operation, such as P JV ; see [McC, 6.5]. Since the tautological element ιn of
Hn,i(G) transgresses to the tautological element ιn+1 of H
n+1,i(K), the generator
xj = P
IP JV (ιn) transgresses to yj = P
IP JV (ιn+1) by Kudo’s Theorem 6.5. This
finishes the proof for ℓ = 2.
If ℓ is odd and xj = P
IP JV (ιn) has degree 2a, the transgression zj of x
ℓ−1
j ⊗yj is
−βP aP IP JV (ιn+1) by Kudo’s Theorem 6.5(3). This finishes the proof for ℓ odd. 
Acknowledgements
The authors would like to thank Peter May for his encouragement, and for
providing us with a copy of [SErr].
References
[Br] L. Breen, Extensions du groupe additif, Publ. Math. Inst. Hautes E´t. Sci. 48 (1978), 39–125.
[BJ] P. Brosnan and R. Joshua, Cohomology operations in motivic, e´tale and de Rham-Witt
cohomology, preprint, 2007.
[BJ1] P. Brosnan and R. Joshua, Comparison of motivic and classical operations in mod-
l motivic and e´tale cohomology, Preprint, 2012. Available at www.math.ohio-state.edu/
∼joshua/pub.html
[C] H. Cartan, Se´minaire Henri Cartan de l’Ecole Normale Supe´rieure, 1954/1955, Paris, 1956.
[C1] H. Cartan, Sur les groupes d’Eilenberg-Mac Lane II, Proc. Nat. Acad. Sci. USA 40 (1954),
704–707.
[E] D. Epstein, Steenrod operations in homological algebra, Invent. Math. 1 (1966), 152–208.
[HRD] R. Hartshorne, Residues and Duality, Lecture Notes in Math. 20, Springer, Berlin, 1966.
[HW] C. Haesemeyer and C. Weibel, The Norm Residue Theorem in Motivic Cohomology, book
in preparation, 200pp.
[J] J. F. Jardine, Steenrod operations in the cohomology of simplicial presheaves, pp. 103–116
in NATO Adv. Sci. Ser. C Math. Phys. Sci., 279, Kluwer Acad. Publ., Dordrecht, 1989.
[J1] J. F. Jardine, Higher Spinor Classes, Memoirs AMS 528 (1994)
[Jo] R. Joshua, Motivic E∞ algebras and the motivic DGA, Preprint, 2012. Available at
http://www.math.ohio-state.edu/∼joshua/pub.html
[KM] I. Kriz and J. P. May, Operads, algebras, modules and motives, Aste´risque 233, 1995.
[L] M. Levine, Inverting the Bott element, K-theory 19 (2000), 1–28.
[1] Mas W. Massey, Products in exact couples, Annals of Math. 59 (1954), 558–569.
[May] J. P. May, A general algebraic approach to Steenrod operations, pp. 153–231 in Lecture
Notes in Math. 168, Springer, Berlin, 1970.
[May1] J. P. May, Operads and sheaf cohomology, preprint, 2004. Available at
http://www.math.uchicago.edu/∼may/PAPERS/Esheaf.pdf
26 BERT GUILLOU AND CHUCK WEIBEL
[McC] J. McLeary, A user’s guide to spectral sequences, Cambridge Univ. Press, 2001.
[MV] F. Morel and V. Voevodsky, A1-homotopy theory of schemes, Publ. Math. IHES 90 (1999),
45–143.
[MVW] C. Mazza, V. Voevodsky and C. Weibel, Lecture notes on motivic cohomology, Clay
Mathematics Monographs, vol. 2, AMS, 2006.
[R] M. Raynaud, Modules projectifs universels, Invent. Math. 6 (1968), 1–26.
[SE] N. Steenrod and D. Epstein, Cohomology Operations, Princeton Univ. Press, 1962.
[SErr] N. Steenrod and D. Epstein, Errata for Cohomology Operations, 5 pp., circa 1965.
[SV] A. Suslin and V. Voevodsky, Bloch-Kato conjecture and motivic cohomology with finite
coefficients, pp. 117–189 in Nato ASI series C, vol. 548, Kluwer, 2000.
[Ver] J.-L. Verdier, Cohomologie dans les topos, pp. 1–82 in SGA 4, Lecture Notes in Math. 270,
Springer, Berlin, 1972.
[V1] V. Voevodsky, Reduced power operations in motivic cohomology, Publ. Math. Inst. Hautes
E´tudes Sci. (2003), no. 98, 1–57.
[V2] V. Voevodsky, Motivic cohomology with Z/2-Coefficients, Publ. Math. Inst. Hautes E´tudes
Sci. (2003), no. 98, 59–104.
[V3] V. Voevodsky, Motivic Eilenberg-Maclane spaces, Publ. Math. Inst. Hautes E´tudes Sci.112
(2010), 1–99.
[V4] V. Voevodsky, On motivic cohomology with Z/l coefficients, Annals of Math. 174 (2011),
401–438. http://www.math.uiuc.edu/K-theory/0639.
[WH] C. Weibel, An introduction to homological algebra, Cambridge University Press, 1994.
[W] C. Weibel, The norm residue isomorphism theorem, J. Topology 2 (2009), 346–372.
Dept. of Mathematics, University of Kentucky
E-mail address: bertguillou@uky.edu
Dept. of Mathematics, Rutgers University, New Brunswick, NJ 08901, USA
E-mail address: weibel@math.rutgers.edu
