ABSTRACT Optimal temperature control of computer room air conditioners (CRACs) is an effective way to lower energy costs in high-density data centers. To break the barrier of dimensionality when jointly optimizing the temperature of CRACs in multiple data centers (multi-datacenters) configured in-row cooler systems, a tensor-based sequential quadratic programming (SQP) method is presented in this study. This method takes the temperature tensors as input and transforms the original high-dimensional optimization problem into several lower-dimensional sub-problems. An effective approach to solving the non-convex optimization of these sub-problems is also proposed. The transformation method not only reduces the dimensionality of optimization but also increases its convergence speed. On the foundation of the tensorbased SQP, an optimized control strategy is constructed to adjust the outlet temperature of CRACs, with the objective of enhancing the cooling efficiency. The convergence behavior, maximum input temperature of racks, and cooling power are analyzed to illustrate the effectiveness of the proposed tensor-based optimization and control strategy.
I. INTRODUCTION
As the scales and density of data centers continue to expand rapidly, the corresponding increase in power consumption has emerged as a critical problem. According to the types of information technology (IT) equipment, the power consumption of an air conditioning system took up 24%-60% of the total energy consumed by a data center [1] .
To lower the power consumption of the data center, many studies have been conducted concentrating on thermal management, including coordinated operation of IT devices, and efficiency enhancement of the cooling system itself. It has been stated that treating IT and cooling systems separately may only lead to limited impacts and suboptimal solutions because they are coupled via heat [2] . Thus, creating optimization schemes combining both IT and cooling systems has become an innovative new research direction. Such methods are generally based on optimized control strategies to adjust
The associate editor coordinating the review of this manuscript and approving it for publication was Ton Do. the temperature of computer room air conditioners (CRACs), along with the estimation of the thermal environment [3] - [6] .
A. RELATED WORKS 1) ESTIMATION AND OPTIMIZED CONTROL
Two common approaches used to evaluate the thermal performance of cooling systems are respectively the computational fluid dynamics (CFD) simulation and the real-time measurement. Using CFD can only characterize the stationary thermal behavior but cannot reflect changes. To overcome the drawbacks of CFD, some dynamic models for fast estimation of the thermal environment in a data center have been developed. In [7] , [8] , it was found that for a fixed velocity field, temperature fields generated by multiple different boundary conditions can be superposed linearly. With this feature, the temperature field under real circumstances can be directly calculated by the superposition of a set of precalculated elementary processes. Following the evaluation of the thermal environment, optimized controls based on optimization algorithms, such as genetic algorithm (GA), sequential quadratic programming (SQP), and neural network, have been proposed [8] - [14] . However, existing optimized controls can only manage the cooling system of each geographically dispersed data center separately. As such, they are no longer suitable for the emerging ''Geo-distributed cloud datacenters''.
2) GEO-DISTRIBUTED CLOUD DATACENTERS
Cloud Service Provider (CSP) has deployed ''Geo-distributed cloud datacenters'', which can collaboratively collect, share, analyze, and process extremely large amounts of data from multi-organizational and geographically distributed data centers by means of cloud technologies [15] - [18] . Conventional approaches to data processing on the network perform each task within a single data center. Owing to properties such as large-scale volume, high complexity, as well as the dispersiveness of big data, combined with the scarcity of wide-area bandwidth, it is inefficient and/ or infeasible to process the data using conventional approaches. This has allowed large companies of the industry to deploy multi-datacenter clouds and hybrid clouds. These cloud technologies offer a powerful and cost-effective solution to managing the increasingly high velocity of big data generated from geo-distributed sources. To carry out multiple heterogeneous applications that can concurrently run in geographically distributed cloud data centers for the purpose of superior performance and lower power consumption, a joint management of geo-distributed multidatacenters is required. However, existing joint management schemes do not involve temperature control. Therefore, joint temperature control can be added as part of the joint management, helping to lower the overall power consumption of multi-datacenters.
3) IN-ROW COOLERS
High density IT loads require of more intensive and direct approaches to cooling by the utilization of row-based (in-row) cooling, instead of the legacy approach [1] , [6] , [19] . In-row cooler systems, which can offer cool air to the IT equipment more directly and effectively, are placed between the racks aligned with row orientation. However, the power consumption of this type of cooling systems increases rapidly with the increasing number of coolers.
4) TENSOR METHODS
Tensor methods provide efficient representations and computations for high-dimensional problems, which are also able to overcome dimensionality issues when dealing with systems involving multiple parameters. The tensor technique has been successfully applied to big data management, mobile cloud task scheduling, massive multiple input multiple output, as well as multidimensional image processing [20] - [25] . As far as the author knows, tensor method has not been used in optimization algorithms, though.
B. CONTRIBUTION
It is challenging to solve the large-scale optimization problem of power consumption in multi-datacenters, especially those configured with in-row cooler systems. However, exiting optimized controls do not consider the sharp increase in dimensionality of the optimization problem, which is caused by the increasing number of coolers inside in-row cooling systems. The barrier of optimization dimensionality extends even further when the overall power consumption of multidatacenters is optimized jointly.
A tensor-based SQP is presented here to solve the highdimensional optimization problems, and construct an optimized control strategy to jointly adjust the outlet temperature of CRACs in multi-datacenters configured with the in-row cooler systems, with the objective of enhancing the cooling efficiency.
The main contributions of this paper are as follows:
(1) Jointly adjusting the output temperature of CRACs in multi-datacenters can effectively reduce the overall power consumption of all data centers.
(2) Tensor-based SQP can transform the original high-dimensional optimization problem into several lowerdimensional sub-problems, which can reduce the dimensionality of optimization and improve its convergence speed.
(3) Tensor-based SQP uses tensor algebra to extend traditional optimization algorithms into their higher-dimensional versions. Intrinsically, it can be regarded as a common model. Other nonlinear optimization algorithms may also be extended in a similar way.
C. ORGNIZATION
The structure of this paper is organized as follows. In Section II, relative theoretical foundations and notations are provided. In Section III, the proposed tensor-based SQP algorithm is discussed in detail, along with an effective method to solve the non-convex optimization problem. Performance analyses, including convergence behavior, maximum input temperature of racks, and power consumption, are presented in Sections IV and V. Finally, conclusions and recommendations for future study are provided in Section VI.
II. RELATIVE THEORETICAL FOUNDATIONS
In this section, related works are reviewed from three aspects: basic tensor algebra, optimization of cooling power, and temperature prediction in data centers.
A. TENSOR ALGEBRA
This subsection reviews some basic tensor notions and operations which are necessary for us to understand some key concepts in this paper. To facilitate the distinction among scalars, vectors, matrices, and higher dimensional tensors, the type of a given quantity will be reduced by its representation: scalars are denoted by lower-case letters (a), vectors are written as capitals (a), matrices correspond to bold-face capitals (A) and tensors are written as calligraphic letters (A).
(1) Inner product The inner product of two tensors A, B ∈ R I 1 ×···I N (n = 1, · · · , N ) is defined as:
where a i 1 ···i N and b i 1 ···i N are the elements of A and B, respectively. Here, vec (·) is the vectorization of a tensor (by connecting each column of this tensor ).
(2) Vector out product A can be defined as the outer product of N vectors a (n) ∈ R I n , which is expressed as follows:
(2) where '•' represents vector outer product.
(3) Kronecker decomposition A matrix A ∈ R p 1 q 1 ×···p N q N can be defined as the Kronecker product of N matrices, A (n) ∈ R p n ×q n , as follows:
The vectorization of Eq. (2) is as:
The n-mode product of a tensor A by a matrix U ∈ R J n ×I n , is denoted by the following equation.
B. OPTIMIZATION OF COOLING POWER
This sub-section briefly introduces the optimized control of CRAC outlet temperatures. The target of optimization is to minimize CRAC energy and prevent the temperature of the hottest inlet air among all racks from exceeding the given limit. The optimization runs repeatedly at a regular time interval, which is denoted as T I . In each run of the optimization algorithm, the optimizer obtains the optimized CRAC outlet temperature, denoted as vector
out . The CRACs work at this optimized temperature until the next run of the optimizer. In each run of the optimizer, the objective is to search for an optimal T (C) out that minimizes the expression in (6) [8] , as shown at the bottom of this page, where N C is the number of CRACs, η is an adjustable coefficient that balances the two policies, t 0 is the time that the optimizer runs, T p is the length of time span in the future, and
The total computing power consumption P C is denoted as
P i , and the cooling cost can be described as:
where C p is the specific heat of air, f i is the flow rate, and ρ is the air density. The coefficient of performance (COP) of the i-th CRAC is approximately estimated by the following experiential formula:
The COP is not constant, which increases with the temperature of the air that the CRAC unit pushes into the plenum. Researchers have obtained the function for T (C) out,i of Eq (9) during actual experiments and curve fitting [26] . The constants 0.0068, 0.998, and 0.458 are respectively the main parameters of this function.
C. TEMPERATURE PREDICTION
This sub-section reviews an accurate model for temperature prediction in data centers. Based on this model, the temperature field under real circumstances can be directly calculated by the superposition of a set of pre-calculated elementary processes (EPs), which are defined as follows:
EP j : The variation in the temperature field when the j-th rack has a unit increment in its heating power at t = 0 s.
EP i : The variation in the temperature field when i-th CRAC has a unit decrement in its outlet temperature at t = 0 s.
The simulated results of the elementary procedures can be summarized as time-varying matrices respectively denoted as T in (t) and T out (t). Each matrix row stands for the results of one elementary procedure, and each column stands for an affected inlet or outlet temperature. In a certain real procedure, the rack heating power and the CRAC outlet temperature are given by:
The inlet and outlet temperatures of each rack or CRAC over time can be calculated by adding up the contribution of each change in P (t) in the past-that is, through the following integrations:
III. THE PROPOSED TENSOE-BASED TEMPERATURE CONTROL ALGORITHM
In this section, the proposed tensor-based optimized control of CRACs is introduced. Firstly, sub-section A presents the formulation of the tensor-based SQP step by step. Secondly, as the formulated problem is not convex, an effective method to find the approximated solution in an alternative way is
out ≥ T min (13) proposed in sub-section B. Lastly, sub-section C introduces the jointly optimized control strategy of CRACs in multidatacenters. It has to be noted that, instead of proposing a new optimization algorithm, our main work is to design a tensor-based SQP to solve the existing optimization problem. Therefore, the object function in Eq. (13), as shown at the top this page, of the proposed system is a simple three-dimensional extension of that in Eq.(6) as proposed by [8] , while the follow-up Eqs. (14)- (29) are the original works of the paper.
A. TENSOR-BASED SQP
To intuitively reflect the complex relationship among the number of multi-datacenters, the number of CRACs, and length of future time for optimizer prediction, a 3-dimensional tensor model T (C) out is constructed to stand for the outlet temperature, as illustrated in Fig.1 . The object function of tensor-based SQP is defined as in (13) , where t 0 is the time that the optimizer runs, T p is the length of time span in the future, max T (R) in,t,m is the temperature of the hottest inlet air among all racks, N C is the number of CRACs in each data center, M is the number of multi-datacenter, and T
out , and thus Eq.(13) can be simplified as follows:
The QP is derived from formula (14) , which is written as:
where
To obtain tensor-based SQP, Eq. (15) is transformed into its tensor version as:
where s = vec (S). To transform the high-dimensional problem of Eq. (17) into lower-dimensional sub-problems, S, A and H are decomposed into a set of lower-dimensional vectors or matrices based on the tensor algebra [27] - [31] , as follows:
It is obviously that that if H 1 , H 2 and H 3 are all positive definite matrices, H will be a positive definite matrix. Based on the properties of tensor and matrix algebra, the following equations are determined:
where c = vec (C), and Tr (·) stands for trace of matrix.
(vec (S))
T
· H · (vec (S))·(vec (S))
Substitute Eqs. (19)- (21) into Eq. (17), and the tensorbased object function is produced:
For simplification, Eq. (22) can be rewritten as:
Through equations (17) and (23), it can be seen that the original optimization problem with dimensionality of (M × N C × T p ) is transformed into three sub-problems with dimensionalities of M , N C , and T p , respectively. The result means that the information of the tensor pattern may be effectively utilized, and the dimensional space used to store variable vectors is reduced from (M ×N C ×T p ) for SQP, to (M +N C +T p ), for tensor-based SQP.
B. SOLUTION
As the formulated problem in Eq. (22) is non-convex, an effective method to find the approximated solution in an alternative way is proposed here.
As Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm has been successfully used in SQP to update the Hessian matrix, a tensor-based BFGS is designed to update each subHessian matrix H i of the proposed tensor-based SQP. First, some parameters are calculated as follows.
Then H i can be updated as
Alternatively only one u i , instead of all the three u i 's, can be taken as unknown. The Lagrange of E (23) is (27) To obtain a solution to tensor-SQP, we need to set the derivatives of L with respect to u i 's and λmust be equal to zero.
According to Eq. (28), (29) is obtained, as shown at the bottom of this page.
Algorithm 1 Procedure for Tensor-Based SQP
Step 1: Initialize T
(C)
out randomly, set the error ε and the number of iterations K 1 and K 2 .
Step 2: Calculate c, A and B according to equation (16) , and reshape c to C. i 's and λ k 2 alternately according to equation (29) end
i 's using equations (24)- (26) end The optimal X * is obtained
Step 4: Obtain the optimal out temperature T
(C) out
The entire method is provided in Algorithm 1. Although tensor-based SQP requires of two iterations, its convergence performs much better than that of SQP, which can also be verified in the latter section of the experiment.
C. OPTIMIZED CONTROL OF CRACs
The optimization runs repeatedly at a regular time interval. For each run of the optimization algorithm, the optimizer acquires the optimized CRAC outlet temperature. The CRACs work at this optimized temperature until the next run of the optimizer. The entire procedure is shown in Algorithm 2. The tensor P is constructed by P m 's of all multidatacenters. The expression of P m is obtained according to Eq. (10) out,m 's, respectively, similarly.
Algorithm 2 Joint Control of Temperature of CRACs
Step 1: Perform pre-calculations for all EP's by CFD and record.
Step 2: Calculate T
and T
(C)
out according to Equations. (10)- (12) .
Step 3: Substituting T (R) in and T (C) in into the object function in equation (13) .
Step 4: Optimize T (C) * out using the tensor-based SQP in algorithm 1
Step 5:The CRACs work all this optimized temperatures until the next run of the optimizer.
IV. EVALUATION OF NUMERICAL CASE
In this section, a numerical case of multi-datacenters configured with in-row cooling systems is used to evaluate the performance of the tensor-based optimal temperature control scheme. First, the experimental setup is described. The convergence performance of the tensor-SQP is then analyzed. The results of max inlet temperature of the racks are reviewed. Finally, the overall cooling power of CRACs in multi-datacenters is evaluated.
A. EXPERIMENT SETTING
A total of 100 datacenters are applied to evaluate the performance of the tensor-based optimal temperature control. All datacenters possess the same layout, whose working conditions (including temperature and power) are different. The layout of each datacenter is provided in Fig.2 , in which there are eight rows of industry standard racks arranged in the room, with each row containing 21 racks and four in-row coolers. The heating power of all racks changes regularly with similar trends (starting at approximately 3 kW, and reaching a peak at approximately 13 kW). The total simulation time is T total = 7200s. Optimization runs at T I = 60s, T p = 120s, T lim it = 24.5 • C, T min = 16 • C, and T max = 30 • C. The initial temperature is set at T lim it = 27 • C. As determined in [8] , η = 0.9 is the optimum parameter, which is also adopted in the paper. 
B. CONVERGENCE OF TENSOR-BASED SQP
The performance of the proposed tensor-based SQP is compared with SQP [8] and GA-SQP [12] , [31] , which initializes the variables of SQP by GA. To further verify the tensor-SQP, two SQP algorithms based on well-known accelerated methods-dual decomposition (DD) [32] , and alternating direction method of multipliers (ADMM) [33] -are also used for comparison. Then a Tensor-based GA-SQP is constructed that initializes the tensor-based SQP by GA to state the generation of the proposed tensor-based algorithm. Table 1 shows the spaces required for storing variable vectors of tensor-based SQP and SQP. It is clear that, for the same temperature tensor T (C) out , the space the tensor-based SQP requires of to store the variable vectors is 252, and the space that SQP requires of to store the variable vectors is 3.84 × 10 5 . The compression ratio of the space that the two versions need is 1/1524. In addition, the higher dimension the pattern has, the less memory the tensor-based SQP requires of to store variable vectors compared with SQP.
The stop criteria is defined as follows:
The convergence of the six algorithms in a specific run of optimizer is shown in Fig.3 . As illustrated in Fig.3 , the proposed tensor-SQP outperforms SQP, GA-SQP, DD-SQP, and ADMM-SQP for the following reasons:
(1) Tensor decomposition preserves more original structures of the temperature tensor compared with the vectorization of SQP, which is suitable for the optimization problem. (2) The transformation from a high-dimensional problem into several lower-dimensional sub-problems reduces the number of variables, which further increases the speed of convergence.
The proposed tensor-based algorithm and other accelerated methods, such as GA, DD, and ADMM, are not in conflict. Theoretically, this type of accelerated method can be extended to their tensor models.
C. ANALYSIS OF MAX INLET TEMPERRATURE OF RACKs
The results of max T R in when using the proposed strategy are plotted in Fig.4 . Taking the example of [8] , the results for the constant CRAC outlet at 25 • C and 24 • C, together with selfcontrol, are also presented for further reference.
The proposed optimized strategy perfectly maintains max T R in at approximately 24.5 • C, with the highest value at only 24.67 • C. The self-strategy keeps max T R in below the limit for most of the time, but fails to manage the rapid temperature rise at the first 200s, and between 1700 and 2300s, which also causes strong oscillations.
D. COOLING POWER
Three indexes are adopted to synthetically evaluate the maximum input temperature of racks, and the cooling power of CRACs. These are standard deviation of the overheated part with respect to temperature limit, average absolute value of the dime derivative, and average power of all CRACs. The first two indexes are described in [8] , and the average power cost of the 100 datacenters demonstrates the optimization performance as follows:
The cooling power of all control strategies are provided in Table 4 . The tensor-based SQP strategy lowers energy consumption by 38.7%, 31.9%, 35.4%, and 20.2%, respectively, compared with the algorithms based on self-strategy, constant 24 o C, constant 25 o C, and SQP, respectively.
V. EVALUATION OF PRATICAL CASE
In this section, a practical case of multi-datacenters configured with in-row cooling systems is used to evaluate the performance of the tensor-based optimal temperature control scheme.
A. EXPERIMENT SETTING
A total of 25 datacenters from School of Computer Science, Northeast Electric Power University were employed in the study. Eight rows of industry standard racks were arranged in the room, with each row containing 21 racks and eight in-row coolers. Each rack was equipped with five communication devices (servers and exchanges), whose power varied from 5kW to 50kW based on to actual running. All EPs were measured to construct P, T (R) in , T (C) in , and T (C) out . Other parameters were the same as that in Case 1.
B. CONVERGENCE OF TENSOR-BASED SQP
The performance of the proposed tensor-based SQP is compared with SQP, GA-SQP, DD-SQP, and ADMM-SQP. Table 3 shows the space required of for storing variable vectors of tensor-based SQP and SQP. The compression ratio of the space that the two versions need is 1/919.
The convergence of the six algorithms within a specific run of optimizer is provided in Fig.5 . By comparing Table 1 and  Table 2 , as well as Fig.3 and Fig.5 , it was found that the improvements of convergence speed and power consumption in Case 2 were not as good as that in Case 1. The main reasons are concluded below.
(1) The higher the optimization dimensionality is, the more obvious the improvement is.
(2) The experiment environment (including heat dissipation, temperature, and air circulation) of the practical case is not as optimum as the numerical one. 
C. ANALYSIS OF MAX INLET TEMPERRATURE OF RACKs
The results of max T R in when using the proposed strategy are plotted in Fig.6 . In addition, the results for the constant CRAC outlet at 25.5 • C and 24.5 • C, together with self-control, are also presented for further reference.
The proposed optimized strategy perfectly maintains max T R in at approximately 25 • C, with the highest value at only 25.21 • C. The self-strategy keeps max T R in below the limit for most of the time, but fails to manage the rapid temperature rise at 1100s, and between 4000 and 5000s, which also causes strong oscillations.
D. COOLING POWER
The cooling power of all control strategies are provided in Table 2 . The tensor-based SQP strategy lowers energy consumption by 21.8%, 31.9%, 31.5%, and 19.4%, respectively, compared with the algorithms based on self-strategy, constant 24.5 o C, constant 25.5 o C, and SQP, respectively. The improvement of the power consumption in case 2 is also slightly worse than that in case 1. 
VI. CONCLUSION
An efficient tensor-based SQP was proposed in this paper for optimization of high-dimensional tensor data. It can transform the original high-dimensional optimization problem into several lower-dimensional sub-problems, which can not only reduce dimensionality but also improve the convergence performance. Optimal temperature control of CRACs was designed based on the tensor-based SQP, and the numerical simulation results of the convergence behavior, overheated point, as well as the cooling power were analyzed to illustrate its effectiveness and generalization.
