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Abstract. Augmented Lagrangian preconditioners have successfully yielded Reynolds-robust precon-
ditioners for the stationary incompressible Navier–Stokes equations, but only for specific discretizations.
The discretizations for which these preconditioners have been designed possess error estimates which
depend on the Reynolds number, with the discretization error deteriorating as the Reynolds number
is increased. In this paper we present an augmented Lagrangian preconditioner for the Scott–Vogelius
discretization on barycentrically-refined meshes. This achieves both Reynolds-robust performance and
Reynolds-robust error estimates. A key consideration is the design of a suitable space decomposition
that captures the kernel of the grad-div term added to control the Schur complement; the same barycen-
tric refinement that guarantees inf-sup stability also provides a local decomposition of the kernel of
the divergence. The robustness of the scheme is confirmed by numerical experiments in two and three
dimensions.
Navier–Stokes, Scott–Vogelius element, exactly divergence-free, multigrid, preconditioning, Reynolds-
robust solvers
65N55, 65F08, 65N30
1. Introduction
The stationary Navier–Stokes equations for the flow of a viscous, isothermal, incompressible, Newto-
nian fluid on a bounded Lipschitz domain Ω ⊂ Rd, d ∈ {2, 3}, are given by: find (u, p) ∈ H1(Ω;Rd)×Q
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such that
−∇ · 2νε(u) + (u · ∇)u+∇p = f in Ω, (1.1a)
∇ · u = 0 in Ω, (1.1b)
u = g on ΓD, (1.1c)
2νε(u) · n = pn on ΓN , (1.1d)
where ε(u) = 12(∇u +∇u>), ν > 0 is the kinematic viscosity, f ∈ L2(Ω;Rd), n is the outward-facing
unit normal to ∂Ω, ΓD and ΓN are disjoint with ΓD ∪ ΓN = ∂Ω, and g ∈ H1/2(ΓD;Rd). If |ΓN | > 0,
then a suitable trial space for the pressure is Q := L2(Ω); if |ΓN | = 0, then the pressure is only defined
up to an additive constant and Q := L20(Ω) is used instead [15]. The Reynolds number UL/ν, where U
and L are the characteristic velocity and length scale of the flow, is a dimensionless number governing
the nature of the system [32].
For high-Reynolds number flows, it is important that the error estimates should not degrade as
the Reynolds number increases. For most discretizations, the velocity error estimates are not robust,
as they are polluted by the pressure approximation scaled by the inverse viscosity. For the Stokes
equations, the discrete solution uh ∈ Vh can be shown to satisfy [29, (3.5)]
‖∇ (u− uh) ‖L2(Ω) ≤ 2 inf
u˜h∈Nh
‖∇ (u− u˜h) ‖L2(Ω) + ν−1 inf
qh∈Qh
‖p− qh‖L2(Ω), (1.2)
where Vh ⊂ H1(Ω;Rd) is the velocity trial space, Qh ⊂ Q is the pressure trial space, and
Nh = {vh ∈ Vh :
∫
Ω
qh∇ · vh dx = 0 ∀ qh ∈ Qh} (1.3)
is the space of discretely divergence-free velocity trial functions.
One way to achieve robustness is to choose a pair Vh×Qh such that ∇·Vh ⊆ Qh, so that ∇·uh = 0
holds pointwise [29]. If this choice is made, the second term on the right-hand side of the error
estimate (1.2) for the Stokes equations can be removed and the velocity error is then independent of
both pressure and viscosity. The analysis is more complicated for the Navier–Stokes equations, but
progress has recently been made [1]. We also mention that similar results are available for the time-
dependent case [38]. Consequently, it is highly advantageous to choose such a discretization, especially
for high Reynolds number flows. Such discretizations are termed pressure robust or Reynolds-robust.
There are several choices of element pairs that satisfy this requirement. They include H(div)-L2(Ω)
discretizations, such as the Raviart–Thomas and Brezzi–Douglas–Marini families [14, 55, 28]; hybrid
discontinuous Galerkin schemes [35]; or H1 conforming approaches such as the Scott–Vogelius Pk-Pdisck−1
pair [50, 51]. The former two options allow for arbitrary order approximations, but are nonconforming:
the discretization of the momentum equation requires penalty terms. In contrast, the Scott–Vogelius
pair is straightforward to implement, but is only inf-sup stable on certain types of meshes and for
certain polynomial degrees. In this work, we employ the Scott–Vogelius element. In [40], Olshanskii
& Rebholz demonstrate the accuracy of this discretization and investigate the numerical performance
of direct sparse solvers. While these solvers perform very well for problems with sizes of the order of
millions of degrees of freedom, they do not scale and a different strategy is required to solve larger
problems.
In this work, we build on the insights of [6, 28, 23, 22] to develop a Reynolds-robust block precon-
ditioner for the Reynolds-robust Scott–Vogelius discretization of the Navier–Stokes equations. When
building block preconditioners, the usual difficulty is developing a good approximation for the inverse
of the Schur complement. We employ an augmented Lagrangian term to control the Schur comple-
ment of the system; this simplifies the approximation of the Schur complement, at the cost of making
the momentum equation significantly more difficult to solve. We then develop a specialized geometric
multigrid scheme for the resulting augmented momentum equation. This approach is based on the
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work of Scho¨berl [48]. Its application to the Navier–Stokes equations was pioneered in two dimensions
by Benzi & Olshanskii [6], and has recently been extended to three dimensions [23]. A similar strategy
has proven successful for a H(div)-L2(Ω) discretization of the Stokes equations [28]. While effective at
controlling iteration counts as the Reynolds number is varied, the schemes presented in [6, 23] heav-
ily rely on the use of piecewise constant pressure functions and are not effective for Scott–Vogelius
discretizations.
Many alternative approaches to solving (1.1) have been considered in the literature. These include
the pressure convection-diffusion (PCD), least-squares commutator (LSC) and SIMPLE block pre-
conditioners [41, 30, 17, 18], monolithic multigrid approaches [54, 53], and a modified augmented
Lagrangian strategy which trades off control of the Schur complement against ease of solving the
augmented momentum block [7]. These preconditioners do not generally enjoy Reynolds-robustness.
The remainder of this manuscript is structured as follows. In section 2 we discuss the discretization
and the conditions under which inf-sup stability of the Scott–Vogelius element is known. In section 3 we
recall the augmented Lagrangian preconditioning strategy and the difficulties it introduces for solving
the momentum equations. A Reynolds-robust multigrid cycle for the augmented Scott–Vogelius mo-
mentum operator is introduced in section 4. Finally, numerical examples in two and three dimensions
are presented in section 5.
2. Discretization
We begin by recalling that finite dimensional subspaces Vh ⊂ V and Qh ⊂ Q are said to satisfy the
inf-sup condition if there exists a γ > 0 such that
inf
qh∈Qh
qh 6=0
sup
vh∈Vh
vh 6=0
(∇ · vh, qh)
‖vh‖‖qh‖ ≥ γ (2.1)
for all mesh sizes h > 0. Intuitively, the inf-sup condition encourages large velocity and small pressure
spaces, but the opposite is true for the condition ∇·Vh ⊆ Qh. For this reason it is difficult to construct
discretizations that satisfy both of these properties. Most of the popular inf-sup stable finite element
discretizations of the Stokes and Navier–Stokes equations (such as the Taylor–Hood, the MINI or the
[P2]2−P0 elements) do not satisfy ∇ · Vh ⊆ Qh.
The Scott–Vogelius element is given by choosing continuous piecewise polynomials of degree k for
the velocity and discontinuous piecewise polynomials of degree k−1 for the pressure. While this clearly
implies that ∇ · Vh ⊆ Qh, inf-sup stability of the Scott–Vogelius element is more delicate, and is a
topic of ongoing research. In two dimensions, Scott & Vogelius proved [51] that the element is inf-sup
stable for k ≥ 4 if the mesh does not have nearly singular vertices. In three dimensions, it was proven
more recently in [62] that the element is stable for k ≥ 6 on uniform meshes. The stability on general
tetrahedral meshes continues to be an open question.
On barycentrically refined meshes, however, the pair is known to be stable for polynomial order
k = d, see [43, Section 4.6] for the 2D case and [60] for the 3D case. If one is willing to consider the
more complicated Powell–Sabin split, the order can be reduced further to k = d− 1 [61, 63]. The two
refinement patterns are shown for the two dimensional case in Figure 1. In this work we will consider
the case of k ≥ d on barycentrically refined meshes, but the arguments apply mutatis mutandis to the
Powell–Sabin split.
In the context of the multigrid scheme that we will develop in section 4, the requirement for barycen-
trically refined elements has some implications for our mesh hierarchy. First, note that repeatedly
barycentrically refining a mesh leads to degenerate elements. Furthermore, it is not known whether
regularly refining a mesh, on which an element pair with k = d is stable, always results in a refined
mesh for which stability is maintained. Consequently, we build the multigrid hierarchy in a different
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Figure 1. Barycentrically refined triangle (also known as Alfeld split) on the left, and
Powell–Sabin split on the right.
way. Given a domain Ω, we consider a given simplicial mesh Mh = {Kh} with ∪Kh∈MhKh = Ω and
(Khi )
◦ ∩ (Khj )◦ = ∅ for i 6= j. The elements Kh ∈ Mh will be referred to as the macro cells. For each
level h, we obtain the mesh Mˆh by barycentric refinement: that is, for each macro cell Kh ∈ Mh we
obtain d+ 1 many cells Kˆhi , 0 ≤ i ≤ d and
Mˆh = {Kˆhi : 0 ≤ i ≤ d,Kh ∈Mh}. (2.2)
The function spaces on Mˆh are then given by
Vh := {v ∈ H1(Ω;Rd) : v|Kˆ ∈ [Pd(Kˆ)]d ∀Kˆ ∈ Mˆh}, (2.3)
Qh := {q ∈ L2(Ω) : q|Kˆ ∈ Pd−1(Kˆ) ∀Kˆ ∈ Mˆh}. (2.4)
We construct the hierarchy as follows. We start with an initial coarse triangulation of the domain,
given by MH . We obtain Mh, h = 12H, by uniform refinement of the initial mesh. Both MH and
Mh are then refined barycentrically to obtain MˆH and Mˆh. Note that though MH and Mh form
a nested hierarchy, this is not true for MˆH and Mˆh. This two-level approach canonically extends to
many levels; a hierarchy of three levels is shown in Figure 2.
We will see in Section 4.1 that this macro element structure not only guarantees inf-sup stability,
but is also crucial in defining a robust relaxation method.
Figure 2. A three level barycentrically refined multigrid hierarchy.
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3. Variational formulation and augmented Lagrangian strategy
For boundary data g ∈ H1/2(ΓD), let
Vg = {v ∈ H1(Ω;Rd) : v|ΓD = g}. (3.1)
The weak form of (1.1) is: find (u, p) ∈ Vg ×Q such that∫
Ω
2νε(u) : ε(v) dx+
∫
Ω
(u · ∇)u · v dx−
∫
Ω
p∇ · v dx−
∫
Ω
q∇ · u dx =
∫
Ω
f · v dx, (3.2)
for all (v, q) ∈ V0 ×Q.
Given finite dimensional subspaces Vh ⊂ H1(Ω;Rd) and Qh ⊂ Q and after applying Newton’s
method to the nonlinear equations, at each Newton step we must solve a nonsymmetric linear system
of generalized saddle point structure: (
A B>
B 0
)(
δu
δp
)
=
(
b
c
)
, (3.3)
where A is the discrete linearized momentum operator, B> the discrete gradient, B the discrete
divergence, and δu and δp are the updates to the velocity and pressure solutions respectively. This
system becomes increasingly difficult to solve as the Reynolds number is increased.
There are two key ingredients when building block preconditioners for (3.3): an effective solver for
A and an effective solver for the Schur complement S = −BA−1B>. Since S is usually dense, tractable
approximations to S−1 must be developed on a PDE-specific basis. The main issue with PCD, LSC and
SIMPLE is that their choice for the approximate Schur complement becomes a poor approximation to
the true Schur complement as the Reynolds number is increased, which in turn results in significant
growth of the iteration counts. In [6], Benzi & Olshanskii proposed an augmented Lagrangian strategy
that significantly simplifies the approximation of the Schur complement: for γ > 0, the linear system
(3.3) is augmented by adding a term to the top-left block and adjusting the residual accordingly:[
A+ γB>M−1p B B>
B 0
] [
δu
δp
]
=
[
b+ γB>M−1p c
c
]
, (3.4)
where Mp is the mass matrix for the pressure space. It is immediately clear that this modification does
not change the solution of the linear system. Furthermore, one can show that the Schur complement
of the augmented system, S˜, satisfies
S˜−1 = S−1 − γM−1p , (3.5)
where S is the Schur complement of the original system. The advantage is clear: as γ →∞, S˜−1 can
be approximated by a scaled inverse pressure mass matrix, which is easy to solve.
In general, a triple matrix product as it occurs in the augmented Lagrangian term is both expensive
to compute and store. However, it is straightforward to check that adding γB>M−1p B to the linear
system corresponds to augmenting the weak form with a term
γ
∫
Ω
ΠQh(∇ · u)ΠQh(∇ · v) dx, (3.6)
where ΠQh is the projection onto Qh.
The same augmentation, without the projection onto Qh, is known as grad-div stabilization as it
corresponds to the weak form of γ∇∇·u. As we focus on discretizations that satisfy ∇·Vh ⊆ Qh, in this
work the projection onto the pressure space is always the identity operator and hence the augmented
Lagrangian and grad-div stabilization coincide.
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To summarize, the augmented problem in weak form reads: find (u, p) ∈ (Vh ∩ Vg)×Qh such that∫
Ω
2νε(u) : ε(v) dx+
∫
Ω
(u · ∇)u · v dx− γ
∫
Ω
∇ · u∇ · v dx
−
∫
Ω
p∇ · v dx−
∫
Ω
q∇ · u dx =
∫
Ω
f · v dx,
(3.7)
for all (v, q) ∈ (Vh ∩ V0)×Qh.
4. Solving the top-left block
Although the augmented Lagrangian approach is appealing since it provides for an excellent Schur
complement approximation, it introduces some new challenges to developing fast solvers for the equa-
tions as a whole. In contrast to A, standard multigrid schemes do not work for Aγ = A+ γB
>M−1p B.
The additional term has a large kernel consisting of solenoidal vector-fields, implying that the problem
becomes nearly singular as γ increases. If a scalable solver for the nearly singular top-left block can
be developed that is robust to ν and γ, the overall solver will be Reynolds-robust.
Multigrid schemes for nearly singular problems have been studied previously by Scho¨berl [47, 48, 49]
and Lee et al. [34, 33], and a similar analysis was carried out for overlapping Schwarz methods by Ewing
and Wang [19]. From these works we know that the key to a γ robust scheme is a good understanding
and characterization of the kernel of the semidefinite term, which in this case means understanding the
kernel of the divergence operator. This has implications for both multigrid relaxation and prolongation,
as we now consider.
4.1. Relaxation
The core requirement for obtaining a parameter robust relaxation is that the space decomposition
defining the relaxation needs to provide a decomposition of the kernel of the singular operator. Classical
point relaxation methods such as point-block Jacobi do not satisfy this property and are ineffective
for this problem; their smoothing strength degrades as γ increases.
Many smoothers can be expressed as so-called subspace correction methods [58]. We consider a
decomposition
Vh =
∑
i
Vi, (4.1)
where the sum is not necessarily a direct sum. This decomposition naturally defines an associated
additive Schwarz relaxation method. For each subspace i we then denote the natural inclusion by
Ii : Vi → Vh and we define the restriction Ai of A onto Vi as
(Aiui, vi) = (AIiui, Iivi) for all ui, vi ∈ Vi. (4.2)
Now denoting
D−1h =
∑
i
IiA
−1
i I
>
i (4.3)
and introducing a damping parameter τ > 0, we can express one update of the additive Schwarz
method as
uk+1 = uk + τD
−1(f −Auk). (4.4)
The method is also known as the parallel subspace correction method [58]. For the choice Vi =
span
({ϕi}), we recover the classical Jacobi iteration. Usually each subspace is described by an index
set Ji and Vi = span
({ϕj : j ∈ Ji}). In that case we also speak of a block Jacobi method.
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Both Scho¨berl and Lee et al. recognize that the key condition for a γ robust relaxation is that the
subspaces Vi need to satisfy a kernel decomposition property :
Nh =
∑
i
(Vi ∩Nh), (4.5)
where we recall that Nh is the space of discretely divergence-free vector-fields. In essence, we require
that any kernel function can be written as the sum of kernel functions drawn from the subspaces.
When considering the [P2]2−P0 element on a 2D triangulation Mh, that is
Vh = {v ∈ H1(Ω;Rd) : v|K ∈ [P2(K)]d ∀K ∈Mh},
Qh = {q ∈ L2(Ω) : q|K ≡ const ∀K ∈Mh},
(4.6)
Scho¨berl proved that the space decomposition defined by
Vi := {uh ∈ Vh : supp(uh) ⊂ star(vi)}, (4.7)
where
star(vi) :=
⋃
K∈Mh : vi∈K
K, (4.8)
satisfies the kernel decomposition property (4.5). The subspaces are illustrated in Figure 3. This
Figure 3. The star patch satisfies the kernel decomposition property (4.5) for the
[P2]2−P0 element.
decomposition was subsequently used in [6] for the Navier–Stokes equations in two dimensions and
in [23] in three dimensions. It was also used for H(div)-L2(Ω) discretizations of the Stokes and linear
elasticity equations in [28], and provides a robust relaxation method for the H(div) and H(curl) Riesz
maps [3, 4].
However, the proof that this element pair satisfies the kernel decomposition property depends
on the pressure space being piecewise constant, and does not generalise to either Taylor–Hood or
conforming divergence-free finite elements. In fact, the same choice of space decomposition applied to
a barycentrically refined mesh does not result in a γ robust smoother for the Scott–Vogelius element
considered here.
To find a space decomposition that decomposes the kernel of the divergence operator for the Scott–
Vogelius element, we consider the following Hilbert complexes in two
R id−→ H2 curl−−→ H1 div−−→ L2 null−−→ 0 (4.9)
and three dimensions
R id−→ H2 grad−−−→ H1(curl) curl−−→ H1 div−−→ L2 null−−→ 0, (4.10)
where H1(curl) = {u ∈ (H1)3, curlu ∈ (H1)3}. These sequences are exact on simply connected
domains, which implies that every field u in the kernel of the divergence can be represented as the
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curl of a potential Φ. If we are given a discrete subcomplex of the form
. . .→ Σh curl−−→ Vh div−−→ Qh null−−→ 0, (4.11)
then for a divergence-free discrete vector-field uh ∈ Vh, we can write it as the curl of a potential
Φh ∈ Σh. Writing Φh =
∑
j Φj in terms of basis functions of Σh, we can then define a divergence-free
decomposition of uh as uh =
∑
j ∇×Φj . Hence, a space decomposition such that ∇×Φj is contained
in some Vi for any basis function Φj decomposes the kernel and satisfies (4.5).
In two dimensions, the Scott–Vogelius velocity and pressure spaces Vh and Qh form an exact se-
quence with Σh chosen as the HCT finite element space [13, §6.1]. The three elements are displayed
in Figure 4. For a given vertex vi in the macro mesh Mh, we define the macrostar(vi) of the vertex
Figure 4. 2D exact Stokes complex.
as the union of all macro elements touching the vertex. We then see that for every basis function Φj
there exists a vertex vi such that supp(Φj) ⊂ macrostar(vi). Hence also supp(∇×Φj) ⊂ macrostar(vi)
and if we define
Vi = {v ∈ Vh : supp(v) ⊂ macrostar(vi)} (4.12)
then these subspaces decompose the kernel. The macrostar is shown in Figure 5.
Figure 5. Left: The star patch applied to the barycentrically refined mesh does not
yield a robust relaxation method for the Scott–Vogelius element. Right: The macrostar
patch satisfies the kernel decomposition property (4.5) for the [Pk]d−Pdisck−1 element for
k ≥ d (here shown for k = d = 2).
A similar argument can be made in three dimensions. Here the existence of an exact sequence is
given by the recent work of Fu, Guzma´n, and Neilan [25].
We note that the proof for robustness of the multigrid scheme in [48] actually has a stricter require-
ment than simply the kernel decomposition property (4.5). The kernel decomposition must be stable:
given a function u ∈ Nh with u =
∑
ui and ui ∈ Vi∩Nh, one needs to be able to estimate the norm of
the ui in terms of u. In general this estimate does not follow purely from the exactness of the discrete
8
REYNOLDS-ROBUST PRECONDITIONERS FOR THE NSE
sequence, but it was shown in [22] that one can use the existence of a particular Fortin operator to
obtain the required bounds.
4.2. Relaxation in the presence of stabilization
It is well known that straightforward Galerkin discretizations of advection-dominated problems are
oscillatory [8, 53, 44, 18]. Several approaches have been developed to address these issues, for example
by adding a small amount of artificial viscosity as in the case of Streamline Upwind/Petrov Galerkin
(SUPG) or Galerkin Least Squares (GLS) or by enriching the space with bubble functions. SUPG
stabilization was used in previous works on Reynolds-robust preconditioners [6, 23]. As both of these
works consider piecewise constant pressures, the pressure gradient on each cell vanishes and hence only
the top-left block is modified when adding SUPG stabilization. For the Scott–Vogelius element this
is not the case, and SUPG stabilization results in a modification of the top-right block, introducing
additional coupling between the velocity and the pressure [9, p. 1249], [26, p. 250]. This makes the
nonlinear problem much more difficult to solve. In fact, in numerical experiments we observe that
the outer Newton solver already fails to converge at Re = 50 for a two dimensional lid-driven cavity,
even with the use of a direct solver. Furthermore, the modified top-right block needs to be taken into
account when adding the augmented Lagrangian term and in the multigrid scheme for the top-left
block.
In 1976 Douglas & Dupont [16] suggested an interior penalty scheme that penalises a jump of the
derivative across facets:
S(u, v) =
∑
K∈Mˆh
1
2
∫
∂K
δh2∂K
[∇u] : [∇v] ds, (4.13)
where
[∇u] denotes the jump of the gradient, h∂K is a function giving the facet size, and δ is a free
parameter. The term vanishes when the velocity is C1-continuous. This scheme has received renewed
attention and it was shown in [10] that it successfully stabilizes advection-dominated problems and
has subsequently been used to stabilize the Stokes [11] and the Oseen equations [9, 12]. In addition to
not introducing any additional coupling of the pressure and the velocity, an advantage of this scheme
is that it is adjoint consistent and preserves the order of convergence in the L2 norm [10, 12].
We now consider the effect of adding (4.13) to the top-left block on the multigrid scheme. Since
S vanishes for functions that have continuous gradients, we have added another bilinear form to
our system that has a nontrivial kernel consisting of C1 vector fields. As the weight δh2∂K is small,
the impact is not as significant as that of the grad-div term, but for very high Reynolds number
or coarse meshes, we still observe reduced performance of the multigrid scheme. As discussed in the
previous section, we know that for the smoother to be robust the space decomposition must provide
a decomposition of the kernel. In two dimensions, this is satisfied if k ≥ 3, as the macrostar around
vertices then captures the support of the HCT element. In three dimensions the lowest degree (that
the authors are aware of) for a local basis for C1 vector fields on barycentrically refined meshes is
k = 5, see [2, 31].
This argument is heuristic, and a full analysis of problems with two different singular terms is out
of the scope of this work. Nevertheless, in the numerical experiments we will see that the scheme is
noticeably more robust for k = 3 in two dimensions and k = 5 in three dimensions in the presence of
the stabilization (4.13).
Remark 4.1. We conjecture that similar robustness properties will carry over to the case of Powell–
Sabin splits. In two dimensions, there is a local C1-conforming quadratic basis on Powell–Sabin splits
[42], and in three dimensions there is a local C1-conforming cubic basis [57]. We therefore expect that
the choice k ≥ d will provide more robust iteration counts in the presence of stabilization than the
minimal k = d− 1 required for inf-sup stability on meshes with this macro structure.
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4.3. Prolongation
The second key ingredient of the multigrid scheme is a robust prolongation operator. To keep notation
simple we consider the case of a two-level scheme and denote the coarse-grid function space by VH
and the fine-grid space by Vh. We denote the standard prolongation operator induced by the finite
element interpolation operator in Vh by PH : VH → Vh. Let uH ∈ VH be a coarse-grid function. For
the multigrid scheme to be γ robust, it was shown by Scho¨berl [48] that the prolongation operator
must satisfy
‖PHuH‖Ah,γ ≤ C‖uH‖AH,γ (4.14)
with a constant C independent of γ. Calculating these norms for a divergence-free function uH ∈ VH ,
we observe that
‖uH‖2AH,γ = ‖∇uH‖2L2 + γ‖∇ · uH︸ ︷︷ ︸
=0
‖2L2 ,
‖PHuH‖2Ah,γ = ‖∇(PHuH)‖2L2 + γ‖∇ · (PHuH)‖2L2 .
(4.15)
However, since the multigrid hierarchy considered here is non-nested, the interpolation is not exact
and uH being divergence-free does not necessarily imply the same property for PHuH .
Remark 4.2. We note that this scenario differs from the situation in [48, 6]. There the function
spaces are nested, but a discretely divergence-free function on the coarse-grid may not be discretely
divergence-free on the fine grid, as Qh is larger than QH .
Inspecting the mesh hierarchy in Figure 2, we notice that the interpolation is exact along the edges
of the coarse-grid macro mesh. In turn, this means that the flux across these edges is preserved exactly
and hence the interpolated vector-field is divergence-free with respect to pressure functions that are
piecewise constant on the macro mesh (i.e. before barycentric refinement):
Q˜H = {q ∈ L2(Ω) : q|K ≡ const ∀K ∈Mh}. (4.16)
For a robust prolongation, we therefore only need to modify the degrees of freedom within a coarse-grid
macro cell to remove the divergence within the cell that was created by the interpolation. To this end
we define the subspace V˜h ⊂ Vh of functions that vanish on the boundaries of macro cells
V˜h = {v ∈ Vh : v = 0 on ∂K for all K ∈Mh}. (4.17)
We then solve for u˜h ∈ V˜h such that
ν(ε(u˜h), ε(v˜h)) + γ(∇ · u˜h,∇ · v˜h) = γ(ΠQ˜h(∇ · (PHuH)),ΠQ˜h(∇ · v˜h)) for all v˜h ∈ V˜h. (4.18)
It was shown in [22] that then the modified prolongation given by
P˜HuH = PHuH − u˜h (4.19)
is continuous in the energy norm with a continuity constant independent of γ. We emphasize that due
to the nature of the space V˜h, (4.18) decouples into many small, independent solves and hence can be
solved efficiently, see Figure 6. In addition, since the problem solved on each coarse macro cell does
not vary through the nonlinear iteration, the small matrices can be assembled and factorized once in
an initialization step.
5. Numerical examples
5.1. Details of the algorithm
A graphical depiction of the solver algorithm is given in Figure 7. The essential structure is the same
as in [23], with different multigrid components for Aγ . The code is implemented in Firedrake [45] using
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Figure 6. The robust prolongation operator solves local Stokes problems on each
coarse macro cell.
PETSc [5] and PCPATCH [20]. Since the convergence behavior of Newton’s method is not Reynolds-
robust, we employ continuation in the Reynolds number to ensure its convergence. A flexible Krylov
variant is required as we apply GMRES inside the multigrid relaxation, and hence we use flexible
GMRES [46] as the outermost Krylov solver. We use the full block factorization preconditioner
P−1 =
(
I −A˜−1γ B>
0 I
)(
A˜−1γ 0
0 S˜−1
)(
I 0
−BA˜−1γ I
)
(5.1)
with the scaled inverse of the (block diagonal) pressure mass matrix as S˜−1, and one full multigrid
cycle of the algorithm described in Section 4 as A˜−1γ . Each relaxation sweep conducts 6 (in 2D) or 10
(in 3D) GMRES iterations preconditioned by the additive macrostar iteration. As in [23], the problem
on the coarsest level is solved with the SuperLU DIST sparse direct solver [37, 36] and uses PETSc’s
telescoping functionality [39] for improved parallel scalability.
Continuation
Newton solver with line search
Krylov solver (FGMRES)
Block preconditioner
Approximate Schur complement inverse
Exact pressure mass matrix inverse
F-cycle on augmented momentum block
Coarse grid solver
LU factorization
Prolongation operator
Local solves over coarse macro cells
Relaxation
GMRES
Additive macrostar iteration
Figure 7. An outline of the algorithm for solving (1.1).
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5.2. Verification and pressure robustness
We consider the two-dimensional test case of [52] to verify the implementation and to confirm that
the velocity errors are independent of the Reynolds number. The example is similar to the lid-driven
cavity but with a known analytical solution. Using either the [P2]2−Pdisc1 Scott–Vogelius or the [P2]2−P1
Taylor–Hood element we observe the expected second order convergence of the velocity gradient and
of the pressure as the mesh is refined, see Figure 8. In addition, we compare to the [P2]2−P0 element
used in [6, 23] which converges at first order only.
As motivated in the introduction, since the Taylor–Hood and the [P2]2−P0 element do not enforce
the divergence constraint exactly (see bottom right of Figure 8), the velocity error increases as the
Reynolds number is increased. This is in contrast to the solutions obtained using the Scott–Vogelius
element, which are divergence-free up to solver tolerances and exhibit Reynolds-robust errors.
5.3. Two dimensional examples
We consider two representative benchmark problems: the regularised lid-driven cavity and backward-
facing step problems, shown in Figures 9 and 10, and described in detail in [18, Examples 8.1.2 and
8.1.3]. We choose relative and absolute tolerances of 10−9 and 10−8 respectively for the nonlinear
solver and 10−9 and 10−10 for the linear solver. The mesh hierarchy is constructed as described in
Section 2. In each case, we start with a given coarse grid, perform the specified number of uniform
refinements, and then barycentrically refine each level once.
We perform continuation in the Reynolds number: we start by solving the Stokes equations, and then
solve for Re = 1, Re = 10, Re = 100, Re = 200, Re = 300, etc., up to Re = 10 000, using the previous
solution as initial guess for the subsequent Newton iteration. For the backward-facing step cases we
add additional continuation steps at Re ∈ {50, 150, 250, 350}. The augmented Lagrangian parameter
is set to γ = 104 and the stabilisation parameter is chosen as δ = 5 · 10−3 in all experiments.
For the lid-driven cavity the coarse mesh is given by a regular 10 × 10 triangular mesh. Iteration
counts are shown in Table 1. Using the [P2]2−Pdisc1 element, we see essentially constant iteration counts
to Re = 1 000. At higher Reynolds number iteration counts increase significantly. However, we notice
that as we consider finer meshes and resolve the flow better, iteration counts decrease. Increasing the
discretization order to [P3]2−Pdisc2 to additionally capture the kernel of the stabilization (cf. Section 4.2)
improves the performance of the preconditioner significantly. On the finest mesh, iteration counts only
increase from 2 to 5 iterations as we increase the Reynolds number by four orders of magnitude.
The improved robustness implies that this discretization is very attractive, especially at higher
Reynolds number: it converges at higher order but the computational cost is only a little bigger than
that of the [P2]2−P0 and [P2]2−Pdisc1 discretization on the same mesh, as shown in Table 2.
Iteration counts for the backwards-facing step are shown in Table 3. For this case we consider a
coarse mesh generated by the frontal meshing algorithm of Gmsh [27] consisting of 5996 triangles. The
results are qualitatively similar to those for the lid-driven cavity: using the [P2]2−Pdisc1 discretization
we observe robust iteration counts to Re = 1 000, while for the [P3]2−Pdisc2 element robustness extends
to Re = 10 000.
5.4. Three dimensional examples
We now study three dimensional variants of the lid-driven cavity and backwards-facing step problems;
these are described in detail in [23, §5.5]. The solver tolerances are all relaxed to 10−8 in three
dimensions. We study iteration counts both with and without adding the stabilization terms in (4.13).
Results for the lid-driven cavity are shown in Table 4. Both with and without stabilization we
observe iteration counts that approximately double as the Reynolds number is increased from Re = 10
to Re = 5 000.
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2−8 2−7 2−6 2−5 2−4 2−3
10−6
10−5
10−4
10−3
10−2
10−1
100
h
‖∇(u− uh)‖0
[P2]2−Pdisc1 ,Re = 101 [P2]2−P0,Re = 101 [P2]2−P1,Re = 101 h
[P2]2−Pdisc1 ,Re = 102 [P2]2−P0,Re = 102 [P2]2−P1,Re = 102 h2
[P2]2−Pdisc1 ,Re = 103 [P2]2−P0,Re = 103 [P2]2−P1,Re = 103 h3
2−8 2−7 2−6 2−5 2−4 2−3
10−10
10−8
10−6
10−4
10−2
100
h
‖uh − u‖0
2−8 2−7 2−6 2−5 2−4 2−3
10−7
10−6
10−5
10−4
10−3
10−2
10−1
h
‖p− ph‖0
2−8 2−7 2−6 2−5 2−4 2−3
10−14
10−10
10−6
10−2
h
‖∇ · uh‖0
Figure 8. Velocity and pressure error as well as L2 norm of the divergence for the
[P2]2−P0, [P2]2−P1, and [P2]2−Pdisc1 elements for different Reynolds numbers. The
[P2]2−Pdisc1 element yields velocity errors independent of the Reynolds number, while
the other discretizations do not.
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Figure 9. Streamlines for the two dimensional lid-driven cavity problem at Re =
2 500. The domain is given by the [0, 2] × [0, 2] square. The boundary condition on
the top is given by a horizontal velocity field u(x, y) = (x2(2 − x)2, 0) and the other
boundaries are equipped with a no-slip condition.
Figure 10. Streamlines for the two dimensional backwards-facing step problem at
Re = 200. The domain is given by ([0, 10]×[0, 2])\([0, 1)×[0, 1)). The inflow condition at
the top-left boundary is given by a horizontal velocity field u(x, y) = (4(2−y)(y−1), 0),
a natural outflow condition (1.1d) is enforced on the right and the other boundaries
are equipped with a no-slip condition.
Refinements Degrees of freedom
Reynolds number
10 100 1 000 5 000 10 000
[P2]2−Pdisc1
1 1.70× 104 4.50 5.00 6.67 18.00 25.50
2 6.75× 104 4.00 4.33 5.67 16.00 29.00
3 2.69× 105 4.00 4.00 4.00 10.00 18.00
4 1.08× 106 3.00 3.33 2.67 6.50 11.50
[P3]2−Pdisc2
1 3.62× 104 2.50 2.67 3.33 8.00 11.50
2 1.44× 105 2.50 2.67 2.33 5.50 9.50
3 5.77× 105 2.00 2.67 2.00 4.00 5.50
4 2.31× 106 2.00 2.67 2.00 2.50 5.00
Table 1. Average number of outer Krylov iterations per Newton step for the 2D
regularised lid-driven cavity problem using the Scott–Vogelius discretization for k = 2
and k = 3.
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Discretization Degrees of freedom
Reynolds number
10 100 1 000 5 000 10 000
[P2]2−P0 6.57× 105 1.85 2.17 2.70 5.32 5.67
[P2]2−Pdisc1 1.08× 106 3.27 3.51 2.97 6.04 10.16
[P3]2−Pdisc2 2.31× 106 7.04 8.30 7.01 8.01 13.30
Table 2. Runtime per Newton step (in seconds) for the 2D regularised lid-driven
cavity using the [P2]2−P0, [P2]2−Pdisc1 , and [P3]2−Pdisc2 element pairs. Measured on an
Intel 6600K CPU running four MPI processes.
Refinements Degrees of freedom
Reynolds number
10 100 1 000 5 000 10 000
[P2]2−Pdisc1
1 4.79× 105 3.67 3.25 5.00 14.50 19.50
2 1.91× 106 3.67 3.25 4.00 8.50 13.50
3 7.64× 106 4.50 4.33 3.00 5.00 9.50
[P3]2−Pdisc2
1 1.02× 106 2.00 2.00 2.50 4.50 6.00
2 4.10× 106 2.50 2.33 1.50 2.00 3.00
3 1.64× 107 2.50 3.33 2.00 1.50 2.00
Table 3. Average number of outer Krylov iterations per Newton step for the 2D
backwards-facing step problem using the Scott–Vogelius discretization for k = 2 and
k = 3.
We show results for the backward-facing step in Table 5. Without stabilization, we observe iteration
counts that approximately triple over the same range of Reynolds numbers. However, when adding
stabilization, iteration counts increase significantly and blow up for very high Reynolds number. We
attribute this to the issue raised in Section 4.2: the stabilization term itself has a large nullspace
(consisting of C1 vector fields) that is not captured by the relaxation induced by the macrostar
around vertices. If we choose k = 5 we know that a local basis for C1 functions exists. Indeed, we see
in Table 5 that iteration counts for the [P5]3−Pdisc4 element are significantly more robust.
The results in Tables 4 and 5 were obtained on the ARCHER supercomputer. To provide an im-
pression of computational performance, the results on the twice refined mesh of Table 5 were run on
512 cores (for k = 3, ∼ 60 000 dofs/core) and 960 cores (for k = 5, ∼ 31 000 dofs/core). Without
stabilisation, each Krylov iteration takes ∼ 16 seconds. Adding stabilisation increases this to ∼ 30
seconds (due to the larger number of non-zeros in the matrix) and increasing the order to k = 5
increases the runtime further to ∼ 450 seconds. Though we would not recommend the case k = 5 as a
practical discretization due to its high computational cost and memory requirements, we include the
results to demonstrate the necessity of capturing the nullspace of all singular operators in order to
obtain a fully robust scheme.
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Refinements Degrees of freedom
Reynolds number
10 100 1 000 2 500 5 000
k = 3 without stabilization
1 1.03× 106 3.00 3.67 3.50 4.00 5.00
2 8.22× 106 3.50 3.67 4.00 4.00 4.00
3 6.55× 107 3.00 3.33 3.50 3.50 4.00
k = 3 with stabilization
1 1.03× 106 3.00 4.00 4.50 5.00 6.00
2 8.22× 106 3.50 4.00 5.50 6.00 6.50
3 6.55× 107 3.00 3.33 5.00 6.00 7.50
Table 4. Average number of outer Krylov iterations per Newton step for the 3D
regularised lid-driven cavity problem.
Refinements Degrees of freedom
Reynolds number
10 100 1 000 2 500 5 000
k = 3 without stabilization
1 3.85× 106 4.50 4.33 5.33 9.00 15.00
2 3.06× 107 5.00 5.33 5.33 10.00 12.00
k = 3 with stabilization
1 3.85× 106 4.50 5.33 7.33 11.50 13.50
2 3.06× 107 5.00 6.33 12.50 14.00 154.00
k = 5 with stabilization
1 3.81× 106 1.50 1.67 2.00 3.50 4.00
2 3.03× 107 2.00 1.67 2.00 2.50 5.00
Table 5. Average number of outer Krylov iterations per Newton step for the 3D
backwards-facing step problem. The results for k = 5 were obtained on a coarser mesh
to have a comparable number of degrees of freedom to the case of k = 3.
6. Summary
The goal of this work was to develop a scalable solver for the stationary incompressible Navier–Stokes
equations that exhibits both Reynolds-robust iteration counts and errors. To achieve this goal we apply
the augmented Lagrangian approach to the exactly incompressible Scott–Vogelius discretization on
barycentric grids, and solve the augmented momentum block with a specialized multigrid method that
exploits the barycentric structure in both relaxation and prolongation.
Dictated by inf-sup stability, the minimal polynomial degree that we require is k = d. For this
degree we observe robust iteration counts to Re ∼ 1 000 but increase for higher Reynolds numbers.
We attribute this behaviour to the singular nature of the stabilization term employed and show that
when using a sufficiently high order discretization, full robustness can be achieved.
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Code availability
The code for the Navier–Stokes solver and the numerical experiments in this paper can be found at
https://github.com/florianwechsung/alfi/. For reproducibility, all major Firedrake components
as well as the code used to run these examples have been archived on Zenodo. The results in Ta-
bles 1, 3, 4, and 5 were obtained on ARCHER, the UK national supercomputer using the code archived
at [24, 56]. The results in Figure 8 and Table 2 were obtained using the code archived at [59, 21].
References
[1] N. Ahmed, A. Linke, and C. Merdon, Towards pressure-robust mixed methods for the incom-
pressible Navier–Stokes equations, Computational Methods in Applied Mathematics, 18 (2018),
pp. 353–372, https://doi.org/10.1515/cmam-2017-0047.
[2] P. Alfeld, A trivariate Clough–Tocher scheme for tetrahedral data, Computer Aided Geometric
Design, 1 (1984), pp. 169–181, https://doi.org/10.1016/0167-8396(84)90029-3.
[3] D. N. Arnold, R. Falk, and R. Winther, Preconditioning in H(div) and applica-
tions, Mathematics of Computation, 66 (1997), pp. 957–984, https://doi.org/10.1090/
S0025-5718-97-00826-0.
[4] D. N. Arnold, R. S. Falk, and R. Winther, Multigrid in H(div) and H(curl), Numerische
Mathematik, 85 (2000), pp. 197–217, https://doi.org/10.1007/pl00005386.
[5] S. Balay, S. Abhyankar, M. F. Adams, J. Brown, P. Brune, K. Buschelman, L. Dal-
cin, V. Eijkhout, W. D. Gropp, D. Karpeyev, D. Kaushik, M. G. Knepley, D. A. May,
L. C. McInnes, R. T. Mills, T. Munson, K. Rupp, P. Sanan, B. F. Smith, S. Zampini,
H. Zhang, and H. Zhang, PETSc users manual, Tech. Report ANL-95/11 - Revision 3.11,
Argonne National Laboratory, 2019.
[6] M. Benzi and M. A. Olshanskii, An augmented Lagrangian-based approach to the Oseen
problem, SIAM Journal on Scientific Computing, 28 (2006), pp. 2095–2113, https://doi.org/
10.1137/050646421.
[7] M. Benzi, M. A. Olshanskii, and Z. Wang, Modified augmented Lagrangian preconditioners
for the incompressible Navier-Stokes equations, International Journal for Numerical Methods in
Fluids, 66 (2011), pp. 486–508, https://doi.org/10.1002/fld.2267.
[8] A. N. Brooks and T. J. R. Hughes, Streamline upwind/Petrov-Galerkin formulations for
convection dominated flows with particular emphasis on the incompressible Navier-Stokes equa-
tions, Computer Methods in Applied Mechanics and Engineering, 32 (1982), pp. 199–259,
https://doi.org/10.1016/0045-7825(82)90071-8.
[9] E. Burman, M. A. Ferna´ndez, and P. Hansbo, Continuous interior penalty finite element
method for Oseen’s equations, SIAM Journal on Numerical Analysis, 44 (2006), pp. 1248–1274,
https://doi.org/10.1137/040617686.
[10] E. Burman and P. Hansbo, Edge stabilization for Galerkin approximations of convec-
tion–diffusion–reaction problems, Computer Methods in Applied Mechanics and Engineering, 193
(2004), pp. 1437–1453, https://doi.org/10.1016/j.cma.2003.12.032.
17
P. E. Farrell, L. Mitchell, L. R. Scott, & F. Wechsung
[11] E. Burman and P. Hansbo, Edge stabilization for the generalized Stokes problem: A continuous
interior penalty method, Computer Methods in Applied Mechanics and Engineering, 195 (2006),
pp. 2393–2410, https://doi.org/10.1016/j.cma.2005.05.009.
[12] E. Burman and A. Linke, Stabilized finite element schemes for incompressible flow using
Scott–Vogelius elements, Applied Numerical Mathematics, 58 (2008), pp. 1704–1719, https:
//doi.org/10.1016/j.apnum.2007.11.001.
[13] P. G. Ciarlet, The Finite Element Method for Elliptic Problems, North-Holland, 1978.
Reprinted by SIAM in 2002.
[14] B. Cockburn, G. Kanschat, and D. Scho¨tzau, A note on discontinuous Galerkin divergence-
free solutions of the Navier–Stokes equations, Journal of Scientific Computing, 31 (2007), pp. 61–
73, https://doi.org/10.1007/s10915-006-9107-7.
[15] C. Conca, F. Murat, and O. Pironneau, The Stokes and Navier-Stokes equations with bound-
ary conditions involving the pressure, Japanese Journal of Mathematics. New series, 20 (1994),
pp. 279–318.
[16] J. Douglas and T. Dupont, Interior penalty procedures for elliptic and parabolic Galerkin
methods, in Computing Methods in Applied Sciences, vol. 58, Springer Berlin Heidelberg, 1976,
pp. 207–216, https://doi.org/10.1007/BFb0120591.
[17] H. Elman, V. E. Howle, J. Shadid, R. Shuttleworth, and R. Tuminaro, Block precon-
ditioners based on approximate commutators, SIAM Journal on Scientific Computing, 27 (2006),
pp. 1651–1668, https://doi.org/10.1137/040608817.
[18] H. C. Elman, D. J. Silvester, and A. J. Wathen, Finite Elements and Fast Iterative Solvers:
with applications in incompressible fluid dynamics, Oxford University Press, 2014.
[19] R. E. Ewing and J. Wang, Analysis of the Schwarz algorithm for mixed finite elements methods,
ESAIM: Mathematical Modelling and Numerical Analysis, 26 (1992), pp. 739–756, https://doi.
org/10.1051/m2an/1992260607391.
[20] P. E. Farrell, M. G. Knepley, L. Mitchell, and F. Wechsung, PCPATCH: Software
for the topological construction of multigrid relaxation methods., 2019, https://arxiv.org/abs/
1912.08516.
[21] P. E. Farrell, L. Mitchell, L. R. Scott, and F. Wechsung, florianwechsung/alfi:
Reynolds-Robust Preconditioners for the NSE, 2020, https://doi.org/10.5281/zenodo.
3756281, https://github.com/florianwechsung/alfi/tree/fw/svpaper.
[22] P. E. Farrell, L. Mitchell, L. R. Scott, and F. Wechsung, Robust multigrid methods
for nearly incompressible elasticity using macro elements, 2020, https://arxiv.org/abs/2020.
02051.
[23] P. E. Farrell, L. Mitchell, and F. Wechsung, An augmented Lagrangian preconditioner for
the 3D stationary incompressible Navier–Stokes equations at high Reynolds number, SIAM Journal
on Scientific Computing, 41 (2019), pp. A3073–A3096, https://doi.org/10.1137/18M1219370,
https://arxiv.org/abs/1810.03315.
18
REYNOLDS-ROBUST PRECONDITIONERS FOR THE NSE
[24] Firedrake-Zenodo, Software used in ‘Shape optimisation examples for “Shape Optimisa-
tion and Robust Solvers for Incompressible Flow”’, 2019, https://doi.org/10.5281/zenodo.
3369183, https://zenodo.org/record/3369183.
[25] G. Fu, J. Guzma´n, and M. Neilan, Exact smooth piecewise polynomial sequences on Alfeld
splits, Mathematics of Computation, 89 (2020), pp. 1059–1091, https://doi.org/10.1090/
mcom/3520.
[26] T. Gelhard, G. Lube, M. A. Olshanskii, and J.-H. Starcke, Stabilized finite element
schemes with LBB-stable elements for incompressible flows, Journal of Computational and Ap-
plied Mathematics, 177 (2005), pp. 243–267, https://doi.org/10.1016/j.cam.2004.09.017.
[27] C. Geuzaine and J.-F. Remacle, Gmsh: A 3-D finite element mesh generator with built-in
pre- and post-processing facilities, International Journal for Numerical Methods in Engineering,
79 (2009), pp. 1309–1331, https://doi.org/10.1002/nme.2579.
[28] Q. Hong, J. Kraus, J. Xu, and L. Zikatanov, A robust multigrid method for discontinuous
Galerkin discretizations of Stokes and linear elasticity equations, Numerische Mathematik, 132
(2015), pp. 23–49, https://doi.org/10.1007/s00211-015-0712-y.
[29] V. John, A. Linke, C. Merdon, M. Neilan, and L. G. Rebholz, On the divergence con-
straint in mixed finite element methods for incompressible flows, SIAM Review, 59 (2017), pp. 492–
544, https://doi.org/10.1137/15m1047696.
[30] D. Kay, D. Loghin, and A. Wathen, A preconditioner for the steady-state Navier–Stokes
equations, SIAM Journal on Scientific Computing, 24 (2002), pp. 237–256, https://doi.org/
10.1137/S106482759935808X.
[31] A. Kolesnikov and T. Sorokina, Multivariate C1-Continuous Splines on the Alfeld Split
of a Simplex, in Approximation Theory XIV: San Antonio 2013, G. E. Fasshauer and L. L.
Schumaker, eds., vol. 83, Springer International Publishing, Cham, 2014, pp. 283–294, https:
//doi.org/10.1007/978-3-319-06404-8_16. Series Title: Springer Proceedings in Mathematics
& Statistics.
[32] L. D. Landau and E. M. Lifshitz, Fluid mechanics, no. 6 in Course of Theoretical Physics,
Elsevier/Butterworth Heinemann, Amsterdam, 2nd ed., 1987.
[33] Y.-J. Lee, J. Wu, and J. Chen, Robust multigrid method for the planar linear elastic-
ity problems, Numerische Mathematik, 113 (2009), pp. 473–496, https://doi.org/10.1007/
s00211-009-0232-8.
[34] Y.-J. Lee, J. Wu, J. Xu, and L. Zikatanov, Robust subspace correction methods for nearly
singular systems, Mathematical Models and Methods in Applied Sciences, 17 (2007), pp. 1937–
1963, https://doi.org/10.1142/s0218202507002522.
[35] C. Lehrenfeld and J. Scho¨berl, High order exactly divergence-free hybrid discontinuous
Galerkin methods for unsteady incompressible flows, Computer Methods in Applied Mechanics
and Engineering, 307 (2016), pp. 339–361, https://doi.org/10.1016/j.cma.2016.04.025.
[36] X. S. Li and J. W. Demmel, SuperLU DIST: A scalable distributed-memory sparse direct
solver for unsymmetric linear systems, ACM Transactions on Mathematical Software, 29 (2003),
pp. 110–140, https://doi.org/10.1145/779359.779361.
19
P. E. Farrell, L. Mitchell, L. R. Scott, & F. Wechsung
[37] X. S. Li, J. W. Demmel, J. R. Gilbert, iL. Grigori, M. Shao, and I. Yamazaki, SuperLU
Users’ Guide, Tech. Report LBNL-44289, Lawrence Berkeley National Laboratory, September
1999.
[38] A. Linke and L. G. Rebholz, Pressure-induced locking in mixed methods for time-dependent
(Navier–)Stokes equations, Journal of Computational Physics, 388 (2019), pp. 350–356, https:
//doi.org/10.1016/j.jcp.2019.03.010.
[39] D. A. May, P. Sanan, K. Rupp, M. G. Knepley, and B. F. Smith, Extreme-scale multigrid
components within PETSc, in Proceedings of the Platform for Advanced Scientific Computing
Conference, 2016, https://doi.org/10.1145/2929908.2929913.
[40] M. A. Olshanskii and L. G. Rebholz, Application of barycenter refined meshes in linear
elasticity and incompressible fluid dynamics, Electronic Transactions on Numerical Analysis, 38
(2011), pp. 258–274.
[41] S. Patankar, Numerical Heat Transfer and Fluid Flow, Hemisphere Series on Computational
Methods in Mechanics and Thermal Science, Taylor & Francis, 1 ed., 1980.
[42] M. J. D. Powell and M. A. Sabin, Piecewise quadratic approximations on triangles, ACM
Transactions on Mathematical Software, 3 (1977), pp. 316–325, https://doi.org/10.1145/
355759.355761.
[43] J. Qin, On the convergence of some low order mixed finite elements for incompressible fluids,
PhD thesis, Pennsylvania State University, 1994.
[44] A. Quarteroni and A. Valli, Numerical Approximation of Partial Differential Equations,
vol. 23 of Springer Series in Computational Mathematics, Springer, 2008.
[45] F. Rathgeber, D. A. Ham, L. Mitchell, M. Lange, F. Luporini, A. T. T. Mcrae, G.-T.
Bercea, G. R. Markall, and P. H. J. Kelly, Firedrake: automating the finite element method
by composing abstractions, ACM Transactions on Mathematical Software, 43 (2016), pp. 1–27,
https://doi.org/10.1145/2998441.
[46] Y. Saad, A flexible inner-outer preconditioned GMRES algorithm, SIAM Journal on Scientific
Computing, 14 (1993), pp. 461–469, https://doi.org/10.1137/0914028.
[47] J. Scho¨berl, Multigrid methods for a parameter dependent problem in primal variables, Nu-
merische Mathematik, 84 (1999), pp. 97–119, https://doi.org/10.1007/s002110050465.
[48] J. Scho¨berl, Robust Multigrid Methods for Parameter Dependent Problems, PhD thesis, Jo-
hannes Kepler Universita¨t Linz, Linz, Austria, 1999.
[49] J. Scho¨berl, Robust Multigrid Preconditioning for Parameter-Dependent Problems I: The
Stokes-Type Case, in Multigrid Methods V, W. Hackbusch and G. Wittum, eds., Lecture Notes
in Computational Science and Engineering, Springer Berlin Heidelberg, 1998, pp. 260–275,
https://doi.org/10.1007/978-3-642-58734-4_15.
[50] L. R. Scott and M. Vogelius, Conforming finite element methods for incompressible and
nearly incompressible continua, in Large Scale Computations in Fluid Mechanics, B. E. Engquist,
ıt et al., eds., vol. 22 (Part 2), Providence: AMS, 1985, pp. 221–244.
20
REYNOLDS-ROBUST PRECONDITIONERS FOR THE NSE
[51] L. R. Scott and M. Vogelius, Norm estimates for a maximal right inverse of the divergence
operator in spaces of piecewise polynomials, ESAIM: Mathematical Modelling and Numerical
Analysis, 19 (1985), pp. 111–143, https://doi.org/10.1051/m2an/1985190101111.
[52] T. Shih, C. Tan, and B. Hwang, Effects of grid staggering on numerical schemes, International
Journal for Numerical Methods in Fluids, 9 (1989), pp. 193–212, https://doi.org/10.1002/
fld.1650090206.
[53] S. Turek, Efficient Solvers for Incompressible Flow Problems: An Algorithmic and Computa-
tional Approach, Lecture Notes in Computational Science and Engineering, Springer, 1999.
[54] S. P. Vanka, Block-implicit multigrid solution of Navier-Stokes equations in primitive vari-
ables, Journal of Computational Physics, 65 (1986), pp. 138–158, https://doi.org/10.1016/
0021-9991(86)90008-2.
[55] J. Wang and X. Ye, New finite element methods in computational fluid dynamics by H(div)
elements, SIAM Journal on Numerical Analysis, 45 (2007), pp. 1269–1286, https://doi.org/
10.1137/060649227.
[56] F. Wechsung, florianwechsung/alfi: Thesis submission, 2019, https://doi.org/10.5281/
zenodo.3369207.
[57] A. J. Worsey and G. Farin, An n-dimensional Clough–Tocher interpolant, Constructive Ap-
proximation, 3 (1987), pp. 99–110, https://doi.org/10.1007/BF01890556.
[58] J. Xu, Iterative methods by space decomposition and subspace correction, SIAM Review, 34 (1992),
pp. 581–613, https://doi.org/10.1137/1034116.
[59] Software used in ’A Reynolds-robust preconditioner for the Reynolds-robust Scott–Vogelius dis-
cretization of the stationary incompressible Navier–Stokes equations’, apr 2020, https://doi.
org/10.5281/zenodo.3756859, https://doi.org/10.5281/zenodo.3756859.
[60] S. Zhang, A new family of stable mixed finite elements for the 3D Stokes equations, Mathematics
of Computation, 74 (2004), pp. 543–555, https://doi.org/10.1090/s0025-5718-04-01711-9.
[61] S. Zhang, On the P1 Powell-Sabin divergence free finite element for the Stokes equations, Journal
of Computational Mathematics, 26 (2008), pp. 456–470.
[62] S. Zhang, Divergence-free finite elements on tetrahedral grids for k ≥ 6, Mathematics of Com-
putation, 80 (2011), pp. 669–695, https://doi.org/10.1090/S0025-5718-2010-02412-3.
[63] S. Zhang, Quadratic divergence-free finite elements on Powell–Sabin tetrahedral grids, Calcolo,
48 (2011), pp. 211–244, https://doi.org/10.1007/s10092-010-0035-4.
21
