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Spatially and temporally resolved microscopy of traps in hybrid
organic-inorganic perovskites
In recent years the class of materials known as hybrid organic-inorganic perovskite
(HOIP) have received notable attention for use in photovoltaic applications, with record
solar conversion eciencies reaching other established thin lm systems. Despite their
rapid development, there are still ongoing issues related to heterogeneous lm prop-
erties which limit device performance. It has been suggested that sites which capture
charge carriers (traps) could be localized on a micrometer or smaller size scale, leading
to regions of poor eciency. Understanding the electronic properties of such regions,
in particular on how they inuence carrier recombination, will therefore provide cru-
cial information about the carrier loss pathways in HOIP lms, which will be essential
for developing new strategies to minimize losses and create more ecient devices. In
order to gain information about the ultrafast charge carrier recombination dynamics
on nanoscale length scales, specialized techniques which can provide information with
both high spatial and temporal resolution will be necessary. Here, we utilize time re-
solved photoemission electron microscopy (TR-PEEM) as a novel technique to study
the nanoscale ultrafast properties of photo excited carriers and their relation to hetero-
geneous lm properties in HOIP thin lm materials. Following this overall theme, the
work in this thesis will address several nanoscale properties and phenomenon. First,
we will uncover the nanoscale distribution of carrier traps in a HOIP lm which result
in non-radiative losses. We then will describe in depth the ultrafast carrier trapping
processes happening at nanoscale trap clusters. Following this, we will then discuss
other novel information and studies on the traps in HOIP which can be realized using
TR-PEEM, namely on eects of light treatments and morphological information. By
gaining a deeper understanding in these directions, we hope to contribute to the broader
goal of improving HOIP photovoltaic device eciency and showcase TR-PEEM as a
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SED scanning electron diraction
SEM scanning electron microscopy
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TEM transmission electron microscopy
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Over the course of the latter half of the twentieth and ongoing into the twenty rst cen-
tury, there has been a growing push to pursue and develop "green", or more specically,
alternate, renewable, and ecient energy sources. In particular, solar cell technologies
have been one of the most prominent solutions towards achieving "green" energy. The
development of solar cells since the demonstration of practical silicon-based devices by
Bell labs in the 1950s [1] is one full of new materials, advanced processing methods,
and device design and architecture. However, one of the important challenges, central
to the operation of all solar cells and photovoltaic (PV) devices, is overcoming the
eects of unwanted charge carrier losses within the absorbing material. In particular,
understanding the properties of defects which act as charge carrier trapping and recom-
bination centers within the solar material is central to achieving higher device eciency.
Park, et al. [2] recently gave a nice overview of the development of defect understand-
ing in silicon, thin-lm, and the currently expanding eld of hybrid organic-inorganic
perovskite (HOIP) materials, which underlines the importance of understanding how
defects inuence the properties of solar cell devices. One of the surprising discoveries
about HOIP materials has been that despite the relatively high density of carrier traps
measured (as compared to inorganic photovoltaic materials), quite good performance
can be achieved in thin lm devices [3]. However, most HOIP devices still operate in a
regime where the eciency is limited by unwanted recombination losses. Hence, under-
standing the details behind the properties of defects and their role on carrier trapping
has become a greater research focus over the last few years, as solving issues related to
carrier traps still represents an important direction for improving future devices.
Stepping back for a moment, it is also important to consider how advances in
material understanding have been linked to improvements in experimental tools and
techniques. In particular, advances in electron microscopy techniques have seen tremen-
dous success for material study. In the last two decades, a new sub-eld of electron
microscopy has started to emerge, following the availability of commercial ultrafast
pulsed laser sources, which is known generally or loosely as time-resolved or ultrfast
electron microscopy. This provides ways to perform high spatial resolution imaging
of dynamic events on time scales down to picoseconds, femtoseconds, or potentially
even attoseconds, which are the relevant time scales for studying many electronic pro-
cesses in materials. The most well known example is that of 4-dimensional electron
microscopy using transmission electron microscopy (TEM) [4], where electron pulses
are generated and used to image samples. However, there are several related techniques
emerging in this eld which oer dierent strengths and possibilities. In particular,
the technique of time-resolved photoemission electron microscopy (TR-PEEM) is well
1
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suited for studying the nanoscale dynamics of photoexcited carriers in semiconductors
[5], where pulses of light are used to emit electrons from the sample itself that are then
imaged in the microscope. This technique has only recently started being applied to
semiconductor materials, and oers new avenues for understanding the relaxation of
excited states in matter and in particular in heterogeneous systems, where nanoscale
material dierences, charge transfer, and interactions will be of interest.
With these two general ideas in mind, the overall goal of my thesis work was then
to gain insight into the properties and recombination processes of defects in HOIP
materials by application of an ultrafast electron microscopy technique, namely TR-
PEEM. In the following chapters of this thesis, I will rst discuss in more detail the
properties of the HOIP materials studied in relation to their use in solar cell devices and
ongoing issues in chapter 1. I will then introduce in depth the methodology behind
TR-PEEM and discuss its merits and limits in chapter 2. In chapters 3 and 4, I
will show the rst major results of my work on using steady-state PEEM to identify
nanoscale traps in HOIP thin lms and their eects on non-radiative carrier losses,
respectively. I will then discuss the results of my TR-PEEM measurements in studying
the recombination processes at these trap sites in chapter 5. Following the development
of our understanding of the traps in these HOIP lms, the last two chapters will focus
on other directions and applications of PEEM and TR-PEEM for understanding the
defect nature in these lms. In chapter 6, I will show how PEEM can be used to study
the light-soaking phenomenon often seen in HOIP lms, while in chapter 7 I will show
the possibility for using PEEM to observe the heterogeneous grain morphology in-situ.
Finally, I will end the thesis by summarizing the main results of my work, as well as
the ideas and implications arising from them in the conclusion.
Chapter 1
Hybrid organic-inorganic perovskites
The aim of this chapter will be to review and highlight the important properties and
discoveries related to hybrid organic-inorganic perovskite (HOIP) materials in order to
motivate the research direction of the rest of the thesis. In section 1.1 I will introduce
the general properties and use of HOIP materials in relation to their photovoltaic
applications. In section 1.2, I will then discuss some of the relevant and ongoing
fundamental issues towards their use in solar cells. I will lastly discuss more specically
in section 1.3 the general properties of the triple cation samples studied in this thesis.
1.1 Photovoltaic properties and development of HOIP
HOIP are a class of material which has recently seen tremendous interest for use in
photovoltaic applications. They follow the general chemical formula for the perovskite
crystal structure of ABX3, where the A and B species are cations and the X species is an
anion. This forms a crystal structure comprised of BX6 octahedra which surround the
A cation, as depicted in gure 1.1. In order to satisfy the perovskite structure, the radii
of the dierent ions (RA, RB, RX) generally follow the Goldschmidt tolerance factor t
[6], ranging between 0.8 and 1, where t = RA+RB√
2(RB+RX)
. Perovskites containing organic
cations were rst extensively studied starting from the late 1970s [7]. These HOIPs
typically have halide anions (X) such as chlorine (Cl−), bromine (Br−), or iodine (I−)
and metal cations (B) such as lead (Pb2+) or tin (Sn2+) forming the inorganic part.
The remaining cation (A) is then a small organic molecule such as methylammonium
(CH3NH+3 , MA
+) or formamidinium (HC(NH2)+2 , FA
+). However, it wasn't until the
work by Kojima, et al. in 2009 where the application of HOIPs towards photovoltaic
applications was rst demonstrated, resulting in a HOIP-sensitized solar cell with about
3.8% conversion eciency [8].
Following the rst demonstration by Kojima, there was a tremendous increase in
using HOIP materials when it was realized they could be fabricated in a thin-lm solid
state device [911]. The ability to construct such a solar cell with good eciency is
due to the combination of several desirable properties that HOIP materials were found
to possess. First and foremost, they have direct band gap transitions with energies
between 1.5-3.1 eV [12]. Accordingly, the absorption coecient in the visible part of the
spectrum is quite high for these materials, and may also be enhanced due to excitonic
3
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Figure 1.1: Crystal structure of perovskite. Green and gray spheres are the A and B
cations, while the smaller red spheres are the X anions.
eects [12]. This makes HOIP materials excellent absorbers for much of the solar
spectrum and allows even for thin lms (< 1 µm) to absorb a large fraction of incident
light. Second, it was found that HOIP lms can have moderate charge carrier mobility
with carrier lifetimes ranging from tens of nanoseconds to microseconds [13]. These
result in large eective carrier diusion lengths, reaching a micrometer or potentially
longer [14, 15]. This implies that thin lm HOIP devices should be very ecient at
extracting photo-generated carriers from the solar material before they can recombine.
As another boon to their application, the composition of HOIPs can be continuously
tuned in many cases by mixing the halide anions. This allows for direct control over
the band gap, and leads to interesting applications such as tandem HOIP solar cells
and light emitting diode (LED) devices [16]. Lastly, HOIP thin lms can be readily
produced through low temperature solution-based fabrication methods [11], making
them very attractive for low cost and exible solar cell applications. Together, this
combination of properties has lead to the unprecedented development of HOIP solar
cells over the last decade, with record device eciencies improving from 3.8% in 2009 [8]
to over 23% in single junction cells in 2019 [17], surpassing other established thin-lm
technologies and now competing with single crystal silicon cells.
1.2 Fundamental limits and issues
Despite the rapid development of HOIP based solar cells, there are however several
ongoing fundamental and materials-related issues. One, in particular, is the complete
understanding of the nature of defects or carrier traps in HOIP [2, 3, 19]. While
traps in HOIP are often considered benign compared to traditional inorganic materials
[2, 3], especially considering the low-temperature processing methods used, they are
still very important to consider for device applications. For example, given the band
gap of methylammonium lead iodide (MAPbI3), the prototypical HOIP material, of
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Figure 1.2: Calculated variation of QE at dierent rates of SRH recombination using
equation 1.1. The B and C constants are taken from literature for MAPbI3 [18]. The
dashed gray line represents the approximate carrier density generated under a 1-sun
illumination. The reduced QE at high carrier density is due to the increased rate of
Auger recombination.
about 1.5 eV, a single junction solar cell under ideal conditions is predicted to achieve
about 30% conversion eciency [20]. The main limiting factor preventing current cells
from reaching this eciency is the presence of non-radiative carrier recombination [20],
which acts as a loss channel that results in fewer carriers being harvested by the solar
cell. In particular, Shockley-Reed-Hall (SRH) [21] recombination at deep energy levels
is expected to contribute signicantly to the losses when the illumination intensity is
approximately 1-sun (about 1 W/m2) [20]. Therefore, strategies to reduce or modify the
carrier traps in HOIP are essential towards reaching performance limits. For example,
as shown in gure 1.2 for dierent rates of SHR recombination, the calculated quantum
eciency (QE), or ratio of emitted photons (i.e. useful carrier recombination [20, 22]) to
the total carrier recombination can change dramatically at the 1-sun intensity condition





Where n is the carrier density, and A, B, and C are the rate coecients for SRH
(monomolecular), radiative (bimolecular), and Auger (many-body) recombination pro-
cesses [22]. B and C are generally xed material properties, thus controlling A is the
most signicant way to aect the QE at lower carrier densities, as illustrated in g-
ure 1.2. Hence, gaining a detailed understanding of carrier traps and how they aect
recombination in these materials is necessary for engineering future devices.
One of the more common ways to asses carrier trapping in photovoltaic materials
is through photoluminescence (PL) spectroscopy and microscopy. It provides a way to
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asses the ratio of emitted photons to the total generated carriers, or external quantum
eciency (EQE, related to QE), which can be used to experimentally determine the
steady-state recombination rates of the dierent processes [22]. This has been used,
for example, to estimate the amount of SRH recombination in HOIP lms [23, 24].
One of the interesting ndings of PL microscopy measurements has been that the
apparent carrier losses can have a signicant spatial heterogeneity. Several works have
identied that relative EQE can vary between adjacent or nearby material grains, which
are often a few 100 nanometers to about a micrometer in size [2529]. However, at
this length scale the interpretation of PL measurements becomes more complicated
for several reasons. First, PL measurements are limited in spatial resolution by the
optical diraction limit to typically around 300 nm, which is often comparable to or a
signicant fraction of a single grain. Second, as introduced in section 1.1, measurements
have shown that the carrier diusion length can reach micrometers. Thus, there are
additional considerations on how individual grains are connected, which will greatly
aect how carriers recombine spatially [2729]. For example, two grains, one with a
high density of traps, which are connected will eectively reduce the EQE of both grains
and make interpretation complicated. Lastly, while PL is a useful tool, it ultimately
only gives direct information about the radiative carrier recombination; non-radiative
recombination processes have to be inferred. Due to these limitation, there is some
disagreement and conicting reports in the literature regarding the role of carrier traps,
particularly at the grain boundaries [25, 27, 28], where traps might be expected to play
a larger role [30].
To overcome these limitations, there is a need to utilize other methods which can ac-
cess the spatial distribution of traps within the lm. In addition, it would be benecial
to use methods which can also measure the recombination kinetics on fast time scales.
This requires a method which has high spatial resolution (below visible optical dirac-
tion limit), ability to distinguish trap sites, and high temporal sensitivity (femtosecond
to picosecond). In light of these requirements, the technique which we are developing
to achieve this is time resolved photoemission electron microscopy (TR-PEEM), which
I will describe in detail in chapter 2.
1.3 Triple cation perovskite
After discussing the more general properties of HOIP materials in the previous two
sections and before moving to the methods and results, I will discuss the properties of
the specic samples used for the study in the rest of this thesis work. As mentioned
in section 1.1, the ability to use mixtures of the halide ion (X) has been demonstrated
for tuning the material properties. Beyond this, more recently it was found that the
organic cation (A) can also use mixed compositions. In particular, certain mixtures of
MA and FA with a small fraction of cesium (Cs) can satisfy the Goldschmidt toler-
ance factor and provide several benets. These include much more stable lms against
degradation, more reproducible devices, additional band gap tuning, and reduced seg-
regation of mixed halide compositions [3133]. These improvements have resulted in
higher performing solar cell devices overall.
Following this, we have chosen to focus our study on these triple cation HOIP
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Figure 1.3: Optical characterization of the triple cation samples studied. Absorption
(solid lines) and normalized PL emission (dots) from a) iodine only, b) I-Br, and c)
K-passivated samples. The band gaps obtained from an extrapolation of the band
edge absorption in a Tauc plot are shown in each panel. The absorption was measured
with a Thermo Scientic Evolution 600 UV-VIS in transmission geometry. For PL,
the excitation wavelength was 532 nm at an intensity of about 4 W/cm2 in a confocal
microscope setup (Nanonder30, Tokyo Instruments) and averaged over an area of
several micrometers.
lms, which represent the cutting edge in materials development for PV applications.
In this thesis work, I have looked at three slightly dierent compositions, consisting of
Cs0.05FA0.78MA0.17PbI3 (iodine-only), mixed halide Cs0.05FA0.78MA0.17Pb(Br0.17I0.83)3
(I-Br), and I-Br with 10% potassium (K) incorporation (K-passivated). These samples
were all produced through a low temperature solution-process by our collaborator Prof.
Stranks and his group at Cambridge [34] on indium tin oxide (ITO) or uorine tin oxide
(FTO) coated glass substrates. Film thickness were nominally 500 nm. All samples
were produced, shipped, and stored under an inert nitrogen atmosphere to prevent
exposure to oxygen and water contamination.
There are two main dierences between these three samples. First, changing the
halide ratio and potassium content slightly changes the band gap, as seen from the
absorption and PL emission in gures 1.3 a-c. Second, incorporation of potassium
greatly improves the radiative eciency by reducing non-radiative losses in the lm
[34]. For these samples, we also have solution deposited gold platelets to use as position
markers (gure 1.4 a), which allows us to measure the exact same sample area with
dierent techniques, for example the scanning electron microscopy (SEM) image in
gure 1.4 b. Lastly, I show SEM images of the I-only, I-Br, and K-pass lms in
gures 1.4 c, d, and e, respectively. From this, I nd that the typical grain size is
around 100-200 nm in the I-only sample, while it is slightly larger for the mixed halide
compositions.
Now, following the basic characterization of these lms and after introducing the
general issue of understanding traps in these materials, I will spend some time in
chapter 2 discussing the technique of TR-PEEM and how it will allow me to provide
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Figure 1.4: Morphology of the triple cation perovskite samples for this study. a)
optical image of an I-only sample, showing a gold position marker. b) SEM image at
2 kV of the lower part of the same marker, where the grain structure is visible. c, d,
e) SEM images at 2 kV, cropped to a 5 µm square for the I-only, I-Br, and K-pass
samples.
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insight into some of these issues.

Chapter 2
Time resolved photoemission electron
microscopy
In this chapter, the focus will be to build the basis of operating principles and ideas
behind time-resolved photoemission microscopy (TR-PEEM). Towards this goal, I will
rst introduce the standard photoemission process and principles behind photoemission
electron microscopy (PEEM) in section 2.1. Then, I will make the extension to time-
resolved measurements in section 2.2. I will then discuss in section 2.3 some of the
challenges, limitations, and considerations for performing TR-PEEM measurements.
2.1 Photoemission electron microscopy
The basic operating principle behind PEEM is to image low energy electrons emitted by
a material. There are several ways of producing such low energy electrons. Specically
for PEEM, as inferred from the name, the photoemission process is the main source of
electrons for imaging. Thus, I will rst give some introduction to photoemission before
talking specically about how it is used in PEEM imaging.
2.1.1 General photoemission process
The general process of photoemission is a very well known one, which is an application
of the photoelectric eect originally observed, accurately described, and proved in the
late 19th century and early 20th century by Hertz, Einstein, and Millikan. The eect
states that photons with a large enough energy hν, where h is the Planck constant,
impinging upon a material cause emission of electrons, termed photoelectrons, as shown
in gure 2.1 a. The resulting photoelectrons escape the material with a kinetic energy
KE which depends on the photon energy hν, material work function φ, and the bound
state EB of the electron before it left the material as:
KE = hν − EB − φ (2.1)
For many materials φ is of the order 3-6 electronvolts (eV), and this represents
the energy required to remove an electron from the system. This means that for
photoemission to occur, the photon energy hν should be at least as large as the work
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Figure 2.1: General schematic of the photoemission process in a solid. a) UV light
(violet wave) with sucient photon energy (hν) can remove electrons (blue spheres)
from a material through the photoelectric eect. b) Energy diagram corresponding
to the photoemission process in a semiconductor material. UV light (violet line) is
absorbed by a material, creating an electron and hole pair (lled and hollow blue
circles) in discrete states in the conduction, valence, or core levels. Electrons excited
into states above the vacuum level (into the "unoccupied" states) can have sucient
kinetic energy to escape the material, as depicted in (a).
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function. The photoemission process in solids is commonly described by a three step
model, though quantum mechanical treatments (one step model) exist for dealing with
strong correlation eects [35]. For this discussion, the three step model is sucient,
and is summarized as follows. First, an electron-hole pair is created through absorption
of a photon within the energy levels of a material, as shown schematically in gure 2.1
b. Second, the excited electron travels through the material until it reaches a surface.
Third, the excited electron is emitted from the surface, provided it can overcome the
material work function.
These three steps include several important practical considerations. In the rst
step, absorption of a (discrete!) photon must occur. Therefore, the absorption process
must both conserve energy and momentum within the material in order to be allowed.
This means that the likelihood of absorption of a given photon energy hν depends
very strongly on the material energy bands, crystal direction, and polarization of light,
often referred to by the Fermi Golden Rule. In the second step, events such as electron
scattering can change the kinetic energy and momentum of electrons as they travel
in the material, leading to the creation of what are known as secondary electrons.
This also limits the eective distance which can be traversed before loosing too much
energy to overcome the work function, known as the electron inelastic mean free path
[36, 37]. This varies with kinetic energy, and can range from less than a nanometer to
several tens of nanometers, implying that photoemission is (in many cases) a surface
sensitive probe. In the last step, as mentioned before, the electron can only be emitted
if it possesses more kinetic energy than the material work function. As schematically
shown in gure 2.1 b, this means that it should occupy a state above the vacuum level
(which represents the work function) before exiting the material. Thus, and as outlined
in equation 2.1, there are constraints based on the photon energy and work function
that determine which bound electron states can emit photoelectrons.
After photoemission, the emitted electron's kinetic energy (and angle) can be mea-
sured using various schemes. The resulting energy distributions form the basis for many
spectroscopic techniques such as ultraviolet photoelectron spectroscopy (UPS), X-
ray photoelectron spectroscopy (XPS) and angle-resolved photoemission spectroscopy
(ARPES), which are commonly used to characterize the energy states and elemental
composition of materials. As a microscopy technique, the goal of PEEM is to then
form a real space image of a surface using such photoelectrons.
2.1.2 Photoemission microscopy
In order to image photoelectrons with high spatial resolution, it is necessary to use
a system which can eectively collect and magnify them. Modern PEEM instru-
ments achieve this through high numerical aperture immersion objective lenses and
electromagnetic lens systems [3840], similar to those used in other electron-based
imaging techniques like scanning electron microscopy (SEM) and transmission electron
microscopy (TEM). From here, I will describe PEEM in regards to the SPELEEM
system developed and commercially available from Elmitec GmbH, which is the instru-
ment used for this thesis work.
As photoemission is a surface sensitive technique, the sample chamber and imaging
column are kept under ultra high vacuum (UHV) for cleanliness of the sample surface
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Figure 2.2: General diagram of the major components of the PEEM instrument used
(SPELEEM, Elmitec GmbH). Gray ovals represent electromagnetic or electrostatic lens
for the electrons emitted by the sample (green hashed rectangle) in the main chamber.
The electrons travel along the directions indicated by black arrows. The gray triangle
is a magnetic prism, which is needed for separating incoming and outgoing electron
beams when using the electron gun for illumination in LEEM mode. IA, FA, CA,
EA represent the illumination, eld, contrast, and energy apertures which are used for
restricting the electron beam in dierent ways (see discussion in text).
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from adsorbed gasses. In addition, high vacuum prevents scattering of the photoelec-
trons before detection. Typical pressures for the UHV chamber are of the other 10−10
Torr or better. Samples are introduced into the measurement chamber through a UHV
preparation chamber, as shown in gure 2.2, which can be used for sample heating and
sputtering to prepare surfaces, if necessary.
As shown in the left part of gure 2.2, the sample of interest (green hashed rectangle)
sits on a xyzθ stage for movement and adjustment of the sample position inside the
measurement chamber. Light can be introduced from external sources through view
ports on the chamber, impinging the sample at a grazing angle of about 17 degrees.
Generated photoelectrons are then collected and accelerated by the immersion objective
(tapered cone) which is kept at a potential dierence of 20 kV (specically, the sample
is at -20 kV and objective is at ground) several millimeters away. The objective forms
the rst image of the sample, which is then transferred through the magnetic separator
into the imaging column. The magnetic separator is used to separate incoming and
outgoing electron beams, which is needed for imaging samples directly with a LaB6
electron gun when using the instrument as a low energy electron microscope (LEEM).
LEEM was not utilized for the results in this thesis, so I will not discuss this operation
mode in detail here and instead direct interested readers to Bauer's book on the subject
[40].
The image is further magnied in the imaging column by a series of lenses, before
being passed to the imaging energy analyzer. The energy analyzer is similar in design
to other hemispherical energy analyzers, which disperses the kinetic energy along one
axis in order to allow spatial ltering of the signal. The passed electrons are then
resolved with an energy resolution related to the geometrical design of the analyzer
and the width of the energy slit [41], and are selected by adding a small controlled
oset voltage (Start Voltage) to the initial 20 kV accelerating potential. After passing
through the analyzer, the image is then projected onto a channel plate stack for signal
amplication. The amplied electrons then strike a uorescent screen which is imaged
by a charge coupled device (CCD) camera.
Along the trajectory of the electrons (black lines and arrows in gure 2.2), various
apertures are placed at dierent parts of the beam path, which serve several purposes.
The illumination aperture (IA) is used for restricting the beam from the electron gun
in LEEM mode, for example to perform micro diraction measurements. After the
objective, the eld aperture (FA) is placed in an image plane of the electron beam,
which allows for spatial selection of the transmitted image with projected sizes on the
nal image of about 9, 4, and 1.5 µm in diameter. This aperture is used mainly for doing
selected area spectroscopy where the projection lenses image the exit of the energy
analyzer, allowing it to act as a multichannel energy detector for rapid acquisition.
The next aperture in the imaging column is placed in the back focal plane (diraction
plane) of the eld lens (inside the imaging column) and is known as the contrast
aperture (CA). This aperture plays an important role in high resolution imaging, as
its primary use is to reduce the angular distribution of the transmitted electron beam
which in turn reduces the eects of lens aberrations [38, 40]. The projected aperture
sizes (in the diraction plane) are approximately 0.18, 0.57, and 1.84 Å
−1
in diameter.
Lastly, at the exit of the hemispherical energy analyzer is the energy analyzer slit (EA),
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as mentioned in the previous paragraph, which acts as a narrow band pass lter for
transmitting electrons with a particular kinetic energy. There are ve positions on the
aperture with dierent energy windows, from 12 eV (open position, pass energy of the
analyzer) to 1.0, 0.5, 0.25, and 0.125 eV in width.
Together, the electron optics and available apertures give the following instrumental
resolutions. For ideal imaging conditions (in LEEM with a narrow back scattered beam
divergence) and an optimized contrast aperture, the resolution limit is approximately
8 nanometers [39, 41]. For PEEM, the ultimate resolution is usually worse (due to
the larger divergence of the photoelectron beam) and is typically found experimentally
to be in the range of 10-50 nm. In both cases, the ultimate resolution will depend
strongly on the surface morphology (i.e. the roughness) and the energy of the emitted
electrons (higher kinetic energies can achieve better resolution). For spectroscopic
measurements, in an ideal case where the smallest energy slit can be used and with a
low rate of photoelectrons (to minimize space charge eects, discussed more in section
2.3), an energy resolution close to 100 meV could be achieved, though in most practical
experiments the resolution will be closer to 150-200 meV [41]. In most cases the overal
energy resolution of the instrument will then not be limited by the bandwidth of the
photon source, though it should be considered when using broadband sources such as
ultrashort light pulses.
With the stated instrument resolutions above, the last point to consider are some
of the mechanisms which give contrast to images in PEEM [39, 41, 42]. Following
the simple relation introduced in equation 2.1, there are dierent scenarios which can
occur. First, and most commonly used with low photon energy sources, is contrast
due to work function dierences. For a given photon energy, two materials with a
dierent work function will have an eective dierence in the number of generated
photoelectrons. Assuming no other changes in the density of bound states, a material
with a smaller work function would appear brighter in PEEM, due to the larger range
of bound states which could be photoemitted from. This can also be observed through
spectroscopic measurements, where the secondary electron cuto (at low kinetic ener-
gies), referenced correctly to the Fermi level (zero binding energy), will be shifted to
deeper (shallower) binding energy for smaller (larger) work function materials. Another
main contrast mechanism is due to dierences in the bound states of the electrons. In
this case, it is more useful to consider energy-resolved measurements, where the density
of states within a particular energy range can be measured, for example at the valence
band (VB) edge or an elemental core level. Either shifts in binding energy or dier-
ences in the density of states would then lead to contrast dierences while imaging.
Other contrast mechanisms include magnetic dichroism to polarized light, dierences
in momentum distributions, and local eld enhancement eects, however the two sim-
ple process described above are sucient for interpreting the data presented later in
chapter 3.
Together, these capabilities have made PEEM instruments a powerful tool to study
microscale or smaller variations in chemical composition and phase changes [4143]. In
particular, many PEEM instruments are located at synchrotron light sources, where
they can make ready use of the bright, tunable, and monochromatic UV and X-ray
photons generated. On the other hand, the development of high power laboratory based
light sources, for example using pulsed lasers, has also seen signicant development in
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the last few decades. These sources oer new opportunities for novel measurements, in
particular for time resolved measurements, which I will introduce in the next section.
2.2 Time-resolved photoemission electron microscopy
Following the description of PEEM imaging, there are several interesting characteristics
which lead towards the extension into time-resolved PEEM (TR-PEEM). First, PEEM
images directly the density of occupied electron states in a surface. Second, there is
a very exible choice in external light sources which can be used, with the only real
condition being that in the end, a sucient number of useful photoelectrons must be
emitted. Third, is that the imaging is "full-eld", or rather, not scanning based. This
means that relatively rapid image acquisition can occur, provided the photoelectron
yield is high. With these ideas in mind, the concept behind a TR-PEEM approach
is to rst transiently populate a higher energy state, then measure the occupation of
that state and its relaxation in time. PEEM provides a way to image the occupied
states, while excitation can be achieved through, for example, a pulsed optical laser.
A common way to achieve time resolution in this case is to use a two pulse method,
often called pump-probe in traditional optics, where one pulse is used to excite the
material (pump) and a second, weaker time delayed pulse (probe) is used to observe
a transient change. The same idea can be applied to PEEM (and photoemission in
general), as illustrated in gure 2.3, where a higher energy state, such as the conduction
band (CB), is transiently populated by a pump pulse. Subsequent probe pulses with
a controlled time delay (dt) are then used to photoemit electrons from this transient
state, before they relax. The relaxation of carriers from the transient population can
then be visualized by changing the time delay between the pulses and recording the
changes in photoemission intensity for each time delay.
For studying electronic relaxation processes, the relevant time scales are from fem-
toseconds (fs) to picoseconds (ps) or nanoseconds (ns) [44]. Modern commercial ultra-
fast lasers can readily deliver pulses with durations down to a few tens of fs. The more
pressing issue for photoemission, as described before, is the need for photon energies of
the order 3-6 eV or larger to overcome the material work function. Common ultrafast
lasers such as titanium sapphire based lasers emit at about 800 nm (1.55 eV), which
is too low of photon energy in most cases (though for very high pulse energies or due
to local eld enhancement, nonlinear multiphoton processes can occur [4547]). There
are, however, solutions to this through utilizing nonlinear optics. One straightforward
way is to generate harmonics of the laser fundamental through nonlinear processes in
crystals such as beta barium borate (BBO). Due to the phase matching conditions
and UV absorption in such crystals [48], wavelengths much shorter than about 200 nm
(6.2 eV) become dicult to generate this way, however this energy is already sucient
for performing photoemission from states near the Fermi level, such as the conduction
band and valence band edge near the Brillouin zone center. In addition, there are
schemes to eciently generate the third (266 nm, 4.65 eV) and fourth (200 nm, 6.2 eV)
harmonics from titanium sapphire based (800 nm, 1.55 eV) lasers, even for oscillator
lasers with lower pulse energy and high repetition rate [49], the importance of which
in PEEM imaging will be discussed more in section 2.3.
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Figure 2.3: Schematic of time-resolved photoemission from a solid. a) Pump (red)
and probe (violet) pulses strike a sample with a controlled time delay (dt). The
pump excites the sample, while the probe photoemits transiently excited electrons
(blue spheres). b) energy diagram of the process in (a), where a pump pulse (red
arrow) excites electrons and holes (lled and hollow blue circles) into the conduction
and valence bands. The subsequent probe pulse then photoemits electrons which are
transiently in the conduction band.
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Figure 2.4: Spectrum of the laser fundamental centered at 800 nm, as well as the
generated second (400 nm), third (266 nm), and fourth (200 nm) harmonics.
While I will not go into the full details of the setup used here for generating the
third and fourth harmonics of our laser (see [49] for the general design reference), I will
outline some of the main characteristics it provides. The starting laser is a long cavity
oscillator system (Femtolasers XL650) delivering 45 fs pulses with a 4 MHz repetition
rate, centered at 800 nm and with a pulse energy of 650 nJ. The generation setup,
using an input intensity of about 500 mW (135 nJ) can produce simultaneously the
third (266 nm, 4.65 eV) and fourth (200 nm, 6.2 eV) harmonics with typical intensities
of about 5 mW and 500 µW, respectively. The spectrum of the harmonics, including
the second harmonic and the laser fundamental, are shown in gure 2.4. In terms
of photons, these intensities correspond to the order of around 108 photons/pulse (or
1014 photons/s at 4 MHz) for the UV probe pulses. There are some limitations with
utilizing this high photon ux in photoemission, however, which I will discuss further
in section 2.3. Nevertheless, this provides us with a bright laboratory source of UV
photons for use in PEEM and TR-PEEM measurements.
To actually perform a time resolved measurement with fs resolution, as introduced
above, a two-pulse scheme is usually needed. Here, I will describe the experimental
setup used to achieve this with our system, as shown schematically in gure 2.5. From
the laser output, the pulses are rst sent to a pulse compressor, where the dispersion
of the ultrafast pulses is compensated for in order to maintain a short pulse duration
inside the harmonic generation setup. After the compressor, the beam is split into two
paths. One path (probe) is sent to the harmonic generation setup to produce the third
and fourth harmonics, which are then directed into the PEEM measurement chamber.
The window on the chamber is made of fused silica in order to prevent absorption of
the UV pulses. The other path (pump) is sent to a mechanical delay stage, before
entering the measurement chamber, which is used to control the relative arrival time of
the pump and probe pulses at the sample with micrometer precision. While gure 2.5
is not to scale, the two path lengths in the experiment must be precisely set in order to
achieve overlap of the pulses in time. For reference, in 1 ns light travels a distance of 300
mm (in air), meaning that the two paths must be set to a precision better than 30 µm
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Figure 2.5: Schematic of the TR-PEEM optical setup used (not to scale). The output
of a long cavity titanium sapphire oscillator (Femtolasers XL650) is sent to an external
pulse compressor (Swamp Optics BOA-8), before being split into pump and probe paths
at a polarized beam splitter, where half wave plates (λ/2) are used to change the ratio
of power sent to each path through the beam splitter. The pump is sent (*through an
optional BBO and band pass (BP) lter for second harmonic generation, dashed box)
to a mechanical delay stage before being sent into the PEEM measurement chamber.
The probe path goes to a home-built third and fourth harmonic generation stage. The
desired harmonic is selected with dichroic mirrors for specic wavelengths and movable
ipping mirrors before being sent into the PEEM chamber. The measurement chamber
has a thin fused silica window in order to prevent absorption of the UV probes. The
pump and probe beams hit the sample at a grazing angle of about 17 degrees, and a
second window on the opposite side of the chamber allows for viewing any reected
laser light on appropriate IR or UV viewing cards.
2.2 Time-resolved photoemission electron microscopy 21
with the delay stage in order to overlap two 100 fs pulses. For specic measurements,
the pump photon energy can also be doubled to 3.1 eV (400 nm) through addition of a
BBO crystal and band pass lter into the pump path, allowing for excitation of wider
band gap materials. Based on the incident angle and distance between the chamber
window and sample, the smallest beam size typically achieved (using 1 inch diameter
optics with a 250 mm focal length lens) is about 70 µm by 235 µm full width half
max (FWHM) of the short and long axis of the elliptical spot, respectively. For these
experiments, we use this size for the pump beam, which with the available laser power,
allows for excitation uences ranging from a few 10s of nJ/cm2 to around 1 mJ/cm2
per pulse. For the probe, the beam size is sometimes increased to provide more uniform
imaging over large areas, however there are also benets to using a more focused beam
for high magnication imaging, which can help to reduce space charge, as discussed in
section 2.3.1. The overall temporal resolution of our setup, limited by the temporal
width of the pump and probe pulses, is around 300 fs at the sample, likely due to
dispersion which broadens the probe pulse in the generation setup.
Historically, following the necessary development of modern ultrafast laser sources
and PEEM technology, TR-PEEM as a eld has only emerged within roughly the
last two decades. Some of the earliest successes with the technique were in studying
metallic nanostructures and coupling with surface plasmon polaritons, work which
still continues today [46, 47, 5059]. A key feature of the success in this area is to
use the local eld enhancement due to the metallic structures to greatly enhance the
probability of multiphoton absorption processes. This in turn allows TR-PEEM to
map out the local electric eld and how light couples to the surface plasmon modes in
such structures, making TR-PEEM a powerful tool to study the nanoscale response of
plasmonic nanostructures.
Only more recently, however, has TR-PEEM been applied to study semiconducting
materials. Fukumoto, et al. have used TR-PEEM to study the free carrier response in
gallium arsenide (GaAs) and demonstrated the ability to observe drift of carriers in an
applied eld [60, 61]. They have also shown that recombination kinetics at nanoscale
defect sites in GaAs can be studied and quantied with this technique [62]. More
recently, they have studied the photocarrier lifetimes in twisted multilayer graphene
heterostructures [63]. Another group, at Nanyang Technological University Singapore,
has also recently applied TR-PEEM to study the heterogeneous carrier dynamics in
monolayer WSe2 akes [64]. Previous work done in our group, led by M. K. L. Man,
used TR-PEEM to study the transfer of charges in an indium selenide (InSe) het-
erostructure with GaAs, where we observed dierent rates of transfer into dierent
thicknesses (with dierent band gaps) of InSe [65]. Recently, work in our group led by
E. L. Wong studied the eects of bulk to surface carrier transport in doped GaAs due
to the surface band bending, and further demonstrated how the resulting vertical and
lateral currents can be optically controlled [66]. These few works studying semicon-
ductors with TR-PEEM represent the pioneering work and current state of the art for
the technique.
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2.3 Considerations for TR-PEEM
In this section, as alluded to previously in section 2.2, there are some limitations and
considerations which need to be discussed for performing time resolved photoemission
experiments. Here, I will focus on three main challenges. First, I will discuss the
issue of space charge in PEEM. Second, I will discuss about the noise in our laser
setup. Lastly, I will talk about some of the ideas and challenges with TR-PEEM signal
interpretation.
2.3.1 Space Charge
One of the most signicant challenges to overcome is the eect of space charge in the
PEEM system. Space charge results when multiple photoemitted electrons are closely
grouped, such that they interact, eectively randomizing their trajectories and kinetic
energies [67]. For photoemission measurements and microscopy, this can result in a
severe loss of both spatial information and kinetic energy information, thus it is of
utmost importance to minimize its eect. For time resolved measurements specically,
this represents a major issue in terms of selecting a suitable photon source. The issue
comes from the fact that for a time resolved measurement, using short pulses of light,
the photoelectrons emitted by a sample by a single pulse will be grouped very closely
in time. This can lead to very severe space charge eects, especially for measurements
using high pulse energy [68]. The way to overcome this problem is to reduce the energy
per pulse down to a level where on average, less than one photoelectron per pulse is
generated. At this limit, assuming a (relatively low) cross section of photoemission of
about 10−6 e−/photon, this gives a rough limit of 106 photons/pulse [69, 70]. Compared
to the available 108 photons/pulse our laser system can deliver for the fourth harmonic,
it is immediately evident that we cannot expect to use anything more than a small
fraction of the generated power for staying below the space charge limit. Indeed, in
both imaging (gure 2.6) and spectroscopic (gure 2.7) measurements with the third
and fourth harmonic probes, respectively, we can easily reach the regime where space
charge deteriorates the information quality.
This limit on the pulse energy then places a limit on the number of photoelectrons
which can be generated over a given time frame. Therefore, to increase the total
number of measured events, a laser with a higher repetition rate must be used. This of
course brings in further considerations. First and foremost, is that the lifetime of the
excited carriers should be shorter compared to the pulse separation time. If the lifetime
is longer, there is a possibility of artifacts in the measured signal, such as an oset or
altered dynamics, due to the background of excited carriers in the system. Therefore,
ideally, the pulse separation should be longer than the carrier lifetime, meaning that
the laser will have a lower repetition rate. For example, a 1 MHz pulsed laser has a
pulse separation of 1 µs, while a 1 kHz laser has a 1 ms pulse separation. This works to
contradict the need for a higher rate of counting statistics; therefore, the signal intensity
achievable without space charge must be balanced against the carrier lifetime in order
to optimize measurements. Unfortunately, titanium sapphire based lasers often do
not have much (if any) tunability in repetition rate, though new ber amplier lasers
which have emerged on the market in the last few years may soon make this less of an
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Figure 2.6: PEEM images of a perovskite sample using the third harmonic probe
(4.65 eV, 266 nm). At higher probe intensity, space charge eects cause image features
to blur and broaden.
Figure 2.7: Photoemission spectra of a perovskite sample at dierent fourth harmonic
(6.2 eV, 200 nm) probe intensities. a) normalized photoemission spectrum, where
broadening in energy due to space charge can be observed at higher powers. b) The
corresponding full width at half max (FWHM) of the spectra in (a).
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issue. For our experiments, we have chosen to use a laser with a 4 MHz repetition rate,
as described in section 2.2, which results in a pulse separation of 250 ns. For many
semiconductors, this is reasonable to not cause problems with the carrier lifetime, and
still allows for imaging at a fairly quick rate. As a rough estimate, we nd that given
the condition of about one electron produced per pulse, at high magnication (close to
instrument resolution limit) we can often image with exposure times on the order of a
few seconds (without any imaging apertures). This also matches with the order of the
pixel size of the camera (roughly 1 megapixel), meaning that we have at least about
one event per pixel in order to ll the image intensity.
A second limitation resulting from space charge, as a more general discussion, is
that a lower pulse energy (from a high repetition rate laser) will limit the accessible op-
tical nonlinearities, specically the nonlinear processes used to generate either the UV
probe or the pump pulses. While oscillator lasers can have sucient pulse energies for
producing the 3rd and 4th harmonics of the fundamental [49], as mentioned previously,
these lasers do not normally allow for the use of optical parametric ampliers, which
are used to continuously tune the photon wavelength in the visible and near-infrared
range in high pulse energy, low repetition rate systems. This limits oscillator lasers to
excitation with either the fundamental wavelength or a harmonic of it, meaning that
resonant pumping of carriers can only be achieved through design and choice of the
sample. Hence for the studies here, as mentioned before, we can only excite materials
with either the 1.55 eV fundamental or the 3.1 eV second harmonic. Considering again
the probe, I would just like to mention that for systems with high pulse energies, other
nonlinear methods for generating UV light are possible. The most widespread method
under development is higher harmonic generation in gasses, which can produce photon
energies of several tens of eV, and potentially into the soft X-ray regime [71]. I mention
this as a future outlook for TR-PEEM, as with the recent advent of high repetition
rate, high pulse energy ber amplier lasers, the ability to use such nonlinear processes
for both pump and probe generation in practical imaging experiments should become
much more realistic in the near future, if not already possible.
2.3.2 Laser Noise
Another important consideration for TR-PEEMmeasurements is the stability and noise
level of the laser system. This is crucial information for designing any experimental
plan. Here, I show some basic characterization of the laser setup described earlier
in section 2.2. I will rst discuss the intensity stability of the laser and the generated
fourth harmonic, shortly after aligning the setup, over a period of several hours as shown
in gure 2.8 a and b, respectively. While there is a slow variation in the fundamental
intensity, there are sharper changes in the fourth harmonic. This is due to the nonlinear
dependence on the intensity and pulse duration, which amplies the small variations
in the fundamental. Looking at a time range where the system has stabilized more,
(gure 2.8 c, d), I nd that the standard deviation of the fundamental intensity is about
0.07%, which agrees with the laser specication. As expected, the variation is larger in
the fourth harmonic intensity, with a standard deviation around 0.73%. Based on this,
I expect that TR-PEEM measurements with this system could achieve a sensitivity
(percent change in the signal) of around 1% or a little better (particularly for the third
2.3 Considerations for TR-PEEM 25
Figure 2.8: Evaluation of laser stability and noise over time. a) Intensity variation of
part of the laser fundamental over several hours. b) Intensity of the generated fourth
harmonic over the same time frame as (a). c, d) Zoom-ins of the shaded regions in
(a) and (b), with the corresponding standard deviations for this time section of 0.07%
and 0.73% for the fundamental and fourth harmonic (200 nm, 6.2 eV), respectively. e)
Representative TR-PEEM signal for a perovskite sample, plotted as the percent change
of the signal I(t), relative to the signal without photoexcitation I0 at negative time
delay, and t with a single exponential decay (red dashed curve). f) the same data as
in (e), but with noise correction by normalization to a reference signal in the PEEM
image. In this case, a biexponential t (blue dotted curve) represents the data better
than a single exponential (red curve). The inset shows the data on a log scale in delay
time, to better emphasize the tting dierences at short time delays.
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harmonic probe). From my measurements on perovskite materials, I nd this estimate
agrees fairly well. For the representative TR-PEEM curve shown in gure 2.8 e (the
measurement details to be discussed in chapter 5), I nd that the standard deviation of
the background signal (at negative time delay) is about 0.50% for the third harmonic
probe.
While multiple scans and longer averaging are the usual ways to push to better
signal to noise, the wide eld imaging achieved in PEEM oers a clever method to
reduce the laser noise for TR-PEEMmeasurements. As mentioned previously in section
1.3, on our perovskite samples we used gold markers as position references (as seen in
gure 1.4). Under our experimental conditions, these markers do not show a transient
TR-PEEM signal, which allows us to use the photoemission intensity of the marker
as an internal reference of the probe intensity (versus externally measuring the power
throughout the experiment, for example). Therefore, we can normalize the signal from
the sample of interest by the intensity of the gold marker located in the same image in
order to reduce intensity uctuations due to the probe. This is shown in gure 2.8 f,
which is the same data set shown in gure 2.8 e, but normalized to the intensity of the
gold marker in the image. This reduces the standard deviation of the background signal
to around 0.28%, almost a factor of two better. The importance of improved signal to
noise also becomes apparent from this measurement. In the uncorrected case a single
exponential t can reproduce the measured decay, whereas after noise correction it no
longer provides as satisfactory of a t, particularly at short time delays. Therefore,
unless stated otherwise, all the TR-PEEM intensity traces presented for perovskite
samples in the rest of this thesis will use this correction to further improve the signal to
noise. Thus, in order to achieve very high signal to noise in TR-PEEM measurements,
care should be taken to account for the intensity uctuations of the laser, which will
be amplied greatly by the non-linear processes used for UV probe generation.
2.3.3 Signal Interpretation
As a nal consideration for TR-PEEM, it is useful to discuss a relatively simple example
of how the changes in photoemission intensity can be understood in a measurement.
For this example, I show TR-PEEM measurements of a p-type GaAs wafer which was
cleaved in-situ to expose a fresh (110) surface. Here, we excite the sample with a uence
of about 40 µJ/cm2/pulse of 1.55 eV photons, and measure the resulting percent change
in photoemission intensity with the third (blue circles) and fourth (violet triangles)
harmonic probes, as shown in gure 2.9 a. For the third harmonic probe (4.65 eV),
there is a sharp increase in the photoemission intensity at zero time delay, followed by
a slow recovery on a ns time scale. For the fourth harmonic probe (6.2 eV), we instead
see a sharp decrease in the photoemission intensity, with a similar overall time scale.
This dierence in signal is due primarily to the dierent states that the probes
couple to, as outlined in gure 2.9 b. For the third harmonic, the photoemission
intensity without the pump is very low, due to the GaAs work function being larger than
the photon energy. Upon photoexcitation, a large number of electrons are promoted to
the conduction band, from where the probe now has sucient energy to excite them
above the vacuum level and cause photoemission. Hence, there is a very large transient
increase in the measured population. For the fourth harmonic, the probe possesses
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Figure 2.9: Representative TR-PEEM signal of a GaAs test sample. a) TR-PEEM
signals measured from a cleaved p-type GaAs wafer after excitation with 1.55 eV pulses
with a uence of about 40 µJ/cm2/pulse, using the third (4.65 eV, blue dots) and fourth
(6.2 eV, violet triangles) harmonic probes. The signals (I(t)) are plotted as a percent
change, relative to the signal at negative time delay (I0). The signal for the 6.2 eV
probe is multiplied by a factor of 10 for better visual comparison. b) Schematic of the
dynamics measured in (a). The pump (red arrow) excites free electrons and holes (lled
and hollow blue circles) into the conduction (CB) and valence (VB) bands, respectively.
The 266 nm (4.65 eV) probe has less energy than the work function (dierence between
vacuum (VAC) and Fermi level (EF )), and thus only photoemits electrons which are
transiently excited into the conduction band. The 200 nm (6.2 eV) probe instead has
sucient energy to directly photoemit electrons from the valence band.
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enough energy to photoemit electrons directly from the valence band. Hence, upon
excitation, there is a sudden decrease (increase) in the number of electrons (holes) at
the valence band edge, leading to a decrease in the measured photoemission intensity.
In this case, the 6.2 eV photons either do not couple as strongly between the conduction
band and states above the vacuum level, or the number of excited electrons is far too
small to resolve against the large density of states in the valence band. As a comparison,
time resolved ARPES measurements under similar experimental conditions observed
that the population of conduction band electrons is of the order 10−5 smaller than the
valence band electrons [72], which is below our estimated sensitivity limit. Therefore,
the excited electrons in the conduction band do not contribute much to the total
integrated signal of the fourth harmonic in this case. Note that because of the dierence
in photoemission background (i.e. without pump), the third harmonic probe uence
can be more than 100x higher before having space charge issues for this measurement,
which further amplies the dierences in signal observed. Therefore, when interpreting
a TR-PEEM signal, it is always necessary to consider and understand what states are
more strongly probed in the measurement.
2.4 PEEM Discussion
Thus, in this chapter I have explained in detail the ideas behind using PEEM and
TR-PEEM to study materials. PEEM provides a powerful tool for imaging the elec-
tronic structure of surfaces with nanometer scale resolution. Due to the exibility of
light sources which can be used for PEEM, it follows as a rather natural extension
to develop time-resolved techniques using ultrafast pulsed lasers. The relatively new
method of TR-PEEM provides a novel way to image the dynamics of photoexcited car-
riers in materials, while simultaneously achieving spatial resolution below the optical
diraction limit. While there are challenges with using this technique, our group has
worked to develop it and apply it for studying semiconductor materials. Following this
introduction, I will next start to discuss in chapters 3 and 4 the rst results obtained
on HOIP materials through using PEEM to image the steady-state properties of traps,
while later in chapter 5 I will delve into the results of TR-PEEM experiments. Chap-
ters 6 and 7 will then focus on other interesting studies which can be realized through




In this chapter, I will present the rst main results of my study of HOIP thin lms using
PEEM. Here, I discuss the heterogeneous surface features observed in PEEM in section
3.1, then discuss their identication as trap sites through photoemission spectroscopy
(PES) in section 3.2. In section 3.3 I will discuss the results from the rst two sections
in relation to previous work in the literature, and discuss possible origins of the traps.
3.1 PEEM imaging of heterogeneity
As rst introduced in section 1.2, a major goal of this research was to try and identify
the nanoscale origins behind the observed non-radiative carrier losses in perovskite
thin lms. Thus, I rst begin here by using PEEM imaging to study the surface
heterogeneity in the three dierent triple cation samples studied: the iodine-only (I-
only), bromine and iodine mixed halide (I-Br), and potassium passivated mixed halide
(K-pass). In this section, I focus on information obtained with the third harmonic
probe photons (4.65 eV). Incident probe pulses were of uences on the order of 100
nJ/cm2/pulse, where the uence is set by balancing space charge eects to the image
intensity, as discussed in section 2.3.1. Image exposure times were typically one to a
few seconds, with several tens of averages to smooth out image noise. Irregularities in
the channel plate amplication, phosphorescent screen, and CCD camera are corrected
for by normalizing images with a at eld procedure.
Looking at a representative I-Br sample in PEEM, at lower magnications the de-
posited gold position markers are generally easy to identify, as seen by the hexagons
and triangles in gure 3.1 a. Upon going to higher magnications, as shown in gures
3.1 b and c, the small features on the perovskite sample become resolvable. In partic-
ular, for elds of view (FOV) of about 10 µm or smaller (gure 3.1 c), we can identify
a distribution of small bright spots with PEEM. This observation is not limited to this
sample alone; similar distributions are observed on all three sample types investigated.
A representative high magnication PEEM image is shown for I-only, I-Br, and K-
pass samples in gure 3.1 d, e, and f respectively. Here, for comparison, the images are
normalized by laser power and camera exposure time, then displayed on a normalized
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Figure 3.1: PEEM images using the third harmonic (4.65 eV) probe of HOIP samples.
a-c) Images of an I-Br sample at dierent magnications. The bright triangular and
hexagonal shapes are deposited gold markers which are used for position references. d,
e, f) Images of an Iodine-only, I-Br, and K-passivated sample, respectively. The images
are scaled by laser power and camera exposure time, then normalized for comparison
of intensity. Note that the image intensity for d, e, f is on a logarithmic scale.
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Figure 3.2: Size and intensity statistics of spots observed in PEEM with the 4.65 eV
probe. a) Intensity line prole for an I-only sample (inset), which is used to estimate
the image resolution of 40 nm from a 84-16% criterion. b) Intensity histogram of the
bright spots shown in gure 3.1 d-f. c, d, e) Size histograms of the same PEEM spots.
logarithmic color scale. All three samples show small spots in PEEM, however the
rst obvious dierence between them is the number and distribution of spots. In the
K-pass sample (gure 3.1 f), there are fewer spots, with many of the remaining ones
present in small clusters. Since the passivation treatment is known to reduce the non-
radiative carrier losses [34], this change in spatial distribution already suggests that
these spots are related to the carrier traps in the lm. A second point to note is that
the normalized intensities of the spots are quite similar between the three lms. This
indicates that there is likely a similar work function and/or energetic state of these
spots. I will clarify these points and provide further evidence in section 3.2.
Following these observations, I will next show a more statistical analysis of these
two points before delving into the deeper understanding of these PEEM spots. First,
as a side point, it is useful to estimate what the spatial resolution of the PEEM is for
the imaging conditions on these samples. I show a line prole of a small cluster of spots
from an I-only sample in gure 3.2, from which a rough estimate, based on an 84-16%
edge step intensity criteria, shows that the resolution is no worse than about 40 nm.
Note that this is without the use of a small contrast aperture, which if inserted could
allow for slightly better resolution, but at a cost of longer image acquisition times; this
point will be revisited in chapter 7. With this lower bound, I next show some statistics
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of the images displayed in gure 3.1 d, e, and f. First, I show a histogram of the PEEM
spot intensity in gure 3.2 b, where the spots are identied with an image threshold
and connectivity algorithm. This again emphasizes that the K-passivated sample has
a signicantly reduced number of spots, while the intensity of individual spots is fairly
similar between the samples. This is also seen from the size distributions of the spots
shown in gures 3.2 c, d, and e for the three samples. Here, there is a slight increase in
the spot size, between the I-only (gure 3.2 c) and I-Br (gure 3.2 d) samples, which
may be correlated to the increased grain size observed in SEM (gures 1.4 c and d).
The K-passivated sample also appears to show a slightly larger size of spots (gure 3.2),
however this may be due more to the apparent clustering of spots, which the algorithm
for identifying the spots cannot distinguish. In addition, the SEM grain sizes for the
mixed halide samples, regardless of K-passivation, seems to be similar (gure 1.4 e).
These points show that there are heterogeneous features on the sample surface which
are comparable or even smaller than the grain size, however they may not be directly
related to the grain morphology itself.
With these basic observations about the lm heterogeneity from PEEM, I will now
turn to spectroscopic measurements in the next section in order to provide a deeper
understanding of what these spots are.
3.2 Photoemission spectroscopy of trap states
Following the PEEM observations in section 3.1, I now seek to develop a deeper under-
standing of the nanoscale spots distributed across the HOIP lms. Here, I make use of
the spectroscopic imaging capabilities of our PEEM instrument, as outlined in section
2.1. For this section, I primarily use now the fourth harmonic photon energy (6.2 eV),
unless stated otherwise. Again, the pulse uence is reduced to minimize space charge
eects, and is typically of the order 10 nJ/cm2/pulse due to the increased photoe-
mission yield compared to the third harmonic. For all measurements shown here, the
energy analyzer of the PEEM is set with an exit slit width of about 250 meV, which
was chosen instead of the smaller slit (125 meV) in order to obtain a higher signal
intensity at the cost of energy resolution. With the analyzer slit in, image exposure
times were typically several tens of seconds, with a few averages per image. Images are
again corrected with at eld normalization, and the background noise of the camera
is subtracted using images with no photoemission intensity as references. The energy
step size used was 100 meV, and the energy scale is referenced to the high kinetic
energy edge of the gold position marker within each image.
With these conditions, I rst show energy resolved images at several binding energies
for an Iodine-only sample in gures 3.3 a, b, and c. At deeper binding energies (lower
kinetic energy), a relatively more uniform image is observed (gure 3.3 a), compared to
the third harmonic PEEM images shown in gure 3.1. The ner features in gure 3.3
a are related to the lm morphology, and is discussed in chapter 7 in more detail. At
images closer in energy to the Fermi level, a similar distribution of isolated nanoscale
bright spots becomes visible (gure 3.3 b, c). The intensity at particular locations,
as indicated by the blue and red circles in gures 3.3 a-c, can then be extracted from
the image stack at dierent energies, from which we can obtain spatially resolved
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Figure 3.3: Photoemission spectroscopy of traps in HOIP. a, b, c) Energy resolved
images, using the 6.2 eV probe, of an I-only sample at E-EF = -1.6, -1.3, and -0.8 eV,
respectively. Note that the images are plotted on the same linear intensity scale. d)
Photoemission spectra extracted from the spatial locations shown in a-c for a represen-
tative trap site (blue triangles) and away from any trap (red circles). e) PEEM image
taken with the 4.65 eV probe at the same location as a-c.
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Figure 3.4: Comparison of photoemission spectrum from the dierent samples, taken
with the 6.2 eV probe. Photoemission spectrum extracted from a) representative trap
sites and b) trap-free areas. Note that the spectrum here are scaled by laser power and
exposure time.
photoemission spectra. For the two regions selected, we observe several key features
in the photoemission spectrum shown in gure 3.3 d. First, the main dierence is the
occupied density of states extending from roughly -1.3 eV down to the Fermi level (0 eV)
for the bright PEEM spot (blue triangles, gure 3.3 d). For the other location with no
bright spot, we only observe a peak centered around -1.7 eV (red circles, gure 3.3 d).
This peak is most likely the edge of a valence band state, therefore the density of states
extending to the Fermi level represent occupied states within the band gap. Hence,
we associate these mid gap states as nanoscale trap sites, which we would expect to
act as hole traps, and use this denotation as traps for the remainder of the discussion.
Further, we note that we are observing surface trap states, due to the probing depth
(estimated <10 nm) of our UV pulses and the short mean free electron path of the
photoelectrons.
These occupied traps are then responsible for the image contrast at shallower bind-
ing energies. For comparison, using the third harmonic probe with lower photon energy,
a PEEM image of the same location (gure 3.3 e) shows a very similar distribution
as the energy resolved images in gure 3.3 b and c. Therefore, the image contrast
seen with the third harmonic probe is due to the presence of these states, and not
a dierence in the material work function, for example. This is also apparent from
the photoemission spectrum in gure 3.3 d, where the deep binding energy edge (low
kinetic energy cuto) at about -2.1 eV is the same for the two locations. This edge
gives the same work function of about 4.1 eV, within the 250 meV energy resolution of
the analyzer.
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Figure 3.5: Energy diagrams derived for the iodine-only, I-Br, and K-passivated
samples. The band gaps are estimated using the optical data in gure 1.3. The
stars next to CB and VB represent that these are most likely not the actual valence
and conduction band edges, due to the band structure predicted for the cubic crystal
structure (see text). The states probed by the two dierent photon energies are also
represented by the blue (4.65 eV) and violet (6.2 eV) arrows.
Following the observation of traps in the iodine-only lm, I also compare the pho-
toemission spectra of the two mixed halide lms. In general, as seen in gure 3.4 a
and b, the same features are seen in the photoemission spectrum from individual trap
sites and trap-free locations, respectively. Note that here the photoemission spectrum
are scaled by exposure time and laser intensity, and are not normalized, therefore dif-
ferences in intensity may also arise from spatial variations. For all three samples, the
nanoscale PEEM spots all show an occupied density of states in the mid gap, and are
assigned as trap states (gure 3.4 a). For the trap free regions (gure 3.4 b), there is
an apparent shift in the valence band feature of about 0.4 eV to deeper binding energy
for the mixed halide samples. This would correspond to a deeper valence band, as
expected for the wider band gap with bromine incorporation, but would also mean
that the work function is smaller. However, due to the uncertainty from the energy
resolution in determining the exact position of the Fermi level, these shifts are dicult
to interpret at this time. A more detailed experiment with higher energy resolution and
a better energy reference would be needed to clarify these sample dierences. In any
case, the main point here is that the three samples show a similar defect signature in
photoemission spectroscopy, including the sample treated with potassium passivation.
This suggests that there is a common or related microscopic origin to the trap sites.
To summarize the results of the photoemission spectroscopy measurements on these
samples, energy diagrams of the estimated band gaps are presented in gure 3.5. Here,
the valence band position and work function are estimated from the spectrum of the
trap-free areas (as from gure 3.4 b), while the conduction band is placed based on
the optical absorption and emission measured (from gure 1.3). The dierent states
accessed by the two UV probes available is also shown by the blue and violet arrows.
Note that it is very likely that the valence band measured here is not the true highest
valence band edge, and as such is denoted as VB* (with corresponding CB* for uncer-
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tainty in the conduction band). This arises from the fact that at room temperature,
the FAPbI3 structure is in the cubic phase, with the band gap transition at the high
momentum R-point in the Brillouin zone [73]. While the picture for a mixed cation
sample is more complicated, there are reports of mixed compositions of Cs with FA [74]
and FA with MA [75] which show the room temperature cubic phase. Therefore, it is
likely that the valence band maximum is at the high momentum R-point, which is not
accessible with the low photon energy used for our measurements due to momentum
conservation requirements in the photoemission process. Thus, we do not expect to
directly probe the valence band at the optical band gap, and so the results here are
likely shifted to lower energy by a few hundred meV for the VB and CB [73] for the
valence bands near the Brillouin zone center.
3.3 Discussion of trap origins and implications
While our results here show for the rst time the nanoscale distribution of surface
traps, it is not the rst spectroscopic photoemission measurement to observe such
states. Similar mid gap states have been seen in various HOIP samples, notably on
vapor deposited MAPbI3 thin lms [76], two-step solution process MAPbI3 thin lms
[77], and even on cleaved single crystal MAPbBr3 [78]. Wu et al. rst considered
lms made with dierent precursors (PbI2 and PbCl2), and nd that although both
samples show similar mid-gap states in photoemission spectroscopy, the lms with
higher photovoltaic performance (PbCl2) show dierent optical absorption dynamics
and features [76]. An important observation by Kong et al., found that an iodine-rich
growth environment shows an increased intensity of trap states [77]. Interestingly, even
for a single crystal cleaved under UHV condition, similar mid-gap states were observed
by Kollár et al. [78]. These observations on such dierently prepared samples suggests
that the origin of these traps is perhaps intrinsic, though possibly controllable through
growth conditions.
One interesting point about our observations, as well as other UHV photoemission
studies, is the prediction of hole traps. This is in contrast to several other works
which have suggested that electron traps are the dominant type [7982]. Since linear
photoemission does not give information about the unoccupied states, it cannot rule
out the possibility of electron traps being present. However, there is another possible
explanation for the dierences in such measurements. Recently, it was shown that
the work function of HOIP can quite dramatically change based on environmental
exposure, in particular to even residual levels of oxygen and water [83]. This suggests
that the occupied states we observe under UHV could be changed into unoccupied
states under ambient conditions, due to a several hundred meV increase of the work
function. I will address this point again in chapter 5, where I will show with time-
resolved measurements that these traps do indeed capture holes, as well as in chapter
6 where I will show results after oxygen treatments.
From previous studies in the literature, there are several possible types of defects
which could occur at the surface of a HOIP material. For the prototypical HOIP
MAPbI3, several atomic vacancies (VX) and interstitials (Xi) can lead to additional
states within the band gap [2, 30, 8487]. These include iodine (VI), Pb (VPb), and
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MA (VMA) vacancies, and iodine (Ii) and lead (Pbi) interstitials. Based on formation
energies and calculated energy levels, Ii are predicted to be the defect most involved
with deep-level carrier trapping. In particular, it has been predicted that Ii should
rapidly trap holes [8688]. These theoretical predictions suggest that the origin of the
nanoscale traps we observe is most likely due to the iodine interstitial Ii. However, the
defect nature in multiple cation systems has not yet been studied in such detail, so it
is possible that there is a dierent defect structure. On the other hand, since these
defects are more related to the lead-halide inorganic crystal framework, it is plausible
that the mixed cation samples could show a similar defect nature to their single cation
analogs.
To understand this important point, part of our ongoing collaboration with Cam-
bridge has been to attempt to identify if there are local chemical and structural dif-
ferences related to the observed traps. To this end, we have utilized a multi-technique
approach combining PEEM imaging with nano x-ray diraction (XRD) and x-ray uo-
rescence (XRF), as well as scanning electron diraction (SED) measurements to build a
more comprehensive view of the nanoscale properties around a trap cluster. The XRD,
XRF, and SED measurements were led by Tiarnan Doherty at Cambridge, whom I
share co-rst-authorship with in our publication of the work [89]. Here, I will just
summarize and discuss the main ndings from the Cambridge-led side of the project,
and how it relates to the PEEM results I have discussed so far. The rst important
nding from spatially-correlated measurements is that there are local variations in the
halide distributions (iodine and bromine) occurring in the vicinity of the trap clusters.
They nd that there are particular lm grains which have a lower bromine content,
but however posses an excess of iodine, leading to an overall excess of total halide.
This provides very strong evidence to the hypothesis that the deep traps we and oth-
ers observe using PEEM and PES are associated with iodine interstitial (Ii) defects,
following predictions from literature. The second important nding is that the grains
with lower bromine content are also structurally distorted, compared to the grains with
a stoichiometric composition. It is likely that the crystal distortion leads to the accu-
mulation of excess iodine, resulting in trap formation, possibly because of strain at the
grain boundary. However, further work will be needed to clarify this point, as well as
why only some particular grains become distorted and form trap clusters.
In summary, here I have used PEEM imaging with low energy photon sources
in order to detect and characterize the nanoscale defect distribution in mixed cation
HOIP lms. I nd that there is a distribution of spots with sizes on the order of 100
nm or smaller which are due to occupied mid gap states in equilibrium. These states
are present across the three sample compositions studied, including samples treated
with potassium passivation. K-passivation instead reduces the number of nanoscale
sites, though the remaining sites are comparable to those in unpassivated samples. I
also discussed the likely origin of the observed traps, due to iodine interstitial defects,
which is collaborated by the observation of local excess halide content. Future studies
will still be needed to explain why the traps form in such a heterogeneous distribution,
however our combined results already pinpoint several fundamental lm dierences and
properties of the local trap clusters. The main importance of my work, so far, has then
been to identify the nanometer length scale of such trap states in the lm. Combined
with the targeted chemical and structural measurements from our collaborators, we
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are thus able to provide an insightful and direct view of the nanoscale properties of
traps in HOIP lms.
Chapter 4
Steady-state recombination losses
Having examined the microscopic nature of the mid-gap traps in chapter 3 using PEEM
imaging, I seek to now show the relationship between these trap sites and the non-
radiative loss of carriers in a steady-state regime. For this, I will rely on photolumi-
nescence microscopy, which provides a measure of the radiative carrier recombination.
I will combine PL microscopy with PEEM imaging to visualize how these losses are
related to the trap distributions in section 4.1. Following the qualitative observations,
I will then discuss the eect of such traps on reducing the radiative recombination yield
in section 4.2.
4.1 PL microscopy
As rst introduced in section 1.2, balancing the eect of non-radiative carrier losses
is a key part of optimizing a material for use in optoelectronic applications. This
implies maximizing the radiative carrier recombination for a material, which is readily
measured through photoluminesence emission. Therefore, while indirect, PL can be
used to understand changes in non-radiative losses within a material. Here, I will
utilize this in order to study spatially how the PL is varying across our HOIP samples,
which as introduced before, was one of the hints from literature about the presence of
discrete, nanoscale traps.
As an initial characterization, I rst show PL microscopy and spectroscopy for
an iodine-only sample in gure 4.1. Similar to previous literature studies [2529], I
observe that there is a very heterogeneous distribution of the relative PL intensity
emitted by the sample (gure 4.1 a). This particular measurement was done on a sys-
tem (Nanonder30, Tokyo Instruments) that can also measure the emission wavelength
(energy). I nd, however, that there is very little heterogeneity in the peak emission en-
ergy (gure 4.1 b). This suggests that local elemental segregation is not very signicant
for these triple cation samples, unlike in single cation mixed halide MAPb(I1−xBrx)3
lms [90, 91]. These two points are also visible from spectra taken from representative
regions of the sample. For regions of good and poor emission, the dierence in intensity
is around factor of 4 to 10 (gure 4.1 c), while dierences in the emission shape and
energy are negligible (gure 4.1 d). Therefore, the emission characteristic between the
good and poor PL yield areas is unchanged in these samples. What changes, then, is
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Figure 4.1: Hyperspectral PL mapping of an iodine-only sample. PL taken with 532
nm excitation and 50 nW of power through a 100x objective and scanned with a galvano
mirror (Tokyo Instruments Nanonder30 confocal microscope). a) PL intensity map.
The dark region at the top of the image is the gold position marker. b) Map of the
emission peak energy. c) representative PL spectra from bright and dark PL regions.
d) same as (c), but curves are normalized to their maximum to compare the shape of
the curves.
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Figure 4.2: Overlay of an iodine-only PL map with a 4.65 eV probe PEEM image
at the same location. a) wide-area overlay of the PL (same map as gure 4.1 a) and
PEEM images. b, c, d, e) representative areas from (a) with higher PL intensity. f, g,
h, i) representative areas from (a) with low PL intensity.
the eciency of the process, which implies that the low PL yield areas possess more
carrier traps.
To test this prediction, I now compare PL intensity maps and PEEM images of the
trap sites, which were taken at the same locations. PEEM images were taken with
the third harmonic (4.65 eV) probe, as discussed in chapter 3. The PL and PEEM
images are then manually overlapped by referencing to nearby gold markers. I rst
consider the case for the I-only sample (same PL map as gure 4.1). Figure 4.2 a
shows the large-scale overlap of the two images (with the au marker cropped out). For
comparison purposes, several regions are marked by yellow boxes. In gures 4.2 b-e,
locations with higher PL yield are selected, while gures 4.2 f-i show areas with low
PL yield. It is apparent that the areas of good PL yield tend to show very few and
less-intense trap sites, while the areas of low PL yield show an abundance of traps.
A similar case happens for the mixed halide and K-passivated samples. For these
samples, we chose to use a dierent PL microscopy setup that sacrices spectral res-
olution for rapid, high spatial resolution imaging (Leica TCS SP8 STED3X). Looking
at the spatial distribution of the PL for I-Br (gure 4.3 a) and K-pass (gure 4.3 b)
samples, the same qualitative trends can be observed. Regions of low PL yield (corre-
sponding to darker purple/black colors) are often coincident with nanoscale trap sites
in the PEEM image.
For all three samples, there are of course areas which do not strictly follow this
trend. This is expected, however, due to several reasons. For one, dierences in spatial
resolution (about 300 nm in PL versus 40 nm in PEEM) as well as aberrations in
the PEEM image which may distort it slightly will both blur the spatial correlation.
Additionally, I again note that PEEM is a surface sensitive technique, and will be
unable to probe bulk traps in the lm which PL will be more sensitive to. Therefore,
variations in bulk traps would also lead to a reduced correlation between the PL and
PEEM images. A nal point is that in the steady state, we must also consider the eect
of carrier diusion in the PL measurement. Due to the long carrier diusion lengths
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Figure 4.3: PL (purple color) and 4.65 eV probe PEEM (gray scale) overlays for mixed
halide a) I-Br and b) K-passivated samples. Note that these PL maps are taken with
a dierent instrument which is optimized for PL imaging but is spectrally integrated
(Leica TCS SP8 STED3X confocal microscope). Excitation conditions were 442 nm
with 2 µW and 633 nm with 1 µW for a and b, respectively.
(micrometer or more [14, 15]) and random connectivity of grains [2729], it is possible
that a single nanoscale trap could lead to reduced radiative emission over a much larger
area of the lm. Nevertheless, these measurements show that the surface traps states
identied with PEEM are responsible for a signicant part of the non-radiative carrier
losses in these lms on sub-micrometer length scales.
Following these initial observations, in section 4.2 I will next explore the correlation
more closely between the nanoscale trap sites and relative PL yield.
4.2 Correlations between PL and trap sites
With the initial observations discussed in section 4.1, I now want to show more quan-
titatively how this nanoscale trap distribution is impacting the PL eciency. We rst
look at pixel-by-pixel intensity correlations of the images from gures 4.2 a and 4.3,
as shown in gure 4.4. For the I-only, I-Br, and K-pass (gures 4.4 a-c, respectively),
there is a visible anti-correlation between the relative PL and PEEM intensities. This,
in eect, reproduces the spatial correlation discussed in section 4.1, where regions of
high PL yield have low PEEM intensity, while regions of high PEEM intensity show
low PL yield.
Based on the SRH formalism rst introduced in section 1.2 and the general equation
for quantum yield (equation 1.1), I can make a qualitative prediction on how the local
trap density should impact the PL yield. Starting from equation 1.1, I rst note the
non-radiative SRH coecient A represents the time constant τT of recombination via a
trap as A = 1/τT . The time constant can then be represented as τT = 1/NTRpop, where
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Figure 4.4: Intensity correlation plots between PL maps and PEEM images for a)
I-only sample (image in gure 4.2 a), b) I-Br sample (image in gure 4.3 a), and c)
K-passivated sample (image in gure 4.3 b). The axes for all three plots are normalized
to their mean, and do not account for dierent experimental conditions. The red line
and shaded region represents the inequality in equation 4.2.
NT is the trap density and Rpop is the population rate constant of the trap [24, 92].
Since the photoemission intensity IPEEM should be a linear measure of the mid gap
trap intensity, the trap density is then related by a scaling factor s as NT = sIPEEM .
Since the scaling factor s is unknown here and is not straightforward to obtain, I
instead merge it with the Rpop constant to make a more general scaling factor. The PL
quantum yield QEPL can then be written as:
QEPL =
Bn2
snIPEEM +Bn2 + Cn3
(4.1)
Where B and C are the rate coecients for bimolecular radiative and non-radiative
Auger recombination, respectively, and n is the excited carrier density. For the carrier
density used in PL measurements (estimated to be about 1016 to 1018 cm−3), the Auger
contribution can be neglected. In addition, as discussed in section 4.1, we expect there
is a contribution of bulk traps, which we cannot probe with PEEM. Therefore, we





Where the relative PL yield is given as IPL/I0 and the inequality represents losses
due to unknown bulk defects. Using literature value for B of 2 × 10−11 cm3/s [31],
equation 4.2 is plotted (red line) for each correlation plot in gure 4.4, where I0 is
given by the maximum PL yield and the scale factor s is set by hand to represent the
data. The shaded region under the curve represents the inequality due to an unknown
bulk trap contribution. For the estimated excitation densities of 9×1015 cm−3, 3×1018
cm−3, and 2 × 1018 cm−3, I obtain scaling factors of 6 × 104, 8 × 106, and 2 × 106 for
the I-only, I-Br, and K-pass samples, respectively. Because the experimental condition
between the I-only sample is very dierent from the mixed halide samples, it cannot
be directly compared without an absolute measurement of the PL quantum eciency.
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Ultimately, however, the main result of this analysis was to show that the expected
1/NT behavior of the PL yield is reproduced in the data. This shows that in a steady
state condition, the non-radiative recombination at these trap sites is largely responsible
for the reduced PL emission. Beyond this simple model, however, we must stress that
in order to obtain an accurate quantitative result, one should also account for the
diusion of carriers in the PL measurement. This inclusion is not trivial, as it will
likely require a numerical simulation of the various recombination processes. This
will be partially addressed and discussed in sections 5.2.3 and 5.3, where numerical
simulations to explain the measured trapping dynamics will be introduced. With some
slight modication and extension of the model discussed in section 5.2.3, it should be
feasible to also simulate the spatial distribution of PL emission, including the local
nature of traps and accounting for carrier diusion.
Beyond looking at the local intensity correlations, it is also useful to consider how
the trap distribution over a larger area inuences the PL yield between the dierent
samples. As an initial comparison, I rst look at the total number of nanoscale traps
within a 6 µm by 6 µm area for several locations on mixed halide unpassivated (I-Br)
and passivated (K-pass) samples, and compare it to the relative PL intensity over the
same areas. As seen in gure 4.5 a, the data groups into two distributions, suggesting
a correlation.
As discussed previously, the diusion of carriers in the PL measurement may be im-
portant to consider. Therefore, instead of considering the number of traps in an area, I
calculate the distribution of distances between traps, and focus on the nearest neighbor
distances. As an example, the distributions for I-only, I-Br, and K-pass samples are
shown in gures 4.5 b-d, respectively, where the eect of K-passivation on increasing
the mean distance (green dashed lines) between traps is evident. Representing the PL
yield in this way, as shown in gure 4.5 e, then suggests that the improved PL yield
in passivated samples is due to the increased distance between traps. In essence, this
means that with a larger distance between traps, an injected carrier will have a much
smaller probability of reaching a trap as it diuses through the lm. As a further
comparison, I also consider the relative PL yield of all three samples (gure 4.5 f) com-
pared to the mean distance between neighboring traps, averaged over several locations.
I again nd that the PL yield dierences are correlated with the trap distances, as
shown in gure 4.5 g.
4.3 Non-radiative loss discussion
The observations above imply several important points. First, the nanoscale distribu-
tion of traps is an important control parameter, particularly from the view of passi-
vation techniques. Interestingly, our observations show that either the K-passivation
method is not uniform (e.g. spatial segregation) or that it is not able to change the
synthesis environment enough to completely suppress trap formation. In the previous
study by Abdi-Jalebi, et al., the 10% ratio of potassium iodide (KI) incorporated was
chosen as the best balance between quantum eciency and carrier mobility, in order
to optimize the overall device performance [34]. They note that higher ratios of KI can
further improve the quantum eciency, to a point, however higher amounts eventually
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Figure 4.5: Correlations between statistics measured in PEEM to PL yield. a) com-
parison of relative PL yield to number of trap sites observed in PEEM in a several
micrometer area for several unpassivated (I-Br) and passivated (K-pass) samples (Leica
TCS SP8 STED3X confocal, same conditions as maps in gure 4.3, with PL intensity
normalized by excitation power and camera gain). The gray line is a linear guide to
the data. b, c, d) distributions of the distance between nearest trap sites measured
in PEEM (4.65 eV probe) for an I-only, I-Br, and K-pass sample, respectively. The
dashed green lines represent the means of the distributions. e) comparison of the rel-
ative PL yield to the mean nearest neighbor distance for several unpassivated (I-Br)
and passivated (K-pass) samples. The gray line is a linear guide to the data. f) rela-
tive PL yield over several micrometer areas for 532 nm, 5 nW excitation (Nanonder
30 confocal) for the three sample types. g) Comparison of the PL yields in (f) with
mean trap distances for the dierent samples. The error bars represent the standard
deviations of mean trap distances over several locations (3-4 areas).
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lead to reduced performance due to the formation of K precipitates. Our results con-
rm that the 10% ratio is still not sucient to remove all the trap sites in the lm and
eliminate the heterogeneous PL eciency. Therefore, further work on optimizing the
incorporation of KI into the synthesis, or in choosing a dierent passivation chemistry
would still be fruitful for maximizing the overall device performance.
Another point is that manipulating the spatial arrangement, such as the distance
between traps, can lead to improvements in PL eciency, even if local trap densities are
still relatively high. This suggests that carrier diusion is very important to consider
for minimizing trap losses. Normally, sample thicknesses are optimized for the device
operation, such as matching the carrier diusion length to the electrode spacing, or
for optimal absorption of light. Our observations suggest that the distribution of
traps in HOIP samples should also be considered in a similar way. For example,
in a vertical device structure, if the distance between local trap sites is made to be
comparable to or larger than the carrier diusion length, then one would expect that
there would be a reduced probability of a carrier being trapped as it travels to an
electrode for collection. This also suggests that for a lateral device structure (e.g.
the rear contact geometry used in many other solar cells), the K-passivated samples
may show a signicant improvement due to the much lower spatial density of local trap
sites, leading to a reduced chance of carriers encountering a trap as they travel between
grains. This point can also help explain why HOIP are so often quoted as "defect
tolerant" materials [87, 88, 93] from a device perspective. The localized nature of the
traps, in combination with barriers to carrier diusion between grains [27, 29], work to
reduce their contribution to non-radiative losses. Therefore, despite a high density of
traps, HOIP lms can still achieve relatively good performance in PV applications.
Thus, in this section of my work, I have shown the relationship between nanoscale
trap sites identied in PEEM and the non-radiative losses in HOIP lms. I found that
the mid-gap states identied in chapter 3 are spatially correlated with areas of low PL
yield, indicating that they are responsible for non-radiative carrier losses. Further, I
have shown that due to the local nature of the trap sites, changing the spatial arrange-
ment or spacing of traps, for example through K-passivation, can be used to control
the macroscopic PL eciency. Up to now, the work I have done considers only the
time-averaged steady state of the traps. In chapter 5, I will next seek to understand
and explain the dynamic trapping process happening at short time scales.
Chapter 5
Time-resolved microscopy of trapping
dynamics
In the previous chapters 3 and 4 I have shown the results of steady-state photoemis-
sion microscopy and spectroscopy, which have revealed the presence of local nanoscale
carrier trapping centers in our perovskite thin lms. In this chapter, I will now inves-
tigate the kinetic processes of carrier trapping on short (sub nanosecond) timescales
by using TR-PEEM. As outlined previously in section 2.2, the main strength of the
TR-PEEM technique is the ability to observe changes in the electron population after
carrier excitation with simultaneously high spatial (10s of nanometers) and temporal
(few hundred femtoseconds) resolutions. Here, I have used this strength to measure
the trapping kinetics at the local trap sites in section 5.1, while in section 5.2 I discuss
in detail two potential mechanisms to explain the observed dynamics.
5.1 Time Resolved Imaging
As discussed in depth in chapter 3, I have shown that the spatial distribution of trap
states in our perovskite lms can be readily observed using the 4.65 eV (third harmonic)
UV probe light. The photoemission intensity from these traps corresponds to the
occupied mid gap states; hence, measuring the change in population of these states
after excitation of carriers will provide a very direct way to observe carrier trapping
processes. Therefore, all the time resolved measurements presented here will utilize
a 4.65 eV probe, with a pulse uence of around 100 nJ/cm2, similar to the steady-
state imaging conditions in chapter 3. In this section, I will discuss results following
excitation with 1.55 eV pump pulses (experiments also using 3.1 eV excitation will
be discussed in section 5.2), and then measure the resulting changes in photoemission
intensity of the UV probe with a pump-probe style measurement, as described in section
2.2. All TR-PEEM data is rst corrected by normalization to a reference, as described
in section 2.3.2, and is then averaged over several (3-10) repeated measurements to
allow for corrections of sample position drift and any slow intensity changes over time.
Now, I will rst discuss the spatial dynamics seen in the three lm compositions
after excitation. Considering rst the iodine-only sample, I focus on a location with
a large number of local trap sites (corresponding to an area with low PL yield) as
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Figure 5.1: TR-PEEM images of trapping dynamics with 4.65 eV probe and 1.55 eV
pump. a) PEEM image and b) TR-PEEM dierence images of an I-only sample at
dierent time delays with 20 µJ/cm2 of pump uence. c) PEEM image and d) TR-
PEEM dierence images of an I-Br sample after excitation with 100 µJ/cm2 of pump
uence. Note that the absorption of the I-Br sample is low at the pump photon energy.
e) PEEM image and f) TR-PEEM images of a K-pass sample with 20 µJ/cm2 pump
uence. Note the images for each sample are cropped to dierent spatial sizes.
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Figure 5.2: Extracted intensity curves of TR-PEEM dynamics, taken with 4.65 eV
probe and 1.55 eV pump. The percent change in intensity is integrated over all trap
sites within the 10 µm FOV for a) an I-only, b) I-Br, and c) K-pass samples. The gray
curves are ts with a double exponential (equation 5.1). The pump uence is given in
each respective panel. The insets show the data and t line plotted on a semi-log scale.
shown in gure 5.1 a. To view the pump-induced change in the signal, I then subtract
the images at negative time delay (i.e. when the probe pulse arrives before the pump
excitation) from the images at positive time delay (pump excites the sample before
the probe pulse arrives). The resulting TR-PEEM images of the dierence-signal are
shown on a normalized scale (to roughly the maximum signal), and are shown for a
few dierent pump-probe delays in gure 5.1 b. Looking at the images, there is clearly
a decrease in the photoemission intensity localized at the trap sites, which happens of
a several 10s of picoseconds (ps) timescale. For the mixed halide (I-Br, gure 5.1 c
and d) and K-passivated (gure 5.1 e and f) samples, I observe a similar decrease in
the photoemission intensity, albeit with a lower signal to noise. This decrease in the
photoemission intensity indicates that electrons are being removed from the mid gap
trap states, or equivalently, that holes are being trapped at these locations.
To view this dynamic more clearly, I extract the percent change in the photoemission
intensity, integrated over all the trap sites within the PEEM eld of view of roughly 10
µm. The percent change is I(t)−I0
I0
× 100, where I(t) is the photoemission intensity at
each time step, and I0 is the average of the photoemission intensity at negative time
delay (i.e. without photoexcitation of the pump). Plotting this quantity allows for
more direct comparisons between dierent samples and measurement conditions, such
as dierent probe uences or camera exposure times. The resulting kinetic traces for
the I-only, I-Br, and K-pass samples are shown in gures 5.2 a, b, and c, respectively.
Here, the decrease in photoemission intensity of the trap sites can be seen on a 10s of
picoseconds timescale. A double exponential t to the data, as given by equation 5.1:
I(t) = A1(e
−t/τ1 − 1) + A2(e−t/τ2 − 1) (5.1)
yields short time constants (τ1) on the order of a few picoseconds, while the slower time
constant (τ2) is on the order of a few tens to few hundreds of picoseconds. The t results
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are summarized in table 5.1, however this is only for a more qualitative comparison.
This is because the band edge absorption around 800 nm (1.55 eV) changes rather
dramatically, as can be seen from the absorption data shown previously in gure 1.3.
Therefore, this data is not at comparable excited carrier densities; this point will be
addressed more carefully in section 5.2.
Table 5.1: Double exponential t results at xed 1.55 eV pump uences
Sample Fluence (µJ/cm2) A1 A2 τ1 (ps) τ2 (ps)
I-only 20 2.4± 0.4 10.5± 0.3 6.8± 2 79± 3
I-Br 100 2.0± 0.3 4.2± 0.4 1.3± 0.5 300± 80
K-pass 20 1.2± 0.2 5.2± 0.2 0.8± 0.4 20± 2
Nevertheless, these parameters still allow for some important qualitative observa-
tions. First, is that the initial signal dynamics are not pulse width limited. Our
estimated time resolution, which is the convolution of the pump and probe pulse du-
rations, is roughly 300 fs from measurements on GaAs. However, the initial dynamic
I measure here is roughly a picosecond at the shortest. This means that there is no
signicant direct excitation of carriers from the occupied trap states, which would show
as a pulse width limited transient signal exactly at zero time delay. This observation is
not unusual considering our HOIP lms, however, where we do not see signicant sub
band gap absorption or emission (gure 1.3) [34]. A second observation here is that
the signal develops over a relatively slow time scale of 10s of picoseconds or longer, and
the process does not follow a simple single exponential decay. This is most clear for
the I-Br sample (gure 5.2 b), where there are two very distinct time scales visible in
the data. This suggests that there may be multiple processes inuencing the trapping
kinetics. However, this rough time scale already agrees fairly well with time-domain
calculations of the expected hole trapping time at mid gap defect states [87]. The
third point is that the signal is of decreasing PEEM intensity. From the discussion in
section 2.3.3 on GaAs, we might have expected to see a signal corresponding to the
excitation of free electrons above the Fermi level. However, I have observed no such
signal in measurements so far on these HOIP samples, even for spectroscopic time-
resolved measurements. This agrees with the discussion in section 3.3, where due to
the crystal symmetry and band gap position for this phase of perovskite, we do not
expect to be able to probe the highest valence or lowest conduction band edges with the
photon energies available. Further supporting this, I also mention here that attempts
at measuring a signal with the 6.2 eV (fourth harmonic) probe were also unsuccessful,
showing that we are indeed not probing the states at the optical band gap.
With these basic observations in mind, I now seek to begin discussing and explaining
the possible origins for the kinetics observed here. The rst obvious process to consider
is the monomolecular, Shockley-Read-Hall (SRH) type trapping [21]. An important
point of this model is that the rate of carrier trapping will depend on the density of
trap states. It was shown recently using TR-PEEM that this description is valid even
for nanoscale trap sites in GaAs [62]. Therefore, we would then like to compare the
signal from trap sites of dierent local density in our samples. As an example, the
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Figure 5.3: Bin analysis for comparing tted time constants with the trap intensity.
a) Spatially extracted TR-PEEM signal from a single trap site (blue circle in inset)
and from an area with no trap density (red square). b) 6 binned and tted TR-PEEM
curves, where each color and t line represents a single binned trap intensity level for
an I-only sample. The extracted slow time constant for the data in gure 5.2 as a
function of the trap intensity for the c) I-only, d) I-Br, and e) K-pass samples.
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TR-PEEM signals from a single trap site and a trap-free area are shown in gure 5.3
a for the iodine-only sample. While the hole trapping signal is resolved, the low signal
for a single trap site makes extracting reliable time constants dicult. To overcome
this, I make use of the large number of trap sites within the image, and bin the TR-
PEEM signals for traps of similar intensity. Several TR-PEEM curves extracted from
dierent intensity bins for the iodine-only sample are shown in gure 5.3 b. From this,
the dependence of the major intensity time constant (τ2) as a function of the trap
intensity (I0) can be obtained. However, I nd that there is no obvious dependence
of the time constant, for either the iodine-only, I-Br, or K-pass samples (gure 5.3 c,
d, and e, respectively). This contradicts the usual SRH behavior, where the trapping
time should become faster for higher trap density.
These initial results and observations about the hole trapping character for the
iodine-only and I-Br samples is part of the work published in Nature [89]. However,
it is clear that the kinetics of the trapping process observed here are not so trivial,
and require a more comprehensive analysis. Therefore, I next turn to more systematic
measurements, along with modeling and simulation of the trapping kinetics, in section
5.2.
5.2 Trapping Kinetics
As introduced in section 5.1, the local trap states in our HOIP samples show complex
trapping kinetics. In order to understand the details of the trapping process, I introduce
a systematic study of the dynamics in this section. First, I will discuss experiments
done under dierent excitation wavelengths (1.55 eV and 3.1 eV) and across a range
of pump uences. For the sake of comparison, I only focus on measurements from the
mixed halide samples (I-Br and K-pass), which are closer in composition. Following
the experimental results, I will then discuss in some detail two possible mechanisms to
explain the observed trapping dynamics, namely a trap-assisted Auger processes and
diusion limited trapping.
5.2.1 Fluence Dependence
One of the key parameters for unveiling dierences in recombination kinetics is to
vary the density of generated carriers. As illustrated previously in equation 1.1 and
gure 1.2 for the steady-state case, the three prototypical types of recombination (SRH,
radiative, and Auger) have dierent dependencies on the carrier density. Similarly, for
the out of equilibrium case in a time resolved measurement, they will show dierent
recombination kinetics. Thus, varying the initial carrier density can allow for examining
the dierent recombination processes. Therefore, to understand the trapping kinetics
in our HOIP samples, I have performed TR-PEEM measurements at dierent pump
uences on the mixed halide (I-Br and K-pass) samples. In addition, I have done this
at two dierent pump wavelengths (energies) of 800 nm (1.55 eV) and 400 nm (3.1 eV).
The experimental conditions were otherwise kept the same as in section 5.1.
Similar to the case of 800 nm excitation shown in section 5.1, 400 nm excitation also
shows a decreasing photoemission intensity on a picosecond timescale. For both the
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Figure 5.4: TR-PEEM intensity curves extracted over all traps in the 10 µm FOV as
imaged with the 4.65 eV probe for dierent excitation conditions. a) I-Br sample with
400 nm (3.1 eV) excitation. b) K-pass sample with 3.1 eV excitation. c) I-Br sample
with 800 nm (1.55 eV) excitation. d) K-pass sample with 1.55 eV excitation. The gray
lines are ts with a double exponential function (equation 5.1).
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I-Br and K-pass samples (gure 5.4 a and b), there is a similar intensity and timescale
for an equivalent pump uence. However, the overall dynamics are visibly faster with
400 nm excitation compared to 800 nm excitation (gure 5.4 c and d). In addition,
the dynamics with 800 nm excitation appear dierent between the I-Br and K-pass
samples (gure 5.4 c and d), where the dynamics are slower for the I-Br sample. The
reduced intensity (and subsequently, higher pump uence needed) for the I-Br sample
with 800 nm excitation is due to the larger band gap for this composition (gure 1.3 b),
making the absorption process unfavorable. To compare the data more directly, I again
use a double exponential t (equation 5.1) to extract amplitudes and time constants
from the data (gray lines in gure 5.4). Additionally, the dierences in the band gap
and excitation wavelength are accounted for by converting the pump uences to an
estimated carrier density n using the equation:
n = fα(1−R)(1− e−αd)/Eph (5.2)
where f is the pump uence, α is the absorption coecient, R is the reection coe-
cient, d is the sample thickness, and Eph is the energy per photon, given by Eph = ch/λ,
where c is the speed of light, h is the Planck constant, and λ is the wavelength. R was
measured to be roughly 0.2 in these experiments and d is approximately 500 nm. α was
estimated to be 0.1 and 1 µm−1 for 800 nm excitation in the I-Br and K-pass samples,
respectively, and roughly 10 µm−1 for 400 nm excitation for both samples, following
the available optical data [12, 34]. Note that the absorption coecients may be rather
inaccurate, since there is not as detailed optical data for the mixed cation compositions,
and as such the coecients are primarily estimated from data on MAPbI3, though the
order of magnitude should be similar.
The results of the double exponential ts as a function of carrier density are shown
in gure 5.5. There are several important observations to note about the extracted
constants. First, the amplitudes (A1 and A2) for all four combinations of sample and
pump wavelength are (nearly) linear with excitation density (gure 5.5 a and b). This
indicates that even at this moderately high carrier density, the absorption process is
still linear, suggesting that there are no multi-photon absorption processes, and further,
that there is no saturation of the TR-PEEM signal. In some cases, the amplitude
starts to appear sub-linear at even higher carrier densities, however this is dicult
to interpret because at very high carrier densities the samples begin to degrade. To
avoid complications with interpretation, these very high carrier density experiments
are excluded from this analysis, and the measurements shown here are taken before
sample deterioration becomes visible.
The second point of interest is that the fast τ1 time constant is independent of the
excitation density and wavelength (gure 5.5 c). Its average value is 2±2 ps (± standard
deviation), which is slower than our temporal resolution of about 300 fs (dashed black
line in gure 5.5 c). The third point, in contrast to the τ1 behavior, is that the slower
time constant τ2 shows a very clear excitation density dependence (gure 5.5 d). At
high density, τ2 becomes as fast as 10 ps, while at lower density (particularly for 800
nm excitation cases) it becomes several hundred picoseconds and starts to exceed the
time delay measurable by our TR-PEEM setup. Additionally, scaling the uences to
carrier density also partially reconciles the dierences between excitation wavelength
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Figure 5.5: Fit parameters, using a double exponential function, for TR-PEEM data
under dierent excitation conditions and for dierent samples. a, b) A1 and A2 am-
plitude constants. c, d) τ1 and τ2 time constants. Error bars are the standard error
from tting. The dashed line in (c) represents the estimated temporal resolution of the
TR-PEEM setup.
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for the τ2 time constant, though there is still a signicant dierence between 800 nm
excitation for the I-Br and K-pass samples (red triangles and orange squares in gure
5.5 d, respectively). This discrepancy may be due to inaccuracies in estimating the
absorption coecients at 800 nm.
From these observations, several conclusions can be drawn about the kinetic pro-
cesses happening here. The rst point is that since there is no saturation of the signal
amplitude with increasing carrier density, it seems that the trapping process does not
completely ll the trap, at least on these time scales. This would suggests that either
the local trap density is very large (1019 cm−3 or higher) or that there are competing
processes which detrap the holes (i.e. recapture electrons from the valence band). The
rst scenario seems less plausible at a glance, considering that the reported ranges of
trap density observed in most HOIP lms is typically 1015− 1018 cm−3 [23, 24, 92, 94].
However, given the energetic position of the traps of roughly a few hundred meV from
the conduction band edge (as a rough estimate from our photoemission spectroscopy
data), the calculations by Kirchartz [93] would in fact suggest such a large density
of traps, on the order of 1019 − 1020 cm−3. Such a high trap density in that case is
required due to the need for absorption or emission of many low energy longitudinal
optical phonons involved in the trapping process in order to reach an eective carrier
lifetime comparable to experimental results [93]. The second scenario of de-trapping
is also important to consider. Molecular dynamics calculations of the hole trapping
process at mid gap trap states have predicted that the trapped holes can release back
into the valence band on a time scale of about 400 ps, while the capture of an electron
from the conduction band (relaxation of the hole to the ground state) would happen
on a much longer scale of hundreds of nanoseconds [87]. Considering the time scales
we observe here, this calculation suggests that the reason we do not ll the trap states
completely is due to release of holes back into the valence band, such that at several
hundreds of picoseconds we reach a steady-state of hole trapping and release, leading
to a at signal at longer time delays.
This in turn coincides with the point regarding the fast time constant τ1. The
independence of the time constant with carrier density is a reasonable indicator for SRH
trapping, which has a time constant that is independent of the excited carrier density.
Therefore the smaller amplitude, few picosecond dynamic we see could correspond to
the initial carrier trapping process, which is roughly on the time scale calculated in
molecular dynamics simulations of around 5-30 ps [87]. However, this then leaves open
the question of what process determines the slower time constant τ2, in particular how
to explain the observed dependence on the carrier density. The dependence indicates
that multi-body processes are likely involved and need to be considered. I will explore
this last point in more detail shortly in section 5.2.2.
5.2.2 Trap Assisted Auger
In order to determine what kinds of multi-body processes may be involved, we look
more closely at the observed τ2 dependence on carrier density. The data can be t
well with a power law τ ∝ n−1, as shown in gure 5.6 a. This kind of dependence is
characteristic of a two body process, with the most common example being bimolecular
radiative recombination. However, as we are probing the occupation of a trap state,
5.2 Trapping Kinetics 57
we must consider processes which aect the population of trapped carriers. Thus, we
consider instead a higher order Auger process. Normally, Auger is assumed to be a
three body process, involving a combination of holes and electrons which recombine
and transfer their energy to another carrier. However, if we take one of the three
participants as the occupied trap (electron), then the process becomes eectively two
body, in terms of the excited carrier density [95]. As outlined in gure 5.6 b, there
are several dierent scenarios where Auger recombination can result in hole trapping.
In scenario (I), a hole is trapped and excess energy is given to a free electron in the
conduction band. In scenario (II), a free electron recombines with a free hole and
transfers its energy to a trapped electron, causing it to detrap. In scenario (III), a hole
is trapped (electron from trap recombines with a free hole) and transfers the energy to
another free hole. These scenarios are essentially equivalent, as discussed by Staub [95],
however the detailed kinetics must include both the electron and hole Auger processes
to satisfy the total recombination.
Taking the limit of high carrier injection (where the excited carrier density is higher
than the doping density), we can write the trap assisted Auger rate equation for a deep




where c is the Auger coecient, nT is the trap density, and p is the excited hole
density. This is inherently dierent from band-to-band Auger recombination, where
the rate equation is proportional to p3 (for n = p). The solution to equation 5.3 is





where p0 is the initial density of excited holes. This can be further rearranged to give
the population of electrons in the trap nT (t), as opposed to the number of trapped
holes p(t) as:




where A = p0 and B = cnTp0 for simplication. Equation 5.5 then represents the
reduced electron occupation of the trap due to hole capture. Comparing to the TR-
PEEM data measured with 400 nm excitation, equation 5.5 accurately ts the data for
both samples and for dierent excited carrier densities (gure 5.6 c). This model also
ts the 800 nm excitation data for the K-pass sample, however for the I-Br sample, it
starts to deviate signicantly (gure 5.6 d).
By tting the TR-PEEM data with equation 5.5, the product cnT can then be
extracted from the ratioB/A. The resulting product is plotted for the dierent samples,
excitation wavelengths, and carrier densities in gure 5.7 a. The data for 400 nm
excitation give similar results for both sample types across the carrier densities used
here, while the grouping for the 800 nm excitation is wider, likely due to the deviations
from the t. The product cnT is however roughly an order of magnitude smaller for 800
nm excitation, which would suggest that the Auger recombination process is sensitive
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Figure 5.6: Trap assisted Auger analysis. a) Extracted slow time constants (same
points as gure 5.5 d). The dashed line represents a t to the line 1/n. b) Schematic of
various trap assisted Auger process which result in hole trapping. Electrons (solid blue
circles) are removed from the trap states through dierent pathways (black arrows)
involving other electrons or holes (open blue circles). c) 400 nm excitation trapping
kinetics for a few K-passivated (circles) and unpassivated I-Br (squares) measurements.
The grey lines are ts with equation 5.5. The inset shows the data and ts on a semilog
scale. d) 800 nm excitation for an I-Br sample at two uences. The grey lines are ts
with equation 5.5; note that there is a signicant deviation at shorter time delays. The
inset shows the data and ts on a semilog scale.
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Figure 5.7: Extracted Auger coecients. a) Product cnT from the coecients ex-
tracted from equation 5.5 for 400 nm (blue points) and 800 nm (red points) excitation
for K-passivated (circle) and I-Br (square) samples as a function of estimated excitation
density. Errorbars are the standard error from tting. b) Calculated Auger coecient
(black lines) as a function of trap density (nT ) using the product cnT for 800 nm (red
shaded area) and 400 nm (blue shaded area) excitation. The width of the red and
blue areas represents the width of the standard deviation calculated from the points
in (a). The green shaded box represents the typical range of reported trap densities in
HOIP lms, while the shaded magenta box represents the range of Auger coecients
calculated by Staub et al. [95].
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to the excess carrier energy when exciting above the band gap. This is represented
more clearly in gure 5.7 b, where the resulting Auger coecient for the 800 nm and
400 nm excitation (black lines in red and blue shaded areas, respectively) is plotted as
a function of the trap density nT .
At this point, the absolute trap densities in our mixed cation HOIP lms are un-
known. However, we can still infer several important points based on the data and
simulations for MAPbI3 and more recent results on mixed cation lms. This is repre-
sented by the shaded boxes in gure 5.7 b, where the typical range of reported carrier
densities in thin lm HOIP is indicated by the shaded green box, while the range of
calculated trap assisted Auger coecients by Staub is shown by the shaded magenta
box [95]. If we consider the Auger coecient and compare it to that calculated by
Staub [95], we nd that for a trap depth of a few hundred meV (as estimated from
our photoemission spectroscopy data, and as predicted from calculations [88] and re-
cent experiments [96]), the calculated Auger coecient would be approximately 10−29
cm6s−1. This value agrees with measured literature values for the Auger coecient on
similar mixed cation (Cs and FA) mixed halide (20% Br) lms [31]. From the Auger
coecient measured here and plotted in gure 5.7 b, this would then suggest a deep
level trap density of the order 1016 cm−3 in our samples. This estimate of the hole trap
density is comparable to recent literature reports on similar mixed composition lms
and also in MAPbI3 lms [23, 24, 92, 94, 96].
Therefore, I have found here that the trap assisted Auger recombination process
can potentially explain part of the observed hole trapping kinetics on a sub-nanosecond
timescale. In particular, this model holds for a moderate to high carrier density regime.
At lower carrier densities, however, particularly as mentioned before for the 800 nm
excitation in I-Br samples, this process cannot accurately describe the trapping kinetics.
In addition, this model does not reconcile the behavior seen in gure 5.3, where the time
constants are independent of the local trap density, which goes against the derivation
in equation 5.5. Due to these shortcomings, I will discuss an alternate kinetic model
in section 5.2.3.
Considering solar cell devices operating under 1-sun conditions, where the carrier
density is roughly 1015 cm−3, the trap assisted Auger process should then not be
so signicant. However, for concentrator type solar cells [97] and in light emitting
diode (LED) devices [98], where injected carrier densities can be quite high, Auger
recombination is a serious concern and is already known to be a limiting factor. The
interesting point here is that if the main Auger recombination process is due to trap
assisted interactions, then there is a possibility for external control of the trap densities
or composition to manage the losses from Auger recombination. This is in contrast to
band to band Auger recombination, which has transition rates primarily determined
by the electronic band structure, meaning that the material itself must be changed in
order to control the Auger recombination rates.
5.2.3 Diusion Limited Trapping
While the trap assisted Auger process discussion in section 5.2.2 can explain a portion of
the TR-PEEM observations, it is still important to consider alternate kinetic processes
which can better explain the observed kinetics and to gain new perspectives. Stepping
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back, I rst consider the kinetics again by starting with the initial observations shown
in section 5.1, where we observed the overall trapping timescales ranging from several
tens to a few hundred picoseconds. On this timescale, one of the most commonly
observed phenomenon in semiconductors (other than radiative recombination) is the
diusion of carriers [44]. If we consider this scenario, we can do a simple order of




where D is the diusion coecient and τt is the trapping time. Using a typical value
for the (intra-grain) diusion coecient of 1 cm2s−1 [29, 34, 94] and a value of τt
of roughly 80 ps from our measurement (considering the I-only lm) gives a trapping
diusion length of about 90 nm. This length scale is reasonably close to the grain radius
(gure 1.4 b and c) and is comparable to half the mean distance between neighboring
traps that was measured in gure 4.5 b. This suggests that physically, the trapping
kinetics we measure could be inuenced by diusion of carriers to the trap sites from
within a grain or adjacent grains, and warrants a more detailed investigation.
To develop the kinetic model for the diusion of carriers, I will consider two possible
scenarios. In the rst case, I will assume that the slab of perovskite material contains
local trapping centers (red boxes in gure 5.8 a) and no boundaries which limit diusion.
Therefore, after exciting carriers (for the moment just considering the case of holes),
diusion will result in additional carriers being funneled towards the traps. In the
second case, I will further assume that there are boundaries to carrier diusion (gure
5.8 b), representing grain boundaries with a reduced diusion coecient. The resulting
system of dierential equation in 1-dimension (1D) can then be written as:
dnT
dt






− ktnc(NT − nT )− kbn2c (5.7)
where nT and nc are the population of trapped and free carriers, respectively, as func-
tions of time and space, NT is the trap density, kt is the trapping coecient, kb is the
bimolecular radiative recombination coecient, andD is the diusion coecient, which
is allowed to spatially vary in the case of simulated grain boundaries. Exact solutions
of diusion equations are not always possible, so I turn instead to numerical solutions
of this system of equations using a nite dierence (forward dierence in time and
central dierence in space (Euler)) scheme [99]. Numerical solutions were calculated
for a 1D line 3000 nm long with a 1 nm step and a time step of 1 fs. The local trap is
simulated by setting kt to be 1× 10−7 cm3s−1 (corresponding to a 1 ps trapping time,
kt = 1/(NT τ)) in a region of 100 nm in length, centered at x = 0, and zero elsewhere.
The radiative coecient kb was set to 2× 10−11 cm3s−1 from literature values [31] and
from measurements done at Cambridge, however its contribution on a sub nanosecond
timescale is generally negligible, except at very high free carrier densities. The trap
density NT was chosen to be 1×1019 cm−3, and the initial carrier density NC is 1×1018
cm−3 for this rst simulation.
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Figure 5.8: Diusion limited trapping model in 1-dimension. Schematic drawing of
the hole (h+) diusion process into local trap sites (red shaded boxes) for the cases
of a) a uniform slab of material and b) a material broken up into smaller grains. c)
the simulated 1D prole of the free carrier population (nc) at dierent times in the
presence of a local trap (gray shaded box), assuming there are no grain boundaries. d)
the corresponding 1D prole of trapped carriers (nt) for the case in (c). e) 1D prole
of free carriers, but with simulated grain boundaries (Db = 0.1 cm2s−1, grey vertical
lines). f) corresponding 1D prole of trapped carriers for (e). For the simulations in
c-f, the trap density NT is 1 × 1019 cm−3, the excited carrier density NC is 1 × 1018
cm−3, the intra-grain diusion coecient Di is 1 cm2s−1, and the trapping coecient
kt is 1× 10−7 cm3s−1.
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The calculated line proles for the free carrier population (nc), assuming a diusion
coecient Di of 1 cm2s−1 [29, 34, 94] and no grain boundaries is shown in gure 5.8 c
for a few time steps. The spatial position of the trap is given by the gray box, while
the corresponding population of trapped carriers (nt) is shown in gure 5.8 d). The
same proles for the case of simulated grain boundaries, where the diusion coecent
at a 3 nm boundary strip (Db) is set to be 0.1 cm2s−1, is shown in gure 5.8 e and
f, with the boundaries for 5 grains shown as the gray vertical lines. These numerical
calculations conrm that after the initial population of carriers at the trap are captured,
diusion will result in a reduction in the population of free carriers in adjacent grains.
This further supports the observations in chapter 4 that the photoluminescence of
grains near a trap site can be substantially quenched over an area of several hundred
nanometers or larger (gure 4.2).
Now, I consider more closely the time dynamics. Integrating the population of
trapped carriers nT at each time step, the resulting trapping dynamics can be repre-
sented in a similar way to the TR-PEEM data by plotting the change in trap occupa-
tion. First, I consider the case for a xed initial carrier density, but vary the diusion
coecient of the grain boundary (Db), as shown in gure 5.9 a. This shows that the
diusion across the grain boundary is the limiting factor at long times, as might be
expected. From dierent measurements reported in the literature, it is known that the
carrier mobility of intra versus inter (or in single crystal versus solution process lms)
charge transport can dier by almost an order of magnitude [29, 94, 100]. This would
suggests that a value of Db on the order 0.01-0.1 cm2s−1 is realistic, though it likely
varies spatially (i.e. grain boundary to grain boundary) very strongly [27, 29].
Therefore, I will again consider two cases, where in one case there is no barrier
to carrier diusion (Di = Db = 1 cm2s−1), and a second case where there is reduced
diusion across the grain boundary (Db = 0.1 cm2s−1). These two cases are plotted
in gure 5.9 b and c, respectively, for several dierent initial carrier densities. In both
cases, the population of trapped carriers has an initial fast component, followed by a
slow tail. The fast component corresponds to the SRH trapping term in equation 5.7,
while the slow tail is the result of carrier diusion into the trap, which continues until
the trap is completely lled. For this value of Db, the eect of the grain boundary is
not so strong, however it does slow down the long time dynamics. Hence, the time
to reach a steady-state of trap lling decreases with increasing initial carrier density,
which closely resembles the measured TR-PEEM dynamics. As a comparison, the data
(with double exponential ts as guides) is shown again for the I-Br sample with 800 nm
excitation in gure 5.9 d. Qualitatively, with only the simple model given in equation
5.7, the diusion model is able to replicate the main trends of the measured data quite
well.
Despite the qualitative agreement, there are still some limitations to this model.
The most severe limitation is that the model in equation 5.7 only holds for the low car-
rier density and short time regime, which is roughly NC . 0.1NT in a one nanosecond
window. At higher carrier density and longer times, the trap will become completely
lled, resulting in a saturated trapped population. However, from the TR-PEEM
measurements, we have not observed such a saturation of the signal intensity with
increasing excitation density over a large range (gure 5.4). As discussed previously
in section 5.1, there are predictions that the trapped hole can escape back into the va-
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Figure 5.9: Kinetics of diusion limited trapping. a) Calculated trapping kinetics for
dierent values of the grain boundary diusion coecient Db. b) Calculated trapping
kinetics for dierent initial carrier densities and assuming no grain boundaries. c)
same as (b) but including simulated grain boundaries (Db = 0.1 cm2s−1). d) TR-
PEEM curves of 800 nm excitation in I-Br HOIP lms, for comparison with (b) and
(c). Note that the solid lines are the ts with a double exponential function shown
previously, as a guide to the eye.
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Figure 5.10: 1D simulation of diusion which includes de-trapping terms. Solid lines
are simulations that include de-trapping, while dashed lines are without de-trapping
(i.e. kdt = 0). The trap density is set to 1 × 1017cm−3 for these simulations. a,b)
Simulated free carrier density nc and trapped holes nT line proles for initial carrier
density NC = 1 × 1015cm−3. c) Change in trap population against time with and
without detrapping term. d,e) Simulations for nc and nT with initial carrier density
NC = 1 × 1016cm−3, and f) resulting change in trap population over time. g,h) Sim-
ulation of nc and nT for NC = 1 × 1017cm−3 and i) change in trap population over
time.
lence band on a hundreds of picosecond timescale [87]. The de-trapping (and eventual
recombination with an electron) of the hole is not accounted for in this current model,
which will likely create a quasi-steady-state condition where the trap is only partially
lled with holes.
To test this, the model in equation 5.7 can be extended by including terms for de-
trapping, given by ±kdtnT (NV − nc), where kdt is the de-trapping rate constant, NV is
the valence band density of states, and the sign is negative for the rst line of equation
5.7 and positive in the second line, to represent trapped holes leaving (returning to)
the trap (valence) states. The rate constant kdt is dened in a similar way as before
for kt with a time constant of 400 ps, following the calculations by Li [87], while
NV was taken from estimations in the literature [101]. Simulations for three dierent
initial nc are shown including the de-trapping terms, and comparing to the case where
kdt = 0 (i.e. no de-trapping) in gure 5.10. At lower initial carrier densities (NC), the
inclusion of de-trapping (solid lines) prevents the free hole population nc from being
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completely trapped at the trap site (gure 5.10 a) compared to the case without de-
trapping (dashed lines). Including de-trapping also slightly changes the spatial prole
of the trapped holes (gure 5.10 b) and more evenly distributes the trapped holes (solid
versus dashed lines), however the total number of trapped holes is almost exactly the
same, as seen in the kinetic trace shown in gure 5.10 c. As the initial carrier density is
increased, the spatial proles do not notably change (gure 5.10 d,e) compared to the
low carrier density case, however we see that the time dependence and total number
of trapped holes begins to slow down at longer time scales (gure 5.10 f). In the high
carrier density case, where the trap quickly saturates, we see that de-trapping doesn't
aect the population of free carriers so much (gure 5.10 g), however, it does prevent
the trap from completely lling (gure 5.10 h, i). Instead, the trap population reaches
an equilibrium between trapping and de-trapping.
Another improvement to the diusion model here would be to consider a larger
dimensional space, either a 2-dimensional lattice of traps and grains, or potentially even
a 3-dimensional structure. While these models would more accurately represent the real
movement of carriers in the lms, they would also greatly increase the computational
requirements. Still, it is useful to extend the model to at least 2D, which allows for
some further qualitative comparisons to the experimental data. In doing so, I will also
introduce a more "complete" model, which properly accounts for the populations of
free holes and electrons, and allows for electron trapping as well (to allow the trap
to eventually relax). This then requires writing a system of three coupled dierential
equations, similar to equations 5.7 above, as:
dne
dt
= De52 ne − ktrnenT − kbnenh
dnh
dt
= Dh52 nh − ktnh(NT − nT ) + kdtnT (NV − nh)− kbnenh
dnT
dt
= ktnh(NT − nT )− kdtnT (NV − nh)− ktrnenT (5.8)
Where ne, nh, and nT are the populations of free electrons, free holes, and trapped






is the Laplacian (in 2D, but can be gener-
alized to 3D as well). The rate constants k are as dened before and schematically
shown in gure 5.11 a for the dierent transitions, with the additional term for electron
capture by the trap from the conduction band ktr. Dierences in carrier mobility can
also be accounted for with De and Dh for the electron and hole diusion coecients,
however for simplicity I will assume De = Dh in these simulations, which is a rea-
sonable rst approximation for HOIP[15, 100]. For these simulations, I will impose
Neumann boundary conditions ("insulated boundaries"), as Dirichlet boundary condi-
tions (e.g. free carrier population equal to a constant) could be dicult to use due to
computational limitations from needing to make the simulation area larger than the
"excitation" spot.
Before giving the simulation parameters and results, I will also briey discuss how
the trap and grain distributions can be randomly generated to more closely resemble
the experimental data, compared to periodic traps and boundaries which are easy
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Figure 5.11: Schematic for 2D simulation. a) Kinetic schematic of possible transitions
and movements (arrows) between the conduction band (CB), valence band (VB), and
the trap states. Electrons are lled blue circles, while holes are hollow. b) Setup for 2D
simulation, where the randomly generated trap distribution is overlaid on the random
grain distribution made using a Voronoi scheme.
to implement in programming. For the trap distribution, this can be achieved by
generating a sparsely populated n-dimensional array, and using those positions as the
centers for e.g. a Gaussian trap site, which can then have xed or variable widths and
amplitudes. Making a random grain distribution is slightly more complicated, however
it can be readily achieved by constructing a Voronoi diagram (see for example [102]). A
Voronoi diagram is seeded in the same way, using a sparsely populated n-dimensional
array. A computer algorithm to draw a Voronoi diagram can then be applied, which
draws lines perpendicular to the center of a line connecting two seed points. Essentially,
it is the same process as drawing a Wigner-Seitz unit cell in condensed matter physics.
From a random seed, this results in a random pattern of domains, where as done for the
case of the 1-D line simulation, the diusion coecient at the boundary of a domain
can be reduced to simulate restricted diusion between grains. Combining these two
together, a more realistic random trap-grain structure can be easily generated, as
shown for example in gure 5.11 b, where the trap distribution is overlaid on the grain
structure. For this image, the size dimensions are 1000 nm in height and width with a
step (pixel) size of 5 nm. The trap clusters are 25 randomly seeded Gaussians (which
can overlap) of σ = 30 nm and random amplitudes. The grain distribution is a Voronoi
diagram from a seed of 20 random points, where only the resulting domain boundaries
(white lines) are shown.
Using the distributions shown in gure 5.11 b, an example simulation in 2D was
performed to calculate the free carrier and trapped hole populations using equations
5.8. The remaining parameters for the simulation are as follows: the hole trapping,
de-trapping, and electron trapping coecients (kt, kdt, and ktr) were set to have time
constants of 1 ps, 400 ps, and 300 ns, following the calculations from Li[87] and our
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Figure 5.12: Example 2D diusion simulation using the trap and grain distribution
in 5.11 b. a) Free electron population ne at several time steps. b) Free hole population
nh at several time steps. c) Trapped hole population nT at several time steps. All
images are 1× 1 µm in size.
experimental data. The diusion coecient within the grains was set to 1 cm2/s, while
the value at the grain boundaries was set to 0.1 cm2/s. The trap density maximum
was set to NT = 1× 1017cm−3 (with each trap having a random value; larger values in
gure 5.11 b are due to traps overlapping in space). The initial carrier density for both
electrons and holes was NC = 1 × 1016cm−3, and was given a 2D Gaussian prole to
resemble the experimental pump laser spot size (roughly, σx = 30µm and σy = 10µm
in simulation), while the traps are initially empty (of holes). The simulation time step
was 50 fs, and was run for 20000 steps.
The resulting simulated free electron, free hole, and trapped hole populations in 2D
at several time steps are shown in gure 5.12 a, b, and c, respectively. As expected on
a sub nanosecond time scale, with the time constant for electron trapping set to 300
ns, there is little change in the free electron population (gure 5.12 a). Note that due
to the insulating Neumann boundary condition, there are some artifacts at edges of
the simulation near traps; the apparent carrier loss is exaggerated because there is no
ow of carriers from outside the simulation area. For the free hole population (gure
5.12 b), we immediately see the eects of carrier diusion as the time step increases.
At longer times, carriers are depleted from whole grains, leading eventually to larger
regions of reduced carrier density mediated by grain boundaries. Lastly, for the trapped
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holes (gure 5.12 c), we see the number of trapped holes at longer times for each trap
cluster is not exactly proportional to its trap density (i.e. comparing to gure 5.11 b),
but is also related to the size and position of the grain it sits within, as well as how
close other trap clusters are. As a rst example, this simulation shows that it should
be possible to computationally explore many of the experiments shown in this chapter,
as well as potentially from chapter 4. Implications of these simulations, challenges, and
some potential research directions will be discussed at the end of the following section.
5.3 Time-resolved discussion
In this chapter, I have discussed in depth experiments and simulations of carrier dynam-
ics in HOIP thin lm materials. In section 5.1, I showed the rst results of TR-PEEM
imaging, where we identied the hole trapping character of the nanoscale trap clusters.
Following this, the main portion of this chapter in section 5.2 dealt with discussing
possible microscopic recombination mechanisms to explain the observed trapping dy-
namics, in particular the uence dependencies described in section 5.2.1. The rst
mechanism explored was trap-assisted Auger recombination in section 5.2.2, where it
was found that this mechanism could potentially explain the trapping kinetics, espe-
cially for the higher carrier density regime. However, this model failed to explain the
spatial behavior seen in section 5.1, and failed to reproduce the trapping dynamics at
lower carrier densities, which is a more important regime for most solar cell devices.
Thus, in section 5.2.3, a second mechanism was explored, consisting of a diusion-
limited trapping model. Solutions for this model were computed numerically, allowing
for several examples in 1-D to be explored, as well as a rst look into a 2-D simula-
tion. I nd that the diusion-limited trapping model can qualitatively reproduce the
observed dynamics and observations, making it a potentially more robust or complete
model for this system.
Going forward, the diusion-trapping model proposed in equations 5.8 represent a
starting point from which several of our previous experimental observations and con-
clusions could be tested and explored in more detail, as well as several future research
directions. For example, it would be useful to spatially extract the simulated trap-
ping signal from multiple traps to conrm the I0 vs τ dependence initially observed
in section 5.1. Similarly, it could be fruitful to study in some depth how varying the
trap distribution (number, size, etc.) aects the trapping kinetics at individual sites,
as well as the overall total of carriers which recombine non-radiatively. This would
shed deeper insight into how the K-passivation is actually resulting in more ecient
HOIP devices. Another interesting point would be to also calculate the total radiative
emission (given by the kb term in equations 5.8) for longer times (i.e. comparable to
the carrier "lifetime"), which then provides a simulated 2D PL map. This would solve
the issue discussed in section 4.2 when trying to correlate the time-averaged PL map
against the nanoscale trap distribution. Lastly, for all of these points, it could be very
interesting to use experimental data as a direct input into the model. For example,
high-resolution PEEM images of traps and the grain morphology (discussed more in
chapter 7) could be used to generate the starting trap grain distributions in the sim-
ulations. This should allow for a much more quantitative comparison of the trapping
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dynamics, and could provide other useful information such as the ratio of grain to
boundary diusion coecient and absolute trap densities.
Before jumping to explore these options, there are however a few considerations
and limitations with solving equations 5.8 numerically, which I will briey describe.
The main issue comes, in one way or another, down to the time required to run the
computation. For the simulations shown in section 5.2.3, the simulation details were
picked to keep the total run time on the order of a few minutes (using an ordinary
personal computer). To run the same simulation to a nal time of, say, a microsecond
(for example, to study the PL decay), then the computation time becomes more than 2
days! While the time delta at each step could be increased, there is however a stability
limit which must be met, given as ∆t ≤ dx2
2D
(in 1-D) [99], where ∆t is the time step of
the simulation, dx is the spatial step size, and D is again the diusion coecient. For
the simulation shown in gure 5.12, with D = 1 cm2/s and dx = 5 nm, the stability
limit for ∆t is 62.5 fs. Therefore, the time step cannot be arbitrarily increased, unless
the spatial size or resolution and diusion coecients also change. To run larger
and/or longer simulations, the computation requirements thus increase dramatically
(especially for 2- and 3-D simulations, which can easily contain many more spatial
points in the calculations), and either some parameters are sacriced for optimizing
another, or access to high-throughput computing becomes essential. Another route
could be to utilize implicit schemes for numerically solving dierential equations (as
opposed to the explicit scheme used here), which can deal with arbitrary time steps
without stability problems. These methods, however, are much more complicated
mathematically to utilize, but the payo could be very useful for doing long-time
simulations. Nevertheless, these issues should not prevent future studies using the
diusion-limited trapping model, but do need to be considered seriously when designing
each experiment to keep simulations practical while still relevant.
Turning back briey to the scientic discussion, since the main implications of the
eects of carrier diusion on the recombination losses were already discussed in section
4.3, I will not repeat them in detail here. However, the importance of carrier diusion
in the trapping process highlights that the spatial arrangement of traps is an important
factor to consider for modifying recombination losses. For example, by engineering the
eect of carrier diusion across grain boundaries and/or the spatial distribution of
traps, it could be possible to limit recombination losses to small (i.e. single grain)
portions of the lm. For example, additives which prevent carrier diusion between
grains could greatly mitigate the overall number of trapped carriers, which could be
benecial if the traps cannot be completely eliminated during synthesis.
In summary, this work sheds insight into the mechanisms behind the non-radiative
recombination losses present in HOIP lms, which is not directly accessible by tradi-
tional optical time-resolved techniques. In the following chapter 6, I will step back
somewhat, and discuss about how PEEM can be used to investigate other interesting
phenomenon related to traps in HOIP, namely the eects of light and environmental
treatments.
Chapter 6
Light and Environmental Control of
Traps
From the identication of nanoscale traps in chapter 3, their relation to radiative carrier
losses in chapter 4, and the detailed trapping kinetics discussed in chapter 5, I have
provided so far a fairly extensive characterization of the trap properties in mixed cation
HOIP lms. Following that, in this chapter I want to instead take a slightly dierent
direction, and show how the access to the traps given by TR-PEEM can be used to
study other phenomenon in HOIP materials. In particular, there are many reports
of environmental and light-induced eects on changing the trap properties in HOIP
materials, which I will generally call "light-soaking" eects [26, 83, 85, 90, 91, 103105].
The ability of our PEEM setup to study the eects of light exposure on traps in-situ,
as well as after exposures to controlled environments (ex-situ), provides us a unique
platform to microscopically examine these processes. We recognized this strength after
some initial observations during the visit of Stuart Macpherson (Cavendish Laboratory,
Cambridge, UK) to our lab in Okinawa, to whom I owe much credit for his ideas and
expertise in HOIP materials for this collaborative work. Therefore, I will not focus so
much on the underlying physics behind our observations, and instead spend more eort
talking about what new information we gain by using PEEM. In section 6.1 I will rst
discuss the in-situ experiments with light exposure under UHV, while in section 6.2 I
will discuss observations after controlled exposure to oxygen (O2) and light.
6.1 In-situ light exposure
Considering the extensive literature on HOIP materials, there have been several re-
ports of light-soaking eects which can modulate the trap densities, leading to either
improved or reduced PL emission [26, 85, 103, 105]. However, this is always an inferred
eect from the PL eciency, and is dicult to separate from other eects like halide
segregation [90, 91]. Therefore, we use PEEM as a novel probe of the traps in HOIP
lms and rst look at the eects of light-soaking under UHV conditions (10−10 torr),
where we can rule out environmental factors such as water and oxygen. Following
the methodology used in chapter 3, we can monitor both the spatial distribution and
photoemission spectra of the traps, while simultaneously light-soaking the lm with
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Figure 6.1: PEEM images (energy resolved with 6.2 eV photon energy) of traps in
an I-Br sample a) before and b) after light soaking under UHV. The images are scaled
to the same intensity range. c) Ratio of image (b) to (a). d) PEEM image of the traps
(4.65 eV photon energy). Note that the magnication is dierent from (a) and (b).
e) PEEM intensity over time at the marked locations in (d) during light-soaking. f)
Intensity histograms of images (a) and (b).
an external source, e.g. the pump laser used for time resolved experiments (gures
2.2 and 2.5). For this specic experiment, we used 400 nm light from the pump with
a moderately high uence of 10 µJ/cm2 to light soak, while monitoring the spatial
change in photoemission intensity of the traps using the 6.2 eV probe with energy re-
solved imaging of the trap states. Since the probe uence is considerably lower (around
10 nJ/cm2), any probe-induced eects will be negligible. As a technical note, energy
resolved imaging during the exposure also makes comparisons of the photoemission
spectrum before and after more reproducible, since the analyzer slit does not need to
be re-positioned between measurements.
We then monitor the light induced changes in an I-Br sample over the period of
about an hour. Correcting for drift of the probe intensity, we can directly compare
images at the beginning and end of the exposure (gure 6.1 a and b, respectively).
We nd that there is a considerable increase in the intensity of the local trap sites,
by roughly a factor of two. However, the overall spatial distribution is unchanged; the
light soaking does not seem to introduce new local trap sites. We can see this by also
looking at the ratio of the two images (gure 6.1 c), where the majority of the image
is increased by a factor of two to three, with some local spots of much higher increase,
while some regions are relatively unchanged. This can also be tracked for individual
regions, such as the single trap and trap free areas marked in gure 6.1 d. From these
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Figure 6.2: Normalized photoemission spectra (6.2 eV photon energy) from a) a trap
free area and b) at a local trap, before and after light-soaking in-situ. The insets show
the data on a semilog scale.
two spots, we can see that the existing trap has a much larger increase in its total
intensity, while the trap free area has only a slight intensity increase (gure 6.1 e).
Lastly, we can also consider the total intensity histogram of the two images, which is
shifted to higher intensity after light soaking (gure 6.1 f). These rst observations
reveal that while traps are induced throughout most of the lm (gure 6.1 c and f),
the eect is strongest at existing trap sites (gure 6.1 e).
We can also see this eect from looking at changes in the photoemission spectrum,
taken before and after the light-soaking treatment. Looking at an initially trap free
area and a local trap, we can see that in both cases the intensity of mid gap states
is increased after light-soaking, relative to the valence band peak (gure 6.2 a and
b, respectively). Again, however, we see that the eect, in terms of overall intensity
increase, is more signicant for the existing trap site (gure 6.2 b). The general features
of the spectrum are otherwise mostly unchanged, except for perhaps a small (roughly
100-200 meV) shift in the Fermi level, as evidenced by the slight increase in kinetic
energy (gure 6.2 b inset). However, it is dicult to resolve this small change with the
imaging conditions used here.
From these observations, we can conclude the following points. First, is that light-
soaking under UHV conditions does in fact increase the density of deep level traps,
which we would expect to lead to reduced PL eciency. This directly supports recent
studies which observed that under a vacuum environment the PL yield decreases with
light soaking [103, 105]. The second point is that the light-soaking does not uniformly
increase the trap density; it has a stronger eect at existing trap sites. This suggests
that the chemistry behind what forms these trap states favors light-induced reactions,
for example such as ion migration or dissociation [26, 90, 91, 104], which are meta-stable
for at least several hours under UHV.
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While we are still investigating the physics behind the structure and chemistry of
these nanoscale traps, as part of the ongoing collaboration between OIST and Cam-
bridge, these initial observations already can provide a new perspective on some of the
various light-induced changes often seen in HOIP materials. We further explore this
in section 6.2, where we next consider the additional eect of the environment (e.g.
oxygen) when light-soaking.
6.2 Ex-situ environmental exposure
As introduced above, several eects of light-soaking on HOIP materials have been
observed in the literature. Aside from inducing trap states, there have also been reports
where the PL eciency can increase under certain conditions [26, 85, 103], which has
interesting consequences for trap management in device fabrication. To test these ideas,
we here consider light-soaking in the presence of oxygen gas (O2), which was recently
shown to be a key ingredient for improved PL yield [103, 105]. However, the reported
pressures of O2 needed are relatively high (compared to UHV), and are on the order
of at least 10−5 torr or higher. Therefore, we are unable to directly study the eects of
O2 gas in-situ, where the operating conditions of the microscope demand a pressure of
10−7 torr or lower to prevent electrostatic discharge of the sample to the high voltage
objective lens, damage to the main channel plate amplication stage, and reduced
transmission due to scattering of electrons with gas molecules. Therefore, we chose
to do a controlled ex-situ exposure to O2 and light though an external environmental
chamber. In this way, we can rst measure a sample inside the PEEM, move it to the
external environmental chamber for light-soaking in dierent atmospheres, and then
return it to the measurement chamber of the PEEM, all without removing the sample
from the PEEM sample holder and without any exposure to the ambient environment.
Spatial features such as the deposited gold markers (gure 1.4 a) can then be used to
nd and measure the same locations before and after the treatments.
Here, we consider the eect of light soaking in the presence of atmospheric pressure
O2 (using dry air). In this case, we light soak with a helium-neon (HeNe) laser at 633
nm for 30 mins with an intensity of around 10 mW/cm2. Then, we compare PEEM
images of the traps (4.65 eV photon energy) before and after the light-soaking, at the
same spatial location (gure 6.3 a and b, respectively). Contrary to the results in
section 6.1, we see for this case that the intensity of the traps is greatly reduced after
treatment with light and O2. Again, we also see that the spatial distribution of traps
remains identical. Looking at the overall intensity histograms (gure 6.3 c) and the
image ratio (gure 6.3 d), we see that the trap intensity is reduced to roughly 1/5 after
the treatment. In addition, gure 6.3 d also shows that there are local areas where the
intensity drops to 1/10 or even lower after treatment.
We also compare the changes in the photoemission spectrum after treatment. Here,
for simplicity, we only consider measurements which were spatially averaged over sev-
eral micrometers in order to reduce the required measurement time and allow for a ner
energy step. Following the trend observed from the PEEM images of the traps, we see
that there is a signicant reduction in the mid gap state intensity after light-soaking
in O2 (gure 6.4 a). In addition, there is an increase in the work function (reduction
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Figure 6.3: PEEM images of traps (4.65 eV probe) in an I-Br sample a) before and
b) after light soaking ex-situ in O2. The images are scaled by laser power and exposure
time and plotted on the same intensity scale. Note that these images are taken at
the same spatial location. c) Intensity histograms of images (a) and (b). d) Ratio of
image (b) to (a). Note that because the sample is removed for the ex-situ soaking,
the microscope alignment, and hence image distortions, are slightly dierent and cause
some artifacts when taking the ratio of the images.
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Figure 6.4: a) Photoemission spectra (6.2 eV photon energy), averaged over a 5 µm
area, before and after ex-situ light soaking in O2. The spectrum are scaled by laser
power and exposure time. Note that the intensity scale is logarithmic. b) Normalized
photoemission spectrum from a sample area exposed to ex-situ light and O2 compared
to an area only exposed to O2. c) Photoemission spectrum (scaled by laser power and
exposure time) of a sample before treatment with O2 and light, after treatment, and
then after 5 days under UHV and dark conditions. d) Energy schematic of the changes
in the Fermi level (EF ) under the dierent light soaking conditions.
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in the maximum kinetic energy emitted) of roughly 100-200 meV after the treatment,
similar to results from a recent systematic study of water and O2 exposure [83]. We
also check the eect of oxygen exposure in the dark, and we conrm that there is no
signicant suppression of traps without the addition of light (gure 6.4 b). Lastly,
we see that the chemical changes induced through light-soaking in O2 are stable over
several days of storage under UHV in the dark (gure 6.4 c), with only a slow recovery
of the mid gap intensity over time. Here again, the increase in the work function is
also visible. The general trends in the changing work function (Fermi level EF ) are
summarized in gure 6.4 d for the case of light-soaking in vacuum and light-soaking in
O2. As mentioned in section 6.1, the energy shifts after light soaking in vacuum are
harder to resolve, but show a slight increase in EF (decrease in work function), while
the treatments with O2 show the opposite trend.
Our results so far are in agreement with the reaction model proposed by Anaya
[103], where Pb reacts with O2, in the presence of free carriers, to form a superoxide.
The superoxide induces ion migration, which redistributes the halide species between
the surface and bulk, causing a reduction in the density of surface halide vacancies or
interstitial defects [26, 85, 88, 90, 103]. This in turn may also explain our results of
light-soaking under UHV, where the light-induced ion migration is now opposite to the
case with a layer of superoxides at the surface, causing formation of additional surface
defects. However, the interesting point of our results here is that we can spatially
visualize where these reactions are happening. We see that the most signicant eects
happen at the existing trap sites, both for trap formation and passivation. These
suggest that the chemistry of the local traps we observe is considerably dierent than
the pristine material.
As a nal point, we also show the eects of light-soaking in O2 on the trapping
kinetics. After the light-soaking treatment, we see that there is a signicant reduction
in the trapping signal measured in TR-PEEM (800 nm excitation). At low pump
uence, the signal vanishes below our sensitivity, while at higher pump uence we can
see that both the amplitude and kinetics are reduced (gure 6.5 a and b, respectively).
In particular, following the diusion-limited trapping model proposed in section 5.2.3,
we see that the initial signal at short time delays is reduced in intensity and slows
down (gure 6.5 c and d), consistent with SRH trapping kinetics. This shows that
light-soaking in O2 signicantly reduces the eect of the mid gap trap states involved
in hole trapping.
6.3 Light-treatment Discussion
Thus, in this chapter I have shown how PEEM can be used as a novel method for
viewing changes in the nanoscale traps in HOIP lms. We have explored two cases of
light-induced changes, where light-soaking under UHV conditions induces trap states,
while light-soaking in an O2 environment can passivate the traps. We see that these
eects are most signicant at existing trap sites, which combined with the local chemi-
cal information discussed in section 3.3, suggests that these trap sites are involved with
halide migration and/or light-induced chemical reactions, in line with several recent
reports in the literature. As part of the ongoing collaborative work for this project,
78 Light and Environmental Control of Traps
Figure 6.5: TR-PEEM measurement of the trapping dynamics (4.65 eV probe, 1.55
eV pump) in an I-Br sample at a) lower uence and b) higher uence, before (black
circles) and after (blue squares) ex-situ light soaking in O2. The solid lines are double
exponential ts, as guides to the eye. c, d) Zoomed in views of the dynamics at shorter
time delays for (a) and (b), respectively.
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future work between OIST and Cambridge will aim to better understand the chemical
or structural dierences at these trap sites, in particular how they change under dif-
ferent environmental conditions, and how this ultimately inuences device properties.
For the nal part of this thesis, in chapter 7 I will next show how PEEM can also give
information about the morphological aspects of the trap sites.

Chapter 7
Film morphology from PEEM
Up to now, I have developed a detailed understanding of the trap sites in mixed cation
HOIP lms, particularly of their electronic properties and interactions with photoex-
cited carriers. Following that, in this chapter I want to give some future direction
towards studying them from a morphological perspective. As a starting point, one of
the unresolved issues in research on deep level traps in HOIP has been on understanding
whether they form primarily at grain boundaries, and hence if the grain boundaries will
act as centers for recombination [23, 25, 2730, 106109]. Due to the limited spatial res-
olution of optical techniques like PL, which are normally used to infer trap states, and
complications due to eects such as carrier diusion as discuss previously, it becomes
benecial to look to other techniques to accurately locate trap states. As I have shown
before in chapter 3, PEEM provides a very powerful tool to identify and study the
trap states with a higher spatial resolution than regular optical techniques. However,
we also want to be able to relate the trap information to the morphology of the lms,
in particular to the grain structure. Beyond the point of contention mentioned above,
this information will also be very valuable for determining the origins and mechanisms
behind the formation of traps in HOIPs. Techniques such as atomic force microscopy
(AFM) and scanning electron microscopy (SEM) will of course be indispensable and
are already routinely used for examining the grain structure in HOIP lms. However,
as a surface-sensitive microscopy technique, I want to motivate and show that there is
a possibility for PEEM to directly image not only the trap states, but also the grain
structure in-situ. While there are some challenges with doing this directly in PEEM,
it also oers several advantages, which I will discuss more in this chapter.
As a rst point, I want to show that PEEM can give information about the surface
morphology in HOIP lms. In gure 7.1 a I show an AFM image of an iodine-only
lm, near one of the gold markers, where the grain structure and lm morphology can
be easily observed. Now, we consider the information we can measure in PEEM. Using
the 4.65 eV photon energy, as discussed in chapter 3, only gives photoemission intensity
from the trap states. However, the 6.2 eV photon energy was sucient to photoemit
electrons from valence band states. Assuming that the valence band states do not
vary dramatically in space, we could expect that imaging this energy range should give
information about the surface morphology of the lm. Examining the spectroscopic
images taken at the valence band peak intensity (gure 7.1 b), we can observe some
spatially-varying features. Looking closely, the features resemble grains in the lm,
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Figure 7.1: Comparison of AFM images to the morphology measured in PEEM. a)
AFM image around an Au marker (Bruker Dimension ICON3-OS1707, tapping mode).
b) Energy resolved PEEM image (6.2 eV photon energy) of the valence band peak of
the region marked by the red dotted line in (a). Note the similarity between the bright
and dark regions in PEEM compared to the high and low areas in AFM.
though with some intensity variations. If we compare the PEEM image to the AFM
image, which was taken at the same location, then it becomes evident that there is
a relation between the lm height and the PEEM intensity. At this point, the exact
relationship between the two is unclear, however this shows that the energy resolved
6.2 eV probe PEEM images can give similar morphological features as AFM.
Following this observation, I then optimized the PEEM imaging conditions in order
to obtain clearer information. For PEEM, in order to obtain higher spatial resolution,
we generally want to insert a smaller contrast aperture to restrict the angular distri-
bution and hence reduce the eect of lens aberrations, as discussed in section 2.1.2.
However, this presents a challenge for acquiring the images at high magnication, when
the photoemission yield is limited by space charge (as discussed in section 2.3.1). For
the case of gure 7.1 b, which used a large contrast aperture (essentially open), the
integration time for each image (in the spectroscopic series) was 60 seconds with four
averages. Reducing the transmitted photoelectrons would then make image acquisition
prohibitively long. To balance this, I then use a wider energy analyzer slit, moving
from 250 meV to 500 meV, which still allows for energetic separation of the trap states
from the valence band states. In this case, the energy resolution loss is not as important
for single images, but the larger slit allows for higher transmission. I also optimize the
probe beam by reducing its size on the sample as much as possible, while maintaining
a similar energy per pulse. This helps to reduce space charge eects from areas of
the sample which are illuminated but outside the eld of view at high magnication.
Lastly, I take many individual image frames, instead of one single acquisition. The
images can then be corrected for position drift over time, then averaged o-line.
With these optimizations, I can then obtain much better quality images at high
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Figure 7.2: High resolution PEEM images (6.2 eV photon energy). a) PEEM image
of the valence band peak. b) PEEM image of the mid gap traps at the same location.
c) Line prole at the edge of a trap spot (inset), giving a 84-16% resolution of about
30 nm.
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magnications. In gure 7.2 a, I show an optimized image at high magnication of
the valence band states of an I-Br sample in PEEM. For this case, the exposure time
was 30 seconds with 20 averages, with a 0.57 Å
−1
diameter contrast aperture and
500 meV wide energy analyzer slit. Despite using the contrast aperture to limit the
photoelectron beam, the other optimizations allow for a slight overall increase in the
image intensity, which makes the image alignment and acquisition easier. In the end,
the information quality is quite good, as many grains can be individually resolved.
Following this, the most important advantage of imaging the grains this way in PEEM
is that, by simply changing the start voltage of the microscope, the mid gap trap states
at a dierent energy can then be imaged without needing to change any other condition
of the microscope except very slightly the focus of the objective lens. Thus, the image
of the trap states shown in gure 7.2 b was taken at exactly the same location as gure
7.2 a, without having to move any components or change the microscope alignment.
This has the very important advantage that when comparing the images, dierences
due to lens aberrations and distortions will be minimized and will not need to be
explicitly accounted for in the analysis. Additionally, these optimizations also improve
the achieved spatial resolution to roughly 30 nm (gure 7.2 c), compared to the 40 nm
shown earlier (gure 3.2 a) which was taken without a small contrast aperture.
At this time, the optimized, high resolution images are presented here mainly as a
proof of concept. Therefore, I will not go into much detailed discussion about analysis
or results, which will explored in depth by other group members in the near future.
During the writing of this thesis, in fact, this experiment was pushed further by a
junior student (Soia Kosar) in our group, who was able to achieve an even better
spatial resolution and take very high quality PEEM images. From her analysis, we
were able to show that the majority of trap clusters do indeed form at the boundaries
of morphological grains. One of the grains at the junction where the trap forms is the
compositionally and structurally distorted grain described previously in section 3.3 and
in the published work [89]. The fact that the traps are randomly distributed at grain
boundaries in the presence of local dierences in composition and crystal structure
sheds deeper understanding of some recent observations by other groups, where local
variations in crystal strain and composition have been correlated with reduced PL
emission in mixed cation mixed halide HOIP lms [110, 111]. Our PEEM imaging of
the formation of trap clusters provides a missing link between variations in the physical
crystal properties and the reduction in PL.
Beyond studying just the physical aspects of the traps, it will also be interesting
to compare the behavior of photoexcited carriers to the morphology. For example,
as discussed in sections 1.2 and 5.2.3, the random connectivity of individual grains
has implications for how carriers are trapped over larger areas of the lm. Therefore,
a combined analysis of the grain morphology, trap position, and high-resolution PL
imaging could provide an interesting way to show the true spatial extent of carrier
trapping within HOIP lms. Thus, combined PEEM imaging of the traps and grain
morphology, in conjunction with other complementary techniques, should continue to
provide for very interesting futures studies.
Conclusion
At the outset of this thesis work, the overreaching goal was to utilize TR-PEEM as
a novel technique to gain a deeper understanding of the nanoscale properties of pho-
toexcited carriers in semiconductor materials. This manifested in the investigation
into the properties of traps in hybrid organic inorganic perovksite material, which is
a leading candidate for future low cost, exible, and high eciency photovoltaic de-
vices. Using TR-PEEM, I was able to investigate the nanoscale distribution of traps
and their impact on non-radiative carrier losses in triple cation HOIP materials. As
shown in chapters 3 and 4, the deep level traps in these materials have a discreet
nanoscale distribution which leads to local trapping of free carriers. Following this, in
chapter 5, I discussed two possible mechanisms behind the photohole trapping process
at these local sites. Trap assisted Auger recombination and diusion-limited trapping
processes could explain the hole trapping on a picosecond timescale in dierent carrier
density regimes, with the diusion-limited trapping model showing promise for inter-
esting future studies. Beyond these results, I also showed how the direct access to trap
states through PEEM allows for other novel studies. I rst showed in chapter 6 the
eects of dierent light treatments for control of the nanoscale traps, while in chapter
7 I explained how morphological information could also be obtained with PEEM for
studying the properties of traps related to the lm grain structure.
At this time, this work represents the cutting edge work in two separate elds; in
applying TR-PEEM as a novel technique in semiconductors, and for studying the prop-
erties of traps in HOIP material with high spatial resolution in such a direct manner.
This thesis work is one of the rst applications of TR-PEEM to study a cutting edge
material, and one of only a handful so far to apply the technique in semiconductors.
The rst work really displaying the possibility of using TR-PEEM to study ultrafast
dynamics in semiconductors was published only in 2014 by Fukumoto [60], just over
a year before I started working with TR-PEEM. Following this, TR-PEEM has only
been successfully applied in a few cutting edge materials systems, such as twisted bi-
layer graphene by Fukumoto et al. [63], monolayer WSe2 by Wang et al. [64], and our
previous work on indium selenide [65]. Other TR-PEEM work during this time has
studied interesting nanoscale phenomenon in more traditional semiconductors [62, 66].
The rst publication resulting from my thesis work was recently published[89], and
will represent another important milestone for this developing eld. This early work
on scientically relevant materials is crucial because it demonstrates the strengths be-
hind how PEEM and TR-PEEM can be utilized with laboratory-based light sources
to provide important and new information about nanoscale properties and carrier re-
combination kinetics. As shown throughout this thesis work, this kind of information
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is invaluable for characterizing and understanding the processes behind carrier losses
in photovoltaic materials, for example. Therefore, I sincerely hope that my work in
the eld of PEEM and TR-PEEM will inspire and encourage others to develop and
work on such experimental systems. While technically challenging, these kinds of novel
techniques will likely play key roles in unveiling nanoscale properties of new materials
and will be invaluable for studying novel phenomenon and physics. This is already
evident from the increasing interest in TR-PEEM over the last few years, with more
and more laboratories and universities seeking to develop their own systems.
At the same time, in the eld of HOIP, this work represents an important step
forward in understanding the nanoscale properties of traps in triple cation HOIP lms.
The major nding from my work was the direct observation of a discreet nanoscale ar-
rangement of the deep level traps which are responsible for non-radiative carrier recom-
bination. This work will provide a basis for a deeper microscopic understanding of im-
portant carrier loss pathways. Further, through our collaboration with Cambridge[89],
we have shown evidence for the underlying chemical and structural variations related
to the formation of trap clusters, providing the starting point for targeted research to
develop new strategies for controlling traps. Thus, I hope that my work has claried
some of the controversies surrounding traps in HOIP, and will lead to new directions
for studying and eventually tackling the issue of carrier traps in HOIP, which will be
essential for developing more ecient next-generation solar cell and LED devices.
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