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Abstract
Economists use three types of models to describe volunteer labour supply: the public-
goods model, the private-consumption model, and the human-capital model. We used
data from an online survey questionnaire of volunteers working for the German Red Cross
to study the extent to which each type helps to explain volunteer labour supply. To this
end, we empirically studied various correlates of volunteer labour supply, including the
components of utility that agents receive from volunteering. We used boosted regression
trees to trace out the main correlates of volunteer labour supply, to study the relative
contributions of the utility components, and potential interaction effects betwen the utility
components and other correlates.
JEL classification: H41, J22, L31
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1 Introduction
Three broad types of models form the foundation of most economic research on volunteer
labour supply: the public-goods model (Roberts 1984, Bergstrom et al. 1986, Duncan 1999),
the private-consumption model (Andreoni 1989, 1990, Harbough 1998), and the human-capital
model (Menchink and Weisbrod 1987). In a prototype public-goods model, a volunteer
contributes to and derives utility from the total provision of a public good. Because non-
excludability and non-rivalry in consumption are by definition constituent characteristics of
any public good, the model implies that a volunteer has altruistic preferences in the sense that
a volunteer derives utility when the utility of others increases. A typical private-consumption
model, in contrast, implies that a volunteer has egoistic preferences insofar as it is the act
of volunteering that enters into the utility function. A volunteer may derive direct utility
from the act of volunteering because volunteering gives rise to a “warm-glow” feeling, helps to
spend leisure time in a worthwhile manner, and makes it possible to come together with other
individuals. Finally, human-capital models focus on the aspect that, in an intertemporal set-
ting, a volunteer benefits from doing volunteer work because volunteering helps to accumulate
job-market skills, on-the-job experience, and social capital.
We used the three types of models to study how volunteer labour supply is linked to the
utility derived by volunteers, controlling for several socioeconomic variables like age, sex,
religiosity, and others. We also studied how the utility derived by volunteers from volunteering
interacts with these socioeconomic variables in shaping volunteer labour supply. We used
in our empirical analysis a micro dataset from an online questionnaire study of volunteers
working for the German Red Cross (GRC). Emrich and Pierdzioch (2015a) analyse this data
in recent research to trace out how volunteer labour supply is correlated with the motives for
doing volunteer work. In our empirical research, in contrast, we focused on the correlation of
volunteer labour supply with the components of the utility that volunteers derive from their
volunteer work. To this end, we collected data on various utility components that represent
the public-goods model, the private-consumption model, and the human-capital model. We
then studied how these individual utility components correlate with volunteer labor supply,
controlling for the influence of several other potentially important socioeconomic variables. In
proceeding in this way, we had to handle a large number of predictive variables, and this is
one reason why we analysed the data by means of an advanced statistical learning algorithm
that renders it possible to explore in a straightforward and economically easy-to-interpret way
the correlation of a large number of utility dimensions with volunteer labour supply.
The statistical learning algorithm that we applied in our research is known as boosted re-
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gression trees (Friedman 2001, 2002). Regression trees recursively subdivide the range of
explanatory variables into non-overlapping regions and set the reaction of volunteer labour
supply (the response variable) in every region to its region-specific mean to minimize a loss
function, which in our case is a standard quadratic loss function. Aggregation over regions
then gives the predicted value of volunteer labour supply (on regression trees, see Breiman
et al. 1983). As compared to a standard regression model, regression trees have several ad-
vantages (Breiman et al. 1983, Hastie et al. 2009, James et al. 2013). Regression trees give
easy-to-interpret results that can be visualized in terms of decision trees. Regression trees
capture potential interaction effects between explanatory variables, they can handle various
types of explanatory variables, including qualitative predictors, and they are robust to out-
liers in the predictors and to the inclusion of irrelevant predictors. A drawback of regression
trees is that their data sensitivity implies that they are high-variance predictors. Boosted
regression trees overcome this drawback by combining predictions from a large number of
trees (Friedman et al. 2000). Special techniques like partial dependence plots and specific
measures of relative variable influence are available that make the economic interpretation of
empirical results obtained by means of boosted regression trees straightforward. We applied
these special techniques to study the potentially nonlinear and complex correlation of volun-
teer labour supply with the various forms of utility derived by volunteers from volunteering
and our socioeconomic control variables. We also studied the relative importance of the utility
components and the socioeconomic control variables for explaining volunteer labour supply,
and the potential interaction effects between our predictors.
We proceed as follows. In Section 2, we use a simple theoretical model to explain our research
strategy. In Section 3, we describe how boosted regression trees are computed. In Section
4, we describe our data. In Section 5, we summarize our empirical results. In Section 6, we
conclude.
2 Theoretical Foundation
In order to explain our research strategy, it is useful to lay out a simple reductionist microe-
conomic model that embeds, in a very stylized way, the three types of ecomomic models of
volunteer labour supply. The model features a volunteer who maximizes utility, u, subject to
a standard budget constraint:
maxu = log c+ β log(g + γGo) s.t. c+ g = wT + e, (1)
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where c = a consumption good, g = a public good, w = wage rate, T = hours worked, e =
other sources of income, and Go = contributions of other volunteers to the production of a
public good (assumed by a volunteer to be exogenously given).
If we set γ = 1, only the total supply of the public good, g + Go, enters into the the utility
function and we obtain a pure public-goods (PG) model. In the public-goods model, a volun-
teer accepts that the uility of others increases when his or her volunteer labour supply helps
to increase the total supply of a public good. It is in this sense that the public-goods model
accounts for a volunteer’s altruism. If a volunteer’s preferences would be different such that
the positive externality of volunteering were completely unacceptable (absence of altruism)
then such a volunteer would not want to volunteer at all (complete free riding). At the same
time, the composition of the total supply of a public good does not matter in the public-goods
model and, hence, a PG volunteer reduces his or her effort when others increase their labour
supply (free riding in the presence of altruism).
If we set γ = 0, only the private contribution enters into the utility function and we obtain
a pure private-consumption (PC) model. Intermediate values of γ then result in an impure
altruism model of the type studied by Andreoni (1989, 1990). A human-capital (HC) model,
in turn, results if we set γ = 0 and, in addition, assume that the parameter that captures the
relative weight of the second term in the utility function depends on the contributions of other
volunteers: β = f(Go,q) with f > 0 and ∂f/∂G0 > 0 and q = a vector of other socioeconomic
control variables. While we cannot really integrate the kind of intertemporal optimisation
underlying any model of human-capital formation into a static model, the assumption captures
the idea that the formation of job-market skills and social networks should be easier in a
larger community of volunteers. At the same time, a volunteer’s effort may increase in the
presence of other volunteers because signaling social skills and social competence is harder if
volunteering is a social norm. Hence, if the human-capital model is at work volunteer labour
supply should increase in the size of the organisational GRC unit for which a volunteer works.
For a discussion of the complementarity of volunteers’ labour supply in the investment model
and a theoretical analysis, see Ziemek (2006, page 536). For a model of competition among
volunteers, see Cugno and Ferrero (2004).
The maximisation problem given in Equation (1) is solved by a volunteer-labour-supply func-
tion of the format
g∗ =
(wT + e)β
1 + β
− γ
1 + β
Go. (2)
Optimal volunteer labour supply, g∗, should be high if a volunteer derives “much” utility
from the second term in the utility function (a large weighting factor, β), irrespective of
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the specific type of ecomomic model of volunteer labour supply under consideration. Hence,
volunteer labour supply should increase ceteris paribus for a volunteer who derives much
utility due to PG, PC, or HC considerations. In our empirical analysis, we used the results
of a survey questionnaire among volunteers of the GRC to find out how much of the cross-
sectional variation of volunteer labour supply correlates with various utility components that
are associated with the PG, PC, and HC models.
In addition, in case of the human-capital model the weighting parameter, by assumption,
increases if a volunteer deems that human-capital and social networking are an important
facet of volunteering (∂f/∂G0 > 0). At the same time, however, the term γG0 enters with
a negative sign into Equation (2), giving rise to the crowding-out hypothesis that has been
extensively studied in empirical and experimental research (Payne 1998, Eckel et al. 2005,
Ziemek, 2006, Crumpler and Grossman 2008, Andreoni et al. 2014, Emrich and Pierdzioch
2015a). Hence, the labour supply, G0, of other volunteers has two effects: a negative effect
due to the cross-sectional substitutability of volunteer labour supply in case of the PG model,
and a positive effect due to the formation of human capital in larger GRC communities. The
contributions of others, γG0, may also have a negative effect if a volunteer feels that his or her
contribution no longer “makes a difference” if others’ contributions increase, as in Duncan’s
(2004) model of impact philantrophy.
3 Boosted Regression Trees
Various boosting techniques have been developed and extensively studied in the statistical
learning literature. For recent surveys, see Bühlmann and Hothorn (2007) and Mayr et al.
(2014). Applications of boosting techniques in economics, however, are relatively scarce.
Economists mainly have used boosting techniques to study macroeconomic fluctuations (Bai
and Ng 2009, Buchen and Wohlrabe 2014) and to model the returns and the volatility of
financial market prices (Audrino and Trojani 2007, Berge 2014, among others). The list
of applications of boosted regression trees in economics includes the research by Rossi and
Timmermann (2010) and Mittnik et al. (2015), who study the determinants of stock returns
and financial market volatility. For applications of boosted regression trees in other disciplines
like ecology and medicine, see Elith et al. (2008) and Friedman and Meulman (2003), who
also discuss issues relevant for the practical application of boosted regression trees. A recent
application of regression trees in economics can be found in the research by Bajari et al.
(2015). For a non-technical introduction with a focus on economic applications of regression
trees, see Varian (2014). For an introduction, see James et al. (2013, Chapter 8).
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Adopting the notation used by Hastie et al. (2009, Chapter 9), a regression tree, T , with
J terminal nodes partitions the space of the explanatory variables, x = (x1, x2, ...), into l
non-overlapping regions, Rl, where a greedy algorithm is used to determine partitions in a
top-down and binary way. At the top level of a tree, the first partition is chosen such that
the partitioning predictor variable, s, and the partitioning point, p, define the half-planes
R1(s, p) = {xs|xs ≤ p} and R2(s, p) = {xs|xs > p} that minimize the loss function
min
s,p
miny¯1 ∑
xs∈R1(s,p)
(yi − y¯1)2 + min
y¯2
∑
xs∈R2(s,p)
(yi − y¯2)2
 , (3)
where yi denotes observation i of the response variable, and the inner minimization is done
by choosing constants, y¯k, k = 1, 2 to minimize the region-specific squared error loss. For
a quadratic loss function, the constants are given by y¯k = mean{yi |xs ∈ Rk(s, p)}. The
outer minimization then involves a simple search over all s and p that gives the first optimal
partitioning predictor, the first optimal partitioning point, and the corresponding two region-
specific means of the response variable. This search gives a slightly more complex new tree
that now has two terminal nodes. For this new tree, the minimization given in Equation
(3) is repeated separately for the optimal two half-planes, R1(s, p) and R2(s, p), identified at
the top level. This gives up to two additional optimal partitioning predictors, two additional
optimal partitioning points, and four additional region-specific means of the response variable.
Upon continuing this partitioning process until a preset maximal tree size is reached or, for
example, every terminal node has a minimum number of observations, we get a final full-
fledged hierarchical regression tree. The final regression tree allocates the predictors into the
Rl optimal regions of the tree and then predicts the i−th observation of the response variable,
yi, by its constant region-specific mean. Upon using 1 to denote the indicator function, this
can be formally expressed by writing
T
(
xi, {Rl}L1
)
=
L∑
l=1
y¯l1(xi ∈ Rl). (4)
While simple to estimate and easy to interpret, its hierarchical structure implies that a re-
gression tree can be sensitive to small changes in the data. If such a small change in the
data alters one of the top-level splits this affects all splits lower in the tree hierarchy. Sev-
eral approaches have been advocated in the statistical learning literature to mitigate the data
sensitivity of regression trees. One such approach is bootstrap aggregation (bagging, Breiman
1996), which requires drawing a large number of bootstrap samples from the data and fitting
a regression tree to every sample. The response variable is then predicted by averaging over
the bootstrapped regression trees.
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Growing random forests is another approach (Breimann 2001). Similar to the bootstrap
approach, growing a random forest requires sampling from the data to build a large number
of simulated datasets. On every simulated dataset, a random regression tree is estimated. A
random regression tree differs from a standard tree in that for every partition only a random
subset of the explanatory variables is used. Using only a random subset of the explanatory
variables for tree growing reduces the influence of individual explanatory variable and, thus,
reduces the variance of the predictions of the response variable.
While random forecasts consist of a large number of regression trees estimated on simulated
data, a boosting algorithm involves growing a large number of trees on the same original
data. Various variants of boosting algorithms have been proposed in the statistical learning
literature. The boosting algorithm that we used in our empirical research is known as gra-
dient least-squares boosting (Friedman 2001, 2002). Gradient least-squares boosting aims at
minimizing a standard loss function that is quadratic in the prediction error, L = (y−F (x))2,
where F (x) is an unknown and potentially complex function that maps the predictors into pre-
dictions of the response variable. The boosting algorithm aims at approximating this function,
F (x), using a sequence of regression trees, Tm, i = 0, 1, 2, ...,M . In the boosting literature, the
elements of this sequence are known as base learners. The first base learner in this sequence,
T0, initializes the boosting algorithm and, once the first base learner has been fixed, the other
base learners are determined recursively by the boosting algorithm.
Adopting a notation that closely follows the one used by Friedman (2001), the specific algo-
rithm underlying gradient least-squares boosting can be described as follows. The algorithm
is initialized by setting T0 = y¯, which is the prediction of a zero-node tree. In the next step,
T0 is used to predict the response variable and to compute a vector of prediction errors with
elements ri,0 = yi − T0. The vector of prediction errors gives the negative gradient of the loss
function, − ∂L∂F (x) |F (x)=F0(x). The negative gradient defines the direction in which to search in
the next step to minimize the loss function. Hence, the predictors are used to fit the second
base learner, T1, to the negative gradient vector using Equation (3). The new base learner, T1,
is of the format given in Equation (4). In the next step, the second base learner, T1, is used to
construct a new function approximation given by F1(x) = F0(x)+
∑L,1
l=1 y¯l,11(xi ∈ Rl,1). This
new function approximation defines a new gradient vector, − ∂L∂F (x) |F (x)=F1(x), which is then
used to fit T3, and so on. Hence, the function, F (x), is a “strong learner” that is successively
approximated by means of a growing number of recursively estimated simple base learners.
The final approximation of the function, F (x), is then given by an ensemble of base learners:
F (x) =
M∑
m=0
Tm
(
x, {Rl,m}L,m1
)
. (5)
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In order to prevent the algorithm from overfitting, two parameters must be set. The first
parameter is the total number of base learners, M . Common techniques to determine M
are splitting the dataset into a training set and a prediction set, and cross validation. The
second parameter is the learning rate 0 < ζ ≤ 1. Introducing the learning rate entails a slight
modification of the gradient boosting algorithm (Friedman 2001) and gives the recursion
Fm(x) = Fm−1(x) + ζTm
(
x, {Rl,m}L,m1
)
, m = 1, ...,M. (6)
Hence, the learning rate curbs the contribution of every added single base learner to the strong
learner. The learning rate is inversely linked to the optimal total number of base learners, M .
A lower learning rate implies that more base learners should be used to approximate F (x).
In the boosting literature, it is common to set the learning rate to some small value, ζ < 0.1,
where the total number of trees typically is set to approximately M = 1, 000 or larger.
Friedman (2002) suggests to introduce a bootstrapping element into gradient least-squares
boosting. The resulting stochastic gradient boosting algorithm requires to sample without
replacement, before fitting a base learner, a subset from the data. Only the sampled elements
of the gradient vector and the sampled observations of the predictors are then used to estimate
the next base learner, Tm, in the recursion given in Equation (6).
4 The Data
After some pre-sample testing based on interviews with 32 volunteers had been done, an
online questionnaire study was conducted from April to May 2013. The link to the online
questionnaire study was distributed among GRC volunteers by means of a top-down snowball
approach. Filling in the online questionnaire took approximately 20−30 minutes of time, where
the volunteers could participate anonymously. In total, N = 4, 611 volunteers participated in
the survey. Data on volunteer labour supply, as measured in hours per week, are available for
N = 4, 199 volunteers.
Figure 1 plots the distribution of volunteer labour supply. Apparently, many volunteers work
a few hours per week, while a few volunteers answered that they work 40 hours per week or
more. For this reason, we studied log transformed volunteer labour supply in our empirical
research (see Section 5). Moreover, we deleted data (i) if a volunteer answered that he or she
does not volunteer at least one hour per week (N = 15), and, (ii) if a volunteer answered that
he or she would work more than 80 hours per week (N = 7), leaving N = 4, 177 data for the
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Figure 1: Volunteer labour Supply (N = 4, 177)
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empirical analysis. The mean of volunteer labour supply is 9.65 hours per week, the median
is 7 hours per week, and the standard deviation is 9.45 hours per week.
Table 1 shows the utility components for which we collected data along with a short de-
scription, summary statistics, and the model type to which the utility components belong.
Volunteers could rank every utility component on a 5-point scale from “do not agree” to “to-
tally agree” (“When you think about the volunteering in the GRC, has volunteering helped you
to...”). The summary statistics show that volunteers do not attach the same level of impor-
tance to all utility components. For example, the utility components “to bring about changes
in politics” and “to improve job-market prospects” received on average low ranks. In contrast,
the utility components “to meet other members of the GRC” and “to help others” received on
average high ranks, where the first utility component belongs to the human-capital/private-
consumption model type while the second utility component belongs to the public-goods model
type.
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While the allocation to economic models is quite clear for most utility components, there is
some ambiguity with regard to the four components “ to meet other members of the GRC", “to
meet individuals not members of the GRC", ”to improve one’s standing with the GRC“, and “to
improve one’s standing in other parts of society”. These four utility components may express
that volunteering is a form of conspicuous consumption (Veblen 2011[1899], for a model of
conspicuous giving, see Glazer and Konrad 1996), in which case the utility components belong
to the private-consumption model. However, meeting other volunteers and people who are not
members of the GRC, and improving one’s standing in the GRC and in society, may also help to
build social networks and to strengthen “weak ties” (Granovetter 1973). In case a volunteer’s
networking activities mainly aim at improving job-market prospects, the four components
belong to the human-capital model. Accordingly, Emrich and Pierdzioch (2015a) treat four
motives for doing volunteer work that correspond to the four utility components studied here
in their empirical analysis as indicators of the human-capital model (but reallocating motives
across models leaves results qualitatively unchanged).
The summary statistics given in Table 1 describe the utility components, but do not inform
about the strength of their correlation with volunteer labour supply, nor do the summary
statistics recover how exactly the utility components are linked to volunteer labour supply
and how the utility components interact with other socioeconomic control variables. Table 2
depicts summary statistics of the socioeconomic control variables that we used in our empirical
analysis. Our socioeconomic control variables capture the mechanics of the theoretical model
laid out in Section 2. The model highlights that it is important to control for the influence of
a volunteer’s time constraints, T , and income and financial well-being, w and e, the size of the
GRC unit for which a volunteer works, G0, and other factors summarized in the vector q. For
a survey of the large and significant literature on the correlates of volunteering, see Musick
and Wilson (2008). The following discussion of the correlations between our socioeconomic
control variables and volunteer labour supply in part builds on arguments they lay out and
survey in their book.
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The control variable hours worked accounts for the fact that volunteering competes with the
time spent working on an income-generating job. While working on a job may reduce volunteer
labour supply due to time constraints, the correlation with volunteer labour supply may also
be positive if having a job improves social integration. We also asked volunteers whether they
are members of other clubs, and whether they allocate time for low-threshold activities in
other sectors (health sector, sports, etc.). Other leisure-time activities reduce the time that a
volunteer can spend on volunteering but, as with working on a job, spending time with friends
doing sport can enhance social integration and, thereby, lead to an increase in volunteer labour
supply. Social integretation most likely also depends on the proportion of friends in the GRC,
and so we also collected data on this control variable.
Having many friends in the GRC does not necessarily imply that “to have fun” and “to meet
other members of the GRC” receive a high ranking. However, the utility components and the
proportion of friends may interact in shaping volunteer labour supply, and boosted regression
trees capture such interactions. As Equation (2) shows, the utility components, on the one
hand, shed light on which proportion of the cross-sectional variation of volunteer labour sup-
ply can be attributed to differences in preferences (a direct effect) and, on the other hand,
the interactions (indirect effects) highlight how the utility components shape the response of
volunteer labour supply to, for example, time constraints.
In order to capture whether a volunteer can afford “working for nothing” we asked volunteers to
describe their overall financial situation. If a volunteer perceives his or her financial situation
as rather tight, the labour supplied to the GRC may be low. At the same time, if a volunteer
perceives his or her financial situation as precarious or unsatisfactory volunteer labour supply
may increase simply because, as assumed by the human-capital model, volunteering can be a
means to acquire job-market skills. To further measure the financial situation of a volunteer,
we asked volunteers to provide data on their income, where volunteers could choose betwen
six broad categories (less than 1,000e, between 1,000e and 2,250e, ..., 5,500e or more).
We also collected data on the size of the organisational GRC unit for which a volunteer works,
G0. In this respect, it may also matter how many members of an organisational GRC unit do
volunteer work. If the public-goods model is at work, a higher proportion of other volunteers
is likely to reduce volunteer labour supply. In the human-capital model, in contrast, volunteer
labour supply is increasing in the size of the community of volunteers.
With regard to the variables stacked in the vector q, we collected data on religiosity, interest
in political issues, sex, and age. The control variables religiosity and interest in political is-
sues may indicate humanitarian values and a general norm of social responsibility, resulting
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in a positive association with volunteer labour supply. At the same time, a volunteer who is
religious and interested in politics may prefer to spend his or her leisure time doing volun-
teer work for a religious or a political organisation rather than the GRC. Hence, the overall
correlation between religiosity and interest in political issue, on the one hand, and volunteer
labour supply, on the other hand, can be positive or negative.
As for the control variable sex, it is well-known from empirical work (Andreoni et al. 2003,
Emrich and Pierdzioch 2015b) and experimental research (Eckel and Grossman 1998, Andreoni
and Vesterlund 2001) that there are gender differences with regard to charitable giving. Such
gender differences may carry over to volunteer labour supply. In our sample, there are 35%
female volunteers. Gender differences with regard to volunteer labour supply may depend on
whether a volunteer has a child or children, and so we asked volunteers whether they have a
child or children. In this respect, the total number of individuals forming a household may
also matter. For example, the time spent on child care and, thus, a potentially important
time constraint for doing volunteer work may depend on whether volunteers live with their
parents.
Finally, we controlled for a volunteer’s age. Age may have a first-order effect on volunteer
labour supply because social roles and health conditions change with age, especially for the
elderly. From a purely economic perspective, age may correlate with volunteer labour supply
due to life-cycle considerations. For example, Glaeser et al. (2002) use a life-cycle model to
argue that individuals will accumulate social capital in their early years to increase market
returns (higher wages and better employment prospects) and non-market returns (for example,
improving relationships and happiness) while they will let social capital depreciate in their
later years. Glaeser et al. (2002) use the number of organisation memberships as a measure
of the stock of an individual’s social capital and find, in line with their life-cycle model, an
inverted u-shaped empirical nonlinear link of memberships with age. Hence, the correlation
with age and volunteer labour supply may turn out to be highly nonlinear. Boosted regression
trees capture such nonlinearities in a straightforward way.
5 Empirical Analysis
We used the R programming environment for statistical computing (R Core Team 2015) to
carry out our empirical analysis. For estimation of boosted regression trees, we used the
add-on package “gbm” (Ridgeway 2015).
13
The “gbm” package makes use of the fact that regression trees allow missing data on the
predictor variables to be handled in a natural way by means of surrogate tree splits. Our data
feature several missing data on the predictor variables because, as witnessed by the varying
number of observations reported in Tables 1 and 2, not all predictors are available for all
volunteers who participated in the online questionnaire. Surrogate splits use predictors which
trigger splits highly correlated with the splits triggered by the variable for which data are
missing to allocate data down a tree (for the case of a classifier model, see Breimann et al.
1983, page 142).
Before estimation of boosted regression trees, a few parameters have to be fixed. Two im-
portant parameters, the learning rate and the total number of base learners, were already
introduced in Section 3. Setting the learning rate to a small value requires that the ensemble
of base learners that optimises the overall performance of the boosted regression-tree model
gets larger. Overall model performance can be measured in terms of the expected squared
error loss that results when a boosted model is applied to a test set:
E(y − F (x))2 = Var(F (x)) + [Bias(F (x))]2 + Var(e), (7)
where Var(F (x)) = variance of the estimated boosted predictor that results from variation
in the data, Bias(F (x)) = bias of the estimated boosted predictor that results from approxi-
mating the true functional dependence of y on x by means of the boosted function F (x), and
Var(e) = variance of the remaining statistical error (see, for example, James et al. 2013, page
34−36).
Adding more base learners reduces bias because the model more closely tracks even a complex
functional dependence of volunteer labour supply on its predictors. At the same time, the
variance of the estimated boosted predictor increases because the resulting complex model
closely (and perhaps too closely) tracks the training set. Estimating only a few base learners,
in contrast, leads to a large bias, while the danger of overfitting the data is low and, hence,
the variance of the predictions of the resulting simple model when applied to a test set is
relatively low. The resulting trade-off between variance and bias implies that it is possible to
detect an optimal number, M∗, of base learners.
The optimal number of base learners increases if the numerical value assumed for the learning
rate gets samller. As Equation (6) witnesses, a small learning rate limits the influence of
every single base learner on the boosted estimate of the function F (x), and, thereby, curbs
the dependence of the boosted regression-tree model on the training set. Hence, variance
decreases. At the same time, however, bias increases because, for a given number of base
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learners, the approximation of the true functional form gets worse. As a result, it is possible
to reduce bias by adding additional base learners to the model. In doing so, however, variance
increases again, so that we can identify a new, and now larger, optimal number, M∗, of base
learners.
Figure 2: Optimal Number of Base Learners
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Note: Learning rate = 0.01.The green line denotes the squared error loss for the test set obtained by means
of five-fold cross-validation. The black line denotes the squared error loss for the training set. The dashed
vertical line denotes the optimal number of base learners. Both panels were computed for the same random
seed.
Figure 2 shows results for the optimal number of trees, where we used five-fold cross validation
to define training and test sets. The black line denotes the squared error loss for the training
set. The squared error loss for the training data decreases in the number of base learners.
The green line, which represents the squared error loss for the test set, first rapidly decreases
as the complexity of the boosted regression-tree model increases. Once the model features a
substantial number of base learners, however, the green line stabilises and eventually reaches
a minimum, represented by the dashed vertical line. For a learning rate of ζ = 0.01, the
minimum is reached when the model includes approximately 1,100 base learners. Further
experimentation showed that, when we set the learning rate to ζ = 0.005, it takes roughly
2,000 base learners to reach a minimum. Because of faster computations and because results
do not change much, we set ζ = 0.01 in our empirical analysis.
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Table 3: Relative Influence of Predictors (in %)
Predictor Mean SD
Friends 19.77 1.15
Size of unit 11.88 0.34
Age 7.58 0.25
Utility 13 5.60 0.29
Utility 9 5.28 0.28
Working hours 4.86 0.32
Utility 16 4.07 0.19
Financial situation 4.06 0.15
Sex 3.91 0.20
Proportion of volunteers 3.58 0.34
Religiosity 2.99 0.14
Utility 2 2.15 0.13
Income 1.80 0.18
Utility 10 1.75 0.15
Utility 1 1.67 0.14
Utility 7 1.66 0.11
Utility 3 1.58 0.14
Utility 15 1.57 0.14
Utility 12 1.56 0.17
Household size 1.45 0.19
Utility 5 1.44 0.17
Utility 14 1.39 0.15
Interest in politics 1.30 0.11
Utility 6 1.25 0.17
Children 1.21 0.15
Utility 4 1.19 0.16
Utility 8 1.06 0.17
Low-threshold activities 0.83 0.12
Utility 11 0.80 0.14
Membership in clubs 0.76 0.14
Note: Relative influence is defined as the improvement in squared error resulting from using a predictor to
form splits, averaged across base learners. Mean = mean relative influence. SD = standard deviation of
relative influence. Results are based on 250 model simulation runs (50% sampling rate, learning rate 0.01,
5-fold cross-validation, mean number of optimal base learners = 949.33, SD of the optimal number of base
learners = 129.62).
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Another parameter that has to be fixed before a boosted regression-tree model can be esti-
mated is tree size, that is, the maximum number of terminal nodes per base learner. Setting
tree size to one gives stumps and so we would get an additive model that neglects poten-
tial interactions between the predictors. In order to capture potential interactions, we set
the tree size to 5. Increasing tree size to, say, 10 leaves our results qualitatively unchanged.
Furthermore, we set the minimum number of observations per terminal node to 10.
Table 3 summarizes the relative influence of the predictors (for a model estimated on the
full sample of data). Relative influence is measured by the improvement in the squared error
resulting from using a predictor to form splits (Breimann et al. 1983), averaged across base
learners (Friedman 2001). We report the mean and the standard deviation of the relative
influence of the predictors based on 250 simulation runs of our model. We report simulation
results because we introduced a stochastic element into our model by assuming that 50% of
the data are selected at random in every step of the recursion given in Equation (6) to built
an ensemble of base learners.
The proportion of friends in the GRC, the size of a organizational GRC unit, a volunteer’s
age, and time constraints imposed by working on an income-generating job are among the
influential predictors. Among the various utility components, the component “to help others”
(Utility 13) has the largest relative influence followed by the utility components “to improve
one’s standing within the GRC” (Utility 9) and “to strengthen the GRC” (Utility 16). The util-
ity components Utility 13 and Utility 16 are associated with the public-goods model, while the
utility component Utility 9 is associated with the human-capital and/or private-consumption
model. It should also be noted that the utility components are not among the “top-three”
predictors, which shows that some of our control variables are relatively more important than
differences in preferences for explaining the cross-sectional variation of volunteer labour supply.
At the same time, the relative importance of the predictors shows that the utility components
are not unimportant. Table 4 summarizes aggregates of the relative influence of the utility
components across the three model types. The relative influence of the four utility categories
adds up to approximately 34%. The aggregation results further show that the public-goods
model is about twice as influential (mean relative influence about 12%) than the private-
consumption model and the human-capital model (relative influence each about 5−6%). The
four utility components that can be either allocated to the private-consumption or the human-
capital model help to improve the squared error by about 11%. If we add the mean relative
influence of the mixed PC/HC utility category in full either to the PM or the HC categery, we
get a mean relative influence of about 16−17%. This mean relative influence, when divided
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Table 4: Relative Influence by Type of Economic Model (in %)
Utility category Mean SD Components Component loading
PGM 12.39 0.35 4 3.10
PCM 5.77 0.45 4 1.44
HCM 5.00 0.45 4 1.25
PCM/HCM 10.85 0.33 4 2.71
Note: Relative influence is defined as the improvement in squared error resulting from using a predictor to
form splits, averaged across base learners. PGM = public-goods model. PCM = private-consumption model.
HCM = human-capital model. Mean = mean relative influence. SD = standard deviation of relative influence.
Results are based on the same 250 model simuation runs used to compute the results summarized in Table
3. Components = number of utility components in a utility category. Component loading = mean relative
influence divided by the number of components.
by the number of utility components forming a utility category, corresponds to a component
loading of about 2.0%. The component loading for the public-goods model, based on four
utility components, is 3.1%.
Because the relative contribution of the predictors does not answer how exactly volunteer
labour supply correlates with the predictors, we plot in Figure 3 the partial dependence
of volunteer labour supply to 10 selected predictors. The partial dependence plots show
the predictor on the horizontal axis and the predicted volunteer labour supply (in natural
logarithm) on the vertical axis, where the effects of the other predictors are taken into account
using the weighted traversal technique described by Friedman (2001).
The partial dependence plots show that volunteer labour supply is higher if a volunteer has a
large proportion of friends in the GRC. For the lowest rank category volunteer labour supply
is approximately exp(1.6) ≈ 5 hours per week, while volunteer labour supply is about 10
hours per week for the highest rank category. The partial dependence plot further show that
volunteer labour supply first drops as the size of the the organisational GRC unit for which
a volunteer works increases. However, when the organiational unit reaches approximately
exp(3.5) ≈ 33 members, volunteer labour supply starts increasing in unit size. In other words,
the PG model (or a model of impact philantrophy) seems to be applicable to small-scale
units, while the HC model is useful to organise thinking about volunteer labour supply in
larger GRC units. The partial dependence plot for the proportion of volunteers confirms this
interpretation insofar as volunteer labour supply first is low if the participation rate is rather
low, but then starts increasing. Interestingly, the correlation between volunteer labour supply
and the participation rate of other volunteers turns negative again if the participation rate of
others gets large.
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The partial dependence plot for the predictor age shows an inverted u-shaped pattern that is, in
principle, consistent with a life-cycle model. The interpretation of the partial dependence plot
in terms of a life-cycle model, however, should not be stretched too far. The drop in volunteer
labour supply occurs relatively late at an age of about 65−70 years, that is, at retirement age.
Moreover, volunteer labour supply not only peaks when volunteers are roughly 30−40 years
old, but there is also a second peak when volunteers are 55−60 years old. Moreover, a further
inspection of the data showed that low-threshold activities start decreasing relatively late in
life, and the number of senior volunteers aged 70 years or older is relatively small.
The partial dependence plots further show that volunteer labour supply first increases from
approximately 4−5 hours per week to roughly 7−8 hours per week if a volunteer spends a few
hours working on an income-generating job. If hours worked reach approximately 25 hours per
week, volunteer labour supply starts decreasing until hours worked reaches around 40 hours
per week. As hours worked further increase above 60 hours per week volunteer labour supply
starts increasing again, but the number of observations in this region is very small.
Male volunteers tend to supply more labour then female volunteers, but the difference is only
approximately 1−2 hour per week. Similarly, the correlation of a volunteer’s self-reported fi-
nancial situation and volunteer labour supply is negative, but the effect is small in quantitative
terms.
The partial dependence plots show a positive correlation between volunteer labour supply and
the two utility components “to help others” (Utility 13) and “to improve one’s standing within
the GRC” (Utility 9) that, according to the relative influence measures reported in Table
4, have the largest relative influence on volunteer labour supply among the various utility
components.
Figure 4 illustrates how the utility components “to help others” (Utility 13) interacts with six
other predictors. The interaction effects capture how the correlation of volunteer labour supply
with, for example, the control variable “friends” changes when we vary the level of the utility
component from its minimum, to an intermediate, and then to its maximum value. Three
results stand out. First, if the utility component assumes a larger value the partial responses
of the other plotted predictor variables shift upward, that is, the cross-derivatives are positive.
Second, the upward shift is small when the utility component switches from its minimum to an
intermediate value, but the shift gets larger when the switch is from the intermediate value to
the maximum value of the utility component, suggesting that a certain extent of nonlinearity
characterizes the interaction effects. Third, the model captures interaction effects between
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Figure 4: Interaction Effects
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utility components. Volunteer labour supply tends to be higher for a given rank of Utility 9
if Utility 13 is also ranked higher.
In order to inspect the fit and data sensitivity of the model, we subdivided the data into
an in-sample training set and an out-of-sample test set containing 20% (that is, more than
830 observations) of the data. We then reestimated the boosted regression-tree model on the
training set (learning rate 0.01, random sampling rate 50%, 5-fold cross validation). Equipped
with the new estimates, we found a satisfactory coefficient of determination for the in-sample
set of R2 = 0.31 and of R2 = 0.16 for the out-of-sample test set (the specific values assumed
by the R2 statistics fluctuate to some extent randomly due to the stochasticity of the model).
6 Concluding Remarks
We applied boosted regression trees to study the correlates of volunteer labour supply using
a micro dataset for volunteers working for the GRC. Our results suggest that, in terms of
the relative-influence measure studied in this research, utility components associated with the
public-goods model are somewhat more important correlates of volunteer labour supply than
utility components associated with the human-capital model and the private-consumption
model. We also found some hints that volunteer labour supply follows a life-cycle pattern,
although the interpretation of this finding should not be pushed too far. Furthermore, the
public-goods model seems to describe volunteer labour supply in relatively small organisational
units. In contrast, a cross-sectional complementarity of volunteer labour supply seems to be
at work in larger organisational units, which is in line with the human-capital model.
As for the limitations of our research, a concern is that a social-desirability bias (Bertrand and
Mullainathan 2001, among others) might distort our results. A social-desirability bias arises
if a volunteer reports that he or she mainly derives utility from helping others simply because
altruism is socially highly valued. If interpreted in this way, a social-desirability bias would
explain that the PG utility components have a larger relative influence on volunteer labour
supply than the PC and HC utility components. While we could not control in this study for
a social-desirability bias, it is reassuring that Emrich and Pierdzioch (2015a) in their study of
the motives for doing volunteer work find strong evidence supporting the public-goods model.
They controlled for a potential social-desirability bias insofar as their empirical model features
both self-attributed and other-regarding motives for doing volunteer work. While we deem it
unlikely that a social-desirability bias completely reverses our results regarding the relative
importance of utility categories, the strength of such a bias deserves further attention in future
research.
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It is important to emphasize that many of the empirical results reported in this research
should not be interpreted in terms of causal effects running from variations in the predictors
to a variation in volunteer labour supply. A causal interpretation is justified as far as truly
exogenous variables like age, sex, and household size are considered. Exogeneity can also be
assumed with regard to the size of an organisational GRC unit and the proportion of volunteers
in that organisational unit, and perhaps with regard to religiosity and interest in politics if
the latter two represent invariant broader humanitarian values. Other control variables like
the proportion of friends in the GRC are likely to be at least in part endogenous. Endogeneity
almost surely also holds with respect to the utility derived from volunteering. For example,
after having volunteered for a while a volunteer may realise that volunteering more hours per
week makes it easier to meet other volunteers and to make a contribution that strengthens the
GRC. The potential endogeneity of the utility derived from volunteering can be interpreted
to reflect a search process that arises because volunteering changes a volunteer’s perception of
himself or herself, but also of the GRC (for a survey of the relevant literature, see Wilson 2012;
for volunteering as a search process, see Schiff 1980). While our cross-sectional data do not
capture such search effects, the interpretation that the utility components recover those part
of the variation of volunteer labour supply that can be attributed to cross-sectional differences
in preferences (at the time the survey was conducted) is still valid.
It should also be mentioned that, while the sample that we could use for our empirical analysis
was relatively large as it contained data for more than 4,000 volunteers, we can be no claim
that our sample is representative of the entire population of GRC volunteers. The GRC has
more than 400,000 volunteers (http://www.drk.de/angebote/engagement/ehrenamt.html).
Also, the sample we analysed does not contain data on non-volunteers, implying that the
results reported in this research have nothing to say about the dimensions in which volunteers
differ from non-volunteers. Finally, it is important to emphasize that the GRC is a very large
volunteer organisation, and that it is an altruistic resource pooling. The relative importance
of the three types of economic models of volunteer labour supply may be quite different in
small volunteer organisation and in group-egoistic volunteer organisations like, for example,
sports clubs.
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