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Abstract—Camera-based passive dietary intake monitoring is
able to continuously capture the eating episodes of a subject,
recording rich visual information, such as the type and volume
of food being consumed, as well as the eating behaviours of
the subject. However, there currently is no method that is able
to incorporate these visual clues and provide a comprehensive
context of dietary intake from passive recording (e.g., is the
subject sharing food with others, what food the subject is eating,
and how much food is left in the bowl). On the other hand,
privacy is a major concern while egocentric wearable cameras
are used for capturing. In this paper, we propose a privacy-
preserved secure solution (i.e., egocentric image captioning) for
dietary assessment with passive monitoring, which unifies food
recognition, volume estimation, and scene understanding. By
converting images into rich text descriptions, nutritionists can
assess individual dietary intake based on the captions instead
of the original images, reducing the risk of privacy leakage
from images. To this end, an egocentric dietary image captioning
dataset has been built, which consists of in-the-wild images
captured by head-worn and chest-worn cameras in field studies
in Ghana. A novel transformer-based architecture is designed to
caption egocentric dietary images. Comprehensive experiments
have been conducted to evaluate the effectiveness and to justify
the design of the proposed architecture for egocentric dietary
image captioning. To the best of our knowledge, this is the first
work that applies image captioning to dietary intake assessment
in real life settings.
Index Terms—Image Captioning, Egocentric Vision, Passive
Dietary Intake Monitoring.
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1. the subject is having a meal with the family, and the bowl is half empty
2. the subject is eating rice with egg stew, and sharing it with other family members
3. the subject is eating a half bowl of rice with egg stew with other family members
4. the subject is eating rice with egg stew with the family, and the bowl is half empty
eButton’s view 
(the one worn on the mother’s chest)
AIM device eButton device AIM worn on the other side (not visible in the picture)
Human annotated captions
Fig. 1: Top-left: Food sharing scenario in one household.
Wearable cameras were worn by the subjects during the meal.
The mother was wearing an AIM [2] and also an eButton [3]
device. The father was wearing an eButton. The adolescent
child was wearing an AIM. Top-right: One egocentric image
captured by the eButton worn on the mother’s chest. Bottom:
Human-annotated captions for the top-right image. Each cap-
tion has dietary related information in different levels of detail
such as the type of food the subject was eating (rice with egg
stew in this example), the volume or portion size of the food
that can be seen from the image (e.g., the bowl is half empty),
and whether the subject is sharing food. Faces are masked to
protect privacy.
EFFECTIVE dietary intake monitoring allows nutritioniststo better understand diet patterns and nutritional needs of
a population, and also allows policy makers to better plan and
evaluate nutritional health policy and public health interven-
tions. In nutritional epidemiology, 24-hour dietary recall and
food frequency questionnaire (FFQ) are the primary dietary
assessment tools [1]. Although widely used, they mainly rely
on the subjects’ memory to recall their past dietary intake,
and require nutritionists to collect, analyze, and interpret the
dietary data. Thus, these traditional methods are often labour-
intensive, inefficient, with the resulting dietary assessment
being inaccurate. For these reasons, technological approaches
have been developed to automate the dietary intake assessment
process and provide objective, more accurate results.
Existing technological approaches for dietary assessment
can be categorized as active or passive approaches. Active
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intake using tools such as a smart phone to manually enter
the food type and estimated portion size [4], [5], [6]. As
it still relies on memory and volitional inputs, the subjec-
tivity of dietary data still exists, and like traditional dietary
assessment tools, users often under-report their food intake.
In addition, without complete visual recording (even if a
few food images are taken at the beginning and end of the
meal), active approaches lose the subject’s eating details. Such
information is crucial for understanding the eating behaviours
of the subject, as well as for recognizing the food items
and ingredients in a more fine-grained level, as some hidden
and occluded ingredients may be revealed during eating [7].
Passive approaches on the other hand use wearable sensors,
such as wearable cameras, to monitor and detect dietary intake.
Once the wearable camera is initiated, passive approaches
provide pervasive and continuous dietary intake monitoring.
Compared to active approaches, passive ones are designed to
capture the whole eating episode and therefore the recorded
data are more detailed and comprehensive. As it does not
require active participation from the subjects, assessing dietary
intake passively is more objective. With the advances in wear-
able technology, wearable cameras are becoming cheaper and
more reliable. Recent progress in deep learning also enhances
the accuracy of computer vision-based food recognition [8],
[9], [10], [11], [12], recipe retrieval [13], [14], [15], [16],
[17], [18], [19], and food volume estimation [20], [21], [22].
Using wearable cameras to passively monitor dietary intake
is therefore a low-cost and effective means for objective and
accurate dietary intake assessment.
Nevertheless, in using wearable cameras to record ego-
centric (first-person) images/videos, privacy concerns are the
major barrier to the wide acceptability and deployment of
wearable cameras in the general public. In the case of dietary
intake monitoring, the wearable cameras may capture things
that the subject does not want to be captured, for example,
the room arrangement, and the faces of other family members
who are eating with the subject. We therefore propose to use
image captioning to convert each captured dietary image into a
rich text description that summarizes the content of the image
for dietary assessment. As such, nutritionists can assess the
dietary intake of a subject from the text description instead of
interpreting from the original image. In addition, the method
can potentially be built into the wearable camera, and the
device will then only store the text descriptions rather than
images. This can preserve the subject’s privacy, and can also be
further extended to generate a nutrient intake report, similar to
the medical report generation [23], [24], [25], to give subjects
automatic and prompt feedback on their dietary intake.
To the best of our knowledge, this is the first work that
applies image captioning to dietary intake assessment. The
contributions of this work are twofolds:
• An egocentric image captioning dataset has been built,
which contains in-the-wild dietary images captured by
wearable cameras. To the best of our knowledge, this
is the first and also largest egocentric image captioning
dataset in both the computer vision and nutritional science
communities for dietary assessment. The captions of
dietary intake images in the dataset have different levels
of detail including the type of food the subject is eating,
the volume or portion size of the food, and whether
the subject is sharing food from the same plate or bowl
with other individuals. Diet related images such as food
preparation are also annotated with captions. Fig. 1 shows
an example of one eating scenario in the field as well as
the annotated captions of one egocentric dietary image.
• A novel transformer-based captioning model has been
designed to generate the captions for the dietary images.
Extensive experiments have been conducted, including
captioning egocentric images where domain difference
exists due to different viewing angles of the wearable
cameras. Compared with the state-of-the-art methods, the
proposed model shows better performance in captioning
egocentric dietary images.
The rest of this paper is organized as follows: Section II
briefly reviews prior work in passive dietary intake monitoring
and image captioning; Section III describes the proposed
method in this work; Section IV presents the details of
the constructed egocentric dietary image captioning dataset;
Section V shows the experimental results; We discuss some
limitations and future extension of this work in Section VI and
conclude in Section VII.
II. RELATED WORK
In this section, we mainly discuss prior work in passive
dietary monitoring and image captioning, as they are most
relevant to our work.
A. Passive Dietary Monitoring
Based on the type of the wearable sensors used, passive
dietary monitoring can be mainly categorized as inertial-based,
acoustic-based, or visual-based. Our method is proposed for
visual-based passive dietary monitoring.
Inertial-based monitoring systems are able to detect eating
episodes and feeding gestures as well as to count overall bites
taken in a meal by collecting and analyzing IMU (inertial
measurement unit) signals recorded by a wrist-worn device
[26], [27], [28], [29], [30], [31], [32], [33], [34]. Acoustic-
based monitoring systems, are able to differentiate eating
from other daily activities [35], [36], as well as to detect
swallows [37], [38] and eating episodes [39] with acoustic
signals alone. Studies in [40] and [41] have also examined
the effectiveness of combing inertial and acoustic signals in
dietary monitoring. In visual-based passive dietary monitoring,
wearable cameras are widely used. In [3], a chest-worn camera
called eButton was designed for passive dietary monitoring.
Once initiated, the eButton continuously captures egocentric
images of eating at fixed time intervals. In [42], an ear-worn
dietary intake monitoring device was introduced, in which a
miniaturized camera was triggered to record eating episodes so
long as the chewing sound was detected by the built-in sensor.
In [7], a GoPro camera was mounted on a subject’s shoulder to
record his/her eating episodes. The number of bites taken and
the type of food consumed was then end-to-end deduced from
the recorded egocentric dietary intake video. Recently, 360-
degree cameras have been used to monitor and assess dietary
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intake in food sharing [43], [44] or communal eating [45]
scenarios in a passive way. Although visual-based monitoring
can lead to more comprehensive dietary assessment, the use
of the cameras to record often entails privacy issues.
B. Image Captioning
Image captioning is a cross-modal task, which describes the
content of an image with one or a few sentences. Before the
deep learning era, early work in image captioning mainly used
template- or rule-based approaches [46], [47], [48]. With the
advances in deep learning, work in this field starts to switch
to end-to-end neural network-based approaches. Typically, a
convolutional neural network (CNN) is used to encode the
input image, and then a recurrent neural network (RNN) is
used to decode its caption [49], [50]. Such encoder-decoder
architecture has been widely adopted since then. Attention
mechanisms are introduced to image captioning later, and
shown to be effective in boosting the performance. To allow a
model to attend over different parts of an input image for
better caption generation, Xu et al. [51] utilized a grid of
convolutional features, whereas Anderson et al. [52] proposed
to use regional features extracted from an object detector
such as Faster RCNN [53]. Apart from using visual features
encoded by a CNN, You et al. [54] also applied attention
over semantic attributes predicted from the input image. Li
et al. [55] proposed to use text-guided and semantic-guided
attentions to correlate vision with language for better caption
generation. Capturing human-object interactions in images and
generating captions hierarchically have been studied in [56].
To better model scene semantics, graph convolutional net-
works have been adopted to caption images [57], [58]. Rein-
forcement learning has also been attempted to enhance image
captioning [59]. Captioning images with other languages such
as Chinese [60] and Japanese [61] has also been studied.
More recently, as Transformer [62] has shown better per-
formance than RNN across many natural language processing
tasks, transformer-based captioning models have also emerged,
in which transformers replace RNNs to model geometric
relations between detected objects [63], or to model semantic
attributes [64] for better image captioning. In [65], memory-
augmented attention and meshed cross attention are introduced
into the transformer to enhance image captioning.
Nevertheless, the above image captioning methods have
only been evaluated on non-egocentric image captioning
datasets such as MSCOCO [66]. Little research has been
carried out on egocentric image captioning [67], [68].
The primary goal of this work was to caption egocentric
dietary images. As such, the generated captions can be used
for dietary assessment instead of the original images, reducing
the risk of privacy leakage from images. With the advances
in semiconductors and on-node processing, captioning func-
tions can be implemented in the egocentric cameras, and the
wearable devices will be able to store only the captions.
This will not only remove the privacy concerns, but it will
also significantly reduce the volume of data to be stored and
prolong the battery life of the egocentric device. To this end,
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Fig. 2: The architecture of the proposed model for caption-
ing egocentric dietary images. The model has a two-stream
encoder and a single stream decoder. All components within
the dashed round purple box are trained together (i.e., apart
from the Faster RCNN model which pre-extracts the attentive
features, the other parts are trained as a whole for image
captioning).
dataset (also the largest egocentric image captioning dataset).
Our model is based on Transformer with a novel design
adapted for captioning in-the-wild dietary images.
III. METHOD
Fig. 2 shows the architecture of the designed transformer-
based egocentric dietary image captioning model. The model
has a dual stream encoder to encode visual information and
a single stream decoder to decode the caption of an input
image. In the dual stream encoder, one stream encodes the
entire input image, and the other stream encodes regional
features pre-extracted from Faster RCNN. We follow [52]
to extract regional features from a Faster RCNN model pre-
trained on the Visual Genome dataset [69]. As our dietary
images are largely different from images in the Visual Genome
dataset, the pre-trained Faster RCNN model may not output
discriminative regional features for the dietary images. Using
pre-extracted regional features alone thus may not achieve the
best captioning quality. We therefore add another stream in
the encoder to encode the entire input image in order to learn
representation at a global level with gradient descent. Note
that as shown in Fig. 2, all modules within the dashed round
purple box are trained simultaneously (i.e., the Faster RCNN is
only used for pre-extracting regional features and is not trained
during gradient descent, whereas a ResNet [70] is trained
with the rest of the modules to learn global representations
of dietary images). We found that training the ResNet simul-
taneously with the rest of the modules is essential and can lead
to significant improvements in captioning in-the-wild dietary
images. We justify this design of our model with extensive
experiments, which will be shown in Section V.
Formally, the dietary image captioning process of our model
can be formulated as follows:
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 4
Given an input dietary image I, we extract N number of
regional features RN×2048 from a Faster RCNN model pre-
trained on Visual Genome where the dimension of each feature
vector is 2048. RN×2048 is then projected to PN×512 using a
feed forward layer (not shown in Fig. 2 for simplicity). PN×512
is then encoded by a stack of 6 transformer encoders, each
consisting of a self-attention layer and a feed forward layer
with residual connection around and layer normalization [71]
as shown in the enlarged green box (local embedding encoder)
on the right of Fig. 2. After encoding, PN×512 is transformed
into LN×512 which we denote as local embeddings.
In the other stream, the entire image I is fed into a ResNet,
which encodes I into a 512-dimensional feature vector F1×512
(from ResNet’s global average pooling layer). A transformer
encoder (see the enlarged blue box) is then used to encode
F1×512, transforming it into G1×512 which we denote as the
global embedding.
We concatenate G1×512 and LN×512, and then feed the re-
sulting visual embeddings V(N+1)×512 to the caption decoder,
which is a stack of 6 transformer decoders (see the enlarged
orange box). The caption decoder decodes a caption based on
the self-attention over the past decoded words and encoder-
decoder attention over the visual embeddings V(N+1)×512.
The self-attention mechanism in both global and local
embedding encoders, and the caption decoder can be math-
ematically written as:
α = Attention(WqX,WkX,WvX) (1)




where Wq , Wk, and Wv are learnable weight matrices. dk
is a scaling factor, which is set to 64 in our experiments. In
the global embedding encoder, X is F1×512, whereas in the
bottom local embedding encoder, X is PN×512, and in the
remaining local embedding encoders, X is the output from
the encoder directly below. Similarly, in the bottom caption
decoder, X is the word embeddings, each of 512-dimension,
whereas in the remaining decoders, X is the output from the
decoder directly below. For encoder-decoder attention in the
caption decoder, X multiplied with Wk, and Wv is visual
embeddings V(N+1)×512 from the encoder, and X multiplied
with Wq is the output of the self-attention after residual
connection and layer normalization in the current caption
decoder.
We denote our model as GL-Transformer, as it utilizes the
global visual embedding from the entire image and local visual
embeddings from the regional features to decode captions.
IV. DATASET
In this section, we introduce our egocentric dietary image
captioning dataset, built using in-the-wild dietary images.
A. Data Collection
Automatic Ingestion Monitor (AIM) [2] and eButton [3],
were used to capture egocentric images in rural areas in Ghana,
1.   the subject is having a meal with another subject
2.   the subject is eating akple and okra stew with another subject
3.   the subject is eating a half bowl of akple and a half bowl of okra stew with 
another subject
4.   the subject is eating akple and okra stew with another subject, and 2 
bowls are half empty
Human annotated captions
Human annotated captions
1. the subject is having a meal with the family, and the bowls are almost 
empty
2.   the subject is eating banku and fish stew with the family, and the bowls 
are almost empty
3.   the subject is eating banku and fish stew with the family, and there isn't 
much food left
Fig. 3: Samples from our egocentric dietary image captioning
dataset. An annotated sample of eButton-captured images is
shown in Fig 1. We show 2 samples of AIM-captured images
in this figure. The captured dietary intake images are annotated
in different levels of detail including the type of food being
consumed, the portion size of the food, and whether it is a
food sharing scenario. Faces are masked to protect privacy.
Africa. The AIM is attached to the frame of optical glasses,
which provides an egocentric view, same as the subject’s eyes.
The eButton has a 170 degree range of view and is worn on
the subject’s chest attached to his/her clothing. The egocentric
view from eButton therefore is wider but lower than the AIM.
In total, 10 households were recruited. Each household had 3
subjects participating in the study: 2 adults (mother and father)
and 1 adolescent child. Fathers and adolescent children were
given either an AIM or an eButton to wear, whereas mothers
were given both to wear. The AIM captured images at an
interval of 5-15s whereas the eButton captured images at an
interval of 3-5s. The captured images of both devices were
stored on an internal SD card, and then uploaded to a cloud
server after data collection was finished in each household. A
detailed study protocol has been published in [72].
B. Data Annotation
Each egocentric image has 1-4 human annotated caption(s).
The annotated images are not restricted to dietary intake. Diet
related activities were also annotated, for example, buying
cooking ingredients in a shop, preparing food, and mother
breastfeeding her baby. For dietary intake images, the captions
contain portion size information such as a half bowl of and
the bowl is almost empty. They also contain the information
about the type of food the subject is eating or whether the
subject is sharing food from the same plate or bowl with
other family members. To the best of our knowledge, this is
the first dataset that annotates dietary intake images in this
level of detail to assist dietary intake assessment. The type of
food and the ingredients used in each meal were recorded by
field staff in each household. Two annotators then annotated
captions based on the record. The portion size information
was visually estimated by the annotators and cross-checked
by them until a consensus was reached. Fig. 3 shows another
2 samples from our dataset.
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Fig. 4: (a) Tag cloud of our egocentric dietary image captioning dataset. The size of the word reflects the frequency of that
word appearing in the dataset; (b) Sentence statistics. The maximum number of words a sentence has in our dietary image
captioning dataset is 27. On average, each sentence has 11.0 words; (c) Data distribution over different subjects (mother,
father, and adolescent), and also over different devices (AIM and eButton); (d) The number of data samples collected from
each subject in each household.
TABLE I: Comparison between Egocentric Image Captioning
Datasets
Dataset # Images Human Annotated Captions
DeepDiary [67] 800 yes
Egoshots [68] 978 no
EgoDIMCAP (Ours) 4797 yes
C. Dataset Statistics
After pre-processing, 4797 images were used to construct
the dataset, among which 1610 images were captured by the
AIM and 3187 images were captured by the eButton. Fig. 4a
shows the tag cloud of the dataset. The frequency of a word in
the dataset is reflected by its size in the generated tag cloud.
Food types, such as okra, akple, and rice, are very common
in the dataset. In terms of portion size information, half and
empty appear frequently in the dataset. The vocabulary size of
the dataset is 146. The number of words a caption sentence
has ranges from 4 to 27, as shown in Fig. 4b. On average, each
sentence has 11.0 words. Fig. 4c shows the data distribution
over different subjects and also over different devices. The
data from mothers, fathers and adolescent children account for
63.2%, 20.6% and 16.2% respectively. Within data of each
subject, the eButton data has more samples than the AIM
data. Fig. 4d shows the number of data samples each subject
has in each household. Households No.6, No.9, and No.10
each have one subject’s data missing, which is because the
wearable camera worn by that subject was not facing in the
right angle, and therefore it did not capture useful images for
dietary assessment. The rest of the households have data from
all subjects recruited in that household.
We name our dataset as EgoDIMCAP (egocentric dietary
image captioning dataset). To the best of our knowledge,
our dataset is the largest one in both computer vision and
nutritional science communities for egocentric dietary image
captioning. Table I compares datasets in the field of egocentric
image captioning. Our dataset is 5 times larger than DeepDi-
ary [67], which is a lifelogging image captioning dataset, and
also 5 times larger than Egoshots [68], which includes real-life
egocentric images but with machine generated captions.
TABLE II: Different Dataset Splits for Evaluating the Perfor-
mance
Dataset Split Partition
# Train Images # Test Images
I (AIM train and eButton test) 1610 3187
II (eButton train and AIM test) 3187 1610
III (Mixed) 2970 1827
D. Dataset Splits
As AIM and eButton have different viewing angles as
mentioned in Section IV-A, the egocentric images captured
by these 2 devices are quite different. Hence, we created 3
dataset splits to evaluate the performance of egocentric image
captioning models. Table II shows the created dataset splits. In
split I, images captured by AIM are used for training, and those
captured by eButton are used for testing; In split II, it is the
opposite; In split III, the training and testing data have images
from both AIM and eButton, and images are partitioned into
training and testing sets based on their associated captions.
V. EXPERIMENT
A. Baseline Methods
Three state-of-the-art image captioning models and a variant
of our proposed model are used as the baselines to compare
against our model in captioning egocentric dietary images.
• Up-Down [52]: An attention-based model that combines
bottom-up features based on Faster RCNN, and the top-
down mechanism.
• Att2in [59]: An attention-based model in which regional
features are only fed to the cell of the internal LSTM.
• M2 Transformer [65]: Meshed-Memory Transformer, a
transformer-based image captioning model with memory
augmented and meshed cross attentions.
• GL-Transformer*: A variant of the proposed GL-
Transformer, in which the ResNet is not trained with
the rest of the model (i.e., we use global image fea-
tures extracted from a ResNet model pre-trained on
ImageNet [73]).
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TABLE III: Results on Dataset Split I
Method Evaluation Metric
BLEU1 BLEU2 BLEU3 BLEU4 METEOR ROUGEL CIDEr SPICE WMD
Up-Down [52] 57.7 50.0 43.6 36.7 28.6 57.7 115.4 30.7 52.9
Att2in [59] 60.4 53.2 47.2 41.0 31.1 60.2 133.2 31.8 55.5
M2 Transformer [65] 61.1 53.9 47.8 41.2 30.3 61.7 126.2 31.1 56.7
GL-Transformer* (Ours) 62.1 55.1 49.3 43.0 31.6 61.7 123.0 32.3 56.2
GL-Transformer (Ours) 62.4 55.3 49.4 43.2 31.6 61.3 142.0 34.3 56.3
TABLE IV: Results on Dataset Split II
Method Evaluation Metric
BLEU1 BLEU2 BLEU3 BLEU4 METEOR ROUGEL CIDEr SPICE WMD
Up-Down [52] 60.9 53.7 47.5 40.5 31.6 61.8 168.4 36.9 56.0
Att2in [59] 60.9 54.9 49.8 44.1 33.0 62.9 171.1 36.0 57.4
M2 Transformer [65] 60.2 54.2 49.0 43.1 31.8 61.1 167.0 35.5 56.3
GL-Transformer* (Ours) 59.9 53.2 47.7 41.9 33.7 63.0 176.7 37.4 57.6
GL-Transformer (Ours) 58.9 52.5 47.4 42.2 35.0 64.0 194.1 38.7 59.0
TABLE V: Results on Dataset Split III
Method Evaluation Metric
BLEU1 BLEU2 BLEU3 BLEU4 METEOR ROUGEL CIDEr SPICE WMD
Up-Down [52] 67.9 62.3 57.6 52.6 38.1 68.9 235.1 43.4 65.7
Att2in [59] 69.3 63.6 58.7 53.6 38.8 69.1 254.7 45.5 67.1
M2 Transformer [65] 67.1 60.8 55.6 50.2 37.4 67.9 225.3 41.8 65.4
GL-Transformer* (Ours) 68.9 62.4 57.1 51.6 37.4 68.2 232.9 43.4 64.6
GL-Transformer (Ours) 70.2 64.1 59.1 54.0 39.4 69.8 243.4 46.4 65.4
Standard evaluation metrics BLEU [74], METEOR [75],
ROUGEL [76], CIDEr [77], SPICE [78], and WMD [79] in
image captioning were adopted to compare the performance
of our model against the baselines.
B. Implementation Details
We implemented our model using PyTorch. We used
ResNet18 [70] to encode the entire input image to a 512-
dimensional feature vector (in the case of GL-Transformer*, a
ResNet18 model pre-trained on ImageNet was used to pre-
extract global image features). All four baselines and our
model used the same regional features pre-extracted from
Faster RCNN. For all models during training, we set batch size
to 10. Adam [80] was adopted as the optimizer. The learning
rate was set to 0.0005 for all models, and they were trained
for a maximum of 10 epochs. We used 8 attention heads in
our proposed GL-Transformer model and the same number
of heads in its baseline variant and the M2 Transformer. We
set the number of both encoder and decoder layers in M2
Transformer to 6 for fair comparisons. N in Section III was
set to 36 (i.e., we extracted a maximum of 36 regional feature
vectors from the pre-trained Faster RCNN model).
C. Experimental Results
1) Results on Dataset Split I: Table III summarizes the
results on dataset split I. In this split, egocentric images
from AIM were used for training and images from eButton
were used for testing. The proposed GL-Transformer model
achieved the best results on 7 out of 9 evaluation metrics
(M2 Transformer topped the other 2 metrics). Although in
this split, GL-Transformer* achieved the closest results to GL-
Transformer in most metrics, it had a lower CIDEr score than
the Att2in model. Nevertheless, GL-Transformer increased
the CIDEr score from 133.2 (the best baseline CIDEr score
achieved by Att2in) to 142.0. GL-Transformer also increased
the SPICE score from 32.3 (the best baseline SPICE score)
to 34.3. The first row in Fig. 5 shows some qualitative results
on this dataset split. In the left example, GL-Transformer was
able to generate a caption close to the ground truth, whereas all
four baselines failed to caption the image correctly. Note that
the food (banku) in the caption generated by GL-Transformer
is actually visually similar to the food (akple) in the ground
truth caption. In the right example, the caption generated by
GL-Transformer perfectly matches with the ground truth. The
Up-Down and Att2in models in this example were not able to
generate correct or even close captions. M2 Transformer in
this example was able to describe the image with close estima-
tions of the portion size and food type, and GL-Transformer*
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Up-Down: the subject is eating a slice of watermelon
Att2in: the subject is eating a slice of watermelon
𝓜𝟐 Transformer: the subject is eating banku and okra stew with the family , and 2 bowls are half empty
GL-Transformer*: the subject is having a meal with the family
GL-Transformer: the subject is eating a bowl of akple and a half bowl of okra soup
GT: the subject is eating a bowl of akple and a half bowl of okra soup
Up-Down: the subject is holding a plate of food
Att2in: the subject is drinking a bag of water
𝓜𝟐 Transformer: the subject is drinking a bag of water
GL-Transformer*: the subject is drinking a bag of water
GL-Transformer: the subject is stirring flour in the pot to make banku
GT: the subject is stirring flour in the pot to make akple
Up-Down: the subject is adding water to a bowl of flour
Att2in: the subject is scooping out stew from the pot into bowls
𝓜𝟐 Transformer: the subject is cutting tomatoes
GL-Transformer*: the subject is cutting okra into dices in the kitchen
GL-Transformer: the subject is cutting okra into dices in the kitchen
GT: the subject is cutting okra into dices in the kitchen
Up-Down: the subject is having a meal with the family , and the bowl is almost empty
Att2in: the subject is having a meal with the family , and the bowl is almost empty
𝓜𝟐 Transformer: the subject is eating fish stew with the family
GL-Transformer*: the subject is eating rice with egg stew , and sharing it with other family members
GL-Transformer: the subject is eating fish stew with the family , and the bowl is almost empty
GT: the subject is eating fish stew with the family, and more than half of the bowl is empty
Up-Down: the subject is eating jollof rice
Att2in: the subject is eating jollof rice
𝓜𝟐 Transformer: the subject is eating jollof rice
GL-Transformer*: the subject is eating jollof rice , and more than half of the bowl is empty
GL-Transformer: the subject is eating jollof rice , and only less than half is left in the bowl
GT: the subject is eating jollof rice, and there isn't much left in the bowl
Up-Down: the subject is eating jollof rice
Att2in: the subject is eating rice with egg stew , and more than half of the bowl is empty
𝓜𝟐 Transformer: the subject is eating jollof rice , and more than half of the bowl is empty
GL-Transformer*: the subject is eating a bowl of rice with egg stew with other family members
GL-Transformer: the subject is eating a bowl of jollof rice
GT: the subject is eating a bowl of jollof rice
Up-Down: the subject is having a meal with the family
Att2in: the subject is eating akple and stew with the family
𝓜𝟐 Transformer: the subject is eating akple and stew with the family
GL-Transformer*: the subject is having a meal with the family
GL-Transformer: the subject is eating akple and stew with the family , and the bowls are almost empty
GT: the subject is having akple and stew with the family, and the bowls and plates are almost empty
Up-Down: the subject is processing fish in the kitchen
Att2in: the subject is having a meal
𝓜𝟐 Transformer: the subject is eating akple and okra stew
GL-Transformer*: the subject is eating akple and okra stew with the children
GL-Transformer: the subject is processing some green vegetables
GT: the subject is processing some green vegetables
Fig. 5: Qualitative results on dataset splits I (first row), II (second row), and III (bottom two rows). The captions generated by
the proposed model GL-Transformer were consistently better than the baselines across all dataset splits, and better matched
with the ground truth captions. The faces of the subjects are masked to protect their privacy.
was able to understand that the subject was having a meal.
2) Results on Dataset Split II: Table IV compares the
results on dataset split II. Note that as the number of eButton
images were almost 2 times larger than that of AIM images
(i.e., in this split, there were more training images than split
I), all models achieved higher scores in a few evaluation
metrics, especially in terms of the CIDEr score. In this split,
Att2in achieved the best BLEU scores, but GL-Transformer
topped the rest of the evaluation metrics. Compared to Att2in,
it increased CIDEr score from 171.1 to 194.1, which was a
13.4% relative increase. We show some qualitative results in
the second row of Fig. 5. In the left example, the scene is
quite cluttered. GL-Transformer* and GL-Transformer were
able to correctly caption the image as the subject is cutting
okra into dices in the kitchen, whereas Up-Down, Att2in, and
M2 Transformer all failed in this case. In the right example,
all models were able to identify that the subject was eating
some kind of rice. However, for the Up-Down model, it failed
to give the portion size information. For the Att2in model,
it mis-recognized the food type as well as mis-estimated the
portion size (i.e., more than half of the bowl is empty is clearly
not correct). Although the M2 Transformer model correctly
recognized the food type, same as the Att2in model, it mis-
estimated the portion size. For the GL-Transformer*, although
it correctly estimated the portion size (i.e., a bowl of ), it failed
to recognize the food type as well as the scene in which the
subject was having the meal alone. In this particular example,
only GL-Transformer correctly captioned the image.
3) Results on Dataset Split III: Table V shows the results
on dataset split III, in which images from AIM and eButton
were mixed and partitioned into training and testing sets based
on their captions. Note that the scores achieved by all models
across all evaluation metrics were higher than splits I and
II. We hypothesize that this is because in splits I and II,
the training and testing images were from different devices,
and as mentioned earlier, the AIM and eButton had different
viewing angles, which caused the domain difference between
training and testing. In dataset split III, as the training set
contained images from both devices, and so did the testing
set, the domain difference was minimized, and therefore all
models were able to achieve higher scores across all evalua-
tion metrics. Nevertheless, in this split, our full model GL-
Transformer still showed better performance than all four
baselines, achieving the highest scores on BLEU, METEOR,
ROUGEL, and SPICE. The bottom 2 rows in Fig. 5 show
some qualitative results from this split. In the left example of
the third row, both Up-Down and Att2in models were able
to caption the image appropriately, understanding the subject
was having a meal with the family, but they were not able
to caption the image with the type of food the subject was
eating. For the estimated volume, they were actually not too far
away from the ground truth. For the M2 Transformer model,
it was able to caption the image with the correct food type and
eating scenario, but failed to produce an estimation regarding
the food volume. Our GL-Transformer in this example was
able to caption the image with correct food type and a close
estimated food volume. In the right example of the third row,
all models were able to recognize the subject was eating jollof
rice, whereas only the GL-Transformer* and GL-Transformer
were able to caption the image with volume information close
to the ground truth. In the left example of the fourth row,
all baseline models were able to recognize that the subject
was having a meal with the family. Both Att2in and M2
Transformer were also able to recognize the food types the
subject was eating. However, only GL-Transformer was able
to produce a correct volume estimation for the food the
subject was eating in this example. In the right example of
the fourth row, all baseline models failed to caption the image
correctly. Only GL-Transformer was able to correctly describe
the image. The Up-Down model correctly indicated the subject
was processing something but failed to recognize its type. We
hypothesize that the Att2in model might attend to bowls in
the scene and therefore captioned the image as the subject is
having a meal. For the M2 Transformer and GL-Transformer*
models, we hypothesize that they might mis-recognize the
green vegetables as okra stew, and therefore did not caption
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Up-Down: the subject is breastfeeding her baby
Att2in: the subject is breastfeeding her baby
𝓜𝟐 Transformer: the subject is breastfeeding her baby
GL-Transformer*: the subject is breastfeeding her baby
GL-Transformer: the subject is breastfeeding her baby
GT: the subject is breastfeeding her baby
Up-Down: the subject is UNK a bowl of rice into a pot to UNK
Att2in: the subject is mixing water and flour in a bowl
𝓜𝟐 Transformer: the subject is eating rice
GL-Transformer*: the subject is eating a half bowl of rice
GL-Transformer: the subject is packaging banku
GT: the subject is eating corn porridge, and not much is left in the bowl 
Fig. 6: Qualitative results that all models were able to suc-
cessfully caption (top row) or failed to caption (bottom row) a
given dietary image. Sensitive body parts are masked to protect
the subjects’ privacy.
TABLE VI: Volume Estimation & Food Recognition & Action
Recognition Accuracy Calculated based on the Ground Truth
and Generated Captions from Split III
Method Volume Estimation Food Recognition Action Recognition
Up-Down [52] 25.9 38.0 60.4
Att2in [59] 28.7 49.9 59.6
M2 Transformer [65] 18.8 50.0 58.8
GL-Transformer* (Ours) 25.9 46.4 62.3
GL-Transformer (Ours) 42.0 47.5 62.7
G-Transformer: the subject is eating a plate of banku and a half bowl of okra stew
L-Transformer: the subject is holding a plate of food
GL-Transformer: the subject is eating a plate of jollof rice
GT: the subject is eating a bowl of jollof rice
Fig. 7: One qualitative example of the ablation study.
the image correctly.
The above experimental results on splits I, II, III (both quan-
titatively and qualitatively) demonstrate that the proposed GL-
Transformer is of better performance on captioning egocentric
dietary images, and also show that in the GL-Transformer,
training ResNet with the rest of the model is essential, so that
its encoder can be adapted to learn a better representation for
the entire dietary image, leading to better captioning quality.
Fig. 6 shows some examples that all models were able to
successfully or failed to caption a given dietary image.
4) Volume Estimation & Food Recognition & Action Recog-
nition Accuracy: As in our EgoDIMCAP dataset, volume and
food types are contained in the captions (so long as the volume
and food types are recognizable for the human annotators),
and each caption also has word(s) describing the action(s) the
subject is performing such as eating and cooking. We further
present quantitative results about the volume estimation, food
recognition, and action recognition accuracy based on the
generated captions. We pre-defined a list of words related to
volume such as half and empty, a list of food types such as
okra and akple, and a list of actions. We then parsed both the
ground truth captions and the generated caption to obtain their
respective volume words, food types, and actions. We com-
pared how many volume words in the generated caption match
with those in the ground truth to obtain the volume estimation
accuracy. Similarly, we compared food types to obtain food
recognition accuracy, and compared actions to obtain action
recognition accuracy. Table VI shows the accuracy calculated
from the test set of split III. Our GL-Transformer achieved best
volume estimation accuracy (18 different volume descriptions,
and our model had a 13.3% increase compared to the second
one) as well as best action recognition accuracy (29 actions).
Regarding food recognition, it also achieved decent accuracy
of recognizing 30 different types of local food/ingredients.
5) Ablation Study: To justify that in the dual stream en-
coder, both streams are necessary and able to contribute to
better captioning performance. We conducted ablation studies
and 2 variants of the proposed GL-Transformer were created.
G-Transformer: in which the encoder only contains the
stream that encodes the entire input image. L-Transformer:
in which the encoder only contains the stream that encodes the
regional features. The caption decoder in both G-Transformer
and L-Transformer is the same as in the GL-Transformer.
The ResNet18 in the G-Transformer was also trained with
gradient descent using image-caption pairs. We used dataset
split I to conduct the ablation studies. As shown in Table VII,
G-Transformer and L-Transformer achieved close results in
most evaluation metrics. Although the L-Transformer had the
best METEOR score, for the rest of evaluation metrics, the
GL-Transformer achieved the highest scores. The quantitative
results show that our design of using both streams is effective
and able to enhance the captioning performance. Fig. 7 shows
an example for visually comparing the caption results of these
3 models. In this example, the ground truth caption is the
subject is eating a bowl of jollof rice. G-Transformer was able
to caption the image as the subject is eating, but with incorrect
food types; L-Transformer was able to caption the image as
the subject is holding a plate of food, which is not entirely
incorrect; Having both global and local visual embeddings, the
GL-Transformer was able to caption the image as the subject is
eating a plate of jollof rice, which is very close to the ground
truth caption.
VI. DISCUSSION
In this work, we proposed to caption dietary related im-
ages to assist dietary intake assessment and enable privacy-
preserved monitoring. In this section, we mainly discuss some
limitations of our work and also point out some future direc-
tions that are worth investigating. First, although our dataset
is annotated with portion size information and the proposed
captioning model is able to describe the food portion in a
dietary intake image, the portion size is still based on the bowl
or plate as a reference. To quantify the exact dietary intake,
knowing the volume of the bowl or the size of the plate is nec-
essary. This could be achieved using 3D model reconstruction
to estimate the bowl volume or the plate size, and then from the
deduced portion size information in the caption, more accurate
food volume estimation could be achieved. In this work,
the caption is generated for each individual dietary image.
Generating an overall dietary report/diary for a subject based
on all images captured by his/her wearable camera would be
more helpful for the nutritionists to analyze the nutritional
states and needs of the subject. This is challenging but could
be one promising future direction. Although the proposed
dataset is the first of its kind in the research community, it
is still relatively small. Expanding the dataset and including
more other in-the-wild activities would be valuable. Activities
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TABLE VII: Results of the Ablation Studies on Split I
Method Evaluation Metric
BLEU1 BLEU2 BLEU3 BLEU4 METEOR ROUGEL CIDEr SPICE WMD
G-Transformer 60.3 52.4 46.4 40.3 31.5 60.0 127.8 31.4 55.8
L-Transformer 59.6 52.8 47.5 42.0 32.5 60.7 124.6 31.0 55.2
GL-Transformer (Ours) 62.4 55.3 49.4 43.2 31.6 61.3 142.0 34.3 56.3
such as resting, and running captured by egocentric cameras
is useful to determine the energy expenditure of a subject, and
can help better analyze the nutritional needs of the subject. In
this study, the model is developed to caption egocentric dietary
images. For future work, captioning egocentric dietary videos
is worth exploring. Utilizing the visual, temporal, and audio
features extracted from dietary videos, more accurate captions
may be generated.
VII. CONCLUSION
In this work, we proposed the task of captioning egocentric
dietary images to assist nutritionists to conduct dietary intake
assessment more effectively, and in addition, preserving the
subject’s privacy. To this end, an in-the-wild egocentric dietary
image captioning dataset has been built, each dietary intake
image is annotated with different levels of detail including
the type of food the subject is eating, the food portion size,
and whether the subject is sharing food from the same plate or
bowl with other individuals. Apart from dietary intake images,
relevant images are also annotated in the dataset, such as food
preparation. A novel transformer-based captioning model has
been proposed and the design of the model has been justified
through extensive experiments. In future work, expanding the
current dataset, developing a more effective dietary intake
oriented captioning model and embedding the model onto
wearable dietary intake monitoring devices are planned.
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