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Abstract
This work proposes a novel strategy for social learning by introducing the critical feature of adaptation. In social learning,
several distributed agents update continually their belief about a phenomenon of interest through: i) direct observation of
streaming data that they gather locally; and ii) diffusion of their beliefs through local cooperation with their neighbors.
Traditional social learning implementations are known to learn well the underlying hypothesis (which means that the belief of
every individual agent peaks at the true hypothesis), achieving steady improvement in the learning accuracy under stationary
conditions. However, these algorithms do not perform well under nonstationary conditions commonly encountered in online
learning, exhibiting a significant inertia to track drifts in the streaming data. In order to address this gap, we propose
an Adaptive Social Learning (ASL) strategy, which relies on a small step-size parameter to tune the adaptation degree.
We provide a detailed characterization of the learning performance by means of a steady-state analysis. Focusing on the
small step-size regime, we establish that the ASL strategy achieves consistent learning under standard global identifiability
assumptions. We derive reliable Gaussian approximations for the probability of error (i.e., of choosing a wrong hypothesis)
at each individual agent. We also carry out a large deviations analysis revealing the universal behavior of adaptive social
learner: the error probabilities decrease exponentially fast with the inverse of the step-size, and we characterize the resulting
exponential learning rate.
Index Terms
Social learning, adaptation, diffusion strategies, large deviations.
I. MOTIVATION
Social learning is a collective process whereby some agents form their opinions about a phenomenon of interest through
the local exchange of information [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11]. More formally, given a set of H
hypotheses, Θ = {1, 2, . . . ,H}, there is one true state of nature θ0 ∈ Θ. Each agent k, at time i, collects streaming data
ξk,i (bold notation is used for random objects) drawn from a distribution that depends on the underlying hypothesis θ0.
By exchanging local information with its neighbors, each agent assigns a belief µk,i(θ) to each hypothesis θ ∈ Θ, with
the belief vector µk,i = [µk,i(1),µk,i(2), . . . ,µk,i(H)]> being a probability vector. Proper social learning occurs when
the highest credibility is assigned to the true hypothesis, i.e., when the belief µk,i(θ) is maximized at θ = θ0.
Several social learning strategies have been proposed in the literature. As a common feature, all of them exhibit the
desirable property that, as time goes to infinity, the belief function converges to 1 at θ0. In other words, if the amount
of streaming data is sufficiently large, maximum credibility is assigned to the correct hypothesis whereas minimum (i.e.,
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Fig. 1. Classic social learning algorithm. Top panel. Belief evolution of agent 1, with a state of nature drifting at time i = 200. Bottom panel. The
instantaneous decision taken by agent 1 by choosing the hypothesis that maximizes the current belief.
zero) credibility is assigned to the wrong hypotheses [12], [13], [14], [15], [16], [17], [18], [19]. Moreover, for most social
learning implementations, convergence to the true hypothesis is exponentially fast.
However, such remarkably good convergence properties have a subtle consequence that has been overlooked so far in the
literature. This is because the exponentially increasing accuracy in learning the true hypothesis makes all agents stubborn!
We illustrate this phenomenon through a simple example.
Consider a weather forecast problem solved by an online social learning algorithm. Assume that the agents are collecting
data that drive them to believe that “tomorrow will be sunny”. After some time, however, assume the streaming dataset
available for the decision evolves in response to changes in weather conditions with the most recent evidences suggesting
markedly that “tomorrow will be rainy”. The traditional (existing) social learning algorithms discourage agents from
changing their “mind” and it will be virtually impossible for the agents to adapt to the new situation and revise their earlier
conclusion. This effect is clearly visible in the example of Fig. 1. In this example we considered a network of 10 agents that
collect data originating from one of three possible hypotheses, namely, “sunny”, “cloudy”, “rainy”. The data are initially
consistent with the hypothesis “sunny”. We observe from the blue curve in the top plot of Fig. 1 that the belief of agent 1
for the hypothesis “sunny” approaches the value one and, therefore, this agent is able to arrive at the correct determination
about the state of nature. However, in our simulation, the state of nature is made to change to “rainy” at instant i = 200
(not shown in the figure). It is observed that the beliefs of agent 1 start changing only around i = 350 and the agent first
transitions to believing that it is “cloudy” (the green curve) before switching to believing that it is “rainy” many iterations
later around i = 550. This example shows that, under traditional social learning schemes, agents are not able to recover
sufficiently fast to adapt their beliefs and track changes in the state of nature. The outcome of the social learning algorithm
(we display in the figure the belief of agent 1, with similar behavior being observed for other agents) shows clearly that
the agents learn well until instant i = 200, since they give almost full credibility to the hypothesis according to which the
data are drawn, but react far slower afterward when the state of nature changes. As a matter of fact, the traditional social
learning algorithm has a delayed reaction to the change, only perceiving that something has changed at instant i ≈ 350,
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Fig. 2. Adaptive social learning algorithm proposed in this work. Top panel. Belief evolution of agent 1, with a state of nature drifting at time i = 200.
Bottom panel. The instantaneous decision taken by agent 1 by choosing the hypothesis that maximizes the current belief.
but still not detecting the true state, because the agent gives maximum credibility to the wrong intermediate hypothesis
“cloudy”. After a prohibitive number of iterations, at i ≈ 550, agents manage to overcome their stubbornness and opt for
the correct hypothesis “rainy”.
This behavior is problematic for many scenarios dealing with nonstationary environments where the state of nature
undergoes regular changes. For this reason, a good learning algorithm must be able to adapt to drifts in the streaming
information collected by the agents. This work proposes an Adaptive Social Learning (ASL) strategy to fill this gap. One
instance of such strategy is shown in Fig. 2 with reference to the same example from Fig. 1. We see that the ASL algorithm
reacts much faster (almost instantly) and is able to track the target change at instant i ≈ 200, exhibiting an adaptation
capacity that is remarkably higher than that of the classic social learning algorithm.
There are at least two advantages in devising the ASL algorithm. The first one is related to a modeling perspective. As
already indicated, the existing social learning strategies are not able to endow agents with adaptation abilities whereas the
proposed ASL model will be able to do so. The second implication is related to a designing perspective. Social learning
algorithms are useful not only in modeling opinion formation over social networks. They are also useful in designing
man-made engineered systems (such as robotic swarms) tasked to solve decision problems collectively. Endowing such
systems with adaptation abilities is critical for many applications.
The main contributions of this work are as follows. First, we introduce a novel social learning strategy that enables
adaptation. Then, we provide an accurate analytical characterization of this strategy. In particular, by exploiting recent
advances in the field of distributed detection over adaptive networks — see [20] for an overview — we furnish a detailed
characterization of the social learning performance at each individual agent, in terms of i) convergence of the system at
the steady-state (Theorem 1); ii) achievability of consistent learning (Theorem 2); iii) a Gaussian approximation for the
learning performance (Theorem 3); and iv) the error exponents for the learning error probabilities (Theorem 4).
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4II. ASL STRATEGY
The agents of the network collect streaming observations (or data) about a phenomenon of interest. Agent k = 1, 2, . . . , N ,
at time epoch i = 1, 2, . . ., collects a “private” observation ξk,i belonging to a certain space Xk. The qualification “private”
signifies that the observations cannot be shared among agents. The dependence of the space Xk upon k allows for a possible
heterogeneity in the types of data at the different agents. The data will be assumed statistically independent over time, i.e.,
over the index i, whereas they can be dependent across agents.1
In social learning, since the inter-agent dependence is usually not known to the agents, the focus is on marginal
distributions, i.e., on the distribution pertaining to any individual agent. Specifically, it is assumed that the distribution of ξk,i
belongs to a set of H admissible models that are identified by a discrete parameter (or hypothesis) θ ∈ Θ = {1, 2, . . . ,H}.
The likelihood of agent k evaluated at θ is denoted by:
Lk(ξ|θ), ξ ∈ Xk. (1)
The presence of subscript k highlights that the likelihoods are allowed to vary across the agents. In our treatment, Lk(ξ|θ)
(regarded as a function of ξ) can be either a probability density or mass function, depending on whether ξk,i is continuous
or discrete, respectively. Moreover, in order to avoid trivialities we assume the following regularity condition on Kullback-
Leibler (KL) divergences [21].
Assumption 1 (Finiteness of KL divergences). For each k = 1, 2, . . . , N and each pair of distinct hypotheses θ and θ′,
the Kullback-Leibler divergence between Lk(ξ|θ) and Lk(ξ|θ′) is finite. 
The data collected by the agents are generated from one particular model (the true hypothesis) and the goal of social
learning is to let the agents learn this hypothesis from the data. In the adaptive context, the system conditions can drift over
time. For example, the true model governing the data can change, and one fundamental goal of adaptive social learning is
to let the agents react promptly to these drifts and start learning the “new” model.
We are now ready to present our solution for adaptive social learning. As usual in social learning implementations, the
two main objects of the learning process are: an intermediate belief ψk,i(θ), which each agent k shares at time i with its
neighbors; and the belief µk,i(θ), which agent k obtains at time i by combining the intermediate beliefs received from its
neighbors. For the algorithm initialization, we assume the following standard condition.
Assumption 2 (Positive initial beliefs). All agents start with a strictly positive belief for all hypotheses, i.e., µk,0(θ) > 0
for each agent k and all θ ∈ Θ. 
The ASL strategy is a two-step algorithm that iterates over time as follows. In the first step, each agent k constructs an
intermediate belief vector ψk,i by incorporating the current observation ξk,i into the belief of the preceding time epoch,
µk,i−1, through the following adaptive Bayesian update:
ψk,i(θ) =
µ1−δk,i−1(θ)L
δ
k(ξk,i|θ)∑
θ′∈Θ µ
1−δ
k,i−1(θ′)L
δ
k(ξk,i|θ′)
(2)
In (2), the denominator is a normalization factor that makes ψk,i a probability vector, and 0 < δ < 1 is a design parameter
that we are introducing and will be referred to as the step-size, for a reason that will become clear later.
1Some of the forthcoming results (Theorems 3 and 4) will be proved under the additional assumption of independence across agents.
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5In the second step, each agent k aggregates into its own current belief µk,i the intermediate beliefs received from its
neighbors:
µk,i(θ) =
exp
{∑
`∈Nk a`k logψk,i(θ)
}
∑
θ′∈Θ exp
{∑
`∈Nk a`k logψk,i(θ
′)
} , (3)
using a collection of convex combination weights, namely,
0 < a`k < 1,
N∑
`=1
a`k = 1, a`k = 0 for ` /∈ Nk, (4)
where Nk denotes the neighborhood of agent k, with k itself being included. For later use, we introduce the left-stochastic
matrix A = [a`k]. We assume that the network is strongly connected (i.e., for any two nodes ` and k, there exists always a
path with nonzero weights linking them in both directions, and at least one node has a self-loop, i.e., akk > 0 for at least
one agent k) [22]. Under this assumption, the Perron eigenvector pi associated with the matrix A has all strictly positive
entries [22]:
Api = pi,
N∑
`=1
pi` = 1, pi` > 0 for all ` = 1, 2, . . . , N. (5)
We see from (3) that the agents combine linearly the logarithm of the received intermediate beliefs, and then use
exponentiation and normalization to get back an admissible probability vector.
In order to capture the essence of the ASL strategy, it is useful to contrast it with traditional social learning algorithms.
We refer in particular to the useful algorithms presented in [16], [17], [18], [19]. The combination step used there is
identical to (3). The fundamental difference resides in the update step (2). The earlier methods do not incorporate the
exponentiation factor δ. Different from the adaptive Bayesian update (2), the Bayesian update employed in [16], [17], [18],
[19] is:
ψk,i(θ) =
µk,i−1(θ)Lk(ξk,i|θ)∑
θ′∈Θ µk,i−1(θ′)Lk(ξk,i|θ′)
. (6)
We see that the classic Bayesian update incorporates the new information into the past belief by giving equal weight to
both µk,i−1 and the likelihood of the new data Lk(ξk,i|θ). Contrasting this behavior with (2), we see that the ASL strategy
implements instead a convex combination of probability vectors at the exponent, through the weights 1− δ and δ. Observe
further that (2) cannot be reduced to (6) for any selection of δ ∈ (0, 1). Notably, such forms of convex combinations have
been used in the statistical literature for a very different purpose, namely, in the definition of the Chernoff information [23].
Inspecting (2), we see that each agent performs its update by modulating, through the convex scalars 1 − δ and δ, the
relative weights assigned to the past and new information. In particular, relatively large values for δ give more importance
to the new data, whereas small values for δ give more importance to the past beliefs. In this way, and as we will see, the
step-size parameter δ naturally endows the social learning algorithm with adaptation.
The adaptation properties of the ASL strategy are enabled by a learning mechanism that is fundamentally different from
that of classic social learning. To see why, let us assume that the true hypothesis remains stable for a sufficiently long
time interval. Different from what happens in classic social learning — e.g., in (6) — in the ASL strategy the belief will
not converge as time i increases. In contrast, the belief will oscillate indefinitely, preserving a random behavior also in
the steady-state. The learning performance will be then assessed by examining the statistical behavior of the beliefs in the
steady state. We will provide an accurate characterization of such statistical behavior in the regime of small step-sizes, i.e.,
by performing an asymptotic analysis as δ → 0. Under this regime, we will able to show that the probability of guessing
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6the right hypothesis approaches 1 for sufficiently small step-sizes. This behavior will highlight well the adaptation/learning
tradeoff: small (resp., large) values of δ mean less (resp., more) adaptation and higher (resp., lower) learning accuracy.
III. STATISTICAL DESCRIPTORS OF THE LEARNING PERFORMANCE
Assume that a certain hypothesis has been in force up to time i0, and that the agents have correctly converged to
that hypothesis. Then, from i0 + 1 onward the true hypothesis changes, with the evolution of the system up to i0 being
summarized in the “initial” belief vectors µk,i0 . Starting from i0, the ASL algorithm behavior will exhibit two important
phases: a transient phase, where, given the wrong initial belief, each agent must suddenly adapt in order to depart from
this wrong state and start learning the correct hypothesis; and a steady-state phase, where, given sufficient time to learn
(i → ∞), each agent must accurately learn the correct hypothesis. According to the theory of adaptive inference, the
performance of an adaptive learning strategy is characterized under the steady-state regime.
The following property is relevant for steady-state analysis. By examining the algorithm recursions (2)–(3), it is straight-
forward to see that, in light of Assumptions 1 and 2, the belief remains always nonzero at any θ during the algorithm
evolution.2 Now, assume that the algorithm is running under stationary conditions up to time i0, and that the distribution
changes and stays stable for sufficiently long time. In order to perform a steady-state analysis from i0 +1 onward, we need
to consider µk,i0 as initial state. Since we have observed that the beliefs are always nonzero, we can see that the initial
belief vector µk,i0 fulfills Assumption 2.
In summary, for the purpose of the steady-state analysis and without loss of generality, we will assume that the steady-
state analysis starts at time i0 = 0 and consider an initial belief vector µk,0 that fulfills Assumption 2. The true hypothesis
θ0 is kept constant over time, yielding:
ξk,i ∼ Lk(ξ|θ0), k = 1, 2, . . . , N, i = 1, 2, . . . (7)
Therefore, for the purpose of the steady-state analysis, we will always imply that expectations and probabilities are evaluated
under the distributions Lk(ξ|θ0). Note also that, under the steady-state regime, the data {ξk,i} are independent and identically
distributed (i.i.d.) over time, i.e., over the index i. We will assume that they can have different distributions across the
agents, i.e., across the index k. Statistical independence across the agents will not be assumed in general, but will be used
to prove some of the forthcoming results (Theorems 3 and 4 further ahead).
A. Log-Belief Ratios and Error Probabilities
In order to characterize the learning performance, it is convenient to introduce the logarithm of the ratio between the
belief evaluated at θ0 and the belief evaluated at a generic hypothesis θ 6= θ0:
λ
(δ)
k,i(θ) , log
µk,i(θ0)
µk,i(θ)
, (8)
which is well-defined since, as noticed, the belief remains nonzero at any θ during the algorithm evolution. Before
continuing, it is important to make a notational remark. With the symbol λ(δ)k,i(θ) we denote a random (bold notation)
2This property follows by induction once we observe that, starting from a belief that is nonzero at any θ: i) the intermediate belief remains nonzero at
any θ because the likelihoods in the update step (2) cannot be zero (but for an ensemble of zero probability) otherwise Assumption 1 would be violated;
and ii) the final belief in (3) remains nonzero at any θ since the combination weights are convex.
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7function of: the agent index k = 1, 2, . . . , N , the time index i = 0, 1, . . ., the hypothesis θ ∈ Θ \ θ0, and the adaptation
parameter δ. When we omit the argument θ and write λ(δ)k,i , we will be referring to the (H − 1) × 1 vector of log-belief
ratios, namely,
λ
(δ)
k,i =
[
λ
(δ)
k,i(θ1),λ
(δ)
k,i(θ2), . . . ,λ
(δ)
k,i(θH−1)
]>
, (9)
where the elements in the set of wrong-hypotheses have been indexed as:
Θ \ θ0 = {θ1, θ2, . . . , θH−1}. (10)
One natural way for the agents to choose a hypothesis is to select the hypothesis that maximizes the belief. Therefore, the
error probability can be expressed as
p
(δ)
k,i = P
[
arg max
θ∈Θ
µk,i(θ) 6= θ0
]
. (11)
It is useful to rewrite the error probability as a function of the log-belief ratios. To this end, observe that the event within
brackets in (11) corresponds to saying that the belief is not maximized at θ0, which in turn corresponds to saying that
the log-belief ratios in (8) are less than or equal to zero for at least one θ 6= θ0. Therefore, the error probability can be
equivalently rewritten as:
p
(δ)
k,i = P
[
∃θ 6= θ0 : λ(δ)k,i(θ) ≤ 0
]
. (12)
Finally, we introduce the steady-state error probability:
p
(δ)
k , limi→∞ p
(δ)
k,i . (13)
There are two fundamental questions related to the concept of steady-state error probability. The first question regards
its existence, which is in principle not guaranteed. Theorem 1 will provide an affirmative answer to this question by
characterizing the steady-state behavior of the log-belief ratios. The second question regards the evaluation of the steady-
state error probability. An exact evaluation is generally a formidable task. Therefore, to tackle this critical problem, we
will perform an asymptotic analysis in the regime of small δ, which will allow us to obtain reliable predictions of the
steady-state performance.
In Fig. 3 we show an example of evolution for the error probability of two agents in a network implementing the ASL
strategy.3 All the probabilities are estimated empirically by Monte Carlo simulation. We see how the instantaneous error
probability p(δ)k,i converges to a steady-state nonzero value p
(δ)
k as i increases. It is useful to remark that this behavior
is different from that of classic social learning, where, under stationary conditions, the error probability of each agent
vanishes as time elapses. This is one instance of the adaptation/learning tradeoff: non-adaptive strategies can increase their
accuracy indefinitely under stationary conditions. However, astronomically low values of the error probabilities lead to a
detrimental inertia in responding to possible changes.
B. Log-Likelihood Ratios
For k = 1, 2, . . . , N , i = 0, 1, . . ., and θ 6= θ0, we introduce the log-likelihood ratio:
xk,i(θ) , log
Lk(ξk,i|θ0)
Lk(ξk,i|θ) , (14)
3The details of the network topology as well as of the statistical learning problem are immaterial at this stage of the presentation.
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Fig. 3. Evolution of the error probability of two agents in a network running the ASL algorithm.
and its expectation:
dk(θ) , E[xk,i(θ)] <∞, (15)
namely, the KL divergence between Lk(ξ|θ0) and Lk(ξ|θ), which is finite in view of Assumption 1, implying that the log-
likelihood ratios cannot diverge (but for an ensemble of realizations with zero probability). We recall that the expectation
in (15) is computed assuming that the random variable ξk,i is distributed according to model Lk(ξ|θ0). Since we focus
on the steady state, this distribution is constant over time, which explains why dk(θ) does not depend on i. Furthermore,
since the true hypothesis θ0 is held fixed during the steady-state analysis, in order to avoid a heavier notation we are not
emphasizing the dependence of the KL divergence dk(θ) on θ0.
We continue by introducing an average variable that will play a role in the forthcoming results, namely, the network
average of log-likelihood ratios, for all θ 6= θ0:
xave,i(θ) =
N∑
`=1
pi`x`,i(θ). (16)
The random variable xave,i(θ) appearing in (16) is obtained by combining linearly the local log-likelihood ratios x`,i(θ).
The combination weight assigned to the log-likelihood ratio of the `-th agent is given by the limiting combination weight,
i.e., by the `-th entry, pi`, of the Perron eigenvector. We will see in the following that the asymptotic properties of the ASL
strategy as δ → 0 can be directly related to the vector of average variables, xave,i.
IV. STEADY-STATE ANALYSIS
As we have remarked in the introduction, different from the classic social learning setting, in the adaptive setting the
belief will not converge as i→∞. In contrast, the belief of each agent will preserve an oscillatory behavior. This everlasting
oscillation is critical to keep adaptation alive. On the other hand, it makes the steady-state analysis more difficult, since
the beliefs preserve a random character even when i → ∞. In order to carry out a meaningful steady-state analysis, the
fundamental preliminary step becomes then to establish whether such random oscillations lead to stable random variables
as i→∞. Theorem 1 further ahead ascertains that this is the case.
Before stating the theorem, let us examine the evolution of the log-belief ratios. Exploiting (2) and (3), we end up with
the following recursion, for every θ 6= θ0:
λ
(δ)
k,i(θ) = (1− δ)
∑
`∈Nk
a`k λ
(δ)
`,i−1(θ) + δ
∑
`∈Nk
a`k x`,i−1(θ), (17)
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9which can be rewritten as the following two-step recursion:
ν
(δ)
`,i (θ) = (1− δ)λ(δ)`,i−1(θ) + δ x`,i−1(θ), (18)
λ
(δ)
k,i(θ) =
∑
`∈Nk
a`k ν
(δ)
`,i (θ). (19)
The time-evolution of the log-belief ratios in (18) and (19) is in the form of a diffusion algorithm with constant step-size
δ — see, e.g. [22]. This is why we referred to δ as the step-size.
Developing the recursion in (17) and recalling that A = [a`k] is the combination matrix we can write, for all θ 6= θ0:
λ
(δ)
k,i(θ) = (1− δ)i
N∑
`=1
[Ai]`kλk,0(θ)︸ ︷︷ ︸
transient term
+ δ
i−1∑
m=0
N∑
`=1
(1− δ)m[Am+1]`k x`,i−m(θ).
(20)
Since the transient term dies out as i→∞, in order to evaluate the steady-state behavior of λk,i(θ), we can ignore it and
rewrite, with slight abuse of notation:
λ
(δ)
k,i(θ) = δ
N∑
`=1
i−1∑
m=0
(1− δ)m[Am+1]`k x`,i−m(θ), (21)
where we have further exchanged the order of summation for later convenience.
A. Steady-State Log-Belief Ratios
The goal of the steady-state analysis is to evaluate the performance (i.e., the error probability) for large i. For this
evaluation to be meaningful, we must ascertain that the error probability in (12) converges as i→∞. To this end, we will
now establish that there exists a certain limiting random vector, λ˜(δ)k , such that the probability distribution of the vector
of log-belief ratios, λ(δ)k,i , converges, as i→∞, to the probability distribution of λ˜(δ)k . This notion of convergence can be
formally defined as follows.
We say that the sequence (over the index i) of random vectors λ(δ)k,i converges in distribution or weakly as i→∞ if we
can define a random vector λ˜(δ)k such that [24]:
lim
i→∞
P
[
λ
(δ)
k,i ∈ B
]
= P
[
λ˜
(δ)
k ∈ B
]
(22)
for all measurable sets B whose boundary ∂B has zero probability under the limiting distribution, namely, for all measurable
sets B fulfilling the condition:
P
[
λ˜
(δ)
k ∈ ∂B
]
= 0. (23)
In the following, weak convergence will be compactly denoted as:
λ
(δ)
k,i
i→∞ λ˜(δ)k , (24)
and the vector λ˜(δ)k will be referred to as the steady-state log-belief vector, since it provides the statistical characterization
of the log-belief vector λ(δ)k,i as i→∞.
We are now ready to present the theorem that establishes the existence of steady-state log-belief ratios.
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Fig. 4. Comparison of the random sequences λ(δ)k,i(θ) and λ˜
(δ)
k,i(θ) for δ = 0.1, for the Gaussian setting described in Sec. IX further ahead.
Theorem 1 (Steady-state log-belief ratios). Let Assumptions 1 and 2 hold, and let
λ˜
(δ)
k,i(θ) , δ
N∑
`=1
i−1∑
m=0
(1− δ)m[Am+1]`k x`,m+1(θ) (25)
be the random sum obtained from (21) by taking the summands in reversed order.
First, we have that all the N inner sums in (25) are almost-surely absolutely convergent as i→∞, implying that λ˜(δ)k,i(θ)
converges almost surely to the random series:
λ˜
(δ)
k (θ) , δ
N∑
`=1
∞∑
m=0
(1− δ)m[Am+1]`k x`,m+1(θ). (26)
Second, we have that the vector of log-belief ratios λ(δ)k,i (with the original, i.e., non-reversed ordering of summation)
converges in distribution to the vector λ˜(δ)k , namely,
λ
(δ)
k,i
i→∞ λ˜(δ)k . (27)
Proof: See Appendix B.
It is useful to make some comments on Theorem 1. First, finiteness of only the expectation of xk,i is required (through
Assumption 1) to guarantee the existence of a steady-state random variable. No assumption is made on higher-order
moments.
Second, it is important to notice that (26) does not correspond to letting i → ∞ in the summation in (21). In order to
explain why, let us compare the random sums:
λ
(δ)
k,i(θ) = δ
i−1∑
m=0
N∑
`=1
(1− δ)m[Am+1]`k x`,i−m(θ), (28)
and
λ˜
(δ)
k,i(θ) = δ
i−1∑
m=0
N∑
`=1
(1− δ)m[Am+1]`k x`,m+1(θ). (29)
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In Fig. 4 we examine a sample path for these sums, and we can see that they exhibit different behavior. The random sum
in (28), displayed with solid line in Fig. 4, oscillates indefinitely as i→∞. In contrast, the random sum in (29), displayed
with dashed line, is (almost-surely) convergent, namely, it converges to the (random) value λ˜(δ)k (θ) defined in (26). Both
behaviors are consistent with what we have already shown in Theorem 1. These profoundly different behaviors depend
on the different ordering of the summands in (28) and (29). In particular, in (29) the most recent term, x`,i(θ), takes the
smallest weight (1 − δ)i−1, which lets the remainder of the series vanish (almost surely). In contrast, in (28) the most
recent term, x`,i(θ) takes the highest weight (1− δ)0 = 1, which keeps oscillation (and, hence, adaptation) alive.
Even though the sums in (28) and (29) exhibit a markedly different behavior in terms of their time-evolution (i.e., on
the sample paths), one notable conclusion from Theorem 1 is that their probability distributions converge to the same
distribution, that is the distribution of the limiting variable λ˜(δ)k . This equivalence can be explained as follows. With
reference to the top panel in Fig. 4, consider a sufficiently large i (say, i = 300) and take the corresponding values of
the dashed curve and of the solid curve, namely, λk,300(2) and λ˜k,300(2). These values are different. However, if we now
repeat the experiment in Fig. 4 several times, the realizations of λk,300(2) across different experiments will be distributed
in the same way as the realizations of λ˜k,300(2).
The existence of a limiting distribution for the log-belief vector λ(δ)k,i makes the definition of a steady-state error probability
meaningful, since from Eqs. (12) and (13) we see that the steady-state error probability can be computed as:4
p
(δ)
k = P
[
∃θ 6= θ0 : λ˜(δ)k (θ) ≤ 0
]
. (30)
However, it should be noticed that Theorem 1 constitutes only a first, albeit fundamental step towards the characterization of
the ASL performance, since it establishes only the existence of a steady-state error probability without providing any explicit
characterization thereof. Such characterization is in general not available. In the next sections we tackle this challenging
problem by focusing on an asymptotic characterization of λ˜(δ)k in the regime of small δ.
V. SMALL-δ ANALYSIS
We have ascertained that it makes sense to define steady-state random variables characterizing the log-belief ratios.
Then, the steady-state learning performance can be determined by examining the probability that these random variables
fulfill certain conditions. For example, the steady-state probability that an agent learns the truth is the probability that the
steady-state log-belief ratio of that agent is positive only at the true value θ0. However, in general the exact characterization
of these steady-state variables is a formidable task. For this reason we will resort to an asymptotic analysis in the regime
of small δ. We will provide three types of asymptotic results.
1) Weak law of small step-sizes (Theorem 2). We will show that, for small δ, the steady-state vector λ˜(δ)k concentrates
around the weighted average of the agents’ KL divergences defined in (31). This concentration property guarantees
that, with high probability as δ → 0, the true hypothesis is chosen by each agent. This result will require only
finiteness of the first moments of the log-likelihood ratios, i.e., finiteness of the KL divergences.
2) Asymptotic normality (Theorem 3). We will obtain a Central Limit Theorem (CLT) that will provide a normal
approximation, holding for small δ, for the error probabilities of each individual agent. This result will be proved
4According to the definition of convergence in distribution, the result in (30) holds provided that the limiting random variable λ˜(δ)k has no point mass
at 0. However, we rule out such pathological case that is in practice the exception rather than the rule.
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assuming independence across agents and will require finiteness of the variance of the log-likelihood ratios. We
remark that previous results of asymptotic normality for adaptive distributed detection assumed finiteness of higher-
order moments [26]. To the best of our knowledge, the result in Theorem 3 (which is based on part 5 of Lemma 1)
is the first result that assumes the minimal requirement of finiteness of second moments.
3) Large deviations analysis (Theorem 4). We will characterize the exponential rate of decay of the error probabilities
as δ → 0. This result will be proved assuming independence across agents and will require the existence of the
moment generating function of the log-likelihood ratios.
Notably, the above three steps reflect perfectly a classic path in asymptotic statistics. However, in order to avoid misunder-
standings, it is necessary to clarify one fundamental difference between the small-δ analysis and classic results. In order to
illustrate this difference let us refer, for example, to the CLT result. In the traditional setting of asymptotic statistics, one
examines the asymptotic behavior of sums of random variables when the number of terms of the sum goes to infinity. In
contrast, the CLT proved in this work does not affirm that the sums involved in (21) converge to a Gaussian as i→∞. As a
matter of fact, we have shown in Theorem 1 that the sums in (21) converge to certain random variables, but these variables
are not Gaussian, in general. The CLT that we prove deals instead with the behavior, as δ goes to zero, of the steady-state
random vector λ˜(δ)k . The same distinction applies to the other two types of asymptotic results, namely, the weak law and
the large deviations analysis. For this reason, as explained in [20], the correct way to deal with the asymptotic regime of
small step-sizes in the adaptation context is made of two steps:
1) First introduce a proper steady-state vector λ˜(δ)k , which already embodies the effect of combining an infinite number
of summands. This steady-state vector will be non-degenerate (i.e., no weak law as i → ∞), will be non-Gaussian
(i.e., no CLT as i→∞), and will be non-vanishing (i.e., no large deviations as i→∞).
2) Then, characterize the asymptotic behavior of the steady-state random vector λ˜(δ)k as δ goes to zero.
It is worth noticing that, in the adaptation literature, the critical role of the first step is usually not emphasized. This is
because the adaptation literature mostly focuses on estimation problems, where one usually quantifies the performance
by evaluating convergence of the moments [22]. In contrast, when dealing with decision problems (as in our case), the
performance is quantified through probabilities of certain events. In order to evaluate probabilities at the steady state, it is
critical to obtain first a representation of the steady-state random variables [20].
VI. CONSISTENT SOCIAL LEARNING
We will establish that the ASL strategy achieves consistent social learning under the following standard assumption of
global identifiability.
Assumption 3 (Global identifiability). For each wrong hypothesis θ 6= θ0, there is at least one agent that has strictly
positive KL divergence. 
Let us provide some intuition behind Assumption 3. Consider agent k and hypothesis θ 6= θ0. Now, if the likelihoods
Lk(ξ|θ) and Lk(ξ|θ0) are equal, θ is not distinguishable from θ0 at agent k, i.e., the classification problem is locally
non-identifiable. Clearly, if there exists a hypothesis θ that is indistinguishable from θ0 at all agents, there is no hope for
the system to classify correctly, because the agents will be necessarily uncertain between θ and θ0. Therefore, a minimal
requirement for global identifiability is that, for each θ 6= θ0, there exists at least one agent for which model Lk(ξ|θ) is
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distinct from Lk(ξ|θ0). This is exactly what Assumption 3 requires. It is also useful to highlight that Assumption 3 does
not imply in any manner that agent k would be able to classify locally. In fact, saying that agent k is able to distinguish
θ from θ0 does not mean that it can distinguish θ0 from the remaining hypotheses θ′ /∈ {θ, θ0}.
We are now ready to state the theorem that establishes achievability of consistent learning. To this end, it is useful to
introduce the expectation of the average log-likelihood ratio in (16):
mave(θ) , E[xave,i(θ)] =
N∑
`=1
pi`d`(θ), (31)
which does not depend on i owing to the identical distribution over time implied by the steady-state analysis.
Theorem 2 (Consistency of ASL). Under Assumptions 1 and 2, we have the following convergence:
λ˜
(δ)
k
δ→0−→ mave in probability. (32)
Since under Assumption 3 all entries of mave are strictly positive, Eq. (32) implies that each agent learns correctly the true
hypothesis as δ → 0, namely, for all θ 6= θ0 we have that the steady-state error probability of all agents k = 1, 2, . . . , N
converges to zero as δ approaches zero:
lim
δ→0
p
(δ)
k = 0. (33)
Proof: See Appendix C.
The result of Theorem 2 relies on the weak law of small step-sizes proved in Lemma 1, part 3. Technically, this law
requires finiteness of only the first moments d`(θ), which is guaranteed by Assumption 1. Moreover, the result of Theorem 2
requires that mave(θ) > 0 for all θ 6= θ0. Since the entries of the Perron eigenvector are all strictly positive, we see that
mave(θ) is strictly greater than zero for every θ if, for every θ, there exists at least one agent ` for which the KL divergence
d`(θ) is strictly positive. In other words, in order to achieve consistent learning, it is sufficient that at least one of the first
moments (i.e., the KL divergence) is nonzero, which is guaranteed by Assumption 3.
Therefore, we see that Assumption 3 provides one important motivation for agents’ cooperation in social learning. In
fact, we assume that the learning problem can be non-identifiable (i.e., can be singular) locally, meaning that an individual
agent can have one or more hypotheses θ 6= θ0 that are indistinguishable from the true one (zero KL divergence). If this
happens, an individual agent is not able to learn properly. On the other hand, under a global identifiability condition, the
network is able (as shown in Theorem 2) to identify the true hypothesis by fusing the information coming from distinct
agents.
We have shown that the ASL strategy allows correct learning of the true hypothesis for sufficiently small step-sizes. In
other words, we have established that the error probability vanishes as δ → 0. On the other hand, we have not established
how it vanishes. There are at least two good reasons to examine the way this probability converges to zero. The first reason
is to get manageable formulas for the evaluation of the social learning performance. The second reason is to characterize
the fundamental scaling laws of the system. We will see that the ASL strategy is characterized by an exponential law, since
the error probability of each individual agent decays exponentially fast as a function of the inverse step-size 1/δ.
VII. NORMAL APPROXIMATION FOR SMALL δ
We will now prove a central limit theorem for the steady-state random vector λ˜(δ)k . To this end, we will assume finiteness
of second-order moments for the log-likelihoods, and statistical independence across the agents.
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In order to state the CLT, it is convenient to define some useful quantities. First, we introduce the covariance between
the log-likelihood ratios at θ and θ′, that is:
ρ`(θ, θ
′) = E
[(
x`,i(θ)− d`(θ)
)(
x`,i(θ
′)− d`(θ′)
)]
. (34)
Then we introduce the covariance between the average variables xave,i(θ) and xave,i(θ′) which, exploiting independence
across agents, can be evaluated as:
cave(θ, θ
′) ,
N∑
`=1
pi2`ρ`(θ, θ
′). (35)
Next, it is necessary to examine the behavior of the first two moments of the log-belief ratios. In view of Lemma 1, part
2, it is possible to conclude that the expectation of the steady-state random vector λ˜(δ)k can be expressed as:
m
(δ)
k (θ) , E
[
λ˜
(δ)
k (θ)
]
= mave(θ) +O(δ), (36)
where O(δ) is a quantity such that the ratio O(δ)/δ remains bounded as δ → 0. Likewise, using part 4 of Lemma 1, we
conclude that the covariance of the steady-state random vector λ˜(δ)k is:
c
(δ)
k (θ, θ
′)
, E
[(
λ˜
(δ)
k (θ)−m(δ)k (θ)
)(
λ˜
(δ)
k (θ
′)−m(δ)k (θ′)
)]
=
cave(θ, θ
′)
2
δ +O(δ2). (37)
Equations (36) and (37) can be rewritten in vector and matrix form, respectively as:
m
(δ)
k = mave +O(δ), C
(δ)
k =
Cave
2
δ +O(δ2), (38)
where C(δ)k = [c
(δ)
k (θ, θ
′)] and Cave = [cave(θ, θ′)] are the matrices that collect the individual covariances. We see from
(38) that, as δ → 0, there is a leading term that does not depend on the agent index k (whose impact is implicitly included
in the higher order corrections, i.e., the O(·) terms).
The first relation in (38) reveals that the expectation vector of the steady-state log-belief ratios, m(δ)k , approximates, for
small δ, the expectation vector of the average log-likelihood ratios, mave. In comparison, the second relation in (38) reveals
that the covariance matrix of the steady-state log-belief ratios, C(δ)k , goes to zero as Cave δ/2, where Cave is the covariance
matrix of the average log-likelihood ratios, namely,
lim
δ→0
2C
(δ)
k
δ
= Cave. (39)
We are now ready to state our central limit theorem.
Theorem 3 (Asymptotic normality). Assume that the data {ξk,i} are independent across the agents (recall that they are
always assumed i.i.d. over time), and that the log-likelihood ratios have finite variance. Then, under Assumptions 1, 2
and 3, the following convergence holds:
λ˜
(δ)
k −mave√
δ
δ→0 G
(
0,
Cave
2
)
, (40)
where the symbol denotes convergence in distribution, and G (0, C) is a zero-mean multivariate Gaussian with covariance
matrix equal to C.
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Proof: See Appendix D.
Theorem 3 entails the following approximation, holding for δ ≈ 0:
λ˜
(δ)
k ≈ G
(
mave,
Cave
2
δ
)
. (41)
We see that such approximation does not depend on the agent index k. As shown in [20], in order to capture differences
in performance across the agents, it is possible to replace the limiting expectation vector mave and the limiting covari-
ance matrix Cave δ/2 with their exact counterparts, i.e., with the series appearing in (36) and (37), yielding the refined
approximation:
λ˜
(δ)
k ≈ G
(
m
(δ)
k ,C
(δ)
k
)
. (42)
The approximations in (41) and (42) will be tested in the section devoted to numerical experiments.
VIII. LARGE DEVIATIONS FOR SMALL δ
In this section we focus on another relevant type of asymptotic analysis, namely, a large deviations analysis [27], [28].
The application of large deviations to adaptive networks was used in [20], [26], [29].
The basic aim of the LD analysis is to estimate the exponential decay rate of the probabilities associated to certain rare
events. In our setting, the rare event is the probability that an agent opts for the wrong hypothesis. We will show that, at
the steady state, this type of event becomes in fact rare as δ approaches zero.
More formally, the LD analysis furnishes the following type of representation for the steady-state error probability [27],
[28]:
p
(δ)
k
·
= e−Φ/δ, (43)
where the notation ·= means equality to the leading exponential order (as δ → 0) or, more explicitly:
lim
δ→0
δ log p
(δ)
k = −Φ, (44)
for a certain value Φ that is called the error exponent. We remark that the equality at the leading exponential order in (43)
does not imply in any way that we can approximate the probability of error as e−Φ/δ , namely,
p
(δ)
k 6≈ e−Φ/δ. (45)
This is because any LD analysis neglects sub-exponential corrections. For example, it is immediate to check that the
probabilities e−Φ/δ and 100 e−Φ/δ have the same LD exponent (equal to Φ), but the second probability is two orders of
magnitude larger. In order to compensate for sub-exponential corrections, a refined LD framework exists, usually referred
to as “exact asymptotics”, which has been applied to binary adaptive detection in [20], [29].
In summary, the aim of a large deviations analysis is to evaluate the asymptotic decay rate of the error probabilities,
which is a meaningful and significant index of the inferential performance. Since the error exponent is a compact statistical
descriptor of the learning performance, it can be useful to compare different systems (e.g., ASL strategies with different
network graphs) and/or to optimize some system parameters (e.g., the network graph) to achieve the fastest learning rate.
Before stating the main result about the LD analysis, it is necessary to introduce the Logarithmic Moment Generating
Function (LMGF), a.k.a. cumulant generating function, of the log-likelihood ratios:
Λk(t; θ) = logE
[
etxk,i(θ)
]
. (46)
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We recall that, in the steady-state regime, the expectation is computed under the true model Lk(ξ|θ0), which does not
change over time, and this explains why Λk(t; θ) does not depend on i. It is also useful to introduce the LMGF of the
average variable xave,i(θ) which, under the assumption that the data are independent across the agents, is:
Λave(t; θ) = logE
[
etxave,i(θ)
]
=
N∑
`=1
Λ`(pi`t; θ). (47)
Theorem 4 (Error exponents). Assume that the data {ξk,i} are independent across the agents (recall that they are always
assumed i.i.d. over time), and that the logarithmic moment generating function of xk,i(θ) exists everywhere, namely, for
all k = 1, 2, . . . , N and θ 6= θ0:
Λk(t; θ) < +∞ ∀t ∈ R. (48)
Let
φ(t; θ) =
∫ t
0
Λave(τ ; θ)
τ
dτ. (49)
Then, under Assumptions 1, 2 and 3 we have the following two results holding for every agent k = 1, 2, . . . , N . First, we
have that:
P
[
λ˜
(δ)
k (θ) ≤ 0
] ·
= e−Φ(θ)/δ, Φ(θ) = − inf
t∈R
φ(t; θ). (50)
Second, the error probability is dominated by the worst-case (i.e., smaller) exponent:
p
(δ)
k
·
= e−Φ/δ, Φ = min
θ 6=θ0
Φ(θ). (51)
Proof: See Appendix E
The main message conveyed by Theorem 4 is that the steady-state error probability of each individual agent converges
to zero as δ → 0, exponentially fast as a function of 1/δ. This exponential law provides a universal law for adaptive social
learning, which reflects the universal scaling law of distributed adaptive detection — see [20]. The exponent Φ governing
such an exponential decay is computed from the logarithmic moment generating function of the average log-likelihood,
where the weights of this average are the limiting weights, i.e., the entries of the Perron eigenvector.
The need for cooperation has been already motivated in relation to social learning problems that are locally non-
identifiable. Theorem 4 implies another potential benefit of cooperation, namely, that cooperation improves the learning
accuracy. We will illustrate this aspect through one example. Assume the most favorable case where all agents could learn
the true hypothesis individually. Consider then a doubly-stochastic combination matrix, yielding a Perron eigenvector with
uniform entries pi` = 1/N for all ` = 1, 2, . . . , N . Exploiting (51), we can easily see that in this particular case the error
exponent of the network is given by:
Φ = NΦind, (52)
where Φind is the error exponent of an individual agent. According to (52), we see that the network error exponent is N
times larger than the individual error exponent, which in turn implies an N -fold exponential improvement in the learning
accuracy.
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IX. ILLUSTRATIVE EXAMPLES
We consider the strongly-connected network of N = 10 agents displayed in Fig. 5. We assume that all agents have a
self-loop (not displayed in the figure). Besides, the combination matrix is designed using an averaging rule, resulting in a
left-stochastic matrix [22].
1
23
4
5
6
7 8
9
10
Fig. 5. Strongly-connected network topology with N = 10 agents.
The network is faced with the following statistical learning problem. We consider a family of Laplace likelihood functions
with scale parameter 1, seen in Fig. 6. Formally, we are given three Laplace densities:
fn(ξ) =
1
2
exp {−|ξ − 0.1n|} , (53)
for n ∈ {1, 2, 3}. The likelihoods of the data collected by the agents are chosen from among these Laplace densities.
To make things more interesting, we assume that the inference problem is not locally identifiable, since we consider the
−3 −2 −1 0 1 2 3
ξ
0.0
0.2
0.4
f n
(ξ
)
n = 1
n = 2
n = 3
Fig. 6. Family of Laplace likelihood functions.
following setup for each agent’s family of likelihood functions:
• For agents k = 1− 3,
Lk(ξ|θ) =
f1(ξ) for θ = 1, 2,f3(ξ) for θ = 3. (54)
• For agents k = 4− 6,
Lk(ξ|θ) =
f1(ξ) for θ = 1,f3(ξ) for θ = 2, 3. (55)
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• For agents k = 7− 10,
Lk(ξ|θ) =
f1(ξ) for θ = 1, 3,f2(ξ) for θ = 2. (56)
In summary, the data {ξk,i} are i.i.d. (across time and agents) unit-variance Laplace random variables, with expectations
that depend both on the agent k and the hypothesis θ. Accordingly, we will use the notation ek(θ) to denote the expectation
of ξk,i, computed under likelihood Lk(ξ|θ). For example, using Eqs. (53)–(56), we see that:
e1(1) = 0.1, e4(3) = 0.3, e7(2) = 0.2. (57)
We are now ready to dwell on a detailed illustration of the numerical experiments. In all of them, we explore the steady-state
regime in the following way. We let the ASL algorithm run for sufficiently long time i, obtaining empirical values of the
log-belief vector λ(δ)k,i . Then, we test how the empirical data match the theoretical predictions in Theorems 1–4.
A. Consistency
We consider that all agents are running the ASL algorithm for a fixed θ0 = 1 over 8000 time samples (after which
we consider that they achieved the steady state). From Theorem 2, we saw that as δ approaches zero, all agents k are
able to consistently learn — see (32). In order to show this effect, for each value of δ (50 sample points in the interval
δ ∈ [0.001, 1] are taken), we consider a different realization of the observations. In Fig. 7, for agent 1 and θ = 2, 3, we
show how the log-belief ratios λ(δ)1 (θ) behave for decreasing values of δ. We see the weak-law of small step-sizes arising,
since the limiting log-belief ratios tend to concentrate around mave.
10−310−210−1100
δ
−0.05
0.00
0.05
0.10
λ
(δ
)
1,
i
(θ
)
mave(θ) = 0.0062
mave(θ) = 0.0129
θ = 2 θ = 3
Fig. 7. Consistency of the ASL strategy (Theorem 2). According to the weak-law of small step-sizes, the steady-state log-belief ratios for agent 1
concentrates around the predicted expectation mave as δ approaches zero.
B. Asymptotic Normality
We consider 10000 time samples, where again all agents are collecting data under a true hypothesis θ0 = 1. From
Theorem 3, we saw that in steady state we can approximate the log-belief ratios distribution by a multivariate Laplace
pdf, see Eqs. (41) and (42). In Fig. 8, we assume that the ASL algorithm has reached the steady state at i = 10000,
and display the log-likelihood ratios corresponding to instant i = 10000. The experiment is repeated over 100 Monte
Carlo runs, such that we obtain 100 realizations of the steady-state variable λ(δ)k . Moreover, we consider 4 values of δ.
In dashed blue lines we see the ellipses representing the confidence intervals relative to one and two standard deviations
computed for the empirical Gaussian approximation seen in (42): the smaller ellipse encompasses approximately 68% of
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Fig. 8. Distribution of data samples at steady state compared with the limiting and empirical Gaussian distributions.
the samples whereas the larger ellipse encompasses 95%. In red dotted lines, we see the corresponding ellipses for the
limiting theoretical Gaussian approximation seen in (41), with the red cross indicating the limiting theoretical expectation
mave. Note how as δ decreases, the ellipses tend to be smaller, which is in accordance with the scaling of the covariance
matrices by δ in (41) and (42), and the distributions tend to overlap, which is in accordance with the behavior predicted
by Theorem 3.
C. Error Exponents
We start by evaluating the theoretical exponents for the Laplace example at hand. To this aim, we need to compute first
the logarithmic moment generating function of the log-likelihood ratios xk,i(θ) in (14). Since the data follow a Laplace
distribution, the log-likelihood ratio is:
xk,i(θ) = |ξk,i − ek(θ)| − |ξk,i − ek(θ0)|. (58)
Before we proceed to characterize the random variable xk,i(θ), let us define the auxiliary quantity:
∆k,θ , ek(θ)− ek(θ0), (59)
We also introduce the centered variable ξ˜k,i = ξk,i − ek(θ0), and therefore we can write:
xk,i(θ) = |ξ˜k,i −∆k,θ| − |ξ˜k,i|. (60)
For the case in which ∆k,θ > 0, the random variable xk,i(θ) depends on the random variable ξ˜k,i in the following manner:
xk,i(θ) =

−∆k,θ, if ξ˜k,i > ∆k,θ,
∆k,θ − 2ξ˜k,i, if ξ˜k,i ∈ [0,∆k,θ] ,
∆k,θ, if ξ˜k,i < 0.
(61)
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We can then express the cumulative distribution function of xk,i(θ) as
P[xk,i(θ) ≤ x]
=

0, if x < −∆k,θ,
P
[
ξ˜k,i ≥ ∆k,θ−x2
]
, if x ∈ [−∆k,θ,∆k,θ] ,
1, if x > ∆k,θ,
(62)
where P[A] is the probability of event A, computed from the distribution of ξ˜k,i. Note that its probability density function
is given by Lk(ξ + ek(θ0)|θ0), which is a Laplace distribution with zero mean and scale parameter 1.
From the cumulative distribution function in (62), we can derive the density function of xk,i(θ) as:
p(x) = P
[
ξ˜k,i > ∆k,θ
]
δ(x+ ∆k,θ)
+ P
[
ξ˜k,i < 0
]
δ(x−∆k,θ)
+
1
2
Lk
(
∆k,θ − x
2
+ ek(θ0)
∣∣∣θ0) rect( x
2∆k,θ
)
,
=
1
2
exp [−∆k,θ] δ(x+ ∆k,θ) + 1
2
δ(x−∆k,θ)
+
1
4
exp
[
− (∆k,θ − x)
2
]
rect
(
x
2∆k,θ
)
, (63)
where rect(·) is the rectangle function, i.e., it is equal to 1 in the interval ] − 12 , 12 [ and 0 elsewhere. Also we should
distinguish the notation δ(x), which represents the Dirac delta-function, from the notation δ, which refers to the step-size
parameter.
The LMGF of variable xk,i(θ), whose expression was seen in (46), can be explicitly computed using (63):
Λk(t; θ) = log
(∫
R
etxp(x)dx
)
= log
[
1
2
exp(−∆k,θ(t+ 1)) + 1
2
exp(∆k,θt)
+
1
2
exp
(
−∆k,θ
2
)
sinh(∆k,θ(t+ 1/2))
t+ 1/2
]
. (64)
If similar steps are followed for the case ∆k,θ < 0, we would find the following expression for the LMGF:
Λk(t; θ) = log
[
1
2
exp(∆k,θ(t+ 1)) +
1
2
exp(−∆k,θt)
−1
2
exp
(
∆k,θ
2
)
sinh(∆k,θ(t+ 1/2))
t+ 1/2
]
. (65)
Assuming that the true state is θ0 = 1, we can then evaluate numerically Φ(θ) by employing the expressions in Theorem 4,
for θ = 2 and θ = 3, from which we obtain Φ(1) = 0.03348 and Φ(2) = 0.05051. Finally, the error probability dominant
exponent is given by:
Φ = min
θ∈{2,3}
Φ(θ) = 0.03348 (66)
Now we illustrate the details of the numerical experiments. We consider that the true state of nature is set as θ0 = 1, and
we let all agents execute the ASL algorithm for 3000 iterations and for 20 values of δ in the interval [1/150, 1/10]. We
run 20000 Monte Carlo experiments and we compute the steady-state empirical probability of error for each agent and
each value of δ. The data samples for agents 1, 3, 6, 8, 10 can be seen in Figure 9, where we compare the data samples
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trend with the theoretical slope prediction seen in Theorem 4 and with the error probability in (12) computed using the
Gaussian approximation in (41).
50 100 150 200
1/δ
10−4
10−3
10−2
10−1
p(
δ) k
Markers: samples
Dashed line: slope Φ (Th. 4)
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Fig. 9. Empirical steady-state probability of error: comparison between data samples and theoretical curves for agents 1, 3, 6, 7, 9.
X. CONCLUDING REMARKS
Social learning is a relevant inferential paradigm lying at the core of many multi-agent systems. Under this paradigm,
the agents are able to learn progressively an underlying state of nature by continually updating their beliefs based on the
incoming streaming data and the beliefs exchanged with their neighbors.
Several social learning implementations are currently available. However, these implementations are not open to deal
with nonstationary data. For example, even if the agents learned well the true state, when this state changes at a certain
instant, in the traditional social learning implementations the agents tend to be stubborn and keep on believing in the old
state. In this work we proposed an Adaptive Social Learning (ASL) strategy that overcomes this issue and examined its
performance and convergence guarantees in some great detail. The key insight is the introduction of an adaptive Bayesian
update depending on a step-size parameter δ that allows to tune the degree of adaptation.
A careful analysis of the system performance has been provided. Specifically, with focus on the small step-size regime,
we have ascertained that the ASL strategy is able to learn consistently, and we have provided reliable performance
characterization of the learning performance at each individual agent.
APPENDIX A
In the following, the symbols So and S denote the interior and the closure of set S, respectively.
Lemma 1 (Asymptotic properties of random series useful for adaptation). For m = 0, 1, . . ., let {zm} be a sequence
of i.i.d. integrable random variables with:
mz , E
[
zm
]
, mabsz , E
[
|zm|
]
<∞. (67)
Let also 0 < δ < 1, and consider the following partial sums:
si(δ) = δ
i∑
m=0
(1− δ)mαmzm, (68)
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regime, we have ascertained that the ASL strategy is able
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mance characterization of the learning performance at each
individual agent.
The ASL strategy can have significant impact on online
distributed machine learning in relation to classification
problems. In particular, the analysis conducted in this work
focused on a parametric modeling of the underlying distri-
butions, where it is assumed that the agents use a certain
family of admissible distributions (or likelihoods) for the
social learning task, and that the true underlying distribution
belongs to this family. We are currently pursuing a useful
generalization for the case where the underlying distribu-
tion does not necessarily belong to the assumed family
of distributions. This setting can be relevant in distributed
machine learning problems, where the agents construct the
class of admissible likelihoods during a training stage, and
due to finiteness of the training set, their knowledge of
the admissible models cannot be perfect. New fundamental
questions arise, including: the links between the accuracy
of the training phase and the achievability of consistent
social learning; the interplay between training, adaptation,
and prediction performance; and the interplay between non-
stationarity in the training set and in the streaming data.
In the following, the symbols So and S denote the interior
and the closure of set S, respectively.
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where 0 < ↵m < 1, with ↵m converging to some value ↵
and obeying the following upper bound for all m:
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for some constant  > 0 and for some 0 <   < 1. Then, we
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then:
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2
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2
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s( ) mzp
 
 !0 G
⇣
0,↵2 2z/2
⌘
, (76)
and, hence, s( ) is asymptotically normal as   ! 0.
6)
z  z+ z  =  1 z+ = +1 mz  ?( )   (77)
Large deviations. Assume that zm is non-
deterministic and has LMGF:
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⇥
ezmt
⇤
< +1 8t 2 R. (78)
Denoting by ⇤s(t) the LMGF of s( ), we have that:
lim
 !0
 ⇤s(t/ ) =  (t) =
Z t
0
⇤z(↵⌧)
⌧
d⌧, (79)
where ↵ is defined in (69). Let
 ?( ) = sup
t2R
[ t   (t)] (80)
be the Fenchel-Legendre transform of  (t), which is
an extended real number. Then the following Large
Deviations Principle (LDP) holds for any measurable
set S (the infimum over an empty set is taken as +1):
lim inf
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 ?( ), (81)
lim sup
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 ?( ). (82)
The function  ?( ) is lower semi-continuous and
convex. Moreover, letting:
D = {  2 R :  ?( ) < +1}, (83)
then Do = (z , z+), where z  and z+ are the
extremes of the support of zm, and the function
 ?( ) is smooth and strictly convex on Do. Finally,
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where O( ) is a quantity such that the atio O( )/
remains bounded as   ! 0.
3) Weak law of s all s ep-sizes. Th seri s s( ) con-
ve ges to ↵mz in probability as   ! 0, namely, for
all ✏ > 0 we have that:
lim
 !0
P [| ( )  ↵mz| > ✏] = 0. (73)
4) Second moment. If:
 2z , VAR[zm] <1, (74)
then:
VAR[ ( )] =  2z 
2
1X
m=0
(1   )2m↵2m
=
↵2 2z
2
  +O( 2). (75)
5) Asymptotic ormali y. If zm has fi ite varianc 2z ,
then the following convergence n distribution holds:
s( ) mzp
 
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⇣
0,↵2 2z/2
⌘
, (76)
nd, henc , s( ) is asymptotically ormal s   ! 0.
6)
z  z+ z  = 1 z+ = +1 mz  ?( )   (77)
Large deviations. Assume that zm is non-
determi istic has LMGF:
⇤z(t) = logE
⇥
ezmt
⇤
< +1 8t 2 R. (78
Denoting by ⇤s(t) the LMGF of s( ), we have that:
lim
 !0
 ⇤s(t/ ) =  (t) =
Z t
0
⇤z(↵⌧)
⌧
d , (79)
where ↵ is defined in (69). Let
 ?( ) = sup
t2R
[ t   (t)] (80)
be the Fe chel-Legendre transform of  (t), w ich is
an extend d real nu ber. Then the f ll wi g Large
Deviations Principle (LDP) holds fo any me surable
set S (the infimum over n empty set is taken as +1):
lim inf
 !0
  logP[s( ) 2 S]     inf
 2So
 ?( ), (81)
lim sup
 !0
  logP[s( ) 2 S]    inf
 2S
 ?( ). (82)
The function  ?( ) is lower semi-continuous and
convex. Moreover, letting:
D = {  2 R :  ?( ) < + }, (83)
then Do = (z , z+), where z  and z+ are th
extremes of the support of zm, and the function
 ?( ) is smooth and strictly co vex on Do. Finally,
13
A careful analysis of the system performance has been
provided. Specifically, with focus on the small step-size
regime, we have ascertained that the ASL strategy is able
to learn consistently, and we have provided reliable perfor-
mance characterization of the learning performance at each
individual agent.
The ASL strategy can have significant i pact on online
distributed machine learning in relation to classification
problems. In particular, the nalysis conduct d in this work
focused on a parametric o eling of the underlying distri-
butions, where it is ssumed that the agents use a certain
family of admissible distributions (or likelihoods) for the
social learning t sk, and that the true u derlying di tribution
belongs to this family. We are currently p r ui g a useful
generalization for the case where t nderl ing distribu-
tion does not necessarily belong to th assumed family
of distributions. This setting can be relevant in distributed
machine learning problems, where th agents o struct the
class of admissible likelihood during a training stage, and
due to fin teness of the training set, their knowledge of
the admissible models cannot be perfect. New fundamental
questions arise, including: the links between the accuracy
of the training phase and the achievability of consistent
social learning; the interplay between training, adaptation,
and prediction performance; and the interplay between non-
stationarity in the training set and in the streaming data.
In the following, the symbols S and S de ote the interior
and the closure of set S, respectively.
APPENDIX A
Lem 1 (Asymptotic roperti s of random series useful
for daptation). F r m = 0, 1, . . ., le {zm} be sequence
of i.i.d. integrable random variables with:
mz , E
h
zm
i
, mabsz , E
h
|zm|
i
<1. (67)
Let also 0 <   < 1, and consider the following partial sums:
si( ) =  
iX
m=0
(1   )m↵mzm, (68)
where 0 < ↵ < 1, with ↵m converging to some value ↵
and obeying the following upper bound for all :
|↵m   ↵|   m, (69)
for some constant  > 0 and for some 0 <   < 1. The , we
have the following asymptotic properties.
1) Steady-Stat Stability. The partial sums in (68) are
almost-surely a solutely c nvergent, namely, we can
define the (almost-surely) conv rgent series:
sabs( ) ,  
1X
m=0
(1   )m↵m|zm|, (70)
s( ) ,  
1X
m=0
(1   )m↵mz . (71)
2) First moment. The expectation of s( ) is:
E[s( )] = mz 
1X
m=0
(1  )m↵m = ↵mz+O( ), (72)
where O( ) is a quantity such that the ratio O( )/ 
remains bounded as   ! 0.
3) Weak law of small step-sizes. The series s( ) co -
verges to ↵mz in probability as   ! 0, namely, for
all ✏ > 0 we have that:
lim
 !0
P [|s( )  ↵mz| > ✏] = 0. (73)
4) Second moment. If:
 2z , VAR[zm] <1, (74)
th n:
VAR[s( )] =  2z 
2
1X
m=0
(1   )2m↵2m
=
↵2 2z
2
  +O( 2). (75)
5) Asymptotic normality. If zm has finite variance  2z ,
then the following convergence in distribution holds:
( ) mzp
 
 !0 G
⇣
0,↵2 2z/2
⌘
, (76)
and, hence, s( ) is symptotically ormal as   ! 0.
6)
z  + z  =  1 z+ = +1 mz  ?( )   (77)
Large deviations. s u e hat z is non-
d te min ic and has LMGF:
⇤z(t) = logE
⇥
zmt
⇤
< +1 8t 2 R. (78)
De oting by ⇤s(t) the LMGF of s( ), w have th :
lim
 !0
 ⇤s(t/ ) =  (t) =
Z t
0
⇤z(↵⌧)
⌧
d⌧, (79)
where ↵ is defined in (69). Let
 ?( ) = sup
t2R
[ t   (t)] (80)
be the Fenchel-Legendre transform of  (t), which is
an extended real nu ber. Then the following Large
Deviations Principle (L P) holds for any measurable
s S (the infimum over an empty set is taken as +1):
lim inf
 !0
  log [s(  2 S]     inf
 2So
 ?( ), (81)
lim sup
 !0
  logP[s( ) 2 S]    inf
 2S
 ?( ). (82)
The function  ?( ) is lower semi-continuous and
convex. Moreover, letting:
D = {  2 R : ?( ) < + }, (83)
then Do = (z , z+), where z  and z+ are the
extremes of the support of zm, and the function
 ?( ) is smooth and strictly convex on Do. Finally,
Fig. 10. Typical shape of the rate function.
if,   = mz . A typical shape of the rate function is
illustrated in Fig. 10. Exploiting the aforementi ned
regularity properties of  ?( ), from (79)–(80) we have
in particular that, for any   2 Do:
lim
 !0
  logP[s( )    ] =   ?( ) 8  > mz, (83)
lim
 !0
  logP[s( )   ] =   ?( )   < mz. (84)
Proof:We prove sequentially the six parts of the lemma.
Part 1. In view of (67), the f llowing series of (absolute)
ex ectati ns is convergent:
 
1X
m=0
(1   )m↵mE
h
|zm| = mabsz  
1X
m=0
(1   )m↵m
 mabsz  
1X
m=0
(1   )m
= mabsz < +1.
(85)
In view of [25, Lemma 3.60], convergence of the series of
absolute first moments implies that the random series sabs( )
is almost-surely finite, which in turn implies that so is s( ),
and part 1 is proved.
Part 2. Since the series of (absolute) expectations is con-
vergent, so is the series of expectations:
1X
m=0
(1   )m↵mE[zm] = mz
1X
m=0
(1   )m↵m. (86)
On the other hand, by triangle inequality we have the
following upper bound:
|si( )|   
iX
m=0
(1   )m↵m|zm|  sabs( ). (87)
Now we observe that sabs( ) is a proper random variable
in view of part 1. Furthermore, it is an integrable random
variable from Beppo Levi’s monotone convergence theo-
rem [26], thanks to the convergence of absolute expectations
in (86).
We conclude that the random sequence si( ) is upper
bounded by an integrable random variable. Therefore, the
dominated convergence theorem [ 6] implies that the ex-
pectation of the a.s. limit s( ) is equal t the convergent
series of expectations, and the first equality in (72) follows.
Moreover, we can write:
 
1X
m=0
(1   )m↵m =  
1X
m=0
(1   )m (↵m   ↵)
+ ↵  
1X
m=0
(1   )m| {z }
=1
. (88)
In view of (69), the absolute value of the first summation
on he RHS in (8 ) is dominated by:
  
1X
m=0
⇣
 (1   )
⌘m
=
  
1   (1   ) = O( ). (89)
We concl de from 6 , (88) and (89) that the second
equality in (72) holds.
Part 3. Let
⇣m ,   1   )m↵m, (90)
and consider the following centered variables:es( ) = s( )  E[s( )], ezm = zm   E[zm]. (91)
In view of parts 1) and 2), the centered partial sums:
i( ) E[si( )] =
iX
m=0
⇣mezm (92)
converge in distribution to s( ) as i!1. By Le´vy’s con-
tinuity Theor m, th corresponding characteristic functions
must converge [27]. S nce the zm’s are i.i.d. we can write:
's˜(t) , E
h
jes( )ti = 1Y
m=0
'z˜(⇣mt), (93)
where j =
p 1. We want to show that es( ) converges in
probability to 0 as   ! 0. In view of Le´vy’s continuity
Theorem this is tantamount to showing that 's˜(t) converges
to 1 as   ! 0. Using (93) we can write:5
|'s˜(t)  1| 
1X
m=0
|'z˜(⇣mt)  1|. (95)
Consider, without loss of generality, a positive t. Since the
random variables ezm have finite expectation, the first deriva-
tive of the characteristic function, '0z˜(t), is a continuous
function, and by the mean-value theorem we can write (since
in particular E[ezm] = 0):
'z˜(⇣mt) = 1+ ⇣mt'
0
z˜(tm), for some tm 2 (0, ⇣mt). (96)
5The following inequality is known for complex numbers xm, ym, with
|xm|  1 and |ym|  1 [27]:     
iY
m=0
xm  
iY
m=0
ym
      
iX
m=0
|xm   ym|, (94)
14
13
A careful analysis of the system perform nce h s been
provided. Specifically, with focus on the small tep-size
r gime, we have ascert ined at the ASL strategy is able
to learn cons stently, and we have pr vided reliable p rfor-
mance cha act rization of th learning performanc t each
ndividual agent.
The ASL strategy c n have significant impact on online
dis ributed machine learn g in relati n to classifi ation
problems. In particular, the analysis conducted n this work
focused on parametric modeling of th un erlying distri-
butions, where it is assumed at th ag nts use a certain
family of admissible dis ributions (or likelih ods) for th
s cial learni g t sk, and t at th true underlying dis ribution
belongs to this family. We are currently pur uing a useful
generalizati for the cas w re the der ing di tribu-
ti n does ot necess rily belong to the assum d family
of dist ibutions. This setting can be relevan n di ributed
machine lear ing pr blems, where th ag nts co struct the
class of admissibl lik lihoods during a trainin stage, and
due to finiteness of the trai ing se , their kn wl dge
the admis ible models canno be pe fect. New fundamental
que tion arise, including: the links b twee the ac ura y
of the training ph se and the achievability f con istent
soci l learning; th interplay b tween tra ning, adapta ion,
an prediction performance; and th interplay b twee non-
st t onarity in the training set and in h stre ming data.
I the following, the symbols So and S denote th nterior
and the closure of et S, resp ctively.
APPENDIX A
Lemma 1 (Asymptotic p operties of random serie seful
for adaptation). For m = 0, 1, . . ., let {zm} b sequence
of i.i.d. integrable random variables with:
mz , E
h
zm
i
, mabsz , E
h
|zm|
i
<1. (67)
Let also 0   < 1, and consider the following partial sums:
si( ) =  
iX
m=0
(1   )m↵mzm, 68)
where 0 < ↵m < 1, with ↵m converging to s me value ↵
and obeying the following upper bound for all m:
|↵m   ↵|   m, (69)
for some constant  > 0 and for some 0   < 1. The , we
have the following asymptotic properties.
1) Steady-State Stability. The partial sums in (68) are
almost-surely absolutely convergent, n ely, we can
define the (almost-surely) convergent series:
sabs( ) ,  
1X
m=0
(1   )m↵m|zm|, (70)
s( ) ,  
1X
m=0
(1   )m↵mzm. (71)
2) First moment. Th expectation of s( ) is:
E[s( )] = mz 
1X
m=0
(1  )m↵m = ↵mz+O( ), (72)
wher O( ) is q a tity su h tha th ratio O( )/ 
remains ounded s   ! 0.
3) W k law of small step-sizes. The seri s s( ) c n-
v ges to ↵mz in probability as   ! 0, namely, for
all ✏ > 0 we have that:
lim
 !0
P [| ( )  ↵mz| > ✏] = 0. (73)
4) Seco d moment. If:
 2z , VAR[zm] <1, (74)
then:
VAR[s( )] =  2z 
2
1X
m=0
(1   ) m↵2m
=
↵2 2z
2
  +O( 2). (75)
5) Asymptotic normal ty. If zm has finite variance  2z ,
the th following converg ce n distribution h ds:
s( ) mzp
 
 !0 G
⇣
0,↵2 2z/2
⌘
, (76)
a d, hence, s( ) is asymptotically normal as   ! 0.
6)
  + z  =  1 z+ = +1 mz  ?( )   (7 )
Large deviations. Assume that zm is non-
det rministic and has LMGF:
⇤z(t) = logE
⇥
ezmt
⇤
< +1 8t 2 R. (78)
Denoting by ⇤s(t) the LMGF of s( ), we have that:
lim
 !0
⇤s(t/ ) =  (t) =
Z t
0
⇤z(↵⌧)
⌧
d⌧, (79)
where ↵ is defined in (69). Let
 ?( ) = sup
t2R
[ t   (t)] (80)
be the Fe ch l-Legendre transform of  ( ), which is
n exte ed real number. Then the following Large
Deviations Principle (LDP) h lds for any measurable
set S (the i fimum over an empty s t is aken as +1):
lim inf
 !0
logP[s( ) 2 S]     inf
 2So
 ?( ), (81)
lim sup
 !0
  logP[s( ) 2 S]    inf
 2S
 ?( ). (82)
The function  ?( ) is lower semi-continuous and
convex. Moreover, letting:
D = {  2 R :  ?( ) < +1}, (83)
then Do = (z , z+), where z  and z+ are the
extremes of the support of zm, and the function
 ?( ) is smooth and strictly convex on Do. Finally,
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A careful analysis of the syst m performance h s been
provided. Specifically, with focus on the small ste -s ze
regime, we have ascertained that the ASL strategy is able
to learn consistently, and we have provided reliable perfor-
mance charact rization f the learning performance t each
individual agent.
The ASL strategy can have significant impact on onlin
distributed machine learning in relation to classific tion
problems. In particular, the analysis conducted in this work
focused on a parametric modeling of the underlying distri-
butions, where it is assumed that the agen s u e a certain
family of admissible distributions (or likelihoods) for the
social learning task, and that the true underly ng distr bution
belongs to this family. We are currently pursuing a useful
generalization for the case where the underlying di tribu-
tion does not necessarily belong to the assumed family
of distributions. This setting an be rel vant in dis ibut d
machine learning problems, where the agents construct the
class of admissible likelihoods during a training stage, and
due to finiteness of the training set, their knowledge of
the admissible models cannot be perfect. New fu dam ntal
questions arise, including: the links between the accuracy
of the training phase and the achievability of co sistent
social learning; the interplay between training, adaptation,
and prediction performance; and the interplay b tween non-
stationarity in the training set and in the reaming data.
In the following, the symbols So and S denote the interior
and the closure of set S, respectively.
APPENDIX A
Lemma 1 (Asymptotic prop rties of rando series u eful
for adaptation). For m = 0, 1, . . ., let {zm} be seque ce
of i.i.d. integrable random variables with:
mz , E
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i
, mabsz , E
h
|zm|
i
<1. (67)
Let also 0 <   < 1, and consider the following partial sums:
si( ) =  
iX
m=0
(1   )m↵mzm, (68)
where 0 < ↵m < 1, with ↵m converging to some value ↵
and obeying the following upper bound for all m:
|↵m   ↵|   m, (69)
for some constant  > 0 and for some 0 <   < 1. Then, we
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1) Steady-State Stability. The partial sums in (68) are
almost-surely absolutely convergent, namely, we can
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m=0
(1   )m↵m|zm|, (70)
s( ) ,  
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m=0
(1   )m↵mzm. (71)
2) First mo nt. The expectation of s( ) is:
E[s( )] = z 
1X
m=0
(1  )m↵m = ↵mz+O( ), (72)
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then:
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⇥
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Denoting by ⇤s(t) the LMGF of s( ), we have that:
lim
 !0
 ⇤s(t/ ) =  (t) =
Z t
0
⇤z(↵⌧)
⌧
d⌧, (79)
where is defined in (69). Let
 ?( ) = sup
t2R
[ t   (t)] (80)
be the F nchel-Legendre transform of  (t), which is
a xtend re nu b r. Then the followin L e
Deviations Principle (LDP) holds for any measurable
set S (the infimum over an empty s t s taken as +1):
li inf
 !0
  logP[s( ) 2 S]     inf
 2So
 ?( ), (81)
lim sup
 !0
  logP[s( ) 2 S]    inf
 2S
 ?( ). (82)
The function  ?( ) is lower semi-continuous and
convex. Moreover, letting:
D = {  2 R :  ?( ) < +1}, (83)
then Do = (z , z+), where z  and z+ are the
extremes of the support of zm, and the functi n
 ?( ) is smooth and strictly convex on Do. Finally,
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A careful analysis of the system perform nce h s been
provided. Specifically, with focus on the small step-size
regime, we have ascertained that the ASL strat gy is able
to learn consistently, and we have provided reliable p rfor-
mance characterization of the learning performance at e ch
individual agent.
The ASL strategy can have significant impact on online
distributed machine learning in relation to classifi ation
problems. In particular, the analysis conducted in this work
focused on a parametric modeling of the un erlying distri-
butions, where it is assumed that the agent use a certain
family of admissible distributions (or likelih ods) for th
social learning task, and that the true underl ing stribution
belongs to this family. We re currently pur uing a usefu
generalization for the case where the u derlying istri -
tion does not necessarily belong to the assumed family
of distributions. This setting can be relevan in distributed
machine learning problems, where the agents construct the
class of admissible likelihoods during a training stage, and
due to finiteness of the training set, their knowledge of
the admissible models cannot be perfect. New fundamenta
questions arise, including: the links between the accu y
of the training phase and the achievability of consis ent
social learning; the interplay between training, adaptation,
and prediction performance; and the interplay b ween non-
stationarity in the training set a d in the stre ming d ta.
In the following, the symbols So and S denote the interior
and the closure of set S, respectively.
APPENDIX A
Lemma 1 (Asymptotic properties of random serie useful
for adaptation). For m = 0, 1, . . ., let {zm} be a seque ce
of i.i.d. integrable random variables with:
mz , E
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, mabsz , E
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|zm|
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<1. (67)
Let also 0 <   < 1, and consider the following partial sums:
si( ) =  
iX
m=0
(1   )m↵mzm, (68)
where 0 < ↵m < 1, with ↵m converging to some value ↵
and obeying the following upper bound for all m:
|↵m   ↵|   m, (69)
for some constant  > 0 and for some 0 <   < 1. The , we
have the following asymptotic properties.
1) Steady-State Stability. The partial sums in (68) are
almost-surely absolutely convergent, na ely, we can
define the (almost-surely) convergent series:
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1X
m=0
(1   )m↵m|z |, (70)
s( ) ,  
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2) First moment. Th expectation of s( ) is:
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(1  )m↵m = ↵mz+O( ), (72)
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4) Second moment. If:
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then:
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and, hence, s( ) is asymptotically normal as   ! 0.
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⇥
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d⌧, (79)
where ↵ is defin d in (69). Let
 ?( ) = sup
t2R
[ t  (t)] (80)
be the Fe chel-Legendre trans r of  ( ), which is
an exte ed real number. Then the following La g
Deviations Principle (LDP) holds for any measurable
set S (the infimum over an empty set is taken as +1):
lim inf
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logP[s( ) 2 S]     inf
 2So
 ?(  , (81)
lim sup
 !0
  logP[s( ) 2 S]    inf
 2S
 ?( ). (82)
The function  ?( ) is lower semi-continuous and
convex. Moreover, letting:
D = {  2 R :  ?( ) < +1}, (83)
the Do = (z , z+), where z  and z+ are the
extremes of he support of zm, nd the function
 ?( ) is mooth and strictly convex on Do. Finally,
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A careful analysis of the system perform nce h s been
provided. Specifically, with focus on the small step-size
regime, we have ascertained that the ASL strat gy is able
to learn consistently, and we have provid d reliable perfor-
mance characterization of the learning performance at e ch
individual agent.
The ASL strategy can have significant impact on online
distrib ted machine learning in relation to classifi ation
problems. In particul r, the analysis conduct d in th s work
focused on a parametric modeling of the un rlying distri-
butions, where it is assumed that the agent use a certain
family of admissible distributions (or likelih ods) for th
social learning task, and that the true underlying d stribution
belongs to this family. We are currently pur uing a usefu
generalization for the case where the u derlying distribu-
tion does not necessarily belong to the assumed family
of distributions. This setting can be relevant in distributed
machine learning problems, where the agents construct the
class of admissible likelihoods during a training stage, and
due t finiteness of t e training set, their knowledg of
th admissibl m dels cannot be perfect. New funda enta
question arise, includi g: th links between the accuracy
of the tr ining phase and the achievability of consistent
social learning; the interplay between training, adaptation,
and prediction performance; and the interplay be ween non-
stationarity in the training set and in the stre ming data.
In the following, the symbols So and S denote the interior
and the closure of set S, respectively.
APPENDIX A
e a 1 (Asymptotic properties of random serie seful
adaptation). For m = 0 1, . . ., let {zm} be a sequence
i.i.d. integrable random variables with:
mz , E
h
zm
i
, mabsz , E
h
|z |
i
<1. (67)
Let also 0 <   < 1, and consider the following partial sums:
si( ) =  
iX
m=0
(1   ) ↵mzm, (68)
where 0 < ↵m < 1, with ↵m converging to some value ↵
and obeying the following upper ound for all m:
|↵m   ↵|   m, (69)
for some constant  > 0 and f r some 0 <   < 1. The , we
have th following asymptotic properties.
1) Steady-State Stability. The partial sums in (68) are
almost-surely absolutely convergent, n ely, we ca
define the (almost-surely) co vergent series:
sabs( ) ,  
1X
m=0
(1   )m↵m|zm|, (70)
s( ) ,  
1X
m=0
(1   )m↵mzm. (7 )
2) First moment. Th expectation of s( ) is:
E[s( )] = mz 
1X
m=0
(1  )m↵m = ↵mz+O( ), (72)
wher O( ) is a qua tity such that the atio O( )/ 
remains bounded s   ! 0.
3) Weak law of small step-sizes. The seri s s( ) c n-
verges to ↵mz i probab lity as   ! 0, nam ly, for
a l ✏ > 0 we have that:
lim
 !0
P [| ( )  ↵mz| > ✏] = 0. (73)
4) Second m ment. If:
 2z , VAR[zm] <1, (74)
then:
VAR[s( )] =  2z 
2
1X
m=0
(1  )2m↵2m
=
↵2 2z
2
  +O( 2). (75)
5) Asymptotic normali y. If z ha finite vari nce  2z ,
then th following converg ce in distributio h ds:
s( ) mzp
 
 !0 G
⇣
0,↵2 2z/2
⌘
, (76)
and, hence, s( ) is asympt tically normal as   ! 0.
6)
z  z+ z  =  1 z+ = +1 mz  ?( )   (77)
Large deviatio s. ssume that zm is non-
deterministic and has LMGF:
⇤z(t) = l gE
⇥
ezmt
⇤
< +1 8t 2 R. (78)
Denoting by ⇤s(t) the LMGF of s( ), we have that:
lim
 !0
 ⇤s(t/ ) =  (t) =
Z t
0
⇤z(↵⌧)
⌧
d⌧, (79)
where ↵ is d fined in (69 . Let
( ) = sup
t2R
[ t   (t)] (80)
be th Fe chel-Leg ndre transform of  ( ), which is
an extended real number. Then th f llowing Larg
Deviations Principle (LDP) holds for any measurabl
set S (the infimum over an empty set is taken as +1):
lim inf
 !0
  logP[s( ) 2 S]     inf
 2So
 ?( ), (81)
lim sup
 !0
  logP[s( ) 2 S]    inf
 2S
 ?( ). (82)
The function  ?( ) is lower semi-contin ous and
convex. Moreover, letting:
D = {  2 R :  ?( ) < +1}, (83)
then Do = (z , z+), where z and z+ are t
extremes of the support of zm, and the functi n
 ?( ) is smooth and strictly convex n Do. Finally,
0 
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A careful analysis of the system perform nce h s be n
provided. Specifically, with focus on the small step-size
regime, we have asc rtained that the ASL strat gy is bl
to learn consistently, and we h ve provided reli ble p rfor-
ance charact rization of the learning performance t e ch
individual agent.
The ASL strategy can have significant impact on online
distributed machine learning in relation to classifi ation
problems. In particular, the analysis conducted in this work
focused on a parametric modeling of the un erlying distri-
butions, where it is assumed that the agent use a certain
family of admissible distributions (or likelih ods) for th
social learning task, and that the true underlying d stribution
belongs to this family. We are curre tly pur uing a usefu
g neralization for the cas here the u derl i g distribu-
tion does not cess rily elong to the assumed family
of distributions. This setting a be rel va t i dis ribut d
machine learning pro lems, w ere the ag ts co struct the
class of admis ible likelihoods duri a tr ining stag , n
due to finiteness of the trai i g set, thei knowledg of
th admissible models cannot be perfect. New fundamenta
questions arise, including: the links between the accura y
of the training phase and the achievability of consistent
social learning; the interplay between training, adaptation,
and predi tion formance; and th interpl y between non-
stationa ity in the training set and in the stre mi g data.
In the following, th symbols So and S d note t interior
and the closure of set S, respectively.
APPENDIX
Lemma 1 (Asymptotic properties of random serie useful
for adaptation). For m = 0, 1, . . ., let {zm} be a sequence
of i.i.d. integrable random variables with:
mz , E
h
zm
i
, mabsz , E
h
|zm|
i
<1. (67)
Let also 0 <   < 1, and consider the following partial sums:
si( ) =  
iX
m=0
(1   )m↵mzm, (68)
where 0 < ↵m < 1, with ↵m c nverging to some value ↵
and obeying th foll win upper bound for all m:
|↵m   ↵|   m, (69)
for some constant  > 0 and for some 0 <   < 1. The , we
have the following asympto ic propert es.
1) Steady-State Stability. The partial sums in (68) are
almost-surely absolutely convergent, na ely, we can
define the (almost-surely) convergent series:
sabs( ) ,  
1X
m=0
(1  )m↵m|zm|, (70)
s( ) ,  
1X
m=0
(1  )m↵mzm. (71)
2) First mo ent. Th xpe t tion of ( ) is:
E[s( )] = mz 
1X
m=0
(1  )m↵m = ↵mz+O( ), (72)
where O( ) is a quantity such that he ratio O( )/
remains bounded as   ! 0.
3) Weak law of s all step-sizes. T seri s s( ) c -
verg s to ↵mz in probability as   ! 0, namely, for
all ✏ > 0 we have that:
lim
 !0
P [| ( )  ↵mz| > ✏] = 0. (73)
4) Seco momen . If:
 2z , VAR[zm] <1, (74)
then:
VAR[s( )] =  2z 
2
1X
m=0
(1   )2m↵2m
=
↵2 2z
2
  +O( 2). (75)
5) Asymptotic normali y. If zm has fi ite varia ce  2z ,
then th following conv rg c in distributio h ds:
s( ) mzp
 
 !0 G
⇣
0,↵2 2z/2
⌘
, (76)
and, hence, s( ) is asymptotic lly nor al s   ! 0.
6)
z  z+ z  = 1 z+ = +1 mz  ?( )   (77)
L rge deviations. Assume that zm is non-
determi istic h s LMGF:
⇤z(t) = logE
⇥
ezmt
⇤
< +1 8t 2 R. (78
Denoting by ⇤s(t) the LMGF of s( ), we have that:
lim
 !0
 ⇤s(t/ ) =  (t) =
Z t
0
⇤z(↵⌧)
⌧
d , (79)
where ↵ is defined in (69). Let
 ?( ) = sup
t2R
[ t  (t)] (80)
be the Fe chel-Legend e transform of  ( ), w ich is
a exte d real number. Then the foll wi g Larg
D v ations Principle (LDP) holds for any me surable
set S (the infimum over an emp set is taken as + ):
lim inf
 !0
  logP[s( ) 2 S]     inf
 2So
 ?( ), (81)
lim sup
 !0
  logP[s( ) 2 S]    inf
 2S
 ?( ). (82)
The function  ?( ) is lower semi-continuous and
convex. Moreover, letting:
D = { 2 R :  ?( ) < +1}, (83)
then Do = (z , z+), wher z  nd z+ are the
extremes of the support of zm, and the function
 ?( ) is smooth and strictly co vex on Do. Finally,
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A careful analysis of the system performance has been
provided. Specifically, with focus on the small step-size
regime, we have ascertained that the ASL strat gy is able
to learn consistently, and we have provid d reliable perfor-
mance characterization of the learning performance at e ch
individual agent.
The ASL strategy can have significant i pact on online
distributed machine learning in relation to classification
problems. In particular, the nalysis conduct d in this work
focused on a parametric odeling of the un erlying distri-
butions, where it is assumed that the agent se a certain
family of admissible distributions (or likelih d ) for th
social learning task, and that the true underlying d stribution
belongs to this family. We are currently pur uing usefu
generalization for the case where the u derlyi distribu-
tion does not necessarily belong to the assumed family
of distributions. This setting can be relevant in distributed
machine learning problems, where the agents construct the
class of admissible likeliho d during a training stage, and
due to fin teness of the training set, their knowledge f
the admissible models cannot be perfect. New funda enta
questions arise, including: the links between the accuracy
of the training phase and the achievability of consistent
social learning; the interplay between training, adaptation,
and prediction performance; and the interplay be ween non-
stationarity in the training set and in the stre ming data.
In the following, the symbols S and S denote the interior
and the closure of set S, respectively.
APPENDIX A
Lem 1 (Asymptotic ro ert s of random series useful
for daptation). F r m = 0, 1, . . ., let {zm} be a sequence
of i.i.d. integrable random variables with:
mz , E
h
zm
i
, mabsz , E
h
|zm|
i
<1. (67)
Let also 0 <   < 1, and consider the following partial sums:
si( ) =  
iX
m=0
(1   )m↵mzm, (68)
where 0 < ↵ < 1, with ↵m converging to some value ↵
and obeying the following upper bound for all :
|↵m   ↵|   m, (69)
for some constant  > 0 and for some 0 <   < 1. The , we
have the following asymptotic properties.
1) Steady-Stat Stability. The partial sums in (68) a
almost-surely a solutely c nvergent, na ely, we can
define the (almost-surely) convergent series:
sabs( ) ,  
1X
m=0
(1   )m↵m|zm|, (70)
s( ) ,  
1X
m=0
(1   )m↵mzm. (71)
2) First moment. Th expectation of s( ) is:
E[s( )] = mz 
1X
=0
(1  )m↵m = ↵mz+O( ), (72)
where O( ) is a quantity such that the ratio O( )/ 
remains bounded as   ! 0.
3) Weak l w of small step-sizes. Th series s( ) con-
verges to ↵mz in probability as   ! 0, namely, for
all ✏ > 0 we have that:
lim
 !0
P [|s( )  ↵mz| > ✏] = 0. (73)
4) Seco d moment. If:
 2z , VAR[zm] <1, (74)
th n:
VAR[s( )] =  2z 
2
1X
m=0
(1  )2 ↵2m
=
↵2 2z
2
  +O( 2). (75)
5) Asy ptotic normality. If zm has finite variance  2z
then the following converg ce in distribution h lds:
( ) mzp
 
 !0 G
⇣
0,↵2 z/2
⌘
, (76)
and, hence, s( ) is asymptotically normal s   ! 0.
6)
z  + z  =  1 z+ = +1 z  ?( )   (77)
Large deviations. Assume that zm is non-
det rministic and has LMGF:
⇤z(t) = logE
⇥
zmt
⇤
< +1 8t 2 R. (78)
Deno ing by ⇤s(t) the LMGF of ( ), we have that:
lim
 !0
 ⇤ (t/ ) =  (t) =
Z t
0
⇤z(↵⌧)
⌧
d⌧, (79)
where ↵ is defined in (69). Let
 ?( ) = sup
t2R
[ t   (t)] (80)
be th Fe chel-Leg ndre transfor of  ( ), which is
an extended real number. Then the following Larg
Devi tions Principle (LDP) hold for any measurable
s S (the infimum over an mpty set is taken as +1):
lim inf
 !0
  logP[s(  2 S]     inf
 2So
?( ), (81)
lim sup
 !0
  logP[s( ) 2 S]    inf
 2S
 ?( ). (82)
The function  ?( ) is lower semi-contin ous and
convex. Moreover, letting:
D = {  2 R : ?( ) < + }, (83)
then Do = (z , z+), where z  and z+ are the
xtremes of the su port of zm, and the function
 ?( ) is smooth and strictly c nvex on Do. Finally,
Fig. 10. Typical s ape of the rate function.
if,   = mz . A typical shap of the ate func ion is
illustrated in Fi . 10. Exploit ng t e aforem nt oned
regularity prop rties of  ?( ), fr m (79)–(80) we have
in particular that, for any   2 Do:
lim
 !0
  logP[s( )    ]   ?( ) 8  > mz, (83)
lim
 !0
  logP[s( )   ] =   ?( ) 8  < mz. (84)
Proof:We prove sequentially the six parts of the lemma.
Part 1. In view of (67), the following series of (absolute)
ex ectati ns is converg nt:
 
1X
m=0
(1   )m↵mE
h
|z | = mabsz  
1X
m=0
(1  )m↵m
 mabsz  
1X
m=0
(1   )m
= mabsz < +1.
(85)
In view of [25, Lemma 3.60], convergenc of the series of
absolute first moments implies that the random series sabs( )
is almost-surely finite, which in turn imp ies that so is s( ),
and part 1 is proved.
Part 2. Since the series of (absolute) expectations is con-
vergent, so is the series of expectations:
1X
m=0
(1   )m↵mE[zm] = mz
1X
m=0
(1   )m↵m. (86)
On the other hand, by triangle inequality we have the
following upper bound:
|si( )|   
iX
m=0
(1   )m↵m|zm|  sabs . (87)
Now we observe that sabs( ) is a proper random ariable
in view of part 1. Furthermore, it is an ntegrable random
variable from Beppo Levi’s monotone convergence the -
rem [26], thanks to the convergence of absolute expectations
in (86).
We co clude that the random sequence si( ) is upper
bounded by an integrable random variable. Therefore, the
domi ate co vergence theorem [26] i plies th t he x-
pecta ion of the a.s. limit s( ) is equal to the convergent
se ies of expectations, and the first equality in (72) foll ws.
M reover, can write:
 
1X
m=0
(1   )m↵m =  
1X
m=0
(1   )m (↵m   ↵
+ ↵  
1X
m=0
(1  )m| {z }
=1
. (88)
In view of (69), the absolute value of the first summation
on the RHS in (88) is dominated by:
  
1X
m=0
⇣
 (1   )
⌘
=
  
1   (1   ) = O( ). (89
We conclude from 6 , (88) and (89) that the second
equality in (72) holds.
art 3. Let
⇣m ,  (1   )m↵m, (90)
and consider the following centered variables:es( ) = s( )  E[ ( )], zm = zm   E[zm]. (91)
In view of parts 1) and 2), the centered partial sum :
si( )  E[si( )] =
iX
m=0
⇣mezm (9 )
converge in istribution to es( ) as i!1. By Le´vy’s con-
tinuity Theore , th correspondi g characteristic func ions
ust converge [27]. S nce the zm’s are i.i.d. w can write:
's˜(t) , E
h
ejes( )ti = 1Y
m=0
'z˜(⇣mt), (93)
where j =
p 1. We want to sh w that ( ) converg s in
probability to 0 as   ! 0. In view of Le´vy’s continuity
Theorem this is tantamount to showing that 's˜(t) converges
to 1 as   ! 0. Using (93) we can write:5
|'s˜(t)  1| 
1X
m=0
|'z˜(⇣mt)  1|. (95)
Consider, without loss of generality, a positive t. Since the
random variables ezm have finite expectation, the first deriva-
tive of the characteristic function, '0z˜(t), is a continuous
function, and by the mean-value theorem we can write (since
in particular E[ezm] = 0):
'z˜(⇣mt) = 1+ ⇣mt'
0
z˜(tm), for some tm 2 (0, ⇣mt). (96)
5The following inequ lity is known for complex numbers xm, ym, w h
|xm|  1 and |ym|  1 [27]:     
iY
m=0
xm  
iY
m=0
ym
      
iX
m=0
|xm   ym|, (94)
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A careful an lysis of t e y te performance has been
pr vided. Spe ifica ly, with focus on the smal tep-size
egime, w have asce tain d that the ASL strategy i ble
to l arn ns stently, and we h ve provided reliabl p rfor-
ma ce cha ct riz tion of the learning p rformance at ch
individual agent.
The SL strategy ca hav ignificant impact on online
distribute machine le rni g in re a io o cla sific ion
problems. In particul r, an lysis conducted i this work
focus d o a parametric mod ling of the underlying istri-
butions, where it is assumed that the agents use a certain
family of admi sible distri ution (or likelih ods) for the
social l arning task, a d that the true unde lying distribution
belongs to th s family. W are currently pursuing a useful
gen r lization for the case wh re the under ying i tr bu-
ti does not n cessarily belong to the assumed family
of distribu io . Th s s tting can be rel v nt in di tributed
machine le rning problems, where the agents co struct th
class of admissible likeliho s during a training stage, a d
due to finit ess of th t aini g set, their knowledge f
the admissible odels c n ot be perfect. New fu damental
questions a i , ncl ding: th links b twe the accuracy
of tr ining phase and th chi vability c nsistent
social lear ing; the i terplay between training, adaptation,
and prediction performa ce; and the interplay between non-
stationarity in the trai ing set and in the strea ing data.
In the following, t e symbols So and S denote the i terior
and the closure of set S, resp ctively.
APPENDIX A
Lemma 1 (Asy ptotic properties f rando series useful
for adaptation). F r m = 0, 1, . . ., let {zm} be a sequence
of i.i.d. in egrable random variables with:
mz , E zm
i
, absz , E
h
| m|
i
<1. (67)
L t also 0 <   < 1, and consider the following partial sums:
si( ) =  
iX
m=0
(1   )m↵mzm, (68)
where 0 < ↵m < 1, with ↵m converging to some valu ↵
nd obeying the f lowing upper bo nd for all m:
|↵m   ↵|   m, (69)
con tant  > 0 and for some 0 <   < 1. Then, we
have the following asymptotic properties.
1) Steady-State Stability. The partial sums in (68) are
almos -surely ab olutely converg nt, namely, we can
d fin h (almost-su e y) conv rgent series:
sabs( ) ,  
1X
m=0
(1   )m↵m|zm|, (70)
s( ) ,  
1X
m=0
(1   )m↵mzm. (71)
2) First moment. The xpectation of s( ) is:
E[s( )] = mz
1X
m=0
(1  )m↵m = ↵ z+O( ), (72)
wh O( ) is a quantity such that the ratio O( )/ 
remains bou d d as   ! 0.
3) W ak law of mall step-sizes. The ries s( ) con-
verges o ↵mz in probability as   ! 0, namely, for
all ✏ > 0 we h ve that:
lim
 !0
P [|s  )  ↵mz| > ✏] = 0. (73)
4) Second moment. If:
 2z , VAR[zm] <1, (74)
t en:
VAR[s( )] =  2z 
2
1X
m=0
(1  )2m↵2m
=
↵2 2z
2
  +O( 2). (75)
5) Asymptotic ormality. If zm has finite varia c  2z ,
the the fol owi g conv rg nce in distribution holds:
s( ) mzp
 
 !0 G
⇣
0,↵2 2z/2
⌘
, (76)
and, he ce, s( ) is asymptotically n rm l as   0.
6)
z  z+ =  1 z+ = +1 mz  ?( )   (77)
Large deviat ons. Assume that zm is non-
deterministic and has LMGF:
⇤z(t) = logE
⇥
ezmt
⇤
< +1 8t 2 R. (78)
Denoting by ⇤s(t) the LMGF of s( ), we have that:
lim
 !0
 ⇤s(t/ ) =  (t) =
Z t
0
⇤z(↵⌧)
⌧
d⌧, (79)
where ↵ is defined in (69). Let
 ?( ) = sup
t2R
[ t   (t)] (80)
be the Fenchel-Legendre transform of (t), which is
a extended real numb r. Then the following Large
Deviations Principle (LDP) olds for any measurable
set S (the infim over a empty s t is t k n s +1):
l m inf
 !0
  logP[s( ) 2 S]     inf
 2So
 ?( ), (81)
lim sup
 !0
logP[s( ) 2 S]    inf
 2S
 ?( ). (82)
The fun tion  ?( ) is lower semi-continuous and
convex. M reover, letting:
D = {  2 R :  ?( ) < +1}, (83)
then Do = (z , z+), where z  a d + e the
ex remes of th support of z , nd he function
 ?( ) is smooth a d strictly convex on Do. Fi ally,
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A careful analysis f t sy tem perfor anc has be n
p ovided. Specific ll , wit focus on the s all step-size
r gime, we hav ascert ined that th ASL strategy is abl
to learn co sist tly, and we have provided rel able perfor-
a ce charact rizatio of t e learning performanc at each
individu l agent.
The ASL strategy ca have significant impa t on online
distributed machine le rni g n relati n to cla sifica ion
problems. In partic lar, the analysi c ucted i this work
focused on a parametric mod ling of the underlying di tri-
butions, where it is assumed that th agents use a certain
family of dm ssible dis ribut ns (or likelihoods) for the
social earning ask, and that the true und rlying distribution
belongs to this family. W ar curr ntly p rsuing a u eful
generalizatio for the case where the und rlying di tribu-
ti doe not necessarily b long to the assumed family
o distributions. T is set ing can be rel vant in dist ibut d
machine learning problem , where the ag t c nstruct the
class of admi sible likelihoods during a traini g stage,
due to finiteness of th training set, their knowl dge f
the admissible models cannot be perfec . New fundamental
questions rise, i cluding: th li ks betw en t accuracy
of th training ph se and t achiev bility f consistent
social learning; the interplay between training, ad ptation,
and prediction p rforma c ; and the interplay between non-
stat onarity in the training set a d in th str aming dat .
In the following, the symbols So and S denote the int rior
and the closure of set S, respectively.
APPENDIX A
Lemma 1 (A y ptotic pro rties of random series us
for adaptation). For m = 0, 1, . . ., let {zm} b a seque
of i.i.d. integrable random vari bles with:
mz , E
h
z
i
, mabsz E
h
| m|
i
<1. (67)
Let also 0 <   < 1, nd consider the following partial sums:
si( ) =  
iX
m=0
(1   )m↵mzm, (68)
where 0 < ↵m < 1, with m converging to some valu ↵
and obeying he following upper b u d for all :
|↵m   ↵|   m, (69)
for some c nstant  > 0 and for some 0 <   < 1. Then, we
hav th following asymptotic pro erties.
1) Steady-St t Stability. Th partial sums in (68) are
almost-sur absolutely convergent, amely, we can
defi e the (almost-surely) convergent series:
sabs( ) ,  
1X
m=0
(1   )m↵m|zm|, (70)
s( ) ,  
1X
m=0
(1   )m↵mzm. (71)
2) First moment. The expectation of s( ) is:
E[s( )] = z 
1X
m=0
(1  )m↵m = ↵mz+O( ), (72)
where O( ) is a quantity such that the r tio O( )/ 
rem ins bounded as   ! 0.
3) We k law of sm ll step-sizes. The series s( ) con-
verges to ↵mz in probability as   ! 0, namely, for
all ✏ > 0 we have that:
l m
 !0
P [|s( )  ↵ z| > ✏] = 0. (73)
4) S cond mome t. If:
 2z , VAR[ m] <1, (74)
then:
VAR[s( )] =  2z 
2
1X
m=0
(1  )2m↵2m
=
↵2 2z
2
  +O( 2). (75)
5) A ymptotic no mal y. If zm has finite v ria ce  2z ,
then the foll wing convergen e in distribution holds:
s  ) mzp
 
 !0 G
⇣
0,↵2 2z/2
⌘
, (76)
and, hence, ( ) is asymptotically normal as   ! 0.
6)
z  z+ z  =  1 z+ = +1 mz ?( )   (77
Large deviatio s. As ume tha zm is non-
terministic and has LMGF:
⇤z(t) = logE
⇥
ezmt
⇤
< +1 8t 2 R. (78)
Denoting by ⇤s( ) t e LMGF of s( ), e have that:
li
 !0
 ⇤s(t/ )   t) =
Z t
0
⇤z ↵⌧)
⌧
d⌧, (79)
where ↵ is d fined in (69). Let
 ?( ) = sup
t2R
[ t   (t)] (80)
be the Fenchel-Legendre transfo m of  (t), which is
n xt nded r al numb r. Then the following Larg
Deviat o s Principle (LDP) holds for any measurable
set S (the infimum over an empty set is take as +1):
lim inf
 !0
  l gP[s( ) 2 S]   inf
 2So
?( ), (81)
lim sup
 !0
  logP[s( ) 2 S]  inf
 2S
 ?( ). 82
The function  ?( ) is lower emi-continu us and
convex. More ver, letting:
D = {  2 R :  ?( ) < +1}, (83)
then Do = (z , z+), wher z  and z+ are the
extremes of the support of zm, a d th function
 ?( ) is smooth nd strictly convex on Do. Finally,
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A careful an lysis of th ystem perfor ance has been
provided. Specifically, with focus on the small step-size
regime, w have ascertained that the ASL strategy i ble
to learn c nsistently, and we h ve provided reliabl perfor-
mance char ct iz tion of the learning p rformance at e ch
individual agent.
The ASL strategy can hav significant impact on online
distribute machine learni g in relatio to classification
problems. In particular, the an lysis conducted i th s work
focused on a parametric odeling of t e underlying istri-
butions, here it is assumed that th ag ts use a c rtain
family f adm ssible istri ution (or likelih ds) for he
social learni g task, a d that the tru underl i g istribution
belongs to this family. W re currently pursuing a us ful
generalization for the case where the underlying istribu-
ti does not n cessa ily belong to the assumed f mi
of distribution . This setting can be relevant in distribute
machine le rning pro lems, wh r th agent construc t
class of admissible likelihoods uring a train ng stage, and
due to finit n ss f th traini g set, their knowledge f
the admissibl od ls can ot be perfect. New fundamental
question ari e, including: the l nks b tw en the ccuracy
of the train ng ph a d th chi vability of cons s ent
social learning; th i terplay be w en training, adaptation,
and pr diction perform ce; nd the i terplay b ween non-
stationarity in the trai ing set d in th streaming data.
In following, symb ls So a d S den te t i terior
and the closure of set S, resp ctively.
APPENDIX A
Lem a 1 (Asy ptotic properties f rando s ries useful
for adaptation). For m = 0, 1, . . ., let {zm} be a sequence
of i.i.d. integrable random variables with:
mz , E
h
zm
i
, absz , E
h
| m|
i
<1. (67)
L t also 0 <   < 1, and consider the following partial sums:
si( ) =  
iX
m=0
(1   ) ↵mzm, (68)
where 0 < ↵m < 1, with ↵m converging to some value ↵
and obeying the following upper bo nd for all m:
|↵m   ↵|   m, (69)
con tant  > 0 and for some 0 <   < 1. Then, we
have the following asymptotic properties.
) S eady-State Stability. Th p rtial su s in (68) are
almost-surely ab olute y c nver ent, nam ly, we can
d fin he (almost-surely) conv rgent series:
abs( ) ,  
1X
m=0
(1   )m↵m|z |, (70)
s( ) ,  
1X
m=0
(1   )m↵mzm. (71)
2) First moment. The xpectation of s( ) is:
E[s( )] = mz
1X
m=0
1  )m↵m = ↵mz+O( ), (72)
w ere O( ) is a quantity such th the ra io O( )/ 
remains bounded as   ! 0.
3) Weak law of mall s ep-sizes. The s ries s( ) con-
verges to ↵mz in pr bability a   ! 0, namely, for
all ✏ > 0 we have that:
li
 !0
P [|s  )  ↵mz| > ✏] = 0. (73)
4) Seco d moment. If:
 2z , VAR[zm] <1, (74)
then:
VAR[s( )] =  2z 
2
1X
m=0
(1  )2m↵2m
=
↵2 2z
2
  +O( 2). (75)
5) Asym ic normality. If z has finit varianc  2z ,
th fo low g converg nce in distribution holds:
 m
 
 !0 G
⇣
0,↵2 2z/2
⌘
, (76)
and, hence, ( ) a ymptotically n rmal s   ! 0.
6)
z  z+ =  1 z+ = + z  ?( )   (77)
Lar e d viatio s. Assume tha z is non-
det rministic and s LMGF:
⇤z(t) = logE
⇥
ez
⇤
< +1 8t 2 R. (78)
D noting by ⇤s(t) t LMGF of s( ), we have that:
lim
 !0
 ⇤s(t/ ) =  (t) =
Z t
0
⇤z(↵⌧)
⌧
d⌧, (79)
where ↵ i defin d in (69). L t
?( ) = sup
t2R
[ t   (t)] (80)
be the Fenchel-Legend e transform of  (t), which is
an ext nded real number. Then the following Large
Dev tions Principle (LDP) holds for any measurable
set S (the infimu over an pty set is taken as +1):
lim inf
 !0
logP[ ( ) 2 S]   inf
 2So
 ?(  , (81)
lim sup
 !0
  logP[s( ) 2 S]    inf
 2S
 ?( ). (82)
The fun tion  ?( ) is lower semi-continuous and
convex. M reover, letting:
D = {  2 R :  ?( ) < +1}, (83)
the Do (z , z+), where z  and + re the
xtremes of th support of zm, a d the functio
 ?( ) is sm oth a d strictly on Do. Fi ally,
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A c reful an lysis of th ystem perfor ance has b n
provided. Specifically, with focus on the small step-size
regime, w have ascertaine that the ASL strategy i ble
to learn c nsistently, and we h ve provided reliabl perfor-
mance char ct iz tion of the learning p rformance at e ch
indivi ual agent.
The ASL strategy c n hav significant impact on online
distrib te machine learni g in relatio to classification
problems. In particul r, he an lysis conduct d i th s work
focused on a parametric modeling of the underlying istri-
butions, where it is assumed that the agents use a certain
family f adm ssible distri ution (or likelih ods) for the
social learning task, a d that the true underlying i tribution
belongs to this family. We are currently pursuing a useful
generalization for the case where the und rly ng istr bu-
ti does not n cessarily belong to the assumed family
of distribution . This etting can be relevant in distribute
machine le rni g problems, wher the agents construct the
class of admissibl likeliho ds during a training stage, and
e t finite es f t e training set, their knowledge f
h admissibl dels can ot be perfect. New fundamental
question ari e, includi g: th links etween the accuracy
of the train ng phase and th chievability of cons stent
social learning; the i terplay between training, adaptation,
and prediction performa ce; and the interplay between non-
stationarity in the trai ing set and in the streaming data.
In the following, symb ls So and S denote the i terior
and the closure of set S, resp ctively.
APPENDIX A
e 1 (Asy ptotic properties f ando series us ful
adaptation). For m = 0 1, . . ., let {zm} be a sequence
i.i.d. integrable rando variables with:
z , E
h
zm
i
, absz , E
h
|zm|
i
< . (67)
L t also 0   < 1, a d consider the fo lowing pa tial sums:
si( ) =  
i
m=0
(1   ) ↵mzm, (68)
wh re 0 < ↵m < 1, with ↵ converging to some v lue ↵
and obeying the following upp r bo nd f r all m:
|↵m   ↵|   m, (69)
fo con tant  > 0 and f r some 0   < 1. Then, we
ave th followi g asymptotic p operties.
1) Steady-Sta e Stability. The partial su s i (68) are
almost-surely ab olutely c nve gent, nam ly, we can
d fin the (almost-surely) conv rg nt eries:
sabs( ) ,  
1
m=0
(1   )m↵m|zm|, (70)
s( ) ,  
1
m=0
(1   )m↵mzm. (71)
2) First moment. The xp ct tion of s( ) is:
E[s( )] = mz
1
m=0
1  )m↵m = ↵mz+O( ), (72)
wh re O ) is a quantity such that the ratio O( )/ 
remains bounded as   0.
3) eak law of mall step-sizes. T e s ries s( ) con-
ve ges to ↵mz in probability as   0, namely, for
l ✏ > 0 we have th t:
lim
 !0
P [|s  )  ↵mz| > ✏] = 0. (73)
4) S cond moment. If:
 2z , VAR[zm] < , (74)
then:
VAR[s( )] =  2z 
2
1
m=0
(1  )2m↵2m
=
↵2 2z
2
  +O( 2). (75)
5) Asympto ic no mality. If zm has finite varianc  2z ,
then the follow g conv g nce i istributio holds:
s( ) mzp
 
 !0
G
⇣
0,↵2 2z/2
⌘
, (76)
and, he c , s( ) is a ymptotically n rmal as   0.
6)
z  z+ =   z = + mz  ?( )   (77)
Large deviations. Assume that zm is -
deterministic and has LMGF:
⇤z(t) = ogE
⇥
ezmt
⇤
< + 8t 2 R. (
Denoting by ⇤s(t) e LMGF of s( ), we have that:
lim
 !0
 ⇤s(t/ ) =  (t) =
Z t
0
⇤z(↵⌧)
⌧
d⌧, (79)
where ↵ is defined in (69 . Let
( ) = sup
t2R
[ t   (t)] (80)
be the F nchel-Leg ndre transf rm of   t), which is
an extend d real number. Then the following Larg
D via ions Pri ciple (LDP) holds fo any me urable
set S (the infimum over an empty set is taken as + ):
lim inf
 !0
  logP[s( ) 2 S]     inf
 2So
 ?( ), (81)
lim sup
 !0
  logP[s( ) 2 S]    inf
 2S
 ?( ). (82)
The fu tion  ?( ) is low r semi-continuous and
convex. M reover, letting:
D = {  2 R :  ?( ) < + }, (83)
then Do = (z  z+), wher z  nd + re the
xtremes of th supp rt of zm, and the fu ction
 ?( ) is smooth a d stri tly convex on Do. Fi ally,
0 
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A careful an lysis of th ystem perfor ance has b n
provided. S ecifically, with focus th sm ll step-size
regime, w have asc rtained that th ASL strateg i bl
to learn c nsistently, and we h v provided reli bl perf r-
ance char ct iz tion of the learning p rformance t e ch
individual agent.
The ASL strategy can hav significant impact on online
distribute machine learni g i relatio to classificati n
problems. In particular, the an lysis conducted i this work
focused on a parametric modeling of the underlying istri-
butions, where it is assumed that the agents use a certain
family f adm ssible distri ution (or likelih ods) for the
social learning task, a d that the true underlying istribution
belo gs to this family. We are curre tly pursuing a us ful
g neralization fo the case here the underl i g ist ibu-
ti does not c ss rily elong to the assumed family
of distribution . This setting a be r l va t in distribute
machine le rning pro lems, where th age ts co struct the
class of a mis ible likelihoods duri a tr ining stage, nd
ue to fin t ness f th traini g set, the knowl g f
th admissible odels can ot be perfect. New fundamenta
questions ari e, including: the links b twe n the accuracy
of the train ng p ase d th chievability of cons st nt
social learning; the i terplay between tr ining, adap ation,
and pr di tion forma ce; and the i terpl y b twe n non-
station ty in th trai ing set and the str mi g data.
In th following, symb ls So and S denote t i terior
and the closure of set S, resp tiv ly.
APPENDIX
Lemma 1 (Asy ptotic properties f rando series us ful
for adaptation). For m = 0, 1, . . ., let {zm} be a sequence
of i.i.d. integrable random variables with:
mz , E
h
zm
i
, absz , E
h
|zm|
i
<1. (67)
L t also 0 <   < 1, and consider the following partia sum :
si( ) =  
iX
m=0
(1  )m↵mz , (68)
where 0 < ↵m < 1, with ↵ c nverging to om v lue ↵
and obeying th follow upper bo nd for all m:
|↵m   ↵|   m, (69)
con tant  > 0 and for some 0 <   < 1. Then, we
have the following asympt ic propert es.
1) Steady-State tability. The p rtial sums in (68) are
almost-surely b lutely c nvergent, nam ly, we can
d fin the (almost-surely) conv rgent series:
sabs( ) ,  
1X
m=0
(1  )m↵m|zm|, (70)
s( ) ,  
1X
m=0
(1  )m↵mzm. (71)
2) First mo ent. The xpect tion of s( ) is:
E[s( )] = mz
1X
m=0
1  )m↵m = ↵mz+O( ), (72)
where O( ) is a quantity such th t the ratio O( )/
emains bounded s   ! 0.
3) Weak law of all step-sizes. The s ries s( ) con-
verges to ↵mz in pr bability as   ! 0, na ely, for
all ✏ > 0 we have that:
lim
 !0
P [| ) ↵mz| > ✏] = 0. (73)
4) S cond mo ent. If:
 2z , VAR[zm] <1, (74)
the :
VAR[s( )] =  2z 
2
1X
m=0
(1  )2m↵2m
=
↵2 2z
2
  +O( 2). (75)
5) Asympto ic normali y. If zm s finite varia c  2z ,
th the fo lowi g convergence in dist ibution holds:
s( ) mzp
 
 !0 G
⇣
0,↵2 2z/2
⌘
, (76)
and, hence, s( ) is a y ptotically n rmal s   ! 0.
6)
z  z+ = 1 z+ = +1 mz  ?( )   (77)
Large deviations. Assume that z is non-
d termi istic has LMGF:
⇤z(t) = lo E
⇥
ezmt
⇤
+1 8t 2 R. (78
Denoting by ⇤s(t) t e LMGF of s( ), we have that:
li
 !0
 ⇤s(t/ ) =  (t) =
Z t
0
⇤z(↵⌧)
⌧
d , (79)
where ↵ is defin d in (69). Let
 ?( ) = sup
t2R
[ t   (t)] (80)
the Fe chel-Leg dr transform of  (t), w ic is
an ext d r al n mber. The the foll wi g Large
Deviations Principle (LD ) holds for any me surable
set S (t i fimum over a m ty s t i taken as +1):
lim inf
 !0
  logP[s( ) 2 S]     i f
 2So
 ?( ), (81)
lim sup
 !0
  logP[s( ) 2 S]    inf
 2S
 ?( ). (82)
The fun tion  ?( ) is lower semi-continuous and
convex. M reover, letting:
D = {  2 R :  ?( ) < +1}, (83)
then Do = (z , z+), where z  an + r the
extremes of th support of zm, and the function
 ?( ) is smooth a d strictly convex on Do. Fi ally,
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A careful an lysis of th ystem perfor ance has be n
provided. Sp cific lly, with focus on the small step-size
regime, w have scertained that the ASL strategy i ble
to learn c nsistently, and we h ve provided reliabl perfor-
mance charact iz tion of the learning p rformance at e ch
individual agent.
The ASL strategy can hav significant i pact on online
distribute machine learni g in relatio to classification
problems. In particular, the n lysis conduct d i this work
focused on a parametric modeling of the underlying istri-
butions, where it is assumed that the agents use a certain
family f adm ssible distri utio (or likelih s) for th
social learning task, a d that the tru underlying istribution
b longs to thi fami y. We are currently pursuing a u fu
generalization for the case where the unde lying is ribu-
ti does not n cessarily bel ng to th assumed f mily
of distribution . This etting can be relevant i distribut
machine le rni g pr blems, wh re th agents construct the
class of dmissible likelihood during a raini g stag , and
due to fin teness f the training set, their knowledge f
he admissible odels can ot be perfect. N w fundamen l
questions ari e, including: the links b tw en he accuracy
of the train ng phase and th chievability of cons stent
social learning; the i terplay between training, adaptation,
a prediction performa ce; and the interplay between non-
st tionarity in the trai ing set and in the streaming data.
In the following, symb ls S and S denote the interior
and the closure of set S, resp ctively.
APPENDIX A
Lem 1 (Asy ptotic roperti s f rando series useful
for daptation). F r = 0, 1, . . ., let {zm} be a sequenc
of i.i.d. integrable random variables with:
mz , E
h
zm
i
, absz , E
h
|zm|
i
< . (67)
L t also 0 <   < 1, and consider the following partial sums:
si  
iX
m=0
(1   )m↵mzm, (68)
where 0 < ↵ < 1, with ↵m converging to some value ↵
and obeying the following upper bo nd for all m:
|↵m   ↵|   m, (69)
f r s con tant  > 0 and for some . Then, we
have the following asymptotic properties.
1) Steady-Stat Stability. The partial sums in (68) are
almost-sur ly a olutely c nverg nt, nam ly, we can
defin the (almost-surely) conv rgent series:
sabs( ) ,  
1X
m=0
(1  )m↵m|zm|, (70)
s( ) ,  
1X
m=0
(1   )m↵mzm. (71)
2) First moment. The xpectation of s( ) is:
E[s( )] = mz
1X
m=0
1  )m↵m = ↵mz+O( ), (72)
where O( ) is a quantity such that the ratio O( )/ 
remains bounded as   ! 0.
3) Weak law of mall step-size . The s ries s( ) con-
verges to ↵mz in probability as   ! 0, namely, for
all ✏ > 0 we have that:
lim
 !0
P [|s  )  ↵mz| > ✏] = 0. (73)
4) Second moment. If:
 2z , VAR[zm] <1, (74)
th n:
VAR[s( )] =  2z 
2
1X
m=0
(1  )2m↵2m
=
↵2 2z
2
  +O( 2). (75)
5) Asympto ic nor ality. If zm has finite varianc  2z ,
then the followi g convergence in distribution holds:
s  )  zp
 
 !0 G
⇣
0,↵2 2z/2
⌘
, (76)
and, hence, s( ) is a ymptotically n rmal as   ! 0.
6)
z  + =  1 z+ = +1 mz  ?( )   (77)
Large deviations. Assume that zm is non-
deterministic and has LMGF:
⇤z(t) = logE
⇥
zmt
⇤
< +1 8t 2 R. (78)
Denoting by ⇤s(t) e LMGF of s( ), we have that:
lim
 !0
 ⇤s(t/ ) =  (t) =
Z t
0
⇤z(↵⌧)
⌧
d⌧, (79)
where ↵ is defined in (69). Let
 ?( ) = sup
t2R
[ t   (t)] (80)
be the Fenchel-Legendre transform of  (t), which is
an ext nded real number. Then the following Large
Deviations Principle (LDP) holds for any measurable
s S ( he infimum over an mpty set is taken as + ):
lim inf
 !0
logP[ (  2 S]     inf
 2So
 ?( ), (81)
li sup
 !0
  logP[s( ) 2 S]  inf
 2S
 ?( ). (82)
The fun tion  ?( ) is ower semi-continuous and
convex. M re , letting:
D = { 2 R : ?( ) < + }, (83)
then Do = (z , z+), where z  and + re the
extremes of th support of zm, fu ction
 ?( ) is s oot a d strictly convex on Do. Fi ally,
Fig. 10. Typical shape of the rat function.
if,   = mz . A typic l shape of the rate function is
illustrat d in Fig. 10. Exploiting th aforem nti n d
regularity properties f  ?( ), from ( 9)–(80) we have
in particular at, fo any   2 Do:
lim
 !0
  logP[s( )    ] =   ?( ) 8 > z, (83)
lim
 !0
  logP[s( )  ] =   ?( ) 8 < mz. (84)
Proof:We pr ve s quenti lly the six parts of the lemma.
P r 1. In view of (67), the following series of (absolut )
ex e tati s is convergent:
 
1X
m=0
(1  )m↵mE
h
|z | = mabsz  
1X
m=0
1  )m↵m
 mabz  
1X
m=0
(1  )m
= mabsz < +1.
(85)
In view of [25, Lemma 3.60], convergence of the series of
absolu e fi st moments implies that th random series sabs( )
is almost- urely fini e, which in turn implies that so is s( ),
and part 1 is roved.
P rt 2. Since the series of (absolute) expectations is con-
vergen , so is the series of exp ctations:
1X
m=0
(1   )m↵mE[zm] = mz
1X
m=0
(1   )m↵m. (86)
On the other hand, by triangle inequality we have the
following upper bo nd:
si( )|   
iX
m=0
(1  )m↵m|zm|  sabs( ). (87)
Now we bserv that sabs( ) i a proper random v riable
in view of part 1. Furtherm re, it is an integr ble random
variable from Beppo Levi’s monotone convergence theo-
rem [26], thanks o the convergence of absolute expectations
in (86).
We conclude that th random sequence si( ) is upper
bounded by an integr ble ran om v riable. Therefore, th
do inate co v rgence theore [26] i plies that the ex-
pectation of the a.s. limit s( ) is equal to the convergent
s rie of exp ctations, and the first equality in (72) follows.
oreover, we can write:
 
1X
m=0
(1  )m↵m  
1X
m=0
(1  ) (↵m ↵)
+ ↵  
1X
m=0
(1  )m| {z }
=1
. (88)
In view (69), the absolut value of the first summation
on the RHS in (88) is dominate by:
  
1X
m=0
⇣
 (1 
⌘m
=
  
1   (1  ) = O( ). (89
We conclude from 6 , (88) and ( 9) that the second
equality in (72) holds.
Part 3. Let
⇣ ,  (1   )m↵m, (90)
a d consider th fo lowing centered variables:
s( ) = s( )  E[s( )], ezm = zm   E[ ]. (91)
In vi w of parts 1) and 2), the centered partial sums:
si( )  E[si  )] =
iX
m=0
⇣ ezm (92)
converge in di tribution to es( ) as i!1. By Le´vy’s con-
ti uity Theorem, th corresponding characteristic functions
must conv rge [27]. S ce th zm’s are i.i.d. w can write:
's˜(t) , E
h
ejes( )ti = 1Y
=0
'z˜(⇣mt), (93)
where j =
p 1. We want to show that es( ) converges i
probability to 0 as   ! 0. In view of L´vy’s continuity
Theorem t is is tan am unt to howing t at 's˜(t) converges
to 1 as   ! 0. Using (93) we can write:5
|'s˜(t)  1| 
1X
m=0
|'z˜(⇣mt)  1|. (95)
Cons der, without loss f generality, a positive t. Sinc the
random variables ezm have finite expectation, the first deriva-
tive of the characteristic function, '0z˜(t), is a continuous
f nction, and by the mean-valu theorem we can write (since
in particular E[ezm] = 0):
'z˜(⇣mt) = 1+ ⇣mt'
0
z˜(tm), for some tm 2 (0, ⇣ t). (96)
5Th following inequality is kno n for complex numbers m, ym, with
|xm|  1 and |ym|  1 [27]:     
iY
m=0
xm  
i
m=0
ym
      
iX
m=0
|xm   ym|, (94)
Fig. 10. Typical shape of the rate function.
wh re 0 < αm ≤ 1, with αm converging t some value α > 0 a obeying the following upper bound for all m:
|αm − α| ≤ κβm, (69)
for some constant κ > 0 and for ome 0 < β < 1. Then, we have the following asymptotic properties.
1. Steady-State Stability. The partial sums in (68) are al ost-surely absol t ly convergent, namely, we can define the
(almos -surely) convergent s ies:
sabs(δ) , δ
∞∑
m=0
(1− δ)mαm|zm|, (70)
s(δ) , δ
∞∑
m=0
(1− δ)mαmzm. (71)
2. Firs ome t. The expectati of s(δ) is:
E[s(δ)] = mzδ
∞∑
m=0
(1− δ) αm = αmz +O(δ), (72)
where O(δ) is a quantity such that the ratio O(δ)/δ remains bou ded as δ → 0.
3. Weak law of small step-sizes. The series s(δ) converges to αmz in probability as δ → 0, namely, for all  > 0 we
have that:
lim
δ→0
P [|s(δ)− αmz| > ] = 0. (73)
4. Second mo ent. If:
σ2z , VAR[zm] <∞, (74)
then:
VAR[s(δ)] = σ2zδ
2
∞∑
m=0
(1− δ)2mα2m
=
α2σ2z
2
δ +O(δ2). (75)
5. Asymptotic ormality. If zm has finite variance σ2z , then the following convergence in distribution holds:
s(δ)−mz√
δ
δ→0 G
(
0, α2σ2z/2
)
, (76)
and, hence, s(δ) is asymptotically normal as δ → 0.
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6. Large deviations. Assume that zm is non-deterministic and has LMGF finite everywhere:
Λz(t) = logE
[
ezmt
]
< +∞ ∀t ∈ R. (77)
Let Λαz(t) = Λz(αt) be the LMGF of the scaled variable αzm, where α is defined in (69). Denoting by Λδ(t) the LMGF
of s(δ), we have that:
lim
δ→0
δΛδ(t/δ) = φ(t) =
∫ t
0
Λαz(τ)
τ
dτ. (78)
Then the following Large Deviations Principle (LDP) holds for any measurable set S (the infimum over an empty set is
taken as +∞):
lim inf
δ→0
δ logP[s(δ) ∈ S] ≥ − inf
γ∈So
φ?(γ), (79)
lim sup
δ→0
δ logP[s(δ) ∈ S] ≤ − inf
γ∈S
φ?(γ), (80)
where
φ?(γ) = sup
t∈R
[γt− φ(t)] (81)
is the Fenchel-Legendre transform of φ(t) [27], [28]. The function φ?(γ) (which is allowed to be an extended real number)
is usually called rate function [27], [28] and has the following properties.
• Let z− and z+ be the boundaries of the support of zm, and let D = {γ ∈ R : φ?(γ) < +∞}. Then D is given by
the following open interval:
D = (αz−, αz+). (82)
• The function φ?(γ) is smooth and strictly convex on D, and diverges to +∞ at the boundaries of D. In particular,
if a boundary is finite, the rate function is equal to +∞ at that boundary.
• φ?(γ) ≥ 0, with equality if, and only if, γ = αmz .
A typical shape of the rate function is illustrated in Fig. 10. Exploiting the aforementioned regularity properties of φ?(γ),
from (79)–(80) we have in particular that:
lim
δ→0
δ logP[s(δ) ≥ γ] = −φ?(γ), ∀γ ≥ αmz, (83)
lim
δ→0
δ logP[s(δ) ≤ γ] = −φ?(γ), ∀γ ≤ αmz. (84)
Proof: We prove sequentially the six parts of the lemma.
Part 1. In view of (67), the following series of (absolute) expectations is convergent:
δ
∞∑
m=0
(1− δ)mαmE
[
|zm|
]
= mabsz δ
∞∑
m=0
(1− δ)mαm
≤ mabsz δ
∞∑
m=0
(1− δ)m
= mabsz < +∞.
(85)
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In view of [30, Lemma 3.6′], convergence of the series of absolute first moments implies that the random series sabs(δ)
is almost-surely finite, which in turn implies that so is s(δ), and part 1 is proved.
Part 2. Since the series of (absolute) expectations is convergent, so is the series of expectations:
∞∑
m=0
(1− δ)mαmE[zm] = mz
∞∑
m=0
(1− δ)mαm. (86)
On the other hand, by triangle inequality we have the following upper bound:
|si(δ)| ≤ δ
i∑
m=0
(1− δ)mαm|zm| ≤ sabs(δ). (87)
Now we observe that sabs(δ) is a proper random variable in view of part 1. Furthermore, it is an integrable random variable
from Beppo Levi’s monotone convergence theorem [31], thanks to the convergence of absolute expectations in (86).
We conclude that the random sequence si(δ) is upper bounded by an integrable random variable. Therefore, the dominated
convergence theorem [31] implies that the expectation of the a.s. limit s(δ) is equal to the convergent series of expectations,
and the first equality in (72) follows. Moreover, we can write:
δ
∞∑
m=0
(1− δ)mαm = δ
∞∑
m=0
(1− δ)m (αm − α)
+ α δ
∞∑
m=0
(1− δ)m︸ ︷︷ ︸
=1
. (88)
In view of (69), the absolute value of the first summation on the RHS in (88) is dominated by:
κ δ
∞∑
m=0
(
β(1− δ)
)m
=
κ δ
1− β(1− δ) = O(δ). (89)
We conclude from (86), (88) and (89) that the second equality in (72) holds.
Part 3. Let
ζm , δ(1− δ)mαm, (90)
and consider the following centered variables:
s˜(δ) = s(δ)− E[s(δ)], z˜m = zm − E[zm]. (91)
In view of parts 1 and 2, the centered partial sums:
si(δ)− E[si(δ)] =
i∑
m=0
ζmz˜m (92)
converge in distribution to s˜(δ) as i→∞. By Le´vy’s continuity Theorem, the corresponding characteristic functions must
converge [32]. Since the zm’s are i.i.d. we can write:
ϕs˜(t) , E
[
ejs˜(δ)t
]
=
∞∏
m=0
ϕz˜(ζmt), (93)
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where j =
√−1. We want to show that s˜(δ) converges in probability to 0 as δ → 0. In view of Le´vy’s continuity Theorem
this is tantamount to showing that ϕs˜(t) converges to 1 as δ → 0. Using (93) we can write:5
|ϕs˜(t)− 1| ≤
∞∑
m=0
|ϕz˜(ζmt)− 1|. (95)
Consider, without loss of generality, a positive t. Since the random variables z˜m have finite expectation, the first derivative
of the characteristic function, ϕ′z˜(t), is a continuous function, and by the mean-value theorem we can write (since in
particular E[z˜m] = 0):
ϕz˜(ζmt) = 1 + ζmt ϕ
′
z˜(tm), for some tm ∈ (0, ζmt). (96)
Accordingly we can write:
|ϕz˜(ζmt)− 1| ≤ ζm|t| max
τ∈[0,δt]
|ϕ′z˜(τ)|, (97)
where the latter inequality follows from the fact that ζm ≤ δ, see (90). Applying (97) to (95) we get:
|ϕs˜(t)− 1| ≤ |t| max
τ∈[0,δt]
|ϕ′z˜(τ)|
∞∑
m=0
ζm︸ ︷︷ ︸
≤1
. (98)
On the other hand, since ϕ′z˜(0) = E[z˜m] = 0, from the continuity of ϕ′z˜(t) it follows that:
lim
δ→0
max
τ∈[0,δt]
|ϕ′z˜(τ)| = 0, (99)
which proves that s˜(δ) converges to E[s(δ)] in probability as δ → 0. The claim in (73) then follows from (72).
Part 4. Since the variables zm have common finite variance σ2z and are independent, it is immediate to see that:
lim
i→∞
VAR[si(δ)] = σ
2
z δ
2
∞∑
m=0
(1− δ)2mα2m <∞. (100)
Consider now the squared and centered variables:(
si(δ)− E
[
si(δ)
])2
= δ2
(
i∑
m=0
(1− δ)mαm
(
zm −mz
))2
. (101)
In view of parts 1 and 2 the quantity on the LHS converges almost surely, as i→∞, to:(
s(δ)− E
[
s(δ)
])2
. (102)
Given the convergence of the variance of the partial sums in (100), by Fatou’s lemma we conclude that [31]:
VAR[s(δ)] ≤ lim
i→∞
VAR[si(δ)], (103)
i.e., the limiting variable s(δ) has finite variance. But since the limiting variable s(δ) can be written as:
s(δ) = si(δ) + δ
∞∑
m=i+1
(1− δ)mαmzm, (104)
5The following inequality is known for complex numbers xm, ym, with |xm| ≤ 1 and |ym| ≤ 1 [32]:∣∣∣∣∣
i∏
m=0
xm −
i∏
m=0
ym
∣∣∣∣∣ ≤
i∑
m=0
|xm − ym|, (94)
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with the two quantities on the RHS being statistically independent, the variance of s(δ) cannot be smaller than the variance
of si(δ) for all i, implying that:
VAR[s(δ)] ≥ lim
i→∞
VAR[si(δ)]. (105)
Combining (103) with (105) we see that the variance of the a.s. limiting variable s(δ) is equal to the convergent series of
variances, which is the first equality in (75).
In order to prove the second equality in (75) we write:
VAR
[
δ
∞∑
m=0
(1− δ)mαmzm
]
= σ2zδ
2
∞∑
m=0
(1− δ)2mα2m
= σ2zδ
2
∞∑
m=0
(1− δ)2m (α2m − α2)
+ α2σ2zδ
2
∞∑
m=0
(1− δ)2m. (106)
Reasoning as done to prove part 2, we can easily show that the first summation on the RHS in (106) is O(δ2). The second
summation is instead equal to:
α2σ2zδ
2
1− (1− δ)2 =
α2σ2zδ
2− δ , (107)
and the second equality in (75) follows.
Part 5. Let
σ2lim ,
α2σ2z
2
. (108)
The claim in (76) is equivalent to prove that the random variable s(δ)−mz√
δσlim
converges in distribution to a standard Gaussian.
On the other hand, we have that:
s(δ)−mz√
δσlim
=
s(δ)− E[s(δ)]√
δσlim
+
E[s(δ)]−mz√
δσlim
. (109)
Since the second term in (109) converges to zero in view of (72), from Slutsky’s theorem [24] it suffices to show that the
random variable s(δ)−E[s(δ)]√
δσlim
converges in distribution to a standard Gaussian. To this end, we start by introducing, with
slight abuse of notation w.r.t. (90) and (91), the quantities:
ζm ,
√
2δ(1− δ)mαm
α
, (110)
and:
s˜(δ) =
s(δ)− E[s(δ)]√
δσlim
, z˜m =
zm − E[zm]
σz
. (111)
We notice that z˜m has zero mean and unit variance.
We will now show that s˜(δ) converges in distribution to a standard Gaussian. In view of Le´vy’s continuity theorem, this
claim is equivalent to the convergence, as δ → 0, of the characteristic function of s˜(δ) to the characteristic function e− t22 .
From (71), (108), (110) and (111) we see that:
s˜(δ) =
∞∑
m=0
ζmz˜m. (112)
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Reasoning as done to compute (93), the characteristic function of s˜(δ) in (111) can be written as:
ϕs˜(t) =
∞∏
m=0
ϕz˜(ζmt). (113)
Using the triangle inequality for complex numbers we can write:∣∣∣ϕs˜(t)− e− t22 ∣∣∣ ≤ ∣∣∣∣ϕs˜(t)− e−∑∞m=0 ζ2mt22 ∣∣∣∣
+
∣∣∣∣e−∑∞m=0 ζ2mt22 − e− t22 ∣∣∣∣ .
(114)
Now, that the second term on the RHS of (114) converges to zero follows from part 4), since from (75) and the definition
of ζm in (110) we conclude that:
lim
δ→0
∞∑
m=0
ζ2m = 1. (115)
Let us now focus on the first term on the RHS of (114). Since the characteristic functions have magnitude not greater than
1, in view of (94) and (113) we can write: ∣∣∣∣ϕs˜(t)− e−∑∞m=0 ζ2mt22 ∣∣∣∣
≤
∞∑
m=0
∣∣∣∣ϕz˜(ζmt)− e− ζ2mt22 ∣∣∣∣
≤
∞∑
m=0
∣∣∣∣ϕz˜(ζmt)− 1 + ζ2mt22
∣∣∣∣
+
∞∑
m=0
∣∣∣∣e− ζ2mt22 − 1 + ζ2mt22
∣∣∣∣ , (116)
where in the latter step we applied the triangle inequality. Now, the last term in (116) converges to zero since for any
positive s we have |e−s − 1 + s| ≤ s2/2, and since it is immediate to show that (see the proof in [26]):
lim
δ→0
∞∑
m=0
ζ4m = 0. (117)
On the other hand, using [31, Lemma 3.3.7] we can write, for an arbitrarily small  > 0:∣∣∣∣ejz˜mζmt − 1− jz˜mζmt+ 12 z˜2mζ2mt2
∣∣∣∣
≤ I
{
|z˜m|ζm ≤ 
} |z˜mζmt|3
6
+ I
{
|z˜m|ζm > 
}
(z˜mζmt)
2
≤ z˜2mζ2m
|t|3
6
+ z˜2mI
{
|z˜m|ζm > 
}
ζ2mt
2
≤ z˜2mζ2m
|t|3
6
+ z˜2mI
{
|z˜m| > α/
√
2δ
}
ζ2mt
2,
(118)
where I{E} is the indicator of event E, and the last inequality follows because ζm ≤
√
2δ/α — see (110). Let now:
g(δ) = E
[
z˜2mI
{
z˜2m > α/
√
2δ
}]
. (119)
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Owing to identical distribution of z˜m across index m, the function g(δ) does not depend on m. Since z˜m has finite variance,
we have that g(δ) → 0 as δ → 0. In view of (118), recalling that the magnitude of the expectation is upper bounded by
the expectation of the magnitude, and that z˜m has zero mean and unit variance, we have that:∣∣∣∣ϕz˜(ζmt)− 1 + ζ2mt22
∣∣∣∣ ≤ ∞∑
m=0
ζ2m
(

|t|3
6
+ t2g(δ)
)
, (120)
and, hence,
lim sup
δ→0
∣∣∣∣ϕz˜(ζmt)− 1 + ζ2mt22
∣∣∣∣ ≤  |t|36 , (121)
finally implying, due to the arbitrariness of , that ϕs˜(t) converges to e−t
2/2 as δ → 0. We have therefore shown that s˜(δ)
in (111) converges to a standard Gaussian as δ → 0, and this completes the proof of part 5.
Part 6. The convergence in (78) can be proved as done in [26, Appendix C]. Then the convergence in (78) implies the
LDP in (79)–(80) in view of the Ga¨rtner-Ellis Theorem [27], [28].
Next we focus on the regularity properties of the Fenchel-Legendre transform φ?(γ). Following the development used
in [26, Appendix C], we can prove that Do is an interval, that φ?(γ) is smooth and strictly convex for γ ∈ Do, and that
φ?(γ) ≥ 0 with equality if, and only if, γ = αmz .
Thus, it remains to characterize the boundaries of Do and the behavior of the rate function at these boundaries. To this
end, it is sufficient to prove the claim with α = 1 and for the right boundary, since the proof for other values of α and for
the left boundary is simply obtained using the scaling and reflection properties of the LMGF [27], [28].
Now, since it has been shown in [26, Appendix C] that the right boundary of Do is equal to limt→∞ Λz(t)/t, we must
now prove that this limit equals z+ (recall that we are working with α = 1). We start by noticing that, letting z− < z < z+,
the LMGF Λz(t) can be written as:
Λz(t) = log
(
E
[
I{zm ≤ z}ezmt
]
+ E
[
I{zm > z}ezmt
] )
. (122)
From (122) we get, for all t > 0:
Λz(t)
t
≥
log
(
ezt E [I{zm > z}]
)
t
= z +
log q
t
, (123)
where we set q = P[zm > z]. We remark that 0 < q < 1 since z is internal to the support of zm. From (123) we get:
lim inf
t→∞
Λz(t)
t
≥ z. (124)
If z+ = +∞ the result is proved due to arbitrariness of z. If z+ < +∞, we can choose z = z+− , and conclude that the
limit inferior in (124) is equal to z+. The fact that the corresponding limit superior is equal to z+ follows by observing
that, in view of (122), for all t > 0 the quantity Λz(t)/t is upper bounded by z+.
Finally, we characterize the behavior of the rate function at the boundaries of Do. We focus again on the right boundary
z+. When z+ = +∞, it suffices to notice that the rate function φ?(γ) is strictly convex in Do and is strictly increasing
for γ > mz (see Fig. 10) to conclude that the rate function diverges to +∞ as γ → z+.
We move on to examine the case z+ < +∞. Exploiting (122) we can write, for all t > 0:
Λz(t) ≤ log
(
(1− q)ezt + qez+t)
= z+t+ log
(
(1− q)e−(z+−z)t + q
)
. (125)
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Since z+ > z, for any  > 0 there exists t > 0 such that:
(1− q)e−(z+−z)t ≤ q, for all t ≥ t, (126)
implying, in view of (125):
Λz(t) ≤ z+t+ log((1 + )q), for all t ≥ t. (127)
Using (127) in (78) we can thus write:
φ(t) =
∫ t
0
Λz(τ)
τ
dτ =
∫ t
0
Λz(τ)
τ
dτ +
∫ t
t
Λz(τ)
τ
dτ
≤ φ(t) + z+(t− t) +
∫ t
t
log ((1 + )q)
τ
dτ
= φ(t) + z+(t− t) + log ((1 + )q) log t
t
. (128)
Plugging the latter inequality in (81) we get:
φ?(z+) ≥ sup
t≥t
[z+t− φ(t)] ≥ −φ(t) + z+t
+ log
1
(1 + )q
sup
t≥t
log
t
t
= +∞, (129)
where we have chosen  so small to ensure that (1 + )q < 1. Finally, in view of (81) we can write, for a generic t ∈ R:
lim
γ→z+
φ?(γ) ≥ lim
γ→z+
[γt− φ(t)] = [z+t− φ(t)], (130)
and from (129) we conclude that φ?(γ)→ +∞ as γ → z+.
The following property, which is relevant for condition (69) to hold in the context of our ASL strategy, will be repeatedly
used in the forthcoming proofs.
Property 1 (Convergence of matrix powers). Let β2 be the second largest magnitude eigenvalue of A. From Perron-
Frobenius theorem we know that, for any positive β such that |β2| < β < 1, there exists a positive constant κ (depending
only on A and β), such that, for all `, k = 1, 2, . . . , N , and for all m = 1, 2, . . ., we have [25]:∣∣∣[Am]`k − pi`∣∣∣ ≤ κβm. (131)

APPENDIX B
Proof of Theorem 1: We are interested in characterizing, for each agent k, the joint behavior of the random variables
λk,i(θ) for all values of θ 6= θ0. To this end, it is useful to consider the (H − 1)× 1 vector λ(δ)k,i defined in (9). We also
introduce, for a fixed time epoch i, the N × (H − 1) data matrix Xi, whose entries, for ` = 1, 2, . . . , N and θ 6= θ0, are:
[Xi]`θ = x`,i(θ). (132)
In light of (21) we can write:
λ
(δ)
k,i = f
(δ)
k,i (X1,X2, . . . ,Xi), (133)
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to highlight that the random vector λ(δ)k,i is a certain function f
(δ)
k,i of the data matrices X1,X2, . . . ,Xi. Since the data are
i.i.d. over time, reversing the order of the data matrices in (133) does not change the distribution of the resulting random
vector, i.e.:
λ˜
(δ)
k,i = f
(δ)
k,i (Xi,Xi−1, . . . ,X1)
d
= λ
(δ)
k,i , (134)
where d= denotes equality in distribution. Considering this reversed order of the data matrices in (21) and exchanging the
order of summation we obtain:
λ˜
(δ)
k,i(θ) =
N∑
`=1
δ
i−1∑
m=0
(1− δ)m[Am+1]`k x`,m+1(θ). (135)
From part 1) of Lemma 1 in the Appendix, each of the N inner partial sums (scaled by δ) converges almost surely.
In fact, the random variables x`,m+1(θ) have finite first moment in view of Assumption 1, and the weights [Am+1]`k
fulfill condition (69) in view of Property 1. It makes thus sense to define a proper random variable as the (almost-surely
convergent) value of the random series in (135), which corresponds to (26). This in turn implies the following almost-sure
convergence, as i→∞, of the vector with reversed ordering, λ˜(δ)k,i , to the limiting random vector λ˜(δ)k . In view of (134),
this almost-sure convergence implies the convergence in distribution of the original (i.e., with correct ordering of the data
matrices Xi) vector λk,i, finally yielding the claim of the theorem.
APPENDIX C
Proof of Theorem 2: We start by proving (32). Examining (26) we see that each one of the N inner series matches
the conditions in Lemma 1, part 3, implying that the `-th inner series converges in probability, as δ → 0, to the expected
value pi`E[x`,m+1(θ)] = pi`d`(θ). As a result, λ˜(δ)k (θ) converges in probability to mave(θ), which implies, for any  > 0:
lim
δ→0
P
[
λ˜
(δ)
k (θ) < mave(θ)− 
]
= 0. (136)
Since under Assumption 3 the quantity mave(θ) is strictly positive, we conclude that:
lim
δ→0
P
[
λ˜
(δ)
k (θ) ≤ 0
]
= 0, (137)
which, by application of the union bound, in light of (12) gives:
p
(δ)
k = P
[
∃θ 6= θ0 : λ˜(δ)k (θ) ≤ 0
]
≤
∑
θ 6=θ0
P
[
λ˜
(δ)
k (θ) ≤ 0
]
δ→0−→ 0, (138)
and the claim of the theorem is proved.
APPENDIX D
Proof of Theorem 3: In the following we will refer to the elements θ1, θ2, . . . , θH−1 in the set Θ \ θ0 — see (10).
Consider a zero-mean Gaussian random vector:
g = [g(θ1), g(θ2), . . . , g(θH−1)]>, (139)
with covariance matrix equal to Cave/2. We recall that the (θ, θ′)-th entry of Cave is the covariance cave(θ, θ′) defined in
(35). What we want to show is that the random vector:
λ˜
(δ)
k −mave√
δ
(140)
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converges in distribution to g.
When dealing with convergence in distribution of random vectors, the standard path is to reduce the vector problem to a
scalar problem through the following argument. In view of Le´vy’s continuity theorem for random vectors, convergence in
distribution takes place if, and only if, convergence of the pertinent (multivariate) characteristic functions takes place [24].
This implies that6 our claim will be proved if we show that, for any sequence of real numbers t(θ1), t(θ2), . . . , t(θH−1):∑
θ 6=θ0
t(θ)
λ˜
(δ)
k (θ)−mave(θ)√
δ
δ→0 
∑
θ 6=θ0
t(θ)g(θ). (141)
Obviously, the linear combination on the RHS in (141) is a Gaussian random variable with zero mean and with variance:
VAR
∑
θ 6=θ0
t(θ)g(θ)
 = ∑
θ 6=θ0
∑
θ′ 6=θ0
t(θ)t(θ′)
cave(θ, θ
′)
2
. (142)
Let us now examine the LHS in (141). Using (135) we get:∑
θ 6=θ0
t(θ)λ˜
(δ)
k (θ)
=
N∑
`=1
δ
∞∑
m=0
(1− δ)m[Am+1]`k
∑
θ 6=θ0
t(θ)x`,m+1(θ),
(143)
whereas using (15) we have: ∑
θ 6=θ0
t(θ)mave(θ) =
N∑
`=1
pi`
∑
θ 6=θ0
t(θ)d`(θ). (144)
Let us now set:
z(`)m ,
∑
θ 6=θ0
t(θ)x`,m+1(θ), (145)
α(`)m , [Am+1]`k, (146)
s(`)(δ) , δ
∞∑
m=0
(1− δ)mα(`)m z(`)m . (147)
We observe that:
E
[
z(`)m
]
=
∑
θ 6=θ0
t(θ)d`(θ), (148)
VAR
[
z(`)m
]
=
∑
θ 6=θ0
∑
θ′ 6=θ0
t(θ)t(θ′)ρ`(θ, θ′). (149)
Exploiting Eqs. (145)–(148), the LHS in (141) can be cast in the form:
N∑
`=1
s(`)(δ)− E
[
z
(`)
m
]
√
δ
. (150)
We see from Eqs. (145)–(147) that the random variables s(`)(δ) match the structure of the random series used in Lemma 1.
We now verify that s(`)(δ) fulfills the conditions of part 5 in Lemma 1, for every ` = 1, 2, . . . , N . First we note that
z
(`)
m has finite variance since it is a linear combination of random variables that have finite variance. Second we see that
6This corollary of Le´vy’s continuity theorem is also known as Crame´r-Wold device or theorem [24].
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condition (69) is verified in view of Property 1. We conclude then from part 5 of Lemma 1 that the following convergence
in distribution holds:
s(`)(δ)− E
[
z
(`)
m
]
√
δ
δ→0 G
(
0,
pi2`
2
VAR
[
z(`)m
])
. (151)
Since the data are independent across agents, we have that the random variables s(`)(δ) are independent across index `.
For this reason, and in view of (151), we conclude that the LHS in (141) is asymptotically normal, with zero mean and
with variance given by:
pi2`
2
N∑
`=1
VAR
[
z(`)m
]
=
∑
θ 6=θ0
∑
θ′ 6=θ0
t(θ)t(θ′)
N∑
`=1
pi2`
2
ρ`(θ, θ
′)
=
∑
θ 6=θ0
∑
θ′ 6=θ0
t(θ)t(θ′)
cave(θ, θ
′)
2
, (152)
where we have used (149). Since the RHS in (152) coincides with the variance in (142), the proof is complete.
APPENDIX E
Proof of Theorem 4: In light of (12), the error probability of not choosing θ0 can be bounded as follows (with the
lower bound holding for every θ 6= θ0):
P
[
λ˜
(δ)
k,i(θ) ≤ 0
]
≤ p(δ)k,i ≤
∑
θ 6=θ0
P
[
λ˜
(δ)
k,i(θ) ≤ 0
]
, (153)
where the upper bound is the union bound. At the steady state, Eq. (153) implies:
P
[
λ˜
(δ)
k (θ) ≤ 0
]
≤ p(δ)k ≤
∑
θ 6=θ0
P
[
λ˜
(δ)
k (θ) ≤ 0
]
. (154)
One key point to prove the claim of the theorem is the exponential characterization of the probability P
[
λ˜
(δ)
k (θ) ≤ 0
]
.
Preliminarily, let us set:
z(`)m , x`,m+1(θ), (155)
α(`)m , [Am+1]`k, (156)
s(`)(δ) , δ
∞∑
m=0
(1− δ)mα(`)m z(`)m , (157)
which yields:
λ˜
(δ)
k (θ) =
N∑
`=1
s(`)(δ). (158)
Now, part 6 of Lemma 1 would provide the required exponential characterization for the individual variable s(`)(δ). We
need instead the characterization for λ˜(δ)k (θ), which is the sum of the (independent) variables s
(`)(δ). Let us elaborate on
this aspect. The starting point to prove part 6 in Lemma 1 is the convergence in (78). Exploiting additivity of the LMGF
for independent variables, we conclude that the LMGF of λ˜(δ)k converges to the sum:
N∑
`=1
∫ t
0
Λ`(pi`τ ; θ)
τ
dτ =
∫ t
0
Λave(τ ; θ)
τ
dτ , φ(t; θ), (159)
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where: i) we used the fact that the LMGF of z(`)m is Λ`(t; θ); ii) the intermediate equality comes from (47) (having
exchanged the integral with the sum); and iii) the last equality comes from (49). Moreover, the properties of the rate
function in part 6 of Lemma 1 depend only on the fact that Λαz(t) is a logarithmic moment generating function that
is finite for all t ∈ R. Since Λave(τ ; θ) is the LMGF of the average variable xave,i(θ) (and is finite for all t ∈ R by
assumption), all the remaining results in part 6 of Lemma 1 hold true, provided that the properties pertaining to αzm are
now referred to xave,i(θ).
We conclude that it is legitimate to use the exponential characterization provided in Lemma 1. In particular, since we
have γ = 0 < mave(θ), the pertinent relation is given by (84) with the choice γ = 0, yielding:
lim
δ→0
δ logP
[
λ˜
(δ)
k (θ) ≤ 0
]
= −Φ(θ), (160)
where the exponent Φ(θ) is accordingly computed as the value of the rate function at γ = 0, namely,
Φ(θ) = sup
t∈R
[−φ(t; θ)] = − inf
t∈R
φ(t; θ). (161)
Using the lower bound in (154), we can readily conclude from (160) and from the definitions appearing in (51) and (161)
that:
lim inf
δ→0
δ log p
(δ)
k ≥ max
θ 6=θ0
(
− Φ(θ)
)
= −min
θ 6=θ0
Φ(θ) = −Φ. (162)
Let us now focus on the upper bound in (154). By definition, for all θ 6= θ0 we have that Φ ≤ Φ(θ). Accordingly, the
convergence in (84) implies that, given an arbitrary  > 0, for sufficiently small δ we can write:
P
[
λ˜
(δ)
k (θ) ≤ 0
]
≤ e−(1/δ)(Φ−). (163)
Exploiting (163), the upper bound in (154) yields:
δ log p
(δ)
k ≤ δ log(H − 1)− Φ + , (164)
which, due to the arbitrariness of  yields:
lim sup
δ→0
δ log p
(δ)
k ≤ −Φ. (165)
Bridging (162) and (165) implies the desired claim.
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