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Abstract
The index of codivisibility of a set of integers is the size of its largest
subset with a common prime divisor. For large random samples of inte-
gers, the index of codivisibility is approximately normal.
1 Coprimality of an r-tuple of integers
For r-tuples of integers, there are two “natural” notions of coprimality: the
integers a1, . . . , ar are mutually coprime if gcd(a1, . . . , ar) = 1, and they are
pairwise coprime if gcd(ai, aj) = 1 for each i 6= j, i, j = 1, . . . , r; which we
abbreviate, respectively, as (a1, . . . , ar) ∈ C and (a1, . . . , ar) ∈ PC.
In this note, we are interested in the random behavior of these (and some
other intermediate) notions of coprimality. For any given integer n ≥ 2, let
us denote by X
(n)
1 , X
(n)
2 , . . . a sequence of independent random variables which
are uniformly distributed in {1, 2, . . . , n} and are defined in a certain given
probability space endowed with a probability P.
Fix r ≥ 2. Concerning mutual coprimality, we have
(1.1) lim
n→∞
P
((
X
(n)
1 , . . . , X
(n)
r
) ∈ C) = 1
ζ(r)
,
that is, the probability of an r-tuple of integers being mutually coprime is
asymptotically 1/ζ(r). The case r = 2 is a classical result of Dirichlet, (see,
for instance, Theorem 332 in [7]), while the extension to r > 2 can be traced
back all the way back to E. Cesa`ro ([3], page 293); see also, for instance, [4], [8]
and [10].
For pairwise coprimality, we have
(1.2) lim
n→∞
P
((
X
(n)
1 , . . . , X
(n)
r
) ∈ PC) =
∏
p
((
1− 1
p
)r
+
r
p
(
1− 1
p
)r−1)
:= Tr.
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(In this paper,
∏
p or maxp means product or maximum running over all
primes p). This result was advanced by M. Schroeder, [11], and proved by
L. Toth, [12], and also by J. Cai and E. Bach, [2].
For r = 2, mutual and pairwise coprimality coincide, and T2 = 1/ζ(2). For
r →∞, the probability of mutual coprimality tends to 1, while that of pairwise
coprimality tends to 0; a mere reflection of the fact that pairwise coprimality is
a more demanding notion that mutual coprimality.
Observe that pairwise coprimality of an r-tuple (a1, . . . , ar) of integers means
that, for any prime p, p divides at most one the coordinates aj , while mutual
coprimality means that any prime p divides at most r− 1 of them. It is enlight-
ening to rewrite the limits (1.1) and (1.2) as
lim
n→∞
P
((
X
(n)
1 , . . . , X
(n)
r
) ∈ C) =
∏
p
(
1− 1
pr
)
=
∏
p
P(bin(r, 1/p) ≤ r − 1),
(1.3)
lim
n→∞
P
((
X
(n)
1 , . . . , X
(n)
r
) ∈ PC) =
∏
p
P(bin(r, 1/p) ≤ 1),
(1.4)
where bin(r, 1/p) denotes a binomial variable with number of repetitions r and
probability of success, sic, 1/p.
It is natural to consider the following notion of coprimality intermediate
between mutual and pairwise coprimality: for fixed 2 ≤ k ≤ r, we will say that
the integers (a1, . . . , ar) are k-wise relatively prime (or simply k-coprime, or kC)
if any k of them are relatively prime. Or alternatively, if each prime p divides
at most k − 1 of them. The case k = 2 is pairwise coprimality, while k = r
corresponds to mutual coprimality.
Recently, J. Hu (see Corollary 2 in [9]) has proved that
(1.5) lim
n→∞
P
((
X
(n)
1 , . . . , X
(n)
r
) ∈ kC) =
∏
p
P(bin(r, 1/p) ≤ k − 1) ;
thus effectively interpolating between (1.3) and (1.4). See [6] for an alternative
proof and some further developments.
Notice how (1.3), (1.4), and more generally (1.5) are manifestations of the
asymptotic total independence of divisibility by primes.
1.1 Index of codivisibility
For each prime p, we denote the indicator of divisibility by p by ip, that is,
for any positive integer a, we write ip(a) = 1, if p | a, and ip(a) = 0, if p ∤ a.
For a r-tuple of integers (a1, . . . , ar), we write ip(a1, . . . , ar) =
∑r
j=1 ip(aj),
which registers how many of those aj are divisible by p. Finally, the index of
codivisibility, Ir(a1, . . . , ar), of the r-tuple (a1, . . . , ar) is given by
Ir(a1, . . . , ar) = max
p
[
ip(a1, . . . , ar)
]
.
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Notice that 0 ≤ Ir ≤ r, and that Ir(a1, . . . , ar) ≤ k means that (a1, . . . , ar)
is (k + 1)C. Actually, Ir(a1, . . . , ar) = r says that (a1, . . . , ar) is not mutually
coprime, while Ir(a1, . . . , ar) = 1 simply signifies that (a1, . . . , ar) is pairwise
coprime. Observe that Ir(a1, . . . , ar) = 0 means that no prime divides any of
the a, so that (a1, . . . , ar) = (1, 1, . . . , 1).
We introduce now the random variable W
(n)
r given by
W (n)r = Ir(X
(n)
1 , . . . , X
(n)
r ) ,
which registers the index of codivisibility of a random sample of r integers not
exceeding n.
Observe that
P(W (n)r = 0) =
( 1
n
)r
, P(W (n)r = r) = 1−
( 1
n
)r n∑
d=1
µ(d)
⌊n
d
⌋r
,
and that, for each 0 ≤ k ≤ r, we may rewrite (1.5) as
lim
n→∞
P(W (n)r ≤ k) =
∏
p
P(bin(r, 1/p) ≤ k) .
For any integer r ≥ 2 fixed, consider the distribution function
(1.6) Fr(t) =
∏
p
P(bin(r, 1/p) ≤ t).
Observe that Fr(t) = 0 if t < 1, and Fr(t) = 1 if t ≥ r.
We denote by Wr a random variable with distribution function Fr. The
variable Wr takes values on {0, 1, 2, . . . , r}, and P(Wr = 0) = 0, P(Wr = 1) =
1/Tr and P(Wr = r) = 1 − 1/ζ(r). Observe that Wr (informally) registers the
index of codivisibility of a random r-tuple of integers (with no bound n on the
integers).
2 Asymptotic normality of the random index of
codivisibility
As r →∞, the distribution of the random index of codivisibility Wr is asymp-
totically normal. More precisely we shall prove that
Theorem 1. There are absolute constants A,B > 0 so that for every t ∈ R
(2.1) 0 ≤ P(bin(r, 1/2) ≤ t)−P(Wr ≤ t
) ≤ Ae−Br .
Thus, informally, the index of codivisibility of a sequence of length r (r large)
of random numbers follows (approximately) a binomial distribution with r rep-
etitions and probability of success 1/2. The Central Limit Theorem gives as an
immediate consequence that:
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Corollary 2.
Wr − r/2√
r/2
d−→ N (0, 1) , as r →∞ .
Observe that, since
P
(
Wr ≤ t
)
= P
(
bin(r, 1/2) ≤ t)
∏
p≥3
P
(
bin(r, 1/p) ≤ t) ,
we have, for every t ∈ R,
P
(
bin(r, 1/2) ≤ t)−P(Wr ≤ t
)
= P
(
bin(r, 1/2) ≤ t)
(
1−
∏
p≥3
P
(
bin(r, 1/p) ≤ t)
)
.
From this identity, the left hand side inequality of (2.1) follows; and it also
follows that
(2.2) P
(
bin(r, 1/2) ≤ t)−P(Wr ≤ t
) ≤ 1−
∏
p≥3
P
(
bin(r, 1/p) ≤ t) .
We collect in the following two lemmas some bounds on tails of binomial
distributions that we need.
Lemma 3. For any integer N ≥ 2 and any probability q ≤ 1/3,
P
(
bin(N, q) ≤ 38N
) ≥ 1− e−N/300 .
Proof. We bound
P
(
bin(N, q) ≥ 38N
)
= P
(
bin(N, q) −Nq ≥ (38 − q)N
)
≤ P(bin(N, q) −Nq ≥ N24
) ≤ e−2 N242 .(2.3)
The last inequality follows from the the standard Hoeffding’s inequality (see,
for instance, Theorem 2.1 in [5] or Theorem A.1.4 in [1]).
Lemma 4. For any integer N ≥ 2 and any probability q ≤ 1/64,
P
(
bin(N, q) ≤ 38N
) ≥ 1− q3N/16 .
Proof. We shall resort to Bennett’s inequality (see, for instance, Exercise 2.5
in [5] or Theorem A.1.12 in [1]) which for any integer N , probability q, and
s > 0, gives the bound
(2.4) P
(
bin(N, q) ≥ Nq(1 + s)) ≤ exp (−Nq [(1 + s) ln(1 + s)− s]) .
In our case Nq(1 + s) = 38N . Since q < 3/8, we have, as required, that s > 0.
We bound the exponent in (2.4) by
Nq [(1 + s) ln(1 + s)− s] = 38N ln
(
3
8q
)−Nqs ≥ 38N ln
(
3
8q
)− 38N ≥ 38N ln
(
1
8q
)
,
to conclude that
P
(
bin(N, q) ≥ 38N
) ≤ (8q)3N/8 ≤ q3N/16 .
We have used in the last inequality that q ≤ 1/64.
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We are now ready for:
Proof of Theorem 1. To prove the inequality of the theorem we may assume
that r is large, say r ≥ 16. For t ∈ R, write
Π(t) = P
(
bin(r, 12 ) ≤ t
)−P(Wr ≤ t
)
.
To bound Π(t), we split into two cases. For t ≤ 3r/8, we simply bound
(2.5)
Π(t) ≤ P(bin(r, 12 ) ≤ t
) ≤ P(bin(r, 12 ) ≤ 38r
)
= P
(
bin(r, 12 )− r2 ≤ − r8
)
= P
(
bin(r, 12 )− r2 ≥ r8
) ≤ e−r/32 .
In the last inequality above we have used again Hoeffding’s inequality.
For t > 3r/8, we first appeal to (2.2) to bound
Π(t) ≤ 1−
∏
p≥3
P
(
bin(r, 1/p) ≤ t) ≤ 1−
∏
p≥3
P
(
bin(r, 1/p) ≤ 38r
)
.
Split now the product over primes into the product over p ≥ 64 and over 64 >
p ≥ 3. For the first product we have, using Lemma 4,
(2.6)∏
p≥64
P
(
bin(r, 1/p) ≤ 38r
) ≥
∏
p≥64
(
1− 1
p3r/16
)
≥ 1
ζ(3r/16)
≥ 1− 21−3r/16 ,
where we have used that ζ(s) ≤ 1 + 21−s for s ≥ 3 (and that 3r/16 ≥ 3). On
the other hand, using Lemma 3, we may write
(2.7)
∏
64>p≥3
P
(
bin(r, 1/p) ≤ 38r
) ≥ (1− e−r/300)17 ≥ 1− 17e−r/300 .
The proof is finished by taking into account the estimates (2.5), (2.6) and (2.7).
Remark 5. The argument of the proof of Theorem 1 would give that if q1 =
1/2 > q2 > q3 > · · · > 0 is a sequence of probabilities so that
∑
j=1 q
α
j < +∞,
for some α > 0, and that if {U (N)j }j≥1 is a sequence of independent binomial
distributions, with parameters N and qj , then the variable VN = maxj≥1(U
(N)
j )
is asymptotically normal, and in fact, for each t ∈ R,
lim
N→∞
P
(VN −N/2√
N/2
≤ t
)
= Φ(t) .
Remark 6. Let X1, X2, . . . be a sequence of independent variables all following
the zeta-distribution Qs for some s > 1: that is, for each integer n ≥ 1,
Qs(X = n) =
1
nsζ(s)
.
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Define, for r ≥ 2, Ur = Ir(X1, . . . , Xr). Then,
Ur − r/2s√
(1− 1/2s) r/2s
d−→ N (0, 1) , as r →∞ .
This follows form the previous remark or by a slight modification of the proof
of Theorem 1; just observe that divisibility by different primes are independent
variables under Qs.
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