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A result by Dvoretky, Wald, and Wolfowitz, (Ann. Math. Statist. 22 (1951), 
I-21) on the essential completeness of the class of nonrandomized deicision rules is 
generalized to a statistical decision model with noncompact decision space. The 
generalized result is obtained as a direct consequence of an existence result for an 
allocation problem arising in economics. C 1985 Academic Press, Inc. 
1. A VARIATIONAL EXISTENCE RESULT 
Let (X, .S, p) be a finite measure space with nonatomic measure ,U and let 
A be a metrizable Lusin space (e.g., a Polish space) of decisions, equipped 
with the Bore1 a-algebra .$@A) [S, III 1. Let M:(A) be the set of all 
probability measures on A; we shall equip it with the usual narrow (alias 
weak) topology and the associated Bore1 u-algebra 9(&f:(A)) [S, III]. A 
randomized decision rule is a function from X into M:(A), measurable with 
respect to .K and 9(M:(A)). A nonrandomized decision rule is a function 
from X into A which is measurable with respect to ,K and 9(A). Note that 
to each nonrandomized decision rule u there corresponds canonically the 
randomized decision rule a,,, defined by taking eU(x) to be the Dirac measure 
at u(x), x E X. A normal integrand on X x A is a .S x 9(A)-measurable 
function g: XX A + (--00, +a31 such that g(x, .) is lower semicontinuous on 
A for every x E X. The normal integrand h on XX A is said to be inf- 
compact if for every x E X, j3 E R, 
{a E A : /2(x, a) < p} is compact. (1.1) 
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Let go, g, ,..., g, and h be normal integrands on X x A such that g, ,..., g, 
and h are nonnegative and h is an inf-compact normal integrand. Suppose 
that for every c > 0 there exists& E 9i(X, s, ,u) such that 
max(0, -go@, 0)) <f,(x) + Wx, a>, XEX,QEA. (1.2) 
In [3] the following existence result was proven for an allocation problem 
in economics, It extends earlier work by Aumann and Perles [2], Berliocchi 
and Lasry [7], and Arstein [ 11, and its proof in [ 11; [7] is based on 
Lyapunov’s theorem and certain extreme point considerations for the nonran- 
domized decision rules. 
THEOREM 1.1. Let aI ,..., a,+, E F? be such that the set Go of all 
randomized decision rules 6 for which 
I gi(X, S(X)) P(dX) < ai 3 i = l,..., m, (1.3) x 
and 
I 0, a(x)) ,Wx) < a, + , X (1.4) 
is nonempty. Then there exists a nonrandomized decision rule u such that 
E,EG?~ and 
I go@, u(x)> &ix) = inf X sear I, gob 4x))4dx). 
Here we abbreviate as follows 
J gi(X, a(X)) P(dX) E x j [j 
gi(X, a) a(x)(dQ) Pcl(dX,L 
X A 1 
etc. 
Remark 1.2. In [3, Sect. 21 Theorem 1.1 was proven under the 
additional assumption of completeness of (X, Z, ,u). As already noted in [ 3, 
Remark 21 and demonstrated in [4, Proof of Theorem 11, this assumption 
can be omitted. 
2. ELIMINATION OF RANDOMIZATION 
To apply Theorem 1.1 in statistical decision theory we shall need 
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LEMMA 2.1. For every randomized decision rule 6 there exists an inf- 
compact function h’: A + [0, +oo] such that 
h’(a) G(x)(du) ,u(dx) < +co. 1 
Proof. Consider the finite marginal measure v on (A, S(A)), defined by 
Since A is metrizable Lusin (more generally Suslin), the measure v is tight 
[8, 111.691. Hence there exists a nondecreasing sequence {K,: n E N } of 
compact subsets of A with 
v(A\K,) < 3 -n, nE N. (2.3) 
Define h’: A-r [0, +co] as follows. For a E A we set h’(a)= 2” if 
a E Kn\Knel, n E N (here K, denotes the empty set) and h’(a) = +03 if 
a E A\(J, K,. It is easy to see that for every p E R the set of all a E A with 
h’(a) <j.? is compact and that (2.2), (2.3) imply (2.1). Q.E.D. 
Remark 2.2. The converse of Lemma 2.1 is also true; if there exists an 
inf-compact h’: A + [0, +co] such that for the measure v on (A,9(A)) 
(, h’ dv < +co, then v is tight, cf. [5,6]. 
Let f, ,..., f, E 4”;(X, X, P) be densities of m probability measures on the 
observation space (X,.X). Let L: {l,..., m} x XX A --* (-co, +oo] be a given 
loss function. For every decision rule 6 we set 
Ri(d) =/xL(i, x7 &x))fi(x)P(dx), i = l,..., m. 
THEOREM 2.3. Suppose that L(i, ., .) is a nonnegative normal integrand 
on X x A, i = I,..., m. Then to every randomized decision rule 6 there 
corresponds a nonrandomized decision rule u such that 
5 L(i, 4 u(x>>~(x)~(dx) - Ri(U) < Ri(a), i = l,..., m. X 
Proox Let 6, be an arbitrary randomized rule and let h’ correspond to 6, 
as asserted in Lemma 2.1. Define nonnegative normal integrands 
g,, g, ,..., g, and h on X X A by setting g, = 0, gi(X, a) = L(i, x, a)J;:(x), 
i = l,..., m, and h(x,a)= h’(a), xEX, a E A. Then (l.l), (1.2) hold. Define 
di = j, gi(x, G,(x))p(dx), i = l,..., m, and a,, 1 = I, h(x, &(x))p(dx). In 
view of (2.1), am+, is finite and we can suppose without loss of generality 
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that a, ,..., am are also finite (otherwise, we can omit indices). The desired 
result follows now directly from an application of Theorem 1.1. Q.E.D. 
Remark 2.4. It is not hard to see that Theorem 1.1 continues to hold if 
the normal integrands g, ,..., g, are merely bounded from below by a pu- 
integrable function. Hence, Theorem 2.3 continues to hold if L(i, ., .) is a 
normal integrand on XX A which is bounded from below by a constant, 
i= 1 ,***, m. Incidentally, Theorem 1.1 can be extended to the case where 
g, ,..., g, are normal integrands satisfying the growth property (1.2) with 
respect to h; since in the proof of Theorem 2.3 the normal integrand h varies 
with 6,, this is of little significance for the topic of this note. 
COROLLARY 2.5. Suppose that L(i, ., .) is .S’ X 9(A)-measurable and 
uniformly bounded and that L(i, x, .) is continuous on A for every x E X, 
i= 1 ,...’ m. Then to every randomized decision rule 6 there corresponds a 
nonrandomized decision rule u such that 
R,(u) = R/(a), i = l,..., m. 
Proof. Define ~?((j, a, .) = L(j, -, .) and L(m + j, ., a) E -L(j, a, e), 
j = l,..., m. Then apply Theorem 2.3, combined with Remark 2.4. Q.E.D. 
Corollary 2.5 generalizes the classical result by Dvoretzky, Wald, and 
Wolfowitz [9] (cf. also [ 10, p. 791) to a statistical decision model with 
noncompact decision space. The more general essential completeness result 
of Theorem 2.3 would seem to be new. 
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