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Abst rac t - -A  nonlinear conservative difference scheme isconsidered for the two-dimensional Cahno 
Hilliard equation. Existence of the solution for the finite difference scheme has been shown and the 
corresponding stability, convergence, and error estimates are discussed. We also show that the scheme 
preserves the discrete total mass computationally as well as analytically. © 1999 Elsevier Science 
Ltd. All rights reserved. 
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1. INTRODUCTION 
Consider the Cahn-Hilliard equation 
ut+aA2u=A¢(u), (x,y)•~2, 0<t_<T, (l.la) 
with boundary conditions 
0--~ = 0, (Au) = 0, (x, y) • 012, 0 < t _< T, (1.1b) 
and an initial condition 
(l.lc) u(z, y, o) = uo(z, y), (x, y) • ft. 
Here ¢(u) = 7(u 3 -  f~2u), and the constants a and "~ are positive. The domain f~ = (0,/1) × (0,12) 
with its closure ~ and boundary 0f~. 
The solution u(x, y, t) is the difference of the respective concentrations of the two mixture 
components. The initial condition uo(x, y) is a given function. The operator A = V 2 is the 
Laplace operator and ~ is the outward normal derivative operator along the boundary Ol2. 
The Cahn-Hilliard equation (1.1) arises as a phenomenological continuum model for a phase 
separation. Immiscible binary mixtures uch as Fe-Al alloys enjoy, under certain circumstances 
(cooling below a critical temperature), a phase separation phenomenon known as a spinodal 
decomposition. See [1] for a derivation of the model and [2] for more general models. 
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Global existence and uniqueness of the solution for (1.1) have been shown by Elliot and 
Zheng [3] and Yin [4]. Long time behavior of the solution has been studied by Cart et at. [5] and 
Novick-Cohen and Segel [2]. 
Elliot and French [6] have studied phase separation of the classical solution for the one- 
dimensional Cahn-Hilliard equation with u0 E H 2 and verified those properties computationally. 
They used a finite element method and obtained an order of convergence O(k 2 + h 2) which also 
depends on a-1. This gives us a stringent condition to use the finite element method for small a. 
For the two-dimensional problem, Elliot et al. [7] have shown that the weak solution of (1.1) 
satisfies conservation of mass and obtained optimal error bounds for the piecewise linear ap- 
proximation using the splitting semidiscrete Galerkin method. They have shown existence of 
a Lyapunov functional, global existence of the solution, and conservation of mass. They have 
obtained order of convergence O(h 2) analytically for a smooth initial data u0 E H 1. Elliot and 
Larsson [8] have also obtained optimal order of convergence for the problem with smooth and 
nonsmooth initial data without any computational results. Dean et al. [9] have shown existence 
of a mixed finite element approximation using the least squares method and checked spinodal 
decomposition f numerical solutions without any error analysis. 
In spite of computational convenience of finite difference methods, there are few studies on finite 
difference methods compared to large amount of studies on finite element approximate solutions 
for (1.1) because of uneasy control of nonlinear terms in ¢(u). In order to avoid this difficulty, 
Sun [10] has proposed a linearized ifference scheme for (1.1) and obtained error estimates of 
second order under a smooth initial condition u0 E Ca(~). But the linearized scheme in [10] is 
only conditionally stable and does not preserve the total mass of mixtures. Choo and Chung Ill] 
have applied a nonlinear conservative difference scheme based on the Crank-Nicolson scheme for 
a one-dimensional problem of the Cahn-Hilliard equation. 
In this paper, we consider anonlinear difference scheme for (1.1) which is unconditionally stable 
and conserves the total mass. This is an extension of Choo and Chung [11] to two-dimensional 
problems, which overcomes deficiency such as a severe restriction on c~ of [6] and nonconservation 
of total mass besides a smoothness condition of uo(x) in [10]. 
The outline of the paper is as follows. In Section 2, we analyze a nonlinear difference scheme 
for (1.1) and show that the scheme preserves the discrete total mass. In Section 3, we show 
existence and stability of the nonlinear scheme, which has a second-order accuracy. In Section 4, 
we give numerical examples which show the difference between the nonlinear difference scheme 
and the linearized scheme proposed by Sun [10], as well as the finite element method proposed by 
Dean et al. [9]. The nonlinear difference scheme preserves the discrete total mass besides giving 
physically meaningful numerical results for various initial conditions in either a spectral domain 
or a metastable domain. 
2. NONL INEAR FINITE DIFFERENCE SCHEME 
For the discretization f (1.1), let M1, M2, N be positive integers and hi = l l /M1, h2 = 12/M2, 
k = T /N .  Let h = max{hi, h2} and 
fih = {(xi, yj) I xi = ihl, yj = jh2, 0 < i < M1, 0 <_ j <_ M2}. 
Let w = (w~j) and v = (v~j), 0 < i _< M1, 0 _< j < M2, are mesh functions defined on ~h. Denote 
D+wi j = w~+l,j - wij D~w~j ~-  w i j  - -  Wi-l'J 
h l  ' hi 
D+wi j = w~,j+l - wij D~wij = w~j - w~,j-1 
h2 ' h2 
+ - D~ = D + D;,  D~ = D~ Dr, 
D~ 22 4 22 = DxD x, D~ = D~Dy 
V~ D~ + D~, V~ 2 2 
= = VhVh. 
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Define the discrete inner product and the discrete L2-norm, respectively, by 
and 
W, V)h ~ 
hlh2 M~ M2 
4 E E (U)iJViJ q- Wi--l ' jVi- l ' J  "~- Wi' j-- lVi ' j -1 "~- U)i-- l ' j -- lVi-- l ' j -1)' 
i----1 j--1 
Ilwllh - (w, 
If there is no confusion, (.,-) and I1" II will be used instead of (., ")h and [1" []h, respectively. The 
following identities can be shown by summation by parts. 
LEMMA 2.1. For functions v and w defined on ~h, we have 
x-'M2 x'~M1 IfW'" (1) (D2w, v) = -(1/2)(h2)/(hl)  z_~j=l z.~i=l t ,  ,3 - wi-~,j)(vi3 - v i - l j )  + (wij-1 - wi-~d-1) 
(~Jij-1 -- Vi - l , j -1 )} ;  
• "~M2 f /w i .  (2) (D2w, v) = -(1/2)(hx)/(h2) ~M~ 2. j=~ l  ~ -- wij-1)(vi j  -- v i j -1)  + (wi-l, j  -- wi - td-1)  
Vi- l , j - -1)}; 
= 
u(x~,yj,tn) with tn = nk and let 
( Vi-  1,j -- 
(3) (V[w,v) 
(4) 
Denote uij = 
Otu~j = u~+l - un''z3 
k 
Then the approximate solution U~ for (1.1) is defined as a solution of 
~,r'z4rrm'l-1/2 :__ ~2q~ (U i~ ' l /2  ) OtU~j "~ ~ V h ~ ij 
for 0 < i < M1, 0 < j < M2, 0 <_ m _< N - 1 with boundary conditions 
n un+l/2 ": U.. 1 ..[_ Ui j 
ij 2 ' 
DzUMlj = - D~UMlj, 
2 2 
D~ UiM2 = - - - -  D-  UiM2, 
h2 Y 
2 2 4 __~ID-~DxUM~j, D~UMlj = 
O<j<M2, 
O<i<M~, 
O<_j <_M2, 
O<i<Mx, 
2 2 + 
DxUo j = -~x D~ Uoj, 
2 2 + 
D~ Uio = ~2 D~ U~o, 
4 2 + 2 DxUo  = Dx D Uo , 
2 + 2 D4U, o = -~ Dv D~U,o, 
and an initial condition 
(2.1a) 
(2.1b) 
It is well known that for the solution u of the Cahn-Hilliard equation (1.1), the property of 
mass conservation holds; 
Jnu(x,  t) dx dy = 0 < t < T. (2.2) Y, constant, 
As in the continuous case, the property of mass conservation holds when the finite difference 
scheme (2.1) is applied together with the trapezoidal rule for an approximation of the inte- 
gral (2.2). 
THEOREM 2.1. For the solution U m of (2.1), the property of mass conservation hdds; for any 
O<_m<N,  
hlh2 M1 M2 
hlh2 M1 M2 
= 4 EE(U°+U° I J+U° J - I+U°- I J -1 ) "  
i-~l 5----1 
U~ =uo(x i ,y j ) .  (2.1c) 
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PROOF. It follows from (2.1) that 
m U2 -_ 0, ~ ~ (u G + u~,,j + u;,j_l + , 1,, , 
i-----' j=l 
[M~ M 1 - 1 1 M2-1 1 {urn+l/2~ 1
[. i=l j=l i=l 
1 M~-I 
,,o, )) 
j= l  
(gm+'/2]  furn'}'l/2] {urn-kl/2"~ . ] 
J 
1 M2-1 I h iM2 ) - hlh2 Z ~2 (~2uG't-1/2) _[_ 2 Z ~2 (~2Ui~q-1/2 .jr ~2urn-1-'/2'~ 
L i=1 j=l i--1 
M2 - 1 
1 {w2 TTm+ll 2 %'72 TT m'b 1/2~ +5 ~v~ + ~ VhVOj VhVMlj  ) 
j=l 
1 2 [w2rrm+l/2 +V2Um+W2 v72rrm+1/2 ±v2um+I/2~ ] 
"t-TVh ~VhV00 h M10 "[-VhV0M2 7- h M1Ml ) " 
Applying the boundary conditions, we obtain 
Ot ~h 2 (U~7 + ~-j-m_,,j _it_ Ui,G_ 1 _[_ ~.j~m, 1,3"- 1 : O. 
i----1 j----1 
Summation in time completes the proof. | 
3. EX ISTENCE AND CONVERGENCE 
In this section, existence and stability of the solution are shown for the difference scheme (2.1). 
Error estimates for (2.1) is obtained, which show the finite difference scheme is of a second-order 
convergence. 
LEMMA 3.1. Let U = U m be a solution of (2.1) defined on fib. Then 
- (v~(v) ,  u) _> ~n ~ (v~u, u). 
PROOF. It follows from Lemma 2.1 and direct summation that 
- (D~¢(V),V) = -'y (D2U3, U) + "r• 2 (D2V, U) [~M1 
= ~h2 Z(U3 U?_I,j)(Uij_Ui_I,j) 
2 hi Lj__ 1 i=l 
M2 M1 ] 
+ZZ U3 ( i,j--1 -- V?-,,j-1) (Ui,j-1 - Ui- l , j -1) "~- "fn 2 ( D2U, U) 
j----1 i:1 
= 2 h2 Z ( Ui2 "~- UijUi-I,J -t- U?_I,j) (Uij - Ui_l,j) 2 
2 hl LJ=l i--I 
Similarly, we obtain 
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M2 Mt 1 
+EE (U~,j_ 1 + Ui,j-lVi-l,j-1 + U2_l,j_l) (Vi,j-1 - Ui-l,j-1) 2 
j--1 i=l 
+ 7B 2 (D2V, V) 
>_ 7fl 2 (D~V,V). 
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Hence, 
1 ilU'"ll") o, ttu-tt <_ (llu +lll + . 
Summing from rn = 0 to m = n - 1, we obtain 
1 - ~ j ilU"ll 2 _< IIv°ll + ~ ,..,=o~ IIU"'ll ~' . 
-(D2¢(U),U) >_ 7fl 2 (D2U, U) . 
These complete the proof. | 
We now prove the existence of solutions for (2.1) using the Brouwer fixed-point theorem. 
THEOREM 3.1. The solution U n of the finite difference scheme (2.1) exists. 
PROOF. In order to prove the theorem by the induction, assume that U °, U1, . . . ,  U n exist for 
n < N. Let g : ~h --* R be a function defined by 
g(V) = 2V - 2U" + ksV4V - kV~,¢(Y). 
Then g is clearly continuous. Taking an inner product of g(V) with V and using Young's in- 
equality, it follows from Lemma 2.1 and Lemma 3.1 that 
(oCV), V) = 2(V, V) - 2 (U", V) + ks (V~V, V) - k (V~¢(V), V) 
_> 211vii 2 - 2 I IU"ll IlVll + ks Ilv vll - k~ IIv vll IlVll 
k ilVl12 } >_ 211vii '~- {llU"'ll" + IlVll ~} + ko~ IIv~,vlt ~-  {ks IIv vll  + G (~)~ 
1 - ~ (.),fl2)2 i lV l l  2 _ i iu . i I  2" 
If we take k such that k < 4s/(Tf12) 2, then (g(V),V) >_ 0 for all V such that IlVll = I Iu" l l / (1  - 
(k/4s)(Tf12)2). The Brouwer fixed-point theorem implies the existence of the solution of g(V) = 
0. We complete the proof by taking U n+l = 2V - U n. | 
We now show that the scheme (2.1) is unconditionally stable. 
THEOREM 3.2. Let U '~ be the solution of (2.1). Then there exists a constant C such that 
IIu"ll _< c I Iu° [ I ,  1< n < Y 
PROOF. Forming an inner product between (2.1) and U re+I~2, we obtain 
(otum,u m+l/2) +OL (~4um+l/2,um+l/2) : (V2h¢ (U m+l/2) ,um+l/2). 
It follows from Lemma 3.1 and Young's inequality that 
10tlluml] 2 ]2  2 _,yfi2 [w2 rrm+l/2 um+l/2) 
+s IV.U m+1/2 < tvh~ , 
/ 
< S V2U m+1/2 2 + ~1 (7fl2)2 Urn+l/2 2. 
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Applying the discrete Gronwall's inequality with sufficiently small k such that 1 - k((TB2)2/ 
4a) > 0, we obtain the desired result. | 
Let u n and U n be solutions for (1.1) and (2.1), respectively, and e n = u n - U n. Then the 
following error estimate is obtained. 
THEOREM 3.3. I f  IIU"lloo and Ilu"lloo are bounded, then there exists a constant C such that 
ile"ll -< c (k 2 + h2). 
PROOF. Replacing U m by urr - e rr in (2.1), we obtain that 
Oterr + o~V4e r 'i'll2 ---- Oturr -}- o/V~u re+l/2 -- V2~b (V rr+l/2) 
--~ U, (~rr4=l/2) + ~.2U (trr4-1/2) -- V~(~ (U rr=Fl/2) -~ 0 (h 2 -Jr- k 2) 
=/~(~ (,rr4=I/2) _ ~2~ (Urr=Fl/2) .4= 0 (h 2 =~= k 2) 
= ,2(~ (,))).4=I/9.) _ ,~  (Urr4=I/2) + 0 (h 2 + k2). 
Forming the inner product with e rr+l/2, applying Lemma 2.1 and Young's inequality, we obtain 
10 5 t Ilerrll 2 + V2e m+1/2 2 
<~..~(~2 (~rr-Fl/2) 3 - -~ (Urr)'I/2)3 err-bl/2) _~2 (~2herr4-1/2 err4=1~2 ) 
+ era+l~2 _{_O(h 4+k 4) 
~,([(urr4=I/21'=]=um=)=I/2ura4"I/2-1=(urn'4=i/212]err')'I/2,~2err4=I/2) 
-- ,~2 (V2hern,-I-li2 ern+l/2) + err+l/2 2 + 0 (h 4 + k4). 
Since Ilu"ll~o and IIV'"lloo are bounded, there exists a constant C1 such that 
0t Ilemll 2 < C1 e rr+l/2 2 ~- C1 (h 4 + k4). 
Summing from m = 0 to n - 1, we obtain 
n--1 
1 - -  ~C1 Ilenll 2 < C1 (h 4 + k 4) + C2k ~ Ilerrll 2 • 
rr----O 
Applying the discrete Gronwall's inequality with small k such that 1 - (k/2)C1 > 0, we obtain 
the desired result. II 
4. NUMERICAL  EXAMPLES 
In this section, we show that the total mass is conserved by the nonlinear finite difference 
scheme (2.1). We compare the nonlinear difference scheme (2.1) with the linearized ifference 
scheme proposed by Sun [10] and the finite element method proposed by Dean et al. [9]. 
First, the linearized difference scheme proposed by Sun [10] follows as: for 0 _< i _< M1, 
O<_j<_ M2, m>_l ,  
r}'rn-}- 1 m-I u m÷l m-I 
" J  2k- U~j + aV4 'J +2 U;j = V2¢ (U~'~) , (4.1a) 
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with boundary conditions (2.1b) and initial conditions 
U ° = Uo (xi, yj), U~ = uo (xi, yj) + kA {¢ (u0 (xi, yj)) - Au0 (x~, yj)}. (4.15) 
Because of (4.1b), the linearized scheme (4.1) can be only applied to the Cahn-Hilliard equation 
with a smooth initial condition. It is shown in [10] that the scheme (4.1) is conditionally stable 
and convergent of order O(h 2 + k2). 
In the following numerical examples, we consider the Cahn-Hilliard equation with a domain 
f~ = (0,1) x (0,1), T = 0.5, (~ = 0.01, and ~f = f~ = 1. Since ¢(u) = u 3 -u ,  the interval 
[ -1 /v~,  l/v/3] becomes the spinodal domain and intervals (-1, -1/x/~) and (1/v~, 1) become 
metastable domains. 
Let Q : R (MI+I)'(M2÷I) ~ R (MI+I)'(M2÷I) be a function with components qij such that 
q~j ( U~no, Ulno, 
"'" ~3"'" 2k 2 \ ] 2  " 
In order to obtain computational solutions, we have to solve a system of difference quations of 
the type 
q,j (V o, U o, , , u iM ) =o  
obtained from a system of nonlinear difference quation (2.1) and a system of linear difference 
equation for (4.1). We use the generalized Newton's method 
' ' ' ' '  ( i -1 ) j  ' " i j  '''" 
= _ 
( '+ ' )  . . .  oq , , (  , , . . . . .  
ov~ 
For the computational results, we use step sizes in spatial direction h -- hi = h2 = 0.1 
(M1 -- M2 = 10) and in temporal direction k = 0.01 with relaxation parameter w = 0.3 for 
both (2.1) and (4.1). We stop the numerical computations when the relative error between/th_ 
and (l + 1)th-iterations become less than 10 -7. That is, 
U~,(t) -< 10 -r.  
For the numerical computation of total mass, we approximate the integral 
by the quadrature rule 
fol fo u(x,y, tn) dxdy 
h2 M1 M2 
f(n) = -~ Z Z { U~j dr U~n_..1,j -b U~,j_ 1 ~- Un_ l , j _ l}  • 
j-----1 i----1 
EXAMPLE 4.1. THE PEAK INITIAL DATA IN THE SPINODAL DOMAIN. Cons ider  the  Cahn-  
Hilliard equation with an initial condition 
uo(x, y) = 0.1 + 0.4¢io,jo, 
where ¢~o,Jo is a basis function of H~ associated to the vertex (i0, J0) of the rectangulation f f~; 
for i0 = j0 = 6 
1.0, i f ( i , j )=( io , jo ) ,  
¢i°d°(ih'jh) = 0.0, if (i,j) ~ (io,jo). 
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Figures 1-3 show the numerical solutions at t = 0.0,0.1,0.5, respectively. We can see the 
spinodal decomposition when the initial data are in the spinodal domain. Figure 4 shows the 
approximate total mass f in) obtained by the scheme (2.1) at t -- 10-2n. This indicates that the 
scheme (2.1) preserves the discrete total mass of initial data. 
EXAMPLE 4.2. THE RANDOM INITIAL DATA IN THE SPINODAL DOMAIN. Consider the Cahn- 
Hilliard equation (1.1) with an initial condition 
u0(x ,y)  = 0.0001 + 
0<_i,j~10 
where ¢i.j is a basis function of H~ associated with the vertex (i, j) of the rectangulation of
and ei, j  is a random variable distributed over an interval (-1, 1). 
Figures 5-7 show the numerical solutions at t = 0.0, 0.1, 0.5, respectively. We can also see the 
spinodal decomposition when the random initial data are in spinodal domain. Figure 8 displays 
the approximate total mass f(n) obtained by scheme (2.1) at t = 10-2n. This shows that the 
nonlinear difference scheme (2.1) preserves the discrete total mass of initial data. 
EXAMPLE 4.3. THE INITIAL DATA IN THE METASTABLE DOMAIN. Consider the Cahn-Hilliard 
equation with an initial condition 
uo(x, y) = 0.3 cos(5x) cos(5y)e - (5 /4 )~ + 0.8, 
where the mean value M of u0(x, y) is in the metastable r gion (1/vf3, 1). 
Figures 9-11 show the numerical solutions at t = 0.0,0.1, 0.5, respectively. Since the initial 
condition is in the metastable interval (1/vf3, 1), the numerical solution converges to M as we 
expect in [3]. Figure 12 shows the approximate total mass f(n) obtained by scheme (2.1) at t = 
10-2n. 
EXAMPLE 4.4. THE COMPARISON OF LINEARIZED SCHEME WITH THE NONLINEAR SCHEME. 
The linearized scheme (4.1) proposed by Sun [10] can be only applied to the physical problem 
having smooth initial data. For the comparison of the nonlinear difference scheme (2.1) with the 
linearized scheme (4.1), we consider the Cahn-Hilliard equation with a smooth initial condition 
Uo(X, y) = 0.001x4y4(1 - x)4(1 - y)4. (4.2) 
Figure 13 shows the approximate otal mass obtained by scheme (2.1) and (4.1). In the figure, the 
point • denotes the discrete mass of initial data (4.2). We can see that the nonlinear difference 
scheme (2.1) preserves the discrete mass of initial data, but the linearized ifference scheme (4.1) 
does not. 
As we can see in Figure 13, the total mass obtained by the linearized scheme (4.1) is alternating. 
This can be shown by following the idea in Theorem 2.1. In fact, the total mass obtained by the 
linearized scheme (4.1) appears alternately as, for 1 < n < N - 1, 
hlh~ M1 M2 
4 E E (un+I  Un+l Un+l Un+l ij + ~-l j  + i j -1 + ~- l j - l j  
i=l j=l 
MI M2 
= hlh2 E E (U'n'-I "~ un-li-l,j "~- un-li,3-1 "~- un-li-l,j-1) k ~3 4 i=l j=l 
EXAMPLE 4.5. THE COMPARISON OF FINITE ELEMENT SCHEME WITH THE NONLINEAR 
SCHEME. In order to obtain numerical solutions of the Cahn-Hilliard problem (1.1), Dean et 
al. [9] have proposed the following fourth-order linearized method: for n _> 2, 
(3/2)u n+l - 2u '~ + (1/2)u n-1 
k - V .  [3 (2u n - un-1)  2 - 1] Vu n'{-1 --~ o~t2u n'{-1 -~- 0, (4.3a) 
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-1  
F igure  1. U n at t=O.  
0 
1 
-1 
F igure  2. U '~ at  t = 0.1. 
0 1 
-1  
F igure  3. U n at t -- 0.5. 
1 C3 
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f (n )  
0.10500 
0.10400 
0.10300 
n 
Figure 4. Total  mass f(n). 
50 
-1 
Figure 5. U n at t = 0. 
0 
1 
-1 
Figure 6. U n at t = 0.1. 
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-I 
f ,  n I 
0.01837 
0.01737 
0.01637 
Figure 7. U n at t = 0.5. 
Figure 8. Total  mass f (n ) .  
50 
1.00000 
0.67815 
Figure 9. U n at t = 0. 
0 
1 
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0.81300 
0.79300 
F igure  10. U n at  t - -  0.1. 
0 
1 
0.81300 
0.79300 
I cn  I 
0.80595 
0.80495 
0.80395 
F igure  11. U n at  t = 0.5. 
n 50 
F igure  12. Tota l  mass  f (n ) .  
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f in )  
0.25196 
0.25193 
ooo:linearized 
:nonlinear 
|1 I |  I I  I1 ,11 '  I I I  I I I  I I I 
5O 
n 
Figure 13. Total mass at t = 10-2n. 
U 1 _ U 0 
V. (3u 2 - 1) Vu 1 + aA~u 1 = 0, (4.3b) 
k 
Ou 1 OAu 1 
o- - J  - o---V- - o. (4 .3c)  
Because of the biharmonic term in (4.3), (4.3) needs a finite-dimensional subspace spanned by 
piecewise polynomials of degree not less than 2 in order to obtain numerical solution by finite 
element methods. In order to reduce higher regularity of the bases functions, they split the 
equation and derive a system of coupled second-order lliptic equations from (4.3). They obtain 
a numerical solution u n+l in the space H~. 
For the comparison of numerical solutions obtained from the finite element method (4.3) with 
the nonlinear scheme (2.1), we consider equation (1.1) with an initial condition uo(x, y) as in Ex- 
ample 4.1. Figures 14-16 show numerical solutions at t = 0.1,0.5, 5.0, respectively. We can see 
the spinodal decomposition when the initial data are in the spinodal domain. Figure 17 shows 
the total mass f ( tn)  obtained by the finite element method (4.3) at t = 10-2n. This indicates 
that the method (4.3) preserves the total mass of initial data. In fact, we may show theoretically 
that the finite element method (4.3) preserves the total mass. 
Table 1 shows that the difference between umerical solutions obtained by the nonlinear 
conservative scheme (2.1) and those obtained by the finite element method (4.3) using the 
temporal step size k = 1/100. In the table, Max = maxx. IUFDM(Xn,t) -- UFEM(Xn,I~)I and 
L2 = HUFDM(t) -- UFEM($)H, where UFD M and UFEM mean numerical solutions obtained by the 
nonlinear conservative method (2.1) and the finite element method (4.3), respectively. We may 
find that numerical results obtained by (2.1) and (4.3) are in good agreement and that the 
observed ifferences can be related to the order of accuracy of the step sizes. 
Table 4.1. Numerical comparison of FDM with FEM.  
h t Max L2 
1 0.5 0.253 0.102 
10 
5.0 0.177 0.050 
1 0.5 0.024 0.011 
20 
5.0 0.048 0.014 
5. CONCLUDING REMARKS 
A conservative nonlinear difference scheme for the two-dimensional Cahn-Hilliard equation is 
considered based on the Crank-Nicolson scheme. This is an extension of the previous work done 
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Figure 17. Total mass f(tn). 
by the authors  for the one-dimensional Cahn-Hi l l iard equation. Qual i tat ive propert ies of the 
nonl inear finite difference scheme are analyzed as well as numerical  computat ions.  The nonl inear 
finite difference scheme is uncondit ional ly stable and of a second order of accuracy. Several nu- 
merical  examples are given, which show that  the numerical solutions are physical ly meaningful.  
Compar ison of the nonl inear scheme to the l inearized scheme proposed by Sun [10] are given. Un- 
like in the l inearized scheme, the nonlinear scheme can be appl ied to the problem with nonsmooth 
init ial  data  and preserves the tota l  mass. Even though the proposed finite difference method has 
the same order of convergence with those obtained by finite element methods (see [6,9]), it has 
some advantages in computat iona l  implementat ion.  
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