Clustering is considered one of the most powerful tools for analyzing gene expression data. Although clustering has been extensively studied, a problem remains significant: iterative techniques like k-means clustering are especially sensitive to initial starting conditions. An unreasonable selection of initial points leads to problems including local minima and massive computation. In this paper, a spatial contiguity analysis-based approach is proposed, aiming to solve this problem. It employs principal component analysis (PCA) to identify data points that are likely extracted from different clusters as initial points. This helps to avoid local minima, and accelerates the computation. The effectiveness of the proposed approach was validated on several benchmark datasets.
Introduction
Clustering is an important tool widely used in genomic studies [1] [2] [3] . By clustering the gene expression data that describe how the genetic information converts to a functional gene product, genes with similar biological significance can be grouped together. This helps to identify the functions of unknown genes and extract the potential co-regulation or discriminate pathologies of genes [4] [5] [6] .
Although well studied with many achievements obtained [7] [8] [9] [10] , gene expression data clustering remains problematic: as has been pointed out by Jain et al. [8] , different selections of initial points lead to very different clustering processes, and result in different classification results. If arbitrary selections of initial points have been made, misleading biological conclusions are liable to be obtained.
A conventional solution to this problem is the random seeds strategy, i.e. to repeat the clustering many times, each with randomly selected data points as initial points. This strategy helps to avoid local minima [9] . However, unless all seeds are investigated, it is not guaranteed to avoid local minima.
Moreover, it offers little theoretical guide for solving the problem. Methods like competitive learning [10] , genetic algorithm [11] , particle swarm optimization [12] , and density analysis [13, 14] have been introduced to optimize the k-means clustering. These methods can effectively help the clustering to jump out of local minima, yet they do not provide an optimized initial points selection strategy. They usually increase the number of iterations in order to achieve global minima. In addition, these methods usually require massive computation.
To offer a facilitated and effective way of selecting the initial points for k-means clustering, a Spatial Contiguity Analysis (SCA)-based approach is proposed in this paper. This approach adopts the idea that the ideal selection of initial points should be the cluster centroids, which, however, could not be found until the iteration is completed. Thus, the SCA-based approach attempts to find samples that are likely to be near the centroids as the initial points. Using this approach helps to avoid local minima, while eliminates the extra computational cost.
K-means clustering
, denote a set of n gene expression samples, and k be a positive integer, kmeans clustering aims to find a partition that divides sample set X into k disjoint regions. For a giv-
x is considered belonging to the * j -th cluster according to the following criterion:
where (x , q ) 
Then, the cluster centroids are iteratively calculated with the k-means algorithm, as shown in Figure  1 .
The k-means algorithm repeats the process of generating new divisions and new cluster centroids till further iteration causes no change to the cluster centroids. However, k-means clustering does not guarantee unique results, since the converging process is sensitive to the selection of initial points [15] . The following example is designed to illustrate how the selection of initial points influences the clustering performance. Firstly, 17 two-dimensional samples, from three different clusters, are prepared as shown in Figure 2 . Then, different sets of initial points are used for clustering the given dataset. Table   1 presents the clustering performances. As seen in the table, when 1, 2, 3
x x x or 8, 9, 10 x x x is selected as the initial points set, the k-means clustering falls into local minima. Meanwhile, the set 7, 8, 9 x x x results in the global minima, but the computational cost is huge. When using 1, 12, 16 x x x as the initial points set, the k-means clustering converges correctly within just two iterations. Evidently, the convergence and converging speed are highly dependent on the selection of initial points.
New centroids 
SCA-based approach for initial points selection
The performance of iterative clustering that may converge to local minima depends highly on the selection of initial points [16] . There is no denying that the perfect set of initial points should be the cluster centroids. However, the centroids cannot be determined before the k-means clustering is completed. This paper proposes an SCA-based approach, which finds sub-optimal points that are likely to be distributed around the centroids as the initial points for k-means clustering.
For a given gene expression dataset n m X u , a matrix Y is firstly generated by
Then, the eigenvectors for T Y Y and principle components for X are calculated as follows: 
where k is the given number of clusters is the required number of principle components in our ap- As shown in Figure 3 , for gene expression dataset X and the number of clusters k, the initial points selection process of the proposed algorithm is as follows:
Step 1 The centroid for the whole dataset is calculated by
Step 2 By PCA, we obtain the first l principle components for X. The points with the greatest and smallest values in each principle component are extracted as the corner points. The corner points set S should be 1 (8) Step 3 The initial points Q are generated by As shown in Figure 4 , when k=3, the red lines indicate the first and second principle components of sample set X. The red circular dots denote the 'corner points' found by PCA. The black circular dot denotes the centroid for the whole dataset. By calculating the average value of the centroid and 'corner points', the initial points are generated, as denoted by the blue circular dots. 
Validations

Benchmark datasets
Three benchmark datasets, namely, Rats CNS (k=2) [17] , B-cell Lymphoma (k=5) [18] and Yeast Saccharomyces Cerevisiae (k=7) [19] , were employed for the validation of the proposed approach. These datasets contain different numbers of clusters.
In the experiments, random seeds approach and the proposed approach were implemented to select the initial points for the k-means clustering. The number of iterations and total distances of withincluster elements were recorded for each clustering process.
As seen in Figure 5 (a), with different selections of initial points, the clustering processes all converged to the same value of 'Sum of Point-to-Centroid Distance', implying that all selections yielded the same classification result. However, it only took the proposed approach two iterations to finish the convergence, which means the clustering with initial points selected by the proposed approach converged much faster than those whose initial points were selected by the random seeds approach. Figure  5 (b) shows a more complicated case, where the dataset was composed of five clusters (
k
). The proposed approach also yielded the highest converging speed. In Figure 5 (c), where the dataset consisted of seven clusters (k = 7), all clustering processes with 'random seeds' selections failed to reach the smallest value of total point-to-centroid distance and fell into local minima, whereas the proposed SCA-based approach converged correctly within 15 iterations.
Different numbers 'k' of clusters
The SCA-based approach was also validated in conditions where different numbers of clusters were set. In this experiment, Yeast Saccharomyces Cerevisiae dataset was employed, with the setting of different numbers of clusters 'k = 3,4,5,6,7 and 8'. The performances of clustering processes with initial points selected by SCA-based approach and random seeds approach were investigated. As seen in Figure 6 , the SCA-based approach always yields the smallest 'Sum of Point-to-centroid Distance', demonstrating its reduced possibility of falling into local minima. In both experiments, the proposed approach could always select a reasonable set of initial points, and the sets it selected demonstrated superiority to other selections. The effectiveness of the SCAbased initial point selection approach is thus validated.
Conclusion
Clustering gene expression data is a useful tool for extracting biological information. The clustering process, however, is greatly influenced by the selection of initial points, and misleading biological conclusions may be made if unnecessary initial points have been selected. A spatial contiguity analysis-based initial point selection approach was proposed in this paper. The proposed approach aims to find samples that are around the centroids as initial points. This strategy may accelerate the convergence and avoid local minima. We validated the proposed SCA-based approach by applying it to benchmark datasets, and satisfactory results were received.
