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In many-body systems the convolution approximation states that the 3-point static structure function,
S(3)(k1, k2), can approximately be “factorized” in terms of the 2-point counterpart, S(2)(k1). We investi-
gate the validity of this approximation in 3-dimensional strongly-coupled Yukawa liquids: the factorization is
tested for speciﬁc arrangements of the wave vectors k1 and k2, with molecular dynamics simulations. With
the increase of the coupling parameter we ﬁnd a breakdown of factorization, of which a notable example is
the appearance of negative values of S(3)(k1, k2), whereas the approximate factorized form is restricted to
positive values. These negative values – based on the quadratic Fluctuation-Dissipation Theorem – imply that
the quadratic part of the density response of the system changes sign with wave number. Our simulations that
incorporate an external potential energy perturbation clearly conﬁrm this behavior.
c© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
1 Introduction
The dynamical and static structure functions are of paramount importance in describing the dynamics and the
structure of many-body systems. These quantities can be measured in scattering experiments (involving electrons,
neutrons and x-ray radiation) on substances like liquids [1–3], glasses [4, 5] and dense plasmas [6–10].
The conventional dynamical structure function S(2)(k1, ω1), is deﬁned as the Fourier transform of the 2-point
dynamical density correlation
S(2)(k1, ω1) =
1
N
∫ ∞
−∞
eiω1t〈n(k1, t) n(−k1, 0)〉(0)dt, (1)
whereas its static (equal-time) counterpart is given by
S(2)(k1) =
1
N
〈n(k1, t) n(−k1, t)〉(0). (2)
It is not difﬁcult to realize, though, that the 2-point structure function is in fact the lowest rank member of a
hierarchy of more general p-point structure functions, the Fourier transforms of p-point density correlations [11]:
S(p+1)(k1, k2, ..., kp;ω1, ω2, ..., ωp)δk1+k2+...+kp+k0,0δ(ω1 + ω2 + ...+ ωp + ω) = (3)
1
2πN
〈n(k1, ω1) n(k2, ω2)...n(kp, ωp) n(k0, ω0)〉(0).
Note that we use a slightly changed notation here compared to that used in [11], to maintain the convention
used in our previous work [12]. The higher rank structure functions have enjoyed less of a popularity, but it has
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been recognized that they may provide important additional information beyond S(2)(k1, ω1), on the dynamics
of many-body systems [13–15].
It is well-known that S(2)(k1, ω1) is linked via the centrally important Fluctuation-Dissipation Theorem (FDT)
[16] with the linear response of many-body systems. In a similar fashion, it is expected that the higher rank
structure functions are linked via the higher-order FDT-s with the nonlinear response of these systems [17–19].
The explicit relationships have been recently worked out to the fourth order, where the quartic FDT establishes
a, rather complex, connection between quartic response functions and 5-point structure functions [11].
In the present paper we are concerned with the static (equal-time) limit of S(3)(k1, k2, ω1, ω2),
S(3)(k1, k2)δk1+k2+k0,0 =
1
N
〈n(k1, t) n(k2, t) n(k0, t)〉(0) (4)
and the corresponding static (zero-frequency) quadratic response function χˆ(2)(k1,k2).
There is also a well known intimate relationship between the 2-point static structure function and the equilib-
rium 2-particle distribution function g(2)(r1, r2) with its companion 2-particle correlation function h(2)(r1, r2);
similarly linked are the 3-point static structure function and the 3-particle distribution and correlation functions
g(3)(r1, r2, r3) and h(3)(r1, r2, r3). To see this, we recall the conventionally deﬁned 2-particle and 3-particle
distribution functions, and deﬁne the respective pair and triplet correlation functions by
g(2)(r1, r2) ≡ g(2)(r12) = 1 + h(2)(r12) (5)
and
g(3)(r1, r2, r3) ≡ g(3)(r12, r23) = 1 + h(2)(r12) + h(2)(r23) + h(2)(r31) + h(3)(r12, r23). (6)
The Fourier transforms of the correlation functions are linked to the respective structure functions by the linear
S(2)(k1) = 1 + n0h
(2)(k1) (7)
and quadratic [17]
S(3)(k1,k2) = 1 + n0[h
(2)(k1) + h
(2)(k2) + h
(2)(k0)] + n
2
0h
(3)(k1,k2) (8)
k0 + k1 + k2 = 0
relationships, where n0 is the macroscopic density.
The question whether the structure functions of higher ranks can be reduced (at least approximately) to appro-
priately deﬁned clusters of structure functions of lower rank has been attracting considerable attention over the
past decades. In particular, the possibility of the “factorization” of the 3-point structure function, S(3)(k1,k2),
in terms of 2-point structure functions, has been studied by several authors [20–25].
The purpose of this work is to investigate the factorization properties of the 3-point structure functions by
focusing on a particular system of great current interest, the (three-dimensional) Yukawa-liquid. In this system
the potential between the particles has the form of an exponentially screened Coulomb potential,
φ(r) =
Q
4πε0
exp(−r/λD)
r
, (9)
where Q is the charge of the particles and λD is the screening (Debye) length. Apart from its applicability to
actual physical systems, the Yukawa potential as a theoretical model has the convenient feature that by adopting
limits of the screening parameter one can investigate both the properties of a system with long range interaction
(λD → ∞) and short range interaction (λD → 0).
The interest in Yukawa systems is also motivated by ongoing studies of dusty (complex) plasmas [26–28]. In
the standard model for dusty plasmas one considers explicitly only one type of charged species (the dust particles),
the presence of the additional plasma species and their effects on the main component are accounted for via the
screening of the interaction potential between the dust particles. When all effects that lead to an anisotropy of
the interaction (e.g. streaming ions) are neglected, the potential between the particles acquires the exponentially
screened Coulomb form, becoming a Debye-Hu¨ckel, or Yukawa potential, where the Debye length that expresses
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the screening property of the plasma medium that embeds the system of dust particles. (The system so deﬁned is
sometimes referred to as the “Yukawa One-Component Plasma”, YOCP, based on its similarities to the classical
Coulomb “One-Component Plasma, OCP, model). The ratio of the unscreened interparticle potential energy to
the thermal energy is expressed by the nominal coupling parameter
Γ =
Q2
4πε0akBT
, (10)
where T is temperature and a = (3/4πn0)1/3 is the Wigner-Seitz radius. The normalization of the length by a
leads to the dimensionless screening parameter κ = a/λD . We investigate the system in the strongly coupled
liquid phase (Γ  1), where the interparticle potential energy dominates over the thermal energy and a prominent
liquid structure builds up. It is not the subject of our studies, but we note that the system turns into a crystal when
the coupling parameter reaches a certain critical value that depends on the screening parameter [29].
The structure of the paper is as follows. In Section 2 we introduce the quantities of interest and in Section 3
we describe our computational approach. Section 4 presents the results and a short summary is given in Section
5.
2 Theoretical background
Exact relationships between the 2- and 3-point static structure functions (or equivalently the respective particle
correlation functions) exist. In particular, the second equation of the BGY hierarchy can be expressed in terms of
the 2-point and 3-point static structure functions [19]. However, this is not immediately useful, because it merely
expresses one unknown function, the 2-point structure function (or 2-particle correlation function), in terms of
another, 3-point structure function (or 3-particle correlation function), and it requires an approximate closure
relation to become solvable. A further exact relationship is based on the density functional formalism [20],
where in addition to the conventional (binary) direct correlation function c(2)(r12) the ternary direct correlation
function c(3)(r12, r23) can be introduced. Then,
S(3)(k1, k2; k0) = S(2)(k1)S(2)(k2)S(2)(k0)
[
1 + n20c
(3)(k1, k2)
]
, (11)
where c(3) can be obtained from the free energy functional [20]. This expression, however, does not provide any
calculational guidance either without further approximation. Provided, however, that if c(3)(k1, k2) is small, the
3-point static structure function S(3)(k1, k2) can, at least approximately, be factorized in terms of 2-point static
structure functions:
S(3)(k1,k2) ∼= S(2)(k1)S(2)(k2)S(2)(k0). (12)
We note that the factorization (12) leads to an approximate relation between the 2-particle and 3-particle
correlation functions. In view of the relations (7) and (8) the relationship (12) can be expressed as
h(3)(k1,k2) ∼= h(2)(k1)h(2)(k2) + h(2)(k2)h(2)(k0) + h(2)(k0)h(2)(k1)+
n0
[
h(2)(k1)h(2)(k2)h(2)(k0)
]
, (13)
or in conﬁguration space as
h(3)(r12, r23) ∼= n0
[∫
d3r4h
(2)(r14)h
(2)(r42) +
∫
d3r4h
(2)(r24)h
(2)(r43)+
∫
d3r4h
(2)(r34)h
(2)(r41) +
∫
d3r4h
(2)(r14)h
(2)(r24)h
(2)(r34)
]
. (14)
The approximation (12) was originally introduced in [21] and was called the “convolution approximation”.
O’Neil and Rostoker [22], Lie and Ichikawa [23] showed that the expression (13) is formally exact to lowest
order of the plasma parameter and small k values. Ichimaru [24] used the approximation (14) as an ansatz to
c© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.cpp-journal.org
Contrib. Plasma Phys. 56, No. 9 (2016) / www.cpp-journal.org 819
solve the second equation of the BBGKY hierarchy and so to calculate the dielectric response function for a
strongly correlated electron liquid. Golden and Kalman [17] pointed out that in the framework of the quadratic
FDT (14) is a trivial consequence of the application of the RPA and is valid for arbitrary k-values.
Remarkably though, as discussed by Iyetomi and Ichimaru [25], while not exact, (13) still represents a reason-
ably good approximation for the OCP up to a fairly large value of the coupling parameter Γ. In the language of
the Mayer cluster expansion, the approximation amounts to the neglect of the irreducible bridge-functions, i.e. to
invoking the Hypernetted Chain (HNC) approximation. This latter has been shown to provide a good description
of the equilibrium properties of a strongly coupled OCP. Iyetomi and Ichimaru [25] also identiﬁed the group of
bridge functions that can be generated by a systematic expansion in order to go beyond the HNC and have shown
that the ﬁrst correction to the convolution approximation is:
c(3)(r, r′) ≈ h(2)(r)h(2)(r′)h(2)(|r− r′|). (15)
Based on this expression, Barrat, Hansen and Pastore [20] proposed the following factorization approximation for
the triplet direct correlation function in dense, classical ﬂuids (referred to as the “BHP model” in the following) :
c(3)(r, r′) = t(r)t(r′)t(|r− r′|), (16)
where the t(r) function originates from the solution of the integral equation:
∂c(2)(r)∂n = t(r)
∫
t(r′)t(|r− r′|)dr′. (17)
The predictions of this theory were tested by computing the 2-point and 3-point structure functions via molecular
dynamics simulations for the soft sphere model near freezing and by using these in the relation (11). The BHP
model was successfully applied in, e.g., [30–32] for a binary mixture of hard spheres, quantum hard-sphere
Yukawa ﬂuids, and liquid water.
The purpose of this paper is to examine in some detail the accuracy of the approximation (12) and the perfor-
mance of the BHP model in Yukawa-liquids. The simplest conﬁguration of the three k-vectors involved in the
approximation is when all of them are collinear: this scenario was studied in our previous paper [12]. Here we
consider some special geometries when the vector-arguments of S(3) are not collinear.
3 Computational method
Molecular dynamics (MD) simulations have been indispensable in the studies of static properties, transport coef-
ﬁcients, collective excitations, as well as instabilities in strongly coupled Yukawa liquids. Here we use a standard
MD method to describe our 3-dimensional Yukawa liquid: we simulate the motion ofN=10 000 particles, within
a cubic box with periodic boundary conditions, via the integration of their Newtonian equations of motion. The
exponential decay of the Yukawa potential makes it possible to use a cutoff radius in the calculation of the forces
acting on the particles, beyond which the interaction of particle pairs can be neglected. Setting rcutoﬀ ≈ 5a pro-
vides good accuracy at the relatively high values of the screening parameter considered in this work, κ = {2, 3}.
Time integration is performed via the velocity-Verlet scheme. At the initialization of the simulations the particles
are positioned randomly within the simulation box, while their initial velocities are sampled from a Maxwellian
distribution corresponding to the prescribed system temperature (deﬁned by Γ). The simulations start with a
thermalization phase, during which the particle velocities are rescaled in each time step, in order to reach the
desired temperature. This procedure is stopped before the data collection takes place, where the stability of the
simulation is conﬁrmed by monitoring the temperature as a function of time.
The static structure functions S(2) and S(3) are computed in equilibrium MD simulations, via deﬁnitions (2)
and (4), for a series of wave number values matching the simulation box. The minimum accessible wave number
deﬁned by the edge length L of the simulation box is kmina = 2πa/L ∼= 0.181. The computations give direct
access to wave number vectors that obey the periodic boundary conditions, i.e. to a “grid” of wave numbers with
k = (mx,my,mz)kmin, where mx,my,mz are integers (with the mx = 0,my = 0,mz = 0 combination being
excluded). In some of the cases the structure functions have to be computed for k values different from the above,
in these circumstances we use an interpolation of the values from the four neighboring points that are on the grid.
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To address the question: “How accurate is the approximate factorization relation for our system?”, we calculate
the following quantities, based on (8) and (13):
S
(3)
f (k1,k2) ≡ S(2)(k1)S(2)(k2)S(2)(k0), (18)
n20h
(3)
m (k1,k2) ≡ S(3)m (k1,k2)− 1− n0[h(2)(k1) + h(2)(k2) + h(2)(k0)], (19)
n20h
(3)
f (k1, k2) ≡ n20
[
h(2)(k1)h(2)(k2) + h(2)(k2)h(2)(k0) + h(2)(k0)h(2)(k1)
]
+
n30
[
h(2)(k1)h(2)(k2)h(2)(k0)
]
, (20)
where S(3)m (k1,k2) is the “exact” value of the 3-point structure function resulting from its measurement in the
simulation, according to (4). h(2) is obtained from S(2) via (7). To describe the accuracy of the factorization
approximation we compute the following quantities:
σS(k1, k2) ≡ S
(3)
m (k1,k2)
S
(3)
f (k1,k2)
, (21)
σh(k1, k2) ≡ h
(3)
m (k1, k2)
h
(3)
f (k1, k2)
. (22)
Both of these give a relation between the “exact” characteristics and their approximate values obtained with
the assumption that the direct factorization relation (12) holds, i.e. c(3) = 0; evidently the σh indicator is a more
sensitive measure than σS .
4 Results
We carried out MD-simulations for Yukawa liquids with the system parameters of κ = 3 and Γ = {80, 800}.
First, we present in Fig. 1 the 2-point static structure functions for the parameters speciﬁed above. At these
Γ values the system is in the liquid phase, thus the system is isotropic, and the direction of the wave vector is
irrelevant.
Fig. 1 2-point static structure functions of the 3D Yukawa
liquid at the Γ values indicated, κ = 3.
First, we examine the case of the isosceles triangles with |k1| = |k2| ≡ k∗ and various angles ϑ between the
vectors k1 and k2, where k∗ is the position of the main peak in the structure function S(2)(k) (k∗a = 26kmina =
4.7 at Γ = 80 and k∗a = 24kmina = 4.34 at Γ = 800). The angle ϑ changes between 0◦ and 175◦ with steps of
5◦. The results obtained for the 3-point structure functions and the triplet correlation functions are shown in Fig.
2 and Fig. 3, respectively.
Figure 2(a) displays the 3-point structure function for Γ = 80. The “measured” data, S(3)m (k1, k2) , (ob-
tained directly from the simulation) and the data obtained from the 2-point structure function via relation (12),
S
(3)
f (k1, k2), agree with each other within the noise level. (We note that the noise level in the determination of
the 3-point structure function is signiﬁcantly higher, compared to that in the computation of the 2-point structure
c© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.cpp-journal.org
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function.) The “quality of factorization”, as reﬂected by the data obtained for σS(k1, k2) (see Fig. 2(b)), is very
good, the factorization of S(3)(k1, k2) in terms of 2-point S(k1)-s holds within a few percent.
Fig. 2 (a,c) 3-point structure functions S(3)(k1, k2) and (b,d) σS(k1, k2) functions for isosceles triangles of the wave number
vectors, for the Γ values indicated and κ = 3. k∗a = 4.7 for Γ = 80 and k∗a = 4.34 for Γ = 800, k0 is as indicated on the
upper scale.
At the higher coupling (Γ = 800), however, Fig. 2(c) indicates signiﬁcant, even qualitative, differences
between S(3)m (k1, k2) and S
(3)
f (k1, k2), especially at angles ϑ < 100
◦. These deviations hinder the possibility
of an approximate factorization, as indicated by the σS(k1, k2) values shown in Fig. 2(d). An approximate
factorization can here both underestimate and overestimate S(3)(k1, k2), depending on ϑ, by up to ≈ 40%.
A similar study on the triplet correlation function, h(3)(k1, k2), is presented in Fig. 3. Here, we ﬁnd large
differences between the measured h(3)m (k1, k2) and the approximate h
(3)
f (k1, k2) even at the lower coupling value
of Γ = 80. These deviations make the determination of h(3)(k1, k2) uncertain, as reﬂected by the σh(k1, k2) data
shown in Fig. 3(b). At the higher coupling our data are less noisy and the σh(k1, k2) is well-deﬁned (see Fig.
3(d)). (Note that a data point in σh(k1, k2) at ϑ = 135◦ is ill-deﬁned due to the zero crossing of h
(3)
f (k1, k2).)
Next we consider the case of the equilateral triangles (ϑ = 120◦) with variable side lengths k. For this
setting we have carried out computations for κ = 3 and 2. The coupling values for the systems characterized by
κ = 2 (Γ = 300 and 30) have been chosen to result in the same Γ/Γm, as in the case of κ = 3. Here, Γm is the
coupling that corresponds to melting, its values are taken from [29]. (Unfortunately we are not abe to scan a wide
range of screening values, due to the excessive computational requirements, especially at lower values of κ.) The
value of k changes in both cases between 2kmin and 46kmin with a step of kmin. The results obtained for the
3-point structure functions are shown in Fig. 4 and Fig. 5 for the different κ values, while the corresponding
triplet correlation functions are displayed in Fig. 6 and Fig. 7.
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Fig. 3 (a,c) Triplet correlation functions h(3)(k1, k2) and (b,d) σh(k1, k2) functions for isosceles triangles of the wave
number vectors, for the Γ values indicated and κ = 3. k∗a = 4.7 for Γ = 80 and k∗a = 4.34 for Γ = 800, k0 is as indicated
on the upper scale.
In the case of the 3-point structure functions (Figs. 4 and 5) we observe similar shapes and a good quality
of the approximate factorization at high wave numbers, ka > 4. At smaller wave numbers, however, although
the shapes of S(3)m (k1, k2) and S
(3)
f (k1, k2) are very similar, we observe a strong breakdown of the approximate
factorization, as indicated by the large negative values of σS(k1, k2) (see panels (b) and (d) in Figs. 4 and Figs.
5). These values originate from the negative values of S(3)m (k1,k2) below ka ≈ 4. Obviously, negative values
cannot be generated by the approximate factorization, as S(k1) > 0 for all wave numbers. Similarly to the 3-point
structure function for the given setting of the wave number vectors, the triplet correlation function h(3)(k1, k2)
also acquires negative values below ka ≈ 4 (see Figs. 6 and 7), and the approximate factorization clearly cannot
work in this domain. The occurrence of a negative domain in S(3) is known from studies on different systems,
however the physical background of this behavior is less clear. A changing sign of S(3) implies a changing sign
of the second order static density response of the system to external potential energy perturbations, which can be
directly observed in MD simulations, as we demonstrate below.
We recall the connection between the static structure functions and the density response functions [12]. The
static linear FDT connects the linear response function with the static 2-point structure function:
χˆ(1)(k1) = −βn0S(2)(k1), (23)
while the static quadratic FDT establishes a relationship between the quadratic response function and the 3-point
static structure function:
χˆ(2)(k1, k2) =
β2n0
2
S(3)(k1,k2), (24)
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where β = 1/kBT . According to the second relationship, the quadratic response function, and thus the quadratic
part of the density response has to change sign when the 3-point static structure function changes sign. To conﬁrm
this expected behavior we determine S(3)(k1,k2) with k1 = k2 ≡ k, at Γ = 800 and κ = 3 via the simulation as
described above and via a perturbation simulation approach that computes the density response of the system in
the presence of an external potential energy, of the form [12]:
Φˆ(r) = Cf0 cos(k · r). (25)
Fig. 4 (a,c) 3-point structure functions S(3)(k1, k2) and (b,d) σS(k1, k2) functions for equilateral triangles of the wave
number vectors, k ≡ |k1| = |k2| = |k0|, for the Γ values indicated. The negative values of σS are caused by the negative
values of S(3)m , as S
(3)
f is positive in the whole interval of ka examined. κ = 3.
In this form f0 is the amplitude of the perturbation, while C is an additional parameter that ensures that the
maximum of the external force at f0 = 1 equals the force acting between two charged particles separated by
a distance r = a. In this type of simulations the external potential energy is applied from the initialization,
measurement of the density proﬁle starts after the equilibration of the system.
According to [12], the ﬁrst- and second-order density perturbations are given by:
〈n˜(r)〉(1) = Cf0χˆ(1)(k) cos(k · r), (26)
〈n˜(r)〉(2) = C
2f20
2
[
χˆ(2)(k,−k) + χˆ(2)(k, k) cos(2k · r)
]
. (27)
The ﬁrst-order density response follows the harmonic perturbation, via the link provided by the linear response
function. The second-order density response contains (i) a “DC contribution” χˆ(2)(k,−k), for which k0 = 0, so
it belongs to the domain of singular behavior [12], and (ii) a term, χˆ(2)(k, k) cos(2k · r) that is proportional to the
quadratic response function.
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Fig. 5 (a,c) 3-point structure functions S(3)(k1, k2) and (b,d) σS(k1, k2) functions for equilateral triangles of the wave
number vectors, k ≡ |k1| = |k2| = |k0|, for the Γ values indicated and κ = 2. The negative values of σS are caused by the
negative values of S(3)m , as S
(3)
f is positive in the whole interval of ka examined.
Fig. 6 Triplet correlation functions h(3)(k1, k2) for equilateral triangles of wave number vectors, k ≡ |k1| = |k2| = |k0|,
for the Γ values indicated and κ = 3.
Based on the 3-point structure function S(3)(k, k), shown in Fig. 8 for Γ = 800 and κ = 3, we carry out
the simulations with the perturbation method for ka = 12kmina = 2.17 and the ka = 16kmina = 2.9, as these
values of the wave number probe the domains with predicted negative and positive quadratic responses. Figure
9 displays the results of these perturbed simulations. The amplitude of the external potential energy was set to
result in a 0.1n0 amplitude of the linear part of the total density response. Panel (a) shows the resulting density
distribution, with the average density, n0, removed. The different shapes of the curves result from the fact that at
the higher wave number the linear response dominates, while at the lower wave number the quadratic contribution
is more signiﬁcant. Removing the ﬁrst-order perturbation to the density, the second-order contribution becomes
c© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.cpp-journal.org
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visible in panel (b). Characteristic of the second-order response, we ﬁnd oscillations with double frequency,
compared to the perturbation. We observe that the second-order perturbation to the density changes sign between
k = 12kmin (ka = 2.17) and k = 16kmin (ka = 2.9). The results clearly conﬁrm the change of the sign of
〈n˜(r)〉(2), in accordance with the change of sign of the 3-point structure function.
Fig. 7 Triplet correlation functions h(3)(k1, k2) for equilateral triangles of wave number vectors, k ≡ |k1| = |k2| = |k0|,
for the Γ values indicated and κ = 2.
Fig. 8 3-point static structure function for k1 = k2 ≡ k, for
Γ = 800 and κ = 3. The two wave number values examined via
the perturbation simulation are indicated by arrows.
Finally we analyze the performance of the BHP model. As outlined in section 2, the BHP model offers
an approximation for the triplet direct correlation function c(3), based on the ansatz (16). In our computation
of c(3) we followed the steps proposed in [20], with the difference that instead of using a thermodynamically
consistent variant of the HNC approach to compute ∂c(2)/∂n, we rely on ﬁrst-principles MD simulation data.
We ﬁrst compute S(2)(k) in MD simulations with two different values of Γ, 800 ± 5 %. From these static
structure functions we calculate c(2)(k) = [1 − 1/S(2)(k)]/n [20] and then we execute an inverse Fourier-
transformed that yields c(2)(r). The derivative of c(2)(r) with respect to the density is obtained via ∂c(2)/∂n =
(∂c(2)/∂Γ)(∂Γ/∂n). As the next step, we solve eq. (17) for t(r) using the steepest descent algorithm (also used
in [20]), then compute its Fourier transform t(k), and ﬁnally calculate c(3)(k1,k2) as:
c(3)(k1,k2) =
1
(2π)3
∫
t(k′)t(|k1 − k′|)t(|k2 + k′|)dk′, (28)
where k1 and k2 correspond to the actual (isoscele, or equilateral) geometry.
The results of our calculations for the κ = 3, Γ = 800 case are presented in Fig. 10: panel (a) shows the nor-
malized derivative n0(∂c(2)/∂n), panel (b) displays t(r). The values of 1+n20c
(3)(k1,k2) (recall that this equals
to S(3)/S(2)S(2)S(2)), as obtained directly from the simulation, as computed from eq. (15) and as resulting from
the BHPmodel are displayed in Figs. 10(c) and (d), respectively, for wave vectors forming isoscele and equilateral
triangles. In the case of the isoscele geometry, for which the data have been computed at k∗a = 24kmina = 4.34,
the “h(2)-correction” gives a quite reasonable prediction for the “true” (direct simulation) values. On the other
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hand, the performance of the BHP model, for this speciﬁc case, is rather poor. In the case of the equilateral geom-
etry we ﬁnd an opposite behavior: the BHP performs reasonably, although it underestimates 1 + n20c
(3)(k1,k2)
by a factor of ∼3 as compared to the simulation results, while the “h(2)-correction” is completely inaccurate.
Fig. 9 (a) Total density response induced by a harmonic external potential energy perturbation with wave numbers ka =
12kmina = 2.17 and ka = 16kmina = 2.9. (The average density, n0, is removed.) (b) Density proﬁle resulting after
removing the ﬁrst-order response. We observe that the proﬁles oscillate in anti-phase, indeed conﬁrming the sign change of
the quadratic density response. Γ = 800, κ = 3.
Fig. 10 (a) Normalized derivative of c(2)(r) with respect to density, (b) t(r) obtained as the solution of eq. (17), (c) and (d)
1 + n20c
(3)(k1,k2) for wave vectors forming isoscele and equilateral triangles, respectively. In (c) k∗a = 24kmina = 4.34.
The “h(2)-correction” is based on eq. (15). Γ = 800 at κ = 3.
c© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.cpp-journal.org
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As an additional case we also consider a system with κ = 2 and Γ = 300, with wave vectors forming
equilateral triangles. The results of these computations are given in Fig. 11: panel (a) shows the normalized
derivative n0(∂c(2)/∂n), panel (b) displays t(r), while panel (c) presents 1 + n20c
(3)(k1,k2) as obtained from
the simulations, as well as based on the “h(2)-correction”, and the BHP result. A somewhat better agreement
between the simulation data and the BHP curve is obtained here, but the deviation between the results is still
signiﬁcant, i.e., the performance of the BHP model is not satisfactory for this case either.
In summary, the performance of the BHP model is rather weak for our system. To rule out the possibility that
this behavior is a result of errors in our calculations, we have veriﬁed our procedures by comparing our results
with those given in [20], for a soft-sphere system. To be able to do so, we have developed an MD code for the
1/r12 potential and have carried out computations for the same parameters as in [20]. The results of this check
are presented in the Appendix.
Fig. 11 (a) Normalized derivative of c(2)(r) with respect
to density, (b) t(r) obtained as the solution of eq. (17), (c)
1 + n20c
(3)(k1,k2) for wave vectors forming equilateral tri-
angles. The “h(2)-correction” is based on eq. (15). Γ=300,
κ = 2.
5 Summary
Using molecular dynamics simulations we have investigated the validity of the convolution approximation –
according to which in many-body systems the 3-point static structure function, S(3)(k1, k2), can approximately
be factorized in terms of the 2-point counterpart, S(2)(k1). In our work we have also examined the factorization
of the triplet correlation function h(3)(k1,k2).
As a model system we have adopted 3-dimensional strongly-coupled Yukawa liquids, the computations have
been carried out for coupling parameter values Γ = 80 and 800 at κ = 3, as well as for Γ = 30 and 300 at κ = 2.
We have tested the accuracy of the factorization for speciﬁc arrangements of the wave vectors k1, k2 and k0: (i)
forming isosceles and (ii) equilateral triangles.
We have found a notable signature of the breakdown of factorization: the appearance of negative values of
S(3)(k1, k2), whereas the approximate factorized form is restricted to positive values. Based on the Fluctuation-
Dissipation Theorem these negative values imply that the quadratic part of the density response of the system
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changes sign with wave number. Our simulations that incorporate an external potential energy perturbation
clearly conﬁrmed this behavior.
We have found that the BHP model [20] does not perform well for the Yukawa liquids with the speciﬁc
parameters considered here. Taking into account the fact that the results of our computational procedures have
been cross-checked with those obtained in [20] for the soft-sphere potential, the reason of the discrepancies could
be sought for in the validity of the ansatz (16) adopted in the BHP model.
Acknowledgements This work was supported by the grants OTKA-K-105476, NKFIH-K-115805, and NSF PHYS-1105005.
6 Appendix
Fig. 12 (a) Normalized derivative of c(2)(r) with respect to density, (b) t(r) obtained as the solution of eq. (17), (c) and (d)
1+n20c
(3)(k1,k2) for wave vectors forming isoscele and equilateral triangles, respectively. In (c) data for different values of
the wave number k∗a are displayed, and, in order to make comparison with the original data (ﬁgures 2 and 3 of [20]) easier
the data are presented here as a function of cos(ϑ). Panel (a) is to be compared with ﬁgure 1 of [20] and panel (d) is to be
compared with ﬁgure 4 of the same work.
As mentioned above, we have developed an MD simulation code, to be able to verify our computational
procedures via cross-checking our results with those given in [20], obtained for a soft-sphere potential. Our
computations have been carried out for γ = 1.15 (Barrat et al. [20] has considered values of 1.13, 1.15, and
1.17). Our results, shown in Fig. 12 indicate a very good agreement with those presented in [20]: t(r), shown
in panel (b), is to be compared with ﬁgure 1 of [20], n20c
(3)(k1,k2), shown in panel (c), is to be compared
with ﬁgures 2 and 3 of [20], which correspond, respectively, to slightly lower (γ = 1.13) and slightly higher
(γ = 1.17) values of the control parameter of the system. Finally, panel (d) of Fig. 12 is to be compared with
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ﬁgure 4 of [20]. We have found that for the isosceles case the shape of the n20c
(3) vs. cos(ϑ) curve is very
sensitive on the wave number value, see Fig. 12(c). In our simulations the position of the ﬁrst peak of the linear
static structure function S(k) was identiﬁed to be k∗a = 4.34. In [20] it was also stated that the data correspond
to the ﬁrst peak of S(k), however, the exact value was not given in [20]. Therefore here we compare the results
obtained at different values of k∗a in Fig. 12(c). Among the three curves the best agreement with the data of
Barrat et al. [20] is found for k∗a = 3.98. The good reproducibility of the data presented in [20] veriﬁes our
computational techniques.
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