This paper provides a simple proof for the Perron-Frobenius theorem concerned with positive matrices using a homotopy technique. By analyzing the behaviour of the eigenvalues of a family of positive matrices, we observe that the conclusions of Perron-Frobenius theorem will hold if it holds for the starting matrix of this family. Based on our observations, we develop a simple numerical technique for approximating the Perron's eigenpair of a given positive matrix. We apply the techniques introduced in the paper to approximate the Perron's interval eigenvalue of a given positive interval matrix.
Introduction
A simple form of Perron-Frobenius theorem states (see [1, 2] The general form of Perron-Frobenius theorem involves non-negative irreducible matrices. For simplicity, we confine ourselves in this paper with the case of positive matrices. The proof, for the more general form of the theorem can be obtained by modifying the proof for positive matrices given here.
Perron-Frobenius theorem has many applications in numerous fields, including probability, economics, and demography. Its wide use stems from the fact that eigenvalue problems on these types of matrices frequently arise in many different fields of science and engineering [3] . Reference [3] discusses the applications of the theorem in diverse areas such as steady state behaviour of Markov chains, power control in wireless networks, commodity pricing models in economics, population growth models, and Web search engines.
We became interested in the theorem for its important role in interval matrices. The elements of an interval matrix are intervals of . In [4] , the theorem is used to establish conditions for regularity of an interval matrix. (An interval matrix is regular if every point in the interval matrix is invertible). In Section 4 we develop a method for approximation of the Perron's interval eigenvalue of a given positive interval matrix. See [5] for a broad exposure to interval matrices.

Since after Perron-Frobenius theorem evolved from the work of Perron [1] and Frobenius [2] , different proofs have been developed. A popular line starts with the Brouwer fixed point theorem, which is also how our proof begins. Another popular proof is that of Wielandt. He used the Collatz-Wielandt formula to extend and clarify Frobenius's work. See [6] for some interesting discussion of the different proofs of the theorem.
It is interesting how this theorem can be proved and applied with very different flavours. Most proofs are based on algebraic and analytic techniques. For example, [7] uses Markov's chain and probability transition matrix. In addition, some interesting geometric proofs are given by several authors: see [8, 9] . Some techniques and results, such as Perron projection and bounds for spectral radius, are developed within these proofs. More detailed history of the geometry based proofs of the theorem can be found in [8] .
In our proof, a homotopy method is used to construct the eigenpairs of the positive matrix A. ) will not intersect with any other eigencurve. Together they form a "restricting area" for all other eigenvalue curves. As a result, the absolute value of any other eigenvalue will be strictly less than   r t for . By choosing an initial matrix 0 0 < < 1 t H that has the desired properties stated in the Perron-Frobenius theorem, we will show that the "restricting area" preserves these properties along the eigencurves for all   H t , and for in particular.
 
1 A H  Our proof is elementary, and therefore is easier to understand than other proofs. While most of the other proofs focus on the matrix A itself, we approach the problem by analysing a family of matrices. In our proof we study some intuitive structures of the eigenvalues of positive matrices and show how those structures are preserved for matrices in a homotopy. Thus, our proof provides an alternative perspective of studying the behaviour of eigenvalues in a homotopy.
Furthermore, our proof is constructive. The idea is to start with the known eigenpair corresponding to the maximal eigenvalue of 0 H , then use the homotopy method and follow the eigencurve corresponding to the maximal eigenvalues of positive matrices   H t , applying techniques such as Newton's method. Recently, many articles are devoted to using homotopy methods to find eigenvalues, for example see [10] [11] [12] and the references therein. In most cases, the diagonal of A is used as starting matrix 0 H . Still, people are interested in finding a more efficient 0 H , one which has a smaller difference from A. The 0 H constructed in our proof provides an alternative to the query. It is promising because by proper scaling, it can behave as some "average" matrix.
The Proof
In the following sections, 1, 0for1 ,and 1 , , , n m n m
Remark. The previous lemmas imply that there exists
Proof. Inequalities (1) and (2) are equivalent to
According to Dirichlet's approximation theorem, for any , there is , 
has a simple eigenvalue n and eigenvalue 0 with algebraic multiplicity 1 n  . In addition, the eigenvector associated with n is positive.
Proof. Since , n is an eigenvalue of D. Likewise, where D is the n n  matrix with defined in lemma 2.7. 
