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 Diagnosis of brain cancer using existing imaging techniques, e.g., Magnetic 
Resonance Imaging (MRI) is shrouded with various degrees of challenges. 
At present, there are very few significant research models focusing on 
introducing some novel and unique solutions towards such problems of 
detection. Moreover, existing techniques are found to have lesser accuracy as 
compared to other detection schemes. Therefore, the proposed paper presents 
a framework that introduces a series of simple and computationally cost-
effective techniques that have assisted in leveraging the accuracy level to a 
very higher degree. The proposed framework takes the input image and 
subjects it to non-conventional segmentation mechanism followed by 
optimizing the performance using directed acyclic graph, Bayesian Network, 
and neural network. The study outcome of the proposed system shows the 
significantly higher degree of accuracy in detection performance as 
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1. INTRODUCTION  
Brain cancer is considered as one of the most lethal form of the cancer in human being as where the 
complications of diagnosis and treatment is exponentially high [1]. Normally, brain cancer is a stage of 
cancer where a brain region has presence of either lesions or tumor [2]. Lesions are required to be repaired in 
order to stop being causing further internal hemorrhage. Similarly, brain tumor could be benign or 
malignant [3]. However, in both the cases, an expensive surgery with complicated surgical equipment, 
procedures, and highly skilled surgeon is required. All this just begins with the diagnosis stage where 
normally Magnetic Resonance Imaging (MRI) is highly preferred in initial stage of analysis [4]. However, 
apart from MRI, there are other imaging techniques too viz. Computed Tomography (CT) scan, Positron 
Emission Tomography (PET) scan [5]. Although, with the inclusion of technology, radiological studies have 
significantly improved. However, they have a limitation too [6]. At present, all the imaging techniques could 
just assists in capturing the region suspected from cancer from very internal-depth (3D Doppler scan with 
multi-slices), however, there is no such machines or technology who offers conclusive inference of the 
resultant images. It only depends on the experience of physician that the inference is made considering a 
slight probability that human error. From research viewpoint, there has been a series of research work being 
carried out toward cancer detection problem; however majority of the existing research work has actually not 
focused on brain MRI images. There are very less number of significant research work towards identification 
of brain tumor in recent times. The most recent survey is carried out 3 year back by Ashwathy [7] to prove 
that not much progress has happened in this area of cancer detection. The complication in brain cancer is 
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very different than other forms of cancer e.g. i) it is highly grayscale image where the tumor regions are very 
less identified accurately from raw images, ii) performing preprocessing on MRI image could lead to loss of 
some significant information until and unless it is not assured that it has some noise or errors, iii) normally 
brain images are highly symmetrical in nature that causes a greater degree of challenges when it comes to 
feature extraction process, iv) usage of training or machine learning algorithm could result in generation of 
higher quantity of false positive until and unless a proper stopping function is designed or develop a strategy 
that can recognize the elite outcomes. Such complications are found very less to be assumed in existing 
system that causes increasing number of research effort in this direction [8], [9]. It is also seen that 
segmentation is part and parcel of almost every detection techniques in existing system; however, 
the techniques are too straightforward. Existing segmentation focuses on just foreground details whereas in 
order to perform clustering and classification for bigger data set, the background information is equally 
essential. There is a lot of scope of improvement in addressing the problem of detecting brain tumor which 
we find very less in number in existing system and thereby it poses a significant research gap.  
Therefore, this manuscript offers a very simple optimization technique of brain tumor detection 
where there is split emphasis on computational efficiency as well as system performance concerning 
accuracy. The potential features of Neural Network, a Bayesian network, watershed transform-based 
techniques were harnessed to optimize the accuracy performance. Usage of such techniques results in non-
iterative and progressive enhancement of the extraction of information that redefines the value of features 
being extracted that finally results in optimal performance in the identification of brain tumor region 
extraction from the MRI images of the brain. Section 1.1 discusses the existing literature followed by the 
discussion of research problems in Section 1.2 and proposed solution in 1.3. Section 2 discusses algorithm 
implementation followed by the discussion of result analysis in Section 3. Finally, the conclusive remarks are 
provided in Section 4. 
This section discusses about the existing research approach being carried out towards identification 
of brain cancer. The study carried out by Anitha and Murugavalli [10] have presented a classification 
technique for investigating brain tumour cells using K-Nearest Neighbor algorithm. Usage of sophisticated 
image capturing devices was introduced in the study of Baghaei et al. [11] for identification of lesions from 
the phantom brain images that has exhibited the capability to identify less than 7 mm size of lesions. Similar 
direction of the study towards detection process was also carried out by Beddad and Hachemi [12] who have 
used fuzzy clustering method for classification along with the level set algorithm. Segmentation has been 
marked as role player in majority of the existing studies. Work done by Demirhan et al. [13] has presented a 
simple segmentation process using self-organizing map and vector quantization. The technique has also used 
wavelets for extracting features. Similar problem towards segmentation was also addressed by Hamamci et 
al. [14] on contrasted image using cellular automata. Haritha [15] have studied various detection methods 
where k-means algorithm is found to offer better computational performance. Problems pertaining to 
segmentation and detection was also addressed by Islam et al. [16] using Gabor filters and enhancing 
AdaBoost algorithm. Kavitha et al. [17] have used feed-forward algorithm and radial basis function to 
enhance the detection process. Nagtode et al. [18] have used discrete wavelet transform, Gabor transforms, 
and neural network for classification of cancer. Usage of morphological operators and segmentation for 
detecting cancer was seen in the work of Nandi [19]. Adoption of time-resolved fluorescence is used by Nie 
et al. [20] for identification of tumour margin in brain. Perez et al. [21] have studied various techniques of 
identifying cancer stages of brain from MRI images. Resaeieh et al. [22] have investigated microwave 
imaging for identification of brain tumor followed by process of performance verification. Salwe et al. [23] 
have introduced an adaptive process of wavelet implementation where fine windowing operation as well as 
thresholds was used for detecting tumor cells of brain. Adoption of entropy factor toward similar detection 
problem was seen in the work carried out by Somwanshi et al. [24] for enhancing the segmentation 
performance. Dictionary learning was used adopted for incorporating adaptiveness in the detection process 
followed by usage of sparse reconstruction process as seen in the work carried out by Su et al. [25]. 
Subashini and Sahoo [26] used back propagation as well as pulsed_coupled neural network for detection 
brain tumor cells. Thara and Jasmine [27] used fuzzy K-means clustering as well as C-means clustering in 
order to perform segmentation that is further followed by neural network for image classification. Usage of 
morphological operations for addressing similar problem was also seen in the work of Vishnumurthy 
et al. [28]. Zhang et al. [29] have used microwave imaging and especially Vivaldi antenna for detecting brain 
tumor. Hence, existing system offers various approaches with benefits as well as limitation. The next section 
outlines the research problems identified. 
The significant research problems are as follows: 
a. Existing approaches mainly subjects the input image to either segmentation, clustering, classification, 
training algorithms without much emphasizing on processing more. 
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b. Existing segmentation algorithms only focus on the foreground whereas background information is 
ignored resulting in cases of false positives. 
c. Level of enhancement towards morphological operation is very much limited only to erosion and dilation 
whereas more potential of the morphological operator could be harnessed.  
d. Lesser focus on complex features extraction is another cause of false positive especially when subjected 
to machine learning algorithms. 
Therefore, the problem statement of the proposed study can be stated as “It is highly 
computationally challenging task to formulate a framework that uses cost-effective techniques to extraction 
substantial information from the image that could assist in superior identification of brain cancer." The next 
section discusses the proposed solution. 
The proposed study is an extension of our prior contribution [30] where we presently focus on  
using series of smaller and computationally cost-effective techniques to leverage the accuracy of brain  
cancer detection. 
The methodology involved in designing the first case study is as briefly discussed: 
a. The rationale behind Selection of Brain MRI Image: The first part of our study chooses to work on brain 
MRI images owing to the complication of the type of oncological cancer. Brain cancer is still the most 
challenging cancerous condition with increased mortality rate, and hence accuracy in diagnosis is highly 
required. We believe that owing to the complicated form of the brain MRI images; there are possibilities 
of performing inaccurate feature extraction that may call for false alarm. Therefore, owing to the 
criticality of the disease condition, we choose to consider brain MRI image as our first case study. 
b. Dataset used: MR-TIP database. 
c. Process Involved in Design Methodology: The proposed system takes the input of Brain MRI image and 
applies gradient magnitude for better definition of possible edges Figure 1. This is followed by applying 
watershed-based transformation scheme for assisting in better segmentation scheme. The processed image 
is further marked for both foregrounds as well as a background. Finally, a watershed algorithm is applied 
to perform proper segmentation of the foreground object. A Bayesian Network (BN) is constructed along 
with Directed Acyclic Graph (DAG) followed by histogram calculation and region merging. This entire 
process significantly assists in extracting enough information about the normal and abnormal condition of 
an object. This stage results in the formation of features that are finally subjected to the supervised 
training carried out by Artificial Neural Network (ANN). 
Finally, the detection process is carried out to detect the location of cancer, and the study outcome is 
assessed using conventional accuracy parameters, e.g., True/false- positive/negative, Sensitivity, Recall rate, 
Specificity, Precision, F1-Score. The next section discusses the algorithm implementation for developing the 
proposed detection mechanism. 
 
 





















Extract FeaturesANN TrainingANN Detection
 
 
Figure 1. Methodology adopted for 1st case study 
 
 
2. ALGORITHM IMPLEMENTATION  
This section discusses the algorithm that performs identification of the cancerous region for a given 
MRI image of a brain. The algorithm takes the input image I that after processing yields to the final image Idet 
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Algorithm for cancer detection from brain MRI image 
Input: I (input brain MRI) 




yxm IIg  , where (Ix, Iy)=ϕ(ΔI) 
2. Iwsμ(gm) 
3. Imfmr1(struct(f1(Io), f2(Ie))) 
4. Idsmr2(struct(Io)) 
5. Irmf3(α(β(γ(θ(struct(Imf)))))) 
6. Imbf4(β, γ) 
7. Isi μ(minima(gm(Imb))) 
8. Construct IDAG, IBN 
9. For i=1:max(Isi) 
10. h1=H[I(R)] 
11.End 
12. For j=1:size(IDAG) 
13. c=BC/∑(ψ1+ ψ2) 
14. Irmf5(IBN, c) 
15. End 
16. Ifeatstats(I(R)) 
17. Apply ANN training (Ifeat) 
18. IdetUse GT for cancer detection 
End 
 
The steps of the above mentioned algorithm is as discussed below: Initially, the input image I 
undergoes a processing to obtain gradient magnitude gm (Line-1). For this purpose, image filter ϕ is applied 
to the image I where a Sobel operator Δ is applied to extract Ix and Iy. The next part of the algorithm is to 
apply the watershed transform μ on the accomplished gradient magnitude gm of input image (Line-2) in order 
to obtain the transformed image Iws. The next step of the algorithm is to mark the foreground of an image 
(Line-3). For this purpose a function f1 is used for opening the image morphologically and a function f2 is 
used for eroding the image with respect to the disk morphological structure struct. Finally, a method mr1 is 
used for reconstructing the morphological factors of an image I with respect to Ie in order to obtain finally 
marked image Imf. This process is also followed by removal of the dark spots by applying morphological 
closing operator mr2 on Io with respect to the structure struct (Line-4). The next part of the algorithm 
performs dilation operation θ on foreground marked image Imf with respect to the structure struct (Line-5). 
This operation is further succeeded by reconstruction process γ carried out morphologically that is further 
encapsulated by function for computation of complement image β. Finally, we apply morphological function 
of region maxima function α and this is further encapsulated by the function f3 used for superimposing the 
foreground in order to obtain superimposed image of regional maxima Irm. Now the algorithm applies a 
principle of background marking and for this it obtains the binary image from the prior accomplished steps 
using the function β and γ (Line-6).  
The obtained image is than explored for its distance between two transformed points in the image 
that is finally followed by the operation of the watershed transformation operator f4 (Line-6) in order to obtain 
the image where the marked background is obtained Imb. After obtaining both foreground and background 
image, the next step will be to apply the processing for initiating the segmentation process. For this purpose, 
initially the image with gradient magnitude gm and the concatenation of background image Imb and image 
with regional maxima Irm and edges and this processing offers second stage gradient magnitude followed by 
minima-based operation (Line-7). This operation is further subjected to watershed algorithm μ for better 
segmentation performance in order to obtain the segmented image Isi. For better computational performance, 
we apply direct acyclic graph IDAG and Bayesian network IBN in order to further optimize the detection 
performance (Line-8).  
The mechanism applied for constructing DAG and Bayesian Network is as follows: The first step in 
construction acyclic graph is to give labels to all the regions and in order to do this a loop is created for all  
the possible value of labels (extracted from watershed transform) where all the regions are extracted along 
with morphological dilation operation from where the unique labels are extracted logically. The next step is 
to apply a probabilistic graphical model, i.e., Bayesian network on obtained directed acyclic graph 
concerning sizes of the nodes. The next step of the algorithm is to perform region merging operation. In order 
to do so, a loop is created for all the maximum values of segmented image Isi (Line-9), where regions R are 
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checked for their equivalency with the maximum values. A histogram operator H is then applied to the image 
with only region information to finally extract the histogram h1 (Line-10). This operation is further followed 
up by computation of merged regions. For this purpose a loop is created for all the maximum values obtained 
by finding the size of direct acyclic graph, where all the connected components for each segments are found. 
A histograph of the current node is obtained followed by the computation of the Bhattacharya Coefficient BC 
(Line-13). Finally, all the connected components c is computed using a simple mathematical expression that 
uses Bayesian network once again as shown in Line-14. This process results in Irm that is a final region 
merging image. The function f5 represents region merging operation and the variables ψ1 and ψ2 represents 
cell with 1x1 dimension and 1x dimension of all the connected components respectively. This step is 
followed by extraction of statistical features stats on the regions of an image in order to obtain an image 
matrix Ifeat (Line-16). Finally, neural network is applied on these features (Line-17) where the ground truth 
GT images were used for assessing the regions that are possibly infected by cancer in resultant image Idet 
(Line-18). Therefore, the proposed algorithm implements various smaller steps in order to finally perform 




3. RESULTS ANALYSIS  
This section discusses the result being obtained after implementing the concept written in the prior 
section. The complete analysis is carried out on images obtained from MR-TIP database [31] where the 
dimension of the images are approximately 618x630 with the occupation of 36.2 KB of memory. The visual 
outcomes of the proposed system are shown in Figure 2 where it can be seen that input images after 
subjecting to gradient magnitude loses its contrast and highlights for edge-based information Figure 2(b). 
Applying watershed algorithm further assists in an effective segmentation process Figure 2(c) and hence it 
highlights all the possible colors for the transformed image. In the process of segment, it was found that 
foreground marking Figure 2(d) offers internal changes and not much on superficial changes followed by 
region merging Figure 2(e). A closer look into the region merging operation in Figure 2(e) shows that the 
suspected portion of cancer could be located within the region. Therefore, it can be said that true outcome 
starts coming only after region merging operation. Further implying the direct acyclic graph and Bayesian 
network, the identification performance of the cancerous regions has tremendously increased as well as it 
offers better inference of the outcome of the processed image. At the same time, all the missing pixel 
elements are successfully handled as all the encoding is carried out using Bayesian network. Even from the 
accuracy viewpoint, the proposed system offers highly enhanced accuracy level as it can mitigate the 
problem of overfitting to maximize the outcome of identification. Finally, applying neural network training 
has further optimized the outcome the accuracy level of the proposed system with the shortest iteration of the 
learning process. The complete optimization was carried out using damped least square algorithm. 
For better study effectiveness, we compare the outcome of the proposed study with that of Support 
Vector Machine (SVM) and K-Nearest Neighbor (KNN) algorithm that is frequently used in existing system 
for classification purpose. The numerical outcome is shown in Table 1. 
 
 
Table 1. Comparative Analysis of Existing System 
Parameters SVM KNN Proposed System 
Sensitivity/Recall rate 0.45721 0.32872 0.653024 
Specificity 0.97695 0.93786 0.999948 
Precision 0.98675 0.97658 0.999920 
Accuracy 95% 93% 99% 
 
 
The outcome shows that proposed system using neural network offers better accuracy as compared 
to SVM and KNN. The prime reason behind this is SVM and KNN offers higher computational problem 
when it comes to performing classification of increased size of data. Moreover, both the algorithm performs 
optimization till a threshold value whereas in neural network the optimization is more applicable on 
minimization of errors. This will mean that error minimizing operation is better for neural network in every 
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Figure 2. (a) Input image, (b) Gradient magnitude, (c) Watershed transform, (d) Mark foreground,  
(e). Region merging, (f) Detection of tumor 
 
 
4. CONCLUSION  
This paper has presented a simple and cost-effective technique for enhancing the accuracy level of 
brain cancer detection using a series of operations. The reason behind its cost effectiveness is because none of 
the algorithms used in proposed system consumes maximum memory or is dependent on higher number of 
trained dataset. Most significantly, the response time of proposed system is very less as compared to the 
existing system. The proposed system also introduces a unique mechanism to perform segmentation where the 
importance is being shared equally to for marking both foreground and background. Usage of directed acyclic 
graph as well as Bayesian Network has assisted to improve the extraction of unique information that was used 
for constructing features. Finally, such features when fed to neural network, we find much-enhanced accuracy 
performance. The complete analysis is found to offer higher accuracy level in contrast to existing methods. 
Our future work will be to continue the presence research and include more complications in diagnosis using 
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