In this paper we consider four previously known parameters of sign matrices from a complexity-theoretic perspective. The main technical contributions are tight (or nearly tight) inequalities that we establish among these parameters. Several new open problems are raised as well.
Introduction
What is complexity, and how should it be studied mathematically? In the interpretation that we adopt, there are several underlying common themes to complexity theories. The basic ground rules are these: There is a family F of some mathematical objects under consideration. The elements of some subset S ⊆ F are deemed simple. Also, there are certain composition rules that allow one to put together objects in order to generate other objects in F. The complexity of an object is determined by the length of the shortest chain of steps to generate it from simple objects. In full generality one would want to get good estimates for all or many objects in the family F. Specifically, a major challenge is to be able to point out specific concrete objects that have high complexity. That is, elements that cannot be generated from simple objects using only a small number of composition steps.
Arguably the currently most developed mathematical theory of complexity is to be found in the field of computational complexity. Typically (but Mathematics Subject Classification (2000) : 68Q15, 68Q17, 46B07, 68Q32 * Supported by the ISF.
† Supported by the ARC.
not exclusively), F consists of all boolean functions f : {0, 1} m → {0, 1}. The class S of simple objects contains the constant functions, and the functions x → x i (the i-th coordinate). Functions can be composed using the basic logical operations (or, and, not). Thus, one possible formulation of the P vs. NP problem within this framework goes as follows: Suppose that m = n 2 and so each x ∈ {0, 1} m can be viewed as a graph G on n vertices (each coordinate of x indicates whether a given pair of vertices is connected by an edge or not). We define f (x) to be 0 or 1 according to whether or not G has a Hamiltonian path (a path that visits every vertex in G exactly once). It is conjectured that in order to generate the function f , exponentially many composition steps must be taken. The lamentable state of affairs is that we are at present unable to prove even any super linear lower bound for this number.
In view of the fundamental importance and the apparent great difficulty of the problems of computational complexity we suggest to address issues of complexity in other mathematical fields. Aside from the inherent interest in understanding complexity in general, insights gained from such investigations are likely to help in speeding up progress in computational complexity. This paper is a small step in this direction. We seek to develop a complexity theory for sign matrices (matrices all of whose entries are ±1). There are several good reasons why this should be a good place to start. First, a number of hard and concrete problems in computational complexity proper can be stated in this language. Two notable examples are (i) The log-rank conjecture and (ii) The matrix rigidity problem, explained in the sequel. Also, matrices come with a complexity measure that we all know, namely, the rank. To see why, let us declare the class S of simple matrices to be those matrices (not necessarily with ±1 entries) that have rank one. Suppose, furthermore, that the composition rule is matrix sum. We recall a theorem from linear algebra that the rank of a matrix A equals the least number of rank-one matrices whose sum is A. This shows that rank indeed fits the definition of a complexity measure for matrices.
One important lesson from the experience gathered in computational complexity, is that it is beneficial to study a variety of complexity measures in order to understand the behavior of the main quantities of interest. Thus, aside from circuit complexity (the "real" thing), people are investigating communication complexity, proof complexity, decision tree models etc. This is the direction we take here, and our main work here is a comparative study of several measures of complexity for sign matrices.
We turn to the two conjectures mentioned above. The log-rank conjecture arose in the subfield of computational complexity known as commu-nication complexity. A few words about this area will be said below, and the interested reader should consult the beautiful monograph [15] . In purely matrix-theoretic terms, here is the conjecture:
Conjecture 1.1 ([20]).
Let A be an n × n sign matrix. Denote by M the largest area of a monochromatic rectangle of A, then
One recurring theme in computational complexity is that in many important situations, random elements in F have the highest possible complexity (or nearly that). Thus a random sign matrix tends to have full rank (we will soon elaborate on this point). From this perspective, the log-rank conjecture probes the situation away from that realm, and asks whether low rank imposes strong structural restrictions on the matrix.
Indeed, ranks of sign matrices have attracted much attention over the years. The most famous open problem about them is this: What is the probability that a random n×n sign matrix is singular? In its strongest form, the conjecture says that singularity comes mostly from one of the following four events: Two rows (columns) that are equal (opposite). This would mean that the probability for being singular is (1 + o(1))
2 n−1 . This conjecture still seems beyond reach, although considerable progress has been made. In a breakthrough paper Kahn, Komlós and Szemerédi [13] have proved an exponentially small upper bound on this probability. This bound has been substantially improved recently by Tao and Vu [26] who showed that this probability does not exceed ( (1)) n . In the present context these results say that if F consists of all n×n sign matrices, and if our complexity measure is the rank, then random objects in F have the highest possible complexity and the exceptional set is exponentially small. Such phenomena are often encountered in complexity.
The rigidity problem (first posed by Valiant [28] ) highlights another prevalent phenomenon in computational complexity. Namely, while most objects in F have (almost) the largest possible complexity, finding explicit members in F that have high complexity is a different matter altogether. Some of the hardest problems in computational complexity are instances of this general phenomenon. Of course, finding explicit matrices of full rank is very easy. But as it was proved by Valiant for real matrices and in [23] for ±1 matrices, high rank is not only very common, it is also very rigid. Namely, when you draw a random sign matrix, even when you are allowed to arbitrarily change a constant fraction of the entries in the matrix, the rank will remain high. The problem is to construct explicit matrices with this property. It is conjectured that Sylvester-Hadamard matrices are rigid and, in spite significant effort [14] , this problem remains open. Other variants of rigidity were also studied [16, 24] . This paper revolves around four matrix parameters. All four have been studied before, but not necessarily as complexity measures. Let us introduce these parameters in view of the following definition for the rank. We observe that the rank of a real m × n matrix A is the smallest d, such that it's possible to express A = XY , where X is a real m × d matrix and Y a d × n real matrix. All four complexity measures that we consider are derived as various parameters optimized over all possible ways to express A as A XY for some real matrices X, Y . We consider two interpretations for . It will either mean matrix equality, or it will mean that A is the sign matrix of XY , and that all entries in XY have absolute values ≥ 1 (the latter is a necessary normalization condition).
The other ingredient in our definitions is that we'd like X and Y to have "short" rows and columns respectively. Here short may be interpreted in two ways: either meaning few coordinates or having small 2 norm. We are thus led to four distinct definitions. Of the four parameters that appear in Table 1 , the rank needs no introduction, of course. The parameter γ 2 originates from the theory of normed spaces and will be discussed below. The other two parameters were first introduced in computational contexts. Margin complexity mc is a notion that comes from the field of machine learning. The fourth and last of the parameters comes from the field of communication complexity.
The main results of this paper concern these four parameters. We establish inequalities among them, and determine almost completely how tight these inequalities are. Besides, we prove concentration-of-measure results for them. It turns out that for comparison purposes, it's better to speak of γ 2 2 and mc 2 , rather than γ 2 and mc. Specifically, letting m ≥ n, we show for every m × n sign matrix A that:
• rank(A) ≥ γ 2 2 (A). The gap here can be arbitrarily large. For example, the "identity" matrix 2I n − J n has rank n and γ 2 = O(1) (J n is the n × n all 1's matrix).
• γ 2 (A) ≥ mc(A).
Again the gap can be almost arbitrarily large. Specifically, we exhibit n × n sign matrices A for which mc(A) = log n and γ 2 (A) = Θ √ n log n .
•
. We prove that for random sign matrices the right hand side is almost
• We show that the parameter γ 2 for m × n random sign matrices is concentrated.
where m γ denotes the median of γ 2 .
A one-sided inequality of a similar nature is:
where M denotes the median of γ * 2 (A), and m M = nm/M .
Definitions of the Complexity Measures
We turn to discuss the complexity measures under consideration here. The rank is, of course well known, and we introduce the three remaining measures.
γ 2 and operator norms
Denote by M m,n (C) the space of m×n matrices over the reals and set · n 1 and · n 2 the n 1 and n 2 norms on C n , respectively. Let us recall the notion of a dual norm. If · is a norm on R n , the dual norm · * is defined for every x ∈ R n by
where , denotes the (usual) inner product. An easy consequence of the definition is that for every x, y ∈ R n and every norm on R n , x y * ≥ | x, y |.
Given two norms E 1 and E 2 , on C n and C m respectively, the correspond-
When the dimensions of the underlying normed spaces are evident from the context, we use the notation · p→q to denote the operator norm between the spaces n p and m q . An easy but useful property of operator norms is that:
for every two matrices B ∈ M m,k (C) and C ∈ M k,n (C) and for every three norms E 1 ,E 2 ,E 3 , on C n , C m and C k respectively. Factorization of operators plays a central role in our discussion. This concept has been extensively studied in Banach spaces theory, see for example [27] . Given three normed spaces W 1 ,W 2 and Z and an operator T : W 1 → W 2 , the factorization problem deals with representations of the operator T as T = uv, where v : W 1 → Z and u : Z → W 2 , such that v and u have small norms. For fixed spaces W 1 and W 2 and T :
where the infimum is over all representations T = uv.
Factorization constants reflect the geometry of the three spaces involved. For example, if W 1 ,W 2 and Z are n-dimensional and if T is the identity operator, the factorization constant γ = γ Z (Id) of this operator through Z corresponds to finding an image of the unit ball of Z (denoted by B Z ) which is contained in B W 2 and contains 1/γ · B W 1 . It is possible to show [27] that if Z is a Hilbert space, then for any W 1 and W 2 the factorization constant is a norm on the space of operators between W 1 and W 2 .
In the case of greatest interest for us,
Then, denoting here and in the sequel γ 2 = γ 2 ,
which is one of the four complexity measures we investigate in this paper. 
It is not hard to check that if
where
are the rows of X, and {y j } n j=1 are the columns of Y . Notice that γ 2 (A)= γ 2 (A t ) and thus γ * 2 (A)= γ * 2 (A t ), for every real matrix A.
We need a fundamental result from Banach spaces theory, known as Grothendieck's inequality, see e.g. [22, 
for every choice of unit vectors x i ,y j in a real Hilbert space.
Using duality, it is possible to restate Grothendieck's inequality as follows:
where γ * 2 is the dual norm to γ 2 .
On the other hand, it is easy to verify that if
A ∈ M m,n then A t m ∞ → n 1 ≤ γ * 2 (A t ), implying that up to a small multiplicative constant γ * 2 is equivalent as a norm on M n,m to the norm · m ∞ → n 1 .
Margin complexity and machine learning
We turn now to define the margin of a concept class, an important quantity in modern machine learning (see, e.g. [6, 29] ). A concept class is an m × n sign matrix, where the rows of the matrix represent points in the (finite) domain and columns correspond to concepts, i.e. {−1, 1}-valued functions. The value of the j-th function on the i-th point is a ij . The idea behind margin based bounds is to try and represent the function class as a class of linear functionals on an inner product space, namely to find vectors y 1 ,... ,y n ∈ 2 to represent the functions in the class and vectors x 1 ,... ,x m corresponding to the points in the domain. This choice is a realization of the concept class if sign( x i ,y j ) = a ij for every 1 ≤ i ≤ m and 1 ≤ j ≤ n. In matrix terms, a realization of A, is a pair of matrices X, Y such that the matrix XY has the same sign pattern as A. The margin of this realization is defined as
Hence, the closer the margin is to 1 the closer the representation (using elements of norm 1) is to be a completely accurate rendition. The margin provides a measure to the difficulty of a learning problem -at least to some extent, the larger the margin is, the simpler the concept class is, and more amenable to description with linear functionals. The margin of a sign matrix A is defined as the largest possible margin of a realization of A, denoted m(A). Observe that
where the supremum is over all matrices X, Y with sign( x i ,y j ) = a ij . It will be convenient to denote mc(A)= m(A) −1 , the margin complexity of A.
A few words on communication complexity
In table (1) we define d(A) of an m×n sign matrix A as follows: This is the smallest dimension d such that it's possible to find vectors x 1 ,... ,x m and y 1 ,... ,y n in R d for which sign( x i ,y j )= a ij for all i, j. We also say that the matrix A can be realized in R d .
We remark here, without elabotaring, that the first occurrence of this parameter was in communication complexity, a subfield of computational complexity mentioned above. We state the theorem, from [21] , that relates this parameter to communication complexity: Let A be a sign matrix, and denote by u(A) the unbounded error randomized communication complexity
For the definition of communication complexity in different models, the reader is refered to the standard reference on communication complexity, the book by Kushilevitz and Nisan [15] .
Margin complexity and γ 2

An equivalent definition of margin complexity
Our first step is to find a relation between margin complexity and γ 2 . Define the sign pattern of a matrix B ∈ M m,n (C) (denoted by sp(B)) as the sign matrix (sign(b ij )). For a sign matrix A, let SP(A) be the family of matrices B satisfying b ij a ij ≥ 1 for all i and j. In other words, SP(A) consists of matrices B = (b ij ) for which sp(B)= A and |b ij |≥ 1 for all i, j.
The following lemma gives a simple alternative characterization of the margin complexity of sign matrices. 
Proof. Equation (1), and the definition mc(A)= m(A) −1 , imply that
which is equivalent to 
which is equivalent to the assertion of the lemma.
Since A ∈ SP(A), we can easily conclude:
An improved lower bound on margin complexity
The following corollary is a simple application of duality and the equivalent definition of margin complexity given in the last section.
Corollary 3.3.
Let A be an m × n sign matrix. Then,
and in particular,
Proof. Let B be a matrix in SP(A) such that mc(A)= γ 2 (B). Then,
To compare our bound on the margin complexity with known results, we need to understand the relationship between γ 2 and the trace norm A tr . This is the sum of A's singular values, which are the roots of the eigenvalues of AA t . We prove:
Since the trace norm and the 2 operator norm are dual (see e.g. [27] ), this is equivalent to: 
Corollary 3.3 improves a bound proved by Forster [7] . Forster proved that for any m × n matrix,
That this is indeed an improvement follows from Lemma 3.5. It may sometime yield an asymptotically better bound, since we next exhibit n × n sign matrices A for which
. For other extensions of Forster's bound see [9] .
Consider the matrix A where in the upper left block of n 3/4 × n 3/4 all entries are one. All other entries of A are ±1 chosen uniformly and independently. Let B be the matrix with an n 3/4 × n 3/4 block of ones in the upper left corner and zeros elsewhere. Then
It is not hard to see that with high probability C ∞→1 ≤ O(n 3/2 ). Indeed, this easily follows from Lemma 5.1 below. Also, B ∞→1 = n 3/2 . By the triangle inequality
Thus A ∞→1 ≤ O(n 3/2 ) whereas n A 2→2 ≥ Ω(n 7/4 ).
Computing the Optimal Margin
In this section we observe that the margin complexity and γ 2 can be computed in polynomial time, using semi-definite programming. As we show later, this has some nice theoretical consequences as well.
We start with the semi-definite programs for the margin complexity and for γ 2 . To that end, it is often convenient to identify the vector space of all n×n symmetric matrices with the Euclidean space R m where m = n(n+1)/2. Denote the cone of all n×n positive semi-definite matrices by P SD n . Let A be an n×N {±1}-valued matrix, and let E ij be the (n+N )×(n+N ) symmetric matrix with e i,(n+j) = e (n+j),i = a ij for i = 1,... ,n and j = 1,... ,N, and all other entries zero. Observe that the optimum of the following optimization problem is mc(A):
Indeed, since X is positive semi-definite, it can be expressed as X = Y Y t for some matrix Y . Express Y in block form as B C , where B has n rows and C has N rows. The constraints of type (3) state that sp(BC t )= A and that all the entries of BC t are at least 1 in absolute value. The diagonal entries of X are the squared lengths of the rows in B and C, from which the claim about the optimum follows.
Likewise, consider a slight modification of this program, by replacing Condition (3) with E ij ,X = 1 for all i, j. The optimum of the modified program is γ 2 (A).
Recall that an appropriate adaptation of the ellipsoid algorithm solves positive semidefinite programs to any desirable accuracy in polynomial time. Consequently, the margin complexity and γ 2 of any matrix can be approximated to any degree in polynomial time.
Aside from the algorithmic implications, there is more to be gained by expressing margin complexity as the optimum of a positive definite program, by incorporating SDP duality. Specifically, duality yields the following equivalent definition for margin complexity:
Relations with Rank and the Minimal Dimension of a Realization
It is obvious that for every m × n sign matrix d(A) ≤ rank(A).
On the other hand, the gap can be arbitrarily large as we now observe. For a sign matrix A, denote by s(A), the maximum number of sign-changes in a row of A. (The number of sign-changes in a sign vector (a 1 ,... ,a n ), is the number of indices i such that a i = −a i+1 , 1≤ i ≤ n − 1.)
Theorem 4.1 ([2]). For any sign matrix A, d(A) ≤ s(A)+ 1.
Thus, for example the matrix 2I n − J n has rank n and can be realized in R 2 . Also, it follows easily from the Johnson-Lindenstrauss lemma [12] that d(A) ≤ O(mc(A) 2 log(n + m)), see e.g. [3] for details.
What may be more surprising is that γ 2 2 (A) ≤ rank(A). The proof of this inequality is well known to Banach spaces theorists, and we include it for the sake of completeness.
Lemma 4.2. For every matrix
In particular, if A is a sign matrix then γ 2 2 (A) ≤ rank(A). Proof. Consider factorizations of A of the form A = XY A, where XY = I, the identity m × m matrix, then
In particular,
A formulation of the well-known John's theorem ( [11] ), states that for any d-dimensional norm E, it is possible to find two matrices X and Y with XY = I, and
If we consider E ⊆ m ∞ given by range(A) -that is, the vector space range(A) endowed with the norm whose unit ball is [−1, 1] m ∩ range(A) -then by
John's theorem our assertion holds.
It is known that d(A) = Ω(n)
for almost all n × n sign matrices [1] . This is in line with the principle that random instances tend to have high complexity. We also encounter here the other side of the complexity coin in that it is a challenging open problem to construct explicit n×n sign matrices A with d(A) ≥ Ω(n). Forster [7] shows that d ≥ Ω( √ n) for Sylvester matrices. This follows from the following lemma.
Lemma 4.3 ([7]). For every n × m sign matrix
We prove the following improvement of Forster's bound. As we saw in section 3.2, this improvement can be significant.
Lemma 4.4. For every m × n sign matrix
, and in particular,
Proof. It was shown in [7] Applying Grothendieck's inequality it follows that
as claimed.
Other variants of the above bound can also be proved using the same line of proof. For example, by starting with γ * 2 (Ã) whereÃ is any matrix such that sp(Ã)= A, it follows that
This improves a bound from [8] .
Typical Values and Concentration of Measure
As we have already mentioned, almost every n × n sign matrix has rank n [13] , and cannot be realized in dimension o(n). In [4] , it was shown that the margin complexity of a sign matrix is almost always Ω( n/ log n). Here we improve this result and show that the margin complexity and γ 2 of sign matrices are almost always Θ( √ n). We also prove that γ 2 is concentrated around its mean. The following lemma is well known, and we include its proof for completeness.
Lemma 5.1.
where m ≥ n, and the matrix A is drawn uniformly from among the m × n sign matrices.
Proof. Recall that
, and the maximum is attained at the extreme points of the n ∞ unit ball, i.e., the vectors in {−1, 1} n . For x ∈ {−1, 1} n and y ∈ {−1, 1} n let
A ij x j y j .
The distribution of Z x,y is clearly independent of x and y, therefore we can take x = (1,... ,1) and y = (1,... ,1), and conclude
Hence,
and taking t = 2m √ n completes the proof.
Combining this lemma and the connection between γ 2 (A) and A n ∞ → m 1 (see Corollary 3.3) we obtain the following Corollary 5.2.
and
Here c > 0 is an absolute constant, m ≥ n, and the matrix A is drawn uniformly from among the m × n sign matrices.
For the concentration of measure we use the following theorem by Talagrand [25] (see also [2, ch. 7] ). We are also able to give a measure concentration estimate for the left tail of γ 2 as follows. 
Applying Theorem 5.3, we get
Since Pr(B)= 1/2 the statement follows.
It is not clear how good the last estimate is. Note that both m γ and m M are of order √ n so obviously, for relatively large c, the last lemma gives stronger lower tail estimates than Lemma 5.4. What is the exact relation between m γ and m M is not clear to us. Also note that since the trace norm is √ n-Lipschitz it can be shown that Pr(|
using the same method as in the proof of Lemma 5.4, where m tr is the median of
In light of the above discussion it would be interesting to know where the medians of γ 2 , γ * 2 and the trace norm lie. Moreover our choice of B in the proof of Lemma 5.5 may not be optimal, and it is interesting what the best choice is. More related questions are raised in Section 8.
Specific Examples
As usual, much of our insight for such a new set of parameters stems from an acquaintance with specific examples. Examples also suggest interesting challenges to the development of new methods and bounds. An interesting case in point is the determination in [9] , of the exact margin complexity of the identity matrix and the triangular matrix. Here we determine the complexity of several more families of matrices.
Hadamard matrices, and highly imbalanced matrices
Consider m × n sign matrices, with m ≥ n. It is easy to see that in this case 1 ≤ γ 2 (A) ≤ √ n and by duality that also m √ n ≤ γ * 2 (A) ≤ nm. It follows from Corollary 3.3 and Lemma 3.5 that a matrix whose columns are orthogonal have the largest possible margin complexity, √ n. In particular Hadamard matrices have the largest possible margin complexity. At the other extreme, a sign matrix A satisfies γ 2 (A) < √ 2 if and only if it has rank 1. This is because a sign matrix has rank 1 if and only if it does not contain a 2×2 Hadamard matrix. Next we prove a useful upper bound on γ 2 for sign matrices.
For a real valued m×n matrix A it is easy to show that γ 2 (A) ≤ A 1→2 as well as γ 2 (A) ≤ A 2→∞ . These follow from the trivial factorizations A = IA (resp. A = AI), with I the m × m (resp. n × n) identity matrix. This is not particularly helpful for sign matrices where it yields the same trivial bound
for all sign matrices. This bound does provide useful estimates for 0, 1 matrices with only few 1's in every column. These bounds can, in turn, be applied to sign matrices as well, as we now show. Let J m,n be the all-ones m × n matrix. It has rank 1, so γ 2 (J m,n ) = 1. For A a real m×n matrix, let T (A)= (A+J m,n )/2. Clearly, T maps sign matrices to 0, 1 matrices. Also, the inverse of T is T −1 (B) = 2B − J m,n . Since γ 2 is a norm on M m×n (R), the following holds for every sign matrix A,
Thus, if we denote by N c (A)/N r (A), the largest number of 1's in any column/row of a sign matrix A, then
Notice that all the complexity measures under consideration here are invariant under sign reversals of rows or columns of a matrix. This can sometimes be incorporated to the above argument.
We can now determine the margin complexity of the following matrix up to a factor of 2. For n ≥ 2d, let D be the n × 
Adjacency matrices of highly expanding graphs
We show that 
The following is an immediate corollary of the above claims and of Lemma 3.4.
Corollary 6.2. Let A be the adjacency matrix of a d-regular graph on n vertices, with
d ≤ n/2. If s 2 ≤ c √ d then γ 2 (A)= Θ( √ d).
A Gap Between the Margin and γ 2
Let m = 3 k and n = 2 k , an example of an m × n matrix with a large gap between the margin complexity and the trace norm normalized by √ nm was given in [9] . The fact that γ 2 may be significantly larger than the margin complexity for square matrices was, at least for some of us, somewhat unexpected. In this section we present such examples. We begin with a specific example, and then we present a technique to generate many matrices with a large gap.
An Example
Let n be an odd integer and let K be the n×2 n sign matrix with no repeated columns. Denote A = sign(K t K). We consider the rows and columns of A as indexed by vectors in {±1} n , and interpret the rows of A as functions from {±1} n to {±1}. The row indexed by the vector (1, 1,... ,1) corresponds to the majority function, which we denote by f . The row indexed by s ∈ {±1} n corresponds the function f s , given by f s (x) = f (x • s) for all x ∈ {±1} n . Here s • x, is the Hadamard (or Schur) product of s and x, i.e. the vector (s 1 x 1 ,s 2 x 2 ,... ,s n x n ). We now show how to express the eigenvalues of A by the Fourier coefficients of the majority function. This is subsequently used to estimate the trace norm of A. As we will see the trace norm of A is large, and thus γ 2 (A) is large as a consequence from Lemma 3.4. 
Thus χ t is an eigenvector of A that corresponds to the eigenvalue 2 nf (t). 
Proof. Denote by S q the sum S q = q i=0 n−m i , and its complement by S q = 2 n−m − S q . Denote by Φ i the subset of vectors in {±1} n with exactly i −1's that agree with the −1's in t.
The last equality follows from Proof. Dividing both sides by the right side we get
We prove this by induction on k. If k = 0 it is trivial. For the induction step we write We conclude that for every n there is an n × n sign matrix A for which mc(A)= log n and γ 2 (A)= Θ( √ n log n ). Remark 7.4. Here is an alternative construction of matrices with a gap between γ 2 and the margin complexity, based on tensor products. Suppose that A is a k×k matrix with mc(A) < 1 k A tr , and letĀ = ⊗ n A be its n-fold tensor power. We observe that mc(Ā) is significantly smaller than 1 k n Ā tr , which is smaller than γ 2 (Ā). This follows from the following two relations that hold for every two matrices A and B, mc(A ⊗ B) ≤ mc(A) · mc(B), (6) A ⊗ B tr = A tr B tr .
To see this, recall (e.g. [5] ) that (A⊗B)(C ⊗D)= AC ⊗BD. To prove the inequality (6), consider optimal factorizations X 1 Y 1 and X 2 Y 2 , for A and B respectively. Then (X 1 ⊗ X 2 )(Y 1 ⊗ Y 2 ) = X 1 Y 1 ⊗ X 2 Y 2 is a factorization for A ⊗ B, which proves the inequality.
To prove the identity (7), observe that (A⊗B)(A⊗B) t = (A⊗B)(A t ⊗B t )= AA t ⊗ BB t . Now let a be an eigenvector of AA t with eigenvalue μ 1 and b an eigenvector of BB t with eigenvalue μ 2 , then a ⊗ b is an eigenvector of AA t ⊗ BB t with eigenvalue μ 1 μ 2 .
Other problems
It should be clear that this is only the beginning of a new research direction, and the unresolved questions are numerous. Here are some problems which are directly related to the content of this paper.
• Is the log factor in d(A) ≤ (mc(A)) 2 log n necessary?
• What can be said about the distribution of γ 2 and γ * 2 ? In particular, estimates for their medians are crucial for our discussion in Section 5.
• Is there an efficient algorithm to factorize a given sign matrix A = XY with X 2→∞ Y 1→2 ≤ rank(A)? • Compare · tr as well as mn γ * 2 with the complexity measures in the paper.
• Is there a polynomial-time algorithm to determine d(A) of a sign matrix?
• Suppose that an n×n sign matrix A has rank r where r → ∞ but r = o(n).
Is it true that A has either a set of o(r) rows or a set of o(r) columns that are linearly dependent?
