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Introduction
The laws of thermodynamics ruling the exchange of heat and work between different systems were written down in the early nineteenth century on a purely phenomenological basis. Following Boltzmann, many researchers proposed to view these laws as theorems resulting from the aggregation at a macroscopic level of the motion of microscopic particles ruled by Newtonian (or quantum) mechanics. Finding a minimum set of physically reasonable assumptions, under which these theorems can be proved rigorously, has been one central challenge of statistical mechanics since then.
Control theory, as a theory of systems open to interactions with their environment, is a tool of choice to formulate thermodynamics and statistical physics. See [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] for a non-exhaustive sample of results relating thermodynamics and mathematical control theory. Dissipativity theory [3, 4] is especially suitable as a framework to study physical and thermodynamics systems, as the concept of storage function introduced by Willems can model either energy or entropy or free energy, etc. A related mathematical formalization of the thermodynamics of interconnected open systems has been put forward by Haddad et al. [5] . It is based on a few simple axioms stating, for instance, that heat always flows from hot systems to cold systems, one central idea of thermodynamics. From these axioms, one can prove, for instance, convergence to a unique equilibrium state introducing novel Lyapunov functions such as ectropy.
In this study, we do not adopt a macroscopic axiomatic viewpoint; instead, we assume that systems are based on a microscopic dynamics ruled by lossless linear systems, and we derive the rules that the macroscopic state (i.e. the probability distribution on the microscopic state) must follow. This construction of macroscopic dynamics complements Haddad et al.' s in that it provides a generalized construction for the ectropy function that also accounts for the correlations between the microscopic states of the different systems that exchange energy. We find that these correlations are not negligible at all, as they explain the exchange of energy between the systems, in a way that can be approximated given suitable time-scale separations into a law akin to a discrete (lumped) version of Fourier's law corrected with the Maxwell-Cattaneo regularization. This regularization disappears close to stationarity, but far from stationarity it authorizes a wide span of dynamics including instantaneous flows from cold to hot systems. Therefore, Haddad et al.'s set-up appears valid as a long-term limit-although it applies to a larger class of systems than we consider.
In order to derive these results, we define the temperature of a system far from equilibrium at transient states, a difficult concept in standard thermodynamics. We find that it is possible to define naturally such a temperature for every port in the dissipative systems, i.e. every channel of exchange of energy between the system and its environment. This exemplifies the advantage of the open systems (control) theory in thermodynamics.
This article is an extended version of the preliminary work reported in [15] . The definition of meta-energy (our generalization of ectropy) has been changed by a factor 1 2 in order to improve presentation. The proofs have been expanded or corrected and new results have been added, such as theorem 4.2 or the discussion in §3b. These results constitute new examples of the application of meta-energy as a useful Lyapunov function for macroscopic linear systems. The concept of a finite heat bath is also motivated as a macroscopic system obeying a dissipative dynamics driven by its meta-energy. Physical interpretations of the quantities appearing in the equations have been provided whenever possible.
Finally, supplementary explanations have been inserted to connect the dots between the microscopic lossless and macroscopic dissipative systems. These explanations, for instance describing baths as harmonic oscillators of infinite or very large size, claim no originality or exhaustivity but sketch for self-completeness a linear-system-theoretic derivation of some thermodynamic facts.
Dissipative linear systems with random state
The theory of dissipative systems, since its introduction by Willems [3, 4] , has become a central tool in modelling systems storing or dissipating energy, or other arbitrary quantities acquired from their environment. Although it is a general theory applicable to nonlinear (dynamical) systems, we consider only linear systems here. We illustrate that the theory, even in this relatively restricted use, can be used to develop rigorous insights and also some new concepts in thermodynamics.
(a) Lossless systems and heat baths
We are interested in physical systems of the forṁ
where x(t) ∈ R n is the state, u(t) ∈ R m is the input and y(t) ∈ R m is the output, of the same dimension as the input. The input and output model the interface of the system to its environment. Each pair, (u i , y i ), i = 1, . . . , m, is typically a pair (voltage, current), (current, voltage), (force, speed) or (speed, force), whose product u i y i represents an external physical power injected into the system. Each such pair is called a port of the system (see [16] for a more in-depth discussion on ports). Following Willems [3] , we define the system to be lossless if there exists a storage function H(x), such thatḢ (
at all times t. In other words, H(x) is the total energy stored by the state, which accounts for the power supplied to the system. We furthermore assume H(x) to be non-negative, thus lower bounded.
In this paper, we pay more attention to the input-output behaviour, i.e. the set of all possible trajectories (u(t), y(t)) that can be observed from the system, than to the internal state chosen to explain this behaviour. This means that two implementations (2.1) with the same inputoutput behaviour are considered equivalent, regardless of the chosen state space x. This allows us to assume that the state space is chosen to be of minimal dimension among all equivalent representations of the behaviour. This happens when the system is both observable (one may deduce x(t) from a finite-time input-output trajectory (u(t), y(t)) and controllable (one may drive the system from any initial state to any final state in finite time with an appropriate input trajectory) [17] . Under the condition of minimality, as we suppose from now on, there is a unique storage function H(x) = 1 2 x T Kx, for some symmetric positive-definite matrix K [4] . In this case, a lossless system satisfies
which translates condition (2.2).
Choosing J = AK −1 , we see that we can also write the system asẋ = J∇H(x) + Bu, y = B T ∇H(x), where ∇H(x) = Kx is the gradient of the total energy (the Hamiltonian) and J = −J T is the interconnection matrix (akin to a symplectic structure). A lossless system is thus none but a (linear) Hamiltonian system with an external field Bu that mediates exchange of energy with the environment. The generalization to nonlinear systems is the port-Hamiltonian formalism (see [18] ).
For a suitable change of state variable, K can be chosen to be diagonal; in that case the total energy is a sum of quadratic terms
i . The diagonal entries can be interpreted as masses, stiffnesses, capacitances, etc., corresponding to kinetic, potential, electric, etc. energies of individual degrees of freedom x i .
The interconnection of lossless systems at some of their ports yields a larger lossless system whose Hamiltonian is the sum of individual Hamiltonians. For instance, connecting a (voltage, current) pair (u A , y A ) of system A to another system B's (current, voltage) pair (u B , y B ) is modelled by the equations u A = y B (equalizing the voltages) and u B = −y A (conservation of current). The product u A y A = −u B y B represents power flowing from system B to system A; we say that the interconnection is lossless, because no power is lost in it. This mechanism of interactions between two lossless systems is an alternative to the addition of an interaction Hamiltonian to individual Hamiltonian dynamics, and is convenient whenever one wants to keep track of energy flows in different parts of a system. Note that, from a control-engineering viewpoint, the input is often regarded as the variables that can be controlled at will and impact the dynamics state x, whereas the output is the variables that can be observed at will and provide information on the state x. The list of input and output variables may depend on specific technological choices in specific situations and need not be of the same dimension or matched as (force, speed) pairs. Nevertheless, as soon as we are interested in computing physical power that can be provided to the system, which is assumed in this paper to take the form force × speed (or voltage × current, etc.), we must complement input forces with matching speeds in the output (even if unobservable in a given practical situation), etc., in order to reach the canonical form (2.1) for which we can write an energy balance (2.2).
A special class of very-large-scale lossless systems is particularly useful and prevalent in thermodynamic systems, namely heat baths. Specifically, they offer a simple model for the emergence of dissipation and stochastic fluctuations in a physics based mainly on energyconserving (lossless) systems. We summarize this explanation here for completeness and refer the reader to [9, 19, 20] for more details and rigorous statements and error bounds. Consider for a moment a minimal lossless system with even number of states, n = 2N, and with single input and output, m = 1. Losslessness implies that all eigenvalues of the state matrix A are simple and on the imaginary axis, of the form ±ω k i. If we apply an impulse input (u(t) = δ(t)) when x(0) = 0, then its output (the impulse response) attains the form (see [4] )
where the frequencies ω k are sorted in increasing order. To model a heat bath, we additionally suppose the number N of oscillators is very large and each of them is of similar importance, c k ≈ c, and uniformly distributed, ω k+1 − ω k ≈ ω, for all k. Then, the heat bath impulse response, g bath (t), is large initially (g bath (0) ≈ Nc) and very quickly decays to zero owing to the cancellation effects between the different oscillators. We call the time for the impulse response to reach approximately zero the relaxation time, τ relax , which is related to the largest frequency of the bath, τ relax ≈ 2π/ω N . However, given the periodic components of the impulse response, it will eventually become large again at some time τ recur ≈ 2π/ω 1 . Nevertheless, for times τ relax < t τ recur , we have g bath (t) ≈ 0, which can be used to simplify the analysis by time-scale separation. Namely, if the applied input u(t) to the bath is approximately constant over each time interval of length τ relax , we have that the output in general becomes
where we define r = τ relax 0 g bath (τ ) dτ > 0 as the constant resistance of the bath. (With y a voltage and u a current, this is exactly Ohm's law. With y a speed and u a force, this is a linear friction law.) Hence, as long as the input to the bath is slow enough and we do not look too far into the future, we can ignore its dynamics and replace it with a constant feedthrough term. This model of a bath allows us, at least, two mechanical interpretations, either the simultaneous action of a force u on N parallel spring-mass systems of frequencies ω k = k ω, akin to the Caldeira-Leggett model [20, 21] , or the action of a force u on the extremity of a line of N identical springs and masses connected in series, similar to Lamb's model [22] .
In many physical circumstances, the equation y(t) = ru(t) is not accurate enough, however, because we assumed x(0) = 0. If N is very large, it may be more realistic to assume that x(0) is unknown but follows a probability distribution. A popular assumption is that x(0) is in thermodynamic equilibrium at temperature T, and follows a Gibbs distribution (x ∼ exp(−(1/2T)x T Kx)). Accounting for this, we should update the bath equation to y(t) = ru(t) + √ 2rTw(t), where w(t) represents a zero-mean unit-intensity Gaussian white noise process (note that we assume units are chosen such that Boltzmann's constant is k B = 1); see [9] . In fact, the added noise term is exactly the so-called Johnson-Nyquist noise [20, [23] [24] [25] .
In the following, we use the equation y(t) = ru(t) + √ 2rTw(t) with constant T to model infinite heat baths. This is also our first example of how a time-scale separation argument applied to a lossless system can be used to derive phenomenological models (Ohm's law and Johnson-Nyquist noise). In particular, it highlights under what assumptions we can expect the phenomenological laws to be accurate.
(b) Dissipative systems
A dissipative linear system is obtained when interconnecting a lossless system (A, B, C) with resistive elements r i at some of its ports. As we just explained, the resistive elements are also strictly speaking lossless, but for the relevant time scales of the lossless system (A, B, C) we can use the simpler resistive model, possibly with stochastic noise terms. A resistive element in an electric circuit is a simple resistor, and a mechanical equivalent is the presence of a friction establishing a friction force proportional to a relative speed between two parts of the system. For example, let us make a lossless connection of the first input and output of (A, B, C) to a resistor, i.e. u 1 (t) = −r 1 y 1 (t),
where B 1 is the first column of B, u is the vector of the remaining input components (u 2 , u 3 , . . . , u m ) T , B is the matrix B stripped from its first column B 1 , etc. More generally, by connecting several resistances, R := j R j , one can construct any system of the forṁ
and
where R is K-symmetric and positive semi-definite, and A lossless, i.e.
The energy balance (2.2) needs to be adjusted to
with the same storage function H = 1 2 x T Kx. Part of the energy variation is dissipated into the resistances, and part is supplied by the external power y T u. This is the general form of a linear dissipative system.
The lossless system (A, B, C) is not asymptotically stable, as, owing to energy conservation and in the absence of excitation (u(t) ≡ 0), a non-zero state can never reach zero. The linear dissipative system is asymptotically stable under weak assumptions on R; on the other hand, using H as the Lyapunov function candidate and setting u = 0, we see from (2.9) that the trajectories x(t) will converge to the set Rx(t) = 0. Moreover, assuming that the pair (A, R) is observable [26] , one sees that the only trajectory satisfying Rx(t) = 0 at all times is the zero trajectory. Therefore, LaSalle's invariance principle [27] allows us to conclude that, for any initial condition, x(t) → 0 as t → ∞. For future reference, we state this as a theorem. Note that, owing to our minimality assumption on the state space, the pair (A, R) is observable if and only if it is controllable. If we now suppose each resistive element r j (R j ) is an infinite heat bath of temperature T j , the complete equation for a dissipative system becomeṡ
Theorem 2.1. Suppose that A is lossless (
where w j (t) are all independent unit-intensity Gaussian white noise processes and F j F T j K = R j . This stochastic equation is called Langevin's equation [25] in a physical context. Note that it also includes the resistor equation y(t) = ru(t) + √ 2rTw(t) as a limit case for a single temperature, A = 0 and R → ∞ and CR −1 B = r kept constant.
Even if the initial state x(0) is perfectly known, the random noise turns the state x(t), t > 0, into a Gaussian random variable. Therefore, the total energy H of the state is a random variable whose expected value is H = 1 2 Tr(KX) + 1 2 x T K x , with the covariance matrix X := (x − x )(x − x ) T . Instead of following the individual state, we may therefore follow the evolution of the covariance matrix X, as described by the Lyapunov-like equation (see for example [28] or [29] ) 11) and the expected state x ,
One notes that the expected state and covariance matrix evolve independently. In the formula for expected total energy H = 1 2 Tr(KX) + 1 2 x T K x , one sees a term depending only on the expected state, and a covariance-related term. The expected state can be brought to zero through the application of a deterministic input u(t), and this will in no way affect the covariance. In this paper, we are more interested in the evolution of the covariance X through the interaction with heat baths, and we assume from now on centred distributions ( x = 0). In this context, the expected total energy is also called the internal energy, denoted U = 1 2 Tr(KX), and, applying (2.11), we see it evolves as d dt
In the remainder of the paper, we further explore how we can use the covariance matrix X and (2.11) as thermodynamic state equations. In particular, we show next that the covariance matrix equation itself is dissipative, and how it can explain phenomenological heat transfer laws.
Meta-energy as a new storage function
In this section, we further explore the idea that the covariance matrix X is a useful state variable in its own right, at least when it comes to explaining thermodynamic phenomena. We can refer to x as the microscopic state, ruled by a stochastic Langevin equation, while the covariance matrix X, describing global averages, captures the macroscopic state ruled by the deterministic covariance equation. 
case (2.10), therefore, allows us to make further observations beyond the general nonlinear context.
A key observation, in this paper, is that the equation for the covariance of dissipative linear systems, (2.11), itself has the structure of a linear dissipative system; cf. (2.7). To see this, recall the identity vec(ABC) = (C T ⊗ A)vec(B), for any matrices A, B and C of appropriate sizes, where the vec-operation stacks the columns of a matrix into one large column vector and ⊗ is the Kronecker product. This allows us to rewrite the evolution of the covariance matrix in terms of the column vectorx = vec(X) aṡ
This system has a dissipative structure for inputs T j and the storage function (replacing the 'energy')H (x) = 1 4x
Tr(XKXK) =:
if we define the outputs asỹ j = vec(KR j ) Tx = Tr(KR j X). Comparing with (2.13), it is seen thatỹ j corresponds to the rate of internal energy wasted into the resistance R j . The injected 'power' becomes j T j Tr(KR j X), and the 'energy' balance is
To the microscopic pointwise, dissipative dynamics with random fluctuations corresponds to a dissipative dynamics on the probability distribution level. In the statistical physics literature, one often finds the vocable 'state' to denote either what we call the (microscopic) state x or the macroscopic quantity X, according to the context. In order to avoid confusion between the microscopic and macroscopic level, we callx or X the meta-state,H the meta-energy, j T j Tr(KR j X) the meta-power andỹ j the meta-output. One has to prove that equipartition is the only fixed point, and that this is an attractive fixed point for any linear dissipative system connected to a single heat bath: this is the classical equipartition theorem in statistical physics. One standard proof proceeds by showing that the free energy U − TS, where S is the Shannon entropy of the probability distribution, is a Lyapunov function minimized by the dynamics (in general, the nonlinear single-temperature Langevin equation and corresponding Fokker-Planck equation), and that owing to linearity the minimum free energy distribution satisfies equipartition. A proof can be found in [6] , for example.
In our set-up, both the uniqueness and stability of the equilibriumX actually follow directly from an application of theorem 2.1, because the eigenvalues of A − R then all strictly lie in the left complex half plane, and exp[(A − R)t] → 0 as t → ∞. However, as an alternative, one can also use the meta-energyH as a Lyapunov function candidate: when T = 0, the meta-power balance (3.3) shows thatH is a decreasing function along all trajectories X(t), establishing stability of X = 0 in that case. To establish stability ofX = TK −1 for T = 0, we can shift the coordinates to X = X −X, which obeys the equationẊ = (A − R)X + X (A − R) T , formally identical to the zero-temperature equation for X. Therefore, theH(X −X) is a valid Lyapunov function, decreasing to a minimum along trajectories, as argued for theorem 2.1. We note thatH(X −X) = 1 4 Tr[(X − TK −1 )K] 2 = H(X) − TU(X) + (n/4)T 2 , and, because the last term is a constant,H(X) − TU(X) works equally well as a Lyapunov function for the system in contact with the heat bath. The latter quantitỹ H(X) − TU(X) combines internal energy with meta-energy, a term whose maximization for a fixed internal energy tends to spread energy over all degrees of freedom. We note that Shannon entropy plays a similar role in the traditional free energy Lyapunov function, and we conclude that the meta-energy to some extent can replace the usual Shannon entropy for linear systems. Although the traditional free energy is more generally applicable, the meta-energy has a simpler (quadratic) form, and also a simple generalization to the multi-bath case, as seen next.
(c) Several heat baths and non-equilibrium stationary states
While the case of a single heat bath is well understood, interactions with multiple temperatures are usually considered much richer, as being part of 'non-equilibrium thermodynamics'. Even when the system has reached a stationary meta-state, it is not an equilibrium in the thermodynamic sense, because it is traversed by a constant energy flow moving from hotter baths to colder baths. The non-equilibrium stationary state is more difficult to characterize, in general, than the single-temperature equilibrium meta-state.
A system in contact with several baths of different temperatures T j admits a unique stationary meta-stateX solution of the Lyapunov equation 0
T j , which can also be computed in vec form as the stationary point of (3.1). Therefore, following §3b, the meta-energyH(X −X) serves as a Lyapunov function for the system. Note thatX depends linearly on the bath temperatures T j , and can be expressed asX = j T j S j , for some symmetric matrices S j . Therefore,H(X) − 1 2
j T j Tr(S j KXK) is also a Lyapunov function, as a generalization of the one-temperature Lyapunov functionH(X) − TU(X).
To the best of the authors' knowledge, there exists no similar entropy-based 'multi-temperature free energy' with explicit dependence on the various bath temperatures, even for linear systems. We believe that this novel explicit Lyapunov function, structured differently from some Lyapunov functions [30] [31] [32] , could lead to some new insights into the non-equilibrium thermodynamics of linear systems.
Non-equilibrium temperatures and heat transfer laws
In this section, we propose a notion for the temperature of systems that are not necessarily in a stationary state or in equilibrium with a heat bath. From this, we can also characterize simple laws describing the heat transfer in various situations. As we shall see, the form of the laws critically depends on the size and time scale of the systems.
(a) Instantaneous temperature of a port
So far, in this paper, temperature has been introduced as a fixed property of a heat bath, which often is modelled as an infinite system [9] . In thermodynamics and statistical physics, one seeks to define the temperature of any system, even of finite size, however. In statistical physics, this quantity is rigorously defined only when the system is at thermodynamic 'equilibrium', i.e. when the system has the same probability distribution as the stationary state of a system connected to a single heat bath of well-chosen temperature. The 'well-chosen temperature' is then called the temperature of the system. In the linear dissipative case considered here, equilibrium distributions are the Gaussian distributions satisfying the energy equipartition, X = TK −1 , where T is then the temperature of the system. Finding a satisfactory notion of temperature in more general non-equilibrium situations remains a challenge [33] . In this paper, we introduce an operational definition of temperature, valid for any distribution of a linear dissipative system. The key idea is to make the temperature inherent, not just to the state distribution itself but also to a port of the system. This way a system may have different temperatures at each port (u j , y j ) of the system. Assume one connects a linear resistance r i of temperature T j to a port (u j , y j ) of a system obeying (2.10), assuming x = 0 as before for simplicity. Then, the instantaneous flow of energy into the system is negative for T j = 0 (pure dissipation), and increases as T j increases. For a certain temperature T int j , which we define as the internal temperature of the port (u j , y j ), the dissipation and fluctuation term match each other, so that the instantaneous net heat flow to the bath is zero. In equations, the internal temperature of the port (u j , y j ) is defined as
where R j = r j B j C j . Note that this does not depend on the test resistance r j and is thus intrinsic to the meta-state X of the system at a given time. It does not require the system to be actually connected to a resistance and a temperature bath: it is a temperature internal to the system, and specific to one particular port. By the losslessness and minimality of (A, B, C), we also have that C j = B T j K and K 0. Thus C j B j > 0, ensuring (4.1) is well defined.
(b) Heat transfer with infinite heat baths
Using this definition, the internal energy balance equation of (2.13) can be written as
where the sum is over the ports that are actually connected to a bath. Here, q j := Tr(R j )(T j − T int j ) is the instantaneous net rate of heat flowing from bath j into the system. Note that this relation is general, holding far from equilibrium and far from stationarity.
We can therefore interpret Tr(R j ) = r j C j B j (dimension of an inverse time) as the thermal conductance between the bath (temperature T j ) and the system at port j (temperature T int j ). Moreover, if the output y is directly a state of the system, e.g. a speed, a current or a voltage, with C adimensional, then C j B j = C j K −1 C j has the dimension of an inverse mass, inductance, capacitance, etc., quantifying the ability of the system to store the energy provided by the port; therefore, it can be referred to as the inverse inertia of the port.
We show below that we can write the meta-power balance as
This should be compared with the usual second lawṠ ≥ j q j /T j , confirming that the meta-energy behaves similarly to an entropy. We now prove the inequality as follows, starting from equations (3.3) and (4.1): The bound (4.5) is obtained from the Cauchy-Schwarz inequality applied with the scalar product u, v = u T Kv as follows:
because R j = r j B j B T j K. Note that the resulting inequality is always stronger than the trivial dissipativity bound (d/dt)H(t) ≤ jỹjũj as it can also read (d/dt)H(t) ≤ jỹjũj − ỹ 2 j /Tr(R j ).
(c) Heat transfer with finite heat baths
So far, we have considered the temperature of a bath as an external input to a linear dissipative system, driving the system in open loop. In this section, we show how to model macroscopically a very large but finite heat bath. By this, we mean a system large enough to behave like an ideal infinite bath to a certain extent, and remain always at equilibrium as defined in the previous section, but whose temperature may vary owing to the exchange of heat with the linear dissipative system. We call these baths 'finite baths' to distinguish them from the 'infinite baths', whose temperature is always constant no matter the heat transfer. We propose to model a finite bath with temperature T by the equation
where T int is the internal temperature of the linear dissipative system in contact with the bath, c is the constant heat capacity of the bath and Tr(R) is the thermal conductance between the systems, following (4.2). Note that Tr(R)T int is the linear dissipative system's meta-outputỹ. Therefore, (4.10) can be seen as the interconnectionũ bath =ỹ = Tr(R)T int with the finite heat bath described by cṪ(t) = −Tr(R)T(t) +ũ bath (t), (4.11) which has a trivial dissipative structure withũ bath as the meta-input and T as the meta-state and meta-output, and a quadratic meta-energy (storage function) where q is the heat flow leaving the bath, to be compared with the inequality (4.3) and with the equationṠ = −q/T that holds for bath entropy. We note that the meta-energy for the bath has the same form as the ectropy function introduced in [5] . A difference in this work is that we consider also the interaction with finite linear dissipative systems.
We note that our bath model here is phenomenological, assuming energy conservation (first law of thermodynamics), the heat conduction law (4.2) and equipping the finite bath with a heat capacity. Equation (4.10) can be interpreted as a simple form of the heat equation, and this together with a mathematically elegant structure as a dissipative system is our justification for using it. It is by no means obvious how one can provide a detailed microscopic description (exact or approximate) that would match the macroscopic description here-a difficult question beyond the scope of this paper.
In particular, using the meta-energy, we can state the following stability result. 
and T(t) → T eq as t → ∞. Furthermore, the total meta-energyH(X) +H bath (T) serves as a Lyapunov function for the interconnected system, and the equilibrium satisfies
Proof. Combining equations (4.3) and (4.13), we note that 14) using the bound (4.5). By LaSalle's invariance principle [27] , we have that the trajectories X(t) and T(t) converge to a set where (d/dt)(H +H bath ) = 0 and thus a steady state where T = T int . If T = T int , then there is no heat exchange between the two systems, thusṪ = 0 and the finite bath has a constant temperature T eq in the steady state. The finite system when connected to a constant temperature bath (therefore identical in behaviour to an infinite bath) must behave as described in §3b, and therefore converge to the equipartition meta-state X = T eq K −1 . For the determination of T eq , we note that the heat leaving the finite system is stored in the finite bath, and U + cT (the total internal energy) is a conserved quantity. Because U = (n/2)T eq in thermal equilibrium, the result follows.
Remark 4.3. Theorem 4.2 has a natural extension to the case with several finite heat baths of heat capacities c j and temperatures T j connected to a finite system. In this case, the overall system will converge to a thermal equilibrium T eq , satisfying ((n/2) + j c j )T eq = U(X(0)) + j c j T j (0).
(d) The paradox of heat transfers between finite systems
In the previous sections, we have described the dynamics of a single dissipative system interacting with heat baths, i.e. systems so large that they are affected little by the interaction. The obvious next step is to consider the exchange of heat between two finite linear dissipative systems, without any large-size approximation.
Consider two lossless or dissipative systems with covariance matrices X 1 and X 2 and two ports (u 1 , y 1 ) and (u 2 , y 2 ). Assume that we make a lossless interconnection y 1 = u 2 , y 2 = −u 1 , thus allowing the energy to flow from one system to another. In §4a, we saw how to define a concept of internal temperature for any port; we may therefore assign a temperature T int 1 and T int 2 . It may be tempting to look for a discrete Fourier-like law describing the internal energy transfer through the port, as the junction between the two systems, as proportional to T int 1 − T int 2 , in the direction from the higher temperature to the lower temperature. However, this is not possible in general. Indeed, the meta-state of the joint system is described not just by X 1 and X 2 , but by the covariance matrix X of the joint state (x 1 , x 2 ). This matrix X can be written in blocks as (
is the covariance matrix of x 1 with x 2 . As an initial value, it seems reasonable to set X 12 = 0: at the moment at which the systems are put into contact, they are still statistically independent. However, in this case, the exact heat transfer between the subsystems, This discussion shows that the application of the discrete Fourier's law, relating the heat flow to a difference of temperatures, here is limited at best to a long-term perspective, after a transient period of establishing a correlation X 12 between the two interacting finite systems. Next, we describe a situation where Fourier's law, with a correction, can be re-established.
One specific situation where a Fourier-like law applies is in the presence of a suitable time-scale separation. A formal theory of time-scale separation in linear dynamical systems was introduced by Simon & Ando [34] , which we now describe in simple terms. Consider a system described by the equation 16) where O( ) quantifies the small interaction between the subsystems x 1 and x 2 . For sufficiently small , the evolution of the state exhibits two different phases. First, in a time interval 0 ≤ t < τ local-eq , the subsystems evolve almost independently towards local equilibria described by the dominant eigenspaces of A 1 and A 2 . In a second phase, when t > τ local-eq , the two systems interact weakly and converge slowly towards its overall steady state. The vector x i (t) remains δ-close to the dominant eigenspace of A i for i = 1, 2 (where δ is arbitrarily small as converges to zero). If the dominant eigenspaces of both A 1 and A 2 are one-dimensional and generated by the right eigenvectors u 1 and u 2 , respectively, then the evolution of x i (t) is closely tracked by α i (t)u i (for i = 1, 2). Here, the scalar coordinates are given by α i (t) = a i x i (t), where a i is the dominant left eigenvectors of A i , normalized such that a i u i = 1. The coordinates α i now satisfy d dt
where M is a 2 × 2 matrix, and where the diagonal entries M ii = a i A i u i are the dominant eigenvalues of the blocks A 1 and A 2 . In other words, for all large enough times the system, owing to its nearly block-diagonal structure, can be described by a reduced-order system where every block of variables can be aggregated to only one state. Of course, the Simon-Ando results can be formulated for an arbitrary number of blocks instead of two. Let us now apply the Simon-Ando theorem to interconnected linear dissipative systems. Assume two linear dissipative systems obeying (2.10), and connected through a common scalar port u 1 = y 2 , u 2 = −y 1 . Let us also connect each system to a finite heat bath each, as modelled in §4c, with respective temperatures T 1 (t) and T 2 (t). The overall system interconnection is shown in figure 1 , and the covariance of the finite systems obeyṡ and T 1 (t) and T 2 (t) obey models of the type (4.10). The system (4.18) is connected to two finite baths, and remark 4.3 applies here, meaning that the overall system will converge to a common thermal equilibrium T eq . Next, we investigate if there is a simple law describing the heat exchange between the finite subsystem during the transient towards T eq . As we shall see, for sufficiently small B i and C i such a simple law exists, although not in the exact form of Fourier's law. We can write (4.18) as a dissipative system with the meta-statex = (x 1x12x2 ) T . The diagonal blocks describing the dynamics forx 1 ,x 12 andx 2 are I ⊗ (
The off-diagonal terms are all proportional to B 1 C 2 and B 2 C 1 , which are related through K 1 B 1 C 2 = (K 2 B 2 C 1 ) T . We now assume time-scale separation, namely that B 1 C 2 (describing the interaction between the finite systems) is much smaller in magnitude than the smallest eigenvalues of R 1 and R 2 (describing each system's equilibration rate with its finite bath). One notes that B 1 C 2 B 2 C 1 has the dimension of an inverse square time, it is therefore associated with a square time scale of exchange between the finite systems, which is required to be much larger than the time scale of exchange of heat of each system with its bath. Remember also that C i B i is the inverse inertia of the system at the port, we, therefore, want high inertias at the interface of the system.
We now apply the Simon-Ando theorem as described above, and theorem 4.2, to observe that if B 1 C 2 and B 2 C 1 are small enough compared with the diagonal terms, then after some time t > τ local-eq the system reaches a state where
2 and X 12 (t) ≈ q 12 (t)X 12,eig , where vec(X 12,eig ) is the dominant eigenvector of I ⊗ (A 1 − R 1 ) + (A 2 − R 2 ) ⊗ I (of dominant, i.e. with largest real part, eigenvalue that we call −1/τ ) and q 12 a scalar coefficient (which will turn out to be the power given by 1 to 2 through the common port). The evolution of the whole system is now described by the three aggregated meta-variables
(4. 19) We observe that the heat flow between the two finite systems is C 1 X 12 C T 2 = q 12 C 1 X 12,eig C T 2 . Therefore, if X 12,eig is normalized so that C 1 X 12,eig C T 2 = 1, then the heat flow is simply q 12 , and its evolution is ruled for all large enough times by the approximate, aggregate equatioṅ obtained from q 12 = C 1 X 12 C T 2 and (4.18), which can be more compactly written q 12 (t) + τq 12 (t) = kτ (T 2 (t) − T 1 (t)), (4.21) where τ is the relaxation time of the correlations between x 1 and x 2 and k = (C 1 B 1 )(C 2 B 2 ), an inverse square time, is the product of the inverse inertias at the port. The geometrical average of the inertias scales therefore as a time, and indicates the time scale needed to create a correlation between the states x 1 and x 2 through the port. The heat conductance kτ is obtained as a competition between this time scale and the time scale τ of vanishing correlations. Note that the time-scale separation assumption implies, in particular, kτ 1. This equation explains, in particular, how initially independent systems increase their heat flow from zero when connected, as discussed at the beginning of this section. Equation propagation of heat in the medium [35] . We also note that at every moment the finite subsystems are at equilibrium with their respective finite bath. This property corresponds to the 'local equilibrium' assumption in thermodynamics, a paradigm which allows us to write dynamical equations for the thermodynamic quantities far from global equilibrium. Nevertheless, one can with the formalism presented in this paper interconnect dynamical systems in arbitrary patterns, not just those that arise from such a dicretization.
In fact, the scope of systems we can model includes those considered in [5] , and goes beyond their axiomatic approach in that we propose a detailed dynamic description of internal states and correlations within and across systems. In particular, we generalize ectropy with meta-energy, which accounts for those cross-system correlations, and behaves as a Lyapunov function even as heat can momentarily flow from cold to hot systems, a possibility indeed allowed by (4.21) .
To conclude this section, let us mention that establishing the validity of Fourier's law even in the non-equilibrium stationary case from microscopic dynamics is a notoriously difficult problem [36] . We circumvent it here by the use of finite baths, defined by a phenomenological macroscopic dynamics rather than derived from microscopic first principles. In counterpart, we obtain a satisfactory dynamical description beyond the stationary solution.
Conclusion
We have demonstrated the usefulness of dissipativity theory to reformulate a certain number of basic notions of thermodynamics and statistical mechanics at the level of both microscopic states and meta-states. We also formulated new concepts, such as the non-equilibrium temperature, as port and new Lyapunov functions. Whether new results can be derived at the level of linear and nonlinear dynamics is a challenge for the future, such as the derivation of Lyapunov functions for non-equilibrium steady states or the derivation of a dissipative part and a conservative part for arbitrary force fields; see, for example, [37] for a discussion.
