Abstract-This paper presents an orientation estimation methods using inertial cues (IMU) and visual feature constraint. Our proposed approach combines both of these two modalities in an original way. Two feature-point correspondences between consecutive frames are firstly selected that not merely meet the requirement of descriptor similarity constraint but the locality constraint. Secondly, these two selected correspondences together with inertial quaternions are jointly employed to derive the initial body pose. Thirdly, a coarse-to-fine procedure proceeds in removing visual false matches and in estimating body poses iteratively using the Posteriori Bayes Rule and Expectation Maximization. Eventually, the optimal orientation is estimated via the iteratively selected visual inliers. Experimental results validate that our proposed strategy is effective and accurate in orientation estimate.
I. INTRODUCTION
The most commonly used tools for estimating the body orientations are inertial and visual sensors. With the advent of MEMS technology, inertial sensor integrated with threeaxis accelerometer, three-axis gyroscope and three-axis magnetometer, is becoming light weight, wearable and quick in response. However, this type of sensor is mostly applicable in the short periods of time due to its inherent accumulated drift, its wearable fluctuation, soft tissue artifact, etc [1] . In comparison, visual based methods are more stable and accurate. However, in the process of feature point matching, to distinguish the outliers among putative correspondences consumes heavy computational time. Worse still, the estimation performance will deteriorate dramatically if mistaken matches exist [2] .
The combination of these two sensors is an appropriate choice for conducting the robust orientation estimate due to the inertial and visual complementary properties regarding their quick response and accuracy.
Despite their complementary advantages in integration during estimating the body orientation, there are still some potential drawbacks that should be further resolved in wearable Monocular Camera and IMU (abbreviated as MC-IMU) system. First and foremost, the matched features between two different camera views sometimes give rise to wrong data associations and thereby it is in desperate need of image outlier rejection among putative correspondences between camera adjacent frames. Yet, the commonly used methods (e.g., RANSAC [3] , MSAC [4] , MLESAC [5] ) are rather time consuming in the sense that their random samples would incorporate the undesirable outliers. Secondly, these Sample & Consensus methods are not effective in deriving the optimal orientations in presence of large percentage of outliers among putative correspondences. Thirdly, the orientations deduced from inertial data are susceptible to body soft tissue artifacts, which means that inevitable noise would be included during sampling. Worse still, the orientation estimated from IMU is under the assumption that the collected accelerations are uniquely associated with gravity components, which is, obviously, not the case if IMU samples the data during human body fast or abrupt movements.
With respect to these problems in wearable MC-IMU orientation estimation, we propose an approach that combines both IMU quaternions and visual putative correspondences in a novel way.
The main contributions of this paper that are considerably discrepant from others are:
(i) Nearest neighbor feature-point locality constraint is applied to the initial feature point matching;
(ii) A few iterations proceed for accurate orientation estimate given two visual feature pairs, IMU quaternions and putative correspondences;
(iii) The wearable MC-IMU system is developed for orientation estimate.
II. METHODOLOGY
The main part of our approach can be divided into two stages (i.e., the initialization stage and optimization stage).In the initialization stage, as the name suggests, the initial pose is estimated using IMU quaternions and two feature points with nearest neighbor locality constraints from the image pair. In the second stage, it seeks to obtain the optimal orientation solutions: the optimal rotation matrix, which proceeds within the Bayes Rule and Expectation Maximization framework.
A. Relative Pose Initialization
During the relative pose initialization stage, the orientation is estimated from IMU measurements and the translation with scale ambiguity is estimated from two visual putative correspondences.
1) IMU Based Orientation Estimation:
The measurements from IMU are three-axis accelerations α, three-axis angular rates ω and three-axis magnetic strengths m. In our previous work [6] , the Adaptive Gain Orientation Filter (AOGF) is proposed to estimate the real-time body orientations. In this paper, AGOF estimator is applied and the corresponding orientation outcome is applied to the following Relative Optimization stage.
2) Feature Point Matching with Locality Constraint: Apart from the conventional feature point matching methods that basically apply similarity constraint, the novelly designed locality constraint strategy that takes the feature point corresponding nearest neighbors into consideration is exploited. This strategy is based on the assumption that the distance of the objective feature point and its nearest neighbor feature points in the current frame can still be within the defined threshold in the next frame, which is able to effectively avoid the false match among the putative correspondences.
Suppose we have already obtained two feature point pairs (P(k), P(k + 1)) and (Q(k), Q(k + 1)) between the camera successive frames. Here we assume that there are three nearest neighbor feature points around
The corresponding feature-point putative matches in camera frame k + 1 with respect to
} must all be within the pre-defined threshold. Likewise, the feature points N3 } also satisfy the locality constraint. The above mentioned context is based on the frame k nearest neighbors to verify the corresponding feature points in frame k + 1. Similarly, our method also proceeds from camera frame k + 1 nearest neighbors to verify the corresponding feature points in camera frame K.
Using this strategy, we define the objective function as follows.
{i, j} = arg min
Our objective is to seek the most similar feature points, or say the least sum of squared difference (SSD) between the feature point descriptors.
3) Inertial Quaternion and Visual Two-Point Based Pose Initialization: Rigid body motion can be decomposed into rotation and translation. Generally, there are six parameters to represent the body motion, three for rotation and three for translation. Given the impossibility to recover the camera scale factor, merely two feature point correspondences are needed to attain the translation part. So we will elaborate on how to derive the translation using visual information.
The traditional way to express body translation is through Cartesian Coordinate representation T = [T x , T y , T z ] T . Similarly, through the means of spherical coordinate expression [7] , it can also be given by
which also means that
) where ρ refers to the radial distance; β represents the polar angle; α denotes the azimuthal angle.
Given the rotation from IMU, the left rigid body motion is the pure translation. Then the essential matrix can be simplified as
Considering two feature points P and Q, they are denoted as {P k , P k+1 } and {Q k , Q k+1 } in camera frame k and k + 1 respectively. We impose the epipolar constraint and obtain the translation part with depth ambiguity.
B. Relative Pose Optimization
In the second stage, the relative pose optimization is performed to obtain the optimal body orientation estimate using the initial poses calculated from the initialization stage.
Assume that the putative correspondences, which we define
} contain a large number of correct matches (also called inliers) and a few false matches (also known as outliers). We define the set of unknown objective parameters as follows:
where R and T represent body frame rotation and translation respectively. O n consists of n point correspondence labels of which o i,(1≤i≤n) ∈ {0, 1} denotes the i th point correspondence label: o i = 1 implies the i th sample belongs to inlier group; o i = 0 implies the i th sample belongs to outlier group. Ideally, we would like to find the model that maximizes P(R, T ) given image putative correspondences and initial pose {R 0 , T 0 } given in the initialization stage. However, the algorithm is, in general, largely dependent upon the initial values P(R 0 , T 0 ) in the sense that malicious initial values will result in suboptimal solutions which is sometimes far from our expectation. Thus, to find the appropriate initial values counts for a great deal in our maximization algorithm.
For the time being, the goal to estimate the body pose is equivalent to maximize the likelihood of P {θ | (η 1 , η 2 , · · · η n )}:
Using Bayesian Rule [8] , the posteriori likelihood of parameter set θ (i.e., camera motion and putative correspondence labels), P {(η 1 , η 2 , · · · η n ) |θ } is given as:
Then the optimal solution on θ is given as:
III. EXPERIMENTAL EVALUATION
In order to verify the performance of our proposed orientation estimate approach, we conduct several experiments. In this section, our designed MC-IMU system is introduced. Then the experimental results and analysis are given.
A. System Setup
In our orientation estimation system, the monocular camera samples the data at 10 f ps with a resolution of 752 × 480 pixels. The constant focal length is set as 7.5mm. The designed IMU board includes an embedded ARM processor ST M32FL03 and the MEMS three-axis accelerometer (full scale range: ±16g), three-axis gyroscope (full scale range: ±2000deg/sec) and three-axis magnetometer. The board size is 35mm × 30mm × 8mm. IMU signals are sampled at 40Hz. The computer is armed with Intel i7 processor and 4G memory.
The IMU is rigidly mounted to the monocular camera. Without loss of generality, here we assume that these two frames are coincident. The calibration between IMU and Camera is conducted using the method introduced in [9] .
B. Experiments and Analysis
In this part, we test the performance of our proposed algorithm by verifying the feature-point correspondences on real image pair taken from our lab corner. The image inliers between camera consecutive frames are detected using the IMU quaternions and nearest neighbour locality constraint metric at first. Then three types of experiments are conducted for orientation estimation i.e., agent moving in a straight line; agent rotating at a constant angular rate; elbow ambulatory movement as shown in Fig. 1 .
1) Image Pair Outlier Removal:
Feature point matching between consecutive frames is an essential step for robust and accurate orientation estimation. In our experiments, two pictures are taken from our lab corner as shown in Fig. 2 . Two feature points between these two images are selected that satisfy not only the feature descriptor similarity constraint but also the feature nearest neighbor locality constraint. Three neighbor feature points adjacent to the objective feature points are detected. In order to better show the relationship between the objective feature point and its corresponding Table I reveals the number of detected inliers and outliers using the SAC methods. The traditional SAC methods i.e., RANSAC, MSAC, MLESAC are able to alleviate the influence of outliers upon pose estimate but fail to totally eliminate the outlier group for the sake of their randomness in sampling and their limitation on the number of iterations. IMU-2-Point RANSAC method requires less calculations in removing false matches yet it still retains four mismatches since it relies heavily on IMU gyroscopic data for rotation and its inherent randomness still exists though only two points are selected. It is noticeable that our algorithm outperforms these prevailing methods in computational time and in removing outliers. Unlike the other four methods that still preserves mismatches, our algorithm characterizes no mismatches or say no "uncertainty" in that it firstly takes advantage of IMU outputs and two selected visual correspondences {R 0 , T 0 } as initial values, followed by a few iterations for obtaining the maxima from the predefined cost function using EM in a probabilistic framework. Finally, the optimal pose {R * , T * } is obtained within the relatively limited time, which is merely 0.24 seconds. Though the number of identified inliers is relatively lower than the other four methods, our algorithm is able to guarantee the authenticity of the identified inliers.
2) Straight Line Orientation Estimation: The first set of tests are to estimate the orientations of the subject moving in a straight line. The monocular camera and IMU are fixed in front of the programmable toy car as shown in Fig. 1 (a) , (b). The car is programmed to move forward and backward regularly at a constant speed.
The estimated euler angle curves for straight line orientation estimation are presented in Fig. 3 . The euler angles are obtained based on three types of methods, i.e., the MC-IMU based, the IMU based and the camera based. The MC-IMU based euler angle curve is represented with red color; the IMU From Fig. 4 , it can be seen that the vehicle moves forward towards the corner of the lab for straight line orientation estimate over time. The whole straight line is about 3 meters in length. The sampled monocular camera sequences are connected with red arrows. The estimated orientation results shown in the lower part of Fig. 4 prove the stability and accuracy of our MC-IMU system in straight line orientation estimation.
3) Rotatory Movement Orientation Estimation:
The second set of tests are to estimate the orientations where the MC-IMU is placed at the rotation center of the turntable as shown in Fig. 1 (c) . The turnable rotates in the clockwise pattern at a constant angular rate around Z-axis. In our case, the turntable rotates at approximately nine degrees per second. The system yaw angle range is [−180
The tests are conducted twice and last about two minutes each time. The corresponding rotatory movement orientation estimates are shown in Fig. 5 . As can be seen, the estimated euler angles (i.e., yaw, pitch and roll) using the camera based and IMU based methods are also not satisfactory due to the turnable motor minor jitters, dynamic backgrounds as well as the sensor inherent drifting issues. By contrast, the estimated results using our method turn out to be relatively accurate.
IV. CONCLUSION
This paper presents an approach to estimate the orientations using inertial quaternions and visual correspondences. Our algorithm effectively tackles the problem of visual based estimation inaccuracy and heavy computational burdens, especially in the process of distinguishing inliers among the putative correspondences. The corresponding outcomes prove that our algorithm is quite suitable for estimating the orientations in the long term.
