Many genomic sequences and, more generally, (multivariate) time series display tremendous variability. However, often it is reasonable to assume that the sequence is actually generated by or assembled from a small number of sources, each of which might contribute several segments to the sequence. That is, there are h hidden sources such that the sequence can be written as a concatenation of k > h pieces, each of which stems from one of the h sources. We define this (k, h)-segmentation problem and show that it is NP-hard in the general case. We give approximation algorithms achieving approximation ratios of 3 for the L1 error measure and √ 5 for the L2 error measure, and generalize the results to higher dimensions. We give empirical results on real (chromosome 22) and artificial data showing that the methods work well in practice.
INTRODUCTION
Many genomic sequences and, more generally, (multivariate) time series display tremendous variability. In many cases it is interesting to find out whether the sequence can * Supported by a Microsoft Research Fellowship. This work was done while the author was visiting the HIIT Basic Research Unit, Department of Computer Science, University of Helsinki, Finland.
be viewed as consisting of segments coming from a small number of different sources. That is, we want to examine whether there are h hidden sources such that the sequence T can be written as a concatenation of k > h pieces each of which can be viewed as coming from one of the h sources.
For genomic analyses, the segments might be viral or microbial inserts, stemming from a small number of possible sources. For instance, Azad et al [2] try to identify a coarsegrained description of the given DNA string in terms of a smaller set of distinct domain labels. The biological hypothesis behind this is that a mosaic organization of DNA sequences could have originated from the insertion of fragments of one genome (the parasite) inside another (the host). For time series type of data, the segments would reflect the generating process having h different states, with arbitrary (but relatively rare) transitions between the states.
The segmentation problem for genome sequences and time series has been discussed widely; see, e.g., [10, 3, 7, 9, 5, 16, 14, 15, 11, 4, 2] . For a wide variety of score functions, dynamic programming can be used to obtain the best segmentation of an n-element sequence into k pieces in time O(n 2 k); this idea goes back at least to Bellman [3] in 1961. The problem with this approach is that the descriptions for each segment are independent. That is, we get as many sources as there are segments. In many applcations it makes more sense to assume that the number of sources is (much) smaller than the number of segments. A complex dynamic process can have a small set of underlying states, and the number of state transitions is far larger than the number of states. Similarly, a genome can have an evolutionary structure with only a few different sources, each source contributing several segments.
Our problem is thus to find a good way of segmenting an n-element sequence into k segments, each of which comes from one of h different sources. We call this the (k, h)-segmentation problem. The normal dynamic programming approaches to sequence segmentation ignore the constraint of having less sources than segments and solve the (k, k)-segmentation problem. When h < k, the (k, h)-segmentation problem cannot be solved using that method: the restriction to h different sources means that decisions made early in the sequence have an impact later, invalidating the optimality condition needed for dynamic programming. The (k, h)-segmentation problem turns out to be algorithmically quite interesting.
Formally, the (k, h)-segmentation problem is defined as follows. Suppose we are given a sequence T = (t1, . . . , tn),
Denote the possible sources (or states of the process) by Γ. Given a source γ ∈ Γ and a segment Si, denote by P (Si | γ) the likelihood that the sequence Si comes from source γ.
The problem is to find h sources γ1, . . . , γ h , a decomposition of T into k segments S1, . . . , S k , and for each segment Si an assignment of a source γj i ∈ {γ1, . . . , γ h } such that the total probability 
2 . The latter turns out to be the mean of the data points in the interval S [a, b] .
Denote by V ar(Si) the variance of segment Si, and by |Si| the length (number of points) of Si. Then the (k, k)-segmentation problem is equivalent to finding the k segments such that the sum È k i=1 |Si|V ar(Si) is minimized; the best source for each segment is simply the mean of the segment, and the error per point is the variance of the segment. Instead of the L2-metric, we can of course consider arbitrary Lp-metrics. For each segment, the (k, k)-segmentation problem can use the source that minimizes the error, whereas in the (k, h)-segmentation problem with h < k several segments have to use the same source.
While the (k, k)-segmentation problem has been considered often, to the best of our knowledge the problem of (k, h)-segmentation has not been studied extensively. In 1989 Churchill [6] stated a related problem for the purpose of partitioning genomic sequences into segments. In his formulation he uses hidden Markov states to model different compositional properties within each DNA segment, and his solution uses the Viterbi algorithm to determine the most probable sequence of states. More recently, Azad et al [2] formulate a similar problem to (k, h)-segmentation but their solution is based on greedy "split and merge" and it does not provide any theoretical guarantee.
An alternative way to view the (k, h)-segmentation problem is as a clustering problem with added constraints: the task is to cluster the points into h clusters, with the restriction that along the dimension of the sequence the cluster may change at most k − 1 times.
In this paper we study the (k, h)-segmentation problem and apply it to several domains. First, we show that the (k, h)-segmentation for sequences of points from R d is NPhard for d > 1, both for the L1 and L2 metrics. For the case d = 1, it is not known whether the problem is NP-hard or not. Nevertheless, for d = 1 we give a 3-approximation algorithms for the L1 error metric and a √ 5-approximation algorithm for the L2 error metric. For general d, we get a 3 + approximation ratio for L1 and α + 2 for L2, where α is the best approximation factor for the k-means clustering problem.
These approximation algorithms are simple and easy to implement, while the analysis is slightly complex. The methods are based on using instances of dynamic programming for the polynomially solvable cases of the problem. The algorithms can be applied to any a polynomial-time computable likelihood function P (S | γ), as long as we can, given a segment S from the sequence, find the source γ maximizing P (S | γ); the details of the approximation guarantees depend on the exact form of the likelihood function.
We give empirical data both for artificial and for real sequences. The artificial data is generated from a process with a small number of hidden states; even for 0-1 sequences, our algorithms produce very good approximations of the hidden states. A typical empirical approximation error is about 4%.
It seems to us that one of the main applications of the (k, h)-segmentation problem is in genomic sequences. As an example, we study the distribution of w-letter words (e.g. w = 2, 3) in blocks of length 500 kb in the human genome. That is, given the genome sequence, we look at each 500 kb block in it, and compute for each block the frequency of each of the w-letter words over A, C, G, T. These word frequencies then form our sequence of dimension 4 w (16 or 64), and we search for recurrent states in this sequence. We apply the Bayesian information criterion (BIC, see [17, 10] ) to search for the values of k and h yielding the best segmentation. In addition, we apply our segmentation algorithms on the chromosome sequence that describes the densities of SNPs and genes in each block. We also examine combinations of both of the above densities giving to each an equal weight. The results show that the methods provide useful segmentations that can be applied in the search for large scale structure in the genome (see Section 5.2).
The rest of this paper is organized as follows. In Section 2 we define the (k, h)-segmentation problem formally, give some basic observations, and show that the problem is NP-hard in general. In Section 3 we give three algorithms for the problem and describe the approximability results; the proofs are in Section 4. Experimental results are described in Section 5, and Section 6 is a short conclusion.
PRELIMINARIES
As noted in the introduction, our algorithms can be applied to finding optimal (k, h)-segmentations for any likelihood function satisfying the following two mild conditions: First, for every set of points coming from a single source we should be able to compute the optimal source that maximizes the likelihood function. Second, the total likelihood for a segmentation of the whole sequence should be an associative combination function (e.g. sum or product) of the individual likelihoods on each segment.
For simplicity of notation, we consider in the sequel the case of multidimensional real-valued sequences with the Lp distances. Let T = (t1, . . . , tn) be a sequence with n data points from R d . The Lp distance between any two data points ti and tj of the sequence is defined as dp(ti, tj) = (
where (ti1, . . . , t id ) and (tj1, . . . , t jd ) are the coordinates of the two d-dimensional points ti and tj. The most commonly used distances are the L1 (Manhattan), the L2 (Euclidean), and the L∞ (L-infinity). In the one dimension all of the above distances are simply |ti − tj|. In the rest of the paper when the subscript p is ommited the Euclidean distance is implied, i.e. d(ti, tj) = d2(ti, tj), but most of our algorithms can be easily modified so that other distance functions can also be used.
A k-segmentation M is also described by the sequence of segments to which it partitions the original sequence, that is, M = (S1, . . . , S k ), where Si = (t b i , . . . , t b i+1 − 1) for all i = 1, . . . , k. We write S ∈ M for a segment in segmentation M, and t ∈ S for a point in segment S.
Given the original sequence T , our goal is to find a segmentation M such that each of the segments S ∈ M is homogeneous with respect to an error measure. Two natural choices for error measures within a segment S are the 1-error measure:
and the 2-error measure:
Minimizing these error measures can also be obtained by representing the segment S with a single representativetS, chosen so that it minimizes the error measure. In other words,
2 . It is easy to see that for E1(S), the representativetS will be the median of the points in S, while for E2(S) it will be the mean of the points in S. We write Ep(·) when we don't want to distinguish between E1(·) and E2(·). The traditional sequence segmentation problem can now be formalized as follows.
Problem 1 ((k, k)-segmentationp). For a sequence T , a k-segmentation M of T , and p = 1, 2, we define the p-error of a segmentation M to be
The task is to find the segmentation M that minimizes the above error measure. The minimum error is denoted by
Segp(T, k) = min
M∈Segm k (T )
Ep(T, M)
This problem can, of course, be solved in polynomial time using dynamic programming as shown in 1961 by Bellman [3] .
As noted in the introduction, the drawback in this formulation is that the segments are completely independent: we have no way of preferring solutions that would use only a few types of segments. That is, in (k, k)-segmentationp, the representativetS can take a distinct value for each segment S. We would like to restrict the segment representatives to use at most h different values. Given a set of L = {l1, . . . , l h } of h values and a segmentation M, the minimal error for segment S ∈ M is the li that minimizes the error measure, i.e.,
The minimizer of the error measure in the set L for a segment S is denoted by lS. The problem of finding recurrent states in sequences is formalized as follows.
Problem 2 ((k, h)-segmentationp). Given a sequence T , a k-segmentation M of T , a set L of h values, and
p = 1, 2, the p-error of the segmentation M with respect to L is Ep(T, M, L) = S∈M E p p (S|L) 1 p = S∈M t∈S d(t, lS) p 1 p
The task is to find the segmentation M and the set of values L that minimizes Ep(T, M, L). The minimum error achieved is denoted by Segp(T, k, h), i.e.

Segp(T, k, h) = min
The (k, k)-segmentationp problem is a special case of (k, h)-segmentationp, where the value of h is left unconstrained. This means the following.
Observation 1. For a sequence T and any numbers k and h we have Segp(T, k) ≤ Segp(T, k, h).
Also notice that for fixed h the value of Segp(T, k, h) decreases as k increases. Since the largest value of k is n, we get the following
Observation 2. For a sequence T of size n and any k and h we have Segp(T, n, h) ≤ Segp(T, k, h).
The case of k = n, in Observation 2, can be viewed as ignoring the constraint that some consecutive points in the sequence should be represented by the same value. Thus, the (n, h)-segmentationp problem is the well-studied clustering problem. For p = 1 it is the Euclidean k-median problem, and for p = 2 it is k-means problem of finding the k points such that the sum of distances to the closest point is minimized.
1 Both of these problems can be solved in polynomial time for 1-dimensional data [13] , and both are NP-hard for dimensions d ≥ 2 [12] .
Proof. For p = 1 and p = 2, the k-median and kmeans problems, respectively, are special cases of (k, h)-segmentationp with k = n. ✷
ALGORITHMS
In this section we describe three algorithms for solving the (k, h)-segmentation problem. The algorithms are based on solving the polynomial sub-cases and combining the results in different ways.
Segments2Levels algorithm
The first of our algorithms for the (k, h)-segmentation problem is called Segments2Levels. The algorithm is as follows. First solve the (k, k)-segmentation problem to obtain a k-segmentation M. Then solve the (n, h)-segmentation problem to obtain a set L of h level values. Then assign each segment S ∈ M to the level in L which is closest totS.
We show in Section 4 that this simple algorithm provides a 3-approximation to the (k, h)-segmentation problem for p = 1 and for p = 2, for dimension 1. For higher dimensions, the approximation guarantees are 3 + for p = 1, and α + 2 for p = 2, where α is the best approximation factor for the k-means problem.
The algorithm runs in time O(n 2 (k + h)), as the running time of the dynamic programming method is quadratic in the number of points and linear in the number of segments.
ClusterSegments algorithm
The
The first step of the algorithm is the same with the first step of Segments2Levels; it solves (k, k)-segmentation and decides about the segments of the solution. Then, each segment S in the optimal segmentation of (k, k)-segmentation is represented with the single valuetS and weight |S|. A set of h levels L is produced by clustering those k weighted points into h clusters. The final solution is produced by assigning each segment S to the level lS ∈ L which is the closest totS among all levels in L. The running time of the method is again O(n 2 (k + h)).
Iterative algorithm
Our third algorithm is inspired by the EM algorithm and it is based on the following observations.
1. If we know the set L of levels that are to be used, then we can find the k optimal segments. This follows from simple application of dynamic programming. This step corresponds to the E-step of the EM algorithm.
2. Given an existing segmentation we can readjust the values of the levels and possibly improve the value of the solution. This is done as the M-step of the EM algorithm: for each level we obtain a possibly better value by computing the mean or the median (depending on the error that we are optimizing for) of all the points in the segments that are assigned to this level.
The Iterative algorithm uses these observations. It starts from an initial segmentation obtained by, e.g., either of the previous algorithms. Then, given the current levels, the optimal segmentation for those levels is found using the above observation. After that, a new set of h levels is computed by using the second observation. These two steps are iterated until the error does not decrease any more. We denote by Iterative(SL) the version that starts with the output of Segments2Levels, and by Iterative(CS) the version that starts with the output of ClusterSegments.
The Iterative algorithm produces at least as good approximations as the previous two methods. The running time of the algorithm is O(In 2 (k + h)), where I is the number of iterations. In most of our experiments the initial solutions provided by Segments2Levels and ClusterSegments were very good, so the number of iterations remained below 3 or 4.
APPROXIMATION GUARANTEES
In this section we prove the approximation guarantees for the Segments2Levels and ClusterSegments algorithms. For the Iterative algorithm we only know that it never is worse that the other two methods. The empirical results in the next section show that in practice the algorithms work far better than what the worst-case bounds suggest. Proof. Recall from the description of the algorithm in Section 3.1, that there are two initial steps. The first step is to solve the (n, h)-segmentation1 problem. Since we are in the 1-dimensional case, this can be solved in polynomial time using dynamic programming. Thus we obtain a set of levels L for which we have Seg1(T, n, h) ≤ Opt1. The second step is to solve the (k, k)-segmentation1, again by dynamic programming. So, we obtain a k-segmentation M, for which
Analysis of the
Now consider a data point t of the sequence. Let S be the segment in M which point t belongs to, and let lS ∈ L be the level which segment S is assigned to by Segments2Levels. Also define lt ∈ L to be the value which point t is assigned to by the the solution of (n, h)-segmentation1.
The error that point t contributes to the total error is d(t, lS) and by triangle inequality d(t, lS) ≤ d(t,tS) + d(tS, lS)
where, as before,tS is the median of all points in segment S. However, since lS is the closest totS, among all levels in L, we have
d(tS, lS) ≤ d(tS, lt)
and with a second application of the triangle inequality
d(tS, lt) ≤ d(tS, t) + d(t, lt)
Combining the previous inequalities gives d(t, lS) ≤ 2d(t,tS) + d(t, lt)
and summing over all points in T we obtain the desired result: Proof. The proof is very similar to the one for the 1-error measure. Again in the 1-dimensional case the problem (n, h)-segmentation2 can be solved in polynomial time, so Seg2(T, n, h) ≤ Opt2. Also by solving (k, k)-segmentation2, we obtain segmentation M for which Seg2(T, k) ≤ Opt2.
Using the same notation as in Theorem 1 we have that the error that a single point t contributes to the square of the total error is
Combining with d(tS, lS) ≤ d(tS, t) + d(t, lt) we get
and summing over all points in T we obtain which, by taking square roots, provides the claimed approximation ratio. ✷
Higher dimensions
The only place that the 1-dimensionality is used in Theorems 1 and 2 is in solving exactly the clustering problem (n, h)-segmentationp, and claiming that Segp(T, n, h) ≤ Optp. In higher dimensions, as we already mentioned, those clustering problems become NP-hard. However, we can approximate the solutions by polynomial algorithms. The kmedian problem (i.e., (n, h)-segmentation1) admits a PTAS [1] , so we can find a set of levels L for which Seg1(T, n, h) ≤ (1 + )Opt1. Plugging this in the proof of Theorem 1 we obtain an approximation ratio of 3 + for the 1-error measure. Similarly, k-means can be approximated in polynomial time. Calling α the best approximation ratio for k-means, and using that in the proof of Theorem 2 we obtain an approximation ratio of α + 2 for the 2-error measure. The current α is 9 + by Kanungo et al [8] , yielding a factor of 11 + to our problem. The clustering algorithms (for (n, h)-segmentation) used to obtain these approximability results for higher dimensions might not be very efficient in practice.
Analysis of the ClusterSegments algorithm
For analyzing the performance of the ClusterSegments algorithm we need the following lemmas. The first is a weaker version of the triangle inequality in the case of the square of distances between points.
Lemma 2 (Double triangle inequality). For points x, y, and z we have
Proof. The lemma can be shown with a simple application of the triangle inequality, i.e., 
Proof. We will only show the equality part of the lemma, since this implies the inequality, as well. For simplicity we will assume that the points are one-dimensional, i.e. d(x, y) = |x − y|. The extension to the multidimensional case can be done by applying the equality in each coordinate separately and summing in all coordinates. By using the definition of the mean
2 ✷ Now we show that the solution found by ClusterSegments is within a factor of √ 5 of the optimal solution for the 2-error measure. Using a similar line of arguments, one can show that for the 1-error the approximation ratio of ClusterSegments is 5. Since we have already shown a ratio of 3 for that case using the Segments2Levels algorithm, we omit the analysis. Proof. By solving (k, k)-segmentation2 we obtain a segmentation M for which Seg2(T, k) ≤ Opt2. Let L be the set of h points found by clustering the k weighted pointstS, for S ∈ M. Let lS be the cluster center point which segment S is assigned to. Now, the error contributed by a specific segment S to
Summing over all segments, and applying Lemma 3 we obtain
The next step is to bound the term
2 . Consider the set of optimal level points M for the original problem. For each segment S, let µS be the point in M which is the closest totS. For the 1-dimensional case, the clustering of the k weighted points can be done optimally, by dynamic programming. So by claiming optimality for L we get
Assume that the optimal segmentation partitions a segment S of M into r subsegments Sj, each of them having size sj and meantj. Also assume that the optimal solution assigns each of those segments at a level µj ∈ M , for j = 1, . . . , r.
Since µS is the closest totS, we have ✷ Similarly with the Segments2Levels algorithm, the proof can be adapted for higher dimensions giving ratios of 5 + for p = 1, and √ 4α 2 + 1 for p = 2. As before, α is the best approximation factor for the k-means problem.
Two points should be discussed here regarding the extension of the algorithms in higher dimensions. First, one should note that ClusterSegments achieves a better approximation ratio in the one dimension where α = 1, while Segments2Levels is better in higher dimensions, and in general as long as α ≥ 1.86.
The second observation is that the clustering subroutine used by the ClusterSegments algorithm takes as input only k points, instead of n. This means that for small values of k, say small constants, one could possibly afford to use a brute force algorithm in order to find the optimal clustering. This would require time exponential in k (still constant however), but the approximation ratio remains √ 5 independently of the dimension.
EXPERIMENTAL EVALUATION
Experiments on synthetic data
To test the performance of the methods we generated artificial data sets that display the recurrent state behavior that is of interest to us.
The data sets were generated as follows. First we created a Markov model with 5 states with transition probabilities between the states chosen randomly from in the interval [0, 1 500 ], implying that the average length of stay in a given state is about 250 steps. For the 0-1 data, each state i had a probability pi of emitting a 1. We simulated the state transitions and emissions for n=5K, 10K, 15K and 20K steps.
Given each point in the sequence, we know what the generating probability p of a 1 has been at that point. When applying the algorithms for (k, h)-segmentation described in the previous sections, we obtain an estimate of the generated probabilities 2 . We then computed the average error between the true value of p and the estimate produced by the algorithms.
The other artificial data set was generated by having a real-valued hidden source x at each state. When the generating process was at that state, the generated point was chosen randomly from the normal distribution with mean x and variance σ 2 , with σ varying from 0.02 to 0.4. The results for these two sets of artificial data are shown in Figures 1 and 2 , respectively. One can see that the error is typically very low, below 4% for the best algorithms, ClusterSegments and Iterative(CS). The Segments2Levels and the Iterative(SL) algorithms perform worse. This is only to be expected, as for 0-1 data the clustering algorithm provides only two sources. The accuracy of ClusterSegments and Iterative(CS) solution improves nicely when the size of the sequence grows. For normally distributed data, the error remains very small even for large variance. The number of states used does not have to be exactly the correct one, as seen in Figure 3 . Note that one could also reconstruct the transition probabilities for sequences that are long enough. We obtained similar results for the case of 10 underlying states.
Experiments on genome data
We used the sliding window technique to collect statistics from the human genome sequence, in particular from chromosome 22. Our window size was 500 kb, and the sliding step was set to 50 kb. The known area of the chromosome is about 35 Mb, so our windowing parameters yield sequences of about 700 points. Within each window we compute the frequency of each of the w-letter words over A, C, G, T, for w = 2 and 3. Therefore, we obtain sequences of dimensions 16 and 64. The same windowing technique was used on data indicating the positions of SNPs and genes on chromosome 22. For each window we computed the frequency of SNPs, the frequency of genes, and the combined frequency (2-d points). For the sequences we described above, we used our method to search for segmentations with recurrent states. We applied the Bayesian information criterion (see [17, 10] ) to search for the values of k and h yielding the best segmentation. Our results are shown in Figure 4 . The results indicate that the (k, h)-segmentation methods produce intuitively appealing results; the BIC-optimal number of segments is reasonably small and the number of sources is clearly smaller. The results can be viewed as showing that, with respect to the statistics used, there are segments in the chromosome that show the same characteristics. The statistics used for segmenting the sequences could, of course, be chosen differently; the presented results are just examples. We are, however, exploring the relationship of the obtained segments with, e.g., the human-mouse synteny maps.
CONCLUSIONS
We have introduced the (k, h)-segmentation problem, where the task is to find a segmentation of a sequence into k segments stemming from h different sources. The problem is NP-complete in the general case. We gave simple approximation algorithms for the problem, proved bounds on the approximation quality, and gave empirical results on real and artificial data.
Several open problems remain. On the theoretical side the foremost is finding out whether the (k, h)-segmentation problem is NP-hard for 1-dimensional data. The analysis of the approximation qualities seem to be fairly tight, but it would be interesting to know whether the results can be improved.
In this paper we gave only simple examples of the applications of the method. For genomic analyses the main task is to select good characteristics over which the segmentation problem is then solved. The ones we used, gene and SNP density and distribution of short words, are just examples: basically any characteristic of small blocks of sequences can be used. An interesting issue is measuring the correlation between two segmentations. 
