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DIAGONALIZATION OF BOSONIC QUADRATIC
HAMILTONIANS BY BOGOLIUBOV TRANSFORMATIONS
PHAN THA`NH NAM, MARCIN NAPIO´RKOWSKI, AND JAN PHILIP SOLOVEJ
Abstract. We provide general conditions for which bosonic quadratic
Hamiltonians on Fock spaces can be diagonalized by Bogoliubov trans-
formations. Our results cover the case when quantum systems have infi-
nite degrees of freedom and the associated one-body kinetic and paring
operators are unbounded. Our sufficient conditions are optimal in the
sense that they become necessary when the relevant one-body operators
commute.
1. Introduction
We consider Hamiltonians on Fock space which are quadratic in terms of
bosonic creation and annihilation operators. In many cases the quadratic
Hamiltonians can be diagonalized by Bogoliubov transformations, namely
they can be transformed to those of noninteracting particles by a special
class of unitary operators which preserve the CCR algebra. The aim of our
present work is to give rigorous conditions for which the diagonalization can
be carried out for quantum systems of infinite degrees of freedom where the
kinetic and paring operators are unbounded.
1.1. Quadratic Hamiltonian. Let us introduce the mathematical setting.
Our one-body Hilbert space h is a complex separable Hilbert space with
inner product 〈., .〉 which is linear in the second variable and anti-linear in
the first. In the grand canonical ensemble the number of particles is not
fixed and it is natural to introduce the (bosonic) Fock space
F(h) :=
∞⊕
N=0
N⊗
sym
h = C⊕ h⊕ (h⊗s h)⊕ · · ·
Noninteracting systems are described by the Hamiltonians of the form
dΓ(h) :=
∞⊕
N=0
(
N∑
j=1
hj) = 0⊕ h⊕ (h⊗ 1 + 1⊗ h)⊕ · · ·
on the Fock space, where h > 0 is a self-adjoint operator on h. Although
we will work in an abstract setting, the reader may keep in mind the typical
example that h = −∆+V (x) on h = L2(Rd), where V is an external potential
which serves to bind the particles. The operator dΓ(h) is well-defined on
the core ⋃
M≥0
M⊕
n=0
n⊗
sym
D(h)
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and it can be extended to a positive self-adjoint operator on Fock space by
Friedrichs’ extension. The spectrum of dΓ(h) is nothing but the closure of
the finite sums of elements of the spectrum of h. In particular, the spectrum
of the particle number operator N := dΓ(1) is {0, 1, 2, ...}.
In many physical situations the interaction between particles plays a cru-
cial role and it complicates the picture dramatically. In principle, solving
interacting systems exactly is mostly unrealistic and certain approximations
are necessary. In the celebrated 1947 paper [4], Bogoliubov introduced an
approximation theory for a weakly interacting Bose gas where the many-
body system is effectively described by a quadratic Hamiltonian on Fock
space, which will be described below. We refer to the book [16] for a ped-
agogical introduction to Bogoliubov’s approximation. Bogoliubov’s theory
has been justified rigorously in various situations including the ground state
energy of one and two-component Bose gases [17, 18, 25], the Lee-Huang-
Yang formula of dilute gases [8, 10, 27] and the excitation spectrum in the
mean-field limit [22, 11, 15, 7, 20].
To describe quadratic Hamiltonians on bosonic Fock space, we introduce
the creation and annihilation operators. For any vector f ∈ h, the cre-
ation operator a∗(f) and the annihilation operator a(f) are defined by the
following actions
a∗(fN+1)

∑
σ∈SN
fσ(1) ⊗ ...⊗ fσ(N)

 = 1√
N + 1
∑
σ∈SN+1
fσ(1) ⊗ ...⊗ fσ(N+1),
a(fN+1)

∑
σ∈SN
fσ(1) ⊗ ...⊗ fσ(N)

 = √N ∑
σ∈SN
〈
fN+1, fσ(1)
〉
fσ(2) ⊗ ...⊗ fσ(N),
for all f1, ..., fN+1 in h, and all N = 0, 1, 2, .... These operators satisfy the
canonical commutation relations (CCR)
[a(f), a(g)] = 0, [a∗(f), a∗(g)] = 0, [a(f), a∗(g)] = 〈f, g〉, ∀f, g ∈ h. (1)
In particular, for every f ∈ h we have
a(f)|0〉 = 0
where |0〉 = 1⊕ 0⊕ 0 · · · is the Fock space vacuum.
In general, a quadratic Hamiltonian on Fock space is a linear operator
which is quadratic in terms of creation and annihilation operators. For
example, dΓ(h) is a quadratic Hamiltonian because we can write
dΓ(h) =
∑
m,n≥1
〈fm, hfn〉a∗(fm)a(fn)
where {fn}n≥1 ⊂ D(h) is an arbitrary orthonormal basis for h (the sum on
the right side is independent of the choice of the basis). In this paper, we
will consider a general quadratic operator of the form
H = dΓ(h) +
1
2
∑
m,n≥1
(
〈J∗kfm, fn〉a(fm)a(fn) + 〈J∗kfm, fn〉a∗(fm)a∗(fn)
)
(2)
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where k : h→ h∗ is an unbounded linear operator with D(h) ⊂ D(k) (called
pairing operator) and J : h→ h∗ is the anti-unitary operator 1 defined by
J(f)(g) = 〈f, g〉, ∀f, g ∈ h.
Since H remains the same when k is replaced by (k+Jk∗J)/2, we will always
assume without loss of generality that
k∗ = J∗kJ∗. (3)
In fact, the formula (2) is formal but H can be defined properly as a
quadratic form as follows. For every normalized vector Ψ ∈ F(h) with finite
particle number expectation, namely 〈Ψ,NΨ〉 <∞, its one-particle density
matrices γΨ : h→ h and αΨ : h→ h∗ are linear operators defined by
〈f, γΨg〉 = 〈Ψ, a∗(g)a(f)Ψ〉 , 〈Jf, αΨg〉 = 〈Ψ, a∗(g)a∗(f)Ψ〉 , ∀f, g ∈ h. (4)
A formal calculation using (2) leads to the expression
〈Ψ,HΨ〉 = Tr(h1/2γΨh1/2) + ℜTr(k∗αΨ). (5)
The formula (5) makes sense when h1/2γΨh
1/2 and k∗αΨ are trace class
operators. We will use (5) to define H as a quadratic form with a dense
form domain described below.
Since h is separable andD(h) is dense in h, we can choose finite-dimensional
subspaces {Qn}∞n=1 such that
Q1 ⊂ Q2 ⊂ ... ⊂ D(h) and
⋃
n≥1
Qn = h.
Then it is straightforward to verify that
Q :=
⋃
M≥0
⋃
n≥1
( M⊗
sym
Qn
)
(6)
is a dense subspace of F(h). Moreover, for every normalized vector Ψ ∈
Q, γΨ and αΨ are finite rank operators with ranges in D(h) and JD(h),
respectively. Note that JD(h) ⊂ D(k∗) because D(h) ⊂ D(k) and k∗ =
J∗kJ∗. Thus h1/2γΨh1/2 and k∗αΨ are trace class and 〈Ψ,HΨ〉 is well-
defined by (5) for every normalized vector Ψ in Q.
Under certain conditions (see Lemma 9), we can show that the quadratic
form H defined by (5) is bounded from below and closable, and hence its
closure defines a self-adjoint operator by [21, Theorem VIII.15]. Let us
mention that if k is not Hilbert-Schmidt, then the vacuum does not belong
to the operator domain of H (although it belongs to the form domain).
Therefore, it is not easy to define H as an operator with a dense domain at
the beginning.
A key feature of the quadratic Hamiltonians in Bogoliubov’s theory is
that they can be diagonalized to those of noninteracting systems by a special
class of unitary operators which preserve the CCR algebra. By Bogoliubov’s
argument [4], the diagonalization problem on Fock space can be associated
to a diagonalization problem on h⊕ h∗ in a very natural way which will be
briefly recalled below.
1If C : h → K is anti-linear, then C∗ : K → h is defined by 〈C∗g, f〉h = 〈Cf, g〉K for all
f ∈ h, g ∈ K. The anti-linear map C is an anti-unitary if C∗C = 1h and CC
∗ = 1K.
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1.2. Bogoliubov transformation. Since we will consider transformations
on h ⊕ h∗, it is convenient to introduce the generalized annihilation and
creation operators
A(f ⊕ Jg) = a(f) + a∗(g), A∗(f ⊕ Jg) = a∗(f) + a(g), ∀f, g ∈ h. (7)
They satisfy the conjugate and canonical commutation relations
A∗(F1) = A(JF1), [A(F1), A∗(F2)] = (F1,SF2), ∀F1, F2 ∈ h⊕ h∗ (8)
where we have introduced the block operators on h⊕ h∗
S =
(
1 0
0 − 1
)
, J =
(
0 J∗
J 0
)
. (9)
Note that S = S−1 = S∗ is a unitary on h ⊕ h∗ and J = J−1 = J ∗ is
an anti-unitary. The symplectic matrix S is the bosonic analogue to the
identity in the fermionic case.
We say that a bounded operator V on h⊕ h∗ is unitarily implemented by
a unitary operator UV on Fock space if
UVA(F )U∗V = A(VF ), ∀F ∈ h⊕ h∗. (10)
It is easy to see that if (10) holds true, then the CCR (8) imply the following
compatibility conditions
JVJ = V, V∗SV = S = VSV∗. (11)
Any bounded operator V on h ⊕ h∗ satisfying (11) is called a Bogoliubov
transformation. See [6, Chap. 11] for an alternative description of Bogoli-
ubov transformations in the context of symplectic geometry.
The condition JVJ = V means that V has the block form
V =
(
U J∗V J∗
V JUJ∗
)
(12)
where U : h → h and V : h → h∗ are linear bounded operators. Under this
form, the condition V∗SV = S = VSV∗ is equivalent to
U∗U = 1 + V ∗V, UU∗ = 1 + J∗V V ∗J, V ∗JU = U∗J∗V. (13)
It is a fundamental result that a Bogoliubov transformation V of the form
(12) is unitarily implementable if and only if it satisfies Shale’s condition
[23]
‖V ‖2HS = Tr(V ∗V ) <∞. (14)
Now we come back to the problem of diagonalizing H. Using the formal
formula (2) and the assumption k∗ = J∗kJ∗, we can write
H = HA − 1
2
Tr(h) (15)
where
A :=
(
h k∗
k JhJ∗
)
(16)
and
HA :=
1
2
∑
m,n≥1
〈Fm,AFn〉A∗(Fm)A(Fn).
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Here {Fn}n≥1 is an orthonormal basis for h ⊕ h∗ and the definition HA is
independent of the choice of the basis. Note that JAJ = A because of the
symmetry condition k∗ = J∗kJ∗.
Now let V be a Bogoliubov transformation on h⊕h∗ which is implemented
by a unitary operator UV on Fock space as in (10). Then we can verify that
UVHAU∗V = HVAV∗ and hence (15) is equivalent to
UVHU∗V = HVAV∗ −
1
2
Tr(h). (17)
In particular, if VAV∗ is block diagonal, namely
VAV∗ =
(
ξ 0
0 JξJ∗
)
for some operator ξ : h→ h, then (17) reduces to
UVHU∗V = dΓ(ξ) +
1
2
Tr(ξ − h). (18)
Note that all formulas (15), (17) and (18) are formal because h, ξ and ξ−h
may be not trace class. Nevertheless, the above heuristic argument suggests
that the diagonalization problem on H can be reduced to the diagonalization
problem on A by Bogoliubov transformations.
1.3. Diagonalization conditions. In this paper we are interested in the
conditions on h and k such that A and H can be diagonalized rigorously.
Let us make some historical remarks. The physical model in Bogoliubov’s
1947 paper [4] corresponds to the case when dim h = 2 and A is a 2× 2 real
matrix which can be diagonalized explicitly (more precisely, in his case par-
ticles only come in pairs with momenta ±p and each pair can be diagonalized
independently). In fact, when dim h is finite, the diagonalization of A by
symplectic matrices can be done by Williamson’s Theorem [26]. We refer to
Ho¨rmander [13] for a complete discussion on the diagonalization problem in
the finite dimensional case.
In the 1950’s and 1960’s, Friedrichs [9] and Berezin [3] gave general di-
agonalization results in the case dim h = +∞, assuming that h is bounded,
k is Hilbert-Schmidt, and A ≥ µ > 0 for a constant µ. Note that the gap
condition A ≥ µ requires that h ≥ µ > 0.
In the present paper we always assume that A > 0 but we do not require a
gap. In some cases, the weaker assumption A ≥ 0 might be also considered,
but is is usually transferred back to the strict case A > 0 by using an
appropriate decomposition; see Kato and Mugibayashi [14] for a further
discussion.
In many physical applications, it is important to consider unbounded
operators. In the recent works on the excitation spectrum of interacting
Bose gases, the diagonalization problem has been studied by Grech and
Seiringer in [11] when h is a positive operator with compact resolvent and
k is Hilbert-Schmidt, and then by Lewin, Nam, Serfaty and Solovej [15,
Appendix A] when h is a general unbounded operator satisfying h ≥ µ > 0.
Very recently, in 2014, Bach and Bru [2] established for the first time
the diagonalization problem when h is not bounded below away from zero.
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They assumed that h > 0, ‖kh−1‖ < 1 and kh−s is Hilbert-Schmidt for all
s ∈ [0, 1 + ε] for some ε > 0 (see conditions (A2) and (A5) in [2]).
In the present paper, we relax not only the gap condition h ≥ µ > 0
but also the Hilbert-Schmidt conditions on k (k is even allowed to be an
unbounded operator). Our conditions are motivated by the following simple
example where all relevant operators commute.
Example (Commutative case). Let h and k be multiplication operators
on h = L2(Ω,C), for some measure space Ω. Then J is simply complex
conjugation and we can identify h∗ = h for simplicity. Assume that h > 0,
but k is not necessarily real-valued. Then
A :=
(
h k
k h
)
> 0 on h⊕ h∗.
if and only if −1 < G < 1 with G := |k|h−1. In this case, A is diagonalized
by the linear operator
V :=
√
1
2
+
1
2
√
1−G2
(
1 −G
1+
√
1−G2−G
1+
√
1−G2 1
)
in the sense that
VAV∗ =
(
ξ 0
0 ξ
)
with ξ := h
√
1−G2 =
√
h2 − k2 > 0.
It is straightforward to verify that V always satisfies the compatibility condi-
tions (11). Moreover, V is bounded (and hence a Bogoliubov transformation)
if and only if ‖G‖ = ‖kh−1‖ < 1 and in this case
‖V‖ ∼ (1− ‖G‖)−1/4 (19)
(which means that the ratio between ‖V‖ and (1−‖G‖)−1/4 is bounded from
above and below by universal positive constants). By Shale’s condition (14),
V is unitarily implementable if and only if kh−1 is Hilbert-Schmidt and in
this case, under the conventional form (12),
‖V ‖HS ∼ (1− ‖G‖)−1/4‖G‖HS. (20)
Finally, from (18) and the simple estimates
−1
2
k2h−1 ≥ ξ − h =
√
h2 − k2 − h ≥ −k2h−1
we deduce that H is bounded from below if and only if kh−1/2 is Hilbert-
Schmidt and in this case
inf σ(H) ∼ −‖kh−1/2‖2HS. (21)
Thus, in summary, in the above commutative example we have the fol-
lowing optimal conditions:
• A is diagonalized by a Bogoliubov transformation V if and only if
‖kh−1‖ < 1.
• V is unitarily implementable if and only if kh−1 is Hilbert-Schmidt.
• H is bounded from below if and only if kh−1/2 is Hilbert-Schmidt.
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The main message of our work is that the above necessary and sufficient
conditions in the commutative case are indeed sufficient also in the general
non-commutative case. Our results are formulated precisely in Theorem 1
and Theorem 2 in the next section.
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2. Main results
In this section we state our main results and explain the strategy of the
proof. Our first main result concerns diagonalization of block operators.
Theorem 1 (Diagonalization of bosonic block operators).
(i) (Existence). Let h : h → h and k : h → h∗ be (unbounded) linear
operators satisfying h = h∗ > 0, k∗ = J∗kJ∗ and D(h) ⊂ D(k). Assume
that the operator G := h−1/2J∗kh−1/2 is densely defined and extends to a
bounded operator satisfying ‖G‖ < 1. Then we can define the self-adjoint
operator
A :=
(
h k∗
k JhJ∗
)
> 0 on h⊕ h∗
by Friedrichs’ extension. This operator can be diagonalized by a bosonic
Bogoliubov transformation V on h⊕ h∗ in the sense that
VAV∗ =
(
ξ 0
0 JξJ∗
)
for a self-adjoint operator ξ > 0 on h. Moreover, we have
‖V‖ ≤
(
1 + ‖G‖
1− ‖G‖
)1/4
. (22)
(ii) (Implementability). Assume further that G is Hilbert-Schmidt. Then V
is unitarily implementable and, under the block form (12),
‖V ‖HS ≤ 2
1− ‖G‖‖G‖HS. (23)
Next, we consider the diagonalization of quadratic Hamiltonians.
Theorem 2 (Diagonalization of quadratic Hamiltonians). We keep all as-
sumptions in Theorem 1 (that ‖G‖ < 1 and G is Hilbert-Schmidt) and
assume further that kh−1/2 is Hilbert-Schmidt. Then the quadratic Hamil-
tonian H, defined as a quadratic form by (5), is bounded from below and
closable, and hence its closure defines a self-adjoint operator which we still
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denote by H. Moreover, if UV is the unitary operator on Fock space imple-
menting the Bogoliubov transformation V in Theorem 1, then
UVHU∗V = dΓ(ξ) + inf σ(H). (24)
Finally, H has a unique ground state Ψ0 = U
∗
V |0〉 whose one-particle density
matrices are γΨ0 = V
∗V and αΨ0 = JU
∗J∗V and
inf σ(H) = Tr(h1/2γΨ0h
1/2) + ℜTr(k∗αΨ0) ≥ −
1
2
‖kh−1/2‖2HS. (25)
In particular, h1/2γΨ0h
1/2 and k∗αΨ0 are trace class.
Before explaining the proof strategy, let us give some remarks.
• Since
GG∗ ≤ ‖GG∗‖ = ‖G‖2
we have
kh−1k∗ ≤ ‖G‖2JhJ∗. (26)
Thus, the boundedness condition ‖G‖ < 1 is a strengthened version of the
positivity A > 0. This follows from the following elementary fact whose
proof is left to the reader.
Lemma 3 (Positivity of block operators).
(i) Let c, d : h→ h and b : h→ h∗ be bounded operators such that c > 0, d ≥ 0
and b∗ = J∗bJ∗. Then
D :=
(
c b∗
b d
)
≥ 0 on h⊕ h∗ if and only if bc−1b∗ ≤ d.
(ii) If c, d, b are unbounded operators such that c, d are self-adjoint and d ≥
bc−1b∗ (which in particular requires that bc−1b∗ is densely defined), then D ≥
0 as a quadratic form on the domain D(c1/2)⊕D(d1/2). Consequently, D can
be extended to a non-negative self-adjoint operator by Friedrichs’ extension.
Moreover, if bc−1b∗ < d, then D > 0.
• The condition ‖G‖ < 1 can be interpreted as a non-commutative ana-
logue of the bound ‖kh−1‖ < 1 in the commutative case. In general, ‖G‖ < 1
is weaker than ‖kh−1‖ < 1 because
(kh−1k∗)2 = kh−1k∗kh−1k∗ = Jh(h−1k∗Jh−1k∗kh−1J∗kh−1)hJ∗
≤ ‖h−1k∗Jh−1k∗kh−1J∗kh−1‖Jh2J∗ ≤ ‖kh−1‖4(JhJ∗)2
and the square root is operator monotone.
• The implementability condition ‖G‖HS <∞ can be interpreted as a non-
commutative analogue of the condition ‖kh−1‖HS <∞ in the commutative
case. In general, these two conditions are not comparable, but if we assume
further that ‖kh−1/2‖HS <∞ then ‖G‖HS <∞ is weaker than ‖kh−1‖HS <
∞. Indeed, if kh−1/2 is Hilbert-Schmidt then kh−1k∗ is trace class and we
have the spectral decomposition
J∗kh−1k∗J =
∑
n
λn|un〉〈un|
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for an eigenbasis {un} for h. Therefore,
‖G‖2HS = Tr(
√
J∗kh−1k∗Jh−1
√
J∗kh−1k∗J)
=
∑
n
λn〈un, h−1un〉 =
∑
n
〈un, J∗kh−1k∗Jh−1un〉
= Tr(J∗kh−1k∗Jh−1) = Tr((J∗kh−1)2) ≤ ‖kh−1‖2HS.
Here we have used the identity Tr(W ∗W ) = Tr(WW ∗) which holds true for
every linear operator W .
• The condition ‖kh−1/2‖HS <∞ is the same as in the commutative case.
This necessary condition was proved by Bruneau and Derezin´ski in [5] when
k is Hilbert-Schmidt. Note that in order to ensure that H is bounded from
below, we do not really need the conditions ‖G‖ < 1 and ‖G‖HS < ∞ in
Theorem 1, see Lemma 9.
• Our estimates (22), (23) and (25) are comparable to the formulas (19),
(20) and (21) in the commutative case. In particular, the implementability
bound (23) provide an upper bound on the particle number expectation of
the quasi-free state U∗V |0〉 because ‖V ‖2HS = 〈0|UVNU∗V |0〉.
• In Bach and Bru’s work [2], they proved (24) under the assumptions
‖kh−1‖ < 1 and ‖kh−s‖HS <∞ for all s ∈ [0, 1 + ε].
Our Theorem 2 is an improvement of Bach and Bru’s result and our condi-
tions seem to be optimal for (24) to hold.
• When H is not bounded from below, the diagonalization result on
A in Theorem 1 is of its own interest. In particular, assuming that V is
unitarily implementable, we can consider the positive self-adjoint operator
UVdΓ(ξ)U∗V as a renormalized version of H (shifted by an infinite constant).
It allows us to discuss several important properties of the physical system,
such as the (renormalized) ground state U∗V |0〉 and the excitation spectrum,
although H is not bounded from below.
Sketch of the proof. The starting point of our approach is to employ a
connection between the bosonic diagonalization problem and its fermionic
analogue. Such kind of connection has been known for a long time; see
Araki [1] for a heuristic discussion. To be precise, we will use the following
diagonalization result for fermionic block operators.
Theorem 4 (Diagonalization of fermionic block operators). Let B be a self-
adjoint operator on h⊕ h∗ such that JBJ = −B and such that dimKer(B)
is either even (possibly 0) or infinite. Then there exists a unitary operator
U on h⊕ h∗ such that JUJ = U and
UBU∗ =
(
ξ 0
0 −JξJ∗
)
for some operator ξ ≥ 0 on h. Moreover, if Ker(B) = {0}, then ξ > 0.
By applying Theorem 4 to B = A1/2SA1/2, with S given in (9), we can
construct the Bogoliubov transformation V in Theorem 1 explicitly:
V := U|B|1/2A−1/2
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This explicit construction is similar to the one used by Simon, Chaturvedi
and Srinivasan [24] where they offered a simple proof of Williamsons’ The-
orem. The implementability of V is proved using a detailed study of V∗V =
A−1/2|B|A−1/2.
It should be mentioned that when H is bounded from below and V is
unitarily implementable, the desired formula (24),
UVHUV = dΓ(ξ) + inf σ(H),
does not follow immediately. In fact, it is not easy to carry out the formal
argument in Section 1.2 and in particular we could not prove that ξ − h is
trace class. Instead, we will use the quadratic form expression of H and a key
ingredient in our proof is the kinetic energy estimate Tr(h1/2V ∗V h1/2) <∞.
Organization of the paper. We will prove Theorems 4, 1 and 2 in Sections
3, 4 and 5, respectively.
3. Diagonalization of block operators: fermionic case
In this section we prove Theorem 4. Let us start by recalling a well-known
diagonalization result on anti-linear operators.
Lemma 5 (Diagonalization of anti-linear operators). Let h be a separable
Hilbert space and let C be an anti-linear operator on h. Assume that C =
C∗ and C2 is either compact or equal to 1. Then C has an orthonormal
eigenbasis for h with non-negative eigenvalues.
The proof of Lemma 5 is provided in the Appendix. As a consequence,
we have
Lemma 6. Let H be a separable Hilbert space such that dimH is even or
infinite. Let J = J ∗ = J−1 be an anti-unitary on H. Then there is a
subspace K of H such that
H = K⊕ JK.
Proof. Let dimH = 2d be even or infinite. By Lemma 5, we can find an
orthonormal basis {un}2dn=1 for h such that J un = un for all n ≥ 1 (note
that 1 is the only non-negative eigenvalue of J because J 2 = 1). Define
vj :=
u2j + iu2j−1√
2
.
Then the vectors {vj}dj=1 ∪ {J vj}dj=1 form an orthonormal basis for H.
Therefore, H = K⊕ JK with K = Span{vj}dj=1. 
Now we are ready to give
Proof of Theorem 4. Since B is self-adjoint, we can define the spectral pro-
jection 1(B > 0) and 1(B < 0). By the spectral theorem, we can decompose
h⊕ h∗ = P+ ⊕Ker(B)⊕ P−
where
P+ := 1(B > 0)(h ⊕ h∗), P− := 1(B < 0)(h ⊕ h∗).
The condition JBJ = −B implies that P− = JP+ and that J leaves
Ker(B) invariant. Since J = J ∗ = J −1 is an anti-unitary on Ker(B) and
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dimKer(B) is even or infinite, according to Lemma 6, there is a subspace K
of Ker(B) such that
Ker(B) = K⊕ JK.
Thus we have
(P+ ⊕ K)⊕ J (P+ ⊕ K) = h⊕ h∗ = (h⊕ 0)⊕ J (h⊕ 0). (27)
Let W : P+ ⊕ K → h ⊕ 0 be an arbitrary unitary (which exists because
P+ ⊕ K and h have the same dimension). From (27) it follows that
U :=W ⊕ JWJ
is a unitary on h⊕h∗. It is also clear from the definition of U that JUJ = U .
Now we show that UBU∗ is block-diagonal. Note that for every f ∈ h,
we have W ∗(f ⊕ 0) ∈ P+ ⊕ K, and hence BW ∗(f ⊕ 0) ∈ P+ by the spectral
property of B. Therefore,
WBW ∗(f ⊕ 0) ∈ h⊕ 0, ∀f ∈ h.
This observation allows us to define a linear operator ξ : h→ h by
(ξf)⊕ 0 := WBW ∗(f ⊕ 0), ∀f ∈ h.
Note that ξ ≥ 0 because
〈f, ξf〉 = 〈f ⊕ 0, (ξf) ⊕ 0〉 = 〈W ∗(f ⊕ 0), BW ∗(f ⊕ 0)〉 ≥ 0 (28)
for all f ∈ h. The last inequality follows from the facts that W ∗(f ⊕ 0) ∈
P+ ⊕ K and that the restriction of B on P+ ⊕ K is nonnegative.
We will now show that
UBU∗ =
(
ξ 0
0 −JξJ∗
)
which is equivalent to
UBU∗(f ⊕ Jg) = (ξf)⊕ (−Jξg), ∀f, g ∈ h. (29)
For every f ∈ h, we have U∗(f ⊕ 0) = W ∗(f ⊕ 0) ∈ P+ ⊕ K. Therefore,
BU∗(f ⊕ 0) = BW ∗(f ⊕ 0) ∈ P+ and hence
UBU∗(f ⊕ 0) =WBW ∗(f ⊕ 0) = (ξf)⊕ 0, ∀f ∈ h. (30)
Similarly, for every g ∈ h, we have U∗(0⊕Jg) = JW ∗J (0⊕Jg) ∈ P−⊕JK.
Therefore, BU∗(0⊕ Jg) = BJW ∗J (0⊕ Jg) ∈ P− and hence
UBU∗(0⊕ Jg) = JWJBJW ∗J (0⊕ Jg) = −JWBW ∗(g ⊕ 0)
= −J ((ξg)⊕ 0) = −Jξg, ∀g ∈ h. (31)
Here we have used JBJ = −B. The desired formula (29) follows imme-
diately from (30) and (31). When Ker(B) = {0}, then ξ > 0 because the
inequality (28) is strict for every f 6= 0. 
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4. Diagonalization of block operators: bosonic case
Proof of Theorem 1. (i) Existence. Let us consider
B := A1/2SA1/2.
It is clear that B is self-adjoint and Ker(B) = {0} because A > 0. Moreover,
JBJ = −B because JAJ = A and JSJ = −S. By applying Theorem 4,
we can find a unitary operator U on h⊕ h∗ such that JUJ = U and
UBU∗ =
(
ξ 0
0 −JξJ∗
)
=: D
for some self-adjoint operator ξ > 0 on h.
Using (26) and Lemma 3, we find that
δA ≤ SAS ≤ δ−1A with δ = 1− ‖G‖
1 + ‖G‖ .
Therefore,
δA2 ≤ B2 = A1/2SASA1/2 ≤ δ−1A2, (32)
and hence
δ1/2A ≤ |B| ≤ δ−1/2A (33)
because the square root is operator monotone. Consequently, the operator
|B|1/2A−1/2 is well-defined on D(A) and it can be extended to a bounded
operator on h⊕ h∗. Thus
V := U|B|1/2A−1/2
is a bounded operator on h⊕ h∗ and, by (33),
‖V‖ = ‖|B|−1/2A1/2‖ ≤ δ−1/4. (34)
It is straightforward to see that V is a Bogoliubov transformation. Indeed,
because J commutes with A, B and U , it also commutes with V. Moreover,
VSV∗ = U|B|1/2A−1/2SA−1/2|B|1/2U∗
= U|B|1/2U∗(UB−1U∗)U|B|1/2U∗
= |D|1/2D−1|D|1/2 = S
and
V∗SV = A−1/2|B|1/2U∗SU|B|1/2A−1/2
= A−1/2U∗(U|B|1/2U∗)S(U|B|1/2U∗)UA−1/2
= A−1/2U∗|D|1/2S|D|1/2UA−1/2
= A−1/2U∗DUA−1/2 = A−1/2BA−1/2 = S.
Finally, V diagonalizes A because
VAV∗ = U|B|U∗ = |D| =
(
ξ 0
0 JξJ∗
)
.
(ii) Implementability. We shall show that Shale’s condition Tr(V ∗V ) <
∞ is equivalent to ‖V∗V − 1‖HS < ∞ and give explicit upper bounds on
‖V∗V − 1‖HS and ‖V ‖HS in terms of ‖G‖HS.
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Step 1. Our starting point is the formula
V∗V = A−1/2|B|A−1/2. (35)
From the functional calculus, we have
H =
1
π
∫ ∞
0
H2
t+H2
dt√
t
(36)
for every self-adjoint operator H ≥ 0. Therefore, from (35) it follows that
V∗V − 1 = A−1/2(|B| − A)A−1/2
=
1
π
∫ ∞
0
A−1/2
(
B2
t+B2
− A
2
t+A2
)
A−1/2 dt√
t
=
1
π
∫ ∞
0
A−1/2
(
1
t+A2 −
1
t+B2
)
A−1/2√tdt. (37)
Using the resolvent identity
1
t+A2 −
1
t+B2
=
1
t+A2 (B
2 −A2) 1
t+B2
and the expression
B2 −A2 = A1/2SASA1/2 −A2 = A1/2EA1/2
where
E = E∗ := SAS −A = −2
(
0 k∗
k 0
)
,
we find that
A−1/2
(
1
t+A2 −
1
t+B2
)
A−1/2 = 1
t+A2EA
1/2 1
t+B2
A−1/2 (38)
for all t > 0. The right-side of (38) can be estimated by the Cauchy-Schwarz
inequality
±(XY + Y ∗X∗) ≤ ε−1XX∗ + εY ∗Y
with
X :=
1
t+A2EA
1/2|B|−1, Y := |B| 1
t+B2
A−1/2.
Note that XY = Y ∗X∗ because the left-side of (38) is self-adjoint. There-
fore, from (38) it follows that
± 2A−1/2
(
B2
t+B2
− A
2
t+A2
)
A−1/2
≤ ε−1 1
t+A2EA
1/2B−2A1/2E 1
t+A2 + εA
−1/2 B
2
(t+B2)2
A−1/2
= ε−1
1
t+A2ESA
−1SE
1
t+A2 + εA
−1/2 B
2
(t+B2)2
A−1/2 (39)
for all ε > 0. Here we have used B2 = A1/2SASA1/2 and S−1 = S in the
last equality. From the functional calculus, we have
H =
2
π
∫ ∞
0
H2
(t+H2)2
√
tdt (40)
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for every self-adjoint operator H ≥ 0. Let us integrate (39) against the
measure 2π−1
√
tdt on (0,∞), then use (37) for the left side and use (40)
and (35) for the right side. This gives
±2(V∗V − 1) ≤ ε−1K + εA−1/2|B|A−1/2 = ε−1K + εV∗V (41)
where
K :=
2
π
∫ ∞
0
1
t+A2ESA
−1SE
1
t+A2
√
tdt.
Step 2. Now we show that K is trace class. Using the equality Tr(W ∗W ) =
Tr(WW ∗), which holds for every operator W , and the formula (40) we get
Tr(K) =
2
π
∫ ∞
0
Tr
(
1
t+A2ESA
−1SE
1
t+A2
)√
tdt
=
2
π
∫ ∞
0
Tr
(√
ESA−1SE 1
(t+A2)2
√
ESA−1SE
)√
tdt
= Tr
(√
ESA−1SE
(
2
π
∫ ∞
0
1
(t+A2)2
√
tdt
)√
ESA−1SE
)
= Tr
(√
ESA−1SEA−1
√
ESA−1SE
)
.
By Lemma 3 and assumption kh−1k∗ ≤ ‖G‖2JhJ∗, we have
A
1− ‖G‖ ≥ A0 :=
(
h 0
0 JhJ∗
)
> 0,
which is equivalent to (1− ‖G‖)A−1 ≤ A−10 because the inverse mapping is
operator monotone. Thus
Tr(K) = Tr
(√
ESA−1SEA−1
√
ESA−1SE
)
≤ 1
1− ‖G‖ Tr
(√
ESA−1SEA−10
√
ESA−1SE
)
=
1
1− ‖G‖ Tr
(
A−1/20 ESA−1SEA−1/20
)
≤ 1
(1− ‖G‖)2 Tr
(
A−1/20 ESA−10 SEA−1/20
)
. (42)
Here we have used Tr(W ∗W ) = Tr(WW ∗) again. From the explicit formulas
E = −2
(
0 k∗
k 0
)
, A0 =
(
h 0
0 JhJ∗
)
, S =
(
1 0
0 −1
)
it is straightforward to compute
A−1/20 ESA−10 SEA−1/20 = 4
(
G∗G 0
0 JG∗GJ∗
)
.
Inserting this formula into (42) and using k∗ = J∗kJ∗ we obtain
Tr(K) ≤ 8
(1− ‖G‖)2 Tr(G
∗G) <∞. (43)
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Step 3. Now we bound ‖V∗V − 1‖HS and ‖V ‖HS using (41) and (43). By
combining (41) and the simple bound ‖V‖ ≤ δ−1/4 (cf. (34)), we deduce
that
±2(V∗V − 1) ≤ ε−1K + εδ−1/2 (44)
for all ε > 0. We have the following general fact whose proof can be found
in the Appendix.
Lemma 7. Let L = L∗ be a bounded operator on a separable Hilbert space.
If there exists a trace class operator K ≥ 0 such that
±2L ≤ ε−1K + ε, ∀ε > 0, (45)
then L is Hilbert-Schmidt and ‖L‖2HS ≤ Tr(K).
From (43), (44) and Lemma 7 we conclude that
‖V∗V − 1‖2HS ≤ δ−1/2 Tr(K) ≤
8(1 + ‖G‖)1/2
(1− ‖G‖)5/2 ‖G‖
2
HS. (46)
Note that (46) implies immediately an upper bound on ‖V ‖HS. Indeed, from
the block form (12) of V and the relations (13) we find that
V∗V − 1 = 2
(
X Y ∗
Y JXJ∗
)
(47)
where
X := V ∗V and Y := JV ∗JU = JU∗J∗V.
Using (13) again we have
Y ∗Y = (JU∗J∗V )∗JU∗J∗V = V ∗JUU∗J∗V = X +X2. (48)
Consequently,
‖V∗V − 1‖2HS ≥ 4‖Y ‖2HS ≥ 4Tr(X) = 4‖V ‖2HS.
Therefore, from (46) we can conclude that V is Hilbert-Schmidt and
‖V ‖2HS ≤
2(1 + ‖G‖)1/2
(1− ‖G‖)5/2 ‖G‖
2
HS.
To obtain the better bound (23) we need to analyze (41) more carefully. We
will need the following technical result.
Lemma 8. Assume that X : h → h is a nonnegative trace class operator
and Y : h→ h∗ is a Hilbert-Schmidt operator satisfying
Y ∗ = J∗Y J∗, Y ∗Y = X +X2.
Then there exists an orthonormal basis {un}n≥1 for h and non-negative num-
bers {λn}n≥1 such that
Xun = λnun, Y un = JY
∗Jun =
√
λn + λ2nJun, ∀n ≥ 1. (49)
Proof of Lemma 8. Note that C := J∗Y is an anti-linear operator on h sat-
isfying C = C∗ and C2 = Y ∗Y = X + X2. Thus both X and C2 are
trace class and they have common eigenspaces. For every such eigenspace
W , since C leaves W invariant, it follows from Lemma 5 that C admits an
orthonormal eigenbasis forW with non-negative eigenvalues. Thus there ex-
ists an orthonormal basis {un}n≥1 for h and non-negative numbers {λn}n≥1
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such that Xun = λnun and Cun =
√
λn + λ2nun for all n. Here we have
used C2 = X+X2 for the relation between eigenvalues of X and eigenvalues
of C. The conclusion (49) then follows immediately. 
Now let {un}n≥1 satisfy (49). Using (47) we can rewrite (41) as
2(2 − ε)
(
X Y ∗
Y JXJ∗
)
≤ ε−1K + ε, ∀ε > 0.
Taking the expectation against un ⊕ Jun we find that
4(2− ε)(λn +
√
λn + λ2n) ≤ ε−1〈un ⊕ Jun,Kun ⊕ Jun〉+ 2ε (50)
for all n ≥ 1 and for all ε > 0. We will show that
λn ≤ 1
4
〈un ⊕ Jun,Kun ⊕ Jun〉, ∀n ≥ 1. (51)
Indeed, if λn ≤ 1/4, then (50) implies that
8
√
λn − 2ε ≤ 4(2− ε)
√
λn ≤ ε−1〈un ⊕ Jun,Kun ⊕ Jun〉+ 2ε,
and hence
8
√
λn ≤ ε−1〈un ⊕ Jun,Kun ⊕ Jun〉+ 4ε, ∀ε > 0.
Optimizing over ε > 0 leads to (51). On the other hand, if λn ≥ 1/4, then
we can choose ε = 1/2 and deduce from (50) that
1 + 8λn ≤ 4(2 − ε)(λn +
√
λn + λ2n) ≤ 2〈un ⊕ Jun,Kun ⊕ Jun〉+ 1
which is equivalent to (51). Summing (51) over n ≥ 1 and using the fact
that {2−1/2un ⊕ Jun}n≥1 is an orthonormal family in h⊕ h∗ we get
Tr(V ∗V ) =
∑
n
λn ≤ 1
4
∑
n
〈un ⊕ Jun,Kun ⊕ Jun〉 ≤ 1
2
Tr(K).
Inserting the upper bound (43) into the latter estimate we obtain (23). 
5. Diagonalization of quadratic Hamiltonians
In this section we will prove Theorem 2. Recall that H is defined as a
quadratic form by (5)
〈Ψ,HΨ〉 = Tr(h1/2γΨh1/2) + ℜTr(k∗αΨ)
where γΨ and αΨ are the one-particle density matrices of Ψ defined by (4).
From the CCR (1), we see that α∗ = J∗αJ∗ and〈
F,
(
γΨ α
∗
Ψ
αΨ 1 + JγΨJ
∗
)
F
〉
= 〈Ψ, A∗(F )A(F )Ψ〉, ∀F ∈ h⊕ h∗, (52)
where the generalized creation and annihilation operators A∗(F ), A(F ) are
defined by (7). Thus (
γΨ α
∗
Ψ
αΨ 1 + JγΨJ
∗
)
≥ 0. (53)
By Lemma 3, it follows that
γΨ ≥ 0 and γΨ ≥ α∗Ψ(1 + JγΨJ∗)−1αΨ. (54)
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Consequently, since
(1 + JγΨJ
∗)−1 ≥ (1 + ‖γΨ‖)−1
we have
γΨ(1 + ‖γΨ‖) ≥ α∗ΨαΨ.
Furthermore, if Ψ has finite particle number expectation, namely 〈Ψ,NΨ〉 <
∞, then γΨ is trace class and αΨ is Hilbert-Schmidt.
Note that from (54) and the assumption ‖kh−1/2‖HS <∞, it follows that
if both γΨ and h
1/2γΨh
1/2 are trace class, then kα∗Ψ = kh
−1/2 · h1/2α∗Ψ is
trace class (because kh−1/2 and h1/2α∗Ψ are Hilbert-Schmidt), and hence the
right side of (5) is well-defined and finite.
Now we start proving Theorem 2. The first step is to verify that H is
bounded from below.
Lemma 9 (Lower bound on H). Assume that h > 0, k∗ = J∗kJ∗, kh−1k∗ ≤
JhJ∗ and Tr(kh−1k∗) <∞. Then
H ≥ −1
2
Tr(kh−1k∗)
as a quadratic form. Moreover, if kh−1k∗ ≤ δJhJ∗ for some 0 ≤ δ < 1,
then
(1 +
√
δ)dΓ(h) +
√
δ
2
Tr(kh−1k∗) ≥ H ≥ (1 +
√
δ)dΓ(h)−
√
δ
2
Tr(kh−1k∗)
as quadratic forms. Consequently, the quadratic form H defines a self-
adjoint operator, still denoted by H, such that inf σ(H) ≥ −12 Tr(kh−1k∗).
Note that we do not require that G = h−1/2J∗kh−1/2 is Hilbert-Schmidt
in Lemma 9. The first lower bound in Lemma 9 was proved in [5, Theorem
5.4] under the additional condition that k is Hilbert-Schmidt. Our proof
below is different from [5] and it does not require the boundedness of k.
Proof of Lemma 9. Let Ψ be a normalized vector in the domain Q defined
in (6). Since γΨ and αΨ are finite-rank operators, we can use the cyclicity
of the trace and the Cauchy-Schwarz inequality to write
|Tr(k∗αΨ)| = |Tr(αΨk∗)| = |Tr((1 + JγΨJ∗)−1/2αΨh1/2h−1/2k∗(1 + JγΨJ∗)1/2)|
≤ ‖(1 + JγΨJ∗)−1/2αΨh1/2‖HS‖h−1/2k∗(1 + JγΨJ∗)1/2‖HS
=
[
Tr(h1/2α∗Ψ(1 + JγΨJ
∗)−1αΨh1/2)
]1/2
×
[
Tr
(
(1 + JγΨJ
∗)1/2kh−1k∗(1 + JγΨJ∗)1/2
)]1/2
. (55)
Using α∗Ψ(1 + JγΨJ
∗)−1αΨ ≤ γΨ and kh−1k∗ ≤ JhJ∗, we get
|Tr(k∗αΨ)| ≤
[
Tr(h1/2γΨh
1/2)
]1/2 [
Tr(kh−1k∗) + Tr(h1/2γΨh1/2)
]1/2
≤ Tr(h1/2γΨh1/2) + 1
2
Tr(kh−1k∗). (56)
18 P.T. NAM, M. NAPIO´RKOWSKI, AND J. P. SOLOVEJ
Here in the last estimate we have used
√
x(x+ y) ≤ x+y/2 for real numbers
x, y ≥ 0. Thus by definition (5), we get
〈Ψ,HΨ〉 = Tr(h1/2γΨh1/2) + ℜTr(k∗αΨ) ≥ −1
2
Tr(kh−1k∗)
for Ψ ∈ Q. Thus H ≥ −(1/2)Tr(kh−1k∗).
Now we assume further that kh−1k∗ ≤ δJhJ∗ for some 0 ≤ δ < 1. Then
inserting this bound into (55), we can improve (56) to
|Tr(k∗αΨ)| ≤
√
δ
(
Tr(h1/2γΨh
1/2) +
1
2
Tr(kh−1k∗)
)
.
Therefore,
〈Ψ,HΨ〉 = Tr(h1/2γΨh1/2) + ℜTr(k∗αΨ)
≥ (1−
√
δ)Tr(h1/2γΨh
1/2)−
√
δ
2
Tr(kh−1k∗)
= (1−
√
δ)〈Ψ,dΓ(h)Ψ〉 −
√
δ
2
Tr(kh−1k∗),
and similarly,
〈Ψ,HΨ〉 ≤ (1 +
√
δ)〈Ψ,dΓ(h)Ψ〉+
√
δ
2
Tr(kh−1k∗)
for Ψ ∈ Q. In summary,
(1 +
√
δ)dΓ(h) +
√
δ
2
Tr(kh−1k∗) ≥ H ≥ (1 +
√
δ)dΓ(h)−
√
δ
2
Tr(kh−1k∗)
as quadratic forms. Hence, the form domain of H can be extended to be
the same with that of dΓ(h), which is closed because dΓ(h) is a self-adjoint
operator. Since the quadratic form H is bounded from below and closable,
its closure defines a self-adjoint operator by [21, Theorem VIII.15]. The
quadratic form bound H ≥ −(1/2)Tr(kh−1k∗) remains valid as an operator
bound. 
In order to prove the diagonalization formula (24) and the identity (25),
we need to show that both h1/2V ∗V h1/2 and k∗JU∗J∗V are trace class. To
this end, we will use the following lemma which is inspired by Grillakis and
Machedon [12, eq. (42)] (see also [19]). Recall that A and V have the block
forms (12) and 16, respectively.
Lemma 10 (Diagonalization equations). If VAV∗ is block diagonal, then{
hX −Xh+ k∗Y − Y ∗k = 0,
JhJ∗Y + Y h+ kX + JXJ∗k + k = 0.
(57)
where X = V ∗V and Y = JV ∗JU = JU∗J∗V .
Note that by computing the off-diagonal term of VAV∗ we get
UhV ∗ + J∗V hU∗J∗ + Uk∗JU∗J∗ + J∗V J∗kV ∗ = 0 (58)
which is essentially equivalent to (57). However, the equations (57) are
easier to analyze because they are linear (in terms of X and Y ), while (58)
is nonlinear (in terms of U and V ).
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Proof of Lemma 10. Recall that V−1 = SV∗S. Since VAV∗ = VASV−1S is
block diagonal, VASV−1 is also block diagonal. Therefore, [VASV−1, S] =
0, and hence [AS,V−1SV] = 0. Using V−1 = SV∗S again and (47) we have
V−1SV = SV∗V =
(
1 + 2X 2Y ∗
−2Y −(1 + 2JXJ∗)
)
. (59)
Therefore,
0 = [AS,V−1SV] =
(
h −k∗
k −JhJ∗
)(
1 + 2X 2Y ∗
−2Y −(1 + 2JXJ∗)
)
−
(
1 + 2X 2Y ∗
−2Y −(1 + 2JXJ∗)
)(
h −k∗
k −JhJ∗
)
= 2
(
hX −Xh+ k∗Y − Y ∗k hY ∗ + Y ∗JhJ∗ + k∗JXJ∗ +Xk∗ + k∗
JhJ∗Y + Y h+ kX + JXJ∗k + k JhXJ∗ − JXhJ∗ + kY ∗ − Y k∗
)
and (57) follows immediately. 
Now we are ready to prove
Lemma 11. Under conditions of Theorem 2, the operators h1/2Xh1/2 and
k∗Y are trace class, where X = V ∗V and Y = JV ∗JU = JU∗J∗V .
Proof. By Lemma 8 we can find an orthonormal basis {un}n≥1 for h and
non-negative numbers {λn}n≥1 such that
Xun = λnun, Y un = JY
∗Jun =
√
λn + λ2nJun, ∀n ≥ 1.
Using the second equation in (57), we obtain
0 = 〈Jun, (JhJ∗Y + Y h+ kX + JXJ∗k + k)un〉
= 4
√
λn + λ2n〈un, hun〉+ 2(1 + 2λn)〈Jun, kun〉, ∀n ≥ 1.
By the Cauchy-Schwarz inequality
|〈Jun, kun〉| = |〈h−1/2k∗Jun, h1/2un〉| ≤ ‖h−1/2k∗Jun‖ · ‖h1/2un‖
we find that
λn〈un, hun〉 ≤ (1 + 2λn)
2
4 + 4λn
‖h−1/2k∗Jun‖2.
for all n ≥ 1. Summing the latter estimate over n ≥ 1 and using
(1 + 2λn)
2
4 + 4λn
≤ λn + 1
4
≤ ‖X‖+ 1
4
we obtain
Tr(h1/2Xh1/2) = Tr(X1/2hX1/2) =
∑
n
λn〈un, hun〉
≤
(
‖X‖ + 1
4
)∑
n
‖h−1/2k∗Jun‖2
=
(
‖X‖ + 1
4
)
Tr(kh−1k∗) <∞.
Thus h1/2Xh1/2 is a trace class operator. Moreover, by (48), Y ∗Y = X +
X2 ≤ (1 + ‖X‖)X, and hence h1/2Y ∗Y h1/2 is also a trace class operator.
20 P.T. NAM, M. NAPIO´RKOWSKI, AND J. P. SOLOVEJ
Consequently, k∗Y = J∗kh−1/2 · h1/2Y ∗J is a trace class operator because
kh−1/2 and h1/2Y ∗ are Hilbert-Schmidt operators. 
Now we are ready to finish
Proof of Theorem 2. From Lemma 9, we know that the quadratic form H
defines a self-adjoint operator, still denoted by H, such that
inf σ(H) ≥ −1
2
Tr(kh−1k∗).
Let V be as in Theorem 1. Let Ψ be a normalized vector in Q defined in
(6). Consider Ψ′ := U∗VΨ. From (52) and (10), it is straightforward to see
that (
γΨ′ α
∗
Ψ′
αΨ′ 1 + JγΨ′J
∗
)
= V∗
(
γΨ α
∗
Ψ
αΨ 1 + JγΨJ
∗
)
V. (60)
Moreover, we have
V∗
(
0 0
0 1
)
V =
(
X Y ∗
Y 1 + JXJ∗
)
(61)
with X = V ∗V and Y = JV ∗JU = JU∗J∗V . From (60) and (61), we obtain(
γΨ′ −X α∗Ψ′ − Y ∗
αΨ′ − Y J(γΨ′ −X)J∗
)
=
(
γΨ′ α
∗
Ψ′
αΨ′ 1 + JγΨ′J
∗
)
−
(
X Y ∗
Y 1 + JXJ∗
)
= V∗
(
γΨ α
∗
Ψ
αΨ 1 + JγΨJ
∗
)
V − V∗
(
0 0
0 1
)
V
= V∗
(
γΨ α
∗
Ψ
αΨ JγΨJ
∗
)
V.
Recall that γΨ and αΨ are finite-rank operators because Ψ ∈ Q. Therefore,γΨ′−
X and αΨ′−Y are also finite-rank operators. Using the cyclicity of the trace
we find that
Tr(h1/2(γΨ′ −X)h1/2) + ℜTr(k∗(αΨ′ − Y ))
=
1
2
Tr
[
A
(
γΨ′ −X α∗Ψ′ − Y ∗
αΨ′ − Y J(γΨ′ −X)J∗
)]
=
1
2
Tr
[
AV∗
(
γΨ α
∗
Ψ
αΨ JγΨJ
∗
)
V
]
=
1
2
Tr
[
VAV∗
(
γΨ α
∗
Ψ
αΨ JγΨJ
∗
)]
=
1
2
Tr
[(
ξ 0
0 JξJ∗
)(
γΨ α
∗
Ψ
αΨ JγΨJ
∗
)]
= Tr(ξγΨ) = 〈Ψ,dΓ(ξ)Ψ〉.
Thus by the quadratic form expression (5), we have
〈Ψ,UVHU∗VΨ〉 = 〈U∗VΨ,HU∗VΨ〉 = Tr(h1/2γΨ′h1/2) + ℜTr(k∗αΨ′)
= Tr(h1/2(γΨ′ −X)h1/2) + ℜTr(k∗(αΨ′ − Y ))
+ Tr(h1/2Xh1/2) + ℜTr(k∗Y )
= 〈Ψ,dΓ(ξ)Ψ〉+Tr(h1/2Xh1/2) + ℜTr(k∗Y )
for all Ψ ∈ Q. Recall that we have proved in Lemma 11 that h1/2Xh1/2 and
k∗Y are trace class operators. Hence,
UVHU∗V = dΓ(ξ) + Tr(h
1/2Xh1/2) + ℜTr(k∗Y ).
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Since dΓ(ξ) has a unique ground state |0〉 with the ground state energy 0,
we conclude that H has a unique ground state Ψ0 = U
∗
V |0〉 with the ground
state energy
inf σ(H) = Tr(h1/2Xh1/2) + ℜTr(k∗Y ).
Finally, using (60) and (61) we find that γΨ0 = X and αΨ0 = Y . 
6. Appendix
In this appendix we prove two abstract results in functional analysis.
Proof of Lemma 5. Let us first consider the case when H is finite dimen-
sional. Since C2 = C∗C is non-negative, it has an eigenvalue µ ≥ 0 with an
eigenvector u 6= 0. Since (C+√µ)(C−√µ)u = 0, we have either Cu = √µu
or Cv =
√
µv with v = i(C −√µ)u 6= 0. Thus C has an eigenvector u1 ∈ h
with a non-negative eigenvalue. Since C = C∗, it leaves the orthogonal
subspace {u1}⊥ invariant. By the previous argument, C has an eigenvector
u2 ∈ {u1}⊥ with a non-negative eigenvalue. By iterating this process, we see
that C has an orthonormal eigenbasis for h with non-negative eigenvalues.
Now we consider the case when H is infinite dimensional. Assume that C2
is compact. Then by the spectral theorem C2 has an orthonormal eigenbasis
for h. Note that C leaves every eigenspace of C2 invariant. Therefore, we
can apply the result on the finite dimensional case to every eigenspace of C2
except Ker(C2). Moreover, Ker(C2) = Ker(C∗C) = Ker(C). The desired
conclusion follows immediately.
Now assume that C2 = 1. Take an arbitrary trace class operator K > 0
on H and consider the operator K1 := K + C
∗KC. Note that K1 is also
trace class and K1 > 0. By the spectral theorem, K1 admits an orthonormal
eigenbasis for H and every eigenspace of K1 is finite dimensional. On the
other hand, CK1 = K1C because C = C
∗ and C2 = 1. Therefore, C leaves
every eigenspace of K1 invariant. Then applying the result on the finite
dimensional case for every eigenspace of K1 we get the desired conclusion.

Proof of Lemma 7 . By taking the expectation of (45) against a vector u
and optimizing over ε > 0, we obtain
|〈u,Lu〉| ≤ 〈u,Ku〉1/2‖u‖, ∀u. (62)
Let us show that L is a compact operator. It suffices to show that Lun → 0
strongly for every sequence un ⇀ 0 weakly. We first consider the case
L ≥ 0. Since un ⇀ 0 weakly, ‖un‖ is bounded by the principle of uniform
boundedness. Moreover,
√
Kun → 0 strongly because
√
K is compact.
Therefore, from (62) we get
‖Lun‖2 ≤ ‖
√
L‖2 · ‖
√
Lun‖2 ≤ ‖
√
L‖2 · ‖
√
Kun‖ · ‖un‖ → 0.
In the general case, when L is not necessarily positive, from (45) we have
2L1(L ≥ 0) ≤ ε−11(L ≥ 0)K1(L ≥ 0) + ε, ∀ε > 0.
Since 1(L ≥ 0)K1(L ≥ 0) is trace class and L1(L ≥ 0) ≥ 0, we conclude
that L1(L ≥ 0) is compact. Similarly, L1(L < 0) is compact, and hence
L = L1(L ≥ 0) + L1(L < 0) is compact.
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Finally, since L = L∗ is a compact operator, it has an orthonormal eigen-
basis {vn} with real eigenvalues. Using (62) again we obtain
Tr(L2) =
∑
n
|〈vn, Lvn〉|2 ≤
∑
n
〈vn,Kvn〉 = Tr(K).

References
[1] H. Araki, On the Diagonalization of a Bilinear Hamiltonian by a Bogoliubov Trans-
formation, Publ. RIMS, Kyoto Univ Ser A,, 4 (1968), pp. 387–412.
[2] V. Bach and J.-B. Bru, Diagonalizing quadratic bosonic operators by non-
autonomous flow equation, to appear in Memoirs Amer. Math. Soc., (2015).
[3] F. Berezin, The method of second quantization, Pure and applied physics. A series
of monographs and textbooks, Academic Press, 1966.
[4] N. N. Bogoliubov, On the theory of superfluidity, J. Phys. (USSR), 11 (1947), p. 23.
[5] L. Bruneau and J. Derezin´ski, Bogoliubov hamiltonians and one-parameter groups
of Bogoliubov transformations, J. Math. Phys., 48 (2007), p. 022101.
[6] J. Derezin´ski and C. Ge´rard, Mathematics of Quantization and Quantum Fields,
Cambridge University Press (2013).
[7] J. Derezin´ski and M. Napio´rkowski, Excitation spectrum of interacting bosons
in the mean-field infinite-volume limit, Annales Henri Poincare´, 15 (2014), pp. 2409–
2439. Erratum: Annales Henri Poincare´ 16 (2015), pp. 1709-1711.
[8] L. Erdo¨s, B. Schlein, and H.-T. Yau, Ground-state energy of a low-density Bose
gas: A second-order upper bound, Phys. Rev. A, 78 (2008), p. 053627.
[9] K. O. Friedrichs, Mathematical Aspects of the Quantum Theory of Field, Inter-
science Publishers, Inc., New York, 1953.
[10] A. Giuliani and R. Seiringer, The ground state energy of the weakly interacting
Bose gas at high density, J. Stat. Phys., 135 (2009), pp. 915–934.
[11] P. Grech and R. Seiringer, The excitation spectrum for weakly interacting bosons
in a trap, Comm. Math. Phys., 322 (2013), pp. 559–591.
[12] M. Grillakis and M. Machedon, Pair excitations and the mean field approxima-
tion of interacting Bosons, I, Commun. Math. Phys., 324 (2013), pp. 601–636.
[13] L. Ho¨rmander, Sympletic classification of quadratic forms, and general Mehler for-
mulas, Math. Z., 219 (1995), pp. 413–449.
[14] Y. Kato and N. Mugibayashi, Friedrichs-Berezin transformation and its applica-
tion to the spectral analysis of the BCS reduced hamiltonian, Progress of Theoretical
Physics, 38 (1967), pp. 813–831.
[15] M. Lewin, P. T. Nam, S. Serfaty, and J. P. Solovej, Bogoliubov spectrum of
interacting Bose gases, Comm. Pure Appl. Math., 68(3) (2015), pp. 413–471.
[16] E. H. Lieb, R. Seiringer, J. P. Solovej, and J. Yngvason, The mathematics of
the Bose gas and its condensation, Oberwolfach Seminars, Birkha¨user, 2005.
[17] E. H. Lieb and J. P. Solovej, Ground state energy of the one-component charged
Bose gas, Commun. Math. Phys., 217 (2001), pp. 127–163.
[18] E. H. Lieb and J. P. Solovej, Ground state energy of the two-component charged
Bose gas., Commun. Math. Phys., 252 (2004), pp. 485–534.
[19] P. T. Nam and M. Napio´rkowski, Bogoliubov correction to the mean-field dynamics
of interacting bosons, Preprint 2015, arXiv:1509.04631.
[20] P. T. Nam and R. Seiringer, Collective excitations of bose gases in the mean-field
regime, Archive for Rational Mechanics and Analysis, 215 (2015), pp. 381–417.
[21] M. Reed and B. Simon, Methods of Modern Mathematical Physics. Vol I. Functional
analysis, Academic Press (1980)
[22] R. Seiringer, The excitation spectrum for weakly interacting bosons, Commun.
Math. Phys., 306 (2011), pp. 565–578.
[23] D. Shale, Linear symmetries of free boson fields, Trans. Am. Math. Soc., 103 (1962),
pp. 149–167.
DIAGONALIZATION OF QUADRATIC HAMILTONIANS 23
[24] R. Simon, S. Chaturvedi, and V. Srinivasan, Congruences and canonical forms
for a positive matrix: Application to the Schweinler–Wigner extremum principle, J.
Math. Phys. 40, 3632, 40 (1999), p. 3632.
[25] J. P. Solovej, Upper bounds to the ground state energies of the one- and two-
component charged Bose gases, Commun. Math. Phys., 266 (2006), pp. 797–818.
[26] J. Williamson, On the algebraic problem concerning the normal forms of linear
dynamical systems, Amer. J. of Math, 58 (1963), pp. 141–163.
[27] H.-T. Yau and J. Yin, The second order upper bound for the ground energy of a
Bose gas, J. Stat. Phys., 136 (2009), pp. 453–503.
Institute of Science and Technology Austria, Am Campus 1, 3400 Klosterneuburg,
Austria
E-mail address: pnam@ist.ac.at
Institute of Science and Technology Austria, Am Campus 1, 3400 Klosterneuburg,
Austria
E-mail address: marcin.napiorkowski@ist.ac.at
Department of Mathematical Sciences, University of Copenhagen, Univer-
sitetsparken 5, DK-2100 Copenhagen Ø, Denmark
E-mail address: solovej@math.ku.dk
