We consider the problem of approximating an integer program by first solving its relaxation linear program and urounding" the resulting solution. For several packing problems, we prove probabilistically that there exists an integer solution close to the optimum of the relaxation. solution. We then develop a methodology for converting such a probabilistic existence· proof to a d.eterministic approximation algQ:rithm. The methodology mimics the existence proof in a very strong sense.
o. Motivations and Main. Res,ults
Some of the earliest effo,rts in integer programming involved solv'ing the underlying relaxation linear program, and using the solution to try to find the integer optimum. In general, this does not work well [14] . Recently, Aharoni & ale [1] studied the relations between the optimum of an inte,g;er pragram and that of its relaxation" for a class of hypergraph matching and covering problems. We consider several packing integer programs arising in combinatorial optimization and the design of integrated circuits. In each case we compare the integer optimum to the relaxation optimum, and use this information to develop an approximation algorithm for the integer program.
In section 1 we introduce the lattice approximation problem. This problem, first studied by Beck and Fiala [3] , can be stated informally as follows. We are given a point p in multidimensional space; we are to find a lattice point q such that the vector p -q has a Usmall" inner product with everyone of a set S of given vectors. Each vector in S can be thought of as the normal to the hyperplane defining a constraint, or the objective. of a linear program. The point p may b~thuught of as the solution to the relaxation hnear program; we wish to find a feasible lattice point that is Unearby". The requirement of small inner product says no constraint IS violated by too much; we show that this leads to provably good approximation algorithms.
For each of the probl~ms we consider, we first show the existence of a provably good approximate solution using the probabilistic method [5] . In section 2 we show that the probabilistic existence technique can be converted, in a very precise sense, into a deterministic approximation algorithm. To this end we use an interesting ttmethod of conditional proba:bilities~'. In sections 3,4 and 5 we apply our methods to integer programs arising in packing, routing and maximum multicommodity flow. Further applications and directions for work are summarized in section 6. In order to p~ove existence results using randomized rounding, we require an additional fact from probability theory. We now derive bounds on the tail of the distribution of the weighted sum of Bemotdli trials; these bounds were derived jointly with Joel Spencer.
The principles used in their derivation will be useful in the construction of a deterministic algorithm for the lattice approximation p.rohlem, in section 2. Our bounds generalize and improve on bounds on the (unweighted) sum of Bernoulli trials due to Angluin and Valiant [2] .
Without loss of generality, we may consider the reals Pj to be in the interval rO,11 -if not, we subtract their integer parts (floors) and consider the fraction that remains. Throughout this paper, we will consider a restricted class of solutions in which the qJ are urounded" versions of the Pj' Le. qJ E {O,l}, for all j. Joel Spencer [16] showed that there always exists a lattice point such that i S 6v';, for all i; his proof is unfortunately not constructive.
Suppose we set each qj to 1 with probability Pj 
J=1
We prove a Chernoff-type bound [4] on the deviations of 'I' above its mean 
PROOF:
for any positive real t. Since the X j are independent, this can be written as 
We have thus bounded the deviations above the mean necessary. to ensure that the tail probability is bounded by x. By theorem 2, these bounds also hold for deviations below the mean. PROOF: We will show that if the integers qj are selected using randomized rounding, the resulting vector will satisfy (1.15) with nonzero probability. We thus establish the existence of such a q using the probabilistic method [5] 
Thus the probability of bad event Pi is < lIn.
Let us say a vector q is ugood" if no bad event occurs. Since there are n possible bad events
Pi' the probability that the vector produced by randomized rounding is not good is <~(lIn) == 1. Thus a randomly chosen 12 vector q is good with non-zero probability, and the theorem· follows. 0
The Method of Conditional Probabilities
We now show that the probabilistic existence proof of theorem 3 can be converted to a deterministic construction of a good vector q. We use an interesting ftmethod of conditional probabilities"; the deterministic algorithm will mimic the probabilistic existence proof in a very strong sense.
It is instructive to model the computation by means of a decision tree. Consider a complete binary tree T of r levels. Level j of T represents the setting of qj to 0 or 1. For instance, if ql were set to 1, we proceed from the root of T to its left son; if q 1 were set to 0, we proceed to the right son. Thus, assigning the variables ql , Q2' . . . in sequence to 0 or 1 amounts to walking down T from the root to a leaf. Each leaf corresponds to one of the 2 r possible vectors q. In terms of the bounds of theorem 3, we could then speak of ttgood" leaves and ttbad" leaves. Randomized rounding is equivalent to taking the left son at level j with probability Pi' and the right son with probability 1-Pj; the choices at the various levels are made independently. Theorem 3 tells us that T always has a good leaf. Our task is to walk down the tree to a good leaf in deterministic polynomial time.
At a typical stage of the computation, we are at some node at level j in the tree, 1 Sj Sr. We have already walked down the first j -1 levels, assigning q 1 , .... , qj -1 in the process. We now wish to· proceed to one of the two sons of the current node (i.e., assign qj). Suppose (although this will not be the case) that randomized rounding were executed at levels j through r. Let P j (q1' ....qj-1) denote the conditional probability of a bad event occurring given qt,··· ,Qj-1 and assuming that randomized rounding is used to compute qj,....'qr. Then
The following algorithm then suggests itself: for j == 1 to r, at level j we set qj to°o r 1 so as to minimize P j + l (q1' ....qj-I'qj). The existence of at least one good leaf (theorem 3) implies that PI < 1; combining this inductively with equation (2.1), we conclude that
where P(lean is the probability that we have reached a bad leaf. Every leaf is either bad or good; accordingly, P(leaf) is either 0 or 1. But our procedure takes us to a leaf for which Suppose some qk were assigned the value 1. Given this information, the conditional probability that i'i exceeds L i + is the probability that the sum of the remaining random variables ex~eeds L i + -Cik. This is bounded above by
Thus the conditional probability of 'lt i exceeding L i + given qk =1 is just bounded by replacing the term Pkecikti + 1-Pk by e Cikti in the bound function -an intuitively correct idea. Likewise, it can be verified that setting qk ==°has the effect that the term Pkecikti + 1-Pk is replaced by 1.
The function U
The probability that anyone of the random variables 'l'i exceeds its upper limit is bounded above by the sum of the individual probabilities in (2. 
+ e-t;L;-n [Pje-C,jt'+l-P
The last inequality stems from our proof of theorem 3; indeed, we used the above bound (through theorems 1 and 2) in its proof, with The value W' is a lower bound on the integer optimum. Using (1.13) and (1.14) with x = lin, we are guaranteed of finding an integer solution within a multiplicative factor of the optimum; we thus have a fully polynomial-time approximation scheme (FPTAS) [14] .
We pause to give the reader a concrete example of the kind of performance bound our algorithm delivers. When W' > In n, we use 1.13 to show that our approximation finds an integer solution with
where' W' is a lower bound on the best possible solution. There is a scheduling interpretation to the integer program (4.1) . Each of the variables Xj may be associated with a task. Rows 2 through n of the matrix each represent a machine. The entry aij is the amount of time of machine i taken by the execution of task j. We wish to maximize the number of tasks that can be scheduled for execution within a finishing time k; here a Ij == 1, 
This integer program can be shown to be NPHard [11] . We solve the relaxation linear program with Xk j E [0,1]; this yields fractional solutions for the variables i~the linear program which we denote by~J. Let W' be the value of the objective function. The application of randomized rounding consists of 
!~J .vk}(i) S W' ,lSiSn(3.3) j=l k=l
For each i, randomized rounding makes (3.3) the sum of independent Bernoulli trials of mean S W'. The use of (1.12) yields the theorem. D Using the method of pessimistic estimators, we have: THEOREM 6: We can approximate (3.1) in deterministic polynomial time to obtain an integer solution with objective WI such that WI S WE (3.4) PROOF (Sketch): We use the method of conditional probabilities; the decision tree is no longer binary, but rather has k J branches at level j. We construct a function U; the upper
IS
For aij E {O,l}, Lovasz [12] calls this problem simple k-matching in an n -I-node hypergraph. Rows 2 through n of the matrix A can be thought of as the incidence matrix of a hypergraph H, with the rows representing the vertices and the columns the edges. The element aij is a 1 if edge j is incident on vertex i. Again, alj == 1, 1 Sj S r. The integer program (4.1) seeks the largest set of edges no Q10re than k of which are incident on any vertex.
In For what values of k does there exist a positive value of II satisfying (4.2)? Examination of (1.13) reveals that if k > In n, II is a positive constant. In this case we have a FPTAS which approximates the k-matching to within a conRtant factor. If k S In n, we still obtain a FPTAS by (1.14), though the approximation is not to within a multiplicative constant.
Maximum Multicommodity Flow
Maximum 0-1 multicommodity flow is an important problem in operations research [14] . We are given a directed graph G(V,E), and k source-sink pairs. Each edge e EE has a positive capacity c(e). For 1SjSk, the flow of commodity j is said to be realized if we convey one unit of flow from source s· to the J corresponding sink t j • The flow must be integral, Le. we must specify a path in G from Sj to t j • We wish to maximize the number of commodities whose flow is realized (i.e. the total flow), with the constraint that the total flow in any edge e does not exceed c(e).
This problem can be formulated as a 0-1 integer linear program. We know that optimizing this integer linear program is NP-Hard [6, 9] ; but the relaxation linear program can be solved efficiently. Let 
Concluding Remarks
We have considered the problem of approximating an integer program by first solving its linear program relaxation and rounding the resulting solution. For each of the problems considered, we first presented a probabilistic proof of the existence of an integer solution close to the linear program optimum. In section 2 we presented a methodology -the method of pessimistic estimators of conditional probability -for converting such an existence proof into a deterministic approximation algorithm. The vehicle used for developing this methodology was the lattice approximation problem. The lattice approximation problem appears intrinsic to the conversion of linear program solutions to approximate integer program solutions. Sections 3-5 outlined applications of our technique to problems of practical interest. The following issues are noteworthy:
(1) Our algorithms use linear programming as a preliminary phase, before rounding. The entire process is polynomial due to the efficient algorithms of Karmarkar [8] and others.
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(2) Our methods improve on algorithms for some combinatorial problems studied by Olsen and Spencer [13] . These involve 2-coloring the vertices of a hypergraph and set-balancing.
(3) What other randomized procedures can be made deterministic by our methods? (4) Our deterministic algorithm is highly sequential, in that we round one variable at a time; is there an efficient way of deterministically rounding in parallel?
(5) Throughout, we naively (?) sum the probabilities of all bad events -although these bad events are surely correlated. Can we prove a stronger result using algebraic properties (e.g. rank) of the coefficient matrix? A tighter bound for the probabilistic existence proofs should lead to tighter approximation algorithms. When the sum of the entries in every column of the coefficient matrix is bounded above by some number g, Karp & ale [10] give a technique for rounding such that all discrepancies are bounded by g.
