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Abstract
Using concentration compactness type arguments, we prove some results about the existence of positive
ground and bound state of the following system of nonlinear Schrödinger equations:{
−u+ u = (1 + a(x))|u|p−1u+ λv,
−v + v = (1 + b(x))|v|p−1v + λu.
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In this paper we look for solutions u,v ∈ W 1,2(Rn) of{
−u+ u = (1 + a(x))|u|p−1u+ λv,
−v + v = (1 + b(x))|v|p−1v + λu, (1.1)
where λ > 0 is a real parameter. Here and always in the sequel we assume that n  2 and 1 <
p < 2∗ − 1, where
2∗ =
{ 2n
n−2 , if n > 2,
+∞, if n = 2.
In dimension n = 1 systems of this type arise in nonlinear optics, see e.g. [1].
A solution (u, v) ∈ W 1,2(Rn)×W 1,2(Rn) of (1.1) is called a bound state. A bound state such
that (u, v) = (0,0), respectively u > 0, v > 0, is a non-trivial, respectively positive bound state.
A solution is called a ground state if (u, v) = (0,0) and its energy is minimal among the energy
of all the non-trivial bound states of (1.1). A ground state such that u > 0, v > 0 will be called a
positive ground state.
Throughout all the paper we will assume that a, b satisfy
a, b ∈ L∞(Rn), lim|x|→∞a(x) = lim|x|→∞b(x) = 0. (A1)
inf
Rn
{
1 + a(x)}> 0, inf
Rn
{
1 + b(x)}> 0. (A2)
The case of a single equation, say
−u+ u = (1 + a(x))|u|p−1u, u ∈ W 1,2(Rn), (1.2)
has been extensively studied: see e.g. [7,8,12,14,16] (see also [4,18,20] and references therein)
using variational methods together with a careful investigation of the obstacles to the compact-
ness, or [5], using perturbation arguments. On the other hand, the only result dealing with linearly
coupled systems as (1.1) is [2] where n = 1, p = 3 and a, b are assumed to be sufficiently small.
Our first results are Theorems 1.1 and 1.2 below, which are concerned with the existence of
positive ground states of (1.1). One of the specific features is that they do not have an immediate
counterpart for a single equation.
The following result highlights the special role played for systems by the sum a + b.
Theorem 1.1. Let (A1)–(A2) hold and suppose in addition that
a(x)+ b(x) 0. (A3)
Then, for every 0 < λ< 1, (1.1) has a positive ground state solution.
Of course, as a corollary, it follows the more expected result, that (1.1) has a positive ground
state provided both a  0 and b 0.
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of the coefficients, only.
Theorem 1.2. Let (A1)–(A2) hold and suppose that
a(x) 0, a(x) ≡ 0, respectively b(x) 0, b(x) ≡ 0. (A4)
Then there exists λ∗ ∈ (0,1) depending only on a, respectively b, such that (1.1) has a positive
ground state solution for all λ ∈ (0, λ∗].
The value λ∗ can be characterized explicitly, see Section 6. It is worth pointing out that, if e.g.
a  0, then b plays no role when λ is sufficiently small.
In the scalar case, most of the proofs of the existence of solutions rely on a representation
theorem for the (PS) (Palais–Smale) sequences, see e.g. [9] or [20] and references therein. It
is shown that the only obstacles to the compactness are the solutions of the problem at infinity
−u + u = up , which has a unique radial positive ground state with an exponential decay to
zero at infinity. These facts permit to deduce not only that the compactness condition is recov-
ered below a certain threshold, but also that, above the first level in which the (PS) condition
fails, some other energy interval exists where the compactness holds. For systems like (1.1), the
corresponding problem at infinity turns out to be the system{−u+ u = |u|p−1u+ λv,
−v + v = |v|p−1v + λu. (1.3)
Again, studying the behavior of the (PS) sequences, we prove that the “bad” levels for the com-
pactness can be located by the energy of the solutions of (1.3), but in spite of its simple form
and in striking contrast with the scalar case, very few is known on the ground states of (1.3).
This might depend on the fact that the study of (1.3) requires some hard work which is far from
trivial. To fill up this gap, in Section 3 we prove several properties of the ground states of (1.3),
whose existence for λ < 1 is established in Lemma 3.2. Roughly, we show that, for λ ∼ 0 and
λ ∼ 1, the ground states are uniquely determined up to translations (Lemmas 3.8 and 3.11), and
form a non-degenerate manifold (Lemmas 3.9 and 3.13). In particular, it follows that the ground
state energy mλ is an isolated critical level. These results are new and could have an autonomous
interest.
The (PS) condition is discussed in Section 4 where the compactness Lemma 4.1 is proved. The
comparison between mλ and the level cλ of the ground states of (1.1) is carried out in Section 5,
and leads to prove Theorem 1.1.
Theorem 1.2 is proved in Section 6. Here another problem at infinity plays a strong role,
namely the decoupled system: {−u+ u = (1 + a(x))|u|p−1u,
−v + v = vp.
Roughly, if ma denotes the level of the ground states of the preceding problem, it is possible to
show that cλ < ma . Moreover, for 0 < λ < λ∗, it turns out that ma < mλ, and this allows us to
use the Compactness lemma, yielding a positive ground state of (1.1).
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there exists no solution at level cλ (see Lemma 7.1) and bound states must be searched at higher
levels. For example, we can show
Theorem 1.3. Let (A1)–(A2) hold and suppose that a  0, b  0, a + b ≡ 0. Then there exist
0 < λ1  λ2 < 1 such that (1.1) has a positive bound state solution for all λ ∈ (0, λ1) ∪ (λ2,1),
provided max{|a|∞, |b|∞} is sufficiently small.
Here, the bound state is found at a linking level by using the notion of barycenter, see [9,12,
13]. Moreover, the sharp analysis on (1.3) carried out in Section 3 allows us to find, for λ ∼ 0
and for λ ∼ 1, an interval (mλ, m¯λ) where the (PS) condition holds. Actually, Theorem 1.3 is a
specific case of a more general one, see Theorem 7.7, where a positive bound state is found for
any λ ∈ (0,1) such that mλ is isolated.
Notation and some preliminary results are discussed in Section 2.
2. Notation and preliminaries
We will use the following notation:
• X = W 1,2(Rn), endowed with the standard scalar product and norm
〈u | v〉X =
∫
Rn
[∇u · ∇v + uv]dx, ‖u‖2X = 〈u | u〉X.
We also denote by Xr the subspace of radial functions (i.e. radially symmetric about the
origin) in X.
• H = X × X with norm ‖(u, v)‖2H = ‖u‖2X + ‖v‖2X . When there is no possible misunder-
standing, the subscripts will be dropped.
• The usual norm in Lq(Rn), respectively L∞(Rn), will be denoted by | · |Lq , respectively
| · |∞.
• If F is a functional defined on a Hilbert space, F ′ denotes its gradient.
• Here and always in the sequel it is understood that λ ∈ [0,1).
The solutions of (1.1) are the critical points (u, v) ∈ H of the functional defined on H by
Φ(u,v) = Φa,b,λ(u, v) = I (u)+ I (v)− 1
p + 1
∫
Rn
(
a(x)|u|p+1 + b(x)|v|p+1)− λ∫
Rn
uv,
where
I (u) = 1
2
‖u‖2 − 1
p + 1
∫
Rn
|u|p+1, u ∈ X.
In order to find ground states, we will use the Nehari manifold corresponding to Φ , namely
Nλ = Na,b,λ =
{
(u, v) ∈ H \ {(0,0)}: 〈Φ ′(u, v) ∣∣ (u, v)〉= 0}.
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Φ ′′(0,0)(φ,ψ), (φ,ψ)
〉= ‖φ‖2 + ‖ψ‖2 − 2λ∫
Rn
φψ
 ‖φ‖2 + ‖ψ‖2 − 2λ‖φ‖‖ψ‖,
it follows that, given ε > 0 there exists ρ > 0 such that
‖u‖2 + ‖v‖2  ρ, ∀(u, v) ∈ Nλ, ∀λ ∈ [0,1 − ε]. (2.1)
This easily implies that Nλ is a complete (smooth) manifold. Moreover, it is well known that the
critical points of Φ constrained on Nλ are stationary points of Φ and hence solutions of (1.1).
Letting
cλ = ca,b,λ = inf
{
Φ(u,v): (u, v) ∈ Nλ
}
,
a pair (u, v) ∈ Nλ such that Φ(u,v) = cλ will be a ground state of (1.1).
Let us point out that the pairs (u, v) ∈ Nλ satisfy
‖u‖2 + ‖v‖2 =
∫
Rn
[
(1 + a)|u|p+1 + (1 + b)|v|p+1]+ 2λ∫
Rn
uv,
and there holds
Φ|Nλ(u, v) =
(
1
2
− 1
p + 1
)[
‖u‖2 + ‖v‖2 − 2λ
∫
Rn
uv
]
(2.2)
=
(
1
2
− 1
p + 1
)∫
Rn
[
(1 + a)|u|p+1 + (1 + b)|v|p+1]. (2.3)
In particular, from (2.2) it follows that, for any (u, v) ∈ Nλ,
Φ(u,v)
(
1
2
− 1
p + 1
)[‖u‖2 + ‖v‖2 − 2λ‖u‖‖v‖]

(
1
2
− 1
p + 1
)
(1 − λ)[‖u‖2 + ‖v‖2], (2.4)
and this, jointly with (2.1), proves that cλ > 0 for all fixed 0 < λ< 1.
Moreover, for all (u, v) ∈ H \ {(0,0)} there exists t > 0 such that (tu, tv) ∈ Nλ. Precisely,
tp−1 = ‖u‖
2 + ‖v‖2 − 2λ ∫
Rn
uv∫
Rn
[(1 + a)|u|p+1 + (1 + b)|v|p+1] . (2.5)
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In this section we deal with the problem at infinity (1.3), proving some results we will need in
the rest of the paper.
3.1. Existence of ground states
The Euler functional corresponding to (1.3) is given by
Ψλ(u, v) = I (u)+ I (v)− λ
∫
Rn
uv, (u, v) ∈ H,
and the corresponding Nehari manifold is
Mλ =
{
(u, v) ∈ H \ {(0,0)}: 〈Ψ ′λ(u, v) ∣∣ (u, v)〉= 0}.
Of course, Ψλ and Mλ are nothing but Φ and Nλ with a = b = 0. Now we define
mλ = inf
{
Ψλ(u, v): (u, v) ∈ Mλ
}
.
Let us point out that, as for cλ, one easily checks that mλ > 0 for all λ ∈ [0,1).
Remark 3.1. If (u, v) = (0,0) is a solution of (1.3) for λ > 0, none of u and v can be identically
zero, since pairs (u,0) and (0, v) are not solutions of (1.3) for such values of λ.
Lemma 3.2. For all λ ∈ (0,1), the autonomous system (1.3) has a positive radial ground state
(uλ, vλ) ∈ Mλ such that Ψλ(uλ, vλ) = mλ.
Proof. The proof is similar to that carried out in [3] and so we will be sketchy. Let (un, vn) ∈ Mλ
be such that Ψλ(un, vn) → mλ and let tn > 0 be such that (tn|un|, tn|vn|) ∈ Mλ. From (2.5) with
a = b = 0 we get that
t
p−1
n = ‖un‖
2 + ‖vn‖2 − 2λ
∫
Rn
|un| |vn|∫
Rn
[|un|p+1 + |vn|p+1] 
‖un‖2 + ‖vn‖2 − 2λ
∫
Rn
unvn∫
Rn
[|un|p+1 + |vn|p+1] = 1,
since (un, vn) ∈ Mλ. Using (2.3) with a = b = 0 we infer that
Ψλ
(
tn|un|, tn|vn|
)= (1
2
− 1
p + 1
)
t
p+1
n
∫
Rn
[|un|p+1 + |vn|p+1]

(
1
2
− 1
p + 1
)∫
Rn
[|un|p+1 + |vn|p+1]= Ψλ(un, vn).
Therefore, we can assume that un  0 and vn  0. Similarly, if u∗n, v∗n denote the Schwarz sym-
metric functions associated to un, respectively vn, let t∗n > 0 be such that (t∗nu∗n, t∗nv∗n) ∈ Mλ. It is
well known that ‖u∗‖2  ‖un‖2, ‖v∗‖2  ‖vn‖2 while
∫
n u
∗v∗ 
∫
n unvn. Then the previousn n R n n R
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un and vn are radial: un, vn ∈ Xr . Using the fact that Xr is compactly embedded into Lp+1(Rn),
n 2, see [17], it follows that mλ is achieved at some (uλ, vλ) ∈ Mλ, with uλ  0, vλ  0, radial.
Since (uλ, vλ) ∈ Mλ, then (uλ, vλ) = (0,0). By Remark 3.1, none of uλ and vλ can be identically
zero. Hence the maximum principle applied to each equation of (1.3) yields that uλ > 0 and
vλ > 0, completing the proof. 
Some more remarks on the solutions of (1.3) are in order. In the sequel Uω ∈ X, ω > 0 denotes
the radially symmetric positive solution of −u+ωu = up , u ∈ X. We also set U ≡ U1.
Remark 3.3. (i) When λ = 0, (1.3) is decoupled and it turns out that the ground states of (1.3)
are given by (±U,0) and (0,±U) and m0 = I (U).
(ii) Looking for solutions of the autonomous system (1.3) such that u = v (symmetric pairs),
or u = −v (anti-symmetric pairs), one finds the following specific families of solutions:
• (U1−λ,U1−λ), (−U1−λ,−U1−λ), for all λ ∈ [0,1);
• (U1+λ,−U1+λ), (−U1+λ,U1+λ), for all λ 0.
It is easy to check that Ψλ(U1−λ,U1−λ) = Ψλ(−U1−λ,−U1−λ) < Ψλ(U1+λ,−U1+λ) =
Ψλ(−U1+λ,U1+λ) for all λ ∈ [0,1].
(iii) As anticipated in the introduction, (1.3) has many solutions for λ ∼ 0. In addition to the
preceding symmetric and anti-symmetric states, there are solutions bifurcating from (±U,0) and
(0,±U). Moreover, it has been proved in [6] that, for λ ∼ 0, (1.3) possesses several multi-bump
solutions whose energy is large.
We conclude this subsection collecting some well-known properties (see e.g. [4,12,20]) con-
cerning the scalar case, that we will need in the sequel.
Lemma 3.4.
(i) If a  0, the scalar problem −z + z = (1 + a)zp has a positive ground state za . If a ≡ 0
then za = U . On the other hand, if a ≡ 0 then za satisfies
I (za)− 1
p + 1
∫
Rn
a|za|p+1 < I (U). (3.1)
(ii) If a  0, then
inf
{
I (u)− 1
p + 1
∫
Rn
a|u|p+1: u ∈ X \ {0}, 〈I ′(u) ∣∣ u〉= ∫
Rn
a|u|p+1
}
= I (U).
Moreover, if a ≡ 0, the infimum is not achieved. Similar results hold substituting a with b.
(iii) If φ ∈ X satisfies the linear equation −φ+ωφ−pUp−1ω φ = 0, then φ ∈ span[∂x1Uω, . . . ,
∂xnUω].
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In this subsection we prove several features of the ground states of (1.3). They provide a
fundamental tool for proving Theorem 1.3. First of all, let us remark that (1.3) is a cooperative
system whenever λ > 0. Therefore we can use the results of [11,19] to obtain:
Lemma 3.5. Let λ > 0 and let (u, v) ∈ H be a solution of (1.3) such that either u > 0, v > 0 or
u < 0, v < 0. Then there exists ξ ∈ Rn such that (u(· − ξ), v(· − ξ)) is radial.
An application of this result yields
Lemma 3.6. Let λ ∈ (0,1) and let (uλ, vλ) ∈ H be any ground state of (1.3). Then either uλ > 0,
vλ > 0 or uλ < 0, vλ < 0, and there exists ξλ ∈ Rn such that (uλ(· − ξλ), vλ(· − ξλ)) is radial.
Proof. The proof of Lemma 3.2 implies that (|uλ|, |vλ|) is a ground state of (1.3). Using the
maximum principle as before we find that |uλ| > 0 and |vλ| > 0, proving that uλ and vλ can-
not change sign. If uλvλ < 0, we consider once more (|uλ|, |vλ|) and take tλ ∈ R is such that
(tλ|uλ|, tλ|vλ|) ∈ Mλ. Since uλvλ < 0, then tλ < 1 and
Ψλ
(
tλ|uλ|, tλ|vλ|
)
<Ψλ(uλ, vλ) = mλ,
a contradiction, proving that uλvλ > 0. To conclude the proof it suffices to apply Lemma 3.5. 
We now want to know more about the ground states, for λ ∼ 0 and λ ∼ 1. Actually, we will
find “almost explicitly” these solutions. Furthermore, we will show that the ground states form
a manifold which is non-degenerate, in a certain sense. Hence, the ground level mλ is isolated
among the rest of critical levels. This result will be essential in the arguments of Section 7,
in order to verify the (PS) property. Before carrying out this program, let us prove a general
result which shows, roughly, that any non-degenerate manifold of zeroes of a map F is isolated
in F−1{0}.
Lemma 3.7. Let X and Y be Hilbert spaces and F :X → Y a C1 map. Let Z ⊂ X a Hilbert
manifold such that F |Z = 0, and let p ∈ Z. Suppose that F ′(p) has closed range and that Z is
non-degenerate at p, that is, Ker[F ′(p)] = TpZ. Then there exists a neighborhood U ⊂ X of p,
such that for all u ∈ U , F(u) = 0 ⇔ u ∈ Z.
Proof. Without loss of generality, we can take p = 0 and set T Z = T0Z. We can choose:
a neighborhood N ⊂ Z of 0, a neighborhood V1 ⊂ T Z of 0 ∈ T Z and a diffeomorphism
S :V1 → E := (T Z)⊥ such that
(a) S(0) = 0.
(b) v + S(v) ∈ Z for any v ∈ V1 ⊂ T Z.
(c) For any z ∈ N there exists a unique v ∈ V1 such that z = v + S(v).
Let R = Range[F ′(0)] ⊂ Y, and let τ :Y → R be its orthogonal projection. To apply the Implicit
Function Theorem at 0 to:
G :T Z ⊕E → R, G(v,w) = τ(F(v +w)),
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E → R is invertible and an application of the Implicit Function Theorem yields neighborhoods
of the origin V2 ⊂ T Z, W ⊂ E, and a map g :V2 → E such that
(1) g(0) = 0.
(2) τ(F (v + g(v))) = 0 for any v ∈ V2.
(3) If v ∈ V2, y ∈ W and τ(F (v + y)) = 0, then y = g(v).
Take V ⊂ V1 ∩ V2, such that S(V ) ⊂ W , and U = V ⊕ W . Let us take any u ∈ U , u = v + w,
with v ∈ V , w ∈ W , such that F(u) = 0. By (3), w = g(v). On the other hand, since we also
have that F(v + S(v)) = 0, S(v) ∈ W , then S(v) = g(v) and from (b) we conclude u = v +w =
v + S(v) ∈ Z. 
The case λ ∼ 0. Using the Implicit Function Theorem in Xr × Xr , we readily find ε > 0 and a
unique C1 curve γ : (−ε, ε)  λ → (uˆλ, vˆλ) ∈ Xr ×Xr such that
(1) (uˆλ, vˆλ) is a solution of (1.3),
(2) (uˆ0, vˆ0) = (U,0).
In addition to the preceding one, there are 3 more branches of radial solutions emanating from
(−U,0) and (0,±U), given by, respectively, (−uˆλ,−vˆλ) and (±vˆλ,±uˆλ).
Lemma 3.8. For all λ > 0 sufficiently small, the ground state solutions of (1.3) coincide, up to
translations, to one of the branches (±uˆλ,±vˆλ), (±vˆλ,±uˆλ).
Proof. Consider any ground state (uλ, vλ) of (1.3) with λ > 0. According to Lemma 3.6 there
exists ξλ ∈ Rn such that (u¯λ, v¯λ) := (uλ(· − ξλ), vλ(· − ξλ)) is radial. Moreover, since λ ∼ 0, we
can use (2.1) to infer that ‖(u¯λ, v¯λ)‖2  ρ, uniformly with respect to λ ∼ 0. Then, working in Hr ,
a standard argument shows that (u¯λ, v¯λ) converges strongly, as λ → 0, to (u¯0, v¯0) ∈ Hr such that
Ψ0(u¯0, v¯0) = m0. Since (u¯0, v¯0) is a ground state of (1.3) with λ = 0, by Remark 3.3(i) either
(u¯0, v¯0) = (±U,0) or (u¯0, v¯0) = (0,±U). By uniqueness, we infer that, for λ > 0 small enough,
either (u¯λ, v¯λ) = (±uˆλ,±vˆλ) or (u¯λ, v¯λ) = (±vˆλ,±uˆλ). 
Next, in order to use Lemma 3.7, we will show that the radial ground states are non-
degenerate. Unfortunately, this cannot be proved directly because we do not know the explicit
form of (uˆλ, vˆλ). To bypass this difficulty, we introduce the auxiliary map F ∈ C1(X,Y),
X = X ×X ×R, Y = X′ ×X′,
F(u, v,λ) = (−u+ u− |u|p−1u− λv,−v + v − |v|p−1v − λu).
Clearly, F(u, v,λ) = (0,0) if and only if (u, v) is a solution of (1.3). Let us also define:
Z = {(uˆλ(· − ξ), vˆλ(· − ξ), λ): λ ∈ (−ε, ε), ξ ∈ Rn}.
One can check that Z is a manifold for λ small and
T(U,0,0)Z = span
{
(∂x U,0,0), . . . , (∂xnU,0,0)
}⊕ span{(0,ψU ,1)},1
A. Ambrosetti et al. / Journal of Functional Analysis 254 (2008) 2816–2845 2825where ψU ∈ X denotes the unique solution of −ψ + ψ = U , ψ ∈ X (see, for instance, [6,
Section 3.1]).
Clearly, F(u, v,λ) = (0,0) for all (u, v,λ) ∈ Z. The following lemma holds:
Lemma 3.9. Z is a non-degenerate manifold of zeroes of F at the points in the form (U(· − ξ),
0,0). Moreover, F ′(U(· − ξ),0,0) has closed range.
Proof. Let V0 ⊂ X denote the kernel of F ′(U,0,0). Since
F ′(U,0,0)[φ,ψ,ν] = (−φ + φ − pUp−1φ,−ψ +ψ − νU), (3.2)
then (φ,ψ, ν) ∈ V0 if and only if {−φ + φ − pUp−1φ = 0,
−ψ +ψ − νU = 0.
The solution of the first equation has the form φ = α ·∇U , α ∈ Rn, see Lemma 3.4(iii). Moreover,
the second equation implies that ψ = νψU . The fact that F ′(U,0,0) has closed range follows
readily from (3.2). By translation, the same results hold for the kernel of F ′(U(· − ξ,0,0)). 
Remark 3.10. The same non-degeneracy result holds for the manifolds{(−uˆλ(· − ξ),−vˆλ(· − ξ), λ): λ ∈ (−ε, ε), ξ ∈ Rn},
respectively {(±vˆλ(· − ξ),±uˆλ(· − ξ), λ): λ ∈ (−ε, ε), ξ ∈ Rn},
at (−U(· − ξ),0,0), respectively (0,±U(· − ξ),0).
The case λ ∼ 1. We now consider the case λ ∼ 1. First of all, we need the counterpart of
Lemma 3.8. Let us point out that we cannot use here the limit problem at λ = 1 because we
are in the presence of the essential spectrum of the Laplacian. The arguments need some new
ingredients.
Lemma 3.11. There exists λ2 ∈ (0,1) such that if λ ∈ (λ2,1), the ground state solutions of (1.3)
coincide, up to translations, to one of the branches (U1−λ,U1−λ) or (−U1−λ,−U1−λ).
Proof. Let (uλ, vλ) denote any ground state solution of (1.3) and let λ → 1. By Lemma 3.6 we
can assume that uλ > 0, vλ > 0, and are radial functions. We will be done if we prove that for
λ ∼ 1 (uλ, vλ) = (U1−λ,U1−λ).
Recall that
U1−λ(x) = (1 − λ)
1
p−1 U(
√
1 − λx). (3.3)
This equation motivates the change of variables:
u˜(x) = (1 − λ)− 1p−1 u
(
x√
)
, v˜(x) = (1 − λ)− 1p−1 v
(
x√
)
.1 − λ 1 − λ
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−u˜+ u˜ = |u˜|p−1u˜+ λ
1 − λ(v˜ − u˜),
−v˜ + v˜ = |v˜|p−1v˜ + λ
1 − λ(u˜− v˜).
(3.4)
The energy functional related to (3.4) is
Jλ(u˜, v˜) = 12‖u˜‖
2 + 1
2
‖v˜‖2 − 1
p + 1
∫
Rn
(|u˜|p+1 + |v˜|p+1)+ λ
2(1 − λ)
∫
Rn
(u˜− v˜)2. (3.5)
One can easily check that Jλ(u˜, v˜) = (1 − λ)
n
2 − p+1p−1 Ψλ(u, v). Therefore, ground state solutions
of (1.3) correspond to ground state solutions of (3.4) through the change of variables. So, it
suffices to prove that (u˜λ, v˜λ) = (U,U) for λ ∼ 1.
Since (u˜λ, v˜λ) are solutions of (3.4), they belong to the corresponding Nehari manifold M˜λ =
{(u, v) ∈ H \ {(0,0)}: 〈J ′λ(u, v), (u, v)〉 = 0}, i.e.
M˜λ =
{
(u, v) ∈ H \ {(0,0)}: ‖u‖2 + ‖v‖2
+ λ
(1 − λ)
∫
Rn
(u− v)2 =
∫
Rn
(|u|p+1 + |v|p+1)}. (3.6)
Moreover, we have that if (u, v) ∈ M˜λ,
Jλ(u, v) =
(
1
2
− 1
p + 1
)[
‖u‖2 + ‖v‖2 + λ
(1 − λ)
∫
Rn
(u− v)2
]
=
(
1
2
− 1
p + 1
)[ ∫
Rn
(|u|p+1 + |v|p+1)]. (3.7)
It is worth pointing out that if (u,u) ∈ M˜λ∗ for some λ∗ ∈ [0,1) then (u,u) ∈ M˜λ for all λ ∈ [0,1)
and
Jλ(u,u) = 2
(
1
2
− 1
p + 1
)
‖u‖2 = 2
(
1
2
− 1
p + 1
)∫
Rn
|u|p+1. (3.8)
Furthermore, the pair (U,U) is a solution of (3.4) for all λ ∈ [0,1) and, according to
Lemma 3.4(i), one has that
Jλ(U,U) = 2
(
1
2
− 1
p + 1
)
‖U‖2
= 2
(
1
2
− 1
p + 1
)∫
n
Up+1  Jλ(u,u), ∀(u,u) ∈ M˜λ. (3.9)
R
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‖u‖2 + ‖v‖2 
∫
Rn
(
up+1 + vp+1) C(‖u‖p+1 + ‖v‖p+1).
In particular, this implies that (u˜λ, v˜λ) is away from zero, uniformly for all λ ∈ [0,1). Moreover,
taking into account that (U,U) ∈ M˜λ for all λ ∈ [0,1), we deduce from (3.7) that
Jλ(u˜λ, v˜λ) Jλ(U,U) = 2
(
1
2
− 1
p + 1
)
‖U‖2 ≡ C.
Hence, still using (3.7),
‖uλ‖2 + ‖vλ‖2  Jλ(u˜λ, v˜λ)C.
So, up to a subsequence, we have that (u˜λ, v˜λ) ⇀ (u0, v0). Since u˜λ, v˜λ are ground states,
Lemma 3.6 applies and we can assume, for example, that u˜λ, v˜λ are both positive and ra-
dial. It follows that u˜λ → u0  0, v˜λ → v0  0 in Lp+1. If we also take into account (3.6)
and that (uλ, vλ) are away from zero, we conclude that (u0, v0) = 0. On the other hand,
λ
(1−λ)
∫
Rn
(uλ − vλ)2 is bounded, which implies that uλ − vλ → 0 in L2, whence u0 = v0. Let
us take t such that (tu0, tu0) ∈ M˜λ. Observe that t does not depend on λ; actually,
tp−1 = ‖u0‖
2 + ‖u0‖2∫
Rn
u
p+1
0 + vp+10
.
Then
tp−1  lim inf
λ→1
‖u˜λ‖2 + ‖v˜λ‖2∫
Rn
u˜
p+1
λ + v˜p+1λ
. (3.10)
Since
‖u˜λ‖2 + ‖v˜λ‖2∫
Rn
u˜
p+1
λ + v˜p+1λ

‖u˜λ‖2 + ‖v˜λ‖2 + λ1−λ
∫
Rn
(u˜λ − v˜λ)2∫
Rn
u˜
p+1
λ + v˜p+1λ
= 1,
it follows that t  1. Moreover,
Jλ(tu0, tu0) = tp+1
(
1
2
− 1
p + 1
)[ ∫
Rn
(
u
p+1
0 + up+10
)]= tp+1 lim
λ→1Jλ(u˜λ, v˜λ).
Then from Jλ(u˜λ, v˜λ) Jλ(tu0, tu0), we conclude that t  1.
Hence, t = 1, which implies that (u0, u0) ∈ M˜λ. It follows that u˜λ → u0, v˜λ → u0 strongly,
and λ1−λ
∫
Rn
(u˜λ − v˜λ)2 → 0 as λ → 1.
Observe that if u0 = U , (3.8) and (3.9) would imply
Jλ(u˜λ, v˜λ) = m˜λ → 2
(
1
2
− 1
p + 1
)∫
n
u
p+1
0 = Jλ(u0, u0) > Jλ(U,U).R
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In order to complete the proof of the lemma we need a further lemma. Let λ∗ > 0 be such that
λ∗
1−λ∗  p|Up−1|∞.
Lemma 3.12. Let λ ∈ [λ∗,1). Then Jλ has a strict local minimum at (U,U) in M˜λ ∩ (Xr ×Xr).
Proof. We first need to identify the tangent space:
T(U,U)M˜λ =
{
(u, v) ∈ (Xr ×Xr): 2〈u+ v,U 〉 = (p + 1)
∫
Rn
Up(u+ v)
}
.
Observe that this is equivalent to say that (u + v) is in the tangent space at U of the Nehari
manifold for the scalar problem. Since the Lagrange multiplier at (U,U) is equal to zero, the
second derivative at (U,U) can be computed just by the restriction to the tangent space; if
(u, v) ∈ T(U,U)M˜λ,
J ′′λ (U,U)
[
(u, v)
]2 = ‖u‖2 + ‖v‖2 −( ∫
Rn
pUp−1u2 + pUp−1v2
)
+ λ
1 − λ
∫
Rn
(u− v)2 = A+B,
where
A = 1
2
{
‖u+ v‖2 −
∫
Rn
pUp−1(u+ v)2
}
,
B = 1
2
{
‖u− v‖2 +
∫
Rn
(
λ
1 − λ − pU
p−1
)
(u− v)2
}
.
Observe that A c‖u + v‖2 since U is a strict minimum of the Nehari manifold for the scalar
problem. Moreover, the choice of λ implies that B  12‖u− v‖2, proving the lemma. 
Proof of Lemma 3.11 completed. Let λ ∈ [λ∗,1). Since (u˜λ, v˜λ) are ground states, we have
that
Jλ(u˜λ, v˜λ) Jλ(U,U). (3.11)
Take tλ ∈ R such that (tλu˜λ, tλv˜λ) ∈ M˜λ∗ :
t
p−1
λ =
‖u˜λ‖2 + ‖v˜λ‖2 + λ∗1−λ∗
∫
Rn
(u˜λ − v˜λ)2∫
Rn
u˜
p+1
λ + v˜p+1λ
= ‖u˜λ‖
2 + ‖v˜λ‖2 + λ∗1−λ∗
∫
Rn
(u˜λ − v˜λ)2
‖u˜ ‖2 + ‖v˜ ‖2 + λ ∫ (u˜ − v˜ )2  1.n λ 1−λ Rn λ λ
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∫
Rn
(u˜λ − v˜λ)2 → 0; hence, we have that tλ → 1. There-
fore, tλ(u˜λ, v˜λ) → (U,U). By using (3.7) and Lemma 3.12, we obtain for λ λ∗ and sufficiently
near to 1:
Jλ(u˜λ, v˜λ) =
(
1
2
− 1
p + 1
)[ ∫
Rn
(
u˜λ
p+1 + v˜p+1λ
)]
 tp+1λ
(
1
2
− 1
p + 1
)[ ∫
Rn
(
u˜λ
p+1 + v˜p+1λ
)]
= Jλ∗(tλu˜λ, tλv˜λ) Jλ∗(U,U) = Jλ(U,U).
This, together with (3.11), implies all previous inequalities are equalities. In particular, by
Lemma 3.12 we conclude that (u˜λ, v˜λ) = (U,U), provided λ is greater than a certain λ2 ∈
(0,1). 
We have shown that the ground state solutions for (1.3) with λ close to 1 are of the form:
Zλ =
{(
U1−λ(x − ξ),U1−λ(x − ξ)
)
: ξ ∈ RN}.
Zλ is a manifold of zeroes of the following operator:
Fλ :X ×X → X′ ×X′,
Fλ(u, v) =
(−u+ u− |u|p−1u− λv,−v + v − |v|p−1v − λu).
Lemma 3.13. If λ ∈ (λ∗,1), Zλ is non-degenerate at any point (U1−λ(· − ξ),U1−λ(· − ξ)).
Moreover, F ′λ(U1−λ(· − ξ),U1−λ(· − ξ)) has closed range.
Proof. As before, it suffices to take ξ = 0. First of all, we can easily compute:
T(U1−λ,U1−λ)Z = span
{(
∂U
∂xi
,
∂U
∂xi
)
, i = 1, . . . , n
}
.
On the other hand,
F ′λ(U1−λ,U1−λ)(φ,ψ) =
(−φ + φ − pUp−11−λ φ − λψ,−ψ +ψ − pUp−11−λ ψ − λφ).
Let (φ,ψ) belong to its kernel; by subtraction of the two equations, we get
−(φ −ψ)+ (φ −ψ)+ (λ− pUp−1λ )(φ −ψ) = 0.
Taking into account (3.3) and the choice of λ, we have that λ− pUp−1λ  0. Hence, φ −ψ = 0,
that is, φ = ψ . Moreover φ satisfies the equation
−φ + (1 − λ)φ − pUp−1φ = 0.1−λ
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∂xi
, i = 1, . . . , n}. Finally, one easily checks that
F ′λ(U1−λ,U1−λ) has closed range. 
4. A compactness lemma
In this section we deal with the behavior of the Palais–Smale sequences of Φ . This study will
be essential in our existence results. As before, also here it is understood that 0 λ < 1.
Lemma 4.1. Let (un, vn) ∈ H be a sequence such that:
(a) Φ(un, vn) is bounded,
(b) ∇Φ|Nλ(un, vn) → 0 strongly in H .
Then replacing (un, vn), if necessary, with a subsequence, there exists a solution (u¯, v¯) of (1.1),
a number k ∈ N ∪ {0}, k pairs of functions (u1, v1), (u2, v2), . . . , (uk, vk) and k sequences of
points {yjn}, yjn ∈ Rn, 1 j  k, satisfying
(i) |yjn | → ∞, |yjn − yin| → ∞ if i = j ;
(ii) (un, vn)−∑kj=1(uj (x − yjn), vj (x − yjn)) → (u¯, v¯) in H ;
(iii) Φ(un, vn) → Φ(u¯, v¯)+∑kj=1 Ψλ(uj , vj );
(iv) (uj , vj ), 1 j  k, are nontrivial solutions of (1.3), namely
{−u+ u = up + λv,
−v + v = vp + λu.
Moreover we agree that in the case k = 0 the above holds without (uj , vj ).
Remark 4.2. If λ = 0 (uncoupled problem), one of the components of the pairs (uj , vj ) could
be equal to zero. For instance, let u, v be two solutions of the scalar problem and consider the
sequence (u(x − ξn), v(x − ηn)) with |ξn| → ∞, |ηn| → ∞ and |ξn − ηn| → ∞. Then, this
sequence is a (PS) sequence which can be decomposed as in the lemma, with j = 2, (u1, v1) =
(u,0), (u2, v2) = (0, v), y1n = ξn, y2n = ηn. On the other hand, if λ > 0, from the study of the
limiting problem, we know that both components of the pairs (uj , vj ) must be different from
zero.
Proof. We first observe that, as in (2.4), there holds
Φ(un, vn)
(
1
2
− 1
p + 1
)[
(1 − λ)(‖un‖2 + ‖vn‖2)].
Since Φ(un, vn) is bounded and 1 − λ > 0, it follows that (un, vn) is bounded in H . We now
claim that
Φ ′(un, vn) → 0 in H. (4.1)
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F(u, v) := ‖u‖2 + ‖v‖2 −
∫
Rn
[(
1 + a(x))|u|p+1 + (1 + b(x))|v|p+1]− 2λ∫
Rn
uv,
we have
o(1) = ∇Φ|Nλ(un, vn) = Φ ′(un, vn)− σnF ′(un, vn),
for some σn ∈ R . Hence, taking the scalar product with (un, vn), we obtain
o(1) = 〈Φ ′(un, vn) ∣∣ (un, vn)〉+ σn〈F ′(un, vn) ∣∣ (un, vn)〉
= σn
〈
F ′(un, vn)
∣∣ (un, vn)〉.
Now being (un, vn) ∈ Nλ, by (2.1), we have
‖un‖2 + ‖vn‖2 − 2λ
∫
Rn
unvn  (1 − λ)
(‖un‖2 + ‖vn‖2) (1 − λ)ρ > 0, (4.2)
and so
〈
F ′(un, vn)
∣∣ (un, vn)〉= 2‖un‖2 + 2‖vn‖2
− (p + 1)
∫
Rn
[(
1 + a(x))|un|p+1 + (1 + b(x))|vn|p+1]− 4λ∫
Rn
unvn
= −(p − 1)
(
‖un‖2 + ‖vn‖2 − 2λ
∫
Rn
unvn
)
< −(p − 1)ρ < 0.
Thus σn → 0, moreover, by the boundedness of (un, vn), F ′(un, vn) is bounded, and (4.1) fol-
lows.
On the other hand, there exists (u¯, v¯) in H such that, up to a subsequence,
(un, vn)⇀ (u¯, v¯) in H and in Lp+1
(
R
n
)×Lp+1(Rn),(
un(x), vn(x)
)→ (u¯(x), v¯(x)) a.e. in Rn;
moreover one has that Φ ′(u¯, v¯) = 0. If (un, vn) → (u¯, v¯) strongly in H , we are done. So we can
assume that (un, vn) does not converge strongly to (u¯, v¯). Set
z1n(x) = un(x)− u¯(x), w1n(x) = vn(x)− v¯(x);
(z1n,w
1
n)⇀ (0,0), in H , and (z1n,w1n) does not converge strongly to (0,0) in H . By direct com-
putation, we obtain
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∥∥u¯+ z1n∥∥2 = ‖u¯‖2 + ∥∥z1n∥∥2 + o(1),
‖vn‖2 =
∥∥v¯ +w1n∥∥2 = ‖v¯‖2 + ∥∥w1n∥∥2 + o(1).
According to the Brezis–Lieb lemma [10], we deduce
|un|p+1Lp+1 = |u¯|
p+1
Lp+1 +
∣∣z1n∣∣p+1Lp+1 + o(1),
|vn|p+1Lp+1 = |v¯|
p+1
Lp+1 +
∣∣w1n∣∣p+1Lp+1 + o(1).
Moreover, by using [8, Lemma A.2] and [20, Lemma 8.1], respectively, we infer
a(x)
∣∣z1n∣∣p−1z1n → 0, b(x)∣∣w1n∣∣p−1w1n → 0 in X′.
|un|p−1un = |u¯|p−1u¯+
∣∣z1n∣∣p−1z1n + o(1) in X′,
|vn|p−1vn = |v¯|p−1v¯ +
∣∣w1n∣∣p−1w1n + o(1) in X′.
Hence, we have
Φ(un, vn) = Φ
(
u¯+ z1n, v¯ +w1n
)+ o(1)
= Φ(u¯, v¯)+Ψλ
(
z1n,w
1
n
)+ o(1), (4.3)
and, for all (h, k) ∈ H ,
o(1) = 〈Φ ′(un, vn) ∣∣ (h, k)〉= 〈Φ ′(u¯+ z1n, v¯ +w1n) ∣∣ (h, k)〉+ o(1)
= 〈Φ ′(u¯, v¯) ∣∣ (h, k)〉+ ∫
Rn
(∇z1n,∇h)+ ∫
Rn
z1nh+
∫
Rn
(∇w1n,∇k)+ ∫
Rn
w1nk
−
∫
Rn
∣∣z1n∣∣p−1z1nh− ∫
Rn
∣∣w1n∣∣p−1w1nk − λ[ ∫
Rn
hw1n +
∫
Rn
z1nk
]
+ o(1)
= 〈Ψ ′λ(z1n,w1n) ∣∣ (h, k)〉+ o(1), (4.4)
so that
Ψ ′λ
(
z1n,w
1
n
)= o(1) in H. (4.5)
Furthermore
0 = 〈Φ ′(un, vn) ∣∣ (un, vn)〉
= 〈Φ ′(u¯, v¯) ∣∣ (u¯, v¯)〉+ ∥∥z1n∥∥2 + ∥∥w1n∥∥2
− ∣∣z1n∣∣p+1Lp+1 − ∣∣w1n∣∣p+1Lp+1 − 2λ∫
n
z1nw
1
n + o(1)R
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Rn
z1nw
1
n + o(1)
= 〈Ψ ′λ(z1n,w1n) ∣∣ (z1n,w1n)〉+ o(1). (4.6)
Setting
δz = lim sup
n→∞
sup
y∈Rn
∫
B(y,1)
∣∣z1n∣∣p+1, δw = lim sup
n→∞
sup
y∈Rn
∫
B(y,1)
∣∣w1n∣∣p+1
let us show that δz+δw > 0. Otherwise, both of them are equal to zero, and then [20, Lemma 1.2]
implies that z1n → 0, w1n → 0 strongly in Lp+1(Rn). Then, using (4.6), we obtain that
0 (1 − λ)(∥∥z1n∥∥2 + ∥∥w1n∥∥2)

∥∥z1n∥∥2 + ∥∥w1n∥∥2 − 2λ∫
Rn
z1nw
1
n
= ∣∣z1n∣∣p+1Lp+1 + ∣∣w1n∣∣p+1Lp+1 = o(1).
On the other hand, by assumption, (z1n, w1n) does not converge strongly to (0,0), so we get to a
contradiction.
Suppose that δz > 0, for instance. Then, we may assume the existence of y1n ∈ Rn, such that∫
B(y1n,1)
∣∣z1n∣∣p+1 > δz2 .
Let us consider now (z1n(· + y1n),w1n(· + y1n)). We may assume that (z1n(· + y1n),w1n(· + y1n))⇀
(u1, v1) in H and (z1n(· + y1n),w1n(· + y1n)) → (u1, v1) a.e. on Rn. Since∫
B(0,1)
∣∣z1n(x + y1n)∣∣p+1 > δz2 ,
it follows from the Rellich theorem that∫
B(0,1)
∣∣u1(x)∣∣p+1dx  δz
2
,
and thus u1 = 0. But (z1n,w1n)⇀ (0,0) in H , so that (y1n) is unbounded, and, up to a subsequence,
we can assume that |y1n| → ∞. Furthermore, by using (4.5), we deduce that (u1, v1) is a weak
solution of (1.3). Finally, let us set(
z2n(x),w
2
n(x)
) := (z1n(x)− u1(x − y1n),w1n(x)− v1(x − y1n)).
Then we have
2834 A. Ambrosetti et al. / Journal of Functional Analysis 254 (2008) 2816–2845∥∥z2n∥∥2 = ‖un‖2 − ‖u¯‖2 − ∥∥u1∥∥2 + o(1),∥∥w2n∥∥2 = ‖vn‖2 − ‖v¯‖2 − ∥∥v1∥∥2 + o(1),
∣∣z2n∣∣p+1Lp+1 = |un|p+1Lp+1 − |u¯|p+1Lp+1 − ∣∣u1∣∣p+1Lp+1 + o(1),∣∣w2n∣∣p+1Lp+1 = |vn|p+1Lp+1 − |v¯|p+1Lp+1 − ∣∣v1∣∣p+1Lp+1 + o(1).
This implies
Ψλ
(
z2n,w
2
n
)= I(z2n)+ I(w2n)− λ∫
Rn
z2nw
2
n
= I(z1n)+ I(w1n)− [I(u1)+ I(v1)− λ∫
Rn
u1v1
]
− λ
∫
Rn
z1nw
1
n + o(1)
= Ψλ
(
z1n,w
1
n
)−Ψλ(u1, v1)+ o(1),
and hence, from (4.3), we obtain
Φ(un, vn) = Φ(u¯, v¯)+Ψλ
(
u1, v1
)+Ψλ(z2n,w2n)+ o(1). (4.7)
As before, by [8, Lemma A.2]
a(x)
∣∣z2n∣∣p−1z2n → 0, b(x)∣∣w2n∣∣p−1w2n → 0 in X′,
and by [20, Lemma 8.1]:∣∣z1n∣∣p−1z1n = ∣∣u1∣∣p−1u1 + ∣∣z2n∣∣p−1z2n + o(1) in X′,∣∣w1n∣∣p−1w1n = ∣∣v1∣∣p−1v1 + ∣∣w2n∣∣p−1w2n + o(1) in X′,
Therefore,
∇Ψλ
(
z2n,w
2
n
)= o(1) in H.
Now if ‖(z2n,w2n)‖ → 0 we are done, otherwise (z2n,w2n)⇀ 0 and not strongly, and we can repeat
the argument.
Iterating this procedure, we obtain sequences of points yjn ∈ Rn such that |yjn | → +∞, |yjn −
yin| → +∞ if i = j , as n → ∞, sequences of pairs of functions (zjn(x),wjn(x)) = (zj−1n (x) −
uj−1(x − yj−1n ),wj−1n (x)− vj−1(x − yj−1n )), j  2, such that(
z
j
n
(
x + yjn
)
,w
j
n
(
x + yjn
))→ (uj (x), vj (x)) weakly in H,
and (uj , vj ) is a weak solution of (1.3). Since Ψλ(uj , vj )  mλ for all j , then by (4.7) the
iteration must stop at some finite index. 
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Proof. First of all, recall that Ψλ(uj , vj )mλ for any (uj , vj ) nontrivial solution of (1.3). Take
(un, vn) a Palais–Smale sequence at level dλ <mλ, and apply Lemma 4.1 to that sequence. Since
Φ(un, vn) < mλ, we obtain that k = 0, and hence (un, vn) → (u¯, v¯). 
Corollary 4.4. If Φ(un, vn) → mλ, then either (un, vn) is relatively compact or the statement of
Lemma 4.1 holds with k = 1 and (u¯, v¯) = (0,0).
5. Proof of Theorem 1.1
In carrying out the proof of Theorem 1.1 we will understand that one between a and b is
not identically zero. Otherwise, the existence of a positive ground state follows trivially from
Lemma 3.2.
Proof of Theorem 1.1. As in the proof of Lemma 3.2, let us denote by (uλ, vλ) ∈ Mλ a positive
minimizer of Ψλ on Mλ. Let us remark that (vλ,uλ) is also a minimizer for Ψλ on Mλ and that,
from (2.2), we have:
mλ = Ψλ(uλ, vλ) = Ψλ(vλ,uλ) =
(
1
2
− 1
p + 1
)[
‖uλ‖2 + ‖vλ‖2 − 2λ
∫
Rn
uλvλ
]
.
Let t > 0, respectively τ > 0, be such that (tuλ, tvλ) ∈ Nλ, respectively (τvλ, τuλ) ∈ Nλ. Ac-
cording to (2.5),
tp−1 = ‖uλ‖
2 + ‖vλ‖2 − 2λ
∫
Rn
uλvλ∫
Rn
[(1 + a)|uλ|p+1 + (1 + b)|vλ|p+1] , (5.1)
τp−1 = ‖uλ‖
2 + ‖vλ‖2 − 2λ
∫
Rn
uλvλ∫
Rn
[(1 + a)|vλ|p+1 + (1 + b)|uλ|p+1] . (5.2)
We claim that one between t and τ is smaller than 1, provided a + b ≡ 0. To see this we argue
as follows. Since (uλ, vλ) and (vλ,uλ) ∈ Mλ then
‖uλ‖2 + ‖vλ‖2 − 2λ
∫
Rn
uλvλ =
∫
Rn
[|uλ|p+1 + |vλ|p+1]
and hence if, by contradiction, t  1 and τ  1, then∫
Rn
[
a|uλ|p+1 + b|vλ|p+1
]
 0, and
∫
Rn
[
a|vλ|p+1 + b|uλ|p+1
]
 0.
Since (A3) holds and uλ > 0, vλ > 0, when a + b ≡ 0 we infer∫
n
[
a|vλ|p+1 + b|uλ|p+1
]
> −
∫
n
[
a|uλ|p+1 + b|vλ|p+1
]
 0,R R
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cλ Φ(tuλ, tvλ) = t2
(
1
2
− 1
p + 1
)[
‖uλ‖2 + ‖vλ‖2 − 2λ
∫
Rn
uλvλ
]
<
(
1
2
− 1
p + 1
)[
‖uλ‖2 + ‖vλ‖2 − 2λ
∫
Rn
uλvλ
]
= mλ.
Applying Corollary 4.3, we infer that (1.1) has a positive ground state.
It remains to consider the case in which a = −b and ∫
Rn
au
p+1
λ =
∫
Rn
av
p+1
λ (otherwise we
conclude as before). In such a case (5.1) and (5.2) give, respectively, t = 1 and τ = 1. Then
(uλ, vλ) ∈ Nλ ∩Mλ and therefore (uλ, vλ) is a minimizer both for cλ and mλ. As a consequence,
(uλ, vλ) is a solution of {−u+ u = up + λv,
−v + v = vp + λu,
as well as of {−u+ u = (1 + a(x))up + λv,
−v + v = (1 − a(x))vp + λu.
This yields aupλ = avpλ = 0, a contradiction since a ≡ 0 (see the beginning of this section). The
proof is now complete. 
Remark 5.1. It is worth pointing out that the arguments of the proof of Theorem 1.1 require that
in the problem at infinity, the coefficients of |u|p−1u, |v|p−1v are equal. Actually, if (uλ, vλ) is a
ground state of the problem at infinity, we use the fact that (vλ,uλ) is also a solution, and we do
not know if this is true for a system in which the coefficients of |u|p−1u, |v|p−1v are different.
On the other hand, this restriction is not needed if we assume that a  0, b 0. Actually, it is
possible to check that in such a case a positive ground state of{
−u+ u = (a0 + a(x))|u|p−1u+ λv,
−v + v = (b0 + b(x))|v|p−1v + λu,
exists for all λ ∈ (0,1) even if a0 > 0, b0 > 0 are different constants.
6. Proof of Theorem 1.2
First of all, we need to introduce the functional
Φ˜a(u, v) = I (u)+ I (v)− 1
p + 1
∫
Rn
a(x)|u|p+1, (u, v) ∈ H,
the corresponding Nehari manifold
N˜a =
{
(u, v) ∈ H \ {(0,0)}: 〈Φ˜ ′a(u, v) ∣∣ (u, v)〉= 0},
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ma = inf
{
Φ˜a(u, v): (u, v) ∈ N˜a
}
.
Lemma 6.1. Let (A1)–(A2) hold and suppose that a  0, a ≡ 0. Then ma is achieved. Precisely
one has that ma = Φ˜a(za,0), where za is defined in Lemma 3.4(i).
Proof. We use Corollary 4.3 with b = 0 and λ = 0. In the present case we need to show that ma <
mλ=0. Notice that mλ=0 = I (U). Moreover, since (za,0) ∈ N˜a , it follows that ma  Φ˜a(za,0).
This and (3.1) imply
ma  Φ˜a(za,0) < I (U) = mλ=0.
Then ma is achieved at some (u, v) = (0,0) which is a solution of the decoupled system{−u+ u = (1 + a(x))|u|p−1u,
−v + v = vp.
It is clear that the only possible solutions with minimal energy are (u, v) = (za,0), or (u, v) =
(0,U). Using again (3.1) we conclude that ma = Φ˜a(za,0). 
Lemma 6.2.
(i) The map [0,1)  λ → mλ is strictly decreasing and continuous.
(ii) mλ → I (U) as λ ↘ 0 and mλ → 0 as λ ↗ 1.
Proof. (i) Given λ1 < λ2, let (ui, vi) ∈ Mλi be such that mλi = Ψλi (ui, vi), i = 1,2. Choose
t > 0 such that (tu1, tv1) ∈ Mλ2 , namely
tp−1 = ‖u1‖
2 + ‖v1‖2 − 2λ2
∫
Rn
u1v1∫
Rn
[|u1|p+1 + |v1|p+1] .
Since (u1, v1) ∈ Mλ1 we infer∫
Rn
[|u1|p+1 + |v1|p+1]= ‖u1‖2 + ‖v1‖2 − 2λ1 ∫
Rn
u1v1
> ‖u1‖2 + ‖v1‖2 − 2λ2
∫
Rn
u2v2.
Therefore, t < 1 and, using (2.3), we find
mλ2  Ψλ2(tu1, tv1) =
(
1
2
− 1
p + 1
)
tp+1
∫
Rn
[|u1|p+1 + |v1|p+1]
<
(
1
2
− 1
p + 1
)∫
n
[
|u1|p+1 + |v1|p+1
]
= mλ1 .R
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Ψλ(uλ, vλ) = mλ (see Lemma 3.2), we take tn > 0 in such a way that (tnuλ, tnvλ) ∈ Mλn . One
has that
Ψλn(tnuλ, tnvλ) = tp−1n
(
1
2
− 1
p + 1
)[
‖uλ‖2 + ‖vλ‖2 − 2λ
∫
Rn
uλvλ
]
= tp−1n Ψλ(uλ, vλ).
Moreover, from (2.5) it immediately follows that tn → 1 and thus
Ψλn(tnuλ, tnvλ) → Ψλ(uλ, vλ) = mλ.
Since mλn  Ψλn(tnuλ, tnvλ), we get lim supmλn mλ. On the other hand, let (uλn, vλn) ∈ Mλn
be such that Ψλn(uλn, vλn) = mλn and let sn be such that (snuλn, snvλn) ∈ Mλ. As before, sn → 1
and |Ψλ(snuλn, snvλn)−mλn | → 0 which yields mλ  lim infmλn .
(ii) As λ → 0 the result follows trivially by continuity. Moreover, the pair (U1−λ,U1−λ) is
a critical point of Ψλ for every 0  λ  1. Then 0 < mλ  Ψλ(U1−λ,U1−λ) for all 0  λ < 1.
Since Ψλ(U1−λ,U1−λ) → 0 as λ → 1, we infer that mλ → 0 as λ ↗ 1. 
Corollary 6.3. There exists a unique λ∗ ∈ (0,1) such that mλ∗ = ma , mλ >ma if λ ∈ (0, λ∗) and
mλ <ma if λ ∈ (λ∗,1).
Proof. It suffices to remark that, according to Lemmas 6.1 and 3.4, one has that 0 < ma =
Ψa(za,0) < I (U). 
Lemma 6.4. For all λ ∈ (0,1) there holds cλ < ma .
Proof. Since Φ(za,0) = Φ˜a(za,0) = ma and since (za,0) ∈ Nλ ∩ N˜a we immediately deduce
that cλ  ma . If cλ = ma , (za,0) is also a minimizer of Φ on Nλ and hence satisfies (1.1) and
this is not possible. 
We are now in position to prove Theorem 1.2.
Proof of Theorem 1.2. Suppose that a  0, a ≡ 0. If 0 < λ λ∗, Corollary 6.3 and Lemma 6.4
yield cλ < ma mλ. Applying Corollary 4.3, the result follows. 
7. Existence of bound states
Throughout this section we fix any λ ∈ (0,1) and assume that a  0, b  0, a + b ≡ 0. The
next lemma shows that, in such case, there is no critical point at the level cλ.
Lemma 7.1. There holds cλ = mλ and cλ is not attained.
Proof. Take (uλ, vλ) ∈ H a ground state for (1.3), that is, (uλ, vλ) ∈ Mλ, Ψλ(uλ, vλ) = mλ. Take
yn ∈ RN , |yn| → +∞, and define:(
un(x), vn(x)
)= tn(uλ(x + yn), vλ(x + yn)) ∈ R,
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t
p−1
n =
∫
Rn
[|uλ(x + yn)|p+1 + |vλ(x + yn)|p+1]dx∫
Rn
[(1 + a(x))|uλ(x + yn)|p+1 + (1 + b(x))|vλ(x + yn)|p+1]dx .
It is quite clear that tn → 1 for n → +∞. Hence, Φ(un, vn) → mλ, and this implies that cλ mλ.
We now show the other inequality: take any (u, v) ∈ Nλ, and t ∈ R such that t (u, v) ∈ Mλ, that
is
tp−1 =
∫
Rn
[(1 + a)|u|p+1 + (1 + b)|v|p+1]∫
Rn
[|u|p+1 + |v|p+1]  1.
Therefore, mλ  Ψλ(tu, tv)  Φ(u,v). Moreover, if the equality holds, this implies that t = 1
and (u, v) is a ground state solution of (1.3), and hence both components are strictly positive.
But in that case
∫
Rn
[a|u|p+1 + b|v|p+1] cannot be equal to zero, and this means that t < 1. 
By the previous lemma, we can only expect to find solutions at levels greater than cλ and
we shall not use any more a minimization procedure on the Nehari manifold, but a convenient
min-max scheme. In order to do that, we introduce the definition of the barycenter of a pair
(u, v) ∈ H . First, let us remind the definition of the barycenter of a function u ∈ X − {0}, given
in [13]. Setting
μ(u)(x) = 1|B1|
∫
B1(x)
∣∣u(y)∣∣dy, μ(u) ∈ L∞ and is continuous;
uˆ(x) =
[
μ(u)(x)− 1
2
maxμ(u)
]+
, uˆ ∈ C0
(
R
N
);
we define the barycenter of u by setting
β˜(u) = 1|uˆ|L1
∫
Rn
xuˆ(x) dx ∈ RN.
Since uˆ has compact support, β˜(u) is well defined. Moreover, the following properties hold:
1. β˜ is continuous in X − {0}.
2. If u is a radial function, β˜(u) = 0.
3. For any t = 0, u ∈ X − {0}, β˜(tu) = β˜(u).
4. Given y ∈ RN , and setting uy(x) = u(x − y), we have that β˜(uy) = β˜(u)+ y.
We now define the barycenter of a pair (u, v) ∈ H − {(0,0)}:
β(u, v) = 1|uˆ|L1 + |vˆ|L1
∫
n
x
(
uˆ(x)+ vˆ(x))dx ∈ RN.R
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β(u, v) = |uˆ|L1|uˆ|L1 + |vˆ|L1
β˜(u)+ |vˆ|L1|uˆ|L1 + |vˆ|L1
β˜(v).
As before, β is a well-defined continuous map from H −{(0,0)} onto RN and verifies analogous
properties than 1–4 before.
Let us define:
b0 = inf
{
Φ(u,v): (u, v) ∈ Nλ, β(u, v) = 0
}
.
Clearly, b0  cλ. Roughly speaking, minimizing sequences for cλ have barycenters that go to
infinity: therefore, b0 should be strictly greater than cλ. This is stated and proved in the next
lemma.
Lemma 7.2. b0 > cλ.
Proof. Suppose, by contradiction, that b0 = cλ; this means that there exists a sequence (un, vn) ∈
Nλ, β(un, vn) = 0, such that Φ(un, vn) → cλ = mλ. By the Ekeland variational principle, see
[15] and [20, Theorem 8.5] there exists another sequence (u˜n, v˜n) ∈ Nλ, such that:
1. Φ(u˜n, v˜n) → mλ.
2. ∇Φ|Nλ(u˜n, v˜n) → 0.
3. ‖(u˜n, v˜n)− (un, vn)‖ → 0.
By the first steps of the proof of Lemma 4.1, we have that Φ ′(u˜n, v˜n) → 0. It can be easily
checked that Φ ′′ maps bounded sets onto bounded sets; by the mean value theorem, we deduce
that also Φ ′(un, vn) → 0. Then Corollary 4.4 and Lemma 7.1 yield(
un(x), vn(x)
)= (uλ(x − yn), vλ(x − yn))+ o(1),
where yn ∈ RN , |yn| → +∞, and (uλ, vλ) is a ground state solution of (1.3). By making a
translation, we can write:(
un(x + yn), vn(x + yn)
)= (uλ(x), vλ(x))+ o(1).
We now compute the barycenter of both terms. First, by the property 4 of the barycenter,
β
(
un(x + yn), vn(x + yn)
)= β(un, vn)+ yn = yn.
On the other hand, by continuity,
β
((
uλ(x), vλ(x)
)+ o(1))→ β(uλ, vλ),
which is a fixed quantity. Since |yn| → +∞, we get a contradiction. 
Fixed (uλ, vλ) a radially symmetric positive ground state of (1.3), we define the operator
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Γ [y](x) = ty
(
uλ(x − y), vλ(x − y)
)
,
where ty ∈ R is chosen so that Γ [y] ∈ Nλ:
t
p−1
y =
∫
Rn
[|uλ(x + y)|p+1 + |vλ(x + y)|p+1]dx∫
Rn
[(1 + a(x))|uλ(x + y)|p+1 + (1 + b(x))|vλ(x + y)|p+1]dx . (7.1)
By the properties 3 and 4 of the barycenter we get β(Γ [y]) = β(uλ(x − y), vλ(x − y)) =
β(uλ, vλ)+ y. In addition, property 2 yields β(uλ, vλ) = 0, and we deduce
β
(
Γ [y])= y. (7.2)
Moreover, we have:
Lemma 7.3. Φ(Γ [y]) → cλ for |y| → +∞.
Proof. It is quite clear that
∫
Rn
a(x)|uλ(x − y)|p+1 → 0,
∫
Rn
b(x)|vλ(x − y)|p+1 → 0 when
|y| → +∞. Therefore, ty → 1, and moreover:
Φ
(
Γ [y])−Ψλ(uλ, vλ) → 0.
Since cλ = mλ = Ψλ(uλ, vλ), we are done. 
As we said before, we intend to use a min-max scheme in order to find solutions. By
Lemma 4.1, the Palais–Smale condition fails, for instance, at any critical value of the limit prob-
lem (1.3). However, as pointed out in Remark 3.3(ii) and (iii), the solution set of the autonomous
system (1.3) is complicated and, in contrast to the case of a single equation, we need to make a
hypothesis, in order to assure that our min-max value will not coincide with any of the critical
values of (1.3). Precisely, we assume that
mλ is an isolated critical level of Ψλ. (B1)
Let us define mˆλ = inf{m > mλ: m is a critical value of Ψλ}, and m¯λ = min{mˆλ,2mλ}. If (B1)
holds then m¯λ > mλ.
Remark 7.4. Some numerical calculation in [1] seem to indicate that, for n = 1,p = 3, mλ <
Ψλ(U1−λ,U1−λ) if 0 < λ 35 , mλ = Ψλ(U1−λ,U1−λ) if 35 < λ< 1, while
mˆλ =
{
Ψλ(U1−λ,U1−λ) if 0 < λ 35 ,
Ψλ(U1+λ,−U1+λ) if 35 < λ< 1.
Hence (B1) holds for all λ ∈ (0,1) excepting λ = 35 . Below we will show that (B1) holds for
λ ∼ 0 as well as for λ ∼ 1.
The fact that mλ is isolated provides us with a range of values greater than mλ such that the
(PS) property holds.
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Proof. Take a (PS)d sequence (un, vn), and apply Lemma 4.1. Up to a subsequence, we have
(un, vn)−
k∑
j=1
(
uj
(
x − yjn
)
, vj
(
x − yjn
))→ (u¯, v¯) in H,
where (uj , vj ) are solutions of (1.3), {yjn} are diverging sequences and (u¯, v¯) is a solution
of (1.1). Moreover, recall that Φ(un, vn) → d and
Φ(un, vn) = Φ(u¯, v¯)+
k∑
j=1
Ψλ
(
uj , vj
)+ o(1).
Since d < 2mλ, we have that k < 2. Moreover, if k = 1 there are two possibilities:
1. (u¯, v¯) = (0,0), which implies that Φ(u¯, v¯) cλ = mλ and hence Φ(un, vn) 2mλ.
2. (u¯, v¯) = (0,0), which implies that Φ(un, vn) → Ψλ(u1, v1).
In both cases we get a contradiction, since d ∈ (mλ, m¯λ). So, k = 0 and this implies that (un, vn)
converges strongly to (u¯, v¯). 
Lemma 7.6. Assume (B1) and
max
{|a|L∞, |b|L∞}< 1 −(mλ
m¯λ
) p−1
2
. (B2)
Then, Φ(Γ [y]) < m¯λ for any y ∈ RN .
Proof. Recall that Γ [y] ∈ Nλ. Hence, (2.2) implies that
Φ
(
Γ [y])= (1
2
− 1
p + 1
)
t2y
[
‖uλ‖2 + ‖vλ‖2 − 2λ
∫
Rn
uλvλ
]
= t2ymλ.
Therefore, it suffices to estimate ty . Recall that ty is given by
t
p−1
y =
∫
Rn
[|uλ(x + y)|p+1 + |vλ(x + y)|p+1]dx∫
Rn
[(1 + a(x))|uλ(x + y)|p+1 + (1 + b(x))|vλ(x + y)|p+1]dx .
We consider the denominator:∫
Rn
[(
1 + a(x))∣∣uλ(x + y)∣∣p+1 + (1 + b(x))∣∣vλ(x + y)∣∣p+1]dx

(
1 − max{|a|L∞ , |b|L∞})∫
n
(|uλ|p+1 + |vλ|p+1).
R
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t
p−1
y <
1
1 − max{|a|L∞ , |b|L∞} .
By using (B2), we obtain
Φ
(
Γ [y])mλ( 11 − max{|a|L∞ , |b|L∞}
) 2
p−1
< m¯λ. 
With all the previous results, we can now prove the following general result.
Theorem 7.7. Let 0 < λ < 1, a(x)  0, b(x)  0, a + b ≡ 0, and suppose that (B1), (B2) are
satisfied. Then, problem (1.1) has a positive solution.
Proof. By Lemmas 7.2, 7.3 there exists ρ¯ > 0 such that for any ρ  ρ¯,
mλ < max|y|=ρ Φ
(
Γ [y])< b0. (7.3)
In order to apply the Linking theorem, we take:
Q = Γ (B¯(0, ρ¯)), S = {(u, v) ∈ Nλ: β(u, v) = 0}.
Let us show that ∂Q and S link. Clearly, (7.2) implies that ∂Q ∩ S = ∅. We need to show that
h(Q)∩ S = ∅ for any h ∈H, where
H= {h ∈ C(Q,Nλ): h|∂Q = Id}.
Given such map h, we can define
T : B¯(0, ρ¯) → RN, T (y) = β ◦ h ◦ Γ [y].
T is a continuous map and for any |y| = ρ¯, we have that Γ [y] ∈ ∂Q, hence h ◦ Γ [y] = Γ [y],
and finally T (y) = y. By the Brouwer fixed point theorem, there exists y ∈ B(0, ρ¯) such that
T (y) = 0, and this means that h(Γ [y]) ∈ S. Therefore h(Q)∩ S = ∅ as claimed.
Eq. (7.3) reads as b0 = infS Φ > max∂QΦ . Let us define:
d = inf
h∈H
max
(u,v)∈Q
Φ
(
h(u, v)
)
 b0.
In particular, d >mλ. Moreover, if we take h = Id and use Lemma 7.6, we conclude that d < m¯λ.
By Lemma 7.5 we know that the condition (PS)d holds. With all this, the Linking theorem, see
e.g. [4, Theorem 8.22] or [18, Theorem 8.4], implies that d is a critical value of Φ .
This proves the existence of a nontrivial solution. In order to get a positive solution, it suffices
to repeat the whole procedure to the functional
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2 + 1
2
‖v‖2
− 1
p + 1
∫
Rn
{(
1 + a(x))(u+)p+1 + (1 + b(x))(v+)p+1}− λ∫
Rn
uv.
It can be checked that Lemmas 4.1, 7.2, 7.3, 7.6 can be applied to Φ+. Therefore, by Theorem 7.7,
we get a solution of the problem{
−u+ u = (1 + a(x))(u+)p + λv,
−v + v = (1 + b(x))(v+)p + λu. (7.4)
The addition of both equations yields:
−(u+ v)+ (1 − λ)(u+ v) = (1 + a(x))(u+)p + (1 + b(x))(v+)p.
Since λ ∈ (0,1), by the maximum principle we conclude that u+ v > 0.
We now add λu to both terms in the first equation of (7.4):
−u+ (1 + λ)u = (1 + a(x))(u+)p + λ(u+ v) > 0.
By using again the maximum principle, u > 0. In the same way we show that v > 0, and hence
(u, v) is a positive solution of (7.4). 
We end this section by proving Theorem 1.3. Actually, Theorem 1.3 will be deduced by The-
orem 7.7, by proving that (B1) holds for λ near 0 and 1. For this we will use the results found in
Section 3.2.
Lemma 7.8. There exists λ1 > 0 such that for all λ ∈ (0, λ1), (B1) holds.
Proof. By contradiction, suppose that there exist λk → 0, λk > 0, such that the ground
state levels mλk are not isolated: there exists (ukj , vkj ) ∈ H satisfying: (i) Ψ ′λk (ukj , vkj ) = 0,(ii) Ψλk (ukj , vkj ) > mλk , and (iii) Ψλk (ukj , vkj ) → mλk .
As in Lemma 4.1, there exists ykj ∈ Rn such that (u¯kj (x), v¯kj (x)) := (ukj (x − ykj ), vkj (x −
ykj )) converges to some (uk, vk) strongly. Moreover, Ψλk (uk, vk) = mλk . Using Lemma 3.8,
(uk, vk) is a ground state which is equal up to translation to, say, (uˆλk , vˆλk ) and hence
(uk, vk) → (U,0) as k → ∞. As a consequence, (ukj , vkj , λk) → (U,0,0) in X = X × X × R.
Let us remind that in Section 3.2, we introduced the map F :X → X′ × X′, whose zeros
are the solutions of (1.3), and the manifold Z = {(uˆλk (x − ξ), vˆλk , λ)} of the ground states.
By (i) F(ukj , vkj , λk) = (0,0). Moreover, by Lemma 3.9 Z is non-degenerate at (U,0,0) and
F ′(U,0,0) has closed range. Then we can use Lemma 3.7 to infer that (ukj , vkj , λk) ∈ Z. It
follows that Ψλk (ukj , vkj ) = mλk , in contradiction with (ii). 
Lemma 7.9. There exists 0 < λ2 < 1 such that for all λ ∈ (λ2,1), (B1) holds.
Proof. The proof is quite similar to the previous one. By contradiction, fixed λ ∈ (λ2,1), there
exists (uj , vj ) ∈ H such that ( j) Ψ ′λ(uj , vj ) = 0, ( jj) Ψλ(uj , vj ) > mλ, ( jjj) Ψλ(uj , vj ) → mλ.
Moreover, (uj , vj ) converges to some ground state (uλ, vλ). Since λ ∈ (λ2,1), Lemma 3.11
A. Ambrosetti et al. / Journal of Functional Analysis 254 (2008) 2816–2845 2845applies and hence (uλ, vλ) is equal up to translation to, say, (U1−λ,U1−λ). Using the map
Fλ :X × X → X′ × X′ and the manifold Zλ = {(U1−λ(x − ξ),U1−λ(x − ξ))}, Lemma 3.13
allows us to apply once more Lemma 3.7 to infer that (uj , vj ) ∈ Zλ, whence Ψλ(uj , vj ) = mλ, a
contradiction with ( jj). 
Proof of Theorem 1.3. It suffices to remark that Lemmas 7.8 and 7.9 allow us to apply Theo-
rem 7.7. 
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