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Abstract—PageRank has been widely used to measure the authority or the influence of a user in social networks. However,
conventional PageRank only makes use of edge-based relations, which represent first-order relations between two connected nodes. It
ignores higher-order relations that may exist between nodes. In this paper, we propose a novel framework, motif-based PageRank
(MPR), to incorporate higher-order relations into the conventional PageRank computation. Motifs are subgraphs consisting of a small
number of nodes. We use motifs to capture higher-order relations between nodes in a network and introduce two methods, one linear
and one non-linear, to combine PageRank with higher-order relations. We conduct extensive experiments on three real-world networks,
namely, DBLP, Epinions, and Ciao. We study different types of motifs, including 3-node simple and anchor motifs, 4-node and 5-node
motifs. Besides using single motif, we also run MPR with ensemble of multiple motifs. We also design a learning task to evaluate the
abilities of authority prediction with motif-based features. All experimental results demonstrate that MPR can significantly improve the
performance of user ranking in social networks compared to the baseline methods.
Index Terms—User Ranking, Higher-order relations, Motif, PageRank.
F
1 INTRODUCTION
Online social networks have become a ubiquitous platform for
people to share their opinions and thus exert influence on each
other. Through analyzing a social network, we can rank users
for different purposes, e.g., finding opinion leaders [2], influential
users [3], [4], and trustworthiness of users [5]. PageRank [6] has
been very successful in computing the authority of webpages in
a webgraph, and have been demonstrated to be useful for ranking
users in social networks [7], [8], [9], [10], [4]. The original
PageRank [6] is applied to unweighed graph, which assumes all
outgoing links from a node have the same weight, and weighted
PageRank, i.e., assigning different weights to different outgoing
links from a node, have been shown more effective for ranking
researchers in citation networks [7], [8], [9], [10].
Despite the success of the PageRank algorithm in ranking
users in social network, there is a major problem facing it, includ-
ing the binary, i.e,, original, and weighted PageRank algorithms.
That is, the weights are calculated based on the direct relations
between two nodes, e.g., the frequency of a researcher citing
another one in a citation network, or assigning larger weights to a
link pointing by a more influential user in Twitter. In this paper,
the direct relation between two nodes are termed as first-order
relation. Then, the problem is that existing PageRank algorithms
only consider the first-order relations between two nodes, while
ignoring higher-order relations captured by local structures, or
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called network motif, which have been demonstrated important in
complex networks [11], [1].
We use a concrete example to illustrate this problem. Fig-
ure 1(a) depicts a social trust network, where a link from user ui
to user uj means that ui trusts uj . Considering direct links alone,
PageRank assumes that u2, u3 and u4 have the same influence
on u1 because the direct links are unweighted. However, when
considering the local structure, i.e., the triangle containing u1,
u2, and u3, we can observe that comparing to u4, u2 and u3
should have larger influence on u1. This is because u2 and u3
have mutual influence on each other, and in addition to the direct
links, their influence on u1 can also pass through the indirect
links. This phenomenon is consistent with the observation that
trianglular relations are indicator of strong social relations [12],
[13].
In this paper, we argue that the weights of the links between
directly connected users should be adjusted based on the local
structures they participate in. To achieve this, we propose a novel
framework, called Motif-based PageRank (MPR), for the task of
user ranking, which combines both first-order and higher-order
relations in a social network. In Figure 1(b), we show seven
typical 3-node motifs, in which M6 characterizes the triangular
structure in the above example. Note that we also refer to the
first-order relations as edge-based relations, denoted by Medge in
Figure 1(b). In MPR, we first compute the motif-based adjacency
matrix, which captures the pairwise relations between two nodes
in a specific motif. Then, we combine the motif-based adjacency
matrix with the edge-based adjacency matrix to re-weigh the links
between users. Thus, we can incorporate higher-order relations
into authority computation performed by the conventional PageR-
ank algorithm.
Preliminary results of this paper have been reported in [14].
In this full version, in additional to 3-node simple motifs, we
also study the performance of other types of motifs, including 3-
node anchor motifs, 4-node and 5-node simple motifs, which are
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2(a) Example graph. (b) Triangular motifs.
Fig. 1. (a) is an directed graph with 4 nodes. (b) includes all triangular motifs in a directed unweighted graph. Note that we use Medge to represent
the edge-based relation, and indices 1, 2, 3 are used to represent the position of a node in a motif. Note that there is no strict rules to name a motif,
and we adopt the names for triangular motifs from [1].
discussed in Section 3. We propose different algorithms to com-
pute the motif-based adjacency matrices. Besides, we propose a
non-linear combination method to integrate edge-based and motif-
based relations. Furthermore, we design an ensemble method to in-
corporate multiple motifs simultaneously. Finally, we conduct ex-
tensive experiments to demonstrate the effectiveness of the above
methods. Experiments on an academic citation dataset, DBLP,
and two trustworthiness datasets, Epinions and Ciao, to extract
influential or trustworthy users by the number of users who trust
them. The results show that motif-based and edge-based relations
are complementary to each other in computing the authority of a
user in a social network. MPR significantly outperforms conven-
tional PageRank and other baselines for the task of user ranking in
social networks. Moreover, we design a learning task of authority
prediction in social networks, which also demonstrate the useful-
ness of motif-based features. The code of this work is available at
https://github.com/HKUST-KnowComp/Motif-based-PageRank.
The rest of the paper is organized as follows. In Section 2, we
first review the existing works on PageRank and motif analysis in
complex networks. Then we introduce in detail MPR in Section 3.
In Section 4, we further present our experimental results as well as
the analysis. In Section 5, we design a learning task to evaluate the
abilities of authority prediction with motif-based features. Finally,
we conclude our work in Section 6.
2 RELATED WORK
In this section, we introduce related work on authority computa-
tion with PageRank and motif in complex networks.
2.1 PageRank
PageRank was first introduced to rank webpages on the Inter-
net [6]. Apart from ranking webpages, PageRank has been used in
many other domains [15], such as citation network analysis [16]
and link prediction [17]. In [4], Xiang et.al. explicitly connected
PageRank with social influence model and showed that authority
is equivalent to influence under their framework. Thus, PageRank
can also help to select influential nodes in networks. Moreover,
PageRank has been used to identify opinion leaders [2] and
find trustworthy users [5] in social networks. Besides, weighted
PageRank has been demonstrated effective for ranking researchers
in citation networks [7], [8], [9], [10]. Compared to our work, all
of the previous studies only considered direct edges in PageRank
computation and ignored higher-order relations among multiple
nodes.
2.2 Motif in Complex Networks
Motif characterizes higher-order relations in complex networks
and is also associated with other names such as graphlets or
subgraphs. Network motif was first introduced in [11]. It has
been shown to be useful in many applications such as social
networks [18], [19], [20], scholar networks [21], biology [22],
neuroscience [23], and temporal networks [24]. Besides, most of
the previous work focused on how to efficiently count the number
of motifs in complex networks [25], [26], [27], [28], [29], [30].
Recently, it was proven that motifs can also be used for graph
clustering or community detection [1], [31]. In [21], Wang et.al.
proposed to measure the importance of a node in a network by
its participation in different motifs. In [32], Zhang et.al. proposed
to predict users’ behaviors based on structural influence, i.e., the
influence from a specific structure he/she appears. Compared to
these previous studies, we utilize motif to explore the higher-
order relations in pairs of nodes and incorporate them into the
node authority computation with PageRank. In other words, we
consider motifs from a global perspective while previous works
only consider local motif structures of the nodes.
3 MOTIF-BASED PAGERANK
In this section, we introduce in detail our framework and algo-
rithm.
3.1 Problem Formulation
PageRank [6] was initially proposed to compute the authority of
a webpage given the webgraph. Generally speaking, the authority
3of a node p (webpage) depends on the number of incoming edges
(hyperlinks) and the authority of nodes q pointing to p. Let G =
(U , E ,W), where U = {ui|i = 1, , ..., N} is the node set, and
E = {eij |i, j = 1, ..., N} is the edge set, where eij is an edge
from ui to uj . According to [6], the PageRank value xui of a node
ui is defined in an iterative manner as:
xui = d ·
∑
uj∈F−(ui)
xuj
|F+(uj)| + (1− d), (1)
where F−(ui) is the set of nodes pointing to ui, and F+(uj) is
the set of nodes pointed by uj . d ∈ (0, 1) is a damping factor,
which assigns some weights to nodes without incoming edges.
When stacking all PageRank values into a vector x, the equation
becomes
x = d ·PTx+ 1− d
N
e, (2)
where x ∈ RN and xi is the PageRank value of the i-th node
in G, and N is the number of nodes. e ∈ RN is a vector with
every entry equal to 1. P is the transition probability matrix
obtained by Pij = Wij/
∑
jWij , where W is the adjacency
matrix of the graph and Wij represents the weight of eij . For a
directed unweighted graph, Wij = 1 if eij exists and Wij = 0
otherwise. In [6], a simple iterative algorithm is used to compute
the PageRank vector
xt = d ·PTxt−1 + 1− d
N
e, (3)
where xt is the PageRank vector in step t. In [33], Bianchini et.al.
proved that this iterative computation always converges, thus we
obtain the PageRank value for each node in the graph.
Given a social network G, the PageRank value of each user
represents his/her influence, and Wij represents the existence or
strength of friendship between user ui and uj . From Eq. (2), we
can see that W affects the transition probability matrix P, thus
the final PageRank values. In previous works [7], [8], [9], [10],
weighted PageRank has been shown to be effective for ranking
researchers in citation networks. However, no matter original
or weighted PageRank, the weights are calculated based on the
direct relations between two researchers, e.g., the frequency of a
researcher citing another one, or assigning more weights to more
influential researchers. In other words, they only consider the first-
order relations between two nodes, while ignoring higher-order
relations captured by motifs. As shown in Figure 1(a), assuming
it is a unweighted directed graph, if we consider directed edges
only, W12 and W14 have the same weights because u2, u3 and
u4 have the same influence on u1. However, if we also consider
the triangular structure u1 and u2 participate in, it is clear that the
u2 has higher influence on u1 than u4. Therefore, W12 should
be larger than W14. Therefore, it is desirable if the weight can
incorporate information about the higher-order relations.
In the rest of this section, we first introduce the formal
definition of motif for characterizing higher-order relations. Then,
we give the definition of motif-based adjacency matrix and the
computation methods for different types of motifs, including 3-
node simple and anchor motifs, 4-node and 5-node motifs. Finally,
we describe the MPR framework, which combines the edge-based
and motif-based adjacency matrices in linear and non-linear ways.
3.2 Motif Definitions
We adopt the definitions of network motif and motif set from [34].
Fig. 2. An example motifM6 from Figure 1(b).M6 is a simple motif since
the anchor set A includes all of the nodes in M6. B is the binary matrix
recording the edge pattern of M6.
Definition 1. Network Motif. A motif M is defined on k nodes
by a tuple (B,A), where B is a k × k binary matrix, and A ⊂
{1, 2, ..., k} specifies the anchor set, which is the set of the indices
of the anchor nodes.
Essentially, motif can be regarded as a pattern of edges on a
small number of nodes from a graph. Here B represents a graph
encoding the edge patterns between the k nodes, and A denotes
a subset of the k nodes for defining the motif-based adjacency
matrix. In other words, two nodes will be regarded as occurring in
a given motif only when their indices belong toA. Usually, anchor
nodes are all of the k nodes. In this case, the motif is called simple
motif ; otherwise, it is called anchored motif. In Figure 1(b), we
show 7 simple motifs, while in Figure 4, we show 13 anchor
motifs.
Given a motif definition, we can define the set of motif
instances as follows.
Definition 2. Motif Set. The motif set, denoted as M(B,A),
is defined in an unweighted directed graph G with an adjacency
matrix W as:
M(B,A) = {(set(v), set(χA(v)))|v ∈ V k,
v1, ...,vk, distinct,Wv = B}.
where v is an ordered vector representing the indices of k nodes,
and Wv is the k×k adjacency matrix of the subgraph induced by
v. χA is a selection function that takes the subset of a k-tuple in-
dexed byA, and set(·) is an operator that transforms an ordered tu-
ple to an unordered set, set((v1,v2, ...,vk)) = {v1,v2, ...,vk}.
The set operator is used to avoid duplicates whenM(B,A) is
defined for motifs exhibiting symmetries. Therefore, we will just
use (v, χA(v)) to denote (set(v), set(χA(v))) when we discuss
elements ofM(B,A). When B andA are arbitrary or clear from
the context, we will simply denote the motif set byM. Then, any
(v, χA(v)) ∈M is called a motif instance.
3.3 Motif-based Adjacency Matrix
In this work, we propose to use motif to capture the higher-
order relations between the nodes in a graph. Following the
definition in [34], when given a motif set M(B,A), we use
the co-occurrence of two nodes in the anchor set to capture the
corresponding higher-order relations. The motif-based adjacency
matrix or co-occurrence matrix of a motifM is defined as:
(WM )ij =
∑
(v,χA(v))∈M
1({i, j} ⊂ χA(v)), (4)
4TABLE 1
Computation of motif-based adjacency matrices for M1 to M7 in Figure 1(b). The computation is given in [34].
Motif Matrix Computation WMi =
M1 C = (U ·U)UT C+CT
M2 C = (B ·U)UT + (U ·B)UT + (U ·U)B C+CT
M3 C = (B ·B)U+ (B ·U)B+ (U ·B)B C+CT
M4 C = (B ·B)B C
M5 C = (U ·U)U+ (U ·UT )U+ (UT ·U)U C+CT
M6 C = (U ·B)U+ (B ·UT )UT + (UT ·U)B C
M7 C = (UT ·B)UT + (B ·U)U+ (U ·UT )B C
where i 6= j, and 1(s) is the truth-value indicator function, i.e.,
1(s) = 1 if the statement s is true and 0 otherwise. Note that the
weight is added to (WM )ij only if i and j appear in the set of
indices of anchor nodes. A concrete example for this definition is
given in Figure 3.
The motif-based adjacency matrix represents the frequency of
two nodes appearing in a given motif. The larger (WM )ij is, the
more significant the relation between i and j is within the motif.
Then given a motif Mk, if we want to capture the higher-order
relations, we need to construct the motif-based adjacency matrix
WMk . The procedure is related to subgraph counting in large
graphs, which has been extensively explored in the literature [25],
[26], [28], [30]. We explore motifs with different sizes, including
3-node, 4-node and 5-node motifs. For 3-node motifs, we only
consider the triangular ones because of the importance of triadic
closure in social networks [12], [13]. Further, triangular motif-
based adjacency matrices can be computed based on simple
matrix computation, but there are no matrix computation methods
available for 4-node and 5-node motifs [34]. Since it is expensive
to enumerate all of the corresponding subgraphs, we derive an
approximation algorithm to compute the 4-node and 5-node motif-
based matrices based on a sampling method [35].
3.3.1 3-node simple motifs
In this part, we show how to compute motif-based adjacency
matrices for 3-node simple motifs. Let W be the adjacency matrix
for G, and U and B, respectively, be the adjacency matrix of
the unidirectional and bidirectional links of G. As in [1], we
focus on unweighted graphs where elements in W are either
ones or zeros. For example, in Figure 3(a), e23 connecting u2
and u3 is a bidirectional edge while e12 connecting u1 and u2 is
unidirectional. Then we have B = WWT and U = W−B,
where  denotes the Hadamard (entry-wise) product. Note that B
is a binary matrix representing the existence of bidirectional links
between two nodes in a directed graph. The computation of the
adjacency matrices of all seven 3-node motifs is summarized in
Table 1. Note that the equations in Table 1 are given in [34], and
we only select those for the seven triangular motifs in Figure 1(b).
We use M6 in Figure 2 to illustrate the computation
of the motif-based adjacency matrix. Taking two arbitrary
nodes, ui and uj , we use (WM6)ij to record the frequency
of their participation in M6. There are six different cases of
ui and uj occurring in M6. For clarity, we use 1, 2, 3 to
denote the positions where a node can occur. Then, ui and uj
intermediated with uk can generate six position combinations, i.e.,
{(3, 1, 2), (2, 1, 3)}, {(1, 2, 3), (3, 2, 1)}, {(1, 3, 2), (2, 3, 1)},
where we assume the three nodes to be ordered are (ui, uj , uk).
As shown in Figure 2, e23 is a bidirectional edge, while e13 and
e12 are unidirectional edges. To compute the frequency of ui and
uj participations in M6, we need to add up their frequencies in
all six cases. In the case (3, 1, 2), i.e., ui is in position 3 and uj
is in position 2, the frequency can be obtained by (U · B) U,
where U ·B is for path 3 → 1 ↔ 2 without edge e32, and U
just complements the motif with edge e32. In this way, we get
the frequency of ui and uj appearing in a specific case of M6,
i.e., (3, 1, 2). Similarly, we can obtain the frequency of the other
cases. Note that, due to the symmetry of (3, 2, 1) and (3, 1, 2),
we only need to add up three equations as shown in Table 1.
Figure 3(b) shows the motif-based adjacency matrix for M6.
3.3.2 3-node anchor motifs
As Definition 1 indicates, the difference between simple and
anchor motifs is the size of their anchor sets. In Figure 4, we
show all triangular anchor motifs, denoted as Mˆ1, ..., Mˆ13, where
circular nodes are anchor nodes. For example, Mˆ10 is “anchored”
by the square node, which means the motif-based adjacency matrix
will add one to the weight of eij when two nodes are connected
by a third intermediate node. Mˆ10 can be regarded as one of the
relations belonging to the simple motif M6. Specifically, Mˆ10
represents the example case discussed in the previous section,
i.e., when (ui, uj , uk) are in the positions (3, 1, 2) or (1, 3, 2).
Therefore, the Mˆ10-based adjacency matrix (WMˆ10)ij can be
computed by (U·B)U+(B·UT )UT , and the result is shown
in Figure 3(c). In conclusion, the motif-based adjacency matrices
of all triangular anchor motifs can be computed in a similar way.
Equations for the matrix computation is given in Table 2.
3.3.3 4-node and 5-node motifs
According to [34], there are no simple matrix computational
methods for 4-node and 5-node motif-based adjacency matrices.
Thus, we need to count all of the subgraphs to identify the number
of a specific motifs. In this section, we depict how we use subgraph
counting methods to compute the motif-based adjacency matrices.
There are two challenges when the size of motifs becomes
large. First, the computation cost increases dramatically. Second,
there will be too many isomorphic types of subgraphs with a
given number of nodes. For example, there are 13 different 3-node
subgraphs, 199 different 4-node subgraphs, and 9364 different 5-
node subgraphs [35]. However, not all subgraphs can be regarded
as motifs. As defined in [11], motifs are those subgraphs which
occur statistically significantly more often in real networks than in
a randomized network. In practice, we need to construct a number
of randomized networks to identify motifs from all the subgraphs.
Therefore, the computational cost will further increase with a large
number of isomorphic subgraphs.
In the literature, many methods have been proposed to estimate
the number of subgraphs of different sizes [25], [26], [28], [30],
5Fig. 3. An example for computing M6 and Mˆ10 based adjacency matrices according to the equation in Table 1 and 2, respectively. For
example, (WM6 )13 = (WMˆ10 )13 = 2 because node u1 and u3 appear in two instances of M6 and Mˆ10, i.e., {u1, u2, u3} and {u1, u3, u5}.
However,(WM6 )35 = 1, while (WMˆ10 )35 = 0 because of the different set of anchor nodes. Although nodes u3 and u5 occur in the subgraph
corresponding to Mˆ10, they do not occur in the anchor set.
Fig. 4. All triangular anchor motifs in a directed unweighted graph. Note that here (WM )ij are representing frequency of i and j participating in
the anchor set of motif, i.e., A = {2, 3}. It means (WM )ij will be added by one only if i and j occur in the positions 2 and 3.
TABLE 2
Computation of motif-based adjacency matrices for Mˆ1 to Mˆ13 in Figure 4.
Motif Matrix Computation WMˆi = Motif Matrix Computation WMˆi =
Mˆ1 C = (B ·U)UT C+CT Mˆ8 C = (U ·UT )U C+CT
Mˆ2 C = (U ·B)UT C+CT Mˆ9 C = (UT ·U)U C+CT
Mˆ3 C = (U ·U)B C+CT Mˆ10 C = (U ·B)U C+CT
Mˆ4 C = (B ·B)U C+CT Mˆ11 C = (UT ·U)B C
Mˆ5 C = (B ·U)B C+CT Mˆ12 C = (UT ·B)UT C+CT
Mˆ6 C = (U ·B)B C+CT Mˆ13 C = (U ·UT )B C
Mˆ7 C = (U ·U)U C+CT
which are all for undirected graphs. However, the work reported
in this paper not only deals with directed graph, which leads to
more types of motifs, but also considers the pairwise relations
between nodes. To address these unique challenges, we adopt
a sampling method in [35], which shows good performance in
estimating the ratio of the number of different n-node motifs.
Given the size of subgraph n, the method can sample a number
of n-node subgraphs according to the probability distribution of
the frequency of different types of n-node subgraphs. Based on
the sampled subgraphs, we derive our algorithm to compute the
motif-based adjacency matrices for different types of motifs.
The detailed sampling algorithm is given in [35]. We use it
to sample a set of n-node subgraphs. Then, for each motif, we
obtain the set of all motif instances, denoted as SMk . The detailed
algorithm for constructing n-node motif-based adjacency matrices
is given in Algorithm 1. Note that at Line 4, the occurrence of
nodes i and j will count as one when they are directly connected.
Note that we omit some technical details for clarity. In the
experimental section, we give more details about how to compute
motif-based adjacency matrices for 4-node and 5-node motifs.
3.3.4 Computation Analysis
In this part, we analyze the computational complexity for 3-node
simple and anchor motifs, 4-node, and 5-node simple motifs.
In the formulas for computing WMi , displayed in Table 1, the
core computation kernel is (X ·Y)Z, which can be efficiently
computed because the matrices are sparse. The computational cost
6Algorithm 1 Sampling-based Motif-based Matrix Computation.
Require: The set of sampling instances of SMk , the adjacency
matrix W;
1: for (v, χA(v)) ∈ SMk do
2: for i ∈ v do
3: for j ∈ v, j 6= i do
4: if Wij > 0 then
5: (WMk)ij++;
6: end if
7: end for
8: end for
9: end for
10: return WMk
is proportional to the numbers of columns and rows, as well
as the number of non-zero elements in the sparse matrices. The
computation of motif-based adjacency matrices for 3-node anchor
motifs is shown in Table 2.
When computing the 4-node and 5-node motif-based matri-
ces, we first execute the sampling algorithm, which has total
computation complexity of O(N × nn+1), where n is the size
of the motif and N is the number of samples [35]. The major
cost of Algorithm 1 is incurred in the three for loops, which has
complexity O(|SMk | × n2). Therefore, the overall complexity is
O(N × nn+1) +O(|SMk | × n2), i.e., O(N × nn+1). Thus, the
computational cost for computing 4-node and 5-node motifs is
feasible for large scale social networks, as demonstrated in our
experiments.
3.4 Motif-based PageRank
In this paper, we argue that the edge-based and motif-based
relations are complementary to each other in user ranking. Thus,
we study a linear and a non-linear method to effectively combine
the edge-based and motif-based adjacency matrices.
Linear Combination. For a given motif Mk, the linear
combination method is defined as follows:
HMk = α ·W + (1− α) ·WMk . (5)
Non-Linear combination. For a given motif Mk, the non-
linear combination method is defined as follows:
HMk = W
α W1−αMk . (6)
In Eq. (5) and (6), α ∈ [0, 1], which balances the edge-based and
motif-based relations.
In our proposed MPR framework, we run the PageR-
ank algorithm on the combined adjacency matrix. Specifi-
cally, we compute the transition probability matrix (PMk)ij =
(HMk)ij/
∑
j(HMk)ij and substitute PMk for the transition
probability matrix P in Eq. (2).
4 EXPERIMENTS
In this section, we describe the details of the experiments, and
compare the performance of MPR to several baselines, including
the original (unweighted) and weighted PageRank algorithms, to
demonstrate the effectiveness of MPR for user ranking in social
networks.
TABLE 3
Statistics of the three datasets: DBLP, Epinions, Ciao. The density is
computed by #edges
#nodes×(#nodes−1) .
Nodes Edges Density(%)
DBLP 35,315 941,936 0.076
Epinions 18,089 355,217 0.109
Ciao 2,342 57,544 1.049
4.1 Datasets and Settings
Our experiments are conducted on three real-world social datasets.
The first is a scholar network, DBLP, which is provided by
ArnetMiner [36]. The other two are trust networks, Epinions and
Ciao, which are provided by [37] and [38], respectively. More
information about the datasets is given below.
DBLP. We use the DBLP dataset (version V8) in the AMiner
Website.1 DBLP is an academic dataset containing records of
publications and their authors. We focus on publication records
in six research domains: “Artificial Intelligence,” “Computer Vi-
sion,” “Database,” “Data Mining,” “Information Retrieval,” and
“Machine Learning.” After extracting the authors and papers from
these domains, the citation network is constructed to evaluate the
social influence of the authors. When constructing the citation
network, we add an edge from ui to uj if author ui cites at least
one paper of author uj .
Epinions and Ciao. These are two review websites where users
can write reviews on products and cast review helpfulness rating
on reviews written by other users. Moreover, users can add other
users into their trust lists if they like the reviews written by
these users. We can expect that if a user’s reviews receive high
helpfulness ratings, it is more likely for him to become a trusted
user of other users. When constructing the trust network, an edge
eij is added when user ui trusts user uj .
The statistics of the datasets are depicted in Table 3.
Evaluation Metrics. To evaluate the effectiveness of MPR, we
compare the quality of the topK users ranked by the different algo-
rithms. Specifically, we extract K users with the largest PageRank
values and then compute the Normalized Discounted cumulative
Gain (NDCG), which is a popular metric for ranking quality
in information retrieval (IR) [39]. For topK results, DCG@K is
defined as:
DCGK =
K∑
i=1
reli
log2(i+ 1)
, (7)
where reli represents the relevance score of a document to a given
query. log2(i + 1) is used to penalize an algorithm if it ranks
highly relevant items in low positions. The normalized DCGK is
computed as:
NDCGK =
DCGK
IDCGK
, (8)
where IDCGK is the ideal ranking for the results, i.e. the results
are sorted according to their relevance scores. In this way, it
measures how good a ranking list is compared to the ideal ranking.
In our experiments, for the DBLP dataset, we use the H-
indexes of the authors as the relevance scores. In the research
community, H-index [40] is a commonly used metric to measure
the influence of an author in the research community. It considers
both the quality and quantity of the author’s published papers
1. https://cn.aminer.org/billboard/citation
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NDCGs of the linear combination method for top10, top50, top500 users on DBLP, Epinions, and Ciao datasets. The results of the baselines,
anchor motifs, and simple motifs are listed in different blocks. The results of motifs which outperform all baselines are in boldface, and the best
performance of anchor motifs and simple motifs in each column is further underlined.
DBLP Epinions Ciao
TopK 10 50 500 10 50 500 10 50 500
IND 0.9879 0.9639 0.9400 0.9476 0.9563 0.9343 0.9218 0.8651 0.9120
BET 0.9796 0.9710 0.9559 0.9566 0.9559 0.9403 0.9421 0.8961 0.8911
CLO 0.9875 0.9614 0.9285 0.9308 0.9346 0.9382 0.9021 0.9225 0.9251
BPR 0.9464 0.9414 0.9527 0.9777 0.9543 0.9365 0.8332 0.8599 0.8932
WPR 0.9154 0.8871 0.9350 0.9777 0.9543 0.9365 0.8332 0.8599 0.8932
Mˆ1 0.9352 0.9107 0.9434 0.9806 0.9612 0.9389 0.9851 0.9339 0.9275
Mˆ2 0.9894 0.9791 0.9615 0.9554 0.9573 0.9456 0.9626 0.9113 0.9276
Mˆ3 0.9833 0.9564 0.9618 0.9528 0.9593 0.9409 0.9624 0.9202 0.9269
Mˆ4 0.9925 0.9772 0.9636 0.9835 0.9559 0.9372 0.9584 0.9122 0.9271
Mˆ5 0.9785 0.9593 0.9548 0.9828 0.9558 0.9391 0.9500 0.9111 0.9271
Mˆ6 0.9860 0.9381 0.9568 0.9828 0.9563 0.9407 0.9457 0.9301 0.9274
Mˆ7 0.9541 0.9326 0.9514 0.9551 0.9646 0.9382 0.9241 0.9222 0.9270
Mˆ8 0.9859 0.9738 0.9583 0.9495 0.9560 0.9445 0.9132 0.9132 0.9273
Mˆ9 0.9907 0.9640 0.9628 0.9619 0.9672 0.9370 0.9847 0.9421 0.9277
Mˆ10 0.9533 0.9247 0.9506 0.9935 0.9631 0.9387 0.9197 0.9202 0.9273
Mˆ11 0.9645 0.9448 0.9499 0.9798 0.9567 0.9389 0.9907 0.9259 0.9274
Mˆ12 0.9934 0.9603 0.9598 0.9581 0.9635 0.9386 0.9274 0.9230 0.9272
Mˆ13 0.9879 0.9516 0.9406 0.9602 0.9577 0.9461 0.9809 0.9185 0.9298
M1 0.9753 0.9590 0.9623 0.9777 0.9656 0.9406 0.9802 0.9347 0.9392
M2 0.9890 0.9424 0.9585 0.9777 0.9581 0.9417 0.9905 0.9453 0.9401
M3 0.9895 0.9508 0.9586 0.9788 0.9568 0.9378 0.9768 0.9576 0.9441
M4 0.9809 0.9477 0.9528 0.9827 0.9557 0.9395 0.9719 0.9357 0.9401
M5 0.9877 0.9513 0.9574 0.9777 0.9551 0.9454 0.9792 0.9792 0.9401
M6 0.9634 0.9525 0.9588 0.9957 0.9596 0.9382 0.9459 0.9459 0.9427
M7 0.9920 0.9766 0.9640 0.9780 0.9614 0.9442 0.9514 0.9500 0.9418
TABLE 5
Significance test for BRP v.s. MPR and WPR v.s. MPR on all three datasets. For the DBLP dataset, M7 is chosen for MPR, whereas M4 is chosen
for MPR both for the Epinions and Ciao datasets.
DBLP Epinions Ciao
TopK 10 50 500 10 50 500 10 50 500
BPR 0.9287 0.8894 0.9357 0.8725 0.8460 0.8856 0.8753 0.8746 0.8912
p-value 1.05e-34 6.10e-44 2.13e-29 2.40e-22 1.77e-11 2.49e-41 2.31e-06 2.94e-09 9.24e-19
WPR 0.9050 0.8904 0.9354 0.8751 0.8492 0.8859 0.8603 0.8758 0.8937
p-value 5.56e-28 2.40e-45 1.12e-33 2.22e-20 4.57e-10 9.85e-42 4.14e-11 1.17e-09 3.72e-14
MPR 0.9864 0.9380 0.9431 0.9313 0.8779 0.9160 0.9469 0.9123 0.9082
based on the citation network. The larger the H-index an author
has, the higher is his/her influence. We crawled the H-index of all
authors in our dataset from the AMiner website2 before July 2017.
For Epinions and Ciao datasets, we use the average helpfulness
rating of a user’s reviews as the user’s trustworthiness score, which
means that the larger the helpfulness rating is, the higher the user’s
trustworthiness.
Baselines. We compare MPR with the following methods:
• IND: It selects influential nodes based on the incoming
degrees of the nodes, i.e., for DBLP authors whose works
are cited by most other authors, and for Epinions and Ciao
users who are trusted by most other users.
• BET: It selects influential nodes based on the betweenness
score, which is a centrality measure defined as the number
of times a node acts as a bridge along the shortest path
between two other nodes [41].
• CLO: It selects influential nodes based on the closeness
score. The closeness score of a node is a centrality measure
that is the average length of the shortest paths between the
node and all other nodes in a graph [42].
2. https://aminer.org/
• BPR: This method runs PageRank in a binary network,
where the weights of all edges are set to 1.
• WPR: This method runs PageRank in a weighted network,
where the weight of eij is the frequency of ui’s citing the
work of uj for DBLP whereas, on Epinions and Ciao,
the weight is still set to one since there is no weighting
information in these two datasets.
For MPR, we have various settings. First, we study 3-node
motifs, including simple and anchor ones. Each motif is used
separately to compute the motif-based adjacency matrix. Then
we run MPR with linear and non-linear combination methods
and report the influence of the control parameter α in both cases
according to Eq. (5) and (6), respectively. Further, we explore
motifs with larger sizes (4-node and 5-node motifs). Finally,
we report the performance of MPR with ensemble of the seven
3-node simple motifs in Figure 1(b). Through these extensive
experiments, we demonstrate the effectiveness of incorporating
motif-based higher-order relations into conventional edge-based
relations for user ranking in social networks.
8(a) M7 on DBLP (b) M7 on Epinions (c) M4 on Ciao
Fig. 5. Parameter analysis of α in linear combination on three datasets. We show Top10, Top50 and Top500 ranking results. α = 0 means we use
motif-based relations while α = 1 means we use original edge-based relations alone to perform PageRank. Note that for top 10 results with M7 on
Epinions, the best performance is achieved with α = 0.9.
4.2 Performance of MPR with linear combination
In this part, we report the performance of MPR when 3-node
motifs and linear combination method are employed. The results
are shown in Table 4. We show the performance of top10, top50,
and top500 results using different algorithms. In addition, we
present the results of the baseline methods, anchor motifs, and
simple motifs. We highlight in boldface the results of motifs that
outperform all baselines, and the best performance of anchor and
simple motifs is further underlined. From Table 4, we can see that
MPR can outperforms all baselines with different motifs, which
demonstrates the effectiveness of adding motif-based relations
into PageRank computation for user ranking. Moreover, the best
performance on each dataset is achieved with different types of
motifs, meaning that the effectiveness of the motifs is domain
specific.
We give a detailed analysis of several observations made from
Table 4 as follows. First, when K = 10, we can see that the
NDCGs of BPR on DBLP and Epinions are greater than 0.94,
which is very strong in practice. However, MPR with simple or
anchor motifs can still improve the NDCGs further. Specifically,
MPR with simple motifs improves the NDCG from 0.9464 to
0.9920 on DBLP, and from 0.9777 to 0.9957 on Epinions.
On Ciao, the performance gain is even greater, which has been
improved from 0.8332 to 0.9905. The performance gain of anchor
motifs are very similar, which is from 0.9464 to 0.9934 on DBLP,
0.9777 to 0.9935 on Epinions, and from 0.8332 to 9907 on Ciao.
Second, when comparing the performance of all motifs on
three datasets, we can observe that on Ciao dataset, there are
more motifs outperforming all baselines than those on DBLP and
Epinions datasets. Specially, seven simple motifs outperforms all
baselines for all results, and for top500 results, all motifs including
the 13 motifs improve the NDGCs comparing to all baselines. This
might be the fact that the density of social network from Ciao
dataset is larger than those of the other two (see Table 3.), which
means the number of motifs is larger. In this sense, it further
demonstrate the usefulness of motif for user ranking in social
networks.
Finally, when comparing the performance of anchor and sim-
ple motifs, we can see that their best performance are very close,
except for Ciao, for which the best performance of simple motifs
is much better than that of anchor motifs for top50 and top500
ranking lists. The main reason may be that the anchor motifs are
“sub-structure” of simple motifs as shown in Figure 1(b) and
4. For example, on DBLP, the best performance of the top10
result is Mˆ12 with anchor motif, and M7 with simple motif.
From Figure 1(b) and 4, we can observe that Mˆ12 and M7 are
isomorphic in terms of graph structure. In other words, the higher-
order relations encoded in Mˆ12 are already included in M7 (The
readers may also refer to the matrix computation methods in
Table 1 and 2). In fact, the relations encoded in M7 consist of
the relations encoded in Mˆ12 and Mˆ13, but the NDCG of Mˆ13
(0.9879) is not as good as Mˆ12 (0.9934) for the top10 result on
DBLP. This may cause the NDCG of M7 (0.9920) to be a bit
smaller than that of Mˆ12 (0.9934).
In summary, these observations show that the linear com-
bination (Eq. (5)) of edge-based and motif-based relations can
significantly improve the performance of user ranking comparing
to the baselines. Considering that the relations encoded in simple
motifs are superset of those in anchor motifs, in the remaining
sections, we only show the performance of simple motifs for space
limitation.
4.2.1 Significance test of the performance gain
To figure out the significance of the performance gain in the above
section, we run t-test for the results. Specifically, we randomly
select 80% of the nodes from the datasets, and then repeat the
experiments for 30 times. For simplicity, we compare BPR, WPR,
and MPR, and for MPR, we choose only one motif for each
dataset, which is M7 for DBLP and Epinion and M4 for Ciao.
We report the average NDCGs of top10, top50, top500 on each
dataset. Moreover, we also report the p-values of the baseline
methods, i.e., BPR and WPR, comparing to MPR. The results
are shown in Table 5.
From Table 5, we can see that MPR significantly outperforms
BPR and WPR on all three datasets in terms of the NDCGs of
top10, top50, top500. This is very consistent with the results in
the above section. Moreover, the corresponding p-values show that
the performance gain of MPR is statistically significant. It further
demonstrates the effectiveness of MPR for the user ranking task
in social networks.
4.2.2 Analysis of α
In Eq. (5), α is used to balance the edge-based and motif-based
relations. α = 0 means only motif-based relations are used
for authority computation, and α = 1 means only edge-based
relations are used. In this part, we show how α affects NDCGs
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NDCGs of the non-linear combination method using seven 3-node simple motifs for top10, top50, top500 users on DBLP, Epinions, and Ciao
datasets. The results of motifs which outperform all baselines are in boldface, and the best performance of anchor motifs and simple motifs in each
column is further underlined.
DBLP Epinions Ciao
TopK 10 50 500 10 50 500 10 50 500
IND 0.9879 0.9639 0.9400 0.9476 0.9563 0.9343 0.9218 0.8651 0.9120
BET 0.9796 0.9710 0.9559 0.9566 0.9559 0.9403 0.9421 0.8961 0.8911
CLO 0.9875 0.9614 0.9285 0.9308 0.9346 0.9382 0.9021 0.9225 0.9251
BPR 0.9464 0.9414 0.9527 0.9777 0.9543 0.9365 0.8332 0.8599 0.8932
WPR 0.9154 0.8871 0.9350 0.9777 0.9543 0.9365 0.8332 0.8599 0.8932
M1 0.9859 0.9716 0.9634 0.9919 0.9629 0.9444 0.9922 0.9295 0.9296
M2 0.9890 0.9420 0.9560 0.9893 0.9593 0.9388 0.9905 0.9213 0.9286
M3 0.9895 0.9508 0.9528 0.9913 0.9676 0.9378 0.9551 0.8926 0.9197
M4 0.9979 0.9501 0.9521 0.9816 0.9543 0.9384 0.9088 0.9357 0.9231
M5 0.9653 0.9414 0.9527 0.9777 0.9543 0.9454 0.9055 0.9130 0.9200
M6 0.9634 0.9525 0.9588 0.9960 0.9621 0.9391 0.9089 0.9058 0.9212
M7 0.9869 0.9414 0.9527 0.9777 0.9630 0.9442 0.9334 0.9079 0.9218
on the three datasets. For simplicity, we only show the results of
one motif for each dataset, namely, M7 on DBLP and Epinions
and M4 on Ciao. The results are shown in Figure 5. We can
see that the trends are consistent in most cases and the best
performance is achieved at some value in (0, 1). It means that
the best performance on three datasets is achieved by combining
the edge-based and motif-based relations. It is interesting to note
that the best performance of top500 ranking results on Epinion and
Ciao and top50 ranking results on Ciao is achieved at α = 0, i.e.,
using only the motif-based relations. This again demonstrates that
motif-based relations can provide useful information for ranking
users in social networks. Top50 and top500 ranking results are
more consistent and the trends of the curves are also similar,
whereas top10 results are more diverse. This may be because the
top ten users in the social networks are very prominent and may
have different behaviors than the other users.
4.3 Performance of MPR with non-linear combination
In Section 4.2, we demonstrate the effectiveness of MPR with
linear combination (Eq. (5)). In this part, we further show the per-
formance of MPR with non-linear combination method (Eq. (6)).
We use 3-node simple motifs and adopt the same experimental
settings in Section 4.2. The results are shown in Table 6, and
similarly, we highlight in boldface the results better than those
of all baselines and further underline the best performance. From
Table 6, we can see that the non-linear combination method with
3-node simple motifs can also outperform the baselines in NDCG
on all three datasets, which also demonstrates the effectiveness of
motif for user ranking in social networks. Besides, in Section 4.2,
we observe that the NDCGs can be improved with more types of
motifs on Ciao dataset with linear combination method, however,
such phenomenon is not observed with non-linear combination
methods. Furthermore, the best performance of linear combination
(see Table 4) and non-linear combination methods is very close.
Therefore, in practice, linear combination is preferred, and we
report the results of the linear method in the remaining sections.
Besides the performance comparisons to baseline methods, we
also conduct experiments to show the influence of the combination
factor, i.e., α in Eq. (6). According to Eq. (6), α balances the
combination of motif-order and edge-based relations. We vary α
in [0, 1] in our experiments, with α = 0 and α = 1 representing,
respectively, motif-order and edge-based relations only. According
to Table 6, we choose M1 on DBLP and Ciao datasets, and M6
on Epinions dataset. The performance trends of top10, top50,
top500 results are shown in Figure 6. We can see that the best
performance is achieved when 0 < α < 1 on all three datasets. It
also demonstrates our assumption that the motif-based and edge-
based relations are complementary for the user ranking task in
social networks.
4.4 Ensemble of motifs
In Sections 4.2 and 4.3, we show the performance of each motif
separately. It is natural to explore whether the performance can
be further improved by an ensemble of all motifs. In this part,
we conduct experiments on all three datasets by ensemble of all
3-node simple motifs. Specifically, we construct a new adjacency
matrix based on the following:
WMen =
7∑
k=1
1
7
WMk , (9)
where WMen represents the ensemble of the seven 3-node simple
motifs. Besides, we choose the linear combination method to
combine the edge-based and ensemble of motif-based adjacency
matrices, i.e., Eq. (5), and repeat the experiments in Section 4.2
and 4.3. The results are shown in Table 7.
From Table 7, we can see that MPR with Men outperforms
baselines methods consistently on all three datasets, demonstrating
the effectiveness of ensemble of motifs. When comparing to the
best performance of 3-node simple motifs, i.e.,M1 toM7, denoted
as Mbest, we can see that the NDCGs are very close on DBLP and
Epinions, while Mbest is better than Men in Ciao. It means that
MPR cannot get further improvement by the ensemble of motifs
and may even impair the performance because the performance of
some motifs is not that good, leading to the decrease of NDCGs.
In fact, when looking back at Table 4, the simple motifs
can also be regarded as an “ensemble” of anchor motifs. The
performance comparisons are also similar. For example, M7 in
Figure 1(b) can be regarded as an ensemble of Mˆ12 and Mˆ13
in Figure 4, and on DBLP, the NDCGs of top10 results with
Mˆ12, Mˆ13 and M7 are 0.9934, 0.9879, and 0.9920, respectively.
It is Mˆ13 which leads to the inferior NDCG of M7 comparing to
Mˆ12. In summary, we can observe that the ensemble of different
motifs does not necessarily further improve the performance for
the task of user ranking in social networks.
4.5 The performance of 4-node and 5-node motifs
In this part, we show the performance of several 4-node and 5-
node motifs. Since there are 199 isomorphic 4-node and 9364
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(a) M1 on DBLP (b) M6 on Epinions (c) M1 on Ciao
Fig. 6. Parameter analysis of α in non-linear combination on the three datasets. Top10, Top50 and Top500 ranking results are shown. α = 0
means motif-based relations are used alone to perform PageRank while α = 1 means the original edge based relations alone are used to perform
PageRank.
TABLE 7
NDCGs of the ensemble of the seven 3-node simple motifs. We list the baselines methods for comparison. The best performance of each column
is emphasized with bold font. We also list for comparison the best NDCGs of 3-node simple motif, denoted as Mbest.
DBLP Epinions Ciao
TopK 10 50 500 10 50 500 10 50 500
IND 0.9879 0.9639 0.9400 0.9476 0.9563 0.9343 0.9218 0.8651 0.9120
BET 0.9796 0.9710 0.9559 0.9566 0.9559 0.9403 0.9421 0.8961 0.8911
CLO 0.9875 0.9614 0.9285 0.9308 0.9346 0.9382 0.9021 0.9225 0.9251
BPR 0.9464 0.9414 0.9527 0.9777 0.9543 0.9365 0.8332 0.8599 0.8932
WPR 0.9154 0.8871 0.9350 0.9777 0.9543 0.9365 0.8332 0.8599 0.8932
Men 0.9902 0.9737 0.9641 0.9894 0.9634 0.9422 0.9741 0.9336 0.9274
Mbest 0.9920 0.9766 0.9640 0.9957 0.9656 0.9442 0.9905 0.9792 0.9427
5-node subgraphs [35], it is impossible to enumerate all of the
motifs and report their performance in our experiments. Moreover,
not all subgraphs are motifs according to the definition of motif.
Therefore, instead of enumerating all possible motifs in our exper-
iments, we only report the performance of top seven motifs based
on Z-score and concentration, obtained from mFinder3, which is
implemented according to the sampling method [35].
Specifically, on all three datasets, we first run mFinder to
sample subgraphs and find the top seven motifs. The number
of sampled subgraphs is set to 1,000,000.4 The seven 4-node
and 5-node motifs of each dataset are shown in Figure 7 and 8,
respectively. Besides, mFinder also returns all instances of each
motif. We then can construct the motif-based adjacency matrix
from the instances according to Algorithm 1. Finally, we repeat
the same experiments as those for 3-node motifs on all three
datasets. Note that we choose the linear combination method. Here
we also report the performance of 3-node motifs by Algorithm 1
as comparison.
The NDCGs of different motifs are shown in Table 8. Three
interesting observations can be obtained from the table. First,
having more nodes in a motif does not lead to better performance.
In most cases, the best performance is obtained with 4-node
motifs. This may be attributed to the noise in motifs with a
large number of nodes that degrades the performance. Second,
the performance gain of large motifs is smaller than that of 3-
3. https://www.weizmann.ac.il/mcb/UriAlon/download/network-motif-
software
4. Note that in the mFinder documentation, the authors suggested the
number to be larger than 50,000 for a good estimation, and the larger the
better. Here, we set it to 1,000,000 according to the computational power of
our machines.
node motifs, which aligns with the first observation and research
finding in social network that triangles are indicators for strong
relations in social networks [12], [13]. Third, same as that in
Section 4.2.2, the NDCGs can be improved with more types
of motifs on Ciao dataset. Taking all into consideration, the
experimental results further demonstrate the effectiveness of the
proposed MPR framework.
4.6 Discussions
Based on the experimental results, we demonstrate the effec-
tiveness of the proposed MPR framework on ranking users in
social networks. In this part, we discuss several questions in the
following.
• In Section 4.2, 4.3, and 4.5, we show the performance of
each motif, separately. Clearly the performance of each
type of motif varies, and it is difficult to decide the best
motif in different fields. In this paper, we demonstrate the
importance of considering local structures when ranking
users in social networks with PageRank, and design a
data-driven pipeline to incorporate the motif-based higher-
order relations. When applying to new domains, the MPR
framework and pipeline can be efficiently adopted then.
• When comparing linear and non-linear combination meth-
ods, in our experimental results, as described in Sec-
tion 4.2.2, 4.3 and 4.5, the linear combination method
is preferred due to the larger positive gains. However,
considering the proposed combination methods are simple
(Eq. (5) and Eq. 6), it is worthwhile to determine more
complex methods to combine the first-order and higher-
order relations, which can be a future direction.
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TABLE 8
NDCGs of 4-node and 5-node motifs for top10, top50, top500 users from DBLP, Epinions, and Ciao datasets. The results of motifs which
outperform all baselines are in boldface, and the best performance of anchor motifs and simple motifs in each column is further underlined. The
best NDCGs of 3-node motifs from Table 4 are underlined as comparison.
DBLP Epinions Ciao
TopK 10 50 500 10 50 500 10 50 500
IND 0.9879 0.9639 0.9400 0.9476 0.9563 0.9343 0.9218 0.8651 0.9120
BET 0.9796 0.9710 0.9559 0.9566 0.9559 0.9403 0.9421 0.8961 0.8911
CLO 0.9875 0.9614 0.9285 0.9308 0.9346 0.9382 0.9021 0.9225 0.9251
BPR 0.9464 0.9414 0.9527 0.9777 0.9543 0.9365 0.8332 0.8599 0.8932
WPR 0.9154 0.8871 0.9350 0.9777 0.9543 0.9365 0.8332 0.8599 0.8932
M31 0.9616 0.9550 0.9615 0.9827 0.9596 0.9405 0.9751 0.9286 0.9371
M32 0.9892 0.9509 0.9565 0.9507 0.9597 0.9420 0.9839 0.9401 0.9418
M33 0.9900 0.9580 0.9562 0.9809 0.9569 0.9407 0.9674 0.9527 0.9399
M34 0.9716 0.9426 0.9512 0.9747 0.9567 0.9417 0.9726 0.9367 0.9438
M35 0.9762 0.9510 0.9557 0.9780 0.9584 0.9463 0.9627 0.9634 0.9327
M36 0.9569 0.9470 0.9549 0.9515 0.9598 0.9386 0.9493 0.9463 0.9368
M37 0.9712 0.9751 0.9694 0.9781 0.9597 0.9407 0.9444 0.9404 0.9318
M41 0.9618 0.9210 0.9451 0.9777 0.9575 0.9423 0.9837 0.9131 0.9276
M42 0.9909 0.9254 0.9425 0.9575 0.9567 0.9433 0.9878 0.9210 0.9297
M43 0.9498 0.9174 0.9570 0.9846 0.9558 0.9469 0.9790 0.9563 0.9305
M44 0.9686 0.9769 0.9605 0.9820 0.9558 0.9413 0.9764 0.9277 0.9272
M45 0.9907 0.9503 0.9568 0.9825 0.9559 0.9387 0.9764 0.9269 0.9271
M46 0.9533 0.9288 0.9486 0.9819 0.9473 0.9435 0.9764 0.9271 0.9271
M47 0.9560 0.9088 0.9427 0.9550 0.9584 0.9414 0.9790 0.9456 0.9273
M51 0.9632 0.9128 0.9411 0.9471 0.9562 0.9409 0.9644 0.8958 0.8968
M52 0.9629 0.9232 0.9453 0.9784 0.9560 0.9390 0.9830 0.9245 0.8984
M53 0.9379 0.9209 0.9392 0.9641 0.9602 0.9367 0.9696 0.9059 0.9271
M54 0.9742 0.9729 0.9567 0.9823 0.9559 0.9384 0.9248 0.9052 0.8979
M55 0.9895 0.9227 0.9421 0.9820 0.9558 0.9355 0.9347 0.8809 0.8958
M56 0.9454 0.9007 0.9386 0.9822 0.9539 0.9436 0.8665 0.9294 0.9006
M57 0.9587 0.8996 0.9386 0.9787 0.9552 0.9387 0.9570 0.8827 0.8943
M3 0.9920 0.9766 0.9640 0.9957 0.9656 0.9442 0.9905 0.9792 0.9427
• In Section 4.4, we further present the results of ensemble
of seven 3-node motifs, observing that it is not necessarily
to improve the performance comparing to a single motif
since not all motifs can lead to positive gains. It is
worthwhile to explore more ensembles of different types
of motifs, while naive search is definitely infeasible in
terms of time cost. Therefore, we leave it for future work
to explore more efficient methods for ensemble of different
motifs.
5 LEARNING TASK WITH MOTIF
In this section, to further show the usefulness of motif-based
higher-order relations, we design a learning task, authority pre-
diction, in social networks. Generally speaking, we extract fea-
tures for each node from different adjacency matrices, and train
a learning model to predict the authority of a node. In this
way, we can compare the prediction abilities of features from
different adjacency matrices, including the original one W and
the combined ones HMk according to (5), thus evaluating the
effectiveness of motif-based relations for authority prediction. The
datasets used are DBLP, Epinions and Ciao in Section 4.1, and the
authority values, i.e., H-index on DBLP, and the trustworthiness
score on Epinions and Ciao, are used as labels. For simplicity,
we choose seven 3-node simple motifs in Figure 1(b) for this
experiments, thus the combined adjacency matrices are denoted as
HM1 , · · · ,HM7 .
Specifically, the experiment consists of the following steps:
• Extract, respectively, four features from original and
combined adjacency matrices, which are: in-degree, out-
degree, betweenness, and closeness.
• Random sample 1500 and 500 nodes from the graph as
train data and test data, respectively.
• Train a Support Vector Regression (SVR) [43] model
using the authority values as labels.
• After training, we use the trained SVR to predict the
authority of nodes in test data, and then compare them
with ground-truth.
For the combined adjacency matrices, HM1 , · · · ,HM7 , we
obtain different ones according to Eq. (5) by varying α as
{0.1, 0.2, · · · , 1.0}, and report the best performance. To evaluate
the accuracy of the predicted authority, we use two metrics:
NDCG and RMSE. For NDCG, we rank the nodes in test data
with the predicted authority and compute the NDCG according
to Eq. (8), i.e., NDCG500. For RMSE, it is calculated as√
1
|Ω¯|
∑
i∈Ω¯ (yi − yˆi)2, where Ω¯ is the test data. yi and yˆi
are the ground-truth and predicted authority values for node ui,
respectively. For these two metrics, larger NDCG means better
performance while smaller RMSE means better performance. We
repeat the process for 10 times, with the test data fixed and
different train data. Finally we report the mean of the results from
10 rounds, which are shown in Table 9. Again, we highlight in
boldface all results better than baseline and further underline the
best one.
From Table 9, we can see that the performance in terms of,
NDCG and RMSE with HM1 , · · · ,HM7 are significantly and
consistently better than those with W. It means the features
extracted from the combined adjacency matrices are more effec-
tiveness than those from the original adjacency matrix. Despite
there are two RMSEs (HM5 and HM7 ) on Ciao dataset larger
than that of W, the NDCGs with these two motifs are still
higher than that of W. Moreover, the performance gains are all
from α ∈ (0, 1). Therefore, these results clearly demonstrate the
usefulness of the motif-based higher-order relations for authority
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Fig. 7. The seven 4-node motifs used on the experiments, which are denoted as M41, ...,M47 from left to right. Note that these motifs are detected
by the method in [35].
TABLE 9
Experimental results of authority prediction. The evaluation metrics
include NDCG and RMSE. The results of motifs which outperform all
baselines are in boldface, and the best performance of anchor motifs
and simple motifs in each column is further underlined.
DBLP Epinions Ciao
Metrics NDCG RMSE NDCG RMSE NDCG RMSE
W 0.8351 13.3930 0.9194 0.3821 0.9158 0.4430
HM1 0.8746 12.4593 0.9420 0.3331 0.9394 0.3457
HM2 0.8737 12.7931 0.9365 0.3507 0.9411 0.3810
HM3 0.8689 12.7512 0.9386 0.3478 0.9402 0.3726
HM4 0.8931 12.0888 0.9384 0.3149 0.9395 0.3590
HM5 0.8684 11.8914 0.9377 0.3467 0.9293 0.4654
HM6 0.8732 11.3917 0.9378 0.3522 0.9367 0.4262
HM7 0.8709 12.2407 0.9368 0.3587 0.9301 0.4442
prediction in social networks, and that the edge-based and motif-
based relations are complementary for this task as well.
6 CONCLUSION AND FUTURE WORK
In this paper, we propose the motif-based PageRank (MPR) for
user ranking in social networks, which incorporates higher-order
relations. To combine the motif-based and edge-based relations
in PageRank computatiopn, we propose a linear and a non-
linear combination method, respectively. We conduct extensive
experiments on three real-world datasets with different types of
motifs. All the experimental results demonstrate that MPR can
significantly improve the performance of ranking users in social
networks.
For future work, we point out here three possible directions.
First, it remains to be seen whether more complex combination
methods can be designed. Second, it will be interesting to explore
ensembles of more motifs, beyond the 3-node motifs in this paper.
Finally, it is worthwhile to explore whether motif can enhance
other graph-based tasks.
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