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Abstract
We study the interplay of disorder localization and strong local interactions within
the Anderson-Hubbard model. Taking into account local Mott-Hubbard physics
and static screening of the disorder potential, the system is mapped onto an ef-
fective single-particle Anderson model, which is studied within the self-consistent
theory of electron localization. For fermions, we find rich nonmonotonic behavior
of the localization length ξ, particularly in two-dimensional systems, including
an interaction-induced exponential enhancement of ξ for small and intermediate
disorders and a strong reduction of ξ due to hopping suppression by strong inter-
actions. In three dimensions, we identify for half filling a Mott-Hubbard-assisted
Anderson localized phase existing between the metallic and the Mott-Hubbard-
gapped phases. For small U there is re-entrant behavior from the Anderson
localized phase to the metallic phase. For bosons, the unrestricted particle occu-
pation number per lattice site yields a monotonic enhancement of ξ as a function
of decreasing interaction, which we assume to persist until the superfluid Bose-
Einstein condensate phase is entered.
Besides, we study cold atomic gases expanding, by a diffusion process, in a weak
random potential. We show that the density-density correlation function of the
expanding gas is strongly affected by disorder and we estimate the typical size of
a speckle spot, i.e., a region of enhanced or depleted density. Both a Fermi gas
and a Bose-Einstein condensate (in a mean-field approach) are considered.
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5Chapter 1
Introduction
The question of why some materials are conductors while others are not, has been
and is still one of the major topics of condensed matter physics. In many exper-
iments, a slight variation of an external parameter like temperature, pressure,
chemical composition etc. can induce a metal-insulator transition (MIT), turning
a highly conducting metal into a highly resistive insulator and vice versa. The
range in which the conductivity of a material can change thereby is one of the
largest of all laboratory-measurable physical quantities [ER95]. Every progress
in our understanding of the underlying physical mechanisms yields automati-
cally a deeper insight into the fundamental properties of many-body systems and
solids, and is, of course, also of great importance for commercial applications and
technology.
The development of the quantum theory of solids during the last century led
to the detection of different mechanisms being able to cause a MIT [ER95]. The
most important of them are, by far, the band structure of solids [AM76, Hoc92],
strong interactions among electrons (particles) [Mot61] and the presence of dis-
order [And58]. Although not all details could be clarified by now, either of these
effects, on its own, has become basically understood during the last decades and
a generally well-accepted theoretical description emerged. However, in many real
situations not only one single mechanism is relevant for the MIT, but an inter-
play of different effects takes place [Tho76, ER95, IFT98]. In many cases, this
interplay is only poorly understood and remains one of the great challenges of
modern condensed matter theory.
30 years ago, the scaling theory of Anderson localization was developed [AALR79].
It describes the scaling-dependence of the conductance of real, disordered mate-
rials and is the basis of our today’s understanding of (noninteracting) disordered
systems. In particular, it predicts the absence of (macroscopic) metals in less
than three space dimensions. Parallel to the formulation of this standard theory
of disordered single-particle systems, the question, how the presence of interac-
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tions might modify these fundamental findings has been pushed into the focus
of research [Tho76, FAL78, EP85]. At least since the surprising discovery of ex-
perimental evidence for a two-dimensional metal-insulator transition [KKF+94],
the quest for a better understanding of the interplay of strong interactions and
disorder has been one of the most important challenges of modern condensed
matter theory. Despite the intensive research throughout the last three decades
no generally accepted and conclusive theory has been established yet.
In recent years, the enormous experimental progress in quantum optics opened
up a new possibility to examine the physics of interacting many-body systems
[LSA+07, BDZ08]. Particularly, the evaporative laser cooling of atomic gases to
ultra low temperatures and the production of very precisely controllable optical
potentials allow for an experimental realization of lattice systems, originally de-
veloped for the theoretical description of solids. It seems very likely that these
experiments will help to resolve important theoretical puzzles on the interplay of
interactions and disorder in the near future.
In this thesis, we will investigate the Anderson-Hubbard model, as one example
for a lattice system containing both, strong disorder and strong local interac-
tions. Many numerical studies on the Anderson-Hubbard model have observed
a strong nonmonotonic influence of the interaction on the transport properties
of this model, e.g., [SBS03, HT04, BHV05, CDS07]. In particular, it has been
observed that the presence of weak interactions might induce a significant en-
hancement of transport, while strong interactions contrarily tend to strongly
suppress it. Therefore, we will focus on the question whether we can find a con-
clusive, physical explanation of these results. Special attention will be payed
to a possible MIT in two dimensions, reported by some of the numerical stud-
ies on the Anderson-Hubbard model [HT04, CDS07]. For that purpose, we will
formulate a technically simple, but physically non-trivial approximation to the
Anderson-Hubbard model, which is based on an expansion around the strongly
localized atomic-limit of that model. As we will argue, our approach allows a
systematic analysis of the static interplay of interaction and disorder, reproduc-
ing quite well the nonmonotonic interaction-dependence of transport properties
of the Anderson-Hubbard model, found within most of the numerical results. In
this way, we will be able to provide a simple and conclusive explanation of the
physical mechanism underlying these results. Furthermore, we will show that,
under certain conditions, interactions can indeed yield an (exponentially) large
enhancement of the relevant transport length scale, and, hence, induce a tremen-
dous delocalization of the system. However, we will also give strong arguments
that the numerically observed metal-insulator transition in two dimensions is
most likely a numerical artefact due to finite-size effects, which can be uncovered
by our infinite-size approach.
7The thesis is organized as follows: In Ch. 2, we will briefly summarize the main
mechanisms of metal-insulator transitions. As the Anderson transition in disor-
dered systems is the central subject of this thesis, in Ch. 3, we will present a more
detailed overview of its physics and introduce the relevant objects and quantities
needed within the subsequent parts of this thesis. A general discussion of inter-
acting, disordered systems and an overview of some important results will be the
subject of Ch. 4. In Ch. 5, we will turn to the specific example of the Anderson-
Hubbard model and its physical motivation. Also a brief overview of the physics
of the non-disordered, usual Hubbard model will be given there. The atomic-limit
approximation of the Anderson-Hubbard model will be presented in Ch. 6. After
its detailed derivation and a discussion of the regime of validity of this approach,
we will evaluate it in the limit of very strong disorder and low dimensions, re-
spectively, which allows for an analytical treatment. Afterwards, a quantitative
analysis will be done by applying the self-consistent theory of Anderson local-
ization, which is the subject of Ch. 7. The interaction and disorder-dependence
of the localization length, which defines the relevant transport length scale, will
be studied in one and two dimensions, and the three-dimensional phase diagram
of the Anderson-Hubbard model within the atomic-limit approximation will be
calculated. Additionally, a detailed comparison with and discussion of known
numerical results from the literature will be presented. In Ch. 8, we turn our
attention to experiments on cold atomic gases. Measurements on these gases are
often done by using the time-of-flight technique. Therefore, we discuss the nonin-
teracting, diffusive expansion of an atomic gas in a disordered environment. Since
by now most experiments on cold gases have been done with Bose gases, in Ch. 9,
we will discuss our atomic-limit approximation for the disordered Bose-Hubbard
model. At the end of this thesis, we offer a conclusion and a brief discussion of
possible further research.
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Metal-insulator transitions
In this first chapter, we will give a very brief overview of the three main mecha-
nisms responsible for metal-insulator transitions in many-body systems.
2.1 Ideal solids: single particle in a periodic po-
tential
The most basic description of solids is based on the assumption of freely moving,
noninteracting electrons in a static, periodic potential, which is caused by ions
[AM76]. In this idealized picture, the electron wavefunctions are solutions of the
stationary single-particle Schrödinger equation1
Hˆψ(r) ≡
(
− ∆
2m
+ U(r)
)
ψ(r) = Eψ(r). (2.1)
Here, m denotes the particle mass and U(r) is the periodic potential with U(r+
a) = U(r) for each lattice vector a. The solutions of Eq. (2.1), the Bloch states,
are known to be lattice-periodic, extended wave functions. The spectrum of
Hˆ is absolutely continuous and consists of bands [AM76, MW04]. Therefore,
despite its simplicity, the model of an ideal crystal already provides an important
possible mechanism for a metal-insulator transition, because systems described
by Eq. (2.1), are either perfect conductors or insulators [AM76]. The former
happens if the Fermi energy εF lies within one of the energy bands, while the
latter happens if εF lies within a gap of the spectrum. Insulators of this kind,
e.g., diamond, are called band insulators.
1Throughout this thesis we use units in which ~ = kB = 1.
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2.2 Disorder-induced metal-insulator transition
The assumption of a perfect periodic potential in the previous section is, of course,
an idealization. Every real solid contains inevitably lattice imperfections and all
other kinds of disorder [Zim79, LGP88] and, thus, differs significantly from the
ideal model. To account for the effect of disorder we are therefore forced to extend
our single-particle Schrödinger equation, Eq. (2.1), by adding a disorder potential
V (r),
Hˆψ(r) ≡
(
− ∆
2m
+ U(r) + V (r)
)
ψ(r) = Eψ(r). (2.2)
The presence of disorder can strongly alter the results of the previous section.
While the Bloch states were always extended and the spectrum of the periodic
Hamiltonian, Eq. (2.1), was purely continuous, the disordered model always con-
tains bound states and a point spectrum [LGP88, PF92, Sto01, Lan91]. As it was
first noticed by P. W. Anderson in his seminal paper [And58], disorder can even
induce a metal-insulator transition, at which all wave functions become localized
and bounded. This Anderson transition will be subject of Ch. 3 and discussed
in detail there. At this point, we only want to emphasize that the nature of
the Anderson transition is quite different from the metal-insulator transition in a
periodic system. The latter is caused by a gap in the spectrum, i.e., by the fact
that only partially filled bands can carry an electrical current [AM76], even if all
states are extended. Contrarily, at the Anderson transition the spectrum typi-
cally can remain gapless,2 but the states become localized and cannot propagate
through the medium. Examples of an Anderson insulator are heavily doped semi-
conductors like Si:P and Si:B, where a disorder driven MIT has been observed
experimentally [RMP+83, Sar95, Löh98].
2.3 Interaction-induced metal-insulator transition
So far, only single-particle mechanisms for a MIT have been presented. Mott
[Mot61, Mot90] was one of the first who pointed out that also the interactions
between the electrons of a solid can give rise to a MIT. For that purpose, he
considered a crystal, where the number of atoms equals exactly the number of
electrons, i.e., a crystal with, on average, one valence electron per atom [Mot61].
Mott noticed that the competition between the activation energy to create an
electron-hole pair, due to the Coulomb interaction, and the kinetic energy gained
by the delocalization of the electron yields a MIT. Thus, a system which should
be a metal, according to its single-particle band structure, can become insulating
because of the electrostatic interparticle interaction. Typical examples for these
2Hence, the density of states behaves uncritical at the Anderson transition [LGP88], see
Ch. 3.
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Mott insulators are NiO and VO2 [ER95, IFT98]. Besides the high-Tc cuprate
superconductors are believed to be underdoped Mott insulators. Therefore this
kind of metal-insulator transition plays also a crucial role in the search for a
theory of high-Tc superconductivity [And97, LNW06].
Shortly after Mott’s discovery, Hubbard introduced a simplified lattice model
[Hub63, Hub64a, Hub64b] which contains the essential features of the electrostatic
interaction. This model and itsMott-Hubbard transition will be discussed in more
detail in Sec. 5.1.
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Chapter 3
Anderson localization
In this chapter, we give a more detailed overview of the Anderson transition
(see Sec. 2.2) and its fundamental properties. The research on this disorder-
induced metal-insulator transition has been started in 1958 by the publication of
P. W. Anderson’s seminal article [And58] and is still a very active field of both
physics and mathematics. For reviews on many aspects of this subject see, e.g.,
[Tho74, LR85, BZ92, KM93, BK93, Jan98, EM08] and [LGP88, CL90, PF92,
Sto01], respectively.
3.1 Locator expansion
In his original article [And58], Anderson studied a tight-binding lattice version
of Eq. (2.2), i.e., the Hamiltonian
HˆA ≡ Hˆdis + Hˆkin =
∑
iσ
εic
†
iσciσ − t
∑
<i,j>,σ
c†iσcjσ. (3.1)
The first term, Hˆdis, describes the disordered potential. The on-site energies
{εi} are assumed to be independent and identically-distributed (i.i.d.) random
variables with a distribution function p(ε) = 1/∆ · Θ(∆/2 − |ε|), where Θ(x)
denotes the Heaviside step function. c†iσ(ciσ) is the creation(annihilation) operator
of a particle at site i with spin1 σ. The second term, Hˆkin, accounts for the kinetic
energy, where < i, j > denotes the sum over all nearest-neighbor lattice sites. t is
the nearest-neighbor hopping amplitude arising from the discrete (tight-binding)
Laplace operator on a d-dimensional lattice,
(∆f)(x) :=
∑
y∈Zd,|y|=1
(f(x+ y)− f(x)). (3.2)
Throughout this thesis, we will assume all lattices being simple cubic ones with
lattice constant a = 1. Then we can always set t ≥ 0 without loss of generality,
1The explicit spin index σ was suppressed in [And58].
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because for bipartite lattices unitary transformations exist mapping Hˆkin onto
−Hˆkin while leaving Hˆdis invariant [LW03].
Anderson considered the question, whether (spin) transport in such a system can
occur. For that purpose, starting from the unperturbed local Green’s function,
also called locator,
G0ijσσ′(E) = 〈iσ|(E − Hˆdis)−1|jσ′〉 =
δij δσσ′
E − εi , (3.3)
a perturbation expansion in the hopping amplitude was used. Doing so it was
shown in [And58] that above a certain critical disorder strength, (∆/t)crit., the
self-energy Σi (E) of the full local Green’s function,
Giσ(E) ≡ Giiσσ(E) = 〈iσ|(E − HˆA)−1|iσ〉 =
1
E − εi − Σi (E)
, (3.4)
almost surely remains real (see also [SI95]). From this result it was concluded
that for disorder strengths (∆/t) > (∆/t)crit. a particle, initially occupying any
given lattice site i, does not spread infinitely, but stays in a finite region around
site i, i.e., it gets localized. As a direct consequence [And58, SI95, Eco06], trans-
port becomes impossible, and, hence, the disorder yields an ”absence of diffusion”
[And58].
The statement of complete localization for strong disorder strengths was later
made rigorous in [FS83] by use of a multi-scaling analysis (see also [Sto01]) as
well as in [DK89] and [AM93]. For the special case of one dimension (1D) it
was shown [GMP77] that the spectrum of HˆA is purely point-like, independent of
the strength of disorder. That means a one-dimensional system, described by a
single-particle Anderson model, gets completely localized and, hence, insulating,
as soon as an arbitrary amount of disorder is present. This strong implication was
conjectured already in [MT61] and further supported by [Tho72] and [Ish73] and
is in perfect accordance with the predictions of the scaling theory of Anderson
localization (see Sec. 3.4, below).
3.2 Characteristics of Anderson localized systems
Next, we summarize some characteristics of Anderson localized systems, which
we will refer to in the subsequent parts of this thesis.
3.2.1 Wavefunctions’ asymptotics
In general, the wavefunctions of eigenstates of the Anderson Hamiltonian HˆA,
Eq. (3.1), have a very complex, multifractal structure with large amplitude varia-
tions in space [EM08]. However, the common characteristic feature of all localized
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states is, that they fall off exponentially at large distances. More precisely, for any
given eigenstate |ψα〉 of HˆA, HˆA|ψα〉 = Eα|ψα〉, the corresponding wavefunction
ψα(x) obeys [LGP88]
∣∣ψα(x)∣∣ ≤ Cα · e−|x−x(α)0 |/ξ. (3.5)
x
(α)
0 is the center of localization of state |ψα〉 and Cα is some constant, indepen-
dent of x. The characteristic length scale ξ ≡ ξ(Eα) is called localization length
and determines the asymptotic behavior of ψα(x), when |x| → ∞.
Denoting the average over the disorder realizations of any (random) physical
quantity A by an overbar, A, one can find an alternative definition of the local-
ization length [LGP88],
− 1
ξ(E)
= lim
|xi−xj |→∞
log
( ∣∣∣Gijσ(E)∣∣∣2
)
2|xi − xj |
, (3.6)
which remains meaningful even in an interacting system, where no single-particle
eigenstates exist (see Sec. 6.4).
More precisely, Eq. (3.6) corresponds to the definition of dynamical localization,
i.e., the property that a particle stays in a finite volume of space ("absence of
diffusion"). Contrarily, Eq. (3.5) describes an exponential localization of wave
functions. From a rigorous point of view, these two cases are not equivalent
[RJLS95, GK04]. While dynamical localization implies exponential localization
[CFKS87, GK04], the converse is generally not true, but some stronger conditions
on the coefficients in Eq. (3.5) must hold [RJLS95, GK04]. However, as for the
Anderson model always both criteria, if any, were proven to be fulfilled [GK04],
we will not differentiate explicitely between these two definitions in the following.
3.2.2 Inverse participation ratio
A further characteristic quantity of disordered (localized) systems is the inverse
participation ratio (IPR) [Tho74, Weg80, KM93, Eco06],
IPR ≡ IPR(Eα) =
∑
x
∣∣ψα(x)∣∣4 ≃
∫
V
dx
∣∣ψα(x)∣∣4 . (3.7)
In the last equation, the sum runs over all lattice sites x and V denotes the
volume of the system. The IPR measures the extension of the wave function and
is therefore a suitable measure for localization [Tho74, KM93]. To see this we will
consider first the case of an extended, periodic Bloch state. From the periodicity
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of the wave function we easily deduce∫
V
dx
∣∣ψα(x)∣∣4 = N
∫
Ω
dx
∣∣ψα(x)∣∣4 ≤ N
(∫
Ω
dx
∣∣ψα(x)∣∣2
)2
(3.8)
= N · 1
N2
N→∞−→ 0, (3.9)
where Ω is the volume of the unit cell. The last equality follows from the nor-
malization of the wavefunction. Thus, in the thermodynamic limit, the IPR of
a Bloch state vanishes and so it does for a general extended wave [Tho74]. In
contrast, the IPR of a localized wave function remains finite. Assuming the wave
function to be an s-wave,
ψα(x) = Cα · e−|x−x
(α)
0 |/ξ, Cα =
1√
(ξ/2)d(d− 1)!Ad
, (3.10)
where d is the dimension of the system andAd the surface area of the d-dimensional
unit sphere, we get
∫
V
dx
∣∣ψα(x)∣∣4 V→∞= C4αAd
∞∫
0
dx xd−1 e−4x/ξ =
1
ξdAd(d− 1)!
. (3.11)
Comparison of Eqs. (3.7) and (3.11) shows that a disordered single-particle sys-
tem is an insulator if its IPR at the Fermi level is finite. Furthermore, from
Eq. (3.11), it follows that the larger the IPR of a wave function the stronger it is
localized.
Although the simple proportionality IPR ∼ ξ−d does not generally hold [KM93],
both quantities are closely related and, hence, both notions are often used syn-
onymously in the literature (cf. Sec.7.6).
3.2.3 Mobility edge
In Sec. 3.1, we discussed the possibility of a metal-insulator transition by increas-
ing the strength of the disorder potential. As it was described, all single-particle
eigenstates of HˆA become exponentially localized above a certain critical value of
∆. In addition, it was shown [FS83, AM93, Sto01] that the states at the bottom
of the spectrum are always localized, even for 0 < ∆ < ∆crit.. On the other
hand every day experience tells that metals exist, at least in dimension d = 3
(see discussion in 3.4 below). Therefore, it is commonly accepted that, for weak
enough disorder, extended solutions exist for the Anderson model in d ≥ 3, al-
though no rigorous proof has been found yet [GK04] (see also, e.g., [Elg09] for a
recent reference on that question). As Mott argued [Mot67, MD79], in this case
localized and extended states should be separated by a sharp energy Ec , called
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Figure 3.1: Sketch of the density of states (DOS) of the Anderson model. The
shaded regions of localized states are separated by the mobility edges Ec1 and
Ec2 from the region of extended states in the center of the band. The DOS
is a smooth function decaying exponentially at its boundaries corresponding to
Eq. (3.12). (Plot reconstructed from [KM93].)
mobility edge [CFO69] (see also Fig. 3.1). According to Mott’s argument, the
coexistence of extended and localized states at the same energy would yield a
mixture of these states under any arbitrary small perturbation and, hence, de-
stroy the localized states. Although no rigorous proof has been found yet, the
existence of such a mobility edge was confirmed numerically as well as experi-
mentally [KM93]. Therefore, not only the variation of the disorder strength, but
also the variation of the Fermi energy (across the mobility edge) can induce the
Anderson metal-insulator transition.
3.2.4 Lifshitz tails
Some physical properties of disordered systems originate from the appearance
of rare configurations of on-site energies. One of them is the existence of Lif-
shitz states with eigenenergies close to the boundary of the spectrum [Lif64,
LGP88, Sto01]. As Lifshitz pointed out [Lif64, LGP88], the eigenstates of HˆA
with eigenenergies E ≈ E±0 , with E±0 = ±(∆/2 + 2td) being the upper (lower)
boundary of the spectrum of HˆA,
2 can only exist in large regions of space, where
all on-site energies εi are lying in a small interval very close to the boundary
of the energy distribution, i.e., |εi| ≈ ∆/2. The existence of arbitrarily large
but finite regions with on-site energies εi ∈ [±∆/2,±∆/2 ∓ δ] is guaranteed for
any δ > 0 by the independence of the disorder potential at different lattice sites.
States with eigenenergies close to the boundary are strongly localized within
2The argument holds for more general Anderson Hamiltonians as well [CL90, PF92, Sto01].
18 CHAPTER 3. ANDERSON LOCALIZATION
those regions and arise, hence, as a consequence of strong potential fluctuations.
The probability p to find such a rare configuration of N adjacent lattice sites
within a finite part of the lattice is exponentially low. It can be estimated by
p ∼ exp(−N · const.) ∼ exp(−V · const.), V being the volume enclosing the N
sites. From the dispersion relation (E−E±0 ) ∼ k2 ∼ V −2/d, k being the wave vec-
tor of the wavefunction, we see that the density of states of a disordered system
decays exponentially as E → E±0 (cf. Fig. 3.1),
N(E) ∼ exp (−c · |E − E±0 |−d/2) for E → E±0 . (3.12)
3.3 Weak localization
At the beginning, research on Anderson localization of quantum particles in a
random potential was mostly concentrated on the regime of strong disorder. In
particular, Anderson considered this regime when proving the complete localiza-
tion of all wave functions above a critical disorder strength [And58]. Also the
existence of Lifshitz states is the result of strong disorder: particles with extremely
low(high) energies compared to the average disorder potential are bound within
the valleys(hills) of the energy landscape. Although this observation is already
highly non-trivial - one might expect every quantum particle could at least slowly
diffuse by tunneling - the physically more relevant mechanism for localization is
the coherent superposition of waves. This can be best visualized heuristically by
use of Feynman paths [AA85, SA01]: The probability that a particle propagates
from a point A to a point B within some time t is given by the sum of all paths
connecting A and B (see Fig. 3.2), i.e.,
PA→B =
∣∣∣∣∣
∑
i
Ai
∣∣∣∣∣
2
=
∑
i
∣∣∣Ai ∣∣∣2 + ∑
i6=j
AiA
∗
j . (3.13)
Ai is the probability amplitude of the Feynman path i and the sum runs over
all possible paths. The right hand side of Eq. (3.13) was split into its classical
contribution,
∑
i |Ai |2 , and the quantum correction due to the superposition of
different paths. Every amplitude is a complex number and can be decomposed
into its modulus |Ai | and its phase ϕi ,
PA→B =
∑
i
∣∣∣Ai ∣∣∣2 + ∑
i6=j
∣∣∣Ai ∣∣∣ ∣∣∣Aj∣∣∣ ei(ϕi−ϕj). (3.14)
In general, different paths will develop different phases such that the phase dif-
ference in Eq. (3.14) will become a random number. Therefore, almost all contri-
butions due to superposition of different paths will cancel and only the classical
(diffusive) contribution will survive. However, if the system is symmetric under
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A B
Figure 3.2: Different Feynman paths connecting points A and B. The blue and
the red one contain each a loop which are identical under time-reversal.
time-reversal, there is an important exception. Let’s assume the two points A
and B are very close to each other or even the same. Then for each path Ai there
exists exactly one path Aj which is the time-reversed copy of Ai (see Fig. 3.2).
Since the system is supposed to be symmetric under time-reversal, the phases
ϕi and ϕj must equal and cancel each other in Eq. (3.14). Thus, the return
probability is twice as large as that of a classical particle,
PA→B≈A = 2
∑
i
∣∣∣Ai ∣∣∣2 . (3.15)
As the total probability is normalized,∑
B
PA→B = 1, (3.16)
the quantum mechanical correction to the classical result by coherent superposi-
tions of different paths yields a reduction of the particle’s probability to propagate
through the system [AA85, AM07].
Consequently, the enhanced return probability corresponds to a reduction of the
conductivity of the system. To see this we must consider the two-particle Green’s
function of HˆA. In the presence of a static external field E = −∂tA(x, t), the
Hamiltonian HˆA becomes
Hˆ =
(i∇ + eA(r, t))2
2m
+ U(r) + V (r). (3.17)
Within linear response theory, the Kubo formula for the conductivity tensor
(σij)ij in energy-momentum representation yields [AA85, AM07, Ram98]
σij(q, ω) =
V
π
( e
m
)2 ∫ dk
(2π)d
∫
dk′
(2π)d
kik
′
j G
A(k′−, k−, εF)G
R(k′+, k+, εF + ω).
(3.18)
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(a) (b)
(c)
Figure 3.3: Contributions to the perturbation series of the conductivity: (a) bare
two-particle propagator, (b) diffuson, (c) cooperon. The solid lines represents
the disorder-averaged, retarded (advanced) single-particle propagator, the dashed
lines represent the scattering off the disorder potential.
The overbar in Eq. (3.18) denotes again the average over disorder realizations. GA
(GR) is the advanced (retarded) Green’s function (in momentum representation),
εF is the Fermi energy, and k± ≡ k ± q/2.
Treating the disorder potential as a perturbation (cf. Appendix A), the leading
order contribution is the bare product of the disorder-averaged single-particle
Green’s functions, GAGR, see Fig. 3.3(a) [AM07, Ram98]. The next-leading order
contribution arises from the ladder diagrams, also called diffuson, Fig. 3.3(b).
Denoting by ǫk = 〈k|Hˆkin|k〉 the Fourier transform of the periodic, kinetic term3
of Eqs. (2.2) and (3.1), respectively, and assuming the imaginary part of G to be
small and slowly varying (weak disorder), i.e., (see Appendix A)
GR,Ak (E) =
1
E − ǫk ± i/2τ
, (3.19)
the leading order contributions yield the Drude result for the DC conductivity
[AM76, Ram98]
σij ≡ lim
ω→0
lim
p→0
σij(q, ω) =
ne2 τ
m
· δij . (3.20)
Here n denotes the average particle density, e is the elementary electric charge
and τ is the elastic collision time [AM07].
3To distinguish the kinetic energy from the random on-site potential, the former is always
denoted by ǫ, while the latter is denoted by ε.
3.4. SCALING THEORY 21
Fig. 3.3(c) shows the cooperon contribution, which is the class of diagrams con-
taining the time-reversed counterparts of the leading order ladder diagrams (see
Appendix A). They are also called maximally crossed diagrams and Langer-
Neal diagrams [LN66], respectively. In the absence of time-reversal symme-
try breaking terms like magnetic impurities, spin-orbit-coupling etc., the cal-
culation of the cooperon yields a correction to the (classical) conductivity by
[GLK79, AM07, Ram98]
∆σij(q = 0, ω) = −2e
2
π
Ad
k0∫
0
dk
(2π)d
kd−1
−iω/D0 + k2
, (3.21)
D0 being the (bare) diffusion constant. The upper integration limit, k0 <∞, was
needed to account for the limits of the applicability of the diffusion approxima-
tion used in the derivation of Eq. (3.21).
The cooperon contribution is negative, corresponding to the reduction of trans-
port in a disordered quantum mechanical system by the weak localization correc-
tions. The prefactor of Eq. (3.21) is one order of (1/kF l) smaller than the classical
term, Eq. (3.20), where kF denotes the Fermi momentum and the Fermi wave vec-
tor, respectively, and l = kFτ/m is the elastic mean free path [AM07]. Thus, one
could think it would only lead to a minor correction, as long as kFl ≫ 1. However,
in the static limit, ω → 0, the integral is divergent in low dimensions, d < 3, and
can become arbitrarily large in d = 3, depending on the disorder strength. In
particular, it can become as large as the classical contribution, Eq. (3.20), indi-
cating the possibility of an Anderson metal-insulator transition due to coherent
backscattering of the electron waves and, thus, marking the definitive breakdown
of simple perturbation theory.
3.4 Scaling theory
A milestone in understanding single-particle localization was achieved by the
development of the scaling theory of Anderson localization [AALR79]. It started
with the observation [Lan70] that, in the localized regime, transport in finite
systems is not well described by the conductivity σ, but rather by the conductance
G = σLd−2. (3.22)
Thouless and co-workers [ET72, Tho74, LT75a, LT75b] then noted two important
facts. First, the conductance G of a finite sample is determined by the ratio of two
microscopic energy scales: ∆E, the averaged energy spacing of two neighboring
eigenenergies in the volume, and the Thouless energy Eth, i.e., the energy related
to the average diffusion time a particle needs to propagate through the volume
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V = Ld ,
Eth :=
h
τth
, (3.23)
with
τth :=
L2
D
, (3.24)
being the Thouless time and D being the diffusion constant.
Namely, from the Einstein relation
σ = e2N(εF)D, (3.25)
where N(εF) denotes the density of states at the Fermi level [AM07], we get by
combining Eqs. (3.22) - (3.25)
G = e2N(εF)DL
d−2 = e2N(εF)
1
τth
Ld =
e2
h
dN
dE
(εF)Eth =
e2
h
Eth
∆E
. (3.26)
For convenience, instead of G one usually uses the dimensionless conductance
g ≡ h
e2
G =
Eth
∆E
(3.27)
to describe the conductance of a given finite sample.
Second, it was observed in the numerical analysis of disordered two-dimensional
systems [LT75a, LT75b] that the variation of the conductance, when scaling the
system to a larger size, depends only on the conductance of the smaller system
and the scaling factor. Moreover, the observed metal-insulator transition in two
dimensions was determined by a universal minimal conductance and, in particu-
lar, was independent of the lattice structure and other microscopic details. Thus,
the results indicated the existence of one single relevant scaling parameter, the
dimensionless conductance g. This observation is supported by Eq. (3.27), where
only the ratio of the two microscopic energy scales ∆E and Eth enters.
Based on this (numerical) scaling results, Wegner developed a renormalization
group analysis to describe the scaling near the mobility edge [Weg76, Weg79]. His
results predicted the complete localization for any amount of disorder not only
in one but also in two dimensions. Furthermore, contrarily to Mott’s assumption
of a minimal conductivity [Mot61, ER95] the MIT in d > 2 was predicted to be
continuous,
σ ∼ ∣∣E − Ec ∣∣ν , (3.28)
where ν denotes the critical exponent of the conductivity [LR85].
Finally, Abrahams, Anderson, Licciardello, and Ramakrishnan formulated the
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scaling theory for disordered systems [AALR79], which is sometimes also called
the standard model of disordered systems. For that purpose, the conjecture
[ET72, Tho74, LT75a, LT75b] was used that the conductance of a cube of size
n · L is solely determined by the conductance g(L) and the scaling factor n, i.e.,
g(n · L) = f(n, g(L)). (3.29)
Using the empirically known limits of Ohm’s law for an almost pure metal with
a large conductance, g ∼ Ld−2, and of the strongly Anderson localized regime,
g ∼ e−L/ξ, the β-function was calculated by smoothly interpolating these two
limits,
β(g) =
d log g
d logL
=
{
d− 2 , g ≫ 1
log g , g ≪ 1 . (3.30)
While in 1D the β-function is always negative, and, thus, the system always scales
towards the insulating, Anderson localized regime in the thermodynamic limit,
in d > 2 dimensions a critical value gc exists, where β(gc) = 0 and the Anderson
transition takes place. From Eq. (3.27), one can estimate [ET72, Jan98] that
the transition takes place when g = O(1), i.e., the averaged level spacing be-
comes of the order of the Thouless energy. This estimate could also be motivated
by considering the Landauer formula for transport through mesoscopic systems
[Lan57, Dat95, Jan98]
g =
M∑
n=1
Tn, (3.31)
where M is the total number of conductance channels and Tn the transmission
probability of channel n.
Moreover, the critical exponent s of the localization length, defined via
ξ(E) ∼ ∣∣E − Ec ∣∣−s , (3.32)
can be calculated to equal the critical exponent of the conductivity, s = ν
[LR85, Jan98, Imr02].
In 2D, the situation is special, because the leading order contribution to the
β-function vanishes in the ohmic regime. In the presence of time-reversal sym-
metry, we get from the perturbation theory calculation, Eq. (3.21), a negative
correction, β(g) ∼ −1/g. Thus, as in 1D, in the limit L → ∞ the system tends
necessarily towards the insulating, Anderson localized regime. However, in the
presence of time-reversal symmetry breaking terms like spin-orbit coupling (or,
more precisely, if one considers a different universality class [AZ97, EM08]), the
sign of the correction can change and therefore, also in 2D a phase transition
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Figure 3.4: Qualitative plot of the β-function of Anderson localization in dimen-
sions d = 1, 2, 3. The solid lines show the result for a system with time-reversal
symmetry, the dotted line indicates the 2D result in the presence of spin-orbit
coupling. (Reconstructed from [Jan98].)
can occur [HLN80, Ber84, Jan98, EM08]. A qualitative plot of the complete β-
function is shown in Fig. 3.4.
Eq. (3.30) also allows to derive qualitatively the disorder-dependence of the local-
ization length. On length scales L < ξ, where the system size is smaller than the
localization length, transport may be well described by Ohm’s law. Integrating
Eq. (3.30) yields for the ohmic regime in one dimension (β(g) = −1)
g(L) ∼ g0
L0
L
. (3.33)
g0 and L0 denote the conductance and the corresponding system size, respectively,
within the ohmic regime, where g0 is given by the Drude result, Eq. (3.20). As
soon as the system size exceeds the localization length, transport should change
from the ohmic regime to the localized regime. From the discussion above, one
expects that this happens, when g = O(1). Thus, one can estimate
1 ≃ g(ξ) = g0
L0
ξ
⇒ ξ ∼ g0 ∼ kFl. (3.34)
In two dimensions (in the presence of time-reversal symmetry), the analogous
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calculation yields (β(g) = −c/g)
ξ ∼ exp(g0) ∼ exp(kFl). (3.35)
While in 1D the localization length depends only linearly on the (inverse) disor-
der strength (l ∼ 1/∆2 in Born approximation, see Appendix A), in 2D it grows
exponentially fast with decreasing disorder.
The predictions of the scaling theory of localization were supported by further
theoretical and numerical studies [KM93, Jan98, Phi93]. However, from time
to time its correctness was called into question. The first serious doubt re-
sulted from the usage of g as the relevant scaling parameter. For a specific,
finite system, the conductance depends obviously on the microscopic details and
the disorder realization. In particular, the conductance can strongly fluctuate
from sample to sample [PSO09] (cf. Sec. 3.2.4) and its mean value may even
diverge [Lan70, Sha86a]. Therefore, the scaling theory has to be interpreted
in a probabilistic sense [Sha86a, Jan98]. Not the flow of the averaged conduc-
tance, but rather its distribution should be determined by a single parameter,
uniquely defining the final thermodynamic state. The conductance g in Eq. (3.30)
may then denote a typical value of the conductance rather than its mean value
[Sha86a, Jan98].
Some numerical results also seemed to indicate deviations from the predictions
of the scaling theory, for instance by yielding different critical exponents for dif-
ferent disorder distributions [KBMS90, Phi93]. However, these deviations seem
to originate from numerical finite size effects, and recent calculations for the An-
derson model agree within the errors bars with the predictions of the scaling
theory [EFR08]. Therefore, the scaling theory of single-particle localization be-
came widely accepted and its predictions are assumed to describe correctly the
physics at the Anderson transition.
However, as discussed previously (cf. Sec. 2.3), in many real experiments the in-
fluence of interactions cannot be neglected a priori, and it has remained an open
question to what extent the predictions of the scaling theory remain valid in the
presence of interactions (see discussion below).
3.5 Self-consistent transport theory of Anderson
localization
In Sec. 3.3, the weak localization corrections to the classical Drude conductivity,
Eq. (3.20), were discussed. As we pointed out, perturbation theory fails in d ≤ 2
dimensions, because the corrections arising from the maximally crossed diagrams,
Eq. (3.21), yield a diverging contribution. Also when approaching the mobility
edge and the localized regime, in d > 2 dimensions bare perturbation theory
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becomes invalid. However, as the diffusion constant and the conductivity are
related to each other via the Einstein relation, Eq. (3.25), one can overcome
these limitations and derive a self-consistent equation for the dynamical diffusion
constant D(ω) by replacing the bare diffusion constant D0 by the dynamical one
on the right hand side of Eq. (3.21),
D(ω) = D0 − 1
πN(εF)
∫
ddp
(2π)d
1
−iω/D(ω) + p2 . (3.36)
The validity of this heuristic replacement could be proven more rigorously by
using a systematic resummation of the most divergent (Cooperon) contributions
to the particle-hole vertex [VW80a, VW80b, VW82, VW92]. In this way, it was
possible to establish a systematic, self-consistent diagrammatic theory which al-
lows to go beyond the limits of bare perturbation theory.
The first formulation of the self-consistent transport theory, Eq. (3.36), was based
on the assumption of weak disorder. Later on, based on a locator expansion the
theory was extended to general disorder strengths [Kop84a, Kop84b, KKW90]
(see Appendix F). In Ch. 7, the self-consistent transport theory will be used
extensively to analyze the interplay of disorder and local interactions within an
effective single-particle Anderson model.
The development of the self-consistent theory gave additional support to the
scaling theory of Anderson localization. The self-consistent equation for the con-
ductivity yields the same critical behavior as the single-parameter scaling theory
[Sha82, VW82]. Moreover, the critical exponents of the localization length and
the conductivity in three dimensions were predicted to be s = ν = 1. However,
exact numerical studies of the Anderson tight-binding model indicate that the
correct critical exponents are s = ν ≃ 1.5 [EFR08], indicating that the critical
regime is not correctly captured by the self-consistent theory (see also Appendix
F.3.2). But apart from the critical regime, the self-consistent theory has been
proven to yield even quantitatively suitable results [Kro90].
3.6 Experimental observations on the Anderson
transition
The earliest experiments on Anderson localization measured the temperature
dependence of the conductivity of amorphous semiconductors in the localized
regime. As Mott proposed [Mot69, MD79], at finite temperatures the electron-
phonon coupling of localized electrons can yield a thermally activated conductiv-
ity (variable range hopping)
σ(T ) ∼ exp
(
−(T0 /T )
1
d+1
)
, (3.37)
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which was confirmed in several experiments [Cla67, MW71, KM93], proving the
existence of a localized phase.
Later on, experiments on thin films and mesoscopic Aharonov-Bohm experiments
on disordered rings verified the validity of the coherent backscattering effects and
the resulting weak localization corrections in two dimensions [SS82, Ber84, AA85].
Also the predictions of the one-parameter scaling theory were tested experimen-
tally. In particular, the critical exponents at the MIT in three dimensions have
been and are still a subject of intensive research. Here, the situation is less
clear, because different critical exponents, ν ≃ 1 and ν ≃ 0.5, have been ob-
served for samples which are believed to belong to the same universality class
[Löh98, WPL99, EM08]. While the observation of two different values might be
explained by a misleading analysis of the experimental data (see discussion in
[WPL99, EM08]), still a strong discrepancy remains between the experimentally
observed values and the numerical ones. As discussed in the previous chapter,
electron-electron interaction may play an important role and, hence, these de-
viations from the theory were interpreted as a consequence of the presence of
interaction [BK93, EM08]. Thus, the experiments seemed to indicate that the in-
clusion of interactions into the theory may cause deviations from the predictions
of the single-particle scaling theory.
In the mid 1990’s, resistivity measurements on two-dimensional semiconductor
heterostructures indicated an even more dramatic change of the hitherto well ac-
cepted picture of the physics of disordered systems [KKF+94, AKS01, KS04]. The
experimental data from the original publication [KKF+94] are shown in Fig. 3.5.
As one observes, for low electron densities the resistivity curves have a negative
slope, i.e., they increase with decreasing temperature, and seem to tend to an
insulating ground state at zero temperature. In contrast, for electron densities
above a certain threshold (indicated the dashed lines in the plots of Fig. 3.5)
the slope changes its sign and the curves seem to decrease monotonously with
decreasing temperature, indicating a metallic ground state. Obviously, if the
interpolation of the data towards zero temperature is correct, it would prove a
metal-insulator transition in two dimensions, in contrast to the predictions of the
single-parameter scaling theory.4 In the following years, the measurements could
be confirmed by different groups, and also further semiconductor samples (for
a review, see, e.g., [KS04]) showing the same behavior, have been found. Two
remarkable facts were noted by analyzing the materials. The first one was that
the electron-electron interaction of the charge carriers exceeded the Fermi en-
ergy of the material by an order of magnitude [AKS01]. Second, the conducting
phase could be destroyed (or at least significantly suppressed) by applying in-
4Time-reversal symmetry breaking due to, e.g., spin-orbit coupling as the origin of the
experimental data could be excluded.
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plane magnetic fields [PBPB97, SKSP97]. As parallel magnetic fields only couple
to the spin of the electrons, it again indicated that electron-electron interactions
were important for an understanding of this effect.
Since its first publication, a plethora of possible explanations and interpretations
of the experimental data was presented and discussed very controversially. One
point under debate is, for instance, the relevant temperature scale in the experi-
ments. Since the measurements were done at very low charge carrier densities, the
Fermi temperature of these probes is rather low. Therefore, some authors claimed
that the metallic behavior would be due to finite temperature effects only and,
most probably, the resistivity of the ’metallic curves’ would turn towards an in-
sulating ground state at much lower temperatures [AMM+nt, HXT+07, FW08a,
FW08b, FWnt]. Others claimed that in the experiments a real transition was
found, and suggested an extension of the single-parameter scaling theory to a
two-parameter scaling theory, which allows, within a certain parameter regime,
for metallic solutions even in two dimensions [Fin83, Fin84, PF02, PF05]. Many
more suggestions were also debated (see, e.g., [AKS01]), but after 15 years of in-
tense research still no generally accepted theory has emerged. Anyhow, whatever
will turn out at the end to be the correct explanation, the experiments clearly
showed once again that a better understanding of the interplay of disorder and
interactions is needed.
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Figure 3.5: Resistivity of different two-dimensional silicon samples for different
electron densities as a function of temperature. Varying the electron density the
slope of the resistivity seems to indicate a metal-insulator transition in two dimen-
sions, which is marked by the dashed line. The plot was taken from [KKF+94].
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Chapter 4
Interacting disordered systems
In the second half of the 1970’s, the physics of single-particle Anderson local-
ization became better understood, and a generally accepted picture of the basic
behavior of disordered systems emerged [Tho74, AALR79]. At the same time,
the question of possible qualitative modifications of the single-particle results,
due to interactions, got into the focus of research [Tho76, FAL78, FA80].
One of the questions asked in this context is, whether in the presence of interac-
tions (a continuum of) extended states can appear, although the noninteracting
problem may be known to be completely localized. In particular, can the in-
teracting problem become conducting, if the noninteracting one is not (and vice
versa)? And, assuming a metal-insulator transition might happen, which kind of
interaction (long-ranged, short-ranged etc.) is needed for that?
A related question is, whether the mobility edge in d > 2 dimensions can get
renormalized, such that the Fermi level and the mobility edge cross each other.
In that case, also a metal-insulator transition could occur. But even if the
system remains localized, one can wonder, how the localization properties, like
low-temperature transport (Eq. (3.37)) or the characteristic localization length
(Eq. (3.6)), may be altered.
Obviously, the list of interesting questions might be greatly extended and some
of them will be addressed in the following. By now, only few of these questions,
if any, could be answered satisfactorily, and nearly no rigorous statement could
be proven, despite intense research during the last three decades.
4.1 Interactions and the Anderson transition
In this section, we will consider the question, of whether a completely localized
single-particle system can become delocalized in the presence of a (repulsive) in-
teraction. Special attention will be paid to the role of the (effective) range of the
interaction. That problem was first considered in [FAL78, FA80].
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We assume the noninteracting system to be completely localized and denote the
basis of localized eigenstates of HˆA by {|α〉} (cf. Sec. 3.2.1). Furthermore, the
matrix element of the repulsive two-particle interaction Uˆ shall be denoted by
〈α1α2|Uˆ |α4α3〉 ≡ Uα1α2α3α4 . Then the interacting Anderson Hamiltonian becomes
Hˆ ≡ HˆA + HˆI
=
∑
α
εαc
†
αcα +
1
2
∑
α1,α2,α3,α4
Uα1α2α3α4 c
†
α1
c†α2cα4cα3 . (4.1)
As it was emphasized in [FAL78, FA80], HˆA and HˆI do not posses the same
symmetry groups. While HˆI is generally translation invariant, HˆA is not. Con-
sequently, no conservation law, like the momentum conservation in the periodic
problem, occurs. Therefore, the full Green’s function and the self-energy are
non-diagonal in the basis {|α〉},
Gαα′(E) = 〈α|(E − Hˆ)−1|α′〉 =
1
(E − εα)δα,α′ − Σαα′(E)
≁ δα,α′ . (4.2)
The lack of ’momentum’ conservation allows for two different ways, a single-
particle excitation near the Fermi surface can decay: By a many-body decay of
a cascade of particle-hole excitations, like in the interacting periodic problem,
and by a single-particle decay. The former is known from Landau’s Fermi liquid
theory [Lan56, Lan59, PN66, AGD77]. The estimate on the available phase-space
for such many-body processes yields that its contribution to the imaginary part of
the self-energy vanishes like (E−εF)2 [FA80]. The situation for the single-particle
decay processes is less well known. As it was estimated in [FA80], a short-ranged
interaction, i.e., an interaction decaying not slower than 1/rd for r →∞, should
not be able to destroy the localized nature of the states and cannot drive the
system into the conducting state. For long-ranged interactions, it was concluded
that a temperature dependent transport similar to the phonon assisted variable
range hopping, Eq. (3.37), may occur. Of course, this analysis was not rigorous,
but it was stated that ”the persistence of the Anderson transition in the presence
of interactions is at least plausible” [FA80].
Moreover, the following relevant and subtle effects were identified: First, the
presence of a (spin) degeneracy of the eigenstates, i.e., Eα = Eα′ for |α〉 6= |α′〉,
may yield a screening of the disorder potential due to the interaction between
the states |α〉 and |α′〉 (cf. Ch. 6). Second, in the presence of a mobility edge
(cf. Sec. 3.2.3), the interactions may renormalize the mobility edge. Thus, even
if the noninteracting system is localized and the Fermi level lies inside the lo-
calized part of the spectrum (cf. Fig. 3.1), the interaction may turn the system
conducting, if the mobility edge and the Fermi level cross (cf. Sec. 7.4). Third,
the (virtual) scattering of localized states below the Fermi level into extended
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states above the mobility edge (and above the Fermi level), may become rele-
vant, if both energy scales come close to each other. Last, the question of the
effective range of the two-particle interaction was introduced. The bare Coulomb
interaction in 3D between two charged particles is U(r) ∼ 1/r. Thus, it would be
long-ranged according to the criterion from [FAL78, FA80]. However, as it is well
known, in metals the Coulomb interaction between the conduction electrons gets
strongly screened, yielding U(r) ∼ 1/r3 [FW71], which is at the border between
long-ranged and short-ranged interactions. Thus, one could assume that it is just
short-ranged. However, within the (Anderson) insulating phase, the electrons are
less mobile and, most probably, cannot screen the potential as efficiently as in
the metallic phase. Therefore, by now it is unknown what the effective range of
the interaction is.
In subsequent years, the interacting Anderson model could be mapped onto an
effective field theory, a non-linear sigma model, which allowed the development
of a scaling theory for the interacting problem starting from the disordered Fermi
liquid fixed point [Fin83, Fin84]. In two dimensions, for weak disorder the scal-
ing equations seemed to allow for a metallic solution [Fin84, CCLM84, CCL+84],
in contrast to the noninteracting problem, where all systems (of the orthogonal
ensemble) are believed to have an insulating ground state only (cf. Sec. 3.4).
After the experimental discovery of the possible metal-insulator transition in
two dimensions (cf. Sec. 3.6) the predictions of this two-parameter scaling the-
ory received renewed interest [CCL98, PF02, PF05]. However, the solutions of
the scaling equations start to diverge at a certain length scale of the system
[CCL98, CLN99], indicating a possible breakdown of the perturbative ansatz.
Therefore, the predictions are at least inconclusive and the theory has generally
not become accepted yet.
In recent years, the ideas of the early works of [FAL78, FA80] were picked up
again and the problem of delocalization by interactions were again addressed
[GMP05, BAA06, BAA08]. In [GMP05] a (quasi) one-dimensional system of lo-
calized states in the presence of a short-ranged interaction was considered. The
many-body problem was mapped onto a Caylee tree, where the nodes represented
many-body states of the Fock space, and the edges connected states which can be
transformed into each other by a single decay process. The result of this calcula-
tion was that a delocalization transition could only occur above a finite, critical
temperature Tc . Below Tc all states remained localized in the Fock space. It
was argued, the same result would be also valid in two dimensions, and, hence,
an interaction driven MIT of the disordered system in d < 3 dimensions, at
zero temperature, would not be possible, in contrast to the predictions of the
two-parameter scaling theory. However, also this result has been remained in-
conclusive. The mapping onto the Caylee tree was a strong approximation, which
could not be convincingly justified. In particular, it seems to completely neglect
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the possibility of single-particle decays, which were identified to be relevant in
[FAL78, FA80].
In [BAA06, BAA08], the possibility of a localization-delocalization transition in
Fock space due to the presence of a short-ranged interaction was studied, as well.
Again the original model was mapped from Fock space onto a graph, similar but
less restrictive than in [GMP05]. The analysis was then done by using nonequilib-
rium perturbation theory. The result was similar to the one in [GMP05]. Below
some finite critical temperature Tc the system remains localized and insulating.
Above Tc , a many-body delocalization may occur and transport due to electron-
electron interaction assisted variable range hopping may take place. By construc-
tion, the validity of the analysis is restricted to the perturbative regime of weak
and short-ranged interactions. Additionally, it did not become clear, whether all
relevant processes (see discussion above) were included carefully enough. Recent
numerical studies on that topic [OH07, OPH09] could not confirm the existence
of a many-body localization transition at finite temperature. An experimental
setup to search for such a transition was recently suggested [BAA07], but till now
no reports on experimental evidence of manifestations of many-body localization
have been presented.
In summary, no rigorous statements, and almost no generally accepted, conclu-
sive results on the problem of Anderson localization in interacting systems have
been presented yet. Much effort has been made via numerical studies to get a
deeper insight into that problem. But also here, the situation is far from being
clear and many contradictory results have been obtained. Some of these will
be subject of subsequent chapters and discussed in detail there. But before, we
want to present some important results on the behavior of the disorder-averaged
density of states in an interacting system.
4.2 Zero bias anomalies of the density of states
As we mentioned in Secs. 3.2.3 and 3.2.4, the disorder-averaged density of states
of a noninteracting system is a smooth and uncritical quantity, even at and in the
vicinity of the Anderson transition. However, in the presence of (long-ranged)
interactions the situation can change. Here, the DOS can develop pseudogaps at
the Fermi level, both in the strongly and the weakly localized regime of a diffusive
metal.
4.2.1 Efros-Shklovskii anomaly
First, we will discuss the case of long-ranged interactions in a perfectly localized
insulator, i.e., an insulator with immobile charge carriers. As it was first shown
in [ES75], in this situation, a long-ranged Coulomb interaction, U(r) ∼ 1/r, leads
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Figure 4.1: Sketch of the low energy excitation discussed in the proof of the
Efros-Shklovskii anomaly (see text). Solid circles denote occupied lattice sites,
the dashed ones correspond to an unoccupied one. µ is the chemical potential.
to a complete depletion of states at the Fermi level and, hence, the density of
states develops a pseudogap.
For the derivation of this statement, we consider a simple static model of localized
charges, e.g., in a doped semiconducting material [ES75, ES85]. Then the system
consists of N negatively charged electrons, N positively charged ions, and M
neutral atoms. Ions and atoms form a lattice, where the electrons are placed
onto. Then the total energy of the system is given by
E =
∑
i
εini + e
2
∑
i
∑
j>i
qi qj
rij
, (4.3)
where the first term arises from the energies of the single-particle states, and the
second one is the static Coulomb energy of the system. Here, ni denotes the
electron occupation number of lattice site (= single-particle state) i, qi is its total
charge (measured in units of the elementary charge e) and rij denotes the distance
between lattice sites i and j. The lattice sites i = 1, ..., N shall correspond to
the positions of the ions, while the remaining sites with i > N shall denote the
positions of the neutral atoms. For simplicity, we assume that in the ground state
all electrons are occupying a lattice site of an ion, i.e.,
ni =
{
1 , i ≤ N
0 , i > N
, qi ≡ 0. (4.4)
An energetically low lying excitation will then correspond to the creation of a
particle-hole pair, where an electron moves from a lattice site of one of the ions,
i. e., i ≤ N , to a lattice site of one of the neutral atoms, j > N (see Fig. 4.1). By
this process, both the local occupation numbers (ni 7→ 0, nj 7→ 1) and the local
charges (qi 7→ 1, qj 7→ −1) are changed. Thus, the energy difference between
these two configurations is
∆E = εj − εi −
e2
rij
≥ 0. (4.5)
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Thus, for an excitation from a state at the Fermi level (εi = 0) with an excitation
energy
ε ≡ εj −
e2
rij
≥ 0, (4.6)
a particle-hole pair must be created, which is at least separated by a minimal
distance rε = e
2/ε. Hence, within a finite volume V , the number of low lying
excitations can be estimated by
#N(E < ε+ εF)−#N(E < εF) ∼ V/rdε . (4.7)
Since #N(E < ε), the number of states with energy E ≤ ε, is given by
#N(E < ε) = V
∫ ε
−∞
N(ε′) dε′, (4.8)
we can estimate the density of states in the vicinity of the Fermi level by
N(ε) =
1
V
d
dε
#N(E < ε) ∼ d
dε
1
rdε
∼
∣∣∣ε− εF∣∣∣d−1 . (4.9)
The pseudogap of the DOS at the Fermi level, described by Eq. (4.9), is called
Efros-Shklovskii anomaly [ES75, ES85]. The physical origin of this anomaly is the
long-ranged nature of the effective Coulomb interaction. Since the charge carriers
were assumed to be completely localized, e.g., due to the presence of strong
disorder, they were not able to screen efficiently the bare Coulomb interaction.
In contrast, mobile charge carriers, like in metals, could rearrange. This would
lower the charging energy of the particle-hole pair and result in a short-ranged
effective interaction [FW71].
4.2.2 Altshuler-Aronov anomaly
Not only for the strongly localized regime it is known that the interplay of disorder
and interaction can induce a zero bias anomaly of the density of states. Also in
the opposite regime, i.e., that of a diffusive metal, such an effect is known [AA79,
AAL80, AA85]. For weakly interacting, disordered metals, a perturbation theory
calculation of first order in the interaction strength shows that the disorder-
averaged density of states at the Fermi level gets strongly suppressed, because
of the presence of the repulsive interaction. An evaluation of the corresponding
diagrams (see Fig. 4.2) yields at zero temperature a correction to the density of
states of [AA85, AM07]
δN(ε)
N(ε)
∼ −U0
D
(
1− cH
cF
)

1/
√
|ε− εF| , d = 1
− log |ε− εF| , d = 2
C −
√
|ε− εF| , d = 3
. (4.10)
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Figure 4.2: First order perturbation theory corrections to the single-particle self-
energy and the density of states, respectively. a) Hartree diagram b) Fock di-
agram. Solid lines represent the disorder-averaged single-particle propagators,
dashed lines denote the diffusion vertex, and wavy lines denote the effective two-
particle (Coulomb) interaction [AA85, AM07].
Here, U0 ≥ 0 parametrizes the interaction strength, D is the diffusion coefficient
and C is a constant, independent of ε. The coefficients cH and cF are weights
of the Hartree and the Fock diagrams, respectively. Their ratio depends on the
range of the effective, repulsive interaction. For an extended interaction, i.e.,
U(x) ≁ δ(x), cH < cF yields a negative contribution, and, thus, a reduction of
the density of states at the Fermi level, called Altshuler-Aronov anomaly. This
anomaly remains also valid, if one takes into account contributions from the
cooperon vertex and higher order corrections [AA85]. The divergency at ε → 0
is an artefact of the finite order perturbation theory calculation and can be cor-
rected by a resummation of the leading order self-energy contributions [SCK09].
The existence of the Altshuler-Aronov anomaly could be observed experimentally
by tunnel conductance measurements. For instance, the voltage dependence of
the tunnel conductance of, e.g., two disordered metals separated by an oxide
film is directly proportional to the single-particle density of states of the two
metals and perfectly displays the Altshuler-Aronov anomaly at zero bias volt-
age [AA85, PPJ+01, AM07]. Also measuring the temperature dependence of the
conductivity of disordered metals could confirm the prediction of the Altshuler-
Aronov anomaly [AA85, AM07].
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Chapter 5
Anderson-Hubbard model
So far, the discussion of disordered, interacting system has been based on rather
general interaction potentials. In the following, we will restrict our studies to a
specific, local interaction potential. Before we start the discussion of the full prob-
lem, we first give a very brief introduction to the corresponding nondisordered
Hubbard model.
5.1 Hubbard model
The Hubbard model [Hub63, Hub64a, Hub64b] is a paradigm of condensed mat-
ter theory. Generally, it is too simple to model any real material. However, it is
at least believed to grasp the salient features of strongly correlated systems and
its rich physical properties, e.g., Mott metal-insulator transitions (cf. Sec. 2.3),
(anti-)ferromagnetism, superconductivity etc. [GKKR96, LNW06]. Therefore, it
is one of the most studied models in current research, and a large literature about
its physics exist. In the following, we will only briefly summarize the most im-
portant aspects needed in the subsequent parts of this thesis. For a more detailed
discussion and reviews on different aspects of the Hubbard model, we refer to,
e.g., [Lie95, GKKR96, Geb97, IFT98, EFG+05] and references therein.
The Hubbard model (for spin-1/2 fermions) is defined by the Hamiltonian
HˆH = − t
∑
<i,j>,σ
c†iσcjσ +
U
2
∑
iσ
nˆi,σnˆi,−σ − µ
∑
iσ
nˆi,σ, (5.1)
where U > 0 denotes the repulsive Hubbard interaction strength (U < 0 is not
considered in this thesis). µ is the chemical potential and nˆi,σ = c
†
iσciσ is the
occupation number operator of site i.
The Hubbard Hamiltonian describes a strongly simplified many-body (many-
electron) system. As in the Anderson model, the conduction band is assumed to
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be narrow and is approximated by the tight-binding Laplacian. The effective, re-
pulsive interaction is treated as purely local. Therefore, the simplified effective in-
teraction mimics a strongly screened metal (cf. discussion in Ch. 4), which in con-
tinuous systems would correspond to a pointlike interaction, U(r−r′) ∼ δ(r−r′).
This ansatz is motivated by the observation that in strongly correlated materials,
like the transition metal compounds, the intraorbital interaction of electrons of
the same atom is much larger than the interorbital interaction between electrons
of neighboring atoms.
The Hubbard model is the minimal lattice model containing the physics of electron-
electron correlations. Nevertheless, its theoretical understanding is still far from
being complete. The only exact solution has been found for the ground state
of the one-dimensional system. Here, the model is known to be integrable
[Sha88, Lie95] and the exact ground state could be constructed by using Bethe
ansatz [LW68, LW03, Lie95]. From this solution, it could be proven that in 1D,
for any U > 0, the Hubbard model has an insulating ground state at half-filling,
which corresponds to µ = U/2 in Eq. 5.1. As described in Sec. 2.3, the insulat-
ing state is a Mott insulator with a Mott-Hubbard gap in the density of states
around µ. Moreover, the ground state is a spin singlet with antiferromagnetic
order [LM62, LW68]. Away from half-filling, the DOS of the one-dimensional
system remains gapless for all values of U and the system is in a metallic state.
In dimensions d > 1, no exact solution exists at the moment and only numerical
results are obtainable. However, already the numerical treatment of the Hubbard
model is complicated and still a non-trivial challenge. Due to limitations of com-
puter time and memory, non-approximative methods like exact diagonalization
(ED) and quantum Monte Carlo (QMC) are strongly restricted to small system
sizes and low dimensions (d ≤ 2) [Hir85, Dag94, CA09]. On the other hand,
approximate solutions often suffer from the problem that relevant physical prop-
erties, e.g., antiferromagnetic ordering, charge fluctuations etc. are missed. How-
ever, during the last two decades much progress has been made by the develop-
ment of dynamical mean field theory (DMFT) [MV89, GK92, GKKR96]. DMFT
is based on a self-consistent mean-field approximation mapping the original Hub-
bard model onto an effective single-impurity problem. In its basic formulation,
dynamical (temporal) charge fluctuations are exactly included, which is essen-
tial for including real many-body effects, while, in contrast, spatial correlations
are only treated within a mean-field approximation, assuming the self-energy to
be local. Thus, DMFT becomes exact only in the limit of infinite dimensions
and infinite lattice coordination number, respectively. However, it turned out
that the approximation of large coordination numbers is a good approach to the
Hubbard model in higher dimensions, while it is less accurate in low dimensions
(d . 2). Its prediction for (and slightly away from) half filling is that the system
undergoes a first order (Mott) phase transition from a metal to a Mott insula-
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Figure 5.1: Density of states of the Hubbard model at low temperatures and at
half-filling as a function of energy. From top to bottom the interaction strength
increases. For low interactions (topmost curve) the Hubbard model is metallic.
Close to the critical interaction strength (second and third curve from the top)
the formation of a pronounced many-body resonance at the Fermi level (’Kondo
peak’) takes place. It indicates the formation of local magnetic moments and the
corresponding long-ranged antiferromagnetic order. For strong interactions (two
curves at the bottom) the DOS becomes gapped and two Mott-Hubbard bands
exist. (Plot taken from [GKKR96].)
tor. The transition takes place at some critical interaction strength Uc , which is
of the order of the band width of the noninteracting (U = 0) electron gas, i.e.,
Uc /(2td) ≈ 1..2 [GKKR96, KV04] (see Fig. 5.1). Furthermore, with increasing
interaction strength local magnetic moments are formed and a long-ranged anti-
ferromagnetic order arises [GKKR96, KV04].
The formation of an insulating, antiferromagnetic ground state at half filling
can be best understood from the limit U/t → ∞. At half filling, all sites will
then be occupied by exactly one electron. Charge fluctuations will be energet-
ically disfavored. However, virtual hopping processes, where an electron hops
to a neighboring site and afterwards returns to its original site, can lower the
ground state energy and are of the order t2/U . These processes can only occur if
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the electrons’ spins are opposite at neighboring sites. Thus, an antiferromagnetic
ground state will be favorable. Formally, this means the Hubbard model becomes
equivalent to the t-J model [Vol94]
Hˆt−J = −t
∑
<i,j>σ
(1− nˆi,−σ)c†iσcjσ(1− nˆj,−σ) + J
∑
<i,j>
(
Sˆi · Sˆj −
1
4
nˆi nˆj
)
,
(5.2)
where J = 4t2/U and Sˆi is the spin operator at site i. At half filling, in the limit
U/t→∞ the model reduces to the antiferromagnetic (J > 0) Heisenberg model
Hˆ = J
∑
<i,j>
Sˆi · Sˆj . (5.3)
5.2 Anderson-Hubbard model
In the previous section, the Hubbard model was introduced as the minimal lat-
tice model of strongly correlated systems. If one is interested in the interplay
of disorder and interactions, one needs to treat both potentials on the same
level. Therefore, it is a natural and convenient choice to extend the disordered
single-particle Anderson model by including the local Hubbard interaction term
to obtain an interacting, disordered many-body system.1 The result is known as
the Anderson-Hubbard model, which is sometimes also called disordered Hubbard
model (for fermions). With the same notations as before, the Hamiltonian of the
Anderson-Hubbard model reads
HˆAH ≡ Hˆloc + Hˆkin ≡ Hˆdis + HˆU + Hˆkin
=
∑
iσ
(εi − µ)c†iσciσ +
U
2
∑
iσ
nˆi,σnˆi,−σ − t
∑
<i,j>,σ
c†iσcjσ, (5.4)
where the on-site energies {εi} are again assumed to be i.i.d. with an uniform
box distribution of width ∆ ≥ 0 (see Sec. 3.1).
In the discussion of the Hubbard model, Sec. 5.1, we explained that the model
was originally motivated by the assumption of a strong screening of the bare
Coulomb interaction. Therefore the effective interaction was reduced to a purely
local one. However, as we discussed in Ch. 4, the effective range of the Coulomb
interaction in disordered materials might be significantly larger. In particular,
localized electrons are much less mobile than the conduction electrons of a nearly
1Again, we only consider the case of a repulsive interaction and will always assume U ≥ 0.
The case of an attractive interaction, U < 0, is studied intensively in the context of disordered
superconductors, see, e.g., [DMA07].
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free electron gas in an almost pure conductor. Thus, the applicability of the
Anderson-Hubbard model to real materials is less clear. A more realistic descrip-
tion would probably require, e.g., a self-consistent inclusion of an effective screen-
ing length. However, the Anderson-Hubbard model, as the simplest non-trivial
lattice model for interacting particles in a disordered environment, is nevertheless
a good starting point to try getting a basic understanding of strongly interact-
ing, disordered systems. And, as we will discuss below, it is already the origin of
rather rich and complex physics. Besides, in recent years a new field of physics,
the research on cold atomic gases in optical potentials, came into close contact
with condensed matter theory. While the Anderson-Hubbard model can only
mimic, if at all, the relevant physical processes of real materials, it can provide a
very good description of many experiments on cold atomic gases (see Ch. 8).
As we discussed above, the physics of the Hubbard model strongly depends on the
filling factor of the lattice. At least in the strong coupling limit, where U ≫ ∆,
this also holds for the disordered case. Therefore it is useful to denote this im-
portant quantity in the following by ρ. ρ is defined as the average site occupation
number, or as the ratio of the total particle number and the total number of
lattice sites, respectively,
ρ = lim
N→∞
1
N
N∑
i=1
∑
σ
〈nˆiσ〉 = 〈nˆiσ〉. (5.5)
For spin-1/2 particles (electrons), 0 ≤ ρ ≤ 2. In particular, ρ = 1 corresponds
to the important case of half-filling, where the number of particles equals the
number of lattice sites.
5.3 Numerical observations on the Anderson-Hub-
bard model
Although the Anderson-Hubbard model is in some sense the simplest interacting,
disordered model, almost no analytical results have been obtained yet. Therefore,
one has to rely on numerical results to get some insight into the physical behavior
of the Anderson-Hubbard model, and the interplay of the two competing poten-
tials.
In particular, after the experimental discovery of the possible two-dimensional
metal-insulator transition [KKF+94, AKS01, KS04] (see Sec. 3.6), the Anderson-
Hubbard model gained much interest and many numerical calculations were per-
formed. The reason is that the presence of a Hubbard-like interaction would
explain the experimentally observed magnetoresistance, and the strong influence
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of an external, in-plane magnetic field. Supposing, that the presence of the Hub-
bard interaction implies the strong suppression of electron localization by disor-
der, one expects that this effect would easily get destroyed by spin-polarization
induced by an external magnetic field [Her01]. Moreover, the screening of the
disorder potential by the local Hubbard interaction was suggested as a possible
mechanism, how interactions could induce a delocalization of the system. How-
ever, the numerical analysis of the Anderson-Hubbard model (references will be
given in Sec. 7.6) showed that the interplay of disorder and interaction is rather
complex. Generally, it was observed that weak interactions indeed yield a delo-
calizing effect. Sometimes even signatures of an intermediate extended, metallic
state in two dimensions were found. In contrast, a strong interaction even seems
to support the localizing nature of the disorder potential. However, a conclusive
explanation of the observed results could not be given, and the origin of the non-
monotonic interaction-dependence remained unclear.
In the following, we will therefore try to present a simple physical approxima-
tion, which allows for an explanation of most of the observed features and their
physical origin. Moreover, we will critically re-address the question of a possi-
ble metal-insulator transition in two dimensions within the Anderson-Hubbard
model.
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Chapter 6
Atomic-limit approximation of the
Anderson-Hubbard model
In the last chapter, we mentioned that a large number of numerical studies on the
Anderson-Hubbard model observed a nonmonotonic, (de-)localizing effect due to
the presence of the interaction. In the following, we will work out the physical
origin of this observation and present a qualitative and quantitative analysis of
its influence. For that purpose, we will use an analytically simple, but by no
means trivial, single-particle approximation to the Anderson-Hubbard model.
6.1 Physical motivation of the atomic-limit ap-
proximation
We start our consideration for the case of strong disorder, i.e., ∆
t
, ∆
U
≫ 1 (or
ρ≪ 1 [TL93]). In this limit, in any dimension the system is strongly believed to
become insulating because of the disorder. To understand the physical properties
of this (insulating) system, we have to consider the propagation (and the lifetime)
of a single-particle excitation at the Fermi level, which is accessible, e.g., via the
retarded zero-temperature Green’s function [AGD77]
GRijσ(t) = −iΘ(t)〈[ciσ(t), c†jσ(0)]+〉. (6.1)
Here, [·, ·]+ denotes the anticommutator of two (fermion) operators. Furthermore,
to avoid any confusion, we will always denote the propagator of the interacting
Anderson-Hubbard model by G, while the propagator of the noninteracting (ef-
fective) single-particle Anderson model will be denoted by G.
An exact calculation of GRijσ(t) is generally impossible. However, as in the non-
interacting case, we could principally use a locator expansion in powers of the
hopping amplitude t [FWGF89], which could be principally done, e.g., by use of
the auxiliary-particle representation (see Appendix B). Nevertheless, any explicit
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calculation remains technically challenging and, in practice, is restricted to low
orders of perturbation theory. But the formal analogy of the interacting locator
expansion to the noninteracting one allows us to adopt results from the nonin-
teracting Anderson model to our case of the Anderson-Hubbard model.
From the noninteracting problem [And58], it is known that an electron, which is
initially located at any lattice site i, will stay at that site with high probability.
More precisely, the change of the occupation number of site i is
δ〈ni 〉 ≡ 〈nˆi 〉 − 〈nˆi 〉0 = O((t/∆)2 ), (6.2)
where
〈nˆi 〉0 =
tr{e−βHˆdis nˆi}
tr{e−βHˆdis}
(6.3)
is the occupation number of site i in the atomic limit, where t = 0.
Assuming validity and convergence of the interacting locator expansion, the re-
sults of Eqs. (6.2) and (6.3) remain formally the same. The only thing that
changes is that we have to replace Hˆdis by Hˆloc ≡ Hˆdis + HˆU in Eq. (6.3), and,
in Eq. (6.2), the disorder strength has to be interpreted as an effective one,
∆ 7→ ∆eff , whose value generally depends on the interaction strength U and the
lattice filling ρ. The origin of this disorder renormalization can be understood
by considering again the propagation of a single-particle excitation at the Fermi
level, on top of the interacting Fermi sea. When propagating through the lattice,
the quasiparticle is affected by the local potential of each lattice site. For each
site i, the total potential is not determined solely by the disorder potential εi , but
also by the interaction potential, which can yield an additive contribution. From
Eq. (6.2), we are motivated to approximately describe the propagation of a quasi-
particle at the Fermi sea by treating the interaction term as a static background
potential, created by the charge density of the Anderson-Hubbard model in the
atomic limit. By doing so, we arrive at an effective noninteracting single-particle
Anderson Hamiltonian
HˆA =
∑
iσ
εic
†
iσciσ − t
∑
<i,j>,σ
c†iσcjσ, (6.4)
where the on-site energies are now distributed according to a renormalized prob-
ability function, denoted by pA(ε). Thereby, the original Hubbard interaction
strength U enters only as a parameter of pA(ε).
Before we start to determine the effective probability distribution and to ana-
lyze the Hamiltonian (6.4), we have to discuss the range of validity of our ansatz.
Our derivation of the effective single-particle model was based on the assump-
tion that, at all times, the average occupation number of the lattice sites does
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Figure 6.1: Ground state configuration of the atomic limit for a) weak interaction
b) strong interaction and ρ ≤ 1 c) strong interaction and ρ > 1.
not significantly deviate from its value in the atomic limit. Surely this means
that we have to restrict to the regime of strong disorder, ∆eff ≫ t. One might
be tempted to expect that this also means that each particle has to be closely
localized around a certain lattice site. That would correspond to the condition
that the localization length of the particles has to be of the order of the lattice
spacing, i.e., ξ = O(1), or, at least, ξ . O(l¯), where l¯ = (1−|1−ρ|)−1 is the mean
interparticle distance. However, it is important to note that our argumentation
was based on the value of the total average charge density. Even if the single-
particle localization lengths’ become significantly larger than O(1), the charge
density may still vary on the scale of the lattice spacing. Thus, a priori we can
allow for large localization lengths without contradicting the applicability of the
atomic-limit approximation.1 However, we have to emphasize that the atomic-
limit ansatz can only capture the static physics of the Anderson-Hubbard model.
In contrast, any physical effect determined mainly by the dynamics of the system
can be captured only by chance, if at all.
6.2 Ground state of the atomic limit
The effective disorder potential depends on the ground state occupation numbers
of the atomic limit. Therefore, we have to start our approximative treatment of
the Anderson-Hubbard model by calculating these occupation numbers. For that
purpose, we will first concentrate on the most relevant case of spin-1/2 particles
(electrons), postponing the discussion of a general spin system to Sec. 7.5.
At first, we note that in the ground state of the atomic limit the occupation
1See also Appendix F.3.2, as well as [CG09], for a discussion of the question, when disorder
becomes already strong enough for calling it ”strong disorder”.
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number of any given lattice site i takes one of the values 0, 1, 2. Moreover, three
different cases have to be distinguished (see Fig. 6.1). a) The interaction strength
is relatively weak. Therefore, some sites with low local potentials will be doubly
occupied, some sites with intermediate local potentials are singly occupied, and
the sites with a very high local potential will be empty. b) The interaction is
relatively strong, and the lattice filling is ρ ≤ 1. In this case, all sites are at
most singly occupied, because double occupancy is energetically disfavored. c)
The interaction is strong, and ρ > 1.2 In that case, all sites have to be occupied
at least by one electron, because of the high lattice filling. The sites with a low
local potential are even doubly occupied.
Let’s consider first case a): From Fig. 6.1(a) we can determine the chemical
potential µ by counting states,
ρ
!
= 2
µ− U +∆/2
∆
+
µ− (µ− U)
∆
(6.5)
⇔ µ = 1
2
(∆ρ−∆+ U). (6.6)
From Fig. 6.1 and from the discussion above we see that this ground state config-
uration only occurs for relatively low interaction strengths. More precisely, the
ground state configuration changes to case b) (Fig. 6.1(b)), if the energy, needed
to occupy the site with the lowest possible local potential, −∆/2, is higher than
the chemical potential. Therefore, we immediately get the restriction
− ∆
2
+ U
!≤ µ (6.7)
⇔ U !≤ ∆ρ. (6.8)
On the other hand, case a) only occurs if the chemical potential lies within the
interval [−∆, 2,∆/2]. Otherwise case c) becomes the correct ground state con-
figuration. Hence, we obtain a second condition on U ,
µ
!≤ ∆/2 (6.9)
⇔ U !≤ ∆(2− ρ). (6.10)
We easily read off, that Eq. (6.8) is the relevant condition if ρ ≤ 1, while Eq. (6.10)
is the relevant one if ρ ≥ 1.
Now, we can continue with case b), i.e., U > ∆ρ and ρ ≤ 1. Again counting
states yields immediately the result for the chemical potential,
ρ
!
=
µ+∆/2
∆
(6.11)
⇔ µ = ∆(ρ− 1
2
). (6.12)
2In principal, we could restrict to ρ ≤ 1, because of particle-hole symmetry. Nevertheless,
for completeness, we will explicitly determine the ground state for ρ > 1, as well.
6.3. EFFECTIVE PROBABILITY DISTRIBUTION 49
Finally, we have to determine the ground state of case c) where U > ∆(2 − ρ)
and ρ ≥ 1. As before, we can read off
ρ
!
= 2
µ− U +∆/2
∆
+
∆/2− (µ− U)
∆
(6.13)
⇔ µ = ∆(ρ− 3
2
) + U. (6.14)
In summary, we find the following ground state configuration within the atomic
limit:
〈ni〉0 =


2 , εi ≤ µ− U
1 , µ− U < εi ≤ µ
0 , εi > µ
, (6.15)
µ =


1
2
(∆ρ−∆+ U) , ρ < 1 , U < ∆ρ
∆(ρ− 1
2
) , ρ < 1 , U ≥ ∆ρ
1
2
(∆ρ−∆+ U) , ρ ≥ 1 , U < 2∆−∆ρ
∆(ρ− 3
2
) + U , ρ ≥ 1 , U ≥ 2∆−∆ρ
. (6.16)
6.3 Effective probability distribution
Having calculated the ground state configuration, we are able to derive the effec-
tive probability distribution of the atomic-limit approximation, pA(ε). For that
we notice first, that the effective probability distribution function pA(ε) is directly
related to the disorder-averaged local density of states of the Hamiltonian (6.4)
in the atomic limit (t = 0) by
N(E) =
∫
dεi pA(εi)Ni (E) (6.17)
= −1
π
∫
dεi pA(εi) ImG
R
i (E) (6.18)
= −1
π
∫
dεi pA(εi) Im
1
E − (εi − µ) + i0+
(6.19)
= pA(E + µ) (6.20)
⇔ pA(E) = N(E − µ). (6.21)
As discussed above, the effective disorder distribution shall take into account the
effective shift of the local potential in the Anderson-Hubbard model according
to its ground state configuration. Thus, we can see from Eq. (6.21) that we can
directly obtain it from the single-particle excitation spectrum and the disorder-
averaged density of states, respectively, of the Anderson-Hubbard model in the
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atomic limit. The excitation spectrum is given by the imaginary part of the
retarded Green’s function of the Anderson-Hubbard model. Therefore, we can
determine the effective distribution function via
pA(E) =
∫
dεi p(εi) ImGR,0iσ (E − µ), (6.22)
where
GR,0iσ (E) = 〈i|(E + i0+ − Hˆloc)−1|i〉 (6.23)
=
∫
dt eiEt GR,0iσ (t) (6.24)
is the Green’s function of the Anderson-Hubbard model in the atomic limit, i.e.,
the Fourier transform of Eq. (6.1) (for hopping amplitude t = 0).
The time-evolution of the creation and annihilation operators is readily obtained
from the Heisenberg equation of motion yielding
ciσ(t) = e
−i(εi−µ+Unˆi,−σ)t ciσ (6.25)
c†iσ(t) = e
i(εi−µ+Unˆi,−σ)t c†iσ. (6.26)
From Eqs. (6.1), (6.24), and (6.25), we finally get
GR,0iσ (E) =
〈nˆi,−σ〉0
E − (εi − µ+ U) + i0+
+
1− 〈nˆi,−σ〉0
E − (εi − µ) + i0+
. (6.27)
Eqs. (6.22) and (6.27) now enable us to determine the effective probability distri-
bution function pA(ε) describing the propagation of an excitation of spin σ. As
we can read off from the poles of the Green’s function, Eq. (6.27), the general
rule is that the local potential εi of sites which are occupied by an electron of
opposite spin is shifted by U . In contrast, the local potential εi of all sites which
are not occupied by an electron of opposite spin remains unshifted.3
To decide whether a site is occupied by an electron with an opposite spin, we
can use the ground state configuration of the atomic limit, Eq. (6.15). As we
calculated, all sites which fulfill εi < µ−U are doubly occupied and, hence, these
on-site energies have to be shifted by U . All sites with εi > µ are empty. Conse-
quently, these on-site energies remain unchanged. In case of µ−U < εi < µ, the
site is singly occupied. Here, we assume that half of the singly occupied sites are
occupied by electrons with spin σ, while the second half is occupied by electrons
with spin −σ. Furthermore, we assume the distribution of spins among the singly
occupied sites to be completely random and uncorrelated,
〈nˆiσ〉 = 〈nˆi,−σ〉 =
1
2
, (6.28)
〈nˆiσnˆjσ′〉
(i6=j)
= 〈nˆiσ〉〈nˆjσ′〉, (6.29)
3The rule is similar, but not identical to a Hartree-Fock approach, where one would use
ε
i
7→ ε
i
+
U
2
〈nˆ
i
〉.
6.3. EFFECTIVE PROBABILITY DISTRIBUTION 51
(a) (b)
Figure 6.2: Hopping transport of a quasiparticle with spin σ across a singly
occupied site. Hopping processes are indicated by dashed arrows. a) Particle-like
transport. The intermediate state is doubly occupied yielding a shift of the local
potential according to εi 7→ εi + U . b) Hole-like transport. The intermediate
state is singly occupied and the local potential remains unchanged.
i.e., we neglect spin ordering effects. Then, we have to shift half of these sites by
U , while the rest remains unchanged.
The physical reason for the spin-dependency of the shift of the local potential
can be understood from Fig. (6.2). The hopping process of an electron from
the lattice site i − 1 to the lattice site i + 1 across the lattice site i, which is
not occupied by an electron with the same spin, is particle-like (Fig. 6.2(a)). In
contrast, it is hole-like if site i is originally already occupied by an electron of
the same spin (Fig. 6.2(b)). Thus, in the latter process no (intermediate) doubly
occupied state occurs at this site, and the local potential equals εi . In contrast,
in the former case, the intermediate state is doubly occupied, and, therefore, the
effective local potential equals εi + U .
In summary, the rule to determine the effective on-site energy is
εi 7→


εi + U , εi ≤ µ− U
εi + U
εi
, µ− U < εi ≤ µ
(
each with
prob. of 1
2
)
εi , εi > µ
. (6.30)
As for the ground state, the actual calculation of pA(ε) acquires a distinction
between different parameter regimes. Since the total number of these regimes is
16, we will only present the concrete calculation for one single case here. The list
of all possible cases can be found in Appendix C.1.
Let us assume
ρ ≤ 1, U ≤ 1
3
∆ρ, (6.31)
which corresponds to an energy hierarchy (cf. Eq. (6.16))
− ∆
2
+ U ≤ µ− U ≤ µ ≤ µ+ U ≤ ∆
2
. (6.32)
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Then, from Eqs. (6.22) and (6.27), we can deduce
pA(E) =
∫
dε p(ε) 〈nˆi,−σ〉 δ(E − ε− U) (6.33)
+
∫
dε p(ε) (1− 〈nˆi,−σ〉) δ(E − ε)
=
1
∆
µ−U∫
−∆
2
dε δ(E − ε− U) + 1
2∆
µ∫
µ−U
dε δ(E − ε− U) (6.34)
+
1
2∆
µ∫
µ−U
dε δ(E − ε) + 1
∆
∆
2∫
µ
dε δ(E − ε)
=
1
∆
µ−U∫
−∆
2
+U
dε δ(E − ε) + 3
2∆
µ+U∫
µ−U
dε δ(E − ε) (6.35)
+
1
∆
∆
2∫
µ+U
dε δ(E − ε)
⇒ pA(ε) =
1
∆
·


1 , −∆/2 + U ≤ ε ≤ µ− U
3/2 , µ− U ≤ ε ≤ µ+ U
1 , µ+ U ≤ ε ≤ ∆/2
0 , elsewhere
. (6.36)
In Fig. 6.3, the effective distribution function pA(ε) is plotted for different in-
teraction strengths for a fixed disorder strength and filling factor. The values
of U range thereby from very weak to strong interaction. From this figure, we
notice that increasing the interaction yields an asymmetric probability function
through the mapping of the energetically lower part onto and above the energeti-
cally higher part of the original distribution p(ε). This is a direct consequence of
the site-occupation dependent renormalization of the local potential. Sites with a
lower on-site energy εi generally have a higher occupation number than sites with
a higher on-site energy. Hence, only the sites from the lower part of the prob-
ability spectrum are shifted by U . This leads to a further and very important
observation. The effect of the repulsive interaction is expected to be different for
weak and strong interactions. In the former case, corresponding to Fig. 6.3(b)
and Fig. 6.3(c), the width of the effective distribution, ∆˜, is smaller than the
original one, Fig. 6.3(a). Furthermore, the probability to find sites with energies
narrowly distributed around the Fermi level is strongly enhanced. In contrast,
for strong interactions, Fig. 6.3(d) and especially Fig. 6.3(e), the width is larger
than the original one. In addition, the probability to find a site with an effective
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Figure 6.3: Probability distribution function pA(ε) for ∆/t = 1, ρ = 0.5 and
(a)-(e) U/t =0.0, 0.1, 0.25, 0.7, 1.1. The dashed line marks the position of the
chemical potential µ/t.
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on-site energy narrowly distributed around the Fermi level is strongly reduced.
The reason for this is that the presence of a weak interaction leads to a small or
moderate shift of all energetically low-lying sites. Therefore, the effective on-site
energy of an occupied site equals that of an energetically higher lying unoccupied
site. As a consequence, the resulting effective distribution is narrower than the
original one, and the disorder potential gets screened by the interaction. In con-
trast, strong interactions strongly shifts the occupied sites and even above the
unoccupied sites. For a propagating single-particle excitation these occupied sites
act like extremely high potential barriers. Effectively, the disorder strength gets
then even larger than in the noninteracting regime. Both cases are visualized in
Fig. 6.4.
The effective disorder distribution is not as simple as the original box distri-
bution, which could be characterized by a single parameter, ∆. Therefore, we
cannot expect to find a simple relation between the transport properties of the
Hamiltonian (6.4) and the probability distribution. However, from the above
considerations we can already predict the overall behavior in the limit of weak
and strong interactions. In the former case, the transport should be enhanced by
the interaction due to the screening of the disorder potential. In contrast, strong
interactions should not be able to screen the disorder potential, but we expect it
to reduce the mobility even beyond the noninteracting value.
Although the complexity of the effective, atomic-limit Hamiltonian is drasti-
cally reduced compared to the original many-body Anderson-Hubbard model,
Eq. (5.4), the analysis of the Hamiltonian (6.4) is still highly non-trivial. Ex-
act, analytical methods do not exist to quantitatively evaluate the single-particle
Anderson model. Therefore, we have to use numerical methods instead. The
most accurate ones are based on a transfer matrix method and finite-size scal-
ing techniques [KM93, EFR08]. However, these methods are numerically very
challenging and can easily suffer from finite-size effects [EFR08] (see also discus-
sion in Sec. (3.4)). In addition, the required computing time is rather large, in
particular in dimensions d > 1 [EMM+99]. For that reason, we will use approx-
imate methods, which are known to yield reasonable quantitative results in all
dimensions and a large parameter range, and which allow for a systematic and
thorough study of our effective single-particle Anderson model.
According to the single-parameter scaling theory (Sec. 3.4), the only relevant
length scale, within the effective single-particle Anderson model, is the localiza-
tion length of a particle at the Fermi level, ξ ≡ ξ(E = 0). In particular, all
zero temperature transport properties are determined by the value of ξ. In the
context of the original many-body Anderson-Hubbard model, this meaning of
ξ will still be valid, although single-particle eigenstates do not exist any longer
(cf. Eq. (3.6)). Therefore, our analysis in the following sections will concentrate
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Figure 6.4: Graphical sketch of the effective distribution in comparison to the
original one for (a) weak interaction (b) strong interaction.
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on a careful determination of the dependence of ξ on the parameters (∆, U, ρ).
6.4 Strong disorder approximation
In this section, we will give a first qualitative estimate on the behavior of ξ within
a strong disorder approximation, where the localization length can be directly
related to the (effective) disorder distribution pA(ε),
1
ξ
≈
∫
dε pA(ε) log |ε− εF|. (6.37)
(Since εF = µ at zero temperature, we use both terms synonymously.)
In one dimension, Eq. (6.37) follows immediately from the Herbert-Jones-Thouless
formula, Eq. (D.26), in the limit t/∆→ 0 (cf. Eq.(6.21)),
1
ξ
=
∫
dεN(ε) log |ε| (6.38)
≈
∫
dε pA(ε) log |ε− εF|. (6.39)
In dimensions d > 1, we can derive Eq. (6.37) from the Anderson-Hubbard model
by evaluating (cf. Eq. (3.6))
− 1
ξ
= lim
|i−j|→∞
log
( ∣∣GRijσ(E = 0)∣∣2 )
2|i− j| . (6.40)
in lowest order perturbation theory. In this case, as we show in detail in Appendix
B.3, Eq. (6.40) reduces to
− 1
ξ
= lim
|i−j|→∞
log
( ∣∣GRijσ(E = 0)∣∣2 )
2|i− j| . (6.41)
While in Eq. (6.40) the disorder average has to be taken w.r.t. the original box
distribution, p(ε), in Eq. (6.41) the overbar denotes the average w.r.t. the effec-
tive distribution, pA(ε).
Eq. (6.41) is equivalent to the statement [MK92] that, for very strong disor-
der, only the direct path between site i and j enters in Eq. (6.40). Thus, for very
strong disorder, the dimensionality of the system no longer plays a relevant role,
and Eq. (6.37) becomes generally valid in that limit.
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(a) (b)
Figure 6.5: Localization length ξ as a function of the interaction strength U and
the lattice filling ρ for fixed disorder strength ∆/t = 15.
In Fig. 6.5, the localization length, calculated via Eq. (6.37), is plotted as a func-
tion of the interaction strength and the lattice filling, while the disorder strength
has been fixed. As one can clearly see, for each lattice filling, the localization
length depends nonmonotonically on U . As expected from the discussion of the
previous section, the presence of a weak interaction induces a screening of the
bare disorder potential yielding a reduced effective disorder strength. Corre-
spondingly, the localization length gets enlarged, indicating a higher mobility of
the interacting system. For strong interactions, the behavior completely changes.
Now, an increasing interaction effectively yields an enhancement of the disor-
der potential. Consequently, the localization length decreases with increasing
interaction strength, and the mobility gets reduced. In particular, the effective
disorder strength is not bounded by the noninteracting one, as U → ∞, but
monotonically increases with the interaction. Hence, the localization length can
become significantly shorter than the noninteracting one, ξ(U ≫ 1)≪ ξ(U = 0),
reaching a maximum at some intermediate value of U .
The interaction dependence of ξ can also be observed in Fig. 6.6, where the lo-
calization length is plotted as a function of U , for the same disorder strength as
in Fig. 6.5 and two different values of the lattice filling ρ. As one can see, the
value of the interaction strength, where the localization length becomes maximal,
depends not only on the bare disorder strength, but also on the lattice filling.
In addition, the relative enhancement factor, i.e., the ratio between the nonin-
teracting localization length ξ(U = 0) and the maximal localization length, ξmax,
depends on both, ∆ and ρ.
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Figure 6.6: Localization length ξ as a function of the interaction strength U for
fixed disorder strength ∆ = 15 and fixed lattice filling a) ρ = 0.5 b) ρ = 0.25.
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Figure 6.7: Comparison of the localization length ξ (solid line) and the variance
σ2 (dashed line) of the effective distribution function pA(ε), normalized to its
noninteracting value ∆2/12, for ∆ = 15 and a) ρ = 0.5 b) ρ = 0.25.
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The main advantage of the strong disorder approximation, Eq. (6.37), is that it
allows for an exact analytical calculation. Thus, by using the explicit expressions
for the effective disorder distribution, Appendix C.1, we can exactly determine
the value of the interaction strength Uξ where the localization length becomes
maximal. A straightforward calculation yields
Uξ =
∆
3
(√
1 + 3ρ(2− ρ)− 1
)
. (6.42)
From weak disorder perturbation theory, one is used to deduce physical (trans-
port) properties of a disordered system from the variance of the disorder potential
(cf. Appendix A). However, for strong disorder not only the second moment of
the disorder distribution enters, but also higher moments must be taken into ac-
count. Besides, pA(ε) is more complex than the original box distribution p(ε),
which is uniquely characterized by a single parameter, its width ∆ and its vari-
ance, σ2 = ∆2/12, respectively. Therefore, we cannot easily deduce the local-
ization of the Anderson-Hubbard model (Eq. (5.4)) and the effective Anderson
model (Eq. (6.4)), respectively, from a simple statistical analysis of the on-site
energy distribution. Actually, as Fig. 6.7 shows, the values of the interaction
strength corresponding to the maximal localization length, Uξ , and to the min-
imal variance, Uσ, are not simply related to each other. This statement can be
made precise by calculating Uσ from the effective distribution (Appendix C.1),
Uσ =
{
∆
9
(√
ρˆ2 + 9ρˆ− ρˆ
)
, 1
3
. ρ . 5
3
∆ |1−ρ|
1+|1−ρ|
, otherwise,
, (6.43)
where ρˆ = 3ρ(2− ρ). Unless ρ = 1, these two interaction values differ, Uξ 6= Uσ,
particularly if |ρ− 1| → 1.
As a side remark, we want to emphasize that Eqs. (6.42) and (6.43), as well
as Fig. 6.5, clearly express the particle-hole symmetry of the Anderson-Hubbard
model, i.e., the symmetry under the transformation ρ↔ 2− ρ.
The plots in Figs. 6.6 and 6.7 show a pronounced kink at some intermediate
value of U . Its origin is the crossover from the regime where an increase of U
yields a change in the ground state occupation numbers (Fig. 6.1(a)), to the
regime where the ground state configuration has been saturated (Fig. 6.1(b) and
Fig. 6.1(c), respectively). However, its magnitude is an artefact of the atomic-
limit approximation. Obviously, an efficient screening of the disorder potential
corresponds to an optimal adaption of the ground state occupation numbers to
the external potentials. Therefore, the kink always happens for values of U > Uξ ,
see Figs. 6.6 and 6.7.
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Chapter 7
Self-consistent analysis of the
atomic-limit approximation
In the previous chapter, the localization length was roughly estimated under the
assumption of a very strong disorder strength. This approximation was suffi-
cient to get a qualitative impression of the (de-)localizing effect of the Hubbard
interaction. Besides, it allowed for an analytical analysis, e.g., of the interac-
tion dependence of the localization length. To obtain also quantitatively reliable
results, in particular for weaker disorder strengths, we have to go beyond this
crude approximation. Therefore, we have to use a quantitatively reliable numeri-
cal method which allows for an efficient and systematic scan of a large parameter
regime of (∆, U, ρ) in dimensions d = 1, 2, 3. As we mentioned above, the most
precise numerical methods need substantial computing time, especially in dimen-
sions d > 1. Moreover, in higher dimensions they are often restricted by finite-size
effects. However, we want to analyze the screening effect also in the regime where
the disorder is not very strong anymore. As we can expect the localization length
to become substantially large, we need a method which additionally is able to
yield, at least principally, infinite-size results. For these reasons, we will use the
self-consistent transport theory of Anderson localization, which is the best known
method fulfilling all these requirements to a sufficient level.
7.1 Self-consistent transport theory for the atomic-
limit approximation
The self-consistent transport theory of Anderson localization constitutes a re-
summation of the most divergent (cooperon) contributions to the irreducible
particle-hole vertex, leading to a self-consistent equation for the dynamical dif-
fusion coefficient (cf. Sec. 3.5 and Appendix F). In its most general formulation
[KKW90, Kro90, VW92], which allows for both strong and weak disorder, this
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self-consistent equation is given by
D(E, ω) = D0(E) +
2ImΣR(E)
[ImGR0 (E)]2D0(E)
∫
Ω
dk
(2π)d
×
∫
Ω
dk′
(2π)d
(vk · qˆ)
ImGRk (E)[ImG
R
k′(E)]
2
(k + k′)22π − iω/D(ω,E)
(vk′ · qˆ). (7.1)
Here,
D0(E) = −
1
ImGR0 (E)
∫
Ω
dk
(2π)d
(vk · qˆ)2 [ImGRk (E)]2 (7.2)
is the bare diffusion constant.
GRk (E) =
1
E − (ǫk − µ)− ΣR(E)
(7.3)
is the disorder-averaged, retarded Green’s function of the single-particle Anderson
Hamiltonian, Eq. (6.4), and ΣR(E) is the corresponding self-energy, which is
assumed to be purely local, i.e., momentum independent (cf. Appendix E).
GR0 (E) =
∫
Ω
dk
(2π)d
GRk (E) (7.4)
is the local (= momentum integrated) Green’s function. vk = ∇k ǫk. qˆ is a unit
vector pointing in the direction of the transport, which we can set to qˆ = eˆ1,
where eˆ1 denotes the first basis vector of Rd , because we are always dealing with
an isotropic lattice, where the transport does not depend on its direction. All
momentum integrations are restricted to the first Brillouin zone, which in our
case of a square lattice of unit length is given by Ω = ⊗di=1[−π, π] [AM76].
In Appendix A, we derive the expression for the cooperon propagator in the
limit of weak disorder, Eq. (A.22),
C(ω, k, k′) =
1
−iω +D0(k + k′)2
. (7.5)
There, its derivation is based on an expansion of small momentum transfer of the
diffuson vertex, Eq. (A.14). The reason is that the most relevant contribution to
the ladder diagrams arise from the case ǫk+q ≈ ǫk. For the dispersion relation of
a free electron gas, ǫk = k
2/(2m), this yields q ≈ 0. However, we are considering
a lattice system with a periodic dispersion relation, ǫk = ǫk+2π. Therefore, the
condition on the momentum transfer q has to be replaced by
q ≈ 0mod 2π, (7.6)
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and the expansion has to be done with respect to the closest lattice vector of
the reciprocal lattice. Taking this aspect into account, the cooperon propagator
becomes
C(ω, k, k′) =
1
−iω +D0(k + k′)22π
, (7.7)
where the subscript 2π, appearing also in Eq. (7.1), refers to the condition
(k + k′)2π ≡ (k + k′)mod 2π ∧ (k + k′)2π ∈ [−π, π], (7.8)
and denotes a possible shift of the vector k + k′ by 2π within the first Bril-
louin zone. As we will discuss below, this periodicity of the cooperon propagator
strongly simplifies the numerical evaluation of the self-consistent equation of the
dynamical diffusion coefficient. Furthermore, it is necessary to ensure particle-
hole symmetry (see Appendix F.2)).
To evaluate the self-consistent transport theory of Anderson localization, we have
to first determine the single-particle self-energy. In [Kro90], it was shown that
one can use the coherent potential approximation (CPA) (see Appendix E) to
yield results within the self-consistent approach, which are in a good qualita-
tive and quantitative agreement with the numerically exact ones obtained by a
transfer matrix calculation. Therefore, we will also use the CPA to calculate the
disorder-averaged single-particle propagator and self-energy, respectively. In our
case, the self-consistent equation of the CPA reads (cf. Eq. (E.17))
0 =
∫
dε pA(ε)
ε− ΣR(E)
1−GR0 (E)(ε− ΣR(E))
. (7.9)
We can rewrite Eq. (7.9) in a second way to emphasize once again the under-
lying physical assumptions of our approach. For that purpose, let us define the
spin-occupation distribution function
pσ(s) =
1
2
(δ(s− 1/2) + δ(s+ 1/2)). (7.10)
Furthermore, we define a functional F (s, ε), which maps each local function g(εi),
that depends on the value of the on-site energy εi , according to
F (s, ε)[g] =


g(ε) , 〈ni〉0 = 0
g(ε) , 〈ni〉0 = 1, s = 12
g(ε+ U) , 〈ni〉0 = 1, s = −12
g(ε+ U) , 〈ni〉0 = 2
. (7.11)
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Then, from the discussion above, or by inserting the corresponding expressions,
we get ∫
dε pA(ε) g(ε) =
∫
ds pσ(s)
∫
dε p(ε)F (s, ε)[g]. (7.12)
It is useful to apply the identity Eq. (7.12) to the CPA equation, Eq. (7.9), in the
limit of vanishing disorder, ∆ → 0, i.e., p(ε) = δ(ε) within appropriate energy
units. In this case, Eq. (7.9) is known as the Hubbard-III approximation for the
Hubbard model [Hub64b, VKE68], which is sometimes also called random, binary
alloy approximation. Assuming that essentially no spin-spin correlations exist
and, thus, the spin of any chosen electron of the system takes the values 1
2
and −1
2
with equal probability (cf. Eq. (7.10)), within the Hubbard-III approximation the
physics are determined by the two-pole structure of the local Hubbard propagator,
Eq. (6.27), neglecting dynamical effects, which are known to become important
at and close to the Mott-Hubbard transition (see Sec. 5.1).
7.2 CPA self-energy and disorder-averaged den-
sity of states
As the first step of the self-consistent analysis of the atomic-limit approxima-
tion, we have to obtain the disorder-averaged single-particle propagator. This
means, we have to calculate the single-particle self-energy from the CPA equa-
tion, Eq. (7.9). In the CPA equation, the momentum-integrated single-particle
propagator enters. For a fixed value of the self-energy, it can be calculated via
(see Eq. (7.4))
GR0 (E) =
∫
Ω
dk
(2π)d
GRk (E) =
∫
dǫN0(ǫ)
1
E − (ǫ− µ)− ΣR(E) , (7.13)
where N0(ǫ) is the bare density of states.
Bare density of states
From the dispersion relation of the d-dimensional square lattice,
ǫk = 〈k|Hˆkin|k〉 =
∑
i,j
〈k|i〉〈i|Hˆkin|j〉〈j|k〉 =
1
N
∑
<i,j>
(−t)eik·(i−j)
= −t
d∑
i=1
(eiki + e−iki ) = −2t
d∑
i=1
cos (ki ), (7.14)
the bare density of states is calculated via
N0(ǫ) =
∫
Ω
dk
(2π)d
δ(ǫ− ǫk). (7.15)
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An analytic solution for Eq. (7.15) exists only in one dimension. Here, a short
calculation yields
N
(1D)
0 (ǫ) =
1
2πt
1√
1− (ǫ/2t)2 . (7.16)
In d = 2, 3 dimensions, no closed form exists and N0(ǫ) is defined by the integral
equations,
N
(2D)
0 (ǫ) =
1
2π2t
1∫
−1
dx√
1− x2
Θ(1 + (ǫ/2t) + x)Θ(1− (ǫ/2t)− x)√
1− ((ǫ/2t) + x)2 (7.17)
N
(3D)
0 (ǫ) =
1
2π3t
1∫
−1
dx√
1− x2
1∫
−1
dy√
1− y2
× Θ(1 + (ǫ/2t) + x+ y)Θ(1− (ǫ/2t)− x− y)√
1− ((ǫ/2t)− x)2 , (7.18)
which must be calculated numerically. For that purpose, we used an adaptive
Gauss-Kronrod integration routine, provided by the GNU scientific library [GSL].
Plots of the bare density of states in dimensions d = 1, 2, 3 are shown in Fig. 7.1.
CPA self-energy
Knowing the bare density of states, the CPA self-energy can be numerically deter-
mined from Eqs. (7.9) and (7.13). The numerical integrations are again done by
using an adaptive Gauss-Kronrod integration routine [GSL]. The real and imag-
inary part of Σ(E) are determined from Eq. (7.9) by using a two-dimensional
Newtonian root finder, also provided by [GSL].
Fig. 7.2 shows the three-dimensional, noninteracting self-energy and the corre-
sponding disorder-averaged density of states for different values of the disorder
strength ∆, at half filling. One clearly sees how the self-energy evolves from
the weak localization result, Fig. 7.2(a), which is almost identical to the Born ap-
proximation, Eq. (A.6), to the strong localization result, Fig. 7.2(c). Correspond-
ingly, the disorder-averaged density of states evolves from the almost unperturbed
shape, N(E) ≈ N (3d)0 (E), towards the strong disorder limit, N(E) ≈ pA(E + µ),
Fig. 7.2(d) (cf. Eq. (6.21)).
The same behavior is also found in dimensions d < 3, which is not plotted ex-
plicitly here.
In Figs. 7.3 and 7.4, we plotted the disorder-averaged density of states, for fixed
(∆, ρ) and different interaction strengths, ranging from noninteracting to the
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Figure 7.1: Bare density of states of the d-dimensional hypercubic lattice.
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Figure 7.2: a)-c) Noninteracting (U = 0) CPA self-energy in d = 3 dimensions at
half filling for disorder strengths ∆/6t = 0.1, 0.5, 2.0 (increasing from a) - c)).
d) Disorder-averaged density of states in d = 3 dimensions at half filling.
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strongly interacting regime. As expected, the density of states displays the evo-
lution of the underlying effective probability distribution, derived in Sec. 6.3
(cf. Fig. 6.3). First, the increase of the interaction yields a reduced disorder
strength with a smaller width of the spectrum and an enhanced value at the
chemical potential (E = 0). For strong interactions, the spectrum gets broad-
ened, the density of states gets suppressed at E = 0, and finally the spectrum
becomes gapped with two disorder-broadened Mott-Hubbard bands. At half fill-
ing, Fig. 7.3, the system becomes a Mott-Hubbard insulator, where the chemical
potential lies within the gap. As we already mentioned in the beginning of this
chapter, the atomic-limit approximation includes only static effects. Thus, the
many-body resonance, present in high dimensions in the non-disordered case at
the chemical potential (see Fig. 5.1), is not expected to be observed. However,
by now, it is unknown, whether this resonance will survive in the presence of
disorder at all .
Away from half filling, Fig. 7.4, the chemical potential lies within the lower Hub-
bard band. Thus, we can expect that at half filling, the transition from the
weakly interacting, disorder reduced regime to the strongly interacting one might
be most pronounced.
7.3 Localization length in d ≤ 2 dimensions
In dimension d = 1, all single-particle states of the effective Anderson model get
localized by disorder for any finite disorder strength. According to the scaling
theory of Anderson localization the same holds also in d = 2 dimensions (see
Secs. 3.1 and 3.4). In the localized regime, diffusive transport cannot take place
and, therefore, the dynamical diffusion coefficient D(E, ω) vanishes in the static
limit ω → 0. Thus, the self-consistent equation transforms into (see Appendix
F.1)
0
!
= D0(E) +
2ImΣR(E)
[ImGR0 (E)]2D0(E)
∫
dk
(2π)d
∫
dk′
(2π)d
(vk · qˆ)
×ImG
R
k (E)[ImG
R
k′(E)]
2
(k + k′)22π + 4/ξ
2(E)
(vk′ · qˆ), (7.19)
from which we can calculate ξ(E) by determining numerically the root of the
right hand side of Eq. (7.19).
However, the numerical calculation of the double integral in Eq. (7.19) needs
a large computing time, in particular in dimension d > 1. But we can use the
2π-periodicity of the integrands to transform the 2d-dimensional integral into a
d-dimensional sum by Fourier transformation. (Furthermore, we set E = 0 from
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Figure 7.3: Disorder-averaged density of states in d = 3 dimensions at half-
filling for fixed disorder strength, ∆/6t = 4, and different interaction strengths
a) U/6t = 0.00 b) U/6t = 2.00 c) U/6t = 4.05 d) U/6t = 5.00.
70 CHAPTER 7. SELF-CONSISTENT ANALYSIS
-4 -2 0 2 4
E/6t
0
0.05
0.1
0.15
0.2
0.25
0.3
N(E)
(a)
-4 -2 0 2 4
E/6t
0
0.1
0.2
0.3
0.4
N(E)
(b)
-4 -2 0 2 4
E/6t
0
0.05
0.1
0.15
0.2
0.25
0.3
N(E)
(c)
-4 -2 0 2 4 6
E/6t
0
0.05
0.1
0.15
0.2
0.25
0.3
N(E)
(d)
Figure 7.4: Disorder-averaged density of states in d = 3 dimensions for fixed dis-
order strength, ∆/6t = 4, and at quarter filling, ρ = 0.5, for different interaction
strengths a) U/6t = 0.0 b) U/6t = 1.5 c) U/6t = 4.1 d) U/6t = 5.0.
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now on and drop the explicit energy dependence, as we are only interested in the
localization length of a particle at the Fermi level.)
In 1D, the Fourier transforms of the integrands read
vˆ(x) =
π∫
−π
dk
2π
vk e
−ikx = 2it
π∫
−π
dk
2π
sin (k) sin (kx)
= it(δ(1− x) − δ(1 + x)) (7.20)
gˆ(x) =
π∫
−π
dk
2π
ImGRk e
−ikx =
π∫
−π
dk
2π
ImGRk cos (kx) (7.21)
gˆ2(x) =
π∫
−π
dk
2π
(ImGRk )
2 e−ikx =
π∫
−π
dk
2π
(ImGRk )
2 cos (kx) (7.22)
Cˆ(x) =
π∫
−π
dk
2π
e−ikx
k2 + 4/ξ2
=
π∫
−π
dk
2π
cos (kx)
k2 + 4/ξ2
(7.23)
Inserting these functions into Eq. (7.19), we get after a short and straightforward
calculation
π∫
−π
dk
2π
π∫
−π
dk′
2π
(vk · qˆ)
ImGRk [ImG
R
k′]
2
(k + k′)22π + 4/ξ
2
(vk′ · qˆ)
= −t2
∞∑
x=−∞
Cˆ(x)[gˆ(−1− x) − gˆ(1− x)] [gˆ2(−1− x) − gˆ2(1− x)] (7.24)
= −2t2
∞∑
x=1
Cˆ(x)[gˆ(1 + x) − gˆ(1− x)] [gˆ2(1 + x) − gˆ2(1− x)], (7.25)
where in the last line we used the symmetry of the propagators and the cooperon
under the parity transformation x 7→ −x. Thus, in one dimension the self-
consistent equation becomes
0
!
= D0 −
4t2 ImΣR
[ImGR0 ]2D0
∞∑
x=1
Cˆ(x)[gˆ(1 + x) − gˆ(1− x)] [gˆ2(1 + x) − gˆ2(1− x)].
(7.26)
With the same nomenclature, the corresponding equation in two dimensions reads
0
!
= D0 −
8t2 ImΣR
[ImGR0 ]2D0
∞∑
x=1
∞∑
y=0
Cˆ(x, y)[gˆ(1 + x, y) − gˆ(1− x, y)]
× [gˆ2(1 + x, y) − gˆ2(1− x, y)] (1−
1
2
δ(y)), (7.27)
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where we used the additional symmetry of all summands under the transforma-
tion x↔ y.
The localization length can then be calculated numerically by finding the root of
the functions
F1D(ξ) ≡ D0 −
4t2 ImΣR
[ImGR0 ]2D0
∞∑
x=1
Cˆ(x)[gˆ(1 + x) − gˆ(1− x)]
× [gˆ2(1 + x) − gˆ2(1− x)], (7.28)
and
F2D(ξ) ≡ D0 −
8t2 ImΣR
[ImGR0 ]2D0
∞∑
x=1
∞∑
y=0
Cˆ(x, y)[gˆ(1 + x, y) − gˆ(1− x, y)]
× [gˆ2(1 + x, y) − gˆ2(1− x, y)] (1−
1
2
δ(y)), (7.29)
respectively.
If the disorder is strong enough (∆ & 2dt), ImΣR and 1/ξ2 become large,
such that the momentum-dependence of the single-particle propagators and the
cooperon propagator becomes strongly weakened. Consequently, their Fourier
transforms are strongly peaked and only the very first (∼ O(10)) summands sig-
nificantly contribute to the sums of Eq. (7.26) - (7.29). Thus, the convergence is
quite fast and Eqs. (7.26) and (7.27) provide an efficient way to determine the
single-particle localization length ξ.
The roots of Eqs. (7.28) and (7.29) were numerically determined by again us-
ing a routine provided by [GSL], the Brent-Dekker algorithm, which is based on
a combination of an interpolation and a bisection algorithm. Integrations were
done by using the same routines as in the previous section.
Fig. 7.5 shows the localization length as a function of the interaction strength and
the lattice filling, for fixed disorder strength, in one dimension, calculated by using
the self-consistent approach. As in the strong disorder approximation, Fig. 6.5,
the localization length nonmonotonically depends on U with a pronounced max-
imum at some intermediate value Uξ . Furthermore, we see that the general
behavior is close to the one observed within the strong disorder approximation.
In particular, the delocalizing effect, i.e., the ratio ξ(Uξ )/ξ(U = 0) (for a fixed
lattice filling) is quite similar in both approximations. For instance, for ρ = 1 we
obtain in both cases (Fig. 6.5 and Fig. 7.5), the value ξ(Uξ )/ξ(U = 0) ≈ 3. In
contrast, the absolute values of ξ strongly differ in both figures due to the much
weaker disorder strength used in Fig. 7.5.
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(a) (b)
Figure 7.5: Localization length ξ in one dimension for fixed disorder strength
∆/t = 6 as a function of the interaction strength U and filling factor ρ.
(a) (b)
Figure 7.6: Localization length ξ in two dimensions for fixed disorder strength
∆/t = 6 as a function of the interaction strength U and filling factor ρ.
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Figure 7.7: Localization length as a function of the interaction strength U for
fixed disorder strength ∆/t = 4 at half-filling (ρ = 1) in one and two dimensions.
The arrows indicate the position of the maximum ξ as obtained from the strong
disorder approximation.
Fig. 7.6 shows the corresponding result for the two-dimensional case. Here, two
rather interesting points have to be noted. First, the delocalizing effect is signifi-
cantly stronger than in one dimension and in the strong disorder approximation.
Second, the qualitative behavior is nevertheless similar. In particular, the value
of the interaction strength, where the localization length reaches its maximum
(for a fixed lattice filling), is almost the same as in one dimension, and as in the
strong disorder approximation. Both aspects can be observed even more clearly
in Fig. 7.7. While the position of the maximum of ξ in both dimensions almost
perfectly agrees with the strong disorder prediction, Eq. (6.42), in two dimensions
the delocalizing effect is dramatically stronger with a ratio ξ(Uξ )/ξ(U = 0) ≈ 50.
As we discussed before, and in Appendix F as well, for very strong disorder the
dimensionality of the system becomes unimportant. However, for weak and, as we
see from Fig. 7.7, moderately strong disorder, the effect of the interplay of disorder
and interaction crucially depends on the dimension. We can understand this
from the predictions of the scaling theory of Anderson localization. In Sec. 3.4,
we derived the dependence of the localization length on the transport mean free
path (Eqs. (3.34) and (3.35)),
ξ ∼
{
kFl , d = 1
exp (kFl) , d = 2
, (7.30)
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which with the results from Appendix A becomes
ξ ∼
{
1/∆˜2 , d = 1
exp (1/∆˜2 ) , d = 2
. (7.31)
Here, ∆˜ denotes the effective disorder strength resulting from the interplay of ∆
and U within the atomic-limit approximation. Although the exact value of ∆˜ is
hard to obtain (see discussion in Sec. 6.4), we can estimate it from the variance
of the effective probability distribution, pA(ε), which was calculated in Appendix
C, Eq. (C.18). As we can see, the interaction strength U enters the variance only
via the ratio U/∆. Since the ratio Uξ /∆ depends on the lattice filling only (see
Eq. (6.42)), we find for the effective disorder strength the relation
∆˜2
12
≡ var[ε](U = Uξ ) = α2ρ var[ε](U = 0) = α2ρ
∆2
12
(7.32)
⇔ ∆˜ = αρ ∆, (7.33)
where αρ < 1 depends on ρ only. Combining Eqs. (7.31) and (7.33) we can
therefore estimate the disorder dependence of the interaction enhancement of ξ
by
ξ(Uξ )
ξ(U = 0)
=
{
1/α2ρ , d = 1
exp (β2ρ/∆
2 ) , d = 2
, (7.34)
with
β2ρ =
1
α2ρ
− 1 > 0. (7.35)
Thus, from Eq. (7.34) we predict that in 1D the optimal screening of the disorder
by the interaction yields an almost constant effect, not significantly varying for
different disorder strengths. In contrast, in 2D we expect that the screening effect
will exponentially increase with decreasing ∆, due to the exponential dependence
of the localization length on the disorder strength. Indeed, Fig. 7.8, where the
ratio ξ(Uξ )/ξ(U = 0) is plotted as a function of the bare disorder strength, sup-
ports our argumentation. For weak and moderate disorder strengths, we find an
exponential enhancement of the localization length by the screening effect in two
dimensions. In one dimension, however, the enhancement stays almost the same
for all disorder strengths.
Fig. 7.9 shows the localization length ξ as a function of U for a fixed disorder
strength, in d = 2 dimensions, for ρ = 1 and ρ = 0.5. We see that both, the
disorder screening and the disorder enhancement by weak and strong interactions,
respectively, are more pronounced at half filling. The former arises from the fact
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Figure 7.8: Magnitude of the delocalizing effect as a function of disorder strength
in d = 1 and 2 dimensions.
that a larger number of charge carriers can be redistributed to optimally adopt
the charge density to the total, local potential, which means that a larger portion
of the spectrum is effectively shifted towards the Fermi energy. Generally, this
effect is the larger, the closer the lattice filling is to half filling. The strong
suppression at half filling for large values of U can be explained by the formation
of the Mott-Hubbard gap (see inset of Fig. 7.9). At some critical interaction
strength U > ∆, the density of states at the Fermi level, N(0), vanishes. From
Eqs. (3.21) and (F.21), respectively, and the fact that
N(0)
∫
dk
k
a+ k2
=
1
2
N(0) log (k2 + a), (7.36)
we can deduce that, simultaneously to the density of states at the Fermi level,
ξ(U) vanishes as
log (ξ(U)) ∼ − 1
N(0)
. (7.37)
Till now, we have concentrated on the interaction dependence of the localization
length. However, the disorder dependence is also important and yields complex
physics. While the interaction dependence could be understood on the level of
disorder screening and hopping suppression, varying the disorder strength has
a further consequence. Besides the interplay of U and ∆, competition between
disorder and kinetic energy, determined by the ratio ∆/t, also influences the lo-
calization of the system. In the absence of interactions (U = 0), a reduction of ∆
necessarily yields a monotonic delocalization and an enhancement of the localiza-
tion length with ξ →∞ for ∆→ 0. In the presence of interactions, the situation
changes. For a fixed interaction strength and very strong disorder, ∆ ≫ t and
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Figure 7.9: Localization length in two dimensions as a function of the interaction
strength for different filling factors and fixed disorder strength ∆/t = 8. The
arrows again indicate the position of the maximum of ξ as predicted by Eq. (6.42).
The inset shows the Mott-Hubbard transition line, where the density of states
becomes gapped at half filling.
∆ ≫ U , a reduction of the disorder should also induce a delocalization of the
system. The disorder screening effect becomes more efficient and the competition
of disorder and kinetic energy also favors a delocalization. However, when the
disorder becomes weaker, ∆ ≈ U , the point of optimal screening gets reached. A
further reduction of the disorder strength then yields successively worse screening
effects, and the regime of hopping suppression by interaction, which corresponds
to an effective disorder enhancement, takes over. On the other hand, the kinetic
term still favors a delocalization of the system, because this process monotonically
depends on the ratio ∆/t. Thus, we have a superposition of, on the one hand, the
nonmonotonic interplay of interaction and disorder, and, on the other hand, the
monotonic interplay of disorder and kinetics. Fig. 7.10 shows the result of this
two competing tendencies. Here, the inverse localization length ξ−2, which corre-
sponds to the inverse participation ratio (see Sec. 3.2.2), is plotted as a function of
the disorder strength at half filling in two dimensions. As expected, the noninter-
acting curve monotonically decreases with decreasing disorder strength. The in-
teracting one also decreases in the strong disorder regime, where both interplays,
interaction-disorder and kinetic energy-disorder, tends towards a more delocal-
ized system. Then, at ∆ ≈ U , the nonmonotonic effect, caused by the interplay
of interaction and disorder, dominates and the IPR starts to increase again. At
low disorder strengths, the kinetic delocalization effect becomes stronger, such
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Figure 7.10: Inverse participation ratio ξ−2 as a function of the disorder strength
in two dimensions at half filling (ρ = 1) in the noninteracting (U/t = 0) and in
the interacting (U/t = 4) case.
that finally the IPR decreases again, and, in the limit ∆ → 0, the localization
length diverges, ξ →∞.
7.4 Anderson-Hubbard transition in three dimen-
sions
In one and two dimensions, we found a rich and complex interplay of disorder and
interactions yielding a nonmonotonic (de-)localization. However, in the presence
of any finite disorder potential, our (static) single-particle approximation allowed
only for localized solutions, according to the scaling theory of Anderson local-
ization. In three dimensions, the situation is different. Here, as we discussed in
Ch. 3, a real metal-insulator transition exists. For very strong disorder, ∆≫ ∆c,
∆c being the critical disorder strength at which the metal-insulator transition
occurs in the noninteracting Anderson model, the dimensionality is again unim-
portant. There we can find the same qualitative and quantitative behavior as in
d = 1, 2 dimensions. Therefore, we will concentrate our discussion on the regime
close to the critical disorder strength where the renormalization of the effective
disorder by the interaction gets most relevant and interesting, and, in particular,
on the interaction dependence of ∆c ≡ ∆c(U) for different lattice fillings ρ.
The critical disorder strength ∆c(U, ρ), at which the transition takes place, can
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Figure 7.11: Phase diagram of localization in three dimensions in the (U,∆)-plane
within the atomic-limit approximation. The metallic phase (M) is to the lower
left, the insulating phase (I) to the upper right of the phase boundary (solid lines).
Shown are the curves for ρ = 0.5, 0.75 and 1.0, respectively. The dotted line is
an extrapolation of the phase boundary at ρ = 1 toward small disorder, where
the evaluation of the self-consistent equation, Eq. (7.38), becomes numerically
costly. The dashed line denotes the crossover from the Anderson insulating (AI)
phase, and the Mott-Hubbard assisted Anderson insulating phase, respectively,
to the Mott-Hubbard insulating (MHI) phase at half filling (see explanation in
the text).
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be obtained from the self-consistent equation, which reads in three dimensions
0
!
= D0 −
32t2 ImΣR
[ImGR0 ]2D0
∞∑
x=1
∞∑
y=0
∞∑
z=y
Cˆ(x, y, z)[gˆ(1 + x, y, z) − gˆ(1− x, y, z)]
× [gˆ2(1 + x, y, z) − gˆ2(1− x, y, z)] (1−
1
2
δ(y)) (1− 1
2
δ(z))
× (1− 1
2
δ(y − z)). (7.38)
For its derivation we used the same notations for the Fourier transforms as in the
previous section. Therefore, its derivation is completely analogously to Eqs. (7.26)
and (7.27).
The Anderson metal-insulator transition is marked by the divergence of the lo-
calization length, ξ →∞ at ∆c. Thus, defining
Cˆ∞(x, y, z) ≡ lim
ξ→∞
Cˆ(x, y, z)
=
π∫
−π
dkx
2π
π∫
−π
dky
2π
π∫
−π
dkz
2π
cos (kxx) cos (kyy) cos (kzz)
k2x + k
2
y + k
2
z
, (7.39)
the critical disorder strength is defined as the root of the function
F (∆) = D0 −
32t2 ImΣR
[ImGR0 ]2D0
∞∑
x=1
∞∑
y=0
∞∑
z=y
Cˆ∞(x, y, z)[gˆ(1 + x, y, z) − gˆ(1− x, y, z)]
× [gˆ2(1 + x, y, z) − gˆ2(1− x, y, z)] (1−
1
2
δ(y)) (1− 1
2
δ(z))
× (1− 1
2
δ(y − z)), (7.40)
which we numerically determined by using the same routines as before.
In Fig. 7.11, we plotted the phase diagram of localization, obtained from Eq. (7.40).
In the noninteracting limit (U = 0), we found an Anderson transition at a critical
disorder strength ∆c/t ≈ 11.7, which is slightly smaller than the correct value
of ∆c/t ≈ 16.5 [EFR08] (cf. Sec. F.3.2). In [Kro90] the self-consistent equation
was solved under the additional approximation of an isotropic dispersion relation,
neglecting the lattice periodicity of the system. Therefore, the critical disorder
strength obtained therein deviates from our result, being somewhat closer to the
correct one.
For weak interactions, we found for all lattice fillings an increase of the criti-
cal disorder strength, i.e., a positive slope of the phase boundary as a function
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of U (see Fig. 7.11). This is a direct consequence of the disorder screening by
weak to intermediate interactions. Here, it is interesting to note that the phase
boundary in this part of the phase diagram is almost universal for all lattice fill-
ings. By further increase of the interaction strength, at some intermediate value
of U , which now depends on the lattice filling, the point of optimal screening is
reached, i.e., the slope of the phase boundary changes its sign. At this point,
the crossover from disorder screening to the effective disorder enhancement by
hopping suppression due to the interaction takes place. Correspondingly, for dis-
order strengths slightly larger than the noninteracting, critical one, ∆ & ∆c, e.g.,
∆/t = 15, we find a re-entrance behavior by increasing U from weak to strong
interactions. While weak interactions causes an insulator-to-metal transition,
strong interactions induces a second transition, from the metallic phase back to
the Anderson-insulating phase.
A similar effect exists also as a function of the disorder strength for lattice fill-
ings |1− ρ| < 0.5 when fixing U at a rather large value. Remarkably, the phase
boundary in the strongly interacting part of the phase diagram is S-shaped, and
therefore even a (double) re-entrance behavior is predicted by our results. For
instance, let’s concentrate on the curve of the phase boundary for ρ = 0.75
and fix the interaction strength at U/t ≈ 8.5. Now by decreasing the disorder
strength, starting from ∆/t > 18, we first observe an insulator-to-metal transi-
tion at ∆/t ≈ 16. Next, a re-entrance from the metallic to the insulating phase
can be found at ∆/t ≈ 13, and, finally, the system re-enters the metallic phase
again at ∆/t ≈ 8.
Again it is important to note that the effective disorder strength is not bounded
by the noninteracting one, but can exceed it, i.e., ∆c(U/t > 15) < ∆c(U = 0).
At half filling, the situation is different, because of the presence of the Mott-
Hubbard metal-insulator transition (see Secs. 2.3 and 5.1, respectively). Here, for
strong interactions, the system becomes gapped around the Fermi level. There-
fore, even at ∆ = 0 the system is an insulator for strong enough interaction
strengths. Furthermore, two different kinds of insulators can be distinguished.
A compressible (dρ/dµ > 0) Anderson insulator, whose spectrum is not gapped
around the Fermi level, and an incompressible (dρ/dµ = 0) Mott-Hubbard insu-
lator, whose spectrum is gapped at εF. In particular, in the context of the dis-
ordered Bose-Hubbard model [GS87, FWGF89, BPVB07, PPST09] (see Ch. 9),
but also for Fermions [BHV05, SI09a], it is a longstanding and open question,
whether a direct transition from a metal (superfluid) to a Mott-Hubbard insulator
can exist, or whether these two phases are always separated by an Anderson-type
insulator (also called Bose glass phase in the Bose-Hubbard model).
By construction, we find in our model at half filling an Anderson insulator
sandwiched between the metallic phase and the Mott-Hubbard insulator (see
Fig. 7.11). Moreover, we observe a gradual vanishing of the density of states at
the Fermi level. Correspondingly, when the density of states at the Fermi level
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falls below some critical value, the system gets completely localized by disor-
der. The Mott-Hubbard insulating region is entered only at a higher interaction
strength, where the density of states then completely vanishes. In Fig. 7.11, in
addition to the phase boundary between the metallic and the insulating phase, we
marked the crossover line between the two types of insulators, at which the den-
sity of states at the Fermi level vanishes. At low disorder strengths, the Anderson
insulating phase only exists because of the reduction of the density of states due
to the interaction potential. Therefore, we called this a ’Mott-Hubbard assisted’
Anderson insulator (AI(M)) to distinguish it from the usual Anderson insulator
(AI).
7.5 Spin-3/2 particles
In the following, we will shortly discuss the atomic-limit approximation for fermions
with total spin S > 1/2. Qualitatively, the behavior is, of course, the same as
before. However, quantitatively, we expect the screening effect to be more ef-
ficient, because now up to 2S + 1 particles can occupy each lattice site. Our
discussion is motivated by the experiments on two-dimensional semiconductor
heterostructures [KKF+94, AKS01, KS04] which seem to indicate a possible
metal-insulator transition in two dimensions, the results of which were already
presented in Sec. 3.6. In these materials, among other important properties, the
band structure possesses a two-fold valley degeneracy [AKS01, PF02, FW08b],
which can be modeled as an effective spin-3/2 system [FW08b].
As in the case of spin-1/2 particles, we can analyze the spin-3/2 system with
the same strategy. This means, we first obtain the ground state configuration
and afterwards calculate the effective probability distribution from it. To keep
the discussion simple, we will not present all the details here. Furthermore, we
will restrict to the case of ρ < 0.5, which is the relevant regime, because all of
the experiments are done at extremely low charge carrier densities (see Sec. 3.6).
The Anderson-Hubbard Hamiltonian for a general spin system reads
HˆAH =
∑
iσ
(εi − µ)c†iσciσ +
U
2
∑
i,σ 6=σ′
nˆi,σnˆi,σ′ − t
∑
<i,j>,σ
c†iσcjσ, (7.41)
where the spin indices run from −S, . . . , S.
Concentrating on the case of S = 3/2 (n = 4), the site occupation numbers
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are straightforwardly calculated,
〈ni〉0 =


4 , εi ≤ µ− 3U
3 , µ− 3U < εi ≤ µ− 2U
2 , µ− 2U < εi ≤ µ− U
1 , µ− U < εi ≤ µ
0 , εi > µ
. (7.42)
The chemical potential for ρ < 1 is also easily deduced and becomes
µ =


1
4
(∆ρ− 2∆ + 6U) , 0 < U ≤ 1
6
∆ρ
1
3
(∆ρ− 3
2
∆+ 3U) , 1
6
∆ρ < U ≤ 1
3
∆ρ
1
2
(∆ρ−∆+ U) , 1
3
∆ρ < U ≤ ∆ρ
∆(ρ− 1
2
) , U ≥ ∆ρ
. (7.43)
Solving the corresponding Heisenberg equation of motion for the fermion creation
and annihilation operators, and following the analogous calculation as in Sec. 6.2,
the retarded, local Green’s function becomes
GR,0iσ1 (E) =
(1− 〈nˆi,σ2〉0) (1− 〈nˆi,σ3〉0) (1− 〈nˆi,σ4〉0)
E − (εi − µ) + i0+
+3
〈nˆi,σ2〉0 (1− 〈nˆi,σ3〉0) (1− 〈nˆi,σ4〉0)
E − (εi − µ+ U) + i0+
+3
〈nˆi,σ2〉0 〈nˆi,σ3〉0 (1− 〈nˆi,σ4〉0)
E − (εi − µ+ 2U) + i0+
+
〈nˆi,σ2〉0 〈nˆi,σ3〉0 〈nˆi,σ4〉0
E − (εi − µ+ 3U) + i0+
, (7.44)
where we denoted the four different spin states by {σ1, σ2, σ3, σ4} and assumed
〈niσi〉0 = 〈niσj〉0 ∀i, j (cf. Eq. (6.28)).
From Eq. (7.44), we can read off again, how the effective probability distribution
can be constructed: All sites with occupation number 〈ni〉0 = 4 (which corre-
sponds to the last line of Eq. (7.44)) are shifted by 3U , all sites with 〈ni 〉0 = 3
(last two lines of Eq. (7.44)) are shifted either by 3U or by 2U . The probability
that the latter case (hole-like propagation) occurs is 3/4, while the probability
for a particle-like propagation is 1/4, as follows from the prefactors in Eq. (7.44).
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All other cases follow analogously, and we end up with the rule
εi 7→


εi + 3U , εi ≤ µ− 3U
εi + 3U
εi + 2U
, µ− 3U < εi ≤ µ− 2U
(
prob. of 1/4
prob. of 3/4
)
εi + 2U
εi + U
, µ− 2U < εi ≤ µ− U
(
each with
prob. of 1/2
)
εi + U
εi
, µ− U < εi ≤ µ
(
prob. of 3/4
prob. of 1/4
)
εi , εi > µ
. (7.45)
The resulting expressions for the probability function can be found in Appendix
C.2. Having calculated the effective probability distribution, the remaining anal-
ysis of the atomic-limit approximation is the same as for the spin-1/2 system.
In Fig. 7.12, we plotted the localization length for the spin S = 3/2-system
in one and two dimensions. The comparison with the curve for S = 1/2 confirms
that qualitatively the behavior is the same in both cases. However, quantitatively,
as expected, the screening is much more efficient for a higher spin degeneracy,
yielding an enhancement of the localization length in two dimensions, which is
significantly larger than the one for S = 1/2.
Eq. (7.45) can easily be generalized to the case of an arbitrary spin system with
n = 2S + 1 spin states per lattice site. For that purpose, we consider a lattice
site with occupation number 〈ni〉0 ≡ m ≤ n. Then the effective shift of the local
potential for a particle-like propagation of a quasiparticle at the Fermi level is
εi + mU . The probability that a particle-like propagation takes place is given
by # free states at site i# states at site i =
n−m
n
. A hole-like process yields a shift of (m− 1)U ,
which takes place with probability m
n
. Thus, we get the general rule,
εi 7→
{
εi +mU
εi + (m− 1)U
, µ−mU < εi ≤ µ− (m− 1)U
(
prob. of n−m
n
prob. of m
n
)
.
(7.46)
While the explicit calculation of the probability function pA(ε) has the advantage
that one can analyze the interplay of disorder and interaction analytically, it
requires the fixing of the spin degeneracy factor and is quite involved for S > 1/2,
because many different parameter regimes have to be distinguished. Therefore,
for a general treatment it is more efficient to determine the localization length
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Figure 7.12: Comparison of the localization length as a function of U for fixed
disorder strength∆/t = 6 and lattice filling ρ = 0.5 for spin S = 1/2 and S = 3/2.
a) d = 1 b) d = 2.
without a preceding calculation of the probability function. For this purpose, we
use the identity∫
dε pA(ε) g(ε)
=
∫
dε p(ε)
(
〈ni〉0
n
g(ε+ (〈ni 〉0 − 1)U) +
n− 〈ni 〉0
n
g(ε+ 〈ni 〉0U)
)
=
µ−(n−1)U∫
−∞
dε p(ε) g(ε+ nU) +
∞∫
µ
dε p(ε) g(ε)
+
n−1∑
k=1
µ−(k−1)U∫
µ−kU
dε p(ε)
(
n− k
n
g(ε+ kU) +
k
n
g(ε+ (k − 1)U)
)
=
µ+U∫
−∞
dε p(ε− nU) g(ε) +
∞∫
µ
dε p(ε) g(ε)
+
n−1∑
k=1

n− k
n
µ+U∫
µ
dε p(ε− kU) g(ε) + k
n
µ∫
µ−U
dε p(ε− (k − 1)U) g(ε)

 ,
(7.47)
which follows directly from Eq. (7.46) (cf. Eq. (7.12)), and which is valid for each
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(local) function g(ε), in particular for the CPA functional
F (Σ(E), ε) =
ε− ΣR(E)
1−GR0 (E)(ε− ΣR(E))
. (7.48)
(A similar approach will be used in Ch. 9, when we discuss the atomic-limit
approximation for the disordered Bose-Hubbard model.)
7.6 Comparison with known numerical results for
the Anderson-Hubbard model
Our motivation for the applicability of the atomic-limit approximation for strong
disorder was based on a heuristic argumentation. Therefore, in this section, we
will give further support to the validity of our ansatz by comparing our observa-
tions with known numerical results from the literature (cf. Sec. 5.3).
In [OYTM08, OYTM09], a density matrix renormalization group (DMRG) study
on the one-dimensional Anderson-Hubbard model was published. Here, the
charge density profile had been obtained, whose results showed strong (hole) lo-
calization for ∆ > t for strong and weak interactions. Furthermore, it was shown
that the charge density rapidly varies from lattice site to lattice site. Thus, it
confirms our main assumption of a strong charge density localization by disorder
and supports the validity of the atomic-limit approximation.
In [SBS03], the Anderson-Hubbard model was studied at half filling in d = 1, 2 di-
mensions by using a quantum Monte Carlo (QMC) method. Here, the localization
length and the inverse participation ratio, respectively, was extracted from the
charge density and calculated as a function of the interaction strength. In qual-
itative agreement with our results, a nonmonotonic evolution was found, with
a maximum of the localization length at an intermediate interaction strength,
Fig. 7.13. However, our calculation predicts a much stronger enhancement of
ξ in 2D than it was observed in [SBS03]. As has been stressed by the authors
of [SBS03], the localization length was calculated by averaging over all energies.
Since states at low energies are generally much stronger localized than particles
at the Fermi level (compare to our prediction for the ρ-dependence of ξ(U)), a
much weaker enhancement of ξ must be expected and is not in contradiction to
our results.
In [SWA08], the two-dimensional Anderson-Hubbard model was analyzed by us-
ing a statistical DMFT method, where a Hubbard-I approximation was used as
the impurity solver. The inverse participation ratio at the Fermi level was ex-
tracted from the local charge density and used to define the localization length
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Figure 7.13: Localization length as a function of the interaction strength for
∆/t = 7 at half filling in d = 1 (dashed lines) and d = 2 (solid lines) dimensions.
a) Plot taken from [SBS03] b) Result obtained by the self-consistent analysis of
the atomic-limit approximation (logarithmic scale).
via
ξ = (IPR)−1/d . (7.49)
Fig. 7.14 shows their and our result for the same set of parameters. Apart from
an overall factor of unity, which most probably arises from the different defini-
tions of the localization length (see discussion in Sec. 3.2.2), both plots almost
perfectly agree, qualitatively as well as quantitatively. The same holds for the
case ρ = 0.5, which is not shown in the figure. Moreover, in [SWA08], also the
disorder-averaged density of states was determined, which completely agrees with
our CPA prediction for the atomic-limit approximation (Figs. 7.3 and 7.4).
In [DST99, DS03, CDS07] a quantum Monte Carlo simulation was used to obtain
the finite-temperature dc conductivity in two dimensions. As we argued above,
in the interacting many-body problem of the Anderson-Hubbard model, the lo-
calization length should be understood as the relevant scale of the system, which
determines the transport properties of the model. Therefore, we can compare
the nonmonotonic interaction dependence of the dc conductivity with the inter-
action dependence of the localization length for the same parameters of ∆ and ρ,
Fig. 7.15. Here, the nonmonotonicity of our zero-temperature localization length
is more pronounced than the finite-temperature conductivity, which is acceptable,
because physical quantities are generally more smooth at finite temperatures than
at zero temperature. The qualitative agreement is nevertheless surprisingly good.
In particular, the position of the maximum of the conductivity agrees quite well
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Figure 7.14: Localization length as a function of the interaction strength for
∆/t = 12 at half filling in d = 2 dimensions. a) Plot taken from [SWA08] b)
Result obtained by the self-consistent analysis of the atomic-limit approximation.
with the prediction of the atomic-limit approximation, Uξ ≈ 2.14.
The authors of [HT04] used an unrestricted Hartree-Fock approximation to calcu-
late the IPR as a function of the disorder strength for a fixed interaction strength.
Comparison of their result and ours, Fig. 7.16 shows a nearly perfect agreement
over the complete parameter range. In particular, the position of the local mini-
mum and maximum, as well as the competition of the nonmonotonic interplay of
disorder and interaction and the monotonic tendency of delocalization due to the
interplay of kinetic energy and disorder, are clearly seen in both plots of Fig. 7.16.
The extrapolation of the finite-size data of [DST99, DS03, CDS07, HT04] in-
dicated the existence of a metallic ground state in d = 2 dimensions within an
intermediate parameter regime of the interaction strength [DST99, DS03, CDS07]
and the disorder strength [HT04], respectively. Of course, the existence of such a
metallic state would be beyond our effective single-particle approach. However,
as we showed, the results of our approach, which by construction yields only lo-
calized solutions in d ≤ 2 according to the predictions of the scaling theory of
Anderson localization, were in very good agreement with the finite-size results of
[DST99, DS03, CDS07, HT04]. Furthermore, we explained in Sec. 7.3, that the
screening of the disorder potential by the interaction can lead to an exponentially
enhanced localization length in 2D. In particular, in the parameter regime where
the metallic ground state was observed in [HT04], the localization length was
enhanced by almost two orders of magnitude (cf. Fig. 7.8). Thus, the largest
system size used for the numerics of [DST99, DS03, CDS07, HT04] was at least
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Figure 7.15: a) Finite-temperature (β = 1/T ) dc conductivity as a function of
the interaction strength (U ≡ U/t) for ∆/t = 8 and ρ = 0.5. Plot taken from
[CDS07] b) Localization length as a function of the interaction strength for the
same disorder strength and lattice filling as in a). Result obtained by the self-
consistent analysis of the atomic-limit approximation.
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Figure 7.16: a) Inverse participation ratio as a function of the disorder strength
(V = ∆/2) at half filling in d = 2 dimensions. Plot taken from [HT04]. b)
Result obtained by our self-consistent analysis of the atomic-limit approximation
(cf. Fig. 7.10.
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an order of magnitude smaller than the interaction-enhanced localization length.
Therefore, we strongly believe that the infinite-size extrapolation erroneously in-
dicate a metallic solution.
In this context, it is also interesting to note the results of [FW08a, FW08b]. Here,
motivated by the experiments on semiconductor heterostructures (see Sec. 3.6),
a QMC simulation for an interacting Anderson model with extended interac-
tions was considered. Additionally, two different spin values, S = 1/2 and
S = 3/2, were considered to account for the valley degeneracy of the materials
(see Sec. 7.5). Again the interaction and disorder dependence of the localization
length, here extracted from the Thouless conductance g (Eq. (3.27)), was analyzed
at low particle densities. Within an appropriate parameter regime, the results
showed a tremendous enlargement of ξ exceeding by far the system size of their
numerical simulation. However, as was stressed, a scaling analysis of the localiza-
tion length showed a perfect agreement with the prediction from single-parameter
scaling theory. Therefore, it was concluded that the system remains insulating in
the thermodynamic limit of infinite system size, but behaves ’metallic’ on small
systems. Although both models cannot be expected to behave completely the
same, it nevertheless gives further support to our argumentation. Furthermore,
as both models show the same general nonmonotonic behavior, also for an ex-
tended interaction the screening of the disorder potential might be a dominant
effect [Fle].
In [BHV05], the three-dimensional phase diagram of the Anderson-Hubbard model
was calculated within a statistical DMFT approach, Fig. 7.17. As the DMFT only
provides results for local, single-particle quantities, within this method the phase
diagram is obtained from the density of states by calculating its geometrical av-
erage over disorder realizations. Comparing the phase diagram of [BHV05] with
our result, Fig. 7.11, we find agreement in that, for weak interactions, the metal-
lic phase is extended from the noninteracting value to larger disorder strengths.
However, in [BHV05] this effect is more pronounced than in our approach. Also
the re-entrance behavior as a function of ∆ for large U is similarly predicted in
their and our work. The same was observed in [TL93], where the 3D phase dia-
gram at half filling was calculated for a Gaussian disorder distribution by using
an unrestricted Hartree-Fock approximation.
For weak disorder, in [BHV05] a direct first order phase transition from the metal-
lic phase to the Mott insulator was found, in contrast to our prediction of the
existence of an intermediate Mott-Hubbard assisted Anderson insulating phase.
While our static approach neglects dynamical effects, and, therefore cannot cor-
rectly reproduce the Mott-Hubbard transition at ∆ = 0, the DMFT is based on a
mapping onto a single-particle quantum impurity problem, which yields the for-
mation of a Kondo resonance at the Fermi level (see Sec. 5.1). Therefore, within
DMFT a concatenated unitary sum rule for the density of states at the Fermi
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Figure 7.17: 3D phase diagram of the Anderson-Hubbard model at half filling
obtained within a statistical DMFT calculation. Plot taken from [BHV05]. (En-
ergies measured in units of the bare bandwidth.)
level, N(0), prevents by construction the gradual suppression of N(0), as it was
observed in our approach. The question of whether the survival of the Kondo
resonance, which is the origin of the first order phase transition, is still correct in
the presence of disorder, is still an open one. Therefore, it remains an open issue
to see which one of the two scenarios, if any, predicts the correct physical behavior.
A 3D phase diagram for the Anderson-Hubbard model at half filling was also
presented in [KNS08]. Again a DMFT approach was used. However, in con-
trast to [BHV05], the self energy was not obtained by (geometrically) averaging
over different disorder realizations, but the self energy was split into two ad-
ditive parts. The first one was the local, interacting self energy of the usual
DMFT approximation. The second one was the disorder contribution obtained
within a self-consistent Born approximation (cf. Appendix A.1). The MIT was
then determined by analyzing the optical conductivity, where the DMFT single-
particle propagators were used to evaluate the transport equations. Effectively,
this method yields a disorder-averaged self-energy contribution, which completely
misses correlations between disorder and interaction contributions. In particu-
lar, the screening effect, which we identify as a physically relevant contribution,
was not included. Consequently, varying the interaction strength had almost no
influence on the upper phase boundary of the phase diagram in [KNS08], and
the critical disorder strength was constant, ∆c(U) ≡ ∆c(0). In subsequent work
[KKNSnt], the same method was used to study the 2D localization length. Again
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ξ was a constant of the interaction strength and depended only on the disorder
strength. Both observations are the direct consequence of the construction of
the self energy contributions, where interaction and disorder effects were treated
independently from each other.
In [CG09] the 3D phase transition for ρ = 0.5 was considered within an un-
restricted Hartree-Fock approximation. Due to the long computing time needed
for their algorithm to achieve convergence, only a few selected data points could
be evaluated. The results of [CG09] agree with our phase diagram, Fig. 7.11, in
the general observation, that for weak disorder (∆/t = 2) only a metallic phase
exists for ρ = 0.5, while for stronger disorder a metal-insulator transition occurs.
However, the actual numbers differ from our prediction. While the authors of
[CG09] found for ∆/t = 6 a metal-insulator transition at a critical interaction
strength U/t ≈ 9, in our calculation the transition takes place only for ∆/t & 9.
However, as we mentioned before, the critical disorder strengths for the Ander-
son transition, obtained within the self-consistent transport theory, are not very
accurately determined (cf. Appendix F.3.2) and should be handled with care.
Thus, we find, at least, a qualitative agreement with the results of [CG09].
For strong interaction, the authors of [CG09] additionally observed the gradual
development of a pseudogap of the density of states at the Fermi level, which
does not occur in our approach (see also discussion below). As it was emphasized
in [CG09], the pseudogap could only be observed by allowing for the forma-
tion of local magnetic moments and was absent when applying a paramagnetic
Hartree-Fock approximation. The importance of the formation of local magnetic
moments for a complete understanding of the Anderson-Mott transition was also
emphasized in [MSB89], as well as in [TDAK03], where the correlated, weakly
disordered metallic phase was studied. Therefore, we want to emphasize again
that our approach does not completely ignore the formation of local magnetic
moments, i.e., lattice sites occupied by a single spin, but effectively includes it
via the two-pole structure of the local Hubbard Green’s function, Eq. (6.27).
However, as we mentioned in Sec. 6.3, effects arising from dynamics and mag-
netic ordering (cf. Eqs. (6.28) and (6.29)) were not captured by our ansatz.
Summarizing the comparisons, we found good qualitative and quantitative agree-
ment with many numerical studies. As we could show, the disorder screening by
weak interactions and the hopping suppression by strong interactions, which cor-
responds to an effective disorder enhancement, could very well explain most of the
features observed in these studies. Therefore, an understanding on the basis of a
single-particle description is possible, which was strongly doubted in some works
[HT04, CDS07]. But this should not be confused with the statement that one
could easily read off the physical behavior from the shape of the effective disor-
der distribution [CDS07, CG09]. Particularly, the identification of the interaction
parameter yielding the largest localization length in 1D and 2D, Eq. (6.42), and
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the determination of the exact position of the phase transition line in 3D needs
a more careful analysis of the effective disorder potential, as we explained. In
particular, a simple statistical analysis of the effective on-site energy distribution,
as it was done in [CDS07], is not sufficient.
Before we finish this section, we want to mention some recent results [CCPS08,
SI09a, SI09b, SInt] on the disorder-averaged density of states. As reported, the
analysis of the Anderson-Hubbard model by a recent QMC simulation [CCPS08]
and an unrestricted Hartree-Fock calculation [SI09a, SI09b, SInt] showed a strong
suppression [CCPS08] or even the existence of a pseudogap [SI09a, SI09b, SInt]
of the density of states at the Fermi level for all values of ∆, U, t > 0. If this
turns out to be true, it will be quite remarkable. At first, one could be tempted
to believe that such a suppression/pseudogap has to be expected, because of our
discussion of the Altshuler-Aronov anomaly (Sec. 4.2.2). However, the Altshuler-
Aronov anomaly in disordered metals was caused by the interplay of the Hartree
and the Fock contribution in first order perturbation theory. As the (Anderson-
)Hubbard model only contains a purely local interaction, the Fock contribution
exactly vanishes. Recalling the discussion of Sec. 4.2.2, in this case one would
expect an enhancement of N(0) for weak interactions, as we observed in our
atomic-limit approach. Supposing that the calculation of Altshuler-Aronov could
be extended to the insulating phase, a suppression of N(0) should arise only for
a non-vanishing Fock contribution. Indeed, in [SBWA09] such an effect was ob-
served when including an additional nearest-neighbor interaction. However, the
existence of a pseudogap for arbitrarily weak interaction and without a nearest-
neighbor interaction would be of different nature. In particular, it should not be
confused with the findings of [CG09] where the pseudogap formation for ρ = 0.5
was reported for strong interactions only, while for weak interactions an effective
enhancement of N(0) was observed. (For a discussion of a possible mechanism
for the pseudogap formation see [SI09b].)
Moreover, as we showed, our approach yields good agreement with the non-mono-
tonic behavior of the localization and the transport properties of the system,
which can be traced back to the enhancement of the DOS for weak interactions
and a suppression for strong interactions. However, it seems less understandable,
how the same behavior can arise for a system with an immediate formation of a
pseudogap in the DOS at the Fermi level. While preliminary results shall agree
with the known works [SI], it remains to be seen what the final results for the
localization length will be, and how this puzzle can be solved.
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7.7 Summary of the results of the atomic-limit
approximation
We close the self-consistent analysis of the atomic-limit approximation by briefly
summarizing our main results. As we have shown, we observed the following
characteristic properties:
• The interplay of disorder and interaction causes a nonmonotonic behavior
of all physical (transport) quantities, as can be read off from the localization
length.
• Weak interaction strengths yield an enhancement of the localization length
by screening of disorder.
• In contrast, strong interactions yield an effective amplification of the disor-
der potential, which results from the hopping suppression by interactions,
and which causes a reduction of the localization length. In particular, in
the strongly interacting regime (U → ∞) the localization length becomes
significantly shorter than the noninteracting one.
• While for strong disorder the screening effect is universal for all dimensions,
for weak disorder it differs. In one dimension, the maximal enlargement of
the localization length is almost constant for all disorder strengths. How-
ever, in two dimensions it exponentially increases with decreasing disorder
strength.
• In three dimensions, the interplay of disorder and interaction generates a
rich and complex phase diagram, with (depending on the parameters) a
re-entrance behavior when varying either the interaction strength or the
disorder potential. At half filling, the Mott-Hubbard insulating phase is al-
ways separated from the metallic phase by an intermediate (Mott-Hubbard
assisted) Anderson insulating phase.
• A comparison with other numerical studies on the Anderson-Hubbard model
shows a good agreement, qualitatively and, in many cases, even quantita-
tively, proving the validity of our approach in the regime of strong disorder,
∆≫ t.
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Chapter 8
Cold atomic gases in random
potentials
Having so far focused our discussion on electrons in disordered materials, we
will now turn to a different physical system, where interactions and, particularly,
transport in a disordered environment also play an important role.
During the last 10-15 years, the originally distinct fields of condensed matter
physics and many-body physics, respectively, and atomic physics came succes-
sively closer into contact. In particular, the discovery of Bose-Einstein con-
densation (BEC) [AEM+95, BSTH95, DMA+95], and the use of optical lattices
[DJ98, GWO99], made ultracold gases a new laboratory for quantum many-body
physics. For instance, the Hubbard model can be simulated by experiments on
ultracold, neutral atoms in an optical lattice [JBC+98] (cf. Ch. 9). Generally, the
main advantage of optical setups over conventional materials is the high tunabil-
ity of almost all parameters, be it the lattice depth by varying the field strength
or the interaction potential by using Feshbach resonances [TVS93, CGJTnt]. Also
tunable non-periodic, random potentials can be created, e.g., by using laser speck-
les [LFM+05] or bichromatic lattices [FLG+07]. For recent reviews on the very
rapidly developing field of probing many-body physics by ultracold gases, we refer
to, e.g., [LSA+07, BDZ08, KZ08, GPS08].
8.1 Typical experimental setup
Most experiments on cold atomic gases are done by using the time-of-flight tech-
nique, all of them principally following a very similar scheme [BDZ08]. A dilute
gas of atoms is confined by an optical trapping potential, which is built-up by
crossing laser beams, and cooled down to ultralow temperatures. Depending on
the experimental issue, the gas is then transferred into an optical (lattice) po-
tential. After having switched off the optical potential, the gas expands either
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Figure 8.1: Sketch of the experimental setup for a time-of-flight measurement on
an expanding BEC. Picture taken from [BDZ08].
ballistically or within a further external optical potential, e.g., a disordered po-
tential. After a certain time of flight, an image of the gas cloud is taken by
using an absorption imaging method (for a sketch of the experimental setup see
Fig. 8.1). Repeating the experiment under the same conditions many times al-
lows for a statistical analysis of the absorption pictures. In that way, information
is obtained about the density and momentum distribution of the gas cloud, re-
spectively, which allows for conclusions regarding the quantum state of the gas
before the release from the trap.
Among the spectacular measurements by time-of-flight experiments were the
first detection of Anderson localization of matter waves [BJZ+08, RDF+08], the
superfluid-Mott insulator transition within the Bose-Hubbard model [GME+02]
(cf. Ch. 9), and the direct observation of the statistics of fermions [RBO+07] and
bosons [FGW+05].
Although experiments on ultracold gases offer a fantastic opportunity to exam-
ine important problems of many-body and condensed matter physics, they also
differ in some important aspects from ’usual’ condensed matter systems. Consid-
ering the (transport) properties of solids, the number of conduction electrons is
typically large enough to assume the system being in the thermodynamic limit.
In contrast, the number of atoms within an atomic gas cloud is typically of the
order of 104 − 106 (see, e.g., [FGW+05, BJZ+08]). Furthermore, in time-of-flight
experiments, all particles contribute to the absorption image of the density dis-
tribution, even for gases of fermionic atoms. However, in solids, at least in bulk
systems, most often only conduction electrons at the Fermi level, or within a
small energy interval around the Fermi level, contribute.
Within this chapter, we will concentrate on the concrete example of a diffu-
sively expanding gas cloud in a random potential, in two and three dimensions.
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Here, we will assume that the particles’ mean free paths are significantly larger
than the trapping potential, which initially confines the gas cloud, i.e., we assume
the trap to be free of disorder. Furthermore, we will assume that the gas is only
weakly interacting, such that we can neglect interparticle interactions during the
expansion process.
Besides the average density, we are particularly interested in the ”atomic speck-
les”: complicated, highly irregular, wave intensity patterns formed because of the
scattering of the particles’ wave functions off the inhomogeneities of the disorder
potential. Speckles are also well known from optics, when light is propagating in a
disordered dielectric medium, and from disordered electronic conductors, where,
due to electron scattering on impurities, a random distribution of electron den-
sity and currents is established within the sample, manifesting themselves, e.g.,
in the sample-to-sample conductance fluctuations [AM07]. The speckles are char-
acterized by higher correlation functions, such as the density-density correlation
function [AM07].
8.2 Diffusing Fermi gas
8.2.1 Average particle density
We consider N fermions with spin S, initially occupying the N lowest energy
eigenstates in a trap. Assuming zero temperature and neglecting interactions the
quantum expectation value of the particle density is
〈nˆ(r)〉0 = gs
∑
n
Θ(εF − εn)
∣∣φn(r)∣∣2 , (8.1)
where gs = 2S + 1 is the spin-degeneracy factor, φn(r) is the orbital part of an
eigenstate in the trap and εn the corresponding eigenenergy.
At time t = 0 the Fermi gas is released from the trap and the single-particle wave
functions start to evolve according to the Schrödinger equation
i ∂tψn(r, t) = −
1
2m
△ψn(r, t) + V (r)ψn(r, t) , (8.2)
where V (r) is the external static random potential and ψn(r, t) the single-particle
wave function with ψn(r, 0) = φn(r). Its time evolution can be expressed by using
the retarded Green’s function, GR(r, R, t), of the Hamiltonian Hˆ of Eq. (8.2)
[Sha08],
ψn(r, t) = 〈r|ψn(t)〉 = 〈r|e−iHˆt|φn〉 =
∫
dR 〈r|e−iHˆt|R〉φn(R)
=
∫
dR GR(r, R, t)φn(R). (8.3)
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Then, the quantum expectation value of the particle density, at time t, for a given
realization of randomness is equal to
〈nˆ(r, t)〉 = gs
∑
n
Θ(εF − εn)
∣∣ψn(r, t)∣∣2
= gs
∫
dR
∫
dR′ GR(r, R, t)GA(r, R′, t)
∑
n
Θ(εF − εn)φn(R)φ∗n(R′).
(8.4)
At times t < 0 the system is described by the Hamiltonian Hˆtrap, whose eigen-
functions are the φn(r). The corresponding retarded Green’s function shall be
denoted by GR(r, R, t) and should not be confused with the function GR(r, R, t)
which describes propagation from point R to an observation point r, upon the
release of the gas from the trap. Using the resolvent representation of the Green’s
function (cf. Eq. D.2)
GR(R,R′, ε) = 〈R|(ε− Hˆtrap + i0+)−1|R′〉 =
∑
n
φn(R)φ
∗
n(R
′)
ε− εn + i0+
, (8.5)
the sum in Eq.(8.4) can conveniently be written as
∑
n
Θ(εF − εn)φn(R)φ∗n(R′) =
εF∫
−∞
dε
∑
n
φn(R)φ
∗
n(R
′) δ(ε− εn)
= −1
π
εF∫
−∞
dε ImGR(R,R′, ε). (8.6)
By averaging over disorder realizations, the density becomes
〈nˆ(r, t)〉 = −gs
π
∫
dR
∫
dR′GR(r, R, t)GA(r, R′, t)
εF∫
−∞
dε ImGR(R,R′, ε). (8.7)
The last integral in Eq. (8.7) contains information about the initial state of the
gas in the trap. The product of the two propagators, GRGA, propagates this
information in space and time.
In the diffusion regime, which is considered here, the average product of the
two Green’s functions can be evaluated as described in Appendix A.3, yielding
〈nˆ(r, t)〉 = gs
π2
∫
dǫ
∫
dR Pǫ (r −R, t)
∫
d∆R ImGR(∆R, ǫ)
×
εF∫
−∞
dε ImGR(R +∆R/2, R−∆R/2, ε), (8.8)
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where (Eq. (A.28))
Pǫ (r, t) =
e−r
2/4Dǫ t
(4πDǫt)d/2
(8.9)
is the diffusion propagator, in d dimensions (d = 2, 3) and Dǫ is the diffusion
coefficient for a particle at energy ǫ. The average Green’s function is given by
[AM07] (Eq. A.24)
G¯(∆R, ǫ) = GR,0(∆R, ǫ) e−∆R/2lǫ , (8.10)
where GR,0 is the free retarded Green’s function and lǫ is the particle mean free
path. Eqs. (8.9) and (8.10) for P and G¯ are only valid for sufficiently large values
of the energy parameter ε, namely if kǫ lǫ ≫ 1, where kǫ =
√
2mǫ. Therefore,
kFlF is the essential parameter which determines the overall behavior of the gas,
after switching off the trap, where kF and lF denote the value of the Fermi mo-
mentum and of the mean free path at the Fermi energy εF, respectively. Only
for kFlF ≫ 1, which we assume here, most of the atomic cloud will diffuse away
from the trap. (A similar condition, with the chemical potential µ replacing the
Fermi energy, is required for the diffusive behavior of a BEC cloud [Sha07].)
To facilitate analytic treatment, we assume that the size of the trap is much
smaller than its distance from the observation point r. Then, choosing the coor-
dinate origin somewhere inside the trap, we can set R = 0 in the argument of the
diffusion propagator, writing it simply as Pǫ (r, t). Moreover, since upon release
from the trap, each particle goes on its own (long) diffusive trajectory, the actual
shape of the trap is of no importance. It is convenient to replace the actual har-
monic trap by a cubic trap of size L, with periodic boundary conditions, which
yields
ImGR(R +∆R/2, R−∆R/2, ε) =
∫
dk
(2π)d
ImGR(p, ε) e−ik∆R. (8.11)
Thus, after inserting Eq. (8.11) into Eq. (8.8), we get
〈nˆ(r, t)〉 = gs
π2
∫
dǫ Pǫ (r, t)
∫
dR
∫
dk
(2π)d
ImGR(k, ǫ)
εF∫
−∞
dε ImGR(k, ε) (8.12)
=
gsVtrap
π2
∫
dǫ Pǫ (r, t)
∫
dk
(2π)d
ImGR(k, ǫ)
εF∫
−∞
dε ImGR(k, ε), (8.13)
with Vtrap being the trap volume.
Since we assume no disorder in the trap, it follows that ImGR(k, ε) = −πδ(ε−εk)
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and integration over ε results in a step function Θ(kF − k). Furthermore, since
kFlF ≫ 1, it follows that the weak disorder condition, kǫ lǫ ≫ 1, is satisfied for the
great majority of k’s in Eq. (8.13). Therefore, ImG¯(k, ǫ) can be approximated by
ImG¯(k, ǫ) ≈ −πδ(ǫ − ǫk) and integration over ǫ can be carried out,1 resulting in
the final expression for the average particle density
〈nˆ(r, t)〉 = gsVtrap
∫
k<kF
dk
(2π)d
Pǫk(r, t) , (8.14)
where ǫk = k
2/2m.
Eq. (8.14) has a very simple interpretation: Particles, prior to their release from
the trap, occupy all states up to kF, with L
ddk/(2π)d being the number of par-
ticles in the d-dimensional element dk. When the trap is switched off, particles
start diffusing and Pǫk(r, t) is the probability density that a particle with momen-
tum k will reach point r in time t. Integration over k gives the average particle
density 〈nˆ(r, t)〉. An equation similar to (8.14) also exists for a BEC [Sha07].
As particles at low energies are always strongly localized by disorder (cf. Ch. 3)
some fraction of the released particles will not propagate by diffusion but will
remain localized near their original location [Sha07]. However, for kFlF ≫ 1 the
fraction of such particles and the corresponding correction to Eq. (8.14) are small
and we can ignore this effect here.
The disorder-averaged particle density, Eq. (8.14), is a quite featureless, homoge-
nous function. However, as has been particularly emphasized in [Leg01, ADL04],
a single imaging experiment (with sufficient resolution) does not measure 〈nˆ(r, t)〉
but rather one particular event, i.e., some particular density pattern, n(r, t),
whose probability is dictated by the many-body wave function of the system.
Thus, a single image contains much more information, which gets lost, if one
simply averages over many experimental runs. To extract this information, one
must instead consider higher correlations functions like the density-density cor-
relation function, 〈nˆ(r, t)nˆ(r′, t)〉, which is subject of the following section.
8.2.2 Density-density correlation function
We now turn to the calculation of the density-density correlation function, 〈nˆ(r, t)
nˆ(r′, t)〉. Experimentally, this correlation function can be measured from time-of-
flight images by averaging the product n(r)n(r′) over many realizations, for fixed
r, r′ and t. It should be noted, however, that already a single image, although
noisy and "grainy", contains information about the density-density correlation
1We numerically checked that for N = 104 . . . 105 particles, the step functions are indeed
excellent approximations (cf. discussion in Sec. 8.1).
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function. This information will be revealed by taking the product n(r)n(r+∆r)
and averaging it over many points r, for fixed ∆r (the equivalence of the two
averaging procedures constitutes the "ergodic assumption" in mesoscopic physics
[AM07]).
Let us first note that, already in the absence of disorder, a Fermi gas possesses
some subtle density correlations of purely quantum nature, because of the Pauli
exclusion principle [LL80, Cas08]. For fermions confined to a trap of size L, the
density-density correlation function exhibits rapidly decaying oscillations with
a characteristic period ∆x0 ≈ k−1F [LL80]. For instance, considering fermions
in a three-dimensional box of side length L, whose wave functions fulfill peri-
odic boundary conditions, a short calculation yields the normalized correlation
function [LL80]
I(r, r′, t) ≡ 〈nˆ(r, t)nˆ(r
′, t)〉 − 〈nˆ(r, t)〉〈nˆ(r′, t)〉 − δ(r − r′)〈nˆ(r, t)〉
〈nˆ(r, t)〉〈nˆ(r′, t)〉
= − 9
gs
[sin (kFr) − (kFr) cos (kFr)]2
(kFr)
6
. (8.15)
(For a harmonic trap the effective trap size is determined by mω2L2 ≃ εF, which
gives L ≃ N1/2d/√mω.)
When the gas is released from the trap it starts expanding. For the case of a ballis-
tically (freely) expanding gas, and, for times t > (L/vF) ≡ t0, the size of the cloud
grows linearly with time and so does the correlation length ∆x(t) ≈ ∆x0 · t/t0
[NG07]. Thus, roughly speaking, the free, ballistic expansion amplifies the scale
of correlations by the factor t/t0 and keeps the correlation length on the scale of
the mean interparticle distance. As we will see below, in the presence of a random
potential, i.e., when the expansion is diffusive instead of ballistic, the picture is
different: The size of the atomic cloud grows as
√
t (cf. Eq. (8.14)) whereas the
short-range correlations do not get amplified at all.
The density-density correlation function in the presence of disorder is defined
as
C(r, r′, t) = 〈nˆ(r, t)nˆ(r′, t)〉 − 〈nˆ(r, t)〉 〈nˆ(r′, t)〉 − δ(r − r′)〈nˆ(r, t)〉. (8.16)
The last term describes trivial correlations, which already exist in a classical
ideal gas and which are commonly subtracted, in order to isolate the nontrivial
correlations [LL80]. There are two kinds of averaging in (8.16): The quantum
mechanical averaging, for a given realization of disorder, and averaging over the
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ensemble of different realizations. The first averaging leads to [LL80]
〈nˆ(r, t)nˆ(r′, t)〉 =
∑
σ1,σ2
∑
n,m,k,l
ψ∗n(r, t)ψk(r, t)ψ
∗
m(r
′, t)ψl (r
′, t)〈c†nσ1ckσ1c†mσ2clσ2〉
(8.17)
= −
∑
σ1,σ2
∑
n,m
ψ∗n(r, t)ψk(r, t)ψ
∗
m(r
′, t)ψl (r
′, t)〈c†nσ1c†mσ2ckσ1clσ2〉
+
∑
σ1
∑
n,l
ψ∗n(r, t)ψl (r, t)〈c†nσ1clσ1〉 δ(r − r′) (8.18)
= g2s
∑
n
Θ(εF − εn)
∣∣ψn(r, t)∣∣2∑
m
Θ(εF − εm)
∣∣ψm(r′, t)∣∣2
− gs
∣∣∣∣∣
∑
n
Θ(εF − εn)ψ∗n(r, t)ψn(r′, t)
∣∣∣∣∣
2
+ gsδ(r − r′)
∑
n
Θ(εF − εn)
∣∣ψn(r, t)∣∣2 , (8.19)
where the absence of overbars indicates that this expression refers to a specific
realization of the random potential.
Next, we must average Eq. (8.17) over the disorder. This involves averaging
products of four single-particle wave functions. For short-range correlations, i.e.,
on a scale smaller than the mean free path (|r− r′| < lε), such averages decouple
into products of pairwise averages [AM07]. For instance,
ψ∗n(r, t)ψn(r
′, t)ψ∗m(r
′, t)ψm(r, t)
≈ ψ∗n(r, t)ψn(r′, t) ψ∗m(r′, t)ψm(r, t) + ψ∗n(r, t)ψm(r, t) ψ∗m(r′, t)ψn(r′, t). (8.20)
Performing such decoupling in Eq. (8.17), Eq. (8.16) becomes
C(r, r′, t) =
∑
n,m
Θ(εF − εn)Θ(εF − εm)
[−gsAnn(r, r′, t)A∗mm(r, r′, t)
− gsAnm(r, r, t)A∗nm(r′, r′, t) + g2s
∣∣Anm(r, r′, t)∣∣2] , (8.21)
where
Anm(r, r
′, t) ≡ ψ∗n(r, t)ψm(r′, t). (8.22)
The first term in Eq. (8.21) describes quantum correlations, due to the Pauli
exclusion principle. In particular, for r′ → r, it approaches the value −gs〈nˆ(r, t)〉
2
and, thus, it is proportional to N2. The third term is of "classical" origin, in the
sense that it originates from the interference between multiply scattered waves. It
contributes positive correlations, similarly to speckle pattern in optics. However,
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in contrast to a single frequency laser speckle, here there are many waves with
different frequencies. Since contributions from different frequencies should be
added incoherently, i.e., intensities (rather than amplitudes) are summed up,
the third term is proportional to N and will be neglected. The second term in
Eq. (8.21) is a combination of quantum and classical correlations. Its sign and the
factor gs originate from the exclusion principle. However, since wave functions
at different energies are essentially uncorrelated, this term is also proportional to
N and can be neglected in the large-N limit. Thus, keeping only the first term
in Eq. (8.21), we obtain
C(r, r′, t) = −gs
∣∣∣∣∣
∑
n
Θ(εF − εn)Ann(r, r′, t)
∣∣∣∣∣
2
≡ −gs |F (r, r′, t)|2 . (8.23)
The function
F (r, r′, t) ≡
∑
n
Θ(εF − εn) ψ∗n(r, t)ψn(r′, t) (8.24)
can be expressed in terms of the Green’s functions, in complete analogy with the
earlier derivation of the average density (see Appendix A.3). The only difference
is that now there are two "observation points", r and r′. The resulting expression
for F (r, r′, t) (cf. Eq. (8.7)) is
F (r, r′, t) = −1
π
∫
dR
∫
dR′GR(r, R, t)GA(r′, R′, t)
εF∫
−∞
dε ImG(R′, R, ε).(8.25)
In order for the average product of Green’s functions not to be exponentially
small, the pair of points r, r′ should not be separated by more than the mean free
path. On the other hand, |r − R| is much larger than lF. The computation of the
average product in Eq. (8.25) is explained in detail in Appendix A.3 and yields
GR(r, R, t)GA(r′, R′, t) = −1
π
∫
dǫ f(∆r, ǫ)Pǫ (r, R, t)ImG¯(r − R′, ǫ), (8.26)
where the extra factor f(∆r, ε), as compared to Eq. (A.39), is given by
f(∆r, ǫ) = − 1
πN0 (ǫ)
ImG¯(∆r, ǫ) , ∆r = |r − r′| . (8.27)
Following the same line of derivation as for the average density, Eq. (8.14), we
arrive at
F (r, r′, t) = Vtrap
∫
k<kF
dk
(2π)d
Pǫk(r, t)f(∆r, ǫk) . (8.28)
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For d = 3 (Eqs. (A.23) and (A.24)),
f(∆r, ǫk) =
sin(k∆r)
k∆r
exp(−∆r/2lǫk). (8.29)
While the kernel Pǫk and the mean free path lǫk are slowly varying with k, the
function f(∆r, ǫk), for ∆r ≫ k−1F , contains a rapidly oscillating factor within the
integration region in Eq. (8.28). Taking the "slow" functions out of the integral
and computing the remaining integral we obtain
C(r, r′, t) = −gs V 2trap PεF(r, t)
2e−∆r/lF
k6F
4π4
[
sin(kF∆r) −
(
kF∆r
)
cos(kF∆r)
]2
(
kF∆r
)6 ,
(8.30)
where Pǫ and lǫ are taken at ǫ = εF. It is convenient to normalize the correlation
function by the average density which yields
I(r, r′, t) ≡ C(r, r
′, t)
〈nˆ(r, t)〉 〈nˆ(r′, t)〉
= − 9
gs
e−∆r/lF
[
sin(kF∆r) −
(
kF∆r
)
cos(kF∆r)
]2
(
kF∆r
)6 . (8.31)
The analogous calculation for d = 2 yields
I(r, r′, t) = − 4
gs
e−∆r/lF
J1(kF∆r)
2(
kF∆r
)2 , (8.32)
where J1(kF∆r) is the Bessel function of the first kind.
In Fig. 8.2, the normalized density-density correlation functions (Eqs. (8.31) and
(8.32)) are plotted. The solid lines in this figure represent the corresponding
functions obtained by computing the integral in Eq. (8.28) numerically, without
taking the "slow" functions out of the integral. In this computation a white
noise random potential has been used which yields lǫ = const in three dimen-
sions and lǫ ∼
√
ǫ in two dimensions (this implies that the diffusion coefficient
is proportional to
√
ǫ and ǫ in three and two dimensions, respectively). Fig. 8.2
demonstrates that for the decaying envelope of I(∆r) the agreement between
the numerically exact results and the approximate expressions, Eqs. (8.31) and
(8.32), is quite good. For the oscillations the agreement is only qualitative. Due
to the rapid decay of the envelope function, the oscillations are rather small and
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Figure 8.2: The normalized density-density correlation function I(∆r, t) of a
Fermi gas with gs = 2, for kFlF = 10, r = 50lF and t = 3r
2/(2dDεF). (a) d = 3
(b) d = 2. The dashed curves in (a) and (b) correspond to Eqs. (8.31) and (8.32),
respectively. The solid curves are the result of an exact numerical integration,
as described in the text. The insets show the oscillating decay of I(∆r, t) with
increasing ∆r.
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clearly visible only on an amplified scale, as shown in the insets to the figure.
It is quite remarkable that, while the atomic cloud keeps expanding, the local
normalized density correlations, Eqs. (8.31) and (8.32), do not depend on time.
In particular, the characteristic length of oscillations, ∆r ∼ k−1F , remains the
same as for the gas in the trap, prior to its release (cf. Eq. 8.15)). This behavior
is in sharp contrast to that for a free ballistic expansion, when the spatial oscilla-
tion period is growing linearly in time, just as the average interparticle distance
[NG07]. The essential difference between the ballistic and diffusive cases can be
traced to the evolution of the phase of a wave function. In the ballistic expan-
sion the characteristic spatial period of a wave packet keeps increasing. (This
statement can be easily verified by taking an initial wave packet of a Gaussian
shape, φ(r) ∼ exp(− r2
a2
+ i r
2
b2
), with b ≪ a, whose time evolution is exactly sol-
uble.) On the contrary, in the diffusive expansion the phase of a wave function
gets randomized after few scattering events and no long-range order in the phase
can be established.2 An oscillating wave function with some period b, subjected
to diffusive evolution, will locally look like a plane wave, with the same period,
where "locally" means on a scale smaller than the mean free path. Thus, at any
time t, the diffusing wave function can be viewed as made up of "patches" of
plane waves, of size lF each, but with no phase relation among different patches.
This observation explains the somewhat counterintuitive behavior of the corre-
lations, namely, that the correlation functions in Eqs. (8.31) and (8.32) remain
stationary, while the interparticle distance increases under the expansion. This
leads to an increase of the relative fluctuation of the particle number, in a given
volume. For a homogeneous Fermi gas in equilibrium (in three dimensions) the
particle number variance ∆N2, in a certain volume, is not equal to the average
number of particles N (in the same volume) but is proportional to N
2/3
logN
[ACP07, Cas08]. This means that, due to correlations, the Fermi gas possesses
some kind of "rigidity". (The effect is particularly spectacular in 1D, where ∆N2
grows only as logN). Free expansion of the gas, in the absence of disorder, does
not affect this rigidity, because, as was already mentioned, the scale of correla-
tions is amplified in exact proportion to the interparticle distance. The disorder
disrupts this proportionality and leads to the destruction of rigidity and to the
∆N2 = N behavior (in the long time limit). Therefore, the image of a Fermi gas,
expanding in the presence of disorder, should look more "grainy" than the image
of a freely expanding gas. This effect might be observable experimentally.
2This is, of course, only approximatively correct. However, within the region of diffusion,
where r2 ≃ dDǫFt, next-to-leading-order corrections are negligible weak [CS08].
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8.3 Diffusing Bose-Einstein condensate
So far, we have considered the dynamics of a degenerate Fermi gas. We finish this
chapter by a brief discussion of the case of a Bose-Einstein condensate (BEC),
expanding in the presence of a random potential. (For an introduction into
the subject of Bose-Einstein condensation, see, e.g., [DGPS99, PS03].) Within
the mean-field approach the BEC is described by a macroscopic wave function,
Ψ(r, t), whose dynamics satisfies the Gross-Pitaevskii equation [DGPS99]
i~ ∂tΨ(r, t) = −
~
2
2m
△Ψ(r, t) + V (r)Ψ(r, t)
+ g|Ψ(r, t)|2Ψ(r, t) , (8.33)
where g is the interaction parameter related to the scattering length (we again
assume positive g, i.e., repulsive interactions). Eq. (8.33) describes the evolu-
tion of the condensate, in the random potential V (r), upon its release from the
trap. We assume an isotropic harmonic trap, characterized by a frequency ω.
For weak randomness, we assume that the expansion can be separated into two
distinct stages [SPCL+07, Sha07, SMTS08]: a rapid ballistic "explosion", during
the time of order (1/ω), followed by an essentially linear evolution. However,
the influence of the nonlinearity is a subtle point and still an open question. In
particular, this kind of argument would imply that in a one-dimensional system
nonlinearity cannot destroy Anderson localization, which is heavily debated, see,
e.g., [She93, FKS08, PS08, KKFA08, WZ09, FKS09a, FKS09b, VKF09] and ref-
erences therein. However, in [CS09] it was at least shown that in first order
perturbation theory in g, the interaction only induces a weak renormalization
of the diffusion coefficient. Thus, we assume that the expansion process can at
least approximately be described by this separation of time scales. The first stage
then is dominated by the nonlinearity. At the second stage, however, most of the
interaction energy has already been converted into the kinetic (flow) energy, so
that the nonlinearity becomes weak and is neglected. Thus, below we consider
the linear equation
i~ ∂tΨ(r, t) = −
~
2
2m
△Ψ(r, t) + V (r)Ψ(r, t). (8.34)
The initial condition for this equation is supplied by the wave function Φ(r) at the
end of the first stage of the expansion, i.e., at time of order 1/ω. Qualitatively,
this wave function is of the form [Cas08, KSS96]
Φ(r) = F(r) exp(ir2/a20), (8.35)
where a0 = (~/mω)1/2 is the oscillator size of the trap and F(r) is an en-
velope function which decays on the characteristic distance R0 ≫ a0, where
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R0 is the initial size of the BEC in the trap. The envelope is often approx-
imated by a Gaussian, F(r) = A exp(−r2/2R20), or by the inverted parabola
F(r) = A√1− (r/R0)2, with A being the normalization constant.
The emerging linear problem, Eqs. (8.34) and (8.35), is considerably simpler than
the fermionic problem treated above. This is because the BEC is described by
a single coherent wave function which can be treated as a classical field. Within
such mean-field description, there are no density fluctuations in the absence of
disorder. The notion of density correlations, with their inherent statistical fea-
tures, becomes meaningful only in the presence of an external random potential.
Thus, the problem becomes similar to that considered in the theory of optical
speckles, where a classical electromagnetic wave or a scalar wave propagates and
gets scattered on a random potential [AM07]. The essential difference is that in
the theory of optical speckles one usually assumes a monochromatic field, whereas
the BEC wave function, Eq. (8.34), contains a broad spectrum of wave numbers.
For a monochromatic field ψω(r) with a wave number kω, the disorder-induced
intensity-intensity correlation function,
Cω(r, r
′) = |ψ∗ω(r)ψω(r′)|2, (8.36)
was calculated in [Sha86b, PS89],
Cω(r, r
′) = nω(r) nω(r′) e
−∆r/lω
{ (
sin(kω∆r)
kω∆r
)2
, d = 3
J20 (kω∆r) , d = 2
, (8.37)
where nω(r) =
∣∣∣ψω(r)∣∣∣2 is the average intensity of the wave.
The extension to the nonmonochromatic case of a BEC is quite straightforward.
Let us start with the average density of the BEC, n(r). The BEC wave function
at time t is given by
Ψ(r, t) =
∫
dRGR(r, R, t) Φ(R). (8.38)
Using (A.39), one obtains in the large t (and large r) limit [SMTS08]
n(r) = | Ψ(r, t) |2
= −1
π
∫
dǫ Pǫ (r, t)
∫
dk
(2π)d
ImGRk (ǫ) |Φ˜(k)|2 (8.39)
where Φ˜(k) is the Fourier transform of the initial condition (8.35). The (equal
time) field-field correlation function, Cfield(∆r, t) ≡ Ψ∗(r, t)Ψ(r′, t), differs from
Eq. (8.39) only by an extra factor, f(∆r, ǫ), defined in (8.27),
Cfield(∆r, t) = −1
π
∫
dǫ Pǫ (r, t)
∫
dk
(2π)d
f(∆r, ǫ) ImG¯(k, ε) |Φ˜(k)|2 . (8.40)
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Approximating, as above, ImGRk (ǫ) = −πδ(ǫ− ǫk), we obtain the final expression
for the field-field correlation function,
Cfield(∆r, t) =
∫
dk
(2π)d
Pǫk(r, t) f(∆r, ǫk) |Φ˜(k)|2 . (8.41)
The short-range density-density correlation function is given by
C(∆r, t) ≡ n(r)n(r′)− n(r)n(r′)− δ (r − r′)n(r)
= |Cfield(∆r, t)|2 . (8.42)
Eqs. (8.41) and (8.42), supplemented by the expression Eq. (8.27) for the f -
function, provide the general solution for the density correlations in a BEC dif-
fusing in a weak random potential.
To get an estimate for the three-dimensional normalized correlation function,
I(∆r, t) =
C(∆r, t)
n(r′, t)n(r′, t)
, (8.43)
we assume a Gaussian envelope,
Φ(r) =
1
2π
3/4
R
3/2
0
e
−
r2
2R2
0
+i
r2
a2
0 ≡ Ae−(r/r0)2 . (8.44)
Then the Fourier transform of the BEC wave function takes the form
Φ˜(k) = Ar30 e
−(kr0/2)
2
, (8.45)
such that ∣∣∣Φ˜(k)∣∣∣2 ≈ 2
π
3/2
k30
e−(k/k0)
2
, (8.46)
where k0 = 2R0/a
2
0 ≃ 1/ξ, ξ being the healing length of the BEC [DGPS99].
The numerical evaluation of Eq. (8.43) (see Fig. 8.3) shows that, quite similar to
the case of the Fermi gas, where I(∆r, t) decayed on the length scale of the Fermi
wavelength, I(∆r, t) decays on a scale ∆r ∼ ξ, i.e., the relevant length scale of
the system in the trap. This scale remains nearly constant in time. Since the
”cutoff function”, |Φ˜(k)|2, under the integral in Eq. (8.41) is not as sharp as the
step function in Eq. (8.28), the oscillations of the normalized correlation function
are even weaker than for the fermionic case. The short-range correlations, shown
in Fig. 8.3, imply that the image of a condensate, diffusing in a weak random
potential, should exhibit a random pattern of particle density (speckle). The
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Figure 8.3: The normalized density-density correlation function I(∆r, t) of a BEC
for (a) d = 3 and (b) d = 2. As in Fig. 8.2 the parameters were set to k0l0 = 10,
r = 50l0, t = 3r2/(2dDk0), Dk = Dk0(k/k0)
4−d, lk = l0 (k/k0)
3−d.
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typical size of each speckle spot is of the order of a few healing lengths.
As in the case of the expanding Fermi gas, some fraction of the condensate
will presumably get caught by disorder [Sha07]. However, for weak disorder,
and, in 2D for length scales shorter than the localization length, and time scales
shorter than the localization time [SMTS08], this fraction will be small and the
corresponding corrections do not significantly alter the results from above. In
addition, we assumed in both cases a Gaussian white noise disorder potential
(cf. Appendix A). However, in experiments the disorder potential often possesses
a finite correlation length, in particular, if speckle potentials are used [SPCL+07].
Nevertheless, our results remain qualitatively correct, as long as the correlation
length remains shorter than the de-Broglie wavelength of the atoms.
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Chapter 9
Disordered Bose-Hubbard model
Collisions of atoms in a Fermi gas are strongly suppressed for atoms within the
same spin state due to the Pauli exclusion principle. Therefore, thermalization
is less efficient than for a Bose gas and the evaporative cooling-down of a Fermi
gas to ultra low temperatures is a formidable task [Jin02, GPS08]. For that
reason, most (time-of-flight) experiments on ultracold gases have been done for
bosons yet, and experiments on (interacting) Fermions are less explored [KZ08].
In particular, the Bose-Hubbard model has been, and still is an active area of
research, which has been shown [JBC+98] to describe a bose gas in a deep optical
potential. Thus, a natural and interesting question would be whether our analysis
of the Anderson-Hubbard model for electrons (fermions) can also be applied to
bosons.
9.1 Phase diagram of the disordered Bose-Hubbard
model
In the context of bosons, the Anderson-Hubbard model is usually referred to as
the disordered Bose-Hubbard model, and so we will do the same in the following.
In complete analogy to Eq. (5.4) and (7.41), respectively, its Hamiltonian for
spinless bosons reads
HˆBH =
∑
iσ
(εi − µ)b†ibi +
U
2
∑
i
nˆi (nˆi − 1) − t
∑
<i,j>
b†ibj , (9.1)
where b†i , bi are Bose creation and annihilation operators, and nˆi = b
†
ibi .
This bosonic version of the disordered Hubbard model was brought into the focus
of research by the seminal works [GS88, FWGF89], and was originally discussed
in the context of, e.g., superfluid 4He in porous media and granular superconduc-
tors [FWGF89]. Since then it has attracted a lot of attention, not only because
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Figure 9.1: Phase diagram of the Bose-Hubbard model for fixed disorder strength,
∆/U = 0.6, at zero temperature including a Mott-insulating (MI), a superfluid
(SF) and a Bose glass (BG) phase. J ≡ t is the hopping amplitude and Z denotes
the coordination number (Z = 2d for a hypercubic lattice in d dimensions). Plot
taken from [BH09].
of its physical applications, but particularly also because of the theoretical chal-
lenge to understand its interesting, highly non-trivial physical properties. (For a
recent reference with special emphasize on the application to atomic gases see,
e.g., [LSA+07].)
Most significantly, the Bose-Hubbard model differs from its fermionic analog
in undergoing a thermodynamic phase transition into a superfluid BEC below
some critical temperature. Thus, even in dimensions d ≤ 2 the system possesses
three different ground states [GS88, FWGF89], which can be distinguished by
their values for the compressibility κ = dN/dµ and the superfluid order param-
eter φ = 〈bi 〉: the superfluid condensate (κ > 0, φ 6= 0), the Mott insulator
(κ = 0, φ = 0) and the Bose glass (κ > 0, φ = 0). Fig. 9.1 shows a phase diagram
of the Bose-Hubbard model obtained within a stochastic mean-field approxima-
tion [BH09] for an intermediate disorder strength. While the details of the zero
temperature phase diagram are still under debate, the general behavior and the
three different phases can clearly be observed from the figure.
For stronger disorder, ∆ > U , the lobes of the Mott insulating phase would com-
pletely vanish and only the Bose glass and the superfluid phase would survive
[FWGF89, FM96]. In contrast, for ∆ = 0, the lobes would become larger and
the Bose glass phase would disappear.
For bosons, the noninteracting limit, U → 0, is pathological, because it would
inevitably yield a fragmented condensate [MHUB06], where all particles occupy
the lowest (localized) single-particle Lifshitz states (cf. Sec. 3.2.4). Therefore, an
almost noninteracting Bose glass is commonly called a Lifshitz glass.
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Figure 9.2: Ground state configuration of the disordered Bose-Hubbard model in
the atomic-limit. b(N) is the minimal(maximal) occupation number, i.e., the oc-
cupation number of the lattice sites with an on-site energy from the upper(lower)
boundary of the disorder distribution.
9.2 Atomic-limit approximation for the disordered
Bose-Hubbard model
From the discussion above and from the motivation of the atomic-limit approx-
imation, we can immediately conclude that the applicability of our approach
to the disordered Bose-Hubbard model is much more restricted than for the
fermionic Anderson-Hubbard model. Generally, the atomic-limit (or strong cou-
pling limit) can also act as a good starting point for the Bose-Hubbard model
[FM96]. However, our single-particle description based on the occupation num-
bers of the atomic-limit can be meaningful only within the Bose glass phase.
Therefore, we have to restrict our considerations to ∆ ≫ t. To stay outside the
Mott insulating phase we additionally require ∆ > U . But despite these restric-
tions it remains an interesting regime, because the total occupation number per
lattice is unrestricted for bosons, and we can expect that this implies significant
changes as compared to the fermionic case.
9.2.1 Ground state configuration
As in the previous chapters, we first need to determine the ground state config-
uration in the atomic-limit. For this purpose, we again assume (∆, U, ρ) to be
fixed, external parameters. In particular, with regard to the atomic gas experi-
ments this seems to be more appropriate than fixing the chemical potential.
Denoting the highest site occupation number of the atomic-limit ground state
configuration by N ≥ 1 and the minimal one by b ≥ 0, we can define a cascade
of on-site energies E0, ..., EN+1, such that (cf. Fig. 9.2)
〈nˆi 〉 = n ⇔ εi ∈ [En, En+1]. (9.2)
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Besides, we can read off from Fig. 9.2 that
E0 = E1 = . . . = Eb = ∆/2 (9.3)
Ei = Ei+1 + U ∀i ∈ {b, . . . , N} (9.4)
EN+1 = −∆/2 (9.5)
µ = Eb+1 + b · U. (9.6)
Therefore, we obtain the following two equations yielding the ground state con-
figuration in the atomic-limit,
N − b =
⌈
µ− b · U +∆/2
U
⌉
(9.7)
ρ− b = (N − b) µ− (N − 1)U +∆/2
∆
+
U
∆
(N − b)(N − b− 1)
2
, (9.8)
where ⌈x⌉ denotes the ceiling function giving the smallest integer ≥ x. Because of
the integer-valued problem, no closed solution of this system of equations exists.
However, for each parameter set it is an easy task to iteratively find the solution
of Eqs. (9.7) and (9.8).
As for the fermionic problem, the transport properties of the interacting Bose
glass are determined by the particles at the chemical potential µ. The effective
disorder distribution for the single-particle propagation on top of the frozen in-
teracting particle sea can be read off again from the retarded Green’s function.
For the case of the Bose-Hubbard model in the atomic-limit its calculation is in
complete analogy to the fermion problem and the result is
GR,0i (E) =
〈nˆi〉+ 1
E − (ε− µ+ U〈nˆi 〉) + i0+
− 〈nˆi 〉
E − (ε− µ+ U(〈nˆi 〉 − 1) + i0+
. (9.9)
Thus, we see that the probability for particle-like transport, corresponding to an
effective potential shift of εi 7→ εi+〈nˆi〉U , is (〈nˆi 〉+1)/(2〈nˆi〉+1). The probabil-
ity for hole-like transport and an effective shift by (〈nˆi〉−1)U is (〈nˆi〉)/(2〈nˆi〉+1).
For calculating disorder averages, for instance within the coherent potential ap-
proximation, it is again useful to avoid an explicit determination of pA(ε), but to
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use the identity (cf. Eq. (7.47)),∫
dε pA(ε) f(ε)
=
1
∆
N∑
i=0

 i+ 12i+ 1
Ei∫
Ei+1
dε f(ε+ iU) +
i
2i+ 1
Ei∫
Ei+1
dε f(ε+ (i− 1)U)


=
1
∆

 b+ 12b+ 1
∆/2+bU∫
Eb+1+bU
dε f(ε) +
b
2b+ 1
∆/2+(b−1)U∫
Eb+1+(b−1)U
dε f(ε)


+
1
∆
N−1∑
i=b+1

 i+ 12i+ 1
Ei+iU∫
Ei+1+iU
dε f(ε) +
i
2i+ 1
Ei+(i−1)U∫
Ei+1+(i−1)U
dε f(ε)


+
1
∆

 N + 1
2N + 1
EN+NU∫
−∆/2+NU
dε f(ε) +
N
2N + 1
EN+(N−1)U∫
−∆/2+(N−1)U
dε f(ε)

 , (9.10)
which is valid for each function f(ε). Using Eqs. (9.3)-(9.6) we can simplify
Eq. (9.10) and finally obtain∫
dε pA(ε) f(ε)
=
1
∆

 b+ 1
2b+ 1
∆/2+bU∫
µ
dε f(ε) +
b
2b+ 1
∆/2+(b−1)U∫
µ−U
dε f(ε)


+
B(N, b)
∆
µ+U∫
µ
dε f(ε) +
A(N, b)
∆
µ∫
µ−U
dε f(ε)
+
1
∆

 N + 1
2N + 1
µ+U∫
−∆/2+NU
dε f(ε) +
N
2N + 1
µ∫
−∆/2+(N−1)U
dε f(ε)

 . (9.11)
The coefficients A(N, b) and B(N, b) are given by
A(N, b) = 1−B(N, b) = N − b+ 1
2
− ψ(N + 1/2)− ψ(b+ 3/2)
4
, (9.12)
where
ψ(n + 1/2) = −γ − 2 log (2) +
n∑
k=1
2
2k − 1 (9.13)
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Figure 9.3: Effective probability distribution function of the disordered Bose-
Hubbard model in atomic-limit approximation for ρ = 2. a) weak to intermediate
interaction b) intermediate to strong interaction.
is the digamma function and γ is the Euler-Mascheroni constant [AS72].
9.2.2 Numerical results
Having derived Eq. (9.11), we are able to evaluate the effective single-particle
Hubbard model in the atomic-limit approximation. The analysis can now be
done in complete analogy with the fermion problem, because spin statistics do
not matter for a single particle in a static potential. Therefore, we can again
use the self-consistent theory for single-particle Anderson localization to study
numerically localization of the strongly disordered system.
Fig. 9.3 shows the effective probability distribution function for various inter-
action strengths. The lattice filling was fixed at ρ = 2, which is a realistic
experimental value [GME+02]. For extremely low interactions (black curve in
Fig. 9.3(a)), only the sites at the lower boundary of the probability distribution
are occupied. In this regime, we expect the formation of fragmented conden-
sates in the deepest valleys of the energy landscape. For intermediate interaction
strengths (red curves in Fig. 9.3), the particles starts to occupy a larger portion
of lattice sites, and the width of the effective disorder distribution shrinks. For
strong interactions (black curve in Fig. 9.3(b)), two disorder broadened Hubbard
bands start to form, and an efficient screening of disorder is not possible anymore.
The same observation can be made by considering the variance of the effective
on-site energy distribution, Fig. 9.4.
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Figure 9.4: Variance of the effective probability distribution for ρ = 2, normalized
to its noninteracting value of ∆2/12.
For the calculation of the localization length of a boson at the chemical potential
µ, we apply Eq. (9.11) to the CPA equation, Eq. (7.9), to obtain the single-
particle self energy. Afterwards, we are able to evaluate the transport equations,
which are the same as in Ch. 7.
Fig. 9.5 shows the localization length as a function of U for fixed disorder strength
and fixed lattice filling. From the discussion in the previous section, the atomic-
limit approximation should be applicable in the regime ∆ > U ≫ t. As we
observe from the plot, in this regime (4 . U . 10) the localization length is a
monotonous, slowly varying function of U . In particular, the nonmonotonic be-
havior of ξ(U), observed for fermions (Ch. 7), is absent here. The reason is that
the particle number per lattice site is unrestricted for bosons. Thus, at smaller in-
teraction strengths the occupation numbers can be better adopted to the disorder
potential. Consequentely, more and more spectral weight is accumulated at the
chemical potential, and, hence, ξ increases for decreasing interaction strength. At
small interaction strengths (U < 4), the maximal particle number N (cf. Sec. 9.2)
quickly increases towards the condensate phase. Here, the atomic-limit becomes
less applicable (and artificially predicts a step-like increase of ξ each time N is
increased by 1).
Since our method is not able to describe the transition from the Bose glass to the
superfluid phase, the derivation of a meaningful phase diagram is unfortunately
not possible, in contrast to the Anderson-Hubbard model (for fermions). How-
ever, it seems likely that the system monotonically delocalizes until the superfluid
phase is reached.
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Figure 9.5: Localization length as a function of the interaction strength for
∆/2td = 10 and ρ = 2 in 2D.
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Chapter 10
Conclusion
In this thesis, we studied the interplay of repulsive two-particle interactions and
disorder. On its own, either of these effects is known to yield metal-insulator tran-
sitions in real materials. After having given an overview of the disorder-induced
Anderson metal-insulator transition and interaction-induced Mott transition, we
turned to the question of their interplay. As we explained, in many systems not
only one effect is relevant for the metal-insulator transition, but in general both.
Therefore, a better general understanding of the interplay and competition, re-
spectively, of interactions and disorder is needed.
In particular, we investigated the Anderson-Hubbard model, which is the minimal
lattice model containing local interactions and disorder. We discussed that many
numerical results for this model show a pronounced nonmonotonic interaction-
disorder-dependence of transport and its relevant length scale. Based on a strong
disorder ansatz, which we explained to be the relevant regime in the (Anderson)
insulating phase, we developed an atomic-limit approximation, which allowed for
a systematic and transparent analysis of the underlying physical mechanisms.
The local Hubbard interaction was included statically by taking into account an
interaction-induced shift of the local disorder potential. In particular, we did not
treat the interaction effect on a disorder-averaged level. Instead, we respected the
local changes of the potential due to the disorder-dependent electron occupation
of lattice sites. In this way, we could derive a single-particle Anderson model with
an interaction-dependent disorder distribution, which we explained to describe
effectively the propagation of single-particle excitations on the background of the
interacting Fermi sea.
Using this ansatz, we could reproduce very well many numerical results for the
Anderson-Hubbard model published in recent years. Furthermore, we could show
that the nonmonotonic behavior of the single-particle localization length, which
defines the relevant transport length scale of the interacting problem, results from
the competition of screening of the disorder by weak interactions and hopping
suppression by strong interactions. Moreover, we showed that, in two dimen-
sions, the screening effect can induce an exponential enlargement of the localiza-
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tion length and derived the three-dimensional phase diagram of the Anderson-
Hubbard model within our atomic-limit approximation. The former was particu-
larly important, because it was claimed recently by different authors that within
the Anderson-Hubbard model numerical indications for a two-dimensional metal-
insulator transition were found. By comparison of our results with these findings,
we could give strong arguments to the effect that the observed transition is most
probably a numerical artefact due to finite-size effects in the numerics, induced
by the exponential enhancement of the relevant length scale.
Motivated by rapid progress in experiments on cold atomic gases, we turned to
the diffusion of a noninteracting atomic gas cloud in a disordered environment,
released from an optical trap. After deriving the formulation of the expansion
process in terms of disorder-averaged Green’s functions, we calculate the aver-
aged particle density and the short-ranged density-density correlations (atomic
speckles) of the gas cloud as a function of the expansion time. As we could show,
the presence of the static disorder potential yields interesting changes compared
to the ballistic case. Scattering off inhomogeneities yields a randomization of the
wave functions’ phases. Consequently, no significant long-ranged correlations on
the scale of the mean interparticle distance is built up, as is known from ballistic
expansion, but only short-ranged correlations exist, which are of the order of the
relevant length in the trap before the release.
As the great majority of experiments on cold gases has been done till now for
Bose gases, we also discussed briefly the atomic-limit approximation for the disor-
dered Bose-Hubbard model. After giving a short overview of the zero temperature
phase diagram of the disordered Hubbard model, we derived the effective disorder
distribution of the atomic-limit approximation and calculated the corresponding
localization length. As we discussed, the approach was more restricted than
for the fermion model, because of the existence of the superfluid Bose-Einstein
condensate phase, which remained outside the applicability of our ansatz. In
contrast to the fermion model, the particle occupation number per lattice site is
unrestricted for bosons. As a consequence, the disorder screening effect becomes
a monotonic function of the interaction strength, and we conjectured that the
localization of the system decreases monotonously towards the superfluid phase.
The atomic-limit approximation neglects dynamic effects caused by particle num-
ber fluctuations, as well as spin-ordering. Although comparison of our and known
numerical results seems to confirm that these effects, compared to screening, are
less relevant, an useful extension of our method would be an inclusion of cluster
effects, which, at least, would take into account short-ranged correlation effects
and particle number fluctuations. A re-production of our results would be a
strong confirmation of the validity of our work.
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Single particle in a disordered
potential: perturbation theory
If the disorder potential is weak or the length scale of the system is significantly
smaller than the relevant localization length, the propagation of a single parti-
cle or the transport properties of the system can often be well described within
perturbation theory. In this chapter, we will briefly present the disorder pertur-
bation theory, because we will refer to its results at different points within this
thesis. The notation will follow closely the one in [AM07], where a more detailed
and comprehensive discussion of the subject can be found.
Starting from a basis of extended Bloch states, which diagonalizes the periodic
part of the Hamiltonian, we consider the Hamiltonian
Hˆ =
∑
k
ǫkc
†
kck +
∑
k,q
Vq c
†
k+qck. (A.1)
To keep things simple, we suppress the spin index of the electrons. Its inclusion
is straightforward and does not alter any of the results apart from a trivial mul-
tiplicative factor.
For convenience, we will always assume in this thesis that the disorder potential
is an isotropic Gaussian white noise potential with zero mean, i.e., it fulfills
Vq = 0 , Vq Vk = γ δ(q + k) . (A.2)
In position space that corresponds to
V (x) = 0 , V (x)V (y) = γδ(x− y) . (A.3)
For example, for the Anderson model, Eq. (3.1), we can identify γ = ∆2/12.
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Figure A.1: Self-energy diagram of the Born approximation. Dashed lines denote
the scattering potential, the solid line denotes the bare single-particle propagator
and the cross denotes the disorder averaging.
A.1 Single-particle propagator
On the single-particle level, it is often sufficient to include the disorder effect
within low orders of perturbation theory. For instance, the self-energy can often
be treated within the Born approximation, i.e., lowest order perturbation theory,
yielding (see Fig. A.1)
Σ
R/A
k (E) =
∑
q
Vq V−qG
R/A,0
k+q (E), (A.4)
where
G
R/A,0
k (E) =
1
E − ǫk ± i0+
. (A.5)
The imaginary part of the self-energy defines the relevant elastic collision time τ ,
which is readily calculated to be
1
2τ
= −ImΣRk (E) = πγN0(E) ≈ πγN0(εF), (A.6)
with the bare density of states
N0 (E) = −
1
π
∫
dk
(2π)d
ImGR,0k (E). (A.7)
Consequently, the disorder-averaged single-particle propagator becomes (see Eq.
(3.19))
G
R/A
k (E) =
1
E − ǫk ± i/2τ
. (A.8)
A.2 Vertex functions
Diffusion vertex
To calculate transport properties, we have to consider the disorder-averaged two-
particle vertex functions. The first one is the diffusion vertex arising from the
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Figure A.2: Graphical representation of the two-particle diffusion propagator
(grey box).
ladder diagrams (cf. Fig. 3.3(b)), defined by (see Fig. A.2)
D˜(ω, q) = γ + γ
∫
dk
(2π)d
GRk+q/2(E + ω/2)G
A
k−q/2(E − ω/2)D˜(ω, q). (A.9)
Considering the static limit, where ω, q→ 0, we get
γ
∫
dk
(2π)d
GRk+q/2(E + ω/2)G
A
k−q/2(E − ω/2) (A.10)
= γ
∫
dk
(2π)d
1
E + ω/2− ǫk+q + i/2τ
1
E − ω/2− ǫk − i/2τ
(A.11)
≈ γ
∫
dk
(2π)d
1
E + ω/2− ǫk − vk · q + i/2τ
1
E − ω/2− ǫk − i/2τ
, (A.12)
where we defined vk = ∇kǫk. The remaining integral can be estimated to yield
γ
∫
dk
(2π)d
1
E + ω/2− ǫk − vk · q + i/2τ
1
E − ω/2− ǫk − i/2τ
(A.13)
≈ N(εF)γ
∫
k=kF
dS
Ad
∫
dǫ
1
E + ω/2− ǫ− vk · q + i/2τ
1
E − ω/2− ǫ− i/2τ (A.14)
= 2iπN(εF)γ
∫
k=kF
dS
Ad
1
ω − vk · q + i/τ
(A.15)
=
∫
k=kF
dS
Ad
1
1− iωτ + ivk · qτ
(A.16)
=
∫
k=kF
dS
Ad
(1 + iωτ − ivk · qτ − (vk · q)2τ 2) + O(ω2, q3) (A.17)
= 1 + iωτ −D0q2τ + O(ω2, q3) (A.18)
Here,
∫
k
dS denotes integration over the surface of the sphere of radius k.
In the last step, we introduced the bare diffusion coefficient,
D0 = v
2
kF
τ/d. (A.19)
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Figure A.3: Graphical representation of the cooperon propagator and its relation
to the diffusion propagator by time reversal.
From Eqs. (A.9) and (A.18) we finally obtain
D˜(ω, q) =
γ
τ
D(ω, q), (A.20)
where
D(ω, q) =
1
−iω +D0q2
(A.21)
is the diffusion propagator, also called diffuson.
Cooperon vertex
In the presence of time reversal symmetry, the second important vertex function,
the cooperon (propagator), is directly read off from the diffuson by time-reversal
(see Fig. A.3),
C(ω, k, k′) ≡ D(ω, k + k′) = 1−iω +D0(k + k′)2
. (A.22)
A.3 Diffusive propagation in position space
In Ch. 8, we study the diffusive propagation in a disordered potential. For this,
we need to find the corresponding expressions in the (r, t)-domain for the prop-
agators from above. First we consider the single-particle propagator. For a free
particle, ǫk = k
2/2m, the Green’s function in position can be calculated by Fourier
transforming Eq. (A.5) [AM07],
GR,0(r, ǫ) =


−iπN0 (ǫ) eikr , d = 1
−iπN0(ǫ)H0(kr) , d = 2
−πN0(ǫ) eik·r/(k r) , d = 3
, (A.23)
with k =
√
2mǫ and H0(kr) being the Bessel function of the third kind.
Analogously, the disorder-averaged propagator can be calculated as [AM07]
GR(r, ǫ) = GR,0(r, ǫ) e−r/2lǫ , (A.24)
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where lǫ = kτǫ /m denotes the average mean free path.
Next, we need the diffusion propagator in the (r, t)-domain, which we will denote
by Pε (r, t), and which is easily obtained from Eq. (A.21) by Fourier transforma-
tion [AM07],
Pǫ (r, t) =
∫
dq
(2π)d
e−iq·r
∫
dω
2π
e−iωt
1
−iω +Dǫq2
(A.25)
= Θ(t)
∫
dq
(2π)d
e−iq·r−q
2Dǫ t (A.26)
= Θ(t)
e−r
2/(4Dǫ t)
1/2
(Dǫt)
d/2
∫
dq
(2π)d
e−(q+ir/(4Dǫ t)
1/2
)2 (A.27)
= Θ(t)
e−r
2/(4Dǫ t)
1/2
(4Dǫt)
d/2
. (A.28)
Here, we explicitly included the (weak) energy dependence of the diffusion coef-
ficient,
Dǫ =
v2ǫ τǫ
d
, (A.29)
because for the analysis of the gas expansion we cannot restrict our considera-
tions to particles at the Fermi level (see discussion in Sec. 8.1).
Now we can evaluate the product GR(r1, R1, t)GA(r2, R2, t). In the diffusive
regime, where the vertex function is given by the diffusion propagator, we can
transform this product according to (cf. Fig. A.2) [AM07, SMTS08]
GR(r1, R1, t)G
A(r2, R2, t)
=
∫
dǫ
2π
∫
dω
2π
e−iωt GR(r1, R1, ǫ+ ω/2)G
A(r2, R2, ǫ− ω/2) (A.30)
=
∫
dx
∫
dx′
∫
dǫ
2π
∫
dω
2π
e−iωt GR(r1 − x, ǫ+ ω/2)GA(r2 − x, ǫ− ω/2)
× γ
τǫ
Pǫ (x− x′, ω)GR(x′ − R1, ǫ+ ω/2)GA(x′ − R2, ǫ− ω/2) (A.31)
≈
∫
dx
∫
dx′
∫
dǫ
2π
GR(r1 − x, ǫ)GA(r2 − x, ǫ)
γ
τǫ
Pǫ (x− x′, t)
×GR(x′ −R1, ǫ)GA(x′ − R2, ǫ), (A.32)
where we have neglected the weak ω-dependence of the average Green’s functions
in the last line.
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While the diffusion propagator depends only weakly on x − x′, the disorder-
averaged propagators decay on the scale of the mean free path (Eq. A.24). Thus,
it is convenient to define
∆r ≡ r1 − r2, r ≡
r1 + r2
2
, ∆R ≡ R1 − R2, R ≡
R1 +R2
2
, (A.33)
and to approximate
GR(r1, R1, t)G
A(r2, R2, t)
≈
∫
dǫ
2π
γ
τǫ
Pǫ (r −R, t)
∫
dx GR(x−∆r/2, ǫ)GA(x+∆r/2, ǫ)
×
∫
dx′ GR(x′ −∆R/2, ǫ)GA(x′ +∆R/2, ǫ). (A.34)
The integrals over the space-variables can be rewritten by using the convolution
theorem ∫
dx GR(x−∆r/2, ǫ)GA(x+∆r/2, ǫ)
=
∫
dk
(2π)d
GR(k, ǫ)GA(k, ǫ) e−ik∆r (A.35)
(A.8)
= −2τǫ
∫
dk
(2π)d
ImGR(k, ǫ) e−ik∆r (A.36)
= −2τǫ ImGR(∆r, ǫ), (A.37)
which for ∆r = 0 reduces to∫
dx GR(x−∆r/2, ǫ)GA(x+∆r/2, ǫ) = 2πτǫN0(ǫ) =
1
γ
. (A.38)
Thus, we obtain
GR(r, R1, t)G
A(r, R2, t) ≈ −
1
π
∫
dǫ Pǫ (r − R, t) ImGR(∆R, ǫ). (A.39)
129
Appendix B
Auxiliary-particle representation
Perturbative calculations for the (Anderson-)Hubbard model are difficult for two
different reasons. First, the Mott-Hubbard phase transition at half-filling nec-
essarily yields a breakdown of perturbation theory. But even away from the
transition at half filling, a systematic perturbative calculation is non-trivial. The
reason is that in many situations one is interested in the strong coupling limit,
i.e. U ≫ t, as it is relevant for many materials. Starting from the noninteracting
electron gas and including the correlation effects perturbatively often yields in-
correct results. Therefore, it would seem to be more convenient to start from the
atomic limit (t = 0) and use an expansion in the hopping amplitude. Since the
eigenbasis of the local interaction is {|i0〉, |i ↑〉, |i ↓〉, |i2〉}, where |2〉 ≡ | ↑↓〉, the
interaction term gets diagonalized in terms of the Hubbard operators [Hub64a]
X iαβ = |iα〉〈βi|, α, β ∈ {0, ↑, ↓, 2}. (B.1)
However, these states are not free [BLS94]. Hence, the Hubbard operators do not
obey the canonical (anti-)commutator relations [Hub64a], and Wick’s theorem
is not applicable. Therefore, a systematic perturbation expansion gets difficult.
A convenient way to avoid these difficulties is to introduce auxiliary-particle op-
erators and to express the Hubbard operators in terms of them [Col84, KR86],
which is subject of the following section.
B.1 Anderson-Hubbard Hamiltonian in auxiliary-
particle representation
In this section, we will derive the basic relations for the auxiliary-particle repre-
sentation of the Anderson-Hubbard model. The derivation is a straightforward
extension of the results of [Col84] and follows closely the notation used therein
(see also [KW03]).
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Our starting point is the Anderson-Hubbard Hamiltonian, Eq. (5.4),
HˆAH ≡ Hˆdis + Hˆkin + HˆU
=
∑
iσ
(εi − µ)c†iσciσ − t
∑
<i,j>,σ
c†iσcjσ +
U
2
∑
iσ
nˆi,σnˆi,−σ. (B.2)
The auxiliary-particle annihilation (creation) operators a(†)i , b
(†)
i , and f
(†)
iσ , defined
by their action on the vacuum state |vac〉
a†i |vac〉 = |i2〉, f †iσ|vac〉 = |iσ〉, b†i |vac〉 = |i0〉, (B.3)
are related to the single-particle operators via
ciσ = b
†
ifiσ + sgn(σ)f
†
i−σai (B.4)
c†iσ = f
†
iσbi + sgn(σ)a
†
ifi−σ, (B.5)
where
sgn(σ) =
{
1 , σ =↑
−1 , σ =↓ . (B.6)
Eqs. (B.4) and (B.5) can easily be proven by considering the action of the
auxiliary-particle operators on the basis states {|i0〉, |i ↑〉, |i ↓〉, |i2〉}. Insert-
ing Eqs. (B.4) and (B.5) into Eq. (B.2) yields immediately the auxiliary-particle
representation of the Anderson-Hubbard model,
Hˆ
(aux)
AH =
∑
iσ
(εi − µ)f †iσfiσ +
∑
i
(2(εi − µ) + U)a†iai (B.7)
− t
∑
<i,j>,σ
(
f †iσb
†
jfjσbi + sgn(σ)f
†
iσf
†
j−σajbi − sgn(σ)a†ib†jfjσfi−σ
− a†if †jσajfiσ
)
.
The physical subspace, which we have to consider, is the space in which the total
number of auxiliary-particles per site is always exactly one
Qˆi ≡ b†ibi +
∑
σ
f †iσfiσ + a
†
iai
!
= 1. (B.8)
However, in order to use the standard techniques of many-body perturbation the-
ory we have to work within the grand-canonical ensemble, instead of the canonical
one [AGD77]. Therefore, we introduce local chemical potentials λi and transform
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the Hamiltonian to
Hˆ
(aux)
AH,gc 7→ Hˆ(aux)AH +
∑
i
λi Qˆi
=
∑
i
λib
†
ibi +
∑
iσ
(εi − µ+ λi)f †iσfiσ +
∑
i
(2(εi − µ) + U + λi )a†iai
− t
∑
<i,j>,σ
(
f †iσb
†
jfjσbi + sgn(σ)f
†
iσf
†
j−σajbi − sgn(σ)a†ib†jfjσfi−σ
− a†if †jσajfiσ
)
. (B.9)
B.2 Calculation of physical expectation values
It is useful to note, that ∀ω ∈ R the unitary transformation Uˆ(ω), which maps
ai 7→ eiωai , bi 7→ eiωbi , fiσ 7→ eiωfiσ , (B.10)
leaves the creation and annihilation operators unchanged, U †(ω)c(†)iσ U(ω) = c
(†)
iσ .
Hence, any physical observable Aˆ commutes with Qˆi . In particular, the auxiliary-
particle number per site is a conserved quantity, [Qˆi , Hˆ
(aux)
H ] = 0 [KW03]. There-
fore, we can decompose the grand-canonical quantum expectation value of Aˆ
according to
〈Aˆ〉gc =
tr
(
e−βHˆ
(aux)
AH,gcAˆ
)
tr
(
e−βHˆ
(aux)
AH,gc
) = 1
Zgc
∏
i
∞∑
Qi=0
e−βλiQi tr
(
e−βHˆ
(aux)
AH Aˆ
)
{Qi }
. (B.11)
Here, Zgc denotes the grand-canonical partition sum and the trace on the right
side has to be taken in the subspace of fixed {Qi}. At the end, we have to project
onto the physical subspace where {Qi ≡ 1}. From Eq. (B.11) we see that the
contributions of the different subspaces to the sum on the right side are of the
order O(e−βλiQi ). Thus, in the limit λi →∞ only the summand of the subspace
of the lowest Qi contributes. To ensure that this is the one with {Qi ≡ 1} we
have to guarantee that the contributions from the subspaces vanish, where at
least one Qi = 0. For that purpose, we replace Aˆ by Aˆ
∏
i
Qi in Eq. (B.11) and
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normalize,
(∏
i
lim
λi→∞
) 〈Aˆ ∏
i
Qˆi
〉
gc〈∏
i
Qˆi
〉
gc
=
(∏
i
lim
λi→∞
) tr(e−βHˆ(aux)AH Aˆ ∏
i
Qˆi
)
tr
(
e−βHˆ
(aux)
AH
∏
i
Qˆi
) (B.12)
=
(∏
i
lim
λi→∞
)∏
i
∞∑
Qi=1
e−βλiQi tr
(
e−βHˆ
(aux)
AH Aˆ
∏
i
Qˆi
)
{Qi}∏
i
∞∑
Qi=1
e−βλiQi tr
(
e−βHˆ
(aux)
AH
∏
i
Qˆi
)
{Qi}
=
tr
(
e−βHˆ
(aux)
AH Aˆ
)
{Qi≡1}
tr
(
e−βHˆ
(aux)
AH
)
{Qi≡1}
= 〈Aˆ〉.
Thus, Eq. (B.12) provides a possibility to calculate first the grand-canonical ex-
pectation value of any physical observable, e.g., by calculating many-body Feyn-
man diagrams, and, afterwards, to transform the result into the physical expec-
tation value by taking the limit {λi} → ∞.
B.3 Single-particle propagator in lowest order per-
turbation theory
In Eqs. (6.38)-(6.41), GRijσ(E), the single-particle propagator of the Anderson-
Hubbard model, was used to establish the strong-disorder relation between the
localization length and the effective disorder distribution pA(ε). In the following,
we will calculate perturbatively GRijσ(E) by using the auxiliary-particle represen-
tation to prove Eq. (6.41). For this purpose, the standard rules for evaluating
Feynman diagrams in the Matsubara representation will be used [AGD77].
We start our discussion with the local propagator GRiiσ(E). The corresponding
propagator in imaginary (Matsubara) time representation is
Giiσ(τ) = −〈Tτ (ciσ(τ) c†iσ(0))〉. (B.13)
The corresponding lowest order Feynman diagrams in auxiliary-particle represen-
tation are shown in Fig. B.1. After Fourier transformation into the frequency-
domain we get
Γi (iω) ≡ −
1
β
∑
ω′
(
Gfiσ(iω′)Gbi (iω′ − iω) − Gai (iω′ + iω)Gfi,−σ(iω′)
)
, (B.14)
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Figure B.1: Feynman diagrams of the lowest order contribution to the local
propagator Giiσ. The dashed line denotes the bare fermion propagator Gfiσ, the
wiggled line the bare bose operator Gbi and the curled line denotes Gai .
where the bare auxiliary-particle propagators are given by
Gbi (iω) =
1
iω − λi
(B.15)
Gfiσ(iω) =
1
iω − (εi − µ)− λi
(B.16)
Gai (iω) =
1
iω − 2(εi − µ)− U − λi
. (B.17)
Doing the Matsubara sum and performing the analytic continuation to real fre-
quencies yields
Γi(ω) =
f(εi − µ+ λi) + b(λi )
ω − (εi − µ) + i0+
+
f(εi − µ+ λi) + b(2(εi − µ) + U + λi)
ω − (εi − µ+ U) + i0+
,
(B.18)
where f(x) and b(x) are the Fermi and Bose distribution functions, respectively.
According to Sec. B.2, the physical propagator is obtained in lowest order per-
turbation theory by the projection
GRiiσ(ω) = lim
λi→∞
Γi(ω)
〈Qi 〉0
(B.19)
= lim
λi→∞
Γi(ω)
b(2(εi − µ) + U + λi) + 2f(εi − µ+ λi ) + b(λi )
(B.20)
=
1
ω − (εi − µ) + i0+
e−β(εi−µ) + 1
e−β(2(εi−µ)+U) + 2e−β(εi−µ) + 1
(B.21)
+
1
ω − (εi − µ+ U) + i0+
e−β(εi−µ) + e−β(2(εi−µ)+U)
e−β(2(εi−µ)+U) + 2e−β(εi−µ) + 1
.
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ii2i1 inin−1
i1 in
Figure B.2: Lowest order Feynman diagram of the propagator G
i1inσ
. The black
dots correspond to a hopping amplitude t and the boxes represent the local prop-
agators Giiσ (see Fig. B.1).
At zero temperature, i.e., in the limit β →∞, we finally get
GRiiσ(ω) =
Θ(εi − µ)
ω − (εi − µ) + i0+
+
1
2
Θ(εi − (µ− U))Θ(µ− εi)
ω − (εi − µ) + i0+
(B.22)
+
1
2
Θ(εi − (µ− U))Θ(µ− εi)
ω − (εi − µ+ U) + i0+
+
Θ((µ− U)− εi )
ω − (εi − µ+ U) + i0+
,
which is the correct expression for the local propagator in the atomic-limit,
Eq. (6.27).
Next, we can proceed with the non-local propagator GRijσ(ω), which is needed
to calculate the localization length, Eq. (6.40). Let’s assume that the shortest
path between site i and j, which is the only contribution entering in lowest order
perturbation theory, is given by the sequence of sites i1, i2, i3, . . . , in−1, in, with
i = i1 and j = in. Then the perturbative expansion yields (cf. Fig. B.2)
GRijσ(ω) = tn−1 lim
λi1→∞
. . . lim
λin→∞
Γi1(ω) . . .Γin(ω)
〈Qi1 . . . Qin〉0
(B.23)
=
(
lim
λi1→∞
Γi1(ω)
〈Qi1〉0
)
t
(
lim
λi2→∞
Γi2(ω)
〈Qi2〉0
)
t . . . t
(
lim
λin→∞
Γin(ω)
〈Qin〉0
)
(B.24)
= GRi1i1σ(ω) t . . . tGRininσ(ω). (B.25)
As the on-site energies are independent random variables, the disorder average
has to be taken with respect to the original on-site energy distribution, whose
joint probability function is p(εi1, . . . , εin) ≡ p(εi1) . . . p(εin), which yields
GRijσ(ω) = GRi1i1σ(ω) t . . . tGRininσ(ω) (B.26)
Using Eq. (B.22) and identity (7.12), the right hand side of Eq. (B.26) can be
transformed according to
GRijσ(ω) = GR,0i1i1σ(ω) t . . . t GR,0ininσ(ω) (B.27)
= GRijσ(ω), (B.28)
where the disorder average of the non-interacting single-particle propagators has
to be taken with respect to the effective distribution function pA(ε).
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Effective probability distributions of
the atomic-limit approximation
In this chapter, we present a complete definition of the effective probability dis-
tribution function pA(ε) as a function of (∆, U, ρ) for spin S = 1/2 and S = 3/2.
In the latter case, we restrict to the experimentally relevant regime ρ < 1/2.
C.1 Spin-1/2
Probability distribution function
1. case: 0 ≤ U ≤ 1
3
∆ρ , 0 ≤ ρ ≤ 1 (µ = 1
2
(∆ρ−∆+ U))
pA(ε) =
1
∆
·


1 , −∆/2 + U ≤ ε ≤ µ− U
3/2 , µ− U ≤ ε ≤ µ+ U
1 , µ+ U ≤ ε ≤ ∆/2
0 , elsewhere
(C.1)
2. case: 1
3
∆ρ < U ≤ ∆ρ , 0 ≤ ρ ≤ 1/2 (µ = 1
2
(∆ρ−∆+ U))
pA(ε) =
1
∆
·


1/2 , µ− U ≤ ε ≤ −∆/2 + U
3/2 , −∆/2 + U ≤ ε ≤ µ+ U
1 , µ+ U ≤ ε ≤ ∆/2
0 , elsewhere
(C.2)
3. case: 1
3
∆ρ < U ≤ 1
3
∆(2− ρ) , 1/2 ≤ ρ ≤ 1 (µ = 1
2
(∆ρ−∆+ U))
pA(ε) =
1
∆
·


1/2 , µ− U ≤ ε ≤ −∆/2 + U
3/2 , −∆/2 + U ≤ ε ≤ µ+ U
1 , µ+ U ≤ ε ≤ ∆/2
0 , elsewhere
(C.3)
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4. case: 1
3
∆(2− ρ) < U ≤ ∆ρ , 1/2 ≤ ρ ≤ 1 (µ = 1
2
(∆ρ−∆+ U))
pA(ε) =
1
∆
·


1/2 , µ− U ≤ ε ≤ −∆/2 + U
3/2 , −∆/2 + U ≤ ε ≤ ∆/2
1/2 , ∆/2 ≤ ε ≤ µ+ U
0 , elsewhere
(C.4)
5. case: ∆ρ < U ≤ ∆(1− ρ) , 0 ≤ ρ ≤ 1/2 (µ = ∆(ρ− 1
2
))
pA(ε) =
1
∆
·


1/2 , −∆/2 ≤ ε ≤ µ
1 , µ ≤ ε ≤ −∆/2 + U
3/2 , −∆/2 + U ≤ ε ≤ µ+ U
1 , µ+ U ≤ ε ≤ ∆/2
0 , elsewhere
(C.5)
6. case: ∆(1− ρ) < U ≤ ∆ , 0 ≤ ρ ≤ 1/2 (µ = ∆(ρ− 1
2
))
pA(ε) =
1
∆
·


1/2 , −∆/2 ≤ ε ≤ µ
1 , µ ≤ ε ≤ −∆/2 + U
3/2 , −∆/2 + U ≤ ε ≤ ∆/2
1/2 , ∆/2 ≤ ε ≤ µ+ U
0 , elsewhere
(C.6)
7. case: ∆ρ < U ≤ ∆ , 1/2 ≤ ρ ≤ 1 (µ = ∆(ρ− 1
2
))
pA(ε) =
1
∆
·


1/2 , −∆/2 ≤ ε ≤ µ
1 , µ ≤ ε ≤ −∆/2 + U
3/2 , −∆/2 + U ≤ ε ≤ ∆/2
1/2 , ∆/2 ≤ ε ≤ µ+ U
0 , elsewhere
(C.7)
8. case: ∆ < U , 0 ≤ ρ ≤ 1 (µ = ∆(ρ− 1
2
))
pA(ε) =
1
∆
·


1/2 , −∆/2 ≤ ε ≤ µ
1 , µ ≤ ε ≤ ∆/2
0 , ∆/2 ≤ ε ≤ −∆/2 + U
1/2 , −∆/2 + U ≤ ε ≤ µ+ U
0 , elsewhere
(C.8)
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9. case: 0 ≤ U ≤ 1
3
∆(2− ρ) , 1 ≤ ρ ≤ 2 (µ = 1
2
(∆ρ−∆+ U))
pA(ε) =
1
∆
·


1 , −∆/2 + U ≤ ε ≤ µ− U
3/2 , µ− U ≤ ε ≤ µ+ U
1 , µ+ U ≤ ε ≤ ∆/2
0 , elsewhere
(C.9)
10. case: 1
3
∆(2− ρ) ≤ U ≤ 1
3
∆ρ , 1 ≤ ρ ≤ 3/2 (µ = 1
2
(∆ρ−∆+ U))
pA(ε) =
1
∆
·


1 , −∆/2 + U ≤ ε ≤ µ− U
3/2 , µ− U ≤ ε ≤ ∆/2
1/2 , ∆/2 ≤ ε ≤ µ+ U
0 , elsewhere
(C.10)
11. case: 1
3
∆ρ ≤ U ≤ ∆(2− ρ) , 1 ≤ ρ ≤ 3/2 (µ = 1
2
(∆ρ−∆+ U))
pA(ε) =
1
∆
·


1/2 , µ− U ≤ ε ≤ −∆/2 + U
3/2 , −∆/2 + U ≤ ε ≤ ∆/2
1/2 , ∆/2 ≤ ε ≤ µ+ U
0 , elsewhere
(C.11)
12. case: 1
3
∆(2− ρ) ≤ U ≤ ∆(2− ρ) , 3/2 ≤ ρ ≤ 2 (µ = 1
2
(∆ρ−∆+U))
pA(ε) =
1
∆
·


1 , −∆/2 + U ≤ ε ≤ µ− U
3/2 , µ− U ≤ ε ≤ ∆/2
1/2 , ∆/2 ≤ ε ≤ µ+ U
0 , elsewhere
(C.12)
13. case: ∆(2− ρ) ≤ U ≤ ∆(ρ− 1) , 3/2 ≤ ρ ≤ 2 (µ = ∆(ρ− 3
2
) + U)
pA(ε) =
1
∆
·


1 , −∆/2 + U ≤ ε ≤ E2
3/2 , E2 ≤ ε ≤ ∆/2
1 , ∆/2 ≤ ε ≤ E2 + U
1/2 , E2 + U ≤ ε ≤ ∆/2 + U
0 , elsewhere
(C.13)
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14. case: ∆(ρ− 1) ≤ U ≤ ∆ , 3/2 ≤ ρ ≤ 2 (µ = ∆(ρ− 3
2
) + U)
pA(ε) =
1
∆
·


1/2 , E2 ≤ ε ≤ −∆/2 + U
3/2 , −∆/2 + U ≤ ε ≤ ∆/2
1 , ∆/2 ≤ ε ≤ E2 + U
1/2 , E2 + U ≤ ε ≤ ∆/2 + U
0 , elsewhere
(C.14)
15. case: ∆(2− ρ) ≤ U ≤ ∆ , 1 ≤ ρ ≤ 3/2 (µ = ∆(ρ− 3
2
) + U)
pA(ε) =
1
∆
·


1/2 , E2 ≤ ε ≤ −∆/2 + U
3/2 , −∆/2 + U ≤ ε ≤ ∆/2
1 , ∆/2 ≤ ε ≤ E2 + U
1/2 , E2 + U ≤ ε ≤ ∆/2 + U
0 , elsewhere
(C.15)
16. case: ∆ ≤ U , 1 ≤ ρ ≤ 2 (µ = ∆(ρ− 3
2
) + U)
pA(ε) =
1
∆
·


1/2 , E2 ≤ ε ≤ ∆/2
0 , ∆/2 ≤ ε ≤ −∆/2 + U
1 , −∆/2 + U ≤ ε ≤ E2 + U
1/2 , E2 + U ≤ ε ≤ ∆/2 + U
0 , elsewhere
(C.16)
Mean value and variance
ε =
1
2
Uρ (C.17)
σ2 ≡ var[ε] = ∆
2
12


1− ρˆUˆ + ρˆUˆ2 + 3Uˆ3 , ρ < 1 , Uˆ < ρ
1− 2ρ′Uˆ + ρˆUˆ2 , ρ < 1 , Uˆ ≥ ρ
1− ρˆUˆ + ρˆUˆ2 + 3Uˆ3 , ρ ≥ 1 , Uˆ < 2− ρ
1− 2ρ˜Uˆ + ρˆUˆ2 , ρ ≥ 1 , Uˆ ≥ 2− ρ,
(C.18)
with
Uˆ = U/∆ , ρˆ = 3ρ(2− ρ) , ρ′ = 3ρ(1− ρ) , ρ˜ = 3 (1
4
− (ρ− 3
2
)2
)
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C.2 Spin-3/2
Only results for ρ < 1/2 were presented (see Sec. 7.5).
Probability distribution function
1. case: 0 ≤ U ≤ 1
10
∆ρ (µ = 1
4
(∆ρ− 2∆ + 6U))
pA(ε) =
1
∆
·


1 , −∆/2 + 3U ≤ ε ≤ µ− U
5/2 , µ− U ≤ ε ≤ µ+ U
1 , µ+ U ≤ ε ≤ ∆/2
0 , elsewhere
(C.19)
2. case: 1
10
∆ρ ≤ U ≤ 1
6
∆ρ (µ = 1
4
(∆ρ− 2∆ + 6U))
pA(ε) =
1
∆
·


3/2 , µ− U ≤ ε ≤ −∆/2 + 3U
5/2 , −∆/2 + 3U ≤ ε ≤ µ+ U
1 , µ+ U ≤ ε ≤ ∆/2
0 , elsewhere
(C.20)
3. case: 1
6
∆ρ ≤ U ≤ 1
3
∆ρ (µ = 1
3
(∆ρ− 3
2
∆+ 3U))
pA(ε) =
1
∆
·


3/4 , µ− U ≤ ε ≤ −∆/2 + 2U
3/2 , −∆/2 + 2U ≤ ε ≤ µ
9/4 , µ ≤ ε ≤ −∆/2 + 3U
5/2 , −∆/2 + 3U ≤ ε ≤ µ+ U
1 , µ+ U ≤ ε ≤ ∆/2
0 , elsewhere
(C.21)
4. case: 1
3
∆ρ ≤ U ≤ ∆ρ (µ = 1
2
(∆ρ−∆+ U))
pA(ε) =
1
∆
·


1/4 , µ− U ≤ ε ≤ −∆/2 + U
3/4 , −∆/2 + U ≤ ε ≤ µ
7/4 , µ ≤ ε ≤ −∆/2 + 2U
9/4 , −∆/2 + 2U ≤ ε ≤ µ+ U
1 , µ+ U ≤ ε ≤ ∆/2
0 , elsewhere
(C.22)
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5. case: ∆ρ ≤ U ≤ ∆−∆ρ (µ = ∆(ρ− 1
2
))
pA(ε) =
1
∆
·


1/4 , −∆/2 ≤ ε ≤ µ
1 , µ ≤ ε ≤ −∆/2 + U
7/4 , −∆/2 + U ≤ ε ≤ µ+ U
1 , µ+ U ≤ ε ≤ ∆/2
0 , elsewhere
(C.23)
6. case: ∆−∆ρ ≤ U ≤ ∆ (µ = ∆(ρ− 1
2
))
pA(ε) =
1
∆
·


1/4 , −∆/2 ≤ ε ≤ µ
1 , µ ≤ ε ≤ −∆/2 + U
7/4 , −∆/2 + U ≤ ε ≤ ∆/2
3/4 , ∆/2 ≤ ε ≤ µ+ U
0 , elsewhere
(C.24)
7. case: ∆ ≤ U (µ = ∆(ρ− 1
2
))
pA(ε) =
1
∆
·


1/4 , −∆/2 ≤ ε ≤ µ
1 , µ ≤ ε ≤ ∆/2
0 , ∆/2 ≤ ε ≤ −∆/2 + U
3/4 , −∆/2 + U ≤ ε ≤ µ+ U
0 , elsewhere
(C.25)
Mean value and variance
ε =
3
4
Uρ (C.26)
σ2 =
∆2
12


1 + 9
4
ρ(ρ− 4)Uˆ − 27
4
ρ(ρ− 4)Uˆ2 − 15Uˆ3 , 0 ≤ Uˆ < 1
6
ρ
1 + 3ρ(ρ− 3)Uˆ − 27
4
ρ(ρ− 4
9
)Uˆ2 − 6Uˆ3 , 1
6
ρ ≤ Uˆ < 1
3
ρ
1 + 9
2
ρ(ρ− 2)Uˆ − 27
4
ρ(ρ− 20
9
)Uˆ2 − 3
2
Uˆ3 , 1
3
ρ ≤ Uˆ < ρ
1 + 9ρ(ρ− 1)Uˆ − 3
4
ρ(ρ− 12)Uˆ2 , ρ ≤ Uˆ
(C.27)
with Uˆ = U/∆
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Appendix D
Herbert-Jones-Thouless formula
In this chapter, we will briefly present the main steps of the proof of the Herbert-
Jones-Thouless formula used in Sec. (6.4). For that purpose, we consider the
one-dimensional single-particle Anderson Hamiltonian with N lattice sites and
periodic boundary conditions
Hˆ =
N∑
i=1
εic
†
ici + t
N∑
i=1
(c†i+1ci + c
†
i−1ci). (D.1)
The eigenvalues and eigenstates of Hˆ shall be denoted by {E1, ..., EN} and
{|ψ1〉, ..., |ψN〉}, respectively. Furthermore, we set t = 1 and denote the eigen-
function amplitudes by aji ≡ 〈i|ψj〉, which are assumed to be real.
Using the definition of the single-particle propagator as the resolvent (cf. Eq. (3.3)),
G(E) = (E − Hˆ)−1, (D.2)
we can express it as [HJ71]
G(E) =
adj(E − Hˆ)−1
det(E − Hˆ) =
adj(E − Hˆ)−1
N∏
i=1
(E −Ei )
, (D.3)
where adj(E − Hˆ)−1 denotes the adjugate matrix of (E − Hˆ)−1. From Eq. (D.1)
we obtain the matrix element
〈1|adj(E − Hˆ)−1|N〉 = (−1)N+1 det(A) = (−1)N+1. (D.4)
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Here, A is the lower triangular matrix
A =


1
E − ε2 1 0
1 E − ε3 1
1 E − ε4 1
. . . . . . . . .
0 1 E − εN 1


. (D.5)
Thus, we get [HJ71]
G1N(E) ≡ 〈1|G(E)|N〉 =
〈1|adj(E − Hˆ)−1|N〉
N∏
i=1
(E −Ei )
=
(−1)N+1
N∏
i=1
(E − Ei )
. (D.6)
At E = Ej , G1N (E) has a pole with residuum
1
R(Ej ) =
(−1)N+1
N∏
i=1
i6=j
(Ej −Ei )
. (D.7)
On the other hand, we can express the residuum in terms of the eigenfunction
amplitudes [Tho72],
R(Ej ) = lim
E→Ej
(E − Ej )G1N(E) (D.8)
= lim
E→Ej
(E − Ej ) 〈1|(E − Hˆ)−1|N〉 (D.9)
= lim
E→Ej
(E − Ej )
N∑
i=1
ai1 a
i
N (E − Ei )−1 (D.10)
= aj1 a
j
N . (D.11)
Using the asymptotics of the localized wavefunctions, Eq. (3.5), we can estimate
|aj1 ajN | = C · e−(N−1)/ξj . (D.12)
1We can assume the eigenvalues to be non-degenerate, because in the infinite system, all
eigenvalues of Hˆ are non-degenerate with probability 1.
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Then, from Eqs. (D.7), (D.11) and (D.12) we obtain,
1
ξj
= − lim
N→∞
1
N − 1 log |a
j
1 a
j
N | (D.13)
= lim
N→∞
1
N − 1
N∑
i=1
i6=j
log |Ej − Ei | (D.14)
=
∫
dεN(ε) log |Ej − ε|. (D.15)
In the last line, we inserted the definition of the integrated (disorder-averaged)
density of states,
N(ε) =
1
N
N∑
i=1
δ(E − Ei ). (D.16)
To finish the proof of the Herbert-Jones-Thouless formula, we have to consider
the case E 6= Ei ∀i ∈ {1, ..., N}. In this case, from Eq. (D.2) one can derive the
recursion relation
GiN (E) = (εi − E)Gi−1,N(E) − Gi−2,N(E) (D.17)
⇔
(
GNN(E)
GN−1,N(E)
)
=
N∏
i=1
T (i)(E)
(
G10(E)
0
)
, (D.18)
where we introduced the transfer matrix
T (i)(E) =
(
εi − E −1
1 0
)
. (D.19)
The same recursion relation is achieved if we construct an iterative solution of
Hˆ|ψ〉 = E|ψ〉,(
aN(E)
aN−1(E)
)
=
N∏
i=1
T (i)(E)
(
a1(E)
0
)
, ai(E) = 〈i|ψ〉, (D.20)
which yields
aN(E)
a1(E)
=
GNN(E)
G1N(E)
. (D.21)
Since E is not an eigenvalue of Hˆ , the iterative solution grows exponentially
[Tho72, Ish73, LGP88],
aN(E) ∼ eN/ξ(E)a1(E). (D.22)
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Thus, we get
1
ξ(E)
= lim
N→∞
1
N
log
∣∣∣∣∣GNN(E)G1N (E)
∣∣∣∣∣ (D.23)
= lim
N→∞
1
N
{
log
∣∣∣∣∣
N∑
i=1
|aNi |2
E − Ei
∣∣∣∣∣ +
N∑
i=1
log |E −Ei |
}
. (D.24)
The first term contributes only, if |E − Ej | < e−N for some Ej . Otherwise it
cancels completely in the limit N → ∞. Therefore, if we denote the eigenvalue
closest to E by Ej , we get
lim
N→∞
1
N
N∑
i=1
log |E −Ei | ≤
1
ξ(E)
≤ lim
N→∞
1
N
N∑
i=1
i6=j
log |E −Ei |. (D.25)
Combining Eqs. (D.15) and (D.25) we finally arrive at the Herbert-Jones-Thouless
formula,
1
ξ(E)
=
∫
dεN(ε) log |E − ε|. (D.26)
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Coherent potential approximation
In the following, we will briefly derive the self-consistent equations of the coher-
ent potential approximation (CPA). For extensive reviews on this method and
applications to disordered systems see, e.g., [YM73, EKL74].
The CPA is the best single-site approximation for calculating the self-energy
of a disordered, single-particle lattice model. For its derivation we again restrict
our considerations to the Anderson Hamiltonian
HˆA =
∑
iσ
εic
†
iσciσ − t
∑
<i,j>,σ
c†iσcjσ. (E.1)
The idea of the effective medium approximation is to introduce a complex, effec-
tive potential (the CPA self-energy) Σ(E), which incorporates the effect of the
disorder potential on a disorder-averaged level. For that purpose, we rewrite the
Anderson Hamiltonian as
HˆA ≡ Hˆdis + Hˆkin ≡ Vˆ + Hˆ0
=
∑
iσ
(εi − Σ(E))c†iσciσ −
∑
i,j,σ
(tij − Σ(E) δi,j)c†iσcjσ, (E.2)
with
tij :=
{
t , |i− j| = 1
0 , otherwise
. (E.3)
Treating the local disorder potential Vˆ as a perturbation to the kinetic term, the
unperturbed propagator reads
gˆ(E) = (E − Hˆkin)−1
⇔ gk(E) = 〈k|(E − Hˆkin)−1|k〉 =
1
E − ǫk − Σ(E)
, (E.4)
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where ǫk is the Fourier transform of the kinetic tight-binding potential, Eq. (7.14).
The full propagator of the Anderson Hamiltonian, Eq. (E.2), is then given by
Gˆ(E) = (E − HˆA)−1 = gˆ(E) + gˆ(E)Tˆ (E)gˆ(E), (E.5)
where
Tˆ (E) = Vˆ (E) + Vˆ (E)gˆ(E)Tˆ (E) (E.6)
is the single-particle scattering matrix.
By definition, the CPA self-energy shall include on average all scattering con-
tributions. Therefore, it is required that the disorder-averaged scattering matrix
vanishes,
Tˆ
!
= 0. (E.7)
Defining
tˆi(E) ≡ ti(E) |i〉〈i|, (E.8)
ti(E) ≡ Vi (E) + Vi (E)gii(E)ti (E) =
Vi (E)
1− Vi (E)gii(E)
, (E.9)
where
Vi (E) = 〈i|Vˆ (E)|i〉 = εi − Σ, (E.10)
gii(E) = 〈i|gˆ(E)|i〉 =
∫
dk
(2π)d
gk(E), (E.11)
Eq. (E.6) can be rewritten as
Tˆ (E) =
∑
i
tˆi (E) +
∑
i6=j
tˆi (E)gˆ(E)tˆj(E)
+
∑
i6=j 6=k
tˆi (E)gˆ(E)tˆj(E)gˆ(E)tˆk(E) + . . . . (E.12)
Therefore, the CPA condition, Eq. (E.7), becomes
0
!
=
∑
i
tˆi(E) +
∑
i6=j
tˆi (E)gˆ(E)tˆj(E)
+
∑
i6=j 6=k
tˆi (E)gˆ(E)tˆj(E)gˆ(E)tˆk(E) + . . . . (E.13)
To take the average over disorder realizations, we apply a single-site approxima-
tion and assume that a particle never returns to a lattice site, i.e, we assume
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that the restrictions on the sums, i 6= j, i 6= j 6= k, . . . , can be replaced by the
restriction that all indices are pairwise distinct. Then we finally obtain
0
!
=
∑
i
tˆi (E) +
∑
i6=j
tˆi(E)gˆ(E)tˆj(E)
+
∑
i6=j 6=k 6=i
tˆi (E)gˆ(E)tˆj(E)gˆ(E)tˆk(E) + . . . . (E.14)
Since the system becomes translationally invariant after averaging over disorder
realizations, i.e., tˆi(E) = tˆj(E), ∀i, j, condition (E.14) yields
0
!
= tˆi (E) =
∫
dε p(ε)
ε− Σ(E)
1− gii(E)(ε− Σ(E))
, (E.15)
where p(ε) is the probability density of the on-site energy distribution. Finally,
we use Dyson’s equation
Gˆ(E) =
(
E − Hˆkin − Σ(E)
)−1
(E.16)
to make Eq. (E.15) self-consistent and end up with the CPA equation
0 =
∫
dε p(ε)
ε− Σ(E)
1−G0(E)(ε− Σ(E))
, (E.17)
where
G0(E) =
∫
dk
(2π)d
1
E − ǫk − Σ(E)
. (E.18)
(An alternative diagrammatical derivation of Eq. (E.17) is also possible and can
be found in [EKL74].)
The CPA condition, Eq. (E.17), was derived under the assumption of weak disor-
der, where the local potential was taken as a perturbation of the extended states.
Thus, the CPA becomes exact in the limit ∆/t→ 0 [YM73]. However, the CPA
becomes also exact in the limit of strong disorder, t/∆ → 0, because the CPA
equation can also be derived within a locator expansion taking the kinetic term
as a perturbation [EKL74, KKW90, Kro90]. Thus, the CPA is the best single-site
approximation and, in addition, it interpolates between the limits of strong and
weak disorder.
Finally, two more equivalent formulations of the CPA exist:
Σ(E) =
∫
dε p(ε)
ε
1−G0(E)(ε− Σ(E))
(E.19)
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and
1 =
∫
dε p(ε)
1
1−G0(E)(ε− Σ(E))
. (E.20)
Proof.
E.17 ⇔ E.19:
From Dyson’s equation we get Σ(E) 6= −(G0(E))−1 and can conclude
Σ(E) =
∫
dε p(ε)
ε
1−G0(E)(ε− Σ(E))
⇔ 0 =
∫
dε p(ε)
ε
1−G0(E)(ε− Σ(E))
− Σ(E)
⇔ 0 =
∫
dε p(ε)
ε− Σ(E) + (ε− Σ(E))G0(E)Σ(E)
1−G0(E)(ε− Σ(E))
⇔ 0 =
∫
dε p(ε)
ε− Σ(E)
1−G0(E)(ε− Σ(E))
(1 +G0(E)Σ(E))
⇔ 0 =
∫
dε p(ε)
ε− Σ(E)
1−G0(E)(ε− Σ(E))
E.17 ⇔ E.20:
Here we use that G0(E) 6= 0 and conclude
1 =
∫
dε p(ε)
1
1−G0(E)(ε− Σ(E))
⇔ 0 =
∫
dε p(ε)
1
1−G0(E)(ε− Σ(E))
− 1
⇔ 0 =
∫
dε p(ε)
ε− Σ(E)
1−G0(E)(ε− Σ(E))
G0(E)
⇔ 0 =
∫
dε p(ε)
ε− Σ(E)
1−G0(E)(ε− Σ(E))
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Appendix F
Self-consistent transport theory of
Anderson localization
In this chapter, we will briefly sketch the derivation of the self-consistent transport
theory of Anderson localization and discuss some analytical properties used in the
analysis of the atomic-limit approximation. Originally, the self-consistent theory
was derived for weak disorder and dimensions d ≤ 2, starting from an extended
state basis [VW80a, VW80b]. Later on, the theory was re-developed using a
locator expansion [Kop84a, Kop84b] finally resulting in a formulation valid for
arbitrary disorder strength [KKW90, Kro90]. A detailed review can be found in
[VW92]. Our presentation will closely follow the argumentation of [Kro90].
F.1 Derivation of the self-consistent equation
To obtain the self-consistent equation for the dynamical diffusion coefficient, we
start by considering the particle-hole Green’s function (cf. Eq.(3.18))
Φkk′(E, ω, q) = G
R(E + ω, k + q/2, k′ + q/2)GA(E, k′ − q/2, k − q/2). (F.1)
Denoting the irreducible two-particle vertex function by Ukk′(E, ω, q), the particle-
hole Green’s function can be expressed by the Bethe-Salpeter equation [Ram98]
Φkk′(E, ω, q) = G
R
k+q/2(E + ω)G
A
k−q/2(E)
×
(
δ(k − k′) +
∫
dk′′
(2π)d
Ukk′′(E, ω, q) Φk′′k′(E, ω, q)
)
. (F.2)
Eq. (F.2) can be simplified by using the identity
GRGA = −G
R −GA
1
GR
− 1
GA
(F.3)
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and the Ward identity
∆Σk(E, ω, q) =
∫
dk′
(2π)d
Ukk′(E, ω, q)∆Gk′(E, ω, q), (F.4)
where
∆Σk(E, ω, q) ≡ ΣRk+q/2(E + ω) − ΣAk−q/2(E) (F.5)
∆Gk(E, ω, q) ≡ GRk+q/2(E + ω)−GAk−q/2(E). (F.6)
Thus, in ladder approximation (cf. Appendix A, Fig. A.2), where Ukk′(E, ω, q) ≡
U(ω, q), the full two-particle vertex function becomes
Γkk′(E, ω, q) = Ukk′(E, ω, q) +
∫
dk′′
(2π)d
Ukk′′(E, ω, q)G
R
k+q/2(E + ω)
× GAk−q/2(E) Γk′′k′(E, ω, q) (F.7)
=
U(ω, q)
1 − U(ω, q) ∫ dk′′
(2π)d
GRk′′+q/2(E + ω)G
A
k′′−q/2(E)
(F.8)
ω,q→0
= −2ImG
R
0 (E)U(ω, q)
2
−iω + D0(E)q2
, (F.9)
with
D0(E) = −
1
ImGR0 (E)
∫
dk
(2π)d
(vk · qˆ)2 [ImGRk (E)]2 . (F.10)
The corresponding expression for the cooperon vertex then reads
C˜(E, ω, k, k′) =
2ImGR0 (E)U(ω, q)
2
−iω + D0(E)(k + k′)2
(F.11)
In the limit of weak disorder, Eq. (F.9) becomes the well-known diffusion prop-
agator, Eq. (A.20), and D0(E) becomes the bare diffusion constant, Eq. (A.19)
(see Sec. F.3.1).
At the Anderson transition and within the localized phase, the diffusion coef-
ficient vanishes. Therefore, a diagrammatic expansion for D(E, ω) is difficult, as
one has to ensure that all contributions, taken into account, cancel each other
exactly. Thus, even small contributions have to be included. In contrast, the self-
consistent transport theory is based on a diagrammatic expansion of the density
correlation function Φkk′(E, ω, q), which is related to the inverse diffusion coeffi-
cient [VW80a, Ram98], which diverges in the limit ω → 0, q 6= 0. From Eqs. (F.3)
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and (F.4) and using the hydrodynamic limit, the momentum-integrated density-
density correlation function can be written as [Kro90]
Φ(E, ω, q) =
∫
dk
(2π)d
∫
dk′
(2π)d
Φkk′(E, ω, q) (F.12)
=
−2ImGR0 (E) + q R(E)−iω+1/τ+M(E,ω)
−iω + q2D(E, ω) , (F.13)
where the current-relaxation kernel is given by
M(E, ω) = − 2
ImGR0 (E)D0(E)
∫
dk
(2π)d
∫
dk′
(2π)d
(vk · qˆ) ImGRk (E)
× Ukk′(E, ω) (ImGRk′(E))2(vk′ · qˆ), (F.14)
R(E) =
1
2
∫
dk
(2π)d
(vk · qˆ)2 (GRk (E)2 + GAk (E)2 ), (F.15)
and the generalized, frequency-dependent diffusion coefficient is defined as
D(E, ω) =
D0(E)
1− iωτ + τM(E, ω) . (F.16)
This diffusion coefficient, which enters in Eq. (F.13), is the bare one, renormalized
by the inverse current-relaxation kernel. As mentioned above, we can calculate
the inverse current-relaxation kernel by approximating Ukk′(E, ω) by the most
diverging class of diagrams. As it was shown in [VW80a, VW80b], this class is
generated by the maximally crossed diagrams (see [Ram98] as well). With this
identification, Eq. (F.16) finally becomes [Kro90]
D(E, ω) = D0(E) +
2ImΣR(E)
[ImGR0 (E)]2D0(E)
∫
dk
(2π)d
∫
dk′
(2π)d
(vk · qˆ)
× ImG
R
k (E)[ImG
R
k′(E)]
2
(k + k′)2 − iω/D(ω,E) (vk′ · qˆ). (F.17)
In the limit ω → 0, the dynamic diffusion coefficient vanishes in the localized
regime as [VW80a, VW80b, Ram98]
D(E, ω) = −iωξ˜2(E) + O(ω2). (F.18)
Here, ξ˜2(E) is the decay (localization) length of the two-particle Green’s function,
Eq. (F.1), and the density correlations, respectively, [VW92, Ram98]
φ(E, ω, x− x′) ω→0∼ e−x/ξ˜(E), (F.19)
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which differs from the single-particle localization length ξ(E) by a factor of 2,
ξ(E) = 2ξ˜(E). (F.20)
Thus, in the static limit, we can determine the localization length ξ(E) from
Eq. (F.17) via
0
!
= D0(E) +
2ImΣR(E)
[ImGR0 (E)]2D0(E)
∫
dk
(2π)d
∫
dk′
(2π)d
(vk · qˆ)
×ImG
R
k (E)[ImG
R
k′(E)]
2
(k + k′)2 + 4/ξ2(E)
(vk′ · qˆ). (F.21)
F.2 Particle-hole symmetry of the self-consistent
transport theory
In Ch. 7, we discussed that for the lattice system we have to slightly modify the
self-consistent equation, Eq. (F.17) by replacing (k+ k′)2 by (k+ k′)22π in the de-
nominator of the cooperon propagator. In the following, we will prove that this
replacement is necessary to restore particle-hole symmetry, as mentioned in Ch. 7.
Particle-hole symmetry means, that the physical quantities are invariant under
the transformation (E − µ) 7→ −(E − µ). (For simplicity, we will assume µ = 0
in the following, which is always possible by choosing appropriate energy units.)
From the dispersion relation of the d-dimensional square lattice, Eq. (7.14),
ǫk = −2t
d∑
i=1
cos ki , (F.22)
we obtain that ǫk+π = ǫk+π = −ǫk. Besides, vk+π = vk−π = −vk. Thus, we
conclude that
ImGRk (−E) =
ImΣR(−E)
(−E − ǫk −ReΣR(−E))2 + (ImΣR(−E))2
(F.23)
=
ImΣR(E)
(E − ǫk+π − ReΣR(E))2 + (ImΣR(E))2
(F.24)
= ImGRk+π(E), (F.25)
Here, we used ImΣR(−E) = ImΣR(E) and ReΣR(−E) = −ReΣR(E). The for-
mer follows from the symmetry of the spectrum, and then the latter is implied
by causality, i.e., by the Kramers-Kronig relation [AGD77]. With the same ar-
gument, we can conclude that ImGR0 (−E) = ImGR0 (E).
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Denoting again the first Brillouin zone of the reciprocal lattice by Ω, we can
analyze the transformation behavior of the bare diffusion constant, Eq. (F.10),
D0(−E) = −
1
ImGR0 (−E)
∫
Ω
dk
(2π)d
(vk · qˆ)2 [ImGRk (−E)]2 (F.26)
= − 1
ImGR0 (E)
∫
Ω
dk
(2π)d
(vk · qˆ)2 [ImGRk+π(E)]2 (F.27)
= − 1
ImGR0 (E)
∫
Ω
dk
(2π)d
(vk−π · qˆ)2 [ImGRk (E)]2 (F.28)
= − 1
ImGR0 (E)
∫
Ω
dk
(2π)d
(vk · qˆ)2 [ImGRk (E)]2 (F.29)
= D0(E). (F.30)
For the dynamical diffusion constant the same calculation yields
D(−E, ω) = D0(−E) +
2ImΣR(−E)
[ImGR0 (−E)]2D0(−E)
∫
Ω
dk
(2π)d
∫
Ω
dk′
(2π)d
(vk · qˆ)
×ImG
R
k (−E)[ImGRk′(−E)]2
(k + k′)2 − iω/D(ω,−E) (vk′ · qˆ) (F.31)
= D0(E) +
2ImΣR(E)
[ImGR0 (E)]2D0(E)
∫
Ω
dk
(2π)d
∫
Ω
dk′
(2π)d
(vk · qˆ)
× ImG
R
k (E)[ImG
R
k′(E)]
2
(k + k′ − 2π)2 − iω/D(ω,−E) (vk′ · qˆ). (F.32)
Thus, only if k+k′−2π 7→ k+k′ in the denominator of the cooperon propagator,
i.e., if the correct replacement (k+k′)2 7→ (k+k′)22π is made, does the diffusion co-
efficient respect the particle-hole symmetry of the system, D(−E, ω) = D(E, ω).
F.3 Limits of strong and weak disorder
F.3.1 Weak disorder
In the limit of weak disorder and dimensions d > 2, the self-consistent equations
from Sec. F.1 reproduce the result from weak localization perturbation calcu-
lation. To see this, we start with the definition of the bare diffusion constant,
Eq. (F.10). Assuming that the single-particle propagator is given within Born
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approximation, Eq. (A.8), we get
D0(E) = −
1
ImGR0 (E)
∫
Ω
dk
(2π)d
(vk · qˆ)2 [ImGRk (E)]2 (F.33)
≈
v2
kF
πN(E)
∫
dS
Ad
cos2 Θ
∫
dǫN(ǫ)[ImGRk (E)]
2 (F.34)
≈
v2
kF
dπ
∫
dǫ
(
1/2τ
ǫ2 + 1/4τ 2
)2
(F.35)
= 2τ
v2
kF
dπ
∫
dǫ
1
(ǫ+ i)2 (ǫ− i)2 (F.36)
=
v2
kF
d
τ (F.37)
(A.19)
= D0. (F.38)
Next, we have to check that the renormalized diffusion coefficient becomes the
bare diffusion constant in the limit of weak disorder and ω → 0 in dimension
d > 2. For that purpose, we have to prove that assuming D(E, ω) = D0 in the
last term on the right hand side of Eq. (F.17) yields a vanishing contribution of
this term to D(E, ω).
D(E, ω)
ω→0
= D0 +
2ImΣR(E)
[ImGR0 (E)]2D0
∫
Ω
dk
(2π)d
∫
Ω
dk′
(2π)d
(vk · qˆ)
×ImG
R
k (E)[ImG
R
k′(E)]
2
(k + k′)22π
(vk′ · qˆ) (F.39)
≈ D0 −
2ImΣR(E)
[ImGR0 (E)]2D0
∫
Ω
dk
(2π)d
(vk · qˆ)2 [ImGRk (E)]3
×
∫
Ω
dQ
(2π)d
1
Q2
(F.40)
≈ D0 −
2ImΣR(E)
[ImGR0 (E)]2D0
∫
Ω
dk
(2π)d
(vk · qˆ)2 [ImGRk (E)]3
×
∫
Ω
dQ
(2π)d
1
Q2
(F.41)
≈ D0 −
v2
kF
π2τdN(E)D0
∫
Ω
dk
(2π)d
[ImGRk (E)]
3
∫
Ω
dQ
(2π)d
1
Q2
(F.42)
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≈ D0 −
4v2
kF
τ
π2dD0
∫
dǫ
1
(ǫ− i)3 (ǫ+ i)3
∫
Ω
dQ
(2π)d
1
Q2
(F.43)
= D0
(
1 − 6
πD0
∫
dQ
(2π)d
1
Q2
)
(F.44)
d>2
= D0 + O(D−10 ). (F.45)
Thus, in the limit of weak disorder, D(E, ω → 0) = D0 is indeed a solution
of Eq. (F.17), and the self-consistent transport theory in the formulation of
[KKW90, Kro90] reduces correctly to the weak localization limit.
F.3.2 Limit of strong disorder and Anderson transition
Having discussed the weak disorder regime, we focus now on the case of strong
disorder. In Sec. 3.5, we mentioned that the self-consistent transport theory does
not describe exactly the critical behavior of the Anderson model close to the
metal-insulator transition in three dimensions. For instance, the critical expo-
nents obtained from the self-consistent equation differ from the exact ones (see
Sec. 3.5). Furthermore, the theory slightly overestimates the localizing effect
of the disorder potential, yielding a smaller critical disorder strength than the
correct one (see Sec. 7.4). Astonishingly, we can use a crude, strong-disorder
approximation to estimate the critical disorder strength, predicted by the self-
consistent theory for the Anderson transition of the lattice Anderson model. For
large enough disorder strength ∆, we approximate
N(E) ≈ 1
∆
≈ −1
π
ImGR0 (E) (F.46)
ImGRk (E) ≈
1
ImΣR0 (E)
≈ ImGR0 (E) ≈ −
π
∆
. (F.47)
Using these relations we get
D0(E) = −
1
ImGR0 (E)
∫
Ω
dk
(2π)3
(vk · qˆ)2 [ImGRk (E)]2 (F.48)
≈ 4t
2π
∆
π∫
−π
dk
2π
sin (k)2 (F.49)
=
2t2π
∆
(F.50)
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and
D(E, ω → 0) = D0 +
2ImΣR(E)
[ImGR0 (E)]2D0
∫
Ω
dk
(2π)d
∫
Ω
dk′
(2π)3
(vk · qˆ)
×ImG
R
k (E)[ImG
R
k′(E)]
2
(k + k′)22π
(vk′ · qˆ) (F.51)
≈ D0 +
8t2
D0
∫
Ω
dk
(2π)3
∫
Ω
dk′
(2π)3
sin (kx) sin (k
′
x)
(k + k′)22π
(F.52)
= D0 −
4t2
D0
Cˆ∞(1, 0, 0) (F.53)
≈ 2t
2π
∆
− 2∆
π
Cˆ∞(1, 0, 0). (F.54)
Cˆ∞(1, 0, 0) ≈ 0.08 is the first mode of the Fourier transform of the cooperon
propagator (see Eq.(7.39)). The transition happens if D(E, ω) = 0. Thus, we
obtain a critical disorder strength
∆c
t
≈ π√
Cˆ∞(1, 0, 0)
≈ 11, (F.55)
which has to be compared with the numerical result ∆c/t ≈ 11.7. Thus, our cal-
culation gives further support to our argument, given at the end of Sec. 6.1, that
even close to the Anderson-Hubbard transition the system might be describable
within a strong-disorder approximation like the atomic-limit approximation (see
also discussion in [CG09]).
We note that in the self-consistent transport theory of Anderson localization
yields incorrect results in the limit ∆→∞ and the one-dimensional case. (Here,
we have to note that both cases are essentially the same, as the dimension be-
comes unimportant for ∆ → ∞.) From the Herbert-Jones-Thouless formula,
Eq. (6.37), we obtain in the limit ∆→∞,
1
ξ
≈ 1
∆
∆/2∫
−∆/2
dx log |x| ∼ log∆. (F.56)
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However, using the same strong-disorder approximation as before, we estimate
from Eq. (F.21) for the self-consistent transport theory
0 = D0 +
2ImΣR(E)
[ImGR0 (E)]2D0
∫
Ω
dk
(2π)d
∫
Ω
dk′
(2π)d
(vk · qˆ)
×ImG
R
k (E)[ImG
R
k′(E)]
2
(k + k′)22π + 1/ξ
2
(vk′ · qˆ) (F.57)
≈ D0 +
8t2
D0
ξ2
∫
Ω
dk
(2π)d
∫
Ω
dk′
(2π)d
sin (kx) sin (k
′
x)
ξ2 (k + k′)22π + 1
(F.58)
≈ D0 −
8t2
D0
ξ4
∫
Ω
dk
(2π)d
∫
Ω
dk′
(2π)d
sin (kx) sin (k
′
x) (k + k
′)22π (F.59)
⇒ ξ4 ∼ D20 ∼
1
∆2
(F.60)
⇒ ξ ∼ 1√
∆
(F.61)
Thus, the localization length calculated within the self-consistent transport the-
ory decreases faster than the exact one.
Despite these shortcomings, in [Kro90] it was shown that in the relevant physical
regime of strong (but not too strong) disorder the self-consistent theory yields
qualitatively and quantitatively reasonable results, which deviate from the exact
ones within a well acceptable range.
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Deutsche Zusammenfassung
Es ist bekannt, dass sowohl starke Unordnung als auch starke Zweiteilchenwech-
selwirkung in Materialien mit teilweise gefülltem Leitungsband Metall-Isolator-
Übergänge erzeugen können. Während beide Effekte separat betrachtet inzwi-
schen recht gut verstanden werden, trifft dieses für das Wechselspiel zwischen
Unordung und (repulsiver) Wechselwirkung nicht zu. Da in vielen Materialien
allerdings weder ein rein unordnungsinduzierter Anderson-Übergang noch ein rein
wechselwirkungsinduzierter Mott-Übergang auftritt, ist es von fundamentaler Be-
deutung, einen besseren Einblick in die Physik ungeordneter, wechselwirkender
Systeme zu gewinnen.
In der vorliegenden Arbeit haben wir deshalb das Anderson-Hubbard-Modell un-
tersucht, welches das minimale Gittermodell darstellt, das Unordnungs- und Kor-
relationsphysik beinhaltet. Letztere wird dabei in Form eines lokalen Hubbard-
Wechselwirkungspotentials berücksichtigt. Nach einer Einführung des Modells
und einem Überblick über die wesentlichen Merkmale des Anderson- und des
Mott-Hubbard-Übergangs wurde die atomic-limit approximation für das Ander-
son-Hubbard Modell entwickelt und hergeleitet. Ausgehend vom Grenzwert star-
ker Unordnung, in dem Einteilchenanregungen gemäß der Theorie der Anderson-
Lokalisierung räumlich stark lokalisiert sind, nahmen wir in unserer Näherung
an, dass der Hauptbeitrag der Wechselwirkung unter den Teilchen die Erzeu-
gung einer effektiven Renormierung des Unordnungspotentials ist. Aufgrund der
lokalen Abstoßung der Teilchen untereinander gibt es bei besetzten Gitterplätzen
einen weiteren, additiven Beitrag zum lokalen Gitterplatzpotential, was eine ef-
fektive Anhebung des lokalen Unordnungspotentials der besetzten Gitterplätze
verursacht. Aufgrund dieser Überlegung haben wir, ausgehend vom atomaren
Limes, in welchem der Grundzustand des Systems einfach bestimmt werden kann,
ein effektives Einteilchen-Anderson-Modell abgeleitet, welches die Physik der Ein-
teilchenanregungen an der Fermikante beschreiben soll.
In mehreren Veröffentlichungen der letzten Jahre wurde berichtet, dass numerische
Untersuchungen des Anderson-Hubbard-Modells eine nicht-monotone, komplexe
Abhängigkeit der Transporteigenschaften des Systems bzw. dessen zugehöriger
relevanter Längenskala ergeben hätten. Unser Ansatz erlaubte nun eine syste-
matische und teilweise sogar analytische Untersuchung des Modells. Um quan-
titativ aussagekräftige Ergebnisse zu gewinnen, verwendeten wir die Selbstkon-
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sistenztheorie der Anderson-Lokalisierung. Durch unsere Analyse konnten wir
zeigen, dass eine relativ schwache Wechselwirkung zu einer effektiven Abschir-
mung des Unordnungspotentials führt. Starke Wechselwirkung besitzt hingegen
einen gegenteiligen Effekt, da die Ausbildung der beiden Mott-Hubbard-Bänder
eine Transportunterdrückung zur Folge hat. Der Vergleich mit den bekannten
numerischen Ergebnissen zeigte, dass die Resultate unseres stark vereinfachten
Modells sehr gut mit diesen übereinstimmten. Auf diese Weise gelang es uns,
eine schlüssige Erklärung des physikalischen Ursprungs der numerischen Beobach-
tungen zu liefern. Darüberhinaus konnten wir die Bedeutung der Raumdimen-
sion auf die Auswirkungen der Unordnungsabschirmung für schwache Wechsel-
wirkung herausarbeiten. In mehreren unabhängigen Veröffentlichungen der let-
zten Jahre wurde berichtet, dass Hinweise auf einen Metall-Isolator-Übergang
im Anderson-Hubbard-Modell in zwei Dimensionen gefunden wurden. Aus der
Theorie der Anderson-Lokalisierung ist allerdings bekannt, dass in zwei Dimensio-
nen die Lokalisierungslänge exponentiell von der Unordnungsstärke abhängt. Da
sich die Stärke des Abschirmungseffekts als proportional zur Unordnungsstärke
herausstellte, kommt es deshalb in zwei Dimensionen zu einem exponentiellen
Anwachsen der für den Transport relevanten Längenskala. Wie unsere Unter-
suchungen zeigten, ist es deshalb äußerst wahrscheinlich, dass die Beobachtung
einer metallischen Phase ein finite-size effect war und auf einer Fehlinterpretation
der numerischen Daten beruhte. Innerhalb unseres Zugangs konnten wir außer-
dem ein Phasendiagramm für das dreidimensionale Anderson-Hubbard-Modell
bestimmen.
In den letzten Jahren gab es in der Quantenoptik große experimentelle Fortschrit-
te. Insbesondere ist es u.a. möglich, optische Potentiale so präzise zu justieren,
dass theoretische Modelle, welche wie das Anderson-Hubbard-Modell ursprünglich
zur vereinfachten Beschreibung von Materialien entwickelt wurden, nun experi-
mentell direkt zugänglich werden. Da die meisten Experimente bisher für Bose-
gase durchgeführt wurden, haben wir unsere atomic-limit approximation auch
auf das ungeordnete Bose-Hubbard-Modell angewendet. Aufgrund der unter-
schiedlichen Spin-Statistik kann es in diesem Modell bei relativ schwacher Wech-
selwirkung zur Bildung eines Bose-Einstein-Kondensats kommen. Da der Ein-
teilchenansatz in dieser superfluiden Phase keine sinnvolle Beschreibung liefern
kann, ist unser Zugang hier nur sehr viel stärker eingeschränkt anwendbar als im
Anderson-Hubbard-Modell für Fermionen und nur zur Beschreibung der Bose-
Glasphase verwendbar. Aufgrund der prinzipiell unbeschränkten Teilchenzahl pro
Gitterplatz beobachteten wir eine monotone Abnahme der Lokalisierungslänge
mit steigender Wechselwirkung. Obwohl unser Ansatz die Bestimmung des Phasen-
übergangs von der lokalisierten zur superfluiden Phase nicht zuließ, legten un-
sere Ergebnisse nahe, dass bei abnehmender Wechselwirkung eine monotone De-
lokalisierung des Systems mit abschließendem Übergang zur superfluiden Phase
erfolgt.
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Experimentelle Messungen an ultrakalten Quantengasen finden üblicherweise un-
ter Verwendung der time-of-flight-Technik statt. Deshalb betrachteten wir die
diffusive Expansion eines atomaren Gases in einem ungeordneten statischen Po-
tential. Im Zentrum unserer Betrachtungen standen dabei insbesondere die Aus-
bildung kurzreichweitiger Dichte-Dichte-Korrelationen (Speckle). Wie wir zeigen
konnten, hatte die Streuung der Atome am Unordnungspotential überraschende
Konsequenzen. Während aus Arbeiten zur ballistischen Expansion bekannt war,
dass die Korrelationslänge der Dichte-Dichte-Korrelation mit der Expansionszeit
des Gases anwächst, und auf diese Weise immer in der Größenordnung des mitt-
leren Teilchenabstands bleibt, war im ungeordneten Fall kein solches Anwachsen
der Korrelationslänge festzustellen. Aufgrund der Ausbildung einer zufälligen
Phase der Wellenfunktion durch die Streuprozesse blieben die Korrelationen auch
während der Expansion stets sehr kurzreichweitig, und die zugehörige Korrela-
tionslänge blieb in der Größenordnung des ursprünglichen mittleren Teilchenab-
stands vor Beginn des Expansionsprozesses.
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