Written exams 2016/17 solutions by Cattabriga, Alessia
Solutions of the exam given on June 06, 2017
Linear algebra course
1) a) Let us compute the solutions
A =
 1 3 1 2 12 6 4 8 3
0 0 −2 −4 −1
 R2←R2−2R1−→
 1 3 1 2 10 0 2 4 1
0 0 −2 −4 −1

R3←R2+R3−→
 1 3 1 2 10 0 2 4 1
0 0 0 0 0

leading to
x2 = α
x4 = β
x3 =
1
2
− 2β
x1 = 1− 3α− 12 + 2β − 2β
=⇒

x1 =
1
2
− 3α
x2 = α
x3 =
1
2
− 2β
x4 = β
So the general solution of the system is
x =

1
2
0
1
2
0
+ α

−3
1
0
0
+ β

0
0
−2
1
 .
Two particular examples of solutions can be obtained by fixing
values for α and β; for example by considering α = 0, β = 0 and
α = 1, β = 0 we obtain
u =

1
2
0
1
2
0
 v =

−5
2
1
1
2
0
 .
b) The null space of the matrix can be obtained by solving the linear
system Ax = 0. By point a) the general solution is
x = α

−3
1
0
0
+ β

0
0
−2
1
 .
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and thus a basis of N (A) is
{(−3, 1, 0, 0) , (0, 0,−2, 1)},
since the two vector are linear independent, and dim (N (A)) =
4 − rank(A) = 4 − 2 = 2 (the echelon form for A computed in
point a) has two pivots).
c) This cannot be a basis because dim
(N (A)⊥) = dimR4−dim (N (A)) =
4− 2 = 2, and so each basis for N (A)⊥ must contain two vectors.
d) To find the least square solution, let us compute an orthogonal
basis for the row space of A. By point a) the matrix A is row
equivalent to  1 3 1 20 0 2 4
0 0 0 0
 .
An orthogonal basis for R(A) is, for example, {v1,v2} with
v1 = (1, 3, 0, 0) = (1, 3, 2, 1)−1
2
(0, 0, 2, 4) v2 = (0, 0, 1, 2) =
1
2
(0, 0, 2, 4).
The least square solution is equal to the projection of any solution
of the system, for example u =
(
1
2
, 0, 1
2
, 0
)
obtained in point a),
onto the row space of A, thus
pR(A)u =
〈u,v1〉
〈v1,v1〉v1 +
〈u,v2〉
〈v2,v2〉v2 =
1
2
10
(1, 3, 0, 0) +
1
2
5
(0, 0, 1, 2) =
=
1
20
(1, 3, 0, 0) +
1
10
(0, 0, 1, 2) =
(
1
20
,
3
20
,
1
10
,
1
5
)
.
e) The echelon form of (A|b) computed in point a) has two pivots
so dim(R(A|b)) = rank(A|b)) = 2. Since det
(
3 0
1 −2
)
6= 0, we
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can find a Cartesian representation by imposing
rank

x1 1 0
x2 3 0
x3 1 −2
x4 2 −4
x5 1 −1
 = 2 ⇒

∣∣∣∣∣∣∣
x1 1 0
x2 3 0
x3 1 −2
∣∣∣∣∣∣∣ = 0∣∣∣∣∣∣∣
x2 3 0
x3 1 −2
x4 2 −4
∣∣∣∣∣∣∣ = 0∣∣∣∣∣∣∣
x2 3 0
x3 1 −2
x5 1 −1
∣∣∣∣∣∣∣ = 0
leading to 
3x1 − x2 = 0
2x3 − x4 = 0
x2 + 3x3 − 6x5 = 0.
f) We need to find a vector c such that T−1A (c) = ∅. This is equivalent
to find a vector that does not belong to C(A), so that TA(x) =
Ax = c has no solution. Since rank(A) = 2, a basis for C(A) is,
for example, consisting of the two linearly independent vectors
s =
 12
0
 t =
 28
−4
 .
We have to find a vector c in R3 such that the determinant of
[s t c] is different from 0. Consider for example
c =
 01
0
 .
We have ∣∣∣∣∣∣
1 2 0
2 8 1
0 −4 0
∣∣∣∣∣∣ = 4 6= 0.
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On the other side, to find a vector d such that T−1A (d) 6= ∅ is
equivalent to find a vector which belongs to C(A). For example
we can choose d = s, and thus it belong obviously to the subspace
generated by the columns of A.
2) a) We have to find the value a for which the matrix
B =
 3 a2 + a 1a −6 −1
1 −1 0

is symmetric. This is equivalent to find the value a such that
a2 + a = a
giving as unique solution a = 0. Thus the only matrix of this form
which is symmetric is
B =
 3 0 10 −6 −1
1 −1 0
 .
By looking at the main diagonal ofB we can remark that q(1, 0, 0) =
b11 = 3 > 0 and q(0, 1, 0) = b22 = −6 < 0 and so the quadratic
form is indefinite.
b) We have that the equation Bx = 0 has one solution if and only if
detB 6= 0. Thus let us compute the determinant∣∣∣∣∣∣
3 a2 + a 1
a −6 −1
1 −1 0
∣∣∣∣∣∣ = −3− a− a2 − a+ 6 = −a2 − 2a+ 3.
Thus B has non zero determinant if and only if a2 + 2a − 3 6= 0,
thus a 6= −3, 1. Since the system is homogeneous the only solution
is obviously the trivial one that is (0, 0, 0).
c) To be an eigenvector (1, 0, 1) has to satisfy 3 a2 + a 1a −6 −1
1 −1 0
 10
1
 = λ
 10
1

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for λ ∈ R and so  4a− 1
1
 =
 λ0
λ

which is impossible, since λ should be at the same time equal to
1 and to 4, and so there is no value of a ∈ R such that (1, 0, 1) is
an eigenvector.
d) To have 0 as eigenvalue of geometric multiplicity 2, it must holds
2 = dim(S0) = 3 − rank(B) and so rank(B) has to be equal to
1. But this is not possible since B contains the following regular
order 2 minor ∣∣∣∣ −6 −1−1 0
∣∣∣∣ = −1 6= 0
and so B has rank at least 2.
e) If we set a = 1 we have
B =
 3 2 11 −6 −1
1 −1 0
 .
The eigenvalues are the roots of the characteristic polynomial
|B − λI3| =
∣∣∣∣∣∣
3− λ 2 1
1 −6− λ −1
1 −1 −λ
∣∣∣∣∣∣ = −λ3 − 3λ2 + 22λ;
thus setting it equal to zero we obtain
λ(λ2 + 3λ− 22) = 0 → λ = 0, −3±
√
97
2
.
Since the matrix has as many eigenvectors as its order, it is dia-
gonalizable.
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Solutions of the exam given on June 26, 2017
Linear algebra course
1) a) Let us consider the following matrix
A =
 3 1 4 −16 2 8 −a
−3 1− a −2a 1
 .
To compute the dimension of the four fundamental subspaces as-
sociated to A we have to compute the rank of A. Consider for
example the minor M determined by erasing the first column and
compute its determinant
detM =
∣∣∣∣∣∣
1 4 −1
2 8 −a
1− a −2a 1
∣∣∣∣∣∣ C3←C3+C1=
∣∣∣∣∣∣
1 4 0
2 8 2− a
1− a −2a 2− a
∣∣∣∣∣∣ =
= (2− a)
∣∣∣∣∣∣
1 4 0
2 8 1
1− a −2a 1
∣∣∣∣∣∣ = (2− a)(8 + 4− 4a+ 2a− 8) =
= (2− a)(4− 2a)
which is different from 0 if and only if a 6= 2. So we have that if
a 6= 2 the last three rows are linearly independent and the matrix
has rank 3 (since it has only three rows). If a = 2 we have
A =
 3 1 4 −16 2 8 −2
−3 −1 −4 1

and we can easily see that R2 = 2R1 and R3 = −R1, thus
rank(A) = 1. So
dim(C(A)) = dim(R(A)) =
{
3 if a 6= 2
1 if a = 2
dim(N (A))) =
{
4− 3 = 1 if a 6= 2
4− 1 = 3 if a = 2
dim(N (AT ))) =
{
3− 3 = 0 if a 6= 2
3− 1 = 2 if a = 2.
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b) For a = 2, as computed in point a), dim(N (AT )) = 2, thus
we expect a basis formed by two vectors. Since in this case
rank(AT ) = rank(A) = 1 the system ATx = 0 is equivalent to
the system consisting of just the first equation. So we have
ATx = 0 ⇒

3x+ 6y − 3z = 0→ x = −2β + α
y = β
z = α
and a basis is
B = {(−2, 1, 0) , (1, 0, 1)} .
c) We have by a) that dim(C(A)) = 1, thus to compute the projection
of v = (1, 1, 1) we have to compute its projection on a vector
spanning C(A) which is, for example, (1, 2,−1).
pC(A)(v) =
〈(1, 1, 1) , (1, 2,−1))〉
12 + 22 + 12
(1, 2,−1) =
(
1
3
,
2
3
,−1
3
)
.
Since the subspace N (AT ) is orthogonal to the subspace C(A), we
have that the projection of v onto it is
pN (AT )(v) = v − pC(A)(v) =
(
2
3
,
1
3
,
4
3
)
.
d) Let a = 0. By point a) we have dim(R(A)) = 3, and so the three
rows of A are linearly independent. As a consequence we can find
a minimal Cartesian representation by imposing
0 =
∣∣∣∣∣∣∣∣
3 1 4 −1
6 2 8 0
−3 1 0 1
x1 x2 x3 x4
∣∣∣∣∣∣∣∣
R2←R2−2R1=
∣∣∣∣∣∣∣∣
3 1 4 −1
0 0 0 2
−3 1 0 1
x1 x2 x3 x4
∣∣∣∣∣∣∣∣ = 2
∣∣∣∣∣∣
3 1 4
−3 1 0
x1 x2 x3
∣∣∣∣∣∣ ,
and so
2(−4x1 − 12x2 + 6x3) = 0 ⇒ 2x1 + 6x2 − 3x3 = 0.
e) The matrix we will deal with is the following one
B =
 1 4 −12 8 0
1 0 1
 .
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By point a) we now that detB 6= 0 and so rank(B) = 3. Then
the system has a unique solution which is also the least square
solution. So we want to compute the solution of 1 4 −12 8 0
1 0 1
 xy
z
 =
 20
−2
 .
Since b = −2C3, where C3 is the third column of B, we have that
the only solution is (0, 0,−2).
f) Since, by point a), the rank of the matrix is 3 while the number
of column is 4 if we add a row we obtain a square matrix of size
4× 4. Choosing wisely this row we can obtain a full rank matrix
and so a non singular one. For example if we take as last row
(1 0 0 0) we have∣∣∣∣∣∣∣∣
3 1 4 −1
6 2 8 0
−3 1 0 1
1 0 0 0
∣∣∣∣∣∣∣∣ = −
∣∣∣∣∣∣
1 4 −1
2 8 0
−1 0 1
∣∣∣∣∣∣ = −8.
g) The matrix obtained is
C =
(
3 −1
−3 1
)
.
We have
D = CTC =
(
18 −6
−6 2
)
and the characteristic polynomial of D is pD(λ) = det(D−λI2) =
λ2 − 20λ whose roots are λ1 = 20 and λ2 = 0. Then the singular
values are σ1 =
√
20 and σ2 = 0. Corresponding eigenvectors
are non trivial solutions of (D − 20I2)x = 0 and Dx = 0, and
so, for example w1 = (3,−1) and w2 = (1, 3). Thus we get the
eigenvector matrix
V =
(
3√
10
1√
10
− 1√
10
3√
10
)
,
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and the matrix of singular value
Σ =
( √
20 0
0 0
)
.
In order to determine the first column of the last matrix appearing
in the decomposition we have to compute
u1 =
1
σ1
C
1
‖w1‖w1 =
1√
20
(
3 −1
−3 1
)( 3√
10
− 1√
10
)
=
1√
20
( √
10
−√10
)
=
(
1√
2
− 1√
2
)
.
As second column we can take a non-zero vector orthonormal to
u1, thus the matrix becomes
U =
(
1√
2
1√
2
− 1√
2
1√
2
)
.
With the above notations we have that the singular value decom-
position of C is
C = UΣV T .
2) a) The vector u should belong to the vector space generated by v
and w. So every vector of the form u = αv + βw with (α, β) 6=
(0, 1), (1, 0), (0, 0) satisfies the requirements. For example u =
v +w = (5, 2, 1,−1).
b) In order to find such a basis we have to add to v and w two other
vectors such that the four vectors are linearly independent. For
example we can check that {v,w, e2, e3} is a basis for R4 since∣∣∣∣∣∣∣∣
3 1 1 −1
2 1 0 0
0 1 0 0
0 0 1 0
∣∣∣∣∣∣∣∣ = −
∣∣∣∣∣∣
3 1 −1
2 1 0
0 1 0
∣∣∣∣∣∣ =
∣∣∣∣ 3 −12 0
∣∣∣∣ = 2 6= 0.
c) A Cartesian representation for span(v,w)⊥ is given by
(
3 1 1 −1
2 1 0 0
)
x1
x2
x3
x4
 = ( 00
)
⇒
{
3x1 + x2 + x3 − x4 = 0
2x1 + x2 = 0.
9
By solving the system we get a minimal parametric representation
x1 = α
x2 = −2x1 = −2α
x3 = −3x1 − x2 + x4 = −α + β
x4 = β
α, β ∈ R.
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Solutions of the exam given on July 18, 2017
Linear algebra course
1) a) We can see that equation eq3 is a linear combination of eq1 and
eq2, indeed, eq3 = −2eq1 − eq2, while eq1 and eq2 are indepen-
dent. Thus the system consisting of eq1 and eq2 is minimal and is
equivalent to the initial one. So dim(W ) = 4− 2 = 2. If we fix x1
and x2 as parameters we obtain
3x1 − 2x2 + x3 = 0
2x2 + x4 = 0
x1 = α
x2 = β
⇒

x1 = α
x2 = β
x3 = 2β − 3α
x4 = −2β.
A basis for the space W is then obtained setting first α = 0, β = 1
and then α = 1, β = 0, giving

1
0
−3
0
 ,

0
1
2
−2

 .
b) In order to compute the orthogonal projection of v onto W we
need an orthogonal basis for W . We can compute it applying the
Gram-Schmidt process to the basis found in the previous point:
b1 = (1, 0,−3, 0) and
b2 = (0, 1, 2,−2)− 〈(0, 1, 2,−2),b1〉〈b1,b1〉 b1 =
= (0, 1, 2,−2) + 6
10
(1, 0,−3, 0) = (3
5
, 1,
1
5
,−2).
Now we can compute the projection using the following formula
pW (v) =
〈v,b1〉
〈b1,b1〉b1 +
〈v,b2〉
〈b2,b2〉b2,
hence,
pW (v) =
0
10

1
0
−3
0
+ 0 · 25135

3
5
1
1
5−2
 = 0.
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So v is orthogonal to the space W : indeed the same result could
be directly obtained by remarking that the second equation of the
Cartesian representation of W has the form 〈v,x〉 = 0.
c) Since from point a) a minimal Cartesian representation for W is
given by (
3 −2 1 0
0 2 0 1
)
x1
x2
x3
x4
 = ( 00
)
a minimal parametric representation of W⊥ is
x1
x2
x3
x4
 =

3 0
−2 2
1 0
0 1
( αβ
)
.
Another way to proceed is to remark that from b) we have that
v belongs to W⊥ and from a) we know that dim(W⊥) = 4 −
dim(W ) = 4 − 2 = 2, so it is enough to find a vector which is
orthogonal to {(1, 0,−3, 0), (0, 1, 2,−2)} and linearly independent
with v. For example s = (−3, 2,−1, 0) satisfies the requirements,
because it is clearly independent from v, and
〈(1, 0,−3, 0), (−3, 2,−1, 0)〉 = 0, 〈(0, 1, 2,−2), (−3, 2,−1, 0)〉 = 0.
We can then write the parametric representation as
x1
x2
x3
x4
 =

−3 0
2 2
−1 0
0 1
( αβ
)
,
and this representation is minimal because the number of the
parameters equals the dimension of the space.
d) By point b) we know that U = span (0, 2, 0, 1) is a subspace of R4
of dimension 1 orthogonal to W , thus U ∩W = 0. It is impossible
that U satisfies U ⊕ W = R4, because it holds dim(U ⊕ W ) =
dim(W ) + dim(U) = 3, while R4 is a 4-dimensional space.
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e) Since b = c1 + c2 + c3 + c4, where ci denotes the i-th column of
A, a particular solution of the system is v0 = (1, 1, 1, 1). So the
general solution is given by v0 +w where w is a general vector of
W in parametric form, that is
x1
x2
x3
x4
 =

1
1
1
1
+

1 0
0 1
−3 2
0 −2
( αβ
)
=

1 + α
1 + β
1− 3α + 2β
1− 2β
 .
2) a) We can see that the first two column are equal, thus they cannot
belong both to the minor M . Also the last column can’t belong
to M since it is the zero column. So we are left with
|M | =
∣∣∣∣∣∣
1 −1 0
2 −3 0
−1 1 1
∣∣∣∣∣∣ = −3 + 2 6= 0
since rank(A) ≤ 3 and we have found a regular minor of order 3,
we have that rank(A) = 3 and M is the minor we were looking
for.
b) Since the rank represents the number of columns (resp. rows)
which are linearly independent, we have that removing a column
(row) from A the rank of the matrix can only decrease by 1.
Thus in our case the rank of the new matrix will be ≥ 2 and
we can’t reach rank 1. Since all these arguments work for rows
too, changing the subject from columns to rows will not change
the answer.
c) The matrix we want to consider is
N =
 1 1 02 2 0
−1 −1 0
 .
Firstly we have to compute the eigenvalues
|N−λI3| =
∣∣∣∣∣∣
1− λ 1 0
2 2− λ 0
−1 −1 −λ
∣∣∣∣∣∣ = −λ((1−λ)(2−λ)−2) = −λ2(λ−3),
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so the eigenvalues are 0 and 3. We have to compute the corre-
sponding eigenvectors. Let’s start with S0 : Nx = 0 1 1 02 2 0
−1 −1 0
 R2←2R1−R2,R3←R3+R1−→
 1 1 00 0 0
0 0 0


x = −α
y = α
z = β
α, β ∈ R,
and so a basis of the eigenspace S0 is given by {(−1, 1, 0), (0, 0, 1)}.
For λ = 3 we have S3 : (N − 3I3)x = 0 −2 1 02 −1 0
−1 −1 −3
 R2←R1+R2,R3←2R3−R1−→
 −2 1 00 0 0
0 −3 −6


x = 1
2
(−2α) = −α
y = −2α
z = α
α, β ∈ R.
Thus the eigenspace corresponding to the eigenvalue 3 is generated
by (−1,−2, 1). So the matrices
D =
 3 0 00 0 0
0 0 0
 E =
 −1 −1 0−2 1 0
1 0 1

are such that N = EDE−1.
d) The matrix we will consider is
B =
 1 −12 −3
−1 1

and we want to find the least square solution of the problem Bx =
c, with c = (0 0 1)T . We have that rank(B) = 2, since the two
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columns are linearly independent, while the rank of the augmented
matrix is 3 since
det
 1 −1 02 −3 0
−1 1 1
 = 1(−3 + 2).
Thus the system Bx = c has no solution. Since B is full rank by
columns, the least square solution can be found as (BTB)−1BTc.
Let us compute
BTB =
(
1 2 −1
−1 −3 1
) 1 −12 −3
−1 1
 = ( 6 −8−8 11
)
.
Since det(BTB) = 2, we have
(BTB)−1 =
1
2
(
11 8
8 6
)
.
We can finally compute the least square solution
(
x
y
)
=
1
2
(
11 8
8 6
)(
1 2 −1
−1 −3 1
) 10
0
 =
=
1
2
(
11 8
8 6
)(
1
−1
)
=
(
3
2
1
)
.
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Solutions of the exam given on September 5, 2017
Linear algebra course
1) a) We are given the following matrix
A =
 λ 1 2 20 3 + λ 8 7
0 0 4 2
 ,
for λ ∈ R. We have to compute the dimensions of the four fun-
damental subspaces associated to A, depending on λ. In order
to do this, we need to compute the rank of A depending on λ.
In computing the rank we have to remember that for a matrix
shaped like A, thus 3× 4, the rank is always less or equal then 3.
Consider the following order 3 minors
M =
 λ 1 20 3 + λ 8
0 0 4
 M ′ =
 1 2 23 + λ 8 7
0 4 2

we can easily see that det(M) 6= 0 if and only if λ 6= 0,−3. Thus
if λ 6= 0,−3 rank(A) = 3. We are left with the cases λ = 0 and
λ = −3.
Consider λ = 0. The first column is 0, so can be omitted in the
rank computations. Let us compute the determinant of M ′, which
is what we are left with.
|M ′| =
∣∣∣∣∣∣
1 2 2
3 8 7
0 4 2
∣∣∣∣∣∣ = 16 + 0 + 24− 28− 12 + 0 = 0
So rank(A) = 2 since it is not full rank, but the second and the
third column are clearly independent.
Consider λ = −3. Let us compute the determinant of M ′.
|M ′| =
∣∣∣∣∣∣
1 2 2
0 8 7
0 4 2
∣∣∣∣∣∣ = 16− 28 = −12 6= 0.
So rank(A) = 3.
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Now we are ready to compute the dimension of the four funda-
mental subspaces
dim(C(A)) = dim(R(A)) =
{
3 if λ 6= 0
2 if λ = 0,
dim(N (A))) =
{
4− 3 = 1 if λ 6= 0
4− 2 = 2 if λ = 0,
dim(N (AT ))) =
{
3− 3 = 0 if λ 6= 0
3− 2 = 1 if λ = 0.
b) Fixed λ = 0 the matrix obtained is
A =
 0 1 2 20 3 8 7
0 0 4 2
 .
Since rank(A) = 2, by point a), and the first and the third row
are linearly independent, we have that A is equivalent to 0 1 2 20 0 4 2
0 0 0 0
 .
A general solution to Ax = 0 is thus
x1 = α
x2 = −2x3 − 2x4
x3 = β
x4 = −2x3
⇔

x1 = α
x2 = −2β + 4β = 2β
x3 = β
x4 = −2β.
So the general solution is
x = α

1
0
0
0
+ β

0
2
1
−2
 .
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c) To check if b and v satisfy Av = b we can simply compute
Av =
 0 1 2 20 3 8 7
0 0 4 2


2
1
−1
1
 =
 12
−2
 = b.
So v and b satisfy the required relation. The general solution
of the problem can be easily determined adding to the particular
solution v the null space of A computed in b). The result is then
x =

2
1
−1
1
+ α

1
0
0
0
+ β

0
2
1
−2
 .
d) By point a) we have that dim(C(A)) = 2, and so the set containing
the second and the third columns of A is a basis, since they are
linearly independent. We have then to compute∣∣∣∣∣∣
x 1 2
y 3 8
z 0 4
∣∣∣∣∣∣ = 2z − 4y + 12x,
and then a Cartesian representation is
2z − 4y + 12x = 0.
e) Letting λ = 1 and removing the last column of A we obtain the
following matrix
B =
 1 1 20 4 8
0 0 4
 .
To compute the inverse we have to compute the cofactors
B11 =
∣∣∣∣ 4 80 4
∣∣∣∣ = 16, B12 = − ∣∣∣∣ 0 80 4
∣∣∣∣ = 0, B13 = ∣∣∣∣ 0 40 0
∣∣∣∣ = 0
B21 = −
∣∣∣∣ 1 20 4
∣∣∣∣ = −4, B22 = ∣∣∣∣ 1 20 4
∣∣∣∣ = 4, B23 = − ∣∣∣∣ 1 10 0
∣∣∣∣ = 0
B31 =
∣∣∣∣ 1 24 8
∣∣∣∣ = 0, B32 = − ∣∣∣∣ 1 20 8
∣∣∣∣ = −8, B33 = ∣∣∣∣ 1 10 4
∣∣∣∣ = 4.
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Since det(B) = 16 (the matrix is triangular so it is the product of
the elements on the main diagonal) the inverse is given by
B−1 =
1
det(B)
adj(B) =
1
16
 16 −4 00 4 −8
0 0 4
 =
 1 −14 00 1
4
−1
2
0 0 1
4
 .
The matrix B is not orthogonal, since B−1 6= BT .
2) a) The matrix P can be computed directly remembering how the
matrices P1 and P2 can be obtained. For example
P1 =
 10
0
( 1 0 0 ) .
Thus
P = P1P2 =
 10
0
( 1 0 0 )
 00
1
( 0 0 1 )
=
 10
0
 0 ( 0 0 1 ) =
 0 0 00 0 0
0 0 0

Hence it is the projection matrix onto the null subspace.
b) The eigenvalues of a projection matrix are always 0 and 1, and
so these are also the eigenvalues of P1. Moreover the eigenspace
of 1 is the space onto which we are projecting and so a basis is
{(1, 0, 0)}, while the eigenspace of 0 is {(1, 0, 0)}⊥ which is clearly
span((0, 1, 0), (0, 0, 1)) having {(0, 1, 0), (0, 0, 1)} as a basis.
3) a) We can write the system in matrix form as follows(
1 1 1
1 2 1
)(
x
y
)
=
(
1
2
)
.
The column of constant terms is equal to the second column of
the coefficient matrix so, by Rouche`-Capelli theorem the system
is solvable. Moreover, the solutions are infinitely many because
the number of columns 3 is greater than the rank of the coeffi-
cient matrix, which is clearly two (since the two rows are linearly
independent).
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b) In order to find the least square solution we have firstly to compute
a solution of the system. By the remark made in point a) a solution
of the system is (0, 1, 0). Let A be the coefficient matrix of the
system: we have to project (0, 1, 0) onto R(A). In order to do this
we have to determine an orthogonal basis for R(A). Since the two
rows of A are linearly independent they form a basis for R(A): we
will orthogonalize it with Gram-Schmidt process. The first vector
is v1 = (1, 1, 1), while the second vector becomes
v2 = (1, 2, 1)− 〈(1, 2, 1), (1, 1, 1)〉〈(1, 1, 1), (1, 1, 1)〉(1, 1, 1) =
= (1, 2, 1)− 4
3
(1, 1, 1) =
(
−1
3
,
2
3
,−1
3
)
.
The least square solution is the projection of v onto the row space
that is
x∗ =
〈(1, 1, 1) , (0, 1, 0)〉
12 + 12 + 12
(1, 1, 1) +
〈(−1
3
, 2
3
,−1
3
)
, (0, 1, 0)〉(−1
3
)2
+
(
2
3
)2
+
(−1
3
)2 (−13 , 23 ,−13
)
=
=
(
1
3
,
1
3
,
1
3
)
+
(
−1
3
,
2
3
,−1
3
)
= (0, 1, 0) .
The fact that the projection coincide with v means that v belongs
to the row space, ideed
v = (1, 2, 1)− (1, 1, 1).
Let us now compute another solution different from the least
square one.(
1 1 1 1
1 2 1 2
)
R2←R2−R1−→
(
1 1 1 1
0 1 0 1
)
so the general solution is of the form
x =
 α1
−α

20
and a solution different from the previous one could be for example
(fixing α = 1)  11
−1
 .
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Solutions of the exam given on December 18, 2017
Linear algebra course
1) a) The space of solution of Ax = 0 is the nullspace of A. Let
A =
 0 1 2 20 3 8 7
0 0 4 2
 R2←R2−3R1−→
 0 1 2 20 0 2 1
0 0 4 2
 R3←R3−2R2−→
 0 1 2 20 0 2 1
0 0 0 0
 ,
so the rank(A) is 2 and the dimension of the space of the solution
of Ax = 0 is equal to 4 − rank(A) = 2. Moreover the space of
solution is given by
x1 = α
x2 = 2β
x3 = β
x4 = −2β
⇔ x = α

1
0
0
0
+ β

0
2
1
−2
 ,
so a basis for the nullspace of A is
B =


1
0
0
0
 ,

0
2
1
−2

 .
b) To find a nonzero vector b such that the system admits solution we
have to take a vector which is linear combination of the columns
of the matrix. For example we can choose the second column
b =
 13
0

and the system Ax = b admits at least the solution (0, 1, 0, 0).
The vector c such that the system Ax = c has no solution has to
be chosen among the vectors which are linearly independent with
the column of A, i.e., c /∈ C(A). Since rank(A) = 2 a basis for
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C(A) contains 2 elements: we can take column 2 and 3 which are
linearly independent. If we choose c = (1, 0, 0)∣∣∣∣∣∣
1 2 1
3 8 0
0 4 0
∣∣∣∣∣∣ = 12 6= 0,
so the three columns are linearly independent and c /∈ C(A). By
Rouche`-Capelli Ax = c has no solution.
c) We will find the least square solution of the system Ax = b. We
have infinitely many solution, so we have to project a solution of
the system, for example (0, 1, 0, 0) onto the row space. A basis for
the row space is
B = {(0, 1, 2, 2), (0, 0, 4, 2)}
that is not orthogonal, so we apply Gram-Schmidt process obtai-
ning
v1 = (0, 1, 2, 2)
v2 = (0, 0, 4, 2)− 〈(0, 0, 4, 2), (0, 1, 2, 2)〉〈(0, 1, 2, 2), (0, 1, 2, 2)〉(0, 1, 2, 2) =
= (0, 0, 4, 2)− 12
9
(0, 1, 2, 2) =
(
0,−4
3
,
4
3
,−2
3
)
Finally the solution is
x∗ =
〈(0, 1, 0, 0), (0, 1, 2, 2)〉
〈(0, 1, 2, 2), (0, 1, 2, 2)〉(0, 1, 2, 2)+
+
〈(0, 1, 0, 0), (0,−4
3
, 4
3
,−2
3
)〉
〈(0,−4
3
, 4
3
,−2
3
)
,
(
0,−4
3
, 4
3
,−2
3
)〉
(
0,−4
3
,
4
3
,−2
3
)
=
=
1
9
(0, 1, 2, 2) +
(
−4
3
)
9
36
(
0,−4
3
,
4
3
,−2
3
)
=
(
0,
5
9
,−2
9
,
4
9
)
.
d) A Cartesian representation for the column space can be found
considering a basis of C(A). By point a), rank(A) = 2, so a basis
for C(A) is obtained taking two linearly independent columns, for
example 
 13
0
 ,
 28
4
 .
23
A Cartesian representation can be then computed as∣∣∣∣∣∣
1 2 x
3 8 y
0 4 z
∣∣∣∣∣∣ = 0 ⇒ 6x− 2y + z = 0.
2) a) Firstly we have to compute the eigenvalue of B, so∣∣∣∣( 0 14 0
)
− λ
(
1 0
0 1
)∣∣∣∣ = λ2 − 4 = 0
whose solutions are λ = ±2. The corresponding eigenspaces are
for λ = 2
(B − 2I2)x =
( −2 1
4 −2
)(
x
y
)
=
(
0
0
)
y = 2x =⇒ S2 = span
(
1
2
)
,
and for λ = −2
(B + 2I2)x =
(
2 1
4 2
)(
x
y
)
=
(
0
0
)
y = −2x =⇒ S−2 = span
(
1
−2
)
.
So the two matrix required are
D =
(
2 0
0 −2
)
, E =
(
1 1
2 −2
)
,
and we have the decomposition D = E−1BE.
b) We have that det(B) = −4, and remembering the formula for the
inverse for a 2× 2 matrix
A =
(
a b
c d
)
=⇒ A−1 = 1
det(A)
(
d −b
−c a
)
the inverse of B is
B−1 = −1
4
(
0 −1
−4 0
)
=
(
0 1
4
1 0
)
.
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c) The map F−1B coincide with the map FB−1 . As a consequence
F−1B (1, 1) = FB−1 (1, 1) = B
−1
(
1
1
)
=
=
(
0 1
4
1 0
)(
1
1
)
=
(
1
4
1
)
.
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Solutions of the exam given on January 9, 2018
Linear algebra course
1) a) Since FA is an endomorphism, FA is a bijection (or isomorphism)
if and only if the matrix A is nonsingular, and so
0 6=
∣∣∣∣∣∣
2λ 2 2
1 λ 1
0 −1 2
∣∣∣∣∣∣ = 4λ2 + 0− 2 + 2λ− 4 + 0 = 4λ2 + 2λ− 6.
Finding the roots we have that FA is a bijection if and only if
λ 6= 1,−3
2
.
b) The matrix obtained fixing λ = 0 is 0 2 21 0 1
0 −1 2
 .
We have F 2A(1, 1, 1) = FA2(1, 1, 1) so 0 2 21 0 1
0 −1 2
 0 2 21 0 1
0 −1 2
 11
1
 =
 0 2 21 0 1
0 −1 2
 42
1
 =
 65
0
 .
c) For λ = 0 the matrix A is nonsingular and we have that F−1A =
FA−1 . Since F
−1
A is linear we have F
−1
A (0, 0, 0) = (0, 0, 0). To write
equations for F−1A we have to compute the cofactor matrix
A11 = +
∣∣∣∣ 0 1−1 2
∣∣∣∣ = 1, A12 = − ∣∣∣∣ 1 10 2
∣∣∣∣ = −2, A13 = + ∣∣∣∣ 1 00 −1
∣∣∣∣ = −1
A21 = −
∣∣∣∣ 2 2−1 2
∣∣∣∣ = −6, A22 = + ∣∣∣∣ 0 20 2
∣∣∣∣ = 0, A23 = − ∣∣∣∣ 0 20 −1
∣∣∣∣ = 0
A31 = +
∣∣∣∣ 2 20 1
∣∣∣∣ = 2, A32 = − ∣∣∣∣ 0 21 1
∣∣∣∣ = 2, A33 = + ∣∣∣∣ 0 21 0
∣∣∣∣ = −2.
Then the cofactor matrix is 1 −2 −1−6 0 0
2 2 −2
 ,
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the determinant of A is
det(A) = −2− 4 = −6
and the inverse is then given by
A−1 =
1
det(A)
 1 −2 −1−6 0 0
2 2 −2
T = −1
6
 1 −6 2−2 0 2
−1 0 −2
 .
So the equation of F−1A are
F−1A
 xy
z
 =
 1 −6 2−2 0 2
−1 0 −2
 xy
z
 =
 x− 6y + 2z−2x+ 2z
−x− 2z
 .
d) Fixed λ = 1, the matrix becomes
A =
 2 2 21 1 1
0 −1 2

and its rank is 2 since 2 2 21 1 1
0 −1 2
 R2←R2−2R1−→
 2 2 20 0 0
0 −1 2
 .
The column space of A is equal to imFA, and so basis for imFA
is given by a basis for C(A), that is it consists of two linearly
independent columns
B =

 21
0
 ,
 21
−1
 .
The kernel coincide with N (A) ans so we have to solve the follo-
wing linear system (we can use the reduced echelon form obtained
above)
x+ y + z = 0
−y + 2z = 0
z = α
⇒

x = −3α
y = 2α
z = α
α ∈ R.
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Thus a basis for the kernel is given by
ker(A) =

 −32
1
 .
e) We have seen that the space im(FA) is a two dimensional vector
subspace of R3. This implies that it is possible to find a vector
which does not belong to im(FA): we have to find a vector linearly
independent with the basis B of im(FA). Consider for example the
vector
v =
 10
0
 ,
it is easy to see that ∣∣∣∣∣∣
1 2 2
0 1 1
0 0 −1
∣∣∣∣∣∣ = −1.
Thus v is linearly independent with the basis B of im(FA) and so
it doesn’t belong to im(FA).
2) a) Given the matrix
B =
(
0 4
4 0
)
to find matrices D and Q as required we have first to compute the
eigenvalues of B∣∣∣∣( 0 44 0
)
− λI2
∣∣∣∣ = 0 ⇒ λ2 − 16 = 0 ⇒ λ = ±4.
The corresponding eigenvectors are the solutions of (A−λI2)x = 0.
For λ = 4( −4 4
4 −4
)
x = 0 ⇒ x1 = x2 ⇒ u1 =
(
1
1
)
⇒ v1 =
(
1√
2
1√
2
)
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where in the last step we normalized the vector. For λ = −4(
4 4
4 4
)
x = 0 ⇒ x1 = −x2 ⇒ u2 =
(
1
−1
)
⇒ v2 =
(
1√
2
− 1√
2
)
.
So we have that the matrices D and Q are
D =
(
4 0
0 −4
)
, Q =
(
1√
2
1√
2
1√
2
− 1√
2
)
.
b) The canonical metric form is
q˜(y) = yTDy =
(
y1 y2
)( 4 0
0 −4
)(
y1
y2
)
= 4y21 − 4y22.
3) a) To compute the dimension of U we have to compute the rank of
the matrix
A =
(
1 1 1 0
2 2 2 0
)
R2←R2−2R1−→
(
1 1 1 0
0 0 0 0
)
and so dim(U) = 4− rank(A) = 4− 1 = 3.
It is easy to see that (−1,−1,−1, 0) = −(1, 1, 1, 0) and (2, 2, 2, 0) =
2(1, 1, 1, 0), so W = span(1, 1, 1, 0) and has dimension 1.
b) A vector x = (x1, x2, x3, x4) is orthogonal to W if and only if
〈(x1, x2, x3, x4) , (1, 1, 1, 0)〉 = 0 ⇐⇒ x1 + x2 + x3 = 0,
which is precisely the condition for a vector to belong to U . Thus
we have that W⊥ = U .
c) To compute the orthogonal projection of w onto U we can notice
that pU(w) = w− pU⊥(w). Since U⊥ has dimension 1, it is easier
to compute the projection on U⊥ then on U . So
pU(w) = w − pU⊥(w) =
= (2, 2, 2, 2)− 〈(2, 2, 2, 2) , (1, 1, 1, 0)〉〈(1, 1, 1, 0) , (1, 1, 1, 0)〉 (1, 1, 1, 0) =
= (2, 2, 2, 2)− 6
3
(1, 1, 1, 0) = (0, 0, 0, 2) .
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