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On the Distributions of the Latent Roots and Traces 
of Certain Random Matrices 
A. W. DAVIS 
Division of Mathematical Statistics, C.S.I.R.O., Adelaide, Australia 
It is shown that differential equations given by the author may be used 
recursively to construct certain multivariate null distributions in reduced form. 
These include the distributions of individual latent roots of B = Sr(Sr + S&r, 
and distributions of Tr B and Tr S,S;‘, for small numbers of variates. 
1. INTRODUCTION 
Let S,(m x m) and S,(m x m) have independent central Wishart distribu- 
tions with n, , aa degrees of freedom, respectively (rrr , n2 3 m), and the same 
population covariance matrix C. Denote the multivariate F and beta matrices by 
F = $S,l, B = S,(S, + S,)-1, U-1) 
respectively. General results are now available for certain statistics which are 
expressible in terms of the latent roots of these matrices. We shall be concerned 
in this paper with the null distributions of the statistics T = Tr F, V = Tr B, 
and the individual latent roots Zr > *.. > Z, > 0 of B. Reduction procedures 
for the exact distributions of the roots Zi were first considered by Roy [18], and 
later by Nanda [12, 131. Pillai [15] gave expressions in the important case II for 
m < 10. Lawley [lo] introduced the statistic T and Hotelling [6] derived its exact 
distribution for m = 2. Nanda [14] and Pillai [15] considered V and its distribu- 
tion for small m. The present author has shown [l, 4,5] that the density functions 
of these statistics are solutions of ordinary differential equations (DE’s). The 
power series solutions of these DE’s have been applied to the derivation of 
approximations, and to the accurate tabulation of T[2, 31. Some unpublished 
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tabulations have also been made of V and Zr , and compared with certain approx- 
imations [4, 51. 
Recently, Krishnaiah and his associates [7, 81, using a very elegant method 
based on [II], have expressed the distributions of the ZIG (and subsets of them) 
as finite linear combinations of products of double integrals, for arbitrary m. 
These results are not only of theoretical importance, but are well adapted for 
computing purposes, and this work is in progress. Pillai and his associates [16, 171 
and Krishnaiah and Chang [9] have also applied their methods to the traces T 
and I’. 
Any of these approaches seems likely to encounter heavy algebra when we 
seek to reduce these distributions to their simplest and most compact analytic 
forms. In the present paper, we present expressions for the marginal distributions 
of the individual II, for m < 5 which appear to be simpler than those published 
previously (Appendix A). A DE is applied recursively (Section 2) to construct 
the distributions for m from those obtained for m - 1. Results are derived for 
the roots of the Wishart matrix W, = S,C-l by letting n2 approach infinity 
(Appendix B). In Section 3, we show that the distribution of the largest root of 
W, may be used in conjunction with another DE to construct Laplace transforms 
of the density of Y (Appendix C). Results may then be deduced for T (Section 4). 
This approach also involved extensive calculations, but it was felt that the 
method provided some guidance as to the structure of the distributions, as well 
as a scheme of relationships among them. It is to be emphasized that the method 
is not being presented here as a computing algorithm. Our intention in this 
paper is to present exact distributions which have been reduced as far as possible 
algebraically, in cases where this has been found feasible. Such results would 
appear to have some intrinsic interest, and may possibly serve as a reference for 
future work. 
2. MARGINAL DISTRIBUTIONS OF THE ROOTS OF B AND W, 
The lk have the well-known joint density 
4 m;nl,n2(l(m)) = K(m; ttl , %) fi Zf(nl-m-l)(l - Zi)*(nt-m-l) n (Zi - 1,), 
i=l t-3 
where 0 < Z, < *.. < I1 < 1, I@) = (1i ,..., Z,)‘, and 
(2.1) 
K(m; nl ,nz) 
WI-1 
= drn JJ vw~l + “2 - WVf<m - 4) Wnl - 9) Wdn2 - i)>l. (2.2) 
i-0 
DISTRIBUTIONS OF ROOTS AND TRACES 191 
Letting D”(k, Z) denote the region (0 < 1, < ~-0 < lk < 1< I,-, < ..* < II < I} 
the marginal density of lk is given by 
f~)n,.n,W = J D*-‘,k o h;n,.n,(ll ,..., hvl , 1, lk ,..., ha dl(+l), (2.3) 
where dP-1) = nysyl dli . Now define 
yv(l, p-1’) = ~m-l;n,-l,n*_l(z’“-l’) c (1 - 4(l)> *-- (1 - bn-l-d), (2.4) 01 
the summation being extended over the (“;I) selections of integers 
41) < ... < a(m - 1 - I) 
from the set 1,2,..., m - 1. When Y = m - 1, the sum is taken to be unity. 
If we introduce the auxiliary functions 
Hd) = / ul,(Z, Z’“-1’) dZ(“-l) , (I = 0 ,..., m - l), (2.5) 
P-WC,Z) 
then 
f$)9E,n2(Z) = C(m; n, , n,) Z*(nl-m-l)( 1 - Z)~‘“2-“-“Hk,,(Z), (2.6) 
where 
C(m; n, , tz2) = (-l)k-lK(m; n, , n,)/K(m - 1; ?tl - 1, a2 - 1). (2.7) 
It may be shown [5] that the H,,, satisfy the system of DE’s: 
41 - 4 H,k,, 
= $(m - r)(nl + n2 - m + Y - 1) H,,,_, + b[(l - l)(q - m + r) 
- lb2 - m + y>l f& + Q(r + l)(y + 2) 41 - 0 Hk.r+I , (2.8) 
(r = 0 ,..., m - 1; H,,-, = H,,, = 0). This system is independent of the 
particular root Zk . 
The basis of the present method is that the (m - 1)-th auxiliary function 
f&-,(4 = s ~m-l;n,-l,n,-l(l(l*L-l)) dP-l) (2.9) 
P-qk,z) 
is the probability that Zk < Z < Zkml when the parameters are m - 1, n, - 1, 
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n2 - 1. Hence if we let F,$‘,,,,, (I) denote the cumulative distribution function 
(CDF) of Zk, (F(O) I= 0, F(“+l) = l), we have 
so that if the CDF’s of the roots are known for m - 1, they may be used to 
compute the density functions for m, via (2.8) and (2.6). Hk,m-2 is first derived, 
using the r = m - 1 equation, and so on until we obtain H,,, (hence f~$& 
from the Y = 1 DE. The calculations may then be checked by substituting in 
the Y = 0 DE. We note that the distribution of the largest root for m is obtained 
from the corresponding distribution for m - 1. Since 
(2.11) 
it is sufficient to consider k < &(m + 1). 
It should also be pointed out that, although substitution in the DE to obtain 
the density function is a mechanical, if tedious, process, the integration and 
algebraic reduction of this result to derive the CDF is in general far from 
straightforward. A basic tool in the reduction is the identity 
(x + y + 1) j; zP( 1 - u)” du = -Z”( 1 - Z)~fi + x j” u”-i(1 - +’ dr. 
0 
(2.12) 
Results for m = 2 through 5 are listed in Appendix A. It turns out that 
these distributions may be concisely expressed in terms of the unstandardized 
beta density 
po(un + b, I) = lanl+b(l - Z)anr+b, (0 < z < l), (2.13) 
(n = (n, , n,)), and its r-fold integrals 
,f?&n + b, 1) = T(Y)-l j: (1 - u)T-l ,tlo(un + b; u) du, 
flT(urz + b, 1) = F(Y)-l 1: (u - 1),-l &(un + b; u) du. 
(2.14) 
For positive integral Y, these may obviously be expanded in terms of the 
incomplete beta functions /I = j3i and p G pr , respectively. The ordinary beta 
function &an + b, 1) will be denoted B(un + b + 1). 
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EXAMPLE. An interesting result is obtained for the median root Za when 
m = 3. From (A.l) and (A.2), 
H,,, = Fi%-m-1 - F8z--l,nz-I 
= @3(n - 2)-l B(gn - 1) p&z - 1, Z), 
(2.15) 
and we obtain successively from the DE (2.8) (omitting the multiplicative 
constant in (2.15)): 
(~1 + 122 - 2) H,,, = [-4 - 4 + ~24 B&Q - l,O, 
(n, + ~2 - 2) H,,, = -2Mh 0, (2.16) 
f g,,,, = B(n - 1)-1/3&r - 2, I). 
Thus I, has a simple beta distribution with parameters n1 - 1, ft2 - 1, and the 
result mentioned in [5, Section 51 as an approximation is seen to be exact. 
This was first proved by S. Eckert (unpublished work) in the Wishart case. 
The form of the results in Appendix A makes it a simple matter to deduce 
expressions for the individual roots of the Wishart matrixW, . Appendix B lists 
formulas for the CDF of the largest root, 
(2.17) 
These are given partly for their own interest and partly because they will be 
required in Section 3. The results are expressed in terms of the gamma density 
and its integrals: 
yo(aq + b, 1) = e-azZaq+b, y&q + h 0 = r(y)-l j: (1 - ~)~-~.yo(ez + h u) du 
(2.18) 
(yI = y). Clearly yr may be expanded in terms of incomplete gamma functions 
for positive integral r. 
3. THE STATISTIC V = TRB 
The Laplace transform (Lt) of the density function of V will be denoted by 
(Imiw,.&> = 8 exp (--s C Ii). 
It is easy to show (Nanda [14]) that in the case n2 = m + 1, 




where G,;,i(Z) is the CDF of the largest root of the Wishart matrix W, on n, 
degrees of freedom, and 
(3.3) 
Thus, for m = 2 through 5, Xna:nl,m+l(~) may be obtained directly from 
Appendix B. We note that 
y,(un, + b, 2s) = r(r)-‘(s/a)““‘+~+‘~(u~l + b, r - 1; s), (3.4) 
where 
h(an, + b, r; s) = 1: e-s%anl+b(2u - u)+ du (3.5) 
is the Lt of the function which is equal to u*“l+b(2a - u>r on (0,2a) and zero 
elsewhere. 
Another DE of the author [4] may now be applied recursively to construct 
A min,,n, from fL~nl.m+l when n2 - (m + 1) is a positive even integer. Introduce 
the Lt’s 
L,(s) = IDm exp (-s 1 I,) &+l.nzf~(m)) C [(I - 4d - (1 - LwY dlcrnjj 
a 
(r = 0, l,..., m), (3.6) 
where D”” is the region (0 < Z,,, < ... < Zi < l} and the summation is as 
defined in (2.4). Then writing (z)? = z(z + 1) .*a (z + r - l), 
-w = 4n:y.n,(4 (3.7) 
L,(s) = [(n, + 7f2 - m - l>mi(n2 - m - 1M ~m;nl,ns-2fQ7 (3.8) 
and for n2 > m + 2 the L, satisfy the DE’s 
-(m - r + 1) sL,-, + [s(d/ds + r) + Q(m - r)(nI + n2 - m + r - I)1 L, 
--(r+l)(n,-m++--l)L,,,=O, (r=O,l,..., m-l;L-,rO), 
(3.9) 
(djds f m) L, - L,-, = 0. (3.10) 
It is thus possible to derive nm;nl,nz from Ilm;n1,na-2 by substituting (3.8) in 
(3.10), and successively calculatmg L,-, ,...,LO . The Y = 0 DE provides a 
check on the working. 
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In applications, one is more interested in the distribution of V for large n2 
and moderate n, . It is readily shown from the definition of V that 
(3.11) 
This transformation is facilitated by the relation 
s 
2a 
h(an, + 6, r; -s) = e2as eTJ(2u - u)‘~I+~ du 
0 
= e2%(r, an, + b; s), 
(3.12) 
say. 
The distribution of V is known for m = 2, being expressible in terms of the 
Gaussian hypergeometric function (see, for example, [4, Section 31). Further 
results are given in Appendix C of the present paper. 
EXAMPLE. When m = 3, we obtain from (B.2), (3.2) and (3.3) 
~3;9&,,4(s) = 2-“‘-“(% - l)* W1[A(& - 1,o; 5) A& - 2,0; s) 
- e-*h(n, - 2, 1; s)]. (3.13) 
Substituting in (3.10) and (3.9), it may be shown that 
~3;n,.s(s) = (4!2n1+3)--1 (w2 (8, - 1)8 ss{h(+zl - l,o; s)[sh(n, - 2, 3; s) 
+ 3A(n, - 2,2; s) - 12A(n, - 2, 1; s)] + 6e+X(n, - 2,2; s)}. 
(3.14) 
The powers of s in (3.13) and (3.14) may be eliminated by integration by 
parts, resulting in forms more suitable for inversion. For example, 
A3;n1.4(S) = k(n,)[2Un, , 0; s) h(n, - 2,0; s) - e9(n, - 1, 1; s)], (3.15) 
where 
k(n,) = 2-“qnl - 1)4 . (3.16) 
Using (3.11) and (3.12) we obtain (C.l); (C.2). IS d erived similarly from (3.14). 
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Denoting the density function of I/ by 8,;,1,,z( V) we obtain on inverting (C. 1) 
%4,vL*(V = &2) [2 ?^:(I - V’ + u)+‘+ (2 - u)‘+~ du - V(2 - V)n,-‘1, 
(0 < v < I), 
e2,,,,2( V) = k(n,) [2 s:, (1 - V + u)@~ (2 - u)‘+~ du - V(2 - .)n8-1], 
(1 < V < 2), 
e,,,,,(V) = 2k(iz.J j’ (1 - V + u)@, (2 - u)‘+~ du, (2 < v < 3). 
V-l (3.17) 
The piecewise smooth nature of 0,:,&G) arises from taking convolutions of 
functions which vanish outside (0, 1) or (0,2). It is reflected also in the DE for 
this function [4], which has regular singularities at V = 0, l,..., m. 
4. THE STATISTIC T = TR F 
Let * mi121,R1(T) denote the density function of T. The DE’s for 0 and I/ are 
related by the transformation [4]: 
V+ -T, n,-+ti, =m-n,-n2+ 1, (4.1) 
and this relation also holds between their power series expansions in the unit 
circle about the origin. The analytic continuation of I/ into the complex plane 
thus has singularities at T = 0, - l,..., -m. 
It follows from (4.1) and (3.17), for example, that for 0 < T < 1 
&JT) = It@,) [2 j: (1 + T - u)+ (u + 2)-nz-2 du - T(T + 2)-na-1], 
(4.2) 
and by analytic continuation this expression will hold for 0 < T < CL). When 
n2 is even, the convolution may be evaluated by partial fractions [17]. 
Introducing the Lt M,;,l,,s of z,$,,;~~,~, , and writing 
p(r, an, + b; s) = 1,” e+V(2u + u)-‘~~-’ du, (4.3) 
we obtain from (4.2) 
Mw.&) = W,)PPFL(Q +a, ; 4 ~(0, *a + 2; ~1 - ~(1, n2 + 1; 41. (4.4) 
Comparison with (3.16) suggests a simple formal relationship between M 
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and rl. Corresponding to (4.1), the DE for M [l] is related to (3.9), (3.10) by 
the transformation 
s-+ -s, n2 -+ fi2 . (44 
M and A are not themselves related by (4.Q but the following rule may be 
given for obtaining M from the corresponding A: (1) Apply (4.5) throughout, 
then (2) replace X(r, asa + b; -s) by (-l)c+l~(~, --a& - b; s). From (C.4), 
we obtain, for example, 
Md;5&) = [(nz - 3)6 2”‘-1/4!][2”“+3p(0, n2 - 1; s) /L(O, a2 + 3; s) 
+ 2w(O, i(n2 - 1); 4 ~(2, n2 + 3; 4 
- cL(L n2 ; s> - Q(L n2 + 2; 4. (4.6) 
APPENDIX A: MARGINAL DISTRIBUTIONS OF THE Rooks OF B 
m=2 
@;1,,(Z) = B(n - 1)-l fl(n - 2,1) - #&(n - 1) I)/%& - 3)~ z)]~ (A.l) 
F&,#) = B(n - l)-’ [Is(n - 2, I) + #$,(&(n - 1), I) &n - 3)~ 1% (A-2) 
m=3 
Fj?;l,nr(Z) = B(&z)-~ B(n - 1)-l 
x v($n - 1, z) p(n - 2, z) - 2fl&p - 1,z) Bz(n - 2301, (A-3) 
F$?j&Z) = B(n - 1)-l j3(rz - 22). (-4.4) 
m=4 
F&,(Z) = B(n - 1)-l B(n - 2)-l 
x F(n - 2,Z) /3(n - 3, Z) - p&t - 290 Pa@ - 390 
- &(nl + n2 - 4) /$(i& - 3), I) B(*(n - 319 0 W(n - 3~ z>19 
(A-5) 
F&&Z) = B(n - 1)-l B(n - 2)-l 
x ~(a - 2, Z) /3(n - 3, I) - /$(n - 294 B2@ - 3,4 




F$&(Z) = [B&z - 1) B(n - 1) B(n - 3)]-~{&z - 2,E) p(n - 2,1) 
x P(n - 4, I) + 2(n, + 712 - 3)-l (n, + n2 - 5) 
x G%# - 1,Z) B(n - 494 Bz(n - 3,Z) - &o(b - 470 P& - 4,o 
- 2(n, + n, - 6) P&n - 2,z) B(n - 3, I) A@ - 4,Ol 
- (n, + nz - V13,(n - 3, z)B(& - 291) 
x [@I + n2 - 4) rs,(n - 3, I) + (n2 - %> Pdn - 430 
+ (~tl + n2 - 6)(n1 + 12% - 8) A@ - 4, WY (A.7) 
F&,,(Z) = B(n - 1)-l B(n - 3)-'@(n - 2,Z)jl(n - 4,Z) - (n, + n2 - 6)-l 
xBo(n - 3,Z)[(n1+ n2 - 4) B2b - 330 + @2 - n1) Mn - 494 
+ (nl + 712 - 6)h + n2 - 8) Pdn - 4,4X-, W-9 
and Ff,&Z) has also been obtained. 
APPENDIX B: MARGINAL DISTRIBUTIONS OF THE LARGEST ROOT OF W, 
G2;,(4 = W - l)-‘MI - 294 - k&k - I), 0 r(Hcz - 3)> 01, (B-1) 
G.,W = P-‘&7s4> %z - l)l-YAh - 1,4 ~(4 - 2>4 
- ad&7 LO Yz(Q 2,01, VW - - 
G,,V) = r(q - I)-WI - 2)-l& - 2,4 ~(4 - 3,4 - ~,‘o(q - 2, I) Y& - 314 
- bo(Q(4 3)* 0 YcH4 3), 4 Y&7 3,419 (B-3) - - - 
G-:,(0 = [2*“-lr(k - 1Nq - l)Qz - 3)1-Yy(k7 - 2, Mq - 2, Mq - 4,O 
+ 2k&!? - 19 w? - 4, oYz(Q - 3, 0 - 3/o& - 4, oY2(4 - 4, 4 
- 2Y&!I 2,4 Y(4 394 Id4 4,41 Yoyo(4 3,4 r&l 234 - - - - - - 
x [r2(4 - 374 + Y&4 - 494 + Yd4 - 4, w P-4) 
APPENDIX C: LAPLACE TRANSFORMS OF THE DENSITY OF V 
m = 3: 
A3;4,s(s) = 2-nS-2(n2 - l)a [2A(O, &n, ; S) h(0, n, - 2; s) - h(1, n, - 1; S)], 
(C.1) 
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A3;a,+J~) = (4!2n2+3)-1 (n, - I)* (h(0, in2 + 1; ~)[(a, - 2) h(3, a2 - 3; s) 
- 12h(l, ?I2 - 2; s)] + h(2, 72, ; s) + 2q2, ?a, - 2; s)}, (C-2) 
A3;8,nz(s) = (6!2n*+7)-1 (n, - 1)s (h(O, 4% + 2; s)[(ng - w2 - 3) 
x X(6, n2 - 4; S) + 3(?2, - 2)(X(4, n2 - 2; s) - 12X(4, n2 - 3; s)) 
+ 24Oq2, 712 - 2; s)] + 2[@2 - 2) X(5, 712 - 3; s) 
- 2X(3, n2 + 1; s) - 6h(3, n2 - 1; s) - 12h(3, n2 - 2; s)]}. 
(C-3) 
m = 4: 
A~~~,~,(s) = (4!2n2+1)-1 (n2 - 6J [2Faf3A(0, n2 + 1; s) h(O, n2 - 3; s> 
-2n.J(0,~(nz+1);s)q2,~2-3;s)-~(l,~2;s) 
- 4q 1, 712 - 2; s)], (C.4) 
A4;7,n,(~) = (6!2”a+4)-’ (n2 - 2)8 {2-“’ h(O, n2 + 3; s)[(nz - 3)(% - 4) 
X /\(4, n2 - 5; S) - 4(TZ2 - 3)(h(3,112 - 4; S) + 6x(2, 712 - 4; s)) 
+ 48(X(1,112 - 3; s) + W, 7t2 - 3; s))] 
+ 2n,(la, + 2) X(0, $(n2 + 3); s> X(4, n2 - 3; s> 
$ 4(n2 - 3)[h(3, ?I2 - 2; S) + 4h(3, n2 - 4; $11 
- 3[A(l, n2 + 2; s) + 16h(3, n, - 3; s) + 48X(1, n2 - 2; s)]}. 
(C.5) 
~3;1o.vz, and A4i9.a, h ave been obtained in similar form. 
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