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REPRESENTATIONS, SHEAVES, AND LEGENDRIAN (2,m)
TORUS LINKS
BAPTISTE CHANTRAINE, LENHARD NG, AND STEVEN SIVEK
Abstract. We study an A∞ category associated to Legendrian links in R
3 whose
objects are n-dimensional representations of the Chekanov–Eliashberg differential
graded algebra of the link. This representation category generalizes the positive
augmentation category and we conjecture that it is equivalent to a category of
sheaves of microlocal rank n constructed by Shende, Treumann, and Zaslow. We
establish the cohomological version of this conjecture for a family of Legendrian
(2,m) torus links.
1. Introduction
1.1. Main results and conjectures. Legendrian contact homology [Eli98, EGH00]
is a powerful invariant of Legendrian links which associates a differential graded al-
gebra (AΛ, ∂Λ), often called the Chekanov–Eliashberg DGA, to a link Λ in a contact
manifold Y . This noncommutative algebra is generated freely by Reeb chords of
Λ, and its differential counts certain holomorphic disks in R× Y with boundary on
R× Λ.
Chekanov [Che02] defined this invariant combinatorially for Legendrian links in the
standard contact R3, and introduced the use of augmentations to extract more
computable information from the DGA. These are DGA morphisms ǫ : (AΛ, ∂Λ)→
(k, 0), where k is the base ring, and they produce chain complexes LCC ǫ∗(Λ) =
(ker ǫ/(ker ǫ)2, ∂ǫ) for what is called linearized contact homology. The set of homolo-
gies {LCH ǫ∗(Λ)} over all ǫ is an effective invariant of Λ, which has been heavily
studied because it is much easier to use in practice than the full DGA.
In recent years, it has become clear that these invariants have a much richer structure
than simply a set: they can be organized into an A∞ category [BC14], and even
a unital A∞ category Aug+(Λ,k) [NRS
+15], which is an invariant of Λ up to A∞
equivalence. The objects of this augmentation category are the augmentations of
(AΛ, ∂Λ), and the morphism spaces Hom(ǫ1, ǫ2) are an appropriate generalization of
the linearized cochain complexes.
Meanwhile, Shende, Treumann, and Zaslow [STZ17] (building on [GKS12]) defined
for each Legendrian link Λ in R3 a differential graded category Sh(Λ,k), whose
objects are constructible sheaves of k-modules on the plane with singular support
controlled by the front projection of Λ. Evidence suggested that in some cases, the
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sheaves with “microlocal rank 1” corresponded bijectively to augmentations of Λ,
and this was no coincidence: the main theorem of [NRS+15] asserts that the full
subcategory Sh1(Λ,k) of such sheaves is equivalent to Aug+(Λ,k) over any field k.
This provides a link between the disparate worlds of holomorphic curve invariants
in contact geometry and homological algebra invariants.
The goal of this paper, then, is to begin investigating natural generalizations of this
theorem. Beyond augmentations, a natural way to get a handle on the Chekanov–
Eliashberg DGA is by studying its representations, and in fact we expect that the
finite-dimensional representation theory of this DGA over a field k is contained
in Sh(Λ,k). Specifically, it is reasonable to guess that objects of the analogous
category Shn(Λ,k) of sheaves with microlocal rank n should correspond not to
augmentations, but rather to n-dimensional representations of (AΛ, ∂Λ), cf. [NR13],
with an augmentation being a 1-dimensional representation. Two possible ways
to generalize the A∞ structure of Aug+(Λ,k) to an A∞ category of n-dimensional
representations were proposed in [CDGG16].
In the present paper we pick out one of these constructions in particular and compare
the resulting category to the sheaf category Shn(Λ,k) in a family of examples.
More precisely, given any integer n ≥ 1, a field k, and a Legendrian link Λ ⊂
R
3, we construct an A∞ category called the representation category Repn(Λ,k).
The objects of this category are n-dimensional representations of the Chekanov–
Eliashberg differential graded algebra (AΛ, ∂Λ) associated to Λ, that is, algebra
maps
ρ : AΛ → Matn(k),
where Matn(k) is the k-algebra of n × n matrices over k, such that ρ satisfies
ρ ◦ ∂Λ = 0. When n = 1, the category Rep1(Λ,k) agrees with the positive augmen-
tation category Aug+(Λ,k) from [NRS
+15]. The definition of Repn(Λ,k) is given
in Section 2, though it is essentially contained in the more general discussion of
“noncommutative augmentation categories” in [CDGG16].
If the main result of [NRS+15] is that the augmentation category Aug+(Λ,k) is
equivalent to the sheaf category Sh1(Λ,k), then we expect that even beyond just
considering objects, the representation category Repn(Λ,k) should itself correspond
on the sheaf side to the category Shn(Λ,k) of constructible sheaves with microsup-
port on Λ and microlocal rank n. We formulate the following conjecture.
Conjecture 1.1 (“Representations are sheaves”). Let Λ be a Legendrian link in
R
3, and let k be a field. Then for any n ≥ 1, there is an A∞ equivalence of A∞
categories
Repn(Λ,k)
∼
→ Shn(Λ,k).
In particular, on the level of cohomology, Conjecture 1.1 would immediately imply
the following result.
Corollary 1.2. If Λ is a Legendrian link, then the cohomology categories H∗Repn(Λ,k)
and H∗Shn(Λ,k) are equivalent.
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In this paper, we will not attempt to prove Conjecture 1.1 or even Corollary 1.2 in
general. However, we will prove the following special case of Corollary 1.2.
Theorem 1.3. For m ≥ 1, let Λm be the Legendrian (2,m) torus link given by
the rainbow closure of the braid σm1 ∈ B2, as shown in Figure 1, equipped with its
standard binary Maslov potential. Then the cohomology categories H∗Repn(Λ,k)
and H∗Shn(Λ,k) are equivalent.
Figure 1. The front projection of the Legendrian link Λm, given as
the rainbow closure of the 2-braid σm1 .
To prove Theorem 1.3, we will explicitly compute the representation and (cohomo-
logical) sheaf categories associated to Λm in a fair amount of detail, and show that
they are identical. The computation on the sheaf side is likely to seem excessively
detailed to a reader who is comfortable with the underlying sheaf theory. However,
one of the goals of this paper is to break down the abstract sheaf calculation for
Λm into computations that essentially reduce to elementary linear algebra, with the
hope of providing a concrete entry point into the sheaf theory for contact geometers.
Remark 1.4. Ideally, we would prove that there is an A∞ equivalence between
Repn(Λm) and Shn(Λm) themselves, instead of only working at the level of cohomol-
ogy. However, our computation does not descend to this level because we compute
Ext groups in H∗(Shn(Λm)) in terms of extensions rather than working directly
with complexes in Shn(Λm). One could hope to prove the desired equivalence by
computing the appropriate Hochschild cohomology groups of these categories: if
they are formal then the dg and A∞ structures are irrelevant for these examples,
and if not then the deformation theory of these categories may still be simple enough
to deduce their equivalence, by the sort of strategy outlined in [Sei02].
Remark 1.5. It should be possible to define the representation category Repn for
Legendrian submanifolds in arbitrary 1-jet spaces. This would follow the definition
of the positive augmentation category Aug+ for these Legendrians, which as of now
has not been completely written down, though see [EL17] for work in this direction.
We would then expect Conjecture 1.1 to hold for Legendrians in all 1-jet spaces.
Note also that there is no particular reason to separate sheaves by their microlocal
rank, just as there is no reason to only consider n-dimensional representations of
(AΛ, ∂Λ) for a single value of n. One could consider the category Sh<∞(Λ,k) of all
sheaves with finite microlocal rank, and similarly build a category Rep<∞(Λ,k) of
4 B. CHANTRAINE, L. NG, AND S. SIVEK
finite-dimensional representations. The computations in the present paper should
extend to this more general setting with no extra difficulties other than careful
bookkeeping. However, we will stick to comparing Repn and Shn for fixed n, as this
is already enough to motivate Conjecture 1.1 and suggest that our construction of
Repn is the correct one.
1.2. Geometric motivation. Here we discuss some geometric intuition behind
Conjecture 1.1. Our discussion is intended to provide some heuristic motivation
and is consequently a sketch omitting full technical details.
First note that an exact Lagrangian filling L of a Legendrian submanifold Λ induces
an augmentation of the DGA for Λ. By arguments of Seidel and Ekholm [Ekh12],
there is an exact triangle relating: the wrapped Floer homology of L, HW (L), as
defined in [AS10]; the linearized contact homology of Λ; and the homology of L,
computed as the infinitesimally wrapped Floer homology of L. Hence when HW (L)
vanishes, we have the so-called Seidel–Ekholm–Dimitroglou-Rizell isomorphism be-
tween linearized contact homology and H∗(L). This occurs for instance when L is
in the symplectization of the contact manifold, or more generally L lies in a Wein-
stein filling and avoids its Lagrangian skeleton, see [CDGG17, Proposition 7.6]. In
[EL17, Theorem 4] it is shown that when HW (L) = 0 this isomorphism lifts to the
level of categories, leading an equivalence between some version of the augmentation
category of Λ and the infinitesimally wrapped Fukaya category.
On the sheaf side, consider the following example: let N be a submanifold of a
manifold Q with smooth boundary ∂N such that N = {f > 0} and ∂N = {f = 0}
for a smooth function f . The boundary at infinity of the microsupport of the
constant sheaf on N (i.e. i∗CN , where i : N → Q is inclusion) is the cosphere
bundle of ∂N , and its derived self hom space is the de Rham complex Ω∗(N) (see
[NZ09, Lemma 4.4.1]). The graph of d(ln f |N) is a Lagrangian filling of this cosphere
bundle, and it has the topology of N , so its Floer homology is quasi-isomorphic to
the hom space in the sheaf category. This is a particularly relevant example: it
follows from work of Nadler–Zaslow that such sheaves generate the full category
Sh(Q), which allows them to prove that the category of sheaves corresponds to the
derived infinitesimally wrapped category (see [NZ09] and [Nad09]).
Combining the two sides, we expect that the augmentation and sheaf categories for
Λ should be equivalent when HW = 0. This last condition is why Conjecture 1.1
is stated for Λ in R3 (which might more generally be replaced by a 1-jet space), as
opposed to a unit cotangent bundle ST ∗Q as is more natural for the sheaf picture.
Now instead of exact Lagrangian fillings of Λ, suppose that we consider exact La-
grangian fillings L equipped with rank n local systems. On the sheaf side, this leads
to the category Shn(Λ,k). On the DGA side, the filling L produces a “univer-
sal” augmentation from the DGA (AΛ, ∂Λ) to the group ring Z[π1(L)]; this is the
standard augmentation corresponding to L, which counts holomorphic disks with
boundary on L and positive end at a Reeb chord of Λ, but now each such disk
contributes the homotopy class of its boundary. Composing this with a rank n local
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system on L leads to an n-dimensional representation of (AΛ, ∂Λ). Collecting these
representations into a category yields the representation category Repn(Λ,k). As
before, one could then guess that the representation and sheaf categories should be
equivalent, and this is the content of Conjecture 1.1.
Remark 1.6. One caveat: the discussion above would produce a correspondence
between derived categories, whereas Conjecture 1.1 is for the original A∞ categories
before triangulation. However, the main result of [NRS+15] establishes Conjec-
ture 1.1 for n = 1 without passing to the derived categories, and we believe that
this should continue to hold for arbitrary n. We note that the methods of [NRS+15]
do not immediately generalize to the setting n ≥ 2; one key difference is that the
local computations in that paper rely on a classification of simple representations of
a particular quiver algebra that does not extend to higher rank representations.
One should be able to define an explicit A∞ functor from Rep to Sh yielding the
equivalence in Conjecture 1.1. This builds on a construction of Viterbo for La-
grangians in cotangent bundles, and a map along these lines has been suggested
independently by F. Bourgeois and V. Shende. Roughly speaking, the idea is
as follows: given an n-dimensional representation ρ of the DGA of a Legendrian
Λ ⊂ J1(Q) ⊂ ST ∗(Q × R), for any q0 ∈ Q × R one can consider the linearized
contact homology complex generated by Reeb chords from Λ to the Legendrian
cotangent fiber over q0, linearized with respect to ρ. Then we map ρ to a sheaf
whose stalk over q0 is this complex, which has microsupport on Λ and microlocal
rank n.
Note that this construction works for Legendrians in ST ∗(Q × R) and not just
J1(Q). However, to extend the map on objects to a map on morphisms, one again
needs some vanishing condition on HW , as is guaranteed e.g. by restricting to J1(Q).
Without this vanishing, as an example, the conormal in ST ∗R2 of a point in R2 is the
microsupport of the skyscraper sheaf on the point whose hom space is 1-dimensional
(corresponding to the homology of the disk filling), whereas the corresponding hom
space in the augmentation category is 2-dimensional (the homology of S1); the dif-
ference comes from the fact that the cotangent fiber has nonzero wrapped homology
in the sector T ∗D2, see [GPS17].
Much of the preceding discussion is speculative both on the analytic side (for general
Weinstein manifolds, thought of as the cotangent of arboreal singularities) and on the
algebraic side. Note that recently the sheaf formulation of wrapped Floer homology
(as suggested in [Nad16] for an approach) has been used in [GPS18, Section 6.4]
to prove an equivalence between some sheaf category and modules over an algebra
which is conjectured in [EL17] to be related to some version of the Chekanov–
Eliashberg algebra. It is not currently fully clear to us what the precise relation is
between Conjecture 1.1 and the results from [GPS18].
1.3. Organization. The remainder of the paper is organized as follows. In Sec-
tion 2 we recall the relevant construction from [CDGG16], and give details of the con-
struction of Repn and its invariance under Legendrian isotopy (following [NRS
+15]).
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Then in Section 3 we proceed to compute this category for a family of Legendrian
(2,m) torus links. In Section 4 we recall the construction of the categories Sh(Λ)
and the definition of microlocal rank. In Section 5 we compute most of the coho-
mology of the sheaf category for the same family of Legendrian knots, leaving the
vanishing of Ext2 and higher to Section 6. Finally, in Section 7 we gather all of
these computations together and prove Theorem 1.3.
Acknowledgments. During our exploration of the sheaf category we benefited
greatly from conversations with Steven Boyer, Ste´phane Guillermou, Dan Ruther-
ford, Vivek Shende, David Treumann, Nicolas Vichery, and Eric Zaslow; we also
thank the referee for helpful feedback. The first author is partially supported by the
ANR projects COSPIN (ANR-13-JS01-0008-01) and QUANTACT (ANR-16-CE40-
0017). The second author is partially supported by NSF grants DMS-1406371 and
DMS-1707652. Some of the early work for this paper stemmed from discussions
at the 2016 workshop “Interactions of gauge theory with contact and symplectic
topology in dimensions 3 and 4” at the Banff International Research Station.
2. The representation category of a Legendrian link
In this section we describe the representation category Repn(Λ,k) associated to a
Legendrian link Λ and prove some elementary properties of this A∞ category. The
construction of the representation category is due to [CDGG16], who mention it
briefly in the context of a more general discussion of “noncommutative augmen-
tation categories”. Since this particular category is of central importance to this
paper, we will review its definition in a way that we hope can be read in a rela-
tively self-contained way. However, we will assume that the reader is familiar with
Chekanov–Eliashberg differential graded algebras associated to Legendrian links,
about which there is now an extensive literature; a particular treatment that is
especially convenient for our discussion can be found in [NRS+15].
Remark 2.1. The portion of [CDGG16] that is most relevant to this paper is
[CDGG16, Appendix A], which discusses noncommutative augmentation categories
associated to Legendrian links. There are two categories proposed there that both
generalize the positive augmentation category Aug+ to n-dimensional representa-
tions, corresponding to two general constructions of A∞ categories (“Case I”, “Case
II”) presented in [CDGG16, §4]. Case II produces a category denoted in [CDGG16]
by Rep+(Λ, n), and this uses the fact that Matn(k) is a Hermitian algebra; however,
this category is not unital (see [CDGG16, Remark A.3]) and we do not consider it
here. Instead we use the Case I category denoted in [CDGG16] by Rep+(Λ, S), in
the special case where S = Matn(k). The treatment of Rep+(Λ, S) in [CDGG16] is
rather cursory and we will expand on its definition below.
2.1. Twisting by noncommutative augmentations. Before defining the repre-
sentation category, we review a general technique given in [CDGG16] for produc-
ing an A∞ algebra by dualizing a Chekanov–Eliashberg differential graded algebra
REPRESENTATIONS, SHEAVES, AND LEGENDRIAN (2, m) TORUS LINKS 7
(or, more generally, a semi-free DGA in the sense of [NRS+15]) equipped with an
augmentation. When the augmentation takes values in a field k, this story is well-
studied; in the context of Legendrian knots, see e.g. [CKE+11, BC14, NRS+15]. In
[CDGG16, section 4.1], this dualizing procedure is generalized to the case when the
augmentation takes values in a possibly noncommutative algebra over k, and this is
the version that we review here.
Let k be a field, and {c1, . . . , cp} a finite set. For an algebra A over k (which for
us will typically be Matn(k)), we will denote by MA the free A-A-bimodule with
generating set {c1, . . . , cp}. We assume that MA is equipped with a grading coming
from assigning degrees to each of the ci’s and that elements of the coefficient ring
have degree 0. We will consider the following tensor algebra:
AA = TA(MA) =
∞⊕
n=0
M⊠nA ,
where ⊠ = ⊗A (withM
⊠0
A = A) and multiplication in AA is given by concatenation.
The grading on MA induces a grading on AA. A differential ∂ on AA is a degree −1
map satisfying the (signed) Leibniz rule ∂(xy) = (∂x)y + (−1)|x|x(∂y) along with
∂(α) = 0 for all α ∈ A. This differential is called augmented if all constant terms in
∂ vanish: more precisely, ∂ maps AA to
⊕∞
n=1M
⊠n
A ⊂ AA.
If AA is equipped with an augmented differential ∂, we can dualize this differen-
tial graded algebra to an A∞ algebra. Let M
∨ denote the dual of MA, M
∨ =
HomA−A(M,A). An element of M
∨ is uniquely determined by where it sends
c1, . . . , cp in A, and so we may identify M
∨ with the free A-module generated
by c∨1 , . . . , c
∨
p , where if φ ∈ M
∨ satisfies φ(ci) = ai then φ is identified with∑
aic
∨
i ∈ M
∨. We assign each generator the grading |c∨i | = |ci| + 1, where |ci|
is the grading of ci as an element of A.
Given an augmented differential ∂ : AA → AA, we can dualize the k-th order part
of ∂ to obtain a k-multilinear map
µk : (M
∨)⊗k →M∨,
where the tensor product is over k and not A.
A k-th order term in ∂(ci),
∂(ci) = αkcikαk−1cik−1 · · ·α1ci1α0 + · · ·
with αj ∈ A, contributes a term to µk:
µk(ai1c
∨
i1
, . . . , aikc
∨
ik
) = (−1)σ(αkaikαk−1aik−1 · · ·α1ai1α0)c
∨
i + · · · ,
where the sign is determined by
(1) σ =
k(k − 1)
2
+
(∑
p<q
|c∨ip ||c
∨
iq |
)
+ |c∨i2 |+ |c
∨
i4
|+ · · · .
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Since ∂2 = 0, the µk operations satisfy the A∞ relations; here we use the A∞ sign
conventions of [NRS+15, §2.3] (in particular, the Koszul sign rule) rather than those
of [CDGG16], and hence the signs are taken from [NRS+15, §3.1].
Proposition 2.2. (M∨, {µk}) is an A∞ algebra over k.
Proof. This follows exactly as in [CDGG16, Theorem 4.11], except that the signs
have been determined using [NRS+15, §3.1]. 
The remainder of this subsection is devoted to a description of how to construct an
augmented differential ∂ on AA (and thus an A∞ algebra) from a general differential
graded algebra equipped with an augmentation. (When A = k, this story is well-
known, cf. [Che02]). To this end, let R be a second k-algebra, producing a tensor
algebra AR in the same way as the definition of AA, and suppose that we have a
differential ∂ on AR satisfying the Leibniz rule and sending R ⊂ AR to 0. We will
consider augmentations to the first k-algebra A:
Definition 2.3. An augmentation of (AR, ∂) to A is a DGA map
ǫ : (AR, ∂)→ (A, 0),
i.e., a graded k-algebra map ǫ : AR → A such that ǫ ◦ ∂ = 0.
Remark 2.4. To be specific, the case that will be of interest to us is when (AR, ∂)
is the Chekanov–Eliashberg DGA of a Legendrian link Λ in R3 (more precisely, the
fully noncommutative DGA with multiple base points, tensored with k). In this
case the generating set {c1, . . . , cp} is the set of Reeb chords of the link, and the
ring R is the group ring k[Fq] where Fq is the free group with q generators. In
other words, AR is generated as a k-algebra by the Reeb chords c1, . . . , cp of Λ
along with elements t±11 , . . . , t
±1
q , where ti and tj do not commute for i 6= j. As
usual for Legendrian contact homology, the grading on AR comes from giving Reeb
chords degrees corresponding to their Conley–Zehnder indices, and the differential
∂ : AR → AR counts holomorphic disks with boundary on R× Λ.
Furthermore, we will be primarily interested in the case A = Matn(k); then we will
call an augmentation of (AR, ∂) to A a representation of AR, and we will usually
use ρ instead of ǫ to denote the representation. See Definition 2.6 below.
Now suppose that we have a differential graded algebra (AR, ∂) equipped with an
augmentation ǫ to A. Then ∂ induces a differential ∂A on AA by replacing all occur-
rences of γ ∈ R in ∂ by ǫ(γ) ∈ A, and ǫ then induces an augmentation of (AA, ∂A) to
A. One can then twist ∂A by this augmentation to produce an augmented differential
on AA.
We now work out this scheme in more detail. Define a k-algebra map φǫ : AR → AA
by its action on generators:
φǫ(ci) = ci + ǫ(ci) i = 1, . . . , p
φǫ(γ) = ǫ(γ) γ ∈ R ⊂ AR.
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We can then define a map ∂ǫ : AA → AA by
∂ǫ(ci) = φǫ(∂ci) i = 1, . . . , p
∂ǫ(α) = 0 α ∈ A,
where ∂ǫ is extended to all of AA by the Leibniz rule. We now have the following
proposition, which by the preceding discussion allows us to produce an A∞ algebra
from (AA, ∂ǫ).
Proposition 2.5. The map ∂ǫ is an augmented differential on AA.
Proof. First note that ∂ǫ ◦ φǫ = φǫ ◦ ∂: the two sides agree on generators of AA by
construction, and both sides behave the same way under products. It follows that
∂2ǫ (ci) = ∂
2
ǫ (φǫ(ci)) = φǫ∂
2(ci) = 0, and so ∂
2
ǫ = 0 on all of AA since ∂ǫ satisfies
the Leibniz rule. Furthermore, the constant term of ∂ǫci is by construction ǫ(∂ci),
which is 0 since ǫ is an augmentation; thus ∂ǫ is augmented. 
In what follows, we will need to compare the A∞ structures arising from equivalent
(“stable tame”) DGAs. To do this, we observe that the above construction of an
augmented differential ∂ǫ from an augmentation ǫ is natural, in the following sense.
Suppose that we have a DGA map f : (AR, ∂) → (A
′
R, ∂), where AR,A
′
R are both
tensor algebras but with possibly different generating sets {c1, . . . , cp}, {c
′
1, . . . , c
′
p′};
in particular, f restricts to the identity map on R. Further suppose that we have
an augmentation ǫ′ of (A′R, ∂) to A; this induces an augmentation ǫ = ǫ
′ ◦ f of
(AR, ∂) to A. We construct maps φǫ : AR → AA, φǫ′ : A
′
R → A
′
A, ∂ǫ : AA → AA,
∂ǫ′ : A
′
A → A
′
A as above, where AA,A
′
A have the same generating sets as AR,A
′
R
respectively.
Define a k-algebra morphism fA : AA → A
′
A by
fA(ci) = φǫ′f(ci)− ǫ(ci) i = 1, . . . , p
fA(α) = α α ∈ A.
We claim that fA intertwines the differentials ∂ǫ and ∂ǫ′ . Indeed, note that we have
fA ◦ φǫ = φǫ′ ◦ f since these two compositions agree on generators of AR:
fAφǫ(ci) = fA(ci + ǫ(ci)) = φǫ′f(ci)− ǫ(ci) + ǫ(ci) = φǫ′f(ci)
and fAφǫ(γ) = ǫ(γ) = φǫ′(γ) = φǫ′f(γ) for γ ∈ R. As in the proof of Proposition 2.5,
we have ∂ǫ′ ◦ φǫ′ = φǫ′ ◦ ∂, whence
fA∂ǫ(ci) = fAφǫ∂(ci) = φǫ′f∂(ci) = φǫ′∂f(ci) = ∂ǫ′φǫ′f(ci) = ∂ǫ′fA(ci),
and we conclude that fA ◦ ∂ǫ = ∂ǫ′ ◦ fA.
Now the constant term in fA(ci) is ǫ
′f(ci) − ǫ(ci) = 0, and so the map fA has
no constant terms: that is, the component of fA|MA mapping to (M
′
A)
⊠0 is 0.
Thus we can write fA|M = f1 ⊕ f2 ⊕ · · · ⊕ fk ⊕ · · · where each fk has image in
(M ′A)
⊠k. Dualizing all the fi as in the construction of the µk, we get a family of
maps {Fk}k∈N which forms an A∞ algebra morphism ((M
′)∨, {µ′k})→ (M
∨, {µk}).
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The whole construction is functorial, so that if f is an isomorphism then it induces
a isomorphism of A∞ algebras.
2.2. The representation category. Following [BC14, CDGG16], one can expand
the construction from Section 2.1 to construct an A∞ category whose objects are
augmentations ǫ : A → A, such that the self-homs of ǫ form the A∞ algebra given
above. In the case where A = Matn(k), this produces an A∞ category that we might
term the “negative representation category”, following the terminology of [NRS+15].
We will instead be interested in a “positive” version of the representation category,
which requires a bit more work to set up and which we will now describe. Through-
out this subsection, we assume that A = Matn(k), though the discussion works
for more general algebras as well. In the case n = 1, the representation category
Rep1(Λ,k) will precisely be the positive augmentation category Aug+(Λ,k) from
[NRS+15].
Definition 2.6. Let (A, ∂) be the Chekanov–Eliashberg DGA of a Legendrian link
Λ equipped with base points. An n-dimensional representation of (A, ∂) is an aug-
mentation ρ : A → Matn(k), meaning a homomorphism of graded k-algebras (here
Matn(k) lives entirely in grading 0) with ρ ◦ ∂ = 0.
Remark 2.7. One can more generally consider DGA maps from (A, ∂) to (EndV, δ),
where V is a graded k-vector space and δ is induced from a differential on V .
The representations that we consider in this paper correspond to δ = 0 and V =
k
n supported in degree 0. The general DGA maps are of interest when studying
augmentations of satellites [LR18]; one can similarly construct a category out of
these, but to simplify the exposition we omit the details here.
Given a Legendrian link Λ with base points ∗1, . . . , ∗q, we can now define the
representation category Repn(Λ,k), fleshing out the definition in [CDGG16]. Let
c1, . . . , cp be the Reeb chords of Λ, and let (A, ∂) be the Chekanov–Eliashberg DGA
of Λ. Note again that A has invertible generators t±11 , . . . , t
±1
q for each base point
which do not commute with the ci or with each other, except that tit
−1
i = t
−1
i ti = 1.
Definition 2.8. The representation category Repn(Λ,k) is the A∞ category over
k defined as follows.
(1) The objects of Repn(Λ,k) are n-dimensional representations of (A, ∂).
(2) Given two objects ρ1, ρ2, the morphism space Hom(ρ1, ρ2) is the free graded
Matn(k)-module generated by c
∨
1 , . . . , c
∨
p , x
∨
1 , y
∨
1 , . . . , x
∨
q , y
∨
q , the formal duals
to the Reeb chords of Λ along with 2q additional generators. These have
gradings |c∨i | = |ci|+ 1, |x
∨
j | = 1, and |y
∨
j | = 0.
(3) We have k-multilinear maps
µk : Hom(ρk−1, ρk)⊗ · · · ⊗Hom(ρ1, ρ2)⊗Hom(ρ0, ρ1)→ Hom(ρ0, ρk)
defined by dualizing the augmented differential of the (k + 1)-copy of Λ
with respect to the pure augmentation ǫ = (ρ0, . . . , ρk), as in the previous
subsection.
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To be more precise, we construct µk by using the Lagrangian projection (k+1)-copy
Λk+1f of Λ as described in [NRS
+15, §4.2.2]. Here we choose q base points ∗1, . . . , ∗q
on Λ with at least one base point on each component of Λ, and then choose a Morse
function f on Λ with 2q critical points consisting of 1 minimum and 1 maximum in
a small neighborhood of each ∗j . We then use f to produce k + 1 parallel copies of
Λ by perturbing Λ in the normal direction according to f .
Each x∨j and y
∨
j correspond to crossings between different components of the (k+1)-
copy near ∗j at the maximum and minimum, respectively. Labeling the copies
Λ1, . . . ,Λk+1 from top to bottom and letting z be any of ci, xj , yj , we let z
i,j denote
the corresponding Reeb chord of Λk+1f from Λj to Λi. Each Λi has base points
∗i1, . . . , ∗
i
q.
The DGA of Λk+1f is described explicitly by [NRS
+15, Proposition 4.14], which we
restate below as Proposition 3.3, and the pure augmentation ǫ satisfies ǫ(tij) = ρi(tj),
ǫ(ci,jl ) = ρi(cl) if i = j, and ǫ(z) = 0 for all other generators. Twisting the differential
of this DGA by the pure augmentation ǫ, each k-th order term of the form
∂ǫ(w1,k+1) = αkz
1,2
k αk−1z
2,3
k−1 · · ·α1z
k,k+1
1 α0 + . . .
then contributes
µk(a1z
∨
1 , . . . , akz
∨
k ) = (−1)
σ(αkakαk−1ak−1 · · ·α1a1α0)w
∨ + · · ·
with the sign (−1)σ as in equation (1).
Proposition 2.9. (Repn(Λ,k), {µk}) is a unital A∞ category over k.
Proof. This category is defined as Rep+(Λ,Matn(k)) in [CDGG16, §A.2.2] (but
with sign conventions as in [NRS+15]). There it is explained how the construction
of a consistent sequence of DGAs from [NRS+15] adapts to the case where the
objects are representations instead of just augmentations; then we can pass from
this sequence to Repn(Λ,k) by [NRS
+15, Definition 3.16], and it is an A∞ category
by [NRS+15, Proposition 3.17]. As observed in [CDGG16, §A.2.2], the existence
of a unit eρ = −
∑q
j=1 y
∨
j in each Hom(ρ, ρ) essentially follows from [NRS
+15,
Proposition 3.28]; this unit is closed as a consequence of [EES09, Theorem 5.5]. 
Proposition 2.10. Fix n and k. Up to A∞ equivalence, the A∞ category Repn(Λ,k)
does not depend on the choice of Morse function f . Moreover, if Λ and Λ′ are Leg-
endrian isotopic, then Repn(Λ,k) and Repn(Λ
′,k) are A∞ equivalent.
Proof. This follows exactly as in [NRS+15, Theorem 4.20]; we outline the steps here.
First, following [NRS+15, Proposition 4.21], we suppose that Λ and Λ′ are related
by a Legendrian isotopy carrying the Morse function f on Λ to f ′ on Λ′, and that
f (and hence f ′) has exactly one local maximum on each component. Then the
Legendrian isotopy relating these links induces a stable tame isomorphism of DGAs,
which induces a consistent family of DGA morphisms (in the sense of [NRS+15,
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Definition 3.19]) as shown in [NRS+15, Proposition 3.29]. Using the construction of
A∞ morphisms at the end of Section 2.1, we produce an A∞ equivalence from this
consistent family by following the proofs of [NRS+15, Propositions 3.29 and 4.21]
verbatim: tame isomorphisms of DGAs are easily seen to give A∞ equivalences, and
then stabilization is treated by considering the functor associated to the inclusion
i : A → S(A) and doing the same verification by hand as in [BC14, Theorem 2.14]
and [NRS+15, Proposition 4.21].
Next, we repeat [NRS+15, Proposition 4.22] to argue that for fixed Λ, the category
Repn(Λ,k) is independent of the choice of f . More precisely, each of two operations
induces a consistent sequence of DGA morphisms, and hence an A∞ functor which
is readily shown to be an equivalence. These operations are replacing a single base
point with multiple base points along a small arc of Λ, and pushing a base point
through a crossing of Λ. A small amount of extra bookkeeping is needed in this
setting because the coefficients do not commute in general, unlike in the case of
Aug+(Λ,k), but the adaptation is straightforward. 
We conclude this section with a discussion of isomorphism in the representation
category. Here isomorphism of objects is defined as usual: ρ1, ρ2 are isomorphic if
they are isomorphic in the cohomology category H∗Repn(Λ,k), in the sense that
there are closed morphisms between ρ1 and ρ2 that compose to give the identity in
cohomology.
Proposition 2.11. Let ρ1, ρ2 : A → Matn(k) be two representations of the Chekanov–
Eliashberg DGA (A, ∂). If there is an invertible M ∈ Matn(k) such that ρ2 =
M−1ρ1M , then ρ1 is isomorphic to ρ2.
Conversely, suppose that Λ has a single base point and no Reeb chords in degree
−1 or −2. If ρ1 is isomorphic to ρ2, then there is an invertible M such that ρ2 =
M−1ρ1M .
Remark 2.12. In the case n = 1 of Proposition 2.11, we see that if Λ has one base
point and no Reeb chords in degree −1 or −2, then no two distinct augmentations
are isomorphic in Aug+(Λ,k), cf. [NRS
+15, Proposition 5.17].
In the proof of Proposition 2.11 and in subsequent sections we will make use of a
certain link grading r × c from [NRS+15, Definition 4.12], which we recall here.
Definition 2.13. Let Λ be an oriented, pointed Legendrian link with base points
∗1, . . . , ∗q, at least one of which lies on each component of Λ. We write Ui for the
component of Λ r {∗1, . . . , ∗q} with initial endpoint ∗i. Then for each Reeb chord
generator c of the DGA (A, ∂), we define r(c) and c(c) to be the unique integers for
which the upper and lower endpoints of c lie on Ur(c) and Uc(c) respectively. We also
define r(ti) and c(ti) so that the base point ∗i is preceded by Ur(ti) and followed by
Uc(ti). (By definition c(ti) = i.)
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Proof of Proposition 2.11. In order to compute the differential µ1 on each Hom(ρi, ρj),
we read off the DGA of Λ2f from [NRS
+15, Proposition 4.14] (restated for conve-
nience as Proposition 3.3 below). Letting c1, . . . , cp denote the Reeb chords of Λi
and (r, c) the link grading, in Hom(ρ1, ρ2) we have
µ1(uiy
∨
i ) =
∑
r(ck)=i
uiρ2(ck)c
∨
k −
∑
c(ck)=i
ρ1(ck)uic
∨
k
+
∑
r(tk)=i
ρ1(tk)
−1uiρ2(tk)x
∨
k −
∑
c(tk)=i
uix
∨
k .
(Here we have eliminated a sign (−1)|ak | in front of ρ1(ck)uic
∨
k by observing that
ρ1(ck) = 0 if |ck| 6= 0.) Summing over all i, we have
µ1
(
q∑
i=1
uiy
∨
i
)
=
p∑
k=1
(
ur(ck)ρ2(ck)− ρ1(ck)uc(ck)
)
c∨k
+
q∑
k=1
(
ρ1(tk)
−1ur(tk)ρ2(tk)− uc(tk)
)
x∨k ,
so f =
∑
i uiy
∨
i ∈ Hom(ρ1, ρ2) is a degree-0 cycle if and only if ur(z)ρ2(z) = ρ1(z)uc(z)
for all z = c1, . . . , cp, t1, . . . , tq. Similarly, g =
∑
i u
′
iy
∨
i ∈ Hom(ρ2, ρ1) is a degree-0
cycle if and only if u′
r(z)ρ1(z) = ρ2(z)u
′
c(z) for all z.
For the composition µ2, we examine the DGA of Λ
3
f : the only terms with degree 2 in
the yk variables have the form ∂y
13
k = y
12
k y
23
k , from which we have µ2(uy
∨
i , u
′y∨j ) = 0
if i 6= j and µ2(uy
∨
k , u
′y∨k ) = −u
′uy∨k . Thus any two elements f ∈ Hom
0(ρ1, ρ2) and
g ∈ Hom0(ρ2, ρ1) of the form f =
∑
uiy
∨
i and g =
∑
u′iy
∨
i have compositions
µ2(g, f) = −
q∑
i=1
uiu
′
iy
∨
i ∈ Hom
0(ρ1, ρ1),
µ2(f, g) = −
q∑
i=1
u′iuiy
∨
i ∈ Hom
0(ρ2, ρ2),
which are equal to the units eρj = −
∑q
i=1 y
∨
i if and only if u
′
i = u
−1
i for all i =
1, . . . , q.
Putting these facts together, we see that the pair (f, g) as above gives an isomor-
phism ρ1 ∼= ρ2 if and only if there are invertible matrices u1, . . . , uq such that
(2) ρ2(z) = u
−1
r(z)ρ1(z)uc(z)
for all generators z of (A, ∂). If ρ1 and ρ2 are conjugate, with ρ2 =M
−1ρ1M , then
we take ui =M for all i to see that indeed ρ1 ∼= ρ2.
For the converse, we suppose that Λ has no Reeb chords in degree −1 or −2 and
that the cycles f ∈ Hom0(ρ1, ρ2) and g ∈ Hom
0(ρ2, ρ1) satisfy [µ2(g, f)] = [eρ1 ] and
[µ2(f, g)] = [eρ2 ] in cohomology. By assumption, each Hom
0(ρi, ρj) is spanned by
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the y∨i , so we must have f =
∑
uiy
∨
i and g =
∑
u′iy
∨
i for some matrices ui and
u′i. Moreover, we have Hom
−1(ρj , ρj) = 0 for all j, so any cycle in Hom
0(ρj , ρj)
which is homologous to eρj must in fact be equal to it. In particular, we have
µ2(g, f) = eρ1 and µ2(f, g) = eρ2 , and it follows exactly as above that equation (2)
holds. The assumption that Λ has exactly one base point implies that the link
grading collapses to r = c = 1; setting M = u1, we conclude that ρ2 =M
−1ρ1M as
claimed. 
When Λ has multiple base points ∗1, . . . , ∗q, we can think of each representation
ρ : A → Matn(k) as an action of (A, ∂) on V
⊕q = V1 ⊕ · · · ⊕ Vq, where V = k
n
and each ρ(z) is an element of Hom(Vc(z), Vr(z)). In other words, for each generator
z of A the endomorphism ρ(z) is a qn × qn matrix, viewed as a q × q matrix of
n × n blocks whose only nonzero block is in position (r(z), c(z)). For more on this
perspective, see [NRS+15, §3.2].
In this case, if Λ has no Reeb chords in degree −1 or −2, equation (2) says that
two representations ρ1, ρ2 are isomorphic in H
∗Repn(Λ,k) if and only if they are
identified by some simultaneous change of bases for V1, . . . , Vq, or equivalently iff
they are conjugate by some invertible qn×qn matrix such that all off-diagonal n×n
blocks are zero. When Λ is a knot with several base points, this seems like a much
weaker notion of equivalence than in Proposition 2.11, but this is explained by the
fact that the additional base points introduce extra t±1i generators into the DGA
and hence there are generally many more representations.
3. The representation category of Legendrian (2,m) torus links
In this section, we will use Λm to denote the Legendrian (2,m) torus link in R
3
whose Lagrangian (xy) projection is shown in Figure 2. This is Legendrian isotopic
to the Λm shown in Figure 1 in the Introduction, with the advantage that the
Chekanov–Eliashberg DGA for this version of Λm is rather simple. For the purposes
of computing this DGA, place base points ∗1, ∗2 along the loops to the right of b1, b2
(note that if m is odd, this is one more base point than necessary).
Let a1, a2, . . . denote a collection of noncommuting variables. Define two sequences
of polynomials {Pm}
∞
m=0 and {Qm}
∞
m=0 as follows:
P0 = 1
P1(a1) = a1
Pm(a1, . . . , am) = Pm−1(a1, . . . , am−1)am + Pm−2(a1, . . . , am−2)
Q0 = 1
Q1(a1) = −a1
Qm(a1, . . . , am) = −Qm−1(a2, . . . , am)a1 +Qm−2(a3, . . . , am).
Thus P2(a1, a2) = 1+ a1a2, Q2(a1, a2) = 1+ a2a1, P3(a1, a2, a3) = a1+ a3+ a1a2a3,
Q3(a1, a2, a3) = −a1 − a3 − a3a2a1, and so forth.
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a1 a2 a3 am
b1
b2
∗1
∗2
Figure 2. A Lagrangian projection of the Legendrian (2,m) torus
link Λm.
The Chekanov–Eliashberg DGA (A(Λm), ∂) for Λm is then generated by b1, b2 in
degree 1 and a1, . . . , am, t
±1
1 , t
±1
2 in degree 0, with differential given by:
∂(b1) = t
−1
1 + Pm(a1, . . . , am)
∂(b2) = t2 +Qm(a1, . . . , am)
and the differential of all degree 0 generators is 0.
Remark 3.1. If m is even and Λm is a 2-component link, the grading on A(Λm)
is not well-defined, but rather depends on a choice of Maslov potential on Λm: the
general grading is |b1| = |b2| = 1 and |ai| = (−1)
iℓ for some fixed ℓ ∈ Z. In this
case, we choose a Maslov potential such that ℓ = 0. This corresponds to a choice of
Maslov potential on the front projection from Figure 1 that is binary, cf. the sheaf
computation in Section 5.1.
An object of the representation category Repn(Λm,k) is determined by where it
sends the degree 0 generators of (A(Λm), ∂): that is, it is given by a choice of
matrices A1, . . . , Am, T1, T2 ∈ Matn(k) such that
Pm(A1, . . . , Am) = −T
−1
1
Qm(A1, . . . , Am) = −T2.
We now have the following result, generalizing Sylvester’s determinant identity
(which is the m = 2 case).
Proposition 3.2. Let A1, . . . , Am ∈ Matn(k). Then
det(Pm(A1, . . . , Am)) = (−1)
mn det(Qm(A1, . . . , Am)).
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Proof. By the recurrence relation for Pm, we have the following matrix identities,
where the matrices are presented in block form with each entry being an n × n
matrix:
(
Pm−1(A1, . . . , Am−1) Pm(A1, . . . , Am)
)
=
(
0 1
)(0 1
1 A1
)
· · ·
(
0 1
1 Am
)(3)
(
Qm(A1, . . . , Am) Qm−1(A2, . . . , Am)
)
=
(
1 0
)(−Am 1
1 0
)
· · ·
(
−A1 1
1 0
)
.(4)
Multiplying (4) on the right by
(
0 1
1 A1
)
· · ·
(
0 1
1 Am
)
and combining with (3) yields:(
1 0
Pm−1(A1, . . . , Am−1) Pm(A1, . . . , Am)
)
=
(
Qm(A1, . . . , Am) Qm−1(A2, . . . , Am)
0 1
)(
0 1
1 A1
)
· · ·
(
0 1
1 Am
)
.
Now take the determinant of both sides. 
By Proposition 3.2, the objects of Repn(Λm,k) are in correspondence with
(5) {(A1, . . . , Am) ∈ Matn(k) |Pm(A1, . . . , Am) is invertible};
then T1 and T2 are determined by T1 = −Pm(A1, . . . , Am)
−1 and T2 = −Qm(A1, . . . , Am).
We now turn to the morphisms and A∞ operations in Repn(Λm,k). Let ρ =
(A1, . . . , Am) and ρ
′ = (A′1, . . . , A
′
m) be two objects in Repn(Λm,k). The graded
hom spaces between ρ and ρ′ are the free Matn(k)-modules with generators given
as follows:
Hom2(ρ, ρ′) = 〈b∨1 , b
∨
2 〉
Hom1(ρ, ρ′) = 〈a∨1 , . . . , a
∨
m, x
∨
1 , x
∨
2 〉
Hom0(ρ, ρ′) = 〈y∨1 , y
∨
2 〉.
To calculate the µ1 maps, we appeal to [NRS
+15, Proposition 4.14], which gives a
combinatorial formula for the DGA of the k-copy of Λ in terms of the DGA of Λ,
and which for convenience we recall here.
Proposition 3.3 ([NRS+15, Proposition 4.14]). Let the DGA (A, ∂) of Λ be gen-
erated by Reeb chords c1, . . . , cp along with t
±1
1 , . . . , t
±1
q corresponding to base points
∗1, . . . , ∗q. The DGA (A
k, ∂k) for the k-copy of Λ is given as follows. As an algebra,
Ak is generated by:
• {cijℓ }1≤i,j≤k, 1≤ℓ≤p, with |c
ij
ℓ | = |cℓ|;
• {(tiℓ)
±1}1≤i≤k, 1≤ℓ≤q, with |(t
i
ℓ)
±1| = 0;
• {xijℓ , y
ij
ℓ }1≤i<j≤k, 1≤ℓ≤q, with |x
ij
ℓ | = 0 and |y
ij
ℓ | = −1.
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To state the differential, define k × k matrices: C1, . . . , Cp with (Cℓ)ij = c
ij
ℓ , and
X1, . . . ,Xq, Y1, . . . , Yq,∆1, . . . ,∆q with
(Xℓ)ij =

1 i = j
xijℓ i < j
0 i > j
(Yℓ)ij =
{
yijℓ i < j
0 i ≥ j
(∆ℓ)ij =
{
tiℓ i = j
0 i 6= j.
Then ∂k is given entry-by-entry by:
∂k(Cℓ) = Φ(∂(cℓ)) + Yr(cℓ)Cℓ − (−1)
|cℓ|CℓYc(cℓ)
∂k(Xℓ) = ∆
−1
ℓ Yr(tℓ)∆ℓXℓ −XℓYc(tℓ)
∂k(Yℓ) = Y
2
ℓ ,
where Φ : A → Matk(A
k) is the ring homomorphism given by Φ(cℓ) = Cℓ, Φ(tℓ) =
∆ℓXℓ, Φ(t
−1
ℓ ) = X
−1
ℓ ∆
−1
ℓ , and the link grading r(·), c(·) was defined in Defini-
tion 2.13.
In our case, we have link grading c(t1) = 1, c(t2) = 2, (r(t1), r(t2)) =
{
(2, 1) m odd
(1, 2) m even
,
(r(aj), c(aj)) =
{
(1, 2) j odd
(2, 1) j even
, and (r(bj), c(bj)) =
{
(1, 2) m odd
(j, j) m even
. This leads
to the following formulas for the differential ∂2 in the 2-copy of Λ:
∂2(b121 ) = −x
12
1 (t
2
1)
−1 + y12r(b1)b
22
1 + b
11
1 y
12
c(b1)
+
m∑
j=1
Pj−1(a
11
1 , . . . , a
11
j−1)a
12
j Pm−j(a
22
j+1, . . . , a
22
m )
∂2(b122 ) = t
1
2x
12
2 + y
12
r(b2)
b222 + b
11
2 y
12
c(b2)
−
m∑
j=1
Qm−j(a
11
j+1, . . . , a
11
m )a
12
j Qj−1(a
22
1 , . . . , a
22
j−1)
∂2(a12j ) = y
12
r(aj)
a22j − a
11
j y
12
c(aj)
∂2(x121 ) = (t
1
1)
−1y12r(t1)t
2
1 − y
12
1
∂2(x122 ) = (t
1
2)
−1y12r(t2)t
2
2 − y
12
2
∂2(y121 ) = ∂
2(y122 ) = 0.
Augmenting by substituting a11j = Aj , a
22
j = A
′
j , b
11
j = b
22
j = 0, t
1
j = Tj , t
2
j = T
′
j and
dualizing gives the following formulas for µ1:
µ1(z1b
∨
1 ) = µ1(z2b
∨
2 ) = 0
µ1(wja
∨
j ) = Pj−1(A1, . . . , Aj−1)wjPn−j(A
′
j+1, . . . , A
′
n)b
∨
1
−Qn−j(Aj+1, . . . , An)wjQj−1(A
′
1, . . . , A
′
j−1)b
∨
2
µ1(v1x
∨
1 ) = −v1(T
′
1)
−1b∨1
µ1(v2x
∨
2 ) = T2v2b
∨
2
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µ1(u1y
∨
1 ) =
∑
j odd
u1A
′
ja
∨
j −
∑
j even
Aju1a
∨
j − u1x
∨
1 +
{
T−12 u1T
′
2x
∨
2 m odd
T−11 u1T
′
1x
∨
1 m even
µ1(u2y
∨
2 ) = −
∑
j odd
Aju2a
∨
j +
∑
j even
u2A
′
ja
∨
j − u2x
∨
2 +
{
T−11 u2T
′
1x
∨
1 m odd
T−12 u2T
′
2x
∨
2 m even.
From this we can calculate the cohomology of Hom(ρ, ρ′) with respect to µ1.
Proposition 3.4. Let ρ = (A1, . . . , Am) and ρ
′ = (A′1, . . . , A
′
m) be objects in
Repn(Λm,k). Then we have:
H0Hom(ρ, ρ′) ∼= {(u1, u2) ∈ (Matn(k))
2 |u1A
′
j = Aju2 for j odd and Aju1 = u2A
′
j for j even};
H1Hom(ρ, ρ′) ∼= (Matn(k))
m /
{(u1A
′
1 −A1u2, u2A
′
2 −A2u1, u1A
′
3 −A3u2, . . . , u1A
′
m −Amu2) |u1, u2 ∈Matn(k)}
if m is odd, and
H1Hom(ρ, ρ′) ∼= (Matn(k))
m /
{(u1A
′
1 −A1u2, u2A
′
2 −A2u1, u1A
′
3 −A3u2, . . . , u2A
′
m −Amu1) |u1, u2 ∈Matn(k)}
if m is even; and H2Hom(ρ, ρ′) = 0.
Proof. As µ1(−vT
′
1x
∨
1 ) = vb
∨
1 and µ1(T
−1
2 vx
∨
2 ) = vb
∨
2 , the statement for H
2 is
clear. For H1Hom(ρ, ρ′), note that any degree 1 cycle can be written as
∑
j wja
∨
j +
v1x
∨
1 + v2x
∨
2 , where w1, . . . , wm are unconstrained and v1, v2 are determined by
w1, . . . , wm; to get the desired isomorphism, project away the x
∨
1 and x
∨
2 terms.
Finally, for H0Hom(ρ, ρ′), note that by the formula for µ1, the statement that
µ1(u1y
∨
1 + u2y
∨
2 ) = 0 is equivalent to the conditions u1A
′
j = Aju2 etc. given in the
statement of the proposition, along with the conditions
u1 = T
−1
1 u2T
′
1 u2 = T
−1
2 u1T
′
2 m odd
u1 = T
−1
1 u1T
′
1 u2 = T
−1
2 u2T
′
2 m even,
but these extra conditions are superfluous due to the equalities T−11 = −Pm(A1, . . . , Am),
(T ′1)
−1 = −Pm(A
′
1, . . . , A
′
m), T2 = −Qm(A1, . . . , Am), T
′
2 = −Qm(A
′
1, . . . , A
′
m) and
Lemma 3.5 below. 
Lemma 3.5. Suppose for some m ≥ 1 that A1, . . . , Am, A
′
1, . . . , A
′
m, u1, u2 are ele-
ments of Matn(k) satisfying
u1A
′
j = Aju2 for all odd j and Aju1 = u2A
′
j for all even j.
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Then we have
u1Pm(A
′
1, . . . , A
′
m) =
{
Pm(A1, . . . , Am)u2, m odd
Pm(A1, . . . , Am)u1, m even,
Qm(A1, . . . , Am)u2 =
{
u1Qm(A
′
1, . . . , A
′
m), m odd
u2Qm(A
′
1, . . . , A
′
m), m even.
Proof. We prove this by induction on m, the cases m = 1, 2 being straightfor-
ward once we recall that P1(a1) = a1, P2(a1, a2) = 1 + a1a2, Q1(a1) = −a1, and
Q2(a1, a2) = 1 + a2a1. We let (i, j) be (1, 2) if m is odd and (2, 1) if m is even; in
either case we have Amuj = uiA
′
m.
For the first equation, multiplying the defining recurrence for Pm on the left by u1
gives
u1Pm(A
′
1, . . . , A
′
m) = (u1Pm−1(A
′
1, . . . , A
′
m−1))A
′
m + u1Pm−2(A
′
1, . . . , A
′
m−2)
= (Pm−1(A1, . . . , Am−1)ui)A
′
m + Pm−2(A1, . . . , Am)uj
= Pm−1(A1, . . . , Am−1)(Amuj) + Pm−2(A1, . . . , Am)uj
= Pm(A1, . . . , Am)uj
as desired. For the second equation, we use the recurrence
Qm(A1, . . . , Am) = −AmQm−1(A1, . . . , Am−1) +Qm−2(A1, . . . , Am−2),
which is easily seen to be equivalent to the one which defines Qm; multiplying on
the right by u2 then gives Qm(A1, . . . , Am)u2 = uiQm(A
′
1, . . . , A
′
m) by an identical
argument. 
Remark 3.6. A summary of Proposition 3.4 and its proof is as follows. Since
µ1(d1x
∨
1 ) = −d1(T
′
1)
−1b∨1 and µ1(d2x
∨
2 ) = T2d2b
∨
2 and T
′
1, T2 are invertible, to com-
pute cohomology with respect to µ1 we can cancel all multiples of x
∨
1 with all mul-
tiples of b∨1 , and similarly x
∨
2 with b
∨
2 . The resulting quotient complex is supported
only in degrees 0 and 1 and is given by the map
(Matn(k))
2 → (Matn(k))
m
(u1, u2) 7→ (u1A
′
1 −A1u2, u2A
′
2 −A2u1, u1A
′
3 −A3u2, . . .).
Then H0Hom(ρ, ρ′) and H1Hom(ρ, ρ′) are the kernel and cokernel of this map,
respectively.
To conclude the computation of the cohomology category H∗Repn(Λ,k), we need
to compute the composition maps µ2. For degree reasons, the only possible nonzero
µ2 maps are
µ2 : H
0Hom(ρ′, ρ′′)⊗H0Hom(ρ, ρ′)→ H0Hom(ρ, ρ′′)
µ2 : H
0Hom(ρ′, ρ′′)⊗H1Hom(ρ, ρ′)→ H1Hom(ρ, ρ′′)
µ2 : H
1Hom(ρ′, ρ′′)⊗H0Hom(ρ, ρ′)→ H1Hom(ρ, ρ′′).
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Let ρ = (A1, . . . , Am), ρ
′ = (A′1, . . . , A
′
m), ρ
′′ = (A′′1 , . . . , A
′′
m) be objects inRepn(Λ,k).
From [NRS+15, Proposition 4.14], we read off the parts of the 3-copy differential ∂3
that are relevant for calculating µ2:
∂3(a13j ) = y
12
r(aj)
a23j − a
12
j y
23
c(aj)
+ · · ·
∂3(x13j ) = (t
1
j )
−1y12r(tj)t
2
jx
23
j − x
12
j y
23
c(tj)
+ · · ·
∂3(y13j ) = y
12
j y
23
j .
Dualizing these differentials gives the following. For H0 ⊗H0, we have:
µ2(u
′
1y
∨
1 + u
′
2y
∨
2 , u1y
∨
1 + u2y
∨
2 ) = −u1u
′
1y
∨
1 − u2u
′
2y
∨
2 .
In terms of the isomorphism for H0 from Proposition 3.4, we have:
(6) µ2((u
′
1, u
′
2), (u1, u2)) = −(u1u
′
1, u2u
′
2).
For H0 ⊗H1, we have:
µ2(u
′
1y
∨
1+u
′
2y
∨
2 ,
∑
j
wja
∨
j +v1x
∨
1+v2x
∨
2 ) = −
∑
j odd
wju
′
2a
∨
j −
∑
j even
wju
′
1a
∨
j −v1u
′
1x
∨
1−v2u
′
2x
∨
2 .
In terms of the isomorphisms for H0 and H1 from Proposition 3.4, we have:
(7) µ2((u
′
1, u
′
2), (w1, . . . , wm)) = −(w1u
′
2, w2u
′
1, w3u
′
2, . . .).
Similarly, for H1 ⊗H0, we find
(8) µ2((w
′
1, . . . , w
′
m), (u1, u2)) = −(u1w
′
1, u2w
′
2, u1w
′
3, . . .).
4. The category Sh(Λ,k)
In this Section we recall some of the theory of microsupport of constructible sheaves
from [KS94], its application to symplectic and contact geometry as in [GKS12], and
the construction of the category Sh(Λ,k) from [STZ17]. We do not intend to be
exhaustive, recalling only those facts which are necessary in order to have a working
definition of microsupport and compute the category for our particular Legendrian
(2,m) torus knots.
4.1. Dg version of the derived category. We describe here the construction of
the dg-quotient of categories of complexes of sheaves as described in [Dri04]. Letting
X be a topological space, we denote by S˜h(X,k) the dg-category of complexes
of sheaves of k-modules on X with constructible homology. Let A˜ be any full
subcategory of S˜h(X,k) stable under degree shift and whose objects contain all
acyclic complexes. We denote by A the quotient category by acyclic complexes as
described in [Dri04, Section 3]. Briefly, the objects of A are those of A˜, and if F
is acyclic then homA(F ,F) is equipped with one additional morphism εF of degree
−1 with differential dεF = idF .
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Remark 4.1. This extra morphism has the following effect. Let f ∈ hom(F ,F ′)
be a closed morphism which induces an isomorphism in the cohomological category
(i.e. a quasi-isomorphism). Then the complex of sheaves Ff := cone(f) is acyclic.
We denote by iF , iF ′ , pF , pF ′ the canonical inclusions into and projections out of Ff .
Note that iF ′ and pF are closed morphisms, whereas diF = iF ′ ◦f and dpF ′ = f ◦pF .
Thus in A the map g := pF ◦ε◦iF ′ is a closed map such that fg+IF ′ = d(pF ′ ◦ε◦iF ′ )
and gf + IF = d(pF ◦ ε ◦ iF ), which means that f is invertible up to homotopy. In
particular, [f ] is invertible in the homology category H∗(A).
Indeed the categoryH0(Sh(X,k)) coincides with the derived category of constructible
sheaves of k-modules on X, and we have H i(hom(F ,F ′)) = Exti(F ,F ′).
4.2. Combinatorial description of constructible sheaves. Let S be a strati-
fication of the plane R2, viewed as a category where there is a unique map from a
to b iff a ⊂ b. For a given stratum a ∈ S, we let the star of a, denoted s(a), be the
union of all strata whose closure contains a. Here we will only consider stratifica-
tions which are regular cell complexes, i.e. all strata and their stars are contractible
in S2 = R2 ∪∞.
We denote by F˜un(S,k) the category of functors from S into chain complexes of k-
modules (with acyclic stalk on the non compact strata). As in Section 4.1, given any
full subcategory A˜ whose objects contain all functors valued in acyclic complexes,
we denote by A its quotient by those functors.
An object F ∈ Sh(R2,k) whose homology sheaves are constructible with respect to
the stratification S leads to an object ΓS(F) defined by ΓS(F)(a) = F(s(a)). This
extends to a functor from ShS(X,k) to Fun(S,k). It follows from [Nad09, Lemma
2.3.3] that for regular cell complexes, this map is a quasi-equivalence.
4.3. Microsupport. In order to avoid notational confusion involving the sheaf co-
homology of complexes of sheaves, given a sheaf F of (possibly graded) k-vector
spaces, we denote its i-th sheaf cohomology group by by RiΓ(F), the total group
being RΓ(F) =
⊕
iR
iΓ(F).
Let F ∈ Ob(Sh(X,k)). For (x, p) ∈ T ∗X, we denote by Cx,p the set of functions
f : X → R such that f(x) = 0 and dfx = p. A point (x, p) is characteristic for F
if there is some f ∈ Cx,p and a sequence of positive numbers ε → 0 for which the
restriction-induced map
RΓB(x,ε)(F)→ RΓ{f<0}∩B(x,ε)(F)
is not an isomorphism. We denote by SS(F) the closure of the set of characteristic
points for F . We denote by SS•(F) the set of points (x, p) ∈ SS(F) such that p 6= 0.
It follows from results in [KS94] that if SS•(F) is a submanifold of T
∗X, then it is
a conical Lagrangian for the standard symplectic structure. Its projectivization is a
Legendrian submanifold of S(T ∗X).
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Given a Legendrian submanifold Λ of S(T ∗X), we denote by Sh(Λ,k) the full sub-
category of Sh(X,k) generated by objects F whose homology sheaves are con-
structible with respect to its front projection Π(Λ) ⊂ X and such that SS•(F) has
projectivization inside Λ; if X is a product Y ×R, with z the coordinate on R, then
we will also insist that F has acyclic stalk for z ≪ 0. It follows from [GKS12, The-
orem 3.7] and [STZ17, Theorem 4.10] that Sh(Λ,k) is invariant under Legendrian
isotopies of Λ.
We wish to study invariants of Legendrians in R3, which does not have the form
S(T ∗X). However, a 1-jet space J1(Y ) naturally embeds in the subspace of S(T ∗(Y×
R)) consisting of “graphical” (i.e., non-vertical) contact elements, so that we can
talk about sheaves on Y × R with microsupport in a Legendrian in J1(Y ). In the
case Y = R we thus get an invariant Sh(Λ,k) of Λ ⊂ J1(R) = R3, as desired. This
is the perspective used throughout [STZ17], and the embedding i : R3 →֒ S(T ∗R2) is
explicitly described in [STZ17, §2.1.1]. Its image is equal to the set of “downward”
covectors, and it identifies the front (xz) projection of Λ ⊂ R3 with the projection of
i(Λ) ⊂ S(T ∗R2) to the base R2. Thus Sh(Λ,k) consists of complexes of sheaves on
R2 whose homology is constructible with respect to the front projection Π(Λ) ⊂ R2,
and [STZ17] gives a very concrete interpretation of the singular support condition,
which we now describe.
Assume that Λ ⊂ R3 is generic so that its front Π(Λ) has only cusps and double
points as singularities. Then Π(Λ) induces a stratification of R2 where the top-
dimensional strata are the regions of the complement of the front, the 0-dimensional
strata are cusps and double points of the front projection, and the remainder of the
front forms the 1-dimensional strata. We denote by SΛ this stratification. When
this stratification is a regular cell complex, the condition for F to have microsupport
in Λ translates to the following conditions for ΓSΛ(F):
(1) Arcs: Near an arc a we have a map f going to the upper 2-dimensional
stratum U and a map g going to the lower 2-dimensional stratum D; we
require g to be a quasi-isomorphism.
F(U)
F(s(a))
f
OO
∼=

F(D)
Figure 3. The microsupport condition near an arc a.
(2) Cusps: Near a cusp c we have an upper arc u and a lower arc d, and regions
I and O which are “inside” the cusp and “outside” the cusp respectively.
REPRESENTATIONS, SHEAVES, AND LEGENDRIAN (2, m) TORUS LINKS 23
We require the maps from c to u, from b to O, and from a to I to be
quasi-isomorphisms as shown in Figure 4.
F(s(u))
uu
∼=

F(O) F(c)
∼=oo
66♥♥♥♥♥♥♥♥♥♥♥♥♥
//
∼=
((PP
PPP
PPP
PPP
PP
F(I)
F(s(d))
∼=
ii OO
Figure 4. The microsupport condition near a cusp.
(3) Crossings: Near a crossing x we have four 2-dimensional strata, labeled N ,
S, E, and W ; and four arcs nw, ne, sw, and se. We require all downward
maps to be quasi-isomorphisms, as in Figure 5. We also require the total
F(N)
F(s(nw))
88qqqqqqqqqq
∼=
yyrrr
rr
rr
rr
r
F(s(ne))
ff▲▲▲▲▲▲▲▲▲▲
∼=
%%❑
❑❑
❑❑
❑❑
❑❑
F(W ) F(s(x))oo
ff▼▼▼▼▼▼▼▼▼▼
OO
88rrrrrrrrrr
//
∼=
xxqqq
qq
qq
qq
q
∼=

∼=
&&▲▲
▲▲
▲▲
▲▲
▲▲
F(E)
F(s(sw))
ee▲▲▲▲▲▲▲▲▲▲
∼=
&&▼▼
▼▼
▼▼
▼▼
▼▼
F(s(se))
∼=
xxrrr
rr
rr
rr
r
99sssssssss
F(S)
Figure 5. The microsupport condition near a crossing c.
complex
Tot
(
F(s(x))→ F(s(nw)) ⊕F(s(ne))→ F(N)
)
to be acyclic.
4.4. Microlocal rank. Fix a Maslov potential µ for Λ, viewed as an integer µ(a)
assigned to each arc a of the stratification. Following [STZ17, Section 5.1], an object
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F of Sh(Λ,k) is said to have microlocal rank n if for any arc a of the stratification,
if f is the chain map of Figure 3 then
H i(Cone(f)) ∼=
{
k
n i = −µ(a)
0 i 6= −µ(a).
We note for future reference that this condition is satisfied for Cone(0 → kn) for
µ(a) = 0, and for Cone(kn → 0) for µ(a) = 1, where kn is in degree 0 in each case.
We denote by Shn(Λ,k) the full subcategory of Sh(Λ,k) which consists of ob-
jects of microlocal rank n. (In [STZ17] this category is labeled Cn(Λ).) Then the
equivalences of categories provided by [GKS12, STZ17] in proving the invariance
of Sh(Λ,k) carry sheaves of microlocal rank n to sheaves of microlocal rank n, so
Shn(Λ,k) is a Legendrian isotopy invariant of Λ.
5. The cohomology sheaf category for Λm
In this section, we compute the objects and morphisms for the cohomology category
H∗Shn(Λm,k) of the sheaf category Shn(Λm,k) for the Legendrian knot Λm. The
version of Λm that we will use here is the rainbow closure of the 2-braid σ
m
1 ∈ B2,
as shown in Figure 1, equipped with the binary Maslov potential given by 0 on
the two lower strands and 1 on the two upper strands. This is not identical to the
version of Λm from Section 3, which we used to compute the representation cate-
gory Repn(Λm,k); however, they are Legendrian isotopic, and both Repn and Shn
are invariant (up to A∞ equivalence) under Legendrian isotopy. The advantage of
considering the rainbow closure front for the sheaf computation is that, as explained
in [STZ17], this front has a binary Maslov potential and all objects are legible.
The objects of H∗Shn(Λm,k), which are the same as the objects of Shn(Λm,k),
are presented in Section 5.1; as in [STZ17], these can be depicted as a collection of
k-vector spaces with certain linear maps between them. The spaces of morphisms
in H∗Shn(Λm,k) are given by Ext groups between objects. For Legendrian links
such as Λm with a binary Maslov potential, the only possible nonzero Ext groups
are Ext0, Ext1, and Ext2: as explained in [STZ17, Section 7.2.1], in this setting all
objects correspond to k[x, y]-modules, and k[x, y] admits a bimodule resolution of
length 3. We calculate Ext0 and Ext1 in Sections 5.3 and 5.4, respectively, and then
we describe their composition in Section 5.5. The final Ext group, Ext2, vanishes,
but the argument for this is more delicate and we leave it to Section 6.
5.1. Objects in Shn(Λm,k). Here we describe the objects in the category Shn(Λm,k)
where Λm is equipped with the obvious binary Maslov potential where the upper
and lower strands at any cusp have potentials 1 and 0 respectively.
First, we note that any sheaves F in Ob(Shn(Λm,k)) must have homology concen-
trated in degree 0, as shown in [STZ17, Proposition 5.17]. This implies that the
map
(· · · → C−1 → ker d0 → 0→ 0→ · · · )→ (· · · → C−1 → C0 → C1 → · · · )
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is a quasi-isomorphism, and so is
(· · · → C−1 → ker d0 → 0→ 0→ · · · )→ (· · · → 0→ H0 → 0→ 0→ · · · ) .
It follows from Remark 4.1 that any object F is homotopy equivalent to its 0-th
homology sheaf and thus we can restrict to objects which are actual sheaves.
The sheaf is zero over the unbounded 2-dimensional stratum, and thus from the
cusp condition (Figure 4) we get that the sheaf is also zero over the star of the
two “outside” cusps and the star of the strand below them. Since the sheaf has
microlocal rank n, the region I just inside these cusps has F(I) = V for some vector
space V of dimension n. Note that the topmost strand u of the front is the upward
strand for both cusps, and by the microsupport condition, we have an isomorphism
F(s(U))
∼=
→ F(I). We can use this isomorphism to change F(s(U)) to an isomorphic
vector space, with the result that the map F(s(U))→ F(I) is the identity.
We next consider the inside cusps of Λm, which we label cl (left) and cr (right), and
which have a common upper strand u and a common inner 2-dimensional stratum
I (different from I in the previous paragraph). From the microsupport condition
at the cusp (see Figure 4), for each of c = cl and c = cr we have an isomorphism
F(s(c))
∼=
→ F(s(d)), and by replacing F(s(d)) by an isomorphic vector space we can
arrange that this isomorphism is the identity map. The microlocal rank condition
implies that we can identify the vector space F(I) with V ⊕ V ; we replace F(s(u))
by an isomorphic vector space so that the isomorphism F(s(u))→ F(I) = V ⊕V is
the identity. Finally, for both cl and cr we have an isomorphism F(s(d)) → F(O),
where O is the same region in both cases; we change F(O) so that this isomorphism
is the identity for cl, but we do not assume that the same is true for cr (we will use
the extra freedom to define the map φm+1 below). The sheaf around the cusps cl
and cr is now given as in Figure 6.
F(s(u))
zz
=

F(s(u))
$$
=

V V
=oo
;;✇✇✇✇✇✇✇✇✇
//
=
##●
●●
●●
●●
●●
V 2 V 2 V
∼= //
cc●●●●●●●●●
oo
=
{{✇✇
✇✇
✇✇
✇✇
✇
V
F(s(d))
=
dd OO
F(s(d))
∼=
::OO
Figure 6. The microsupport condition near the inside cusps cl (left)
and cr (right).
We now turn our attention to crossings. Note that at all crossings, the stalk of F
along the south 2-dimensional stratum is zero. In addition, there are m− 1 arcs in
the front of Λm that form the ne arc for one crossing and the nw arc for the crossing
to its right; by changing the vector spaces associated to each of these arcs by an
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isomorphism, we can arrange that for all crossings, the maps F(s(nw)) → F(W )
and F(s(ne))→ F(E) are the identity. The sheaf around each crossing is now given
as in Figure 7, where the bottom half of the sheaf as in Figure 5 is zero and has been
omitted. The acylicity condition at the crossing is then equivalent to the condition
that f1 ⊕ f2 is an isomorphism.
V 2
F(s(nw))
f1
::✉✉✉✉✉✉✉✉✉✉
=
zz✉✉✉
✉✉
✉✉
✉✉
✉
F(s(ne))
f2
dd■■■■■■■■■■
=
$$❍
❍❍
❍❍
❍❍
❍❍
V 0
0oo
0
dd❏❏❏❏❏❏❏❏❏❏
0
OO
0
::✉✉✉✉✉✉✉✉✉✉ 0 // V
Figure 7. The sheaf near a crossing of Λm.
Altogether, the data needed to describe a sheaf with microsupport on Λm are:
• For each inner Maslov-0 one dimensional stratum a with U the two dimen-
sional stratum above it, a map F(s(a))→ F(U).
• Associated to the “inside” Maslov-1 one dimensional stratum, a map from
V 2 to V .
These data must satisfy the following:
• If two one-dimensional strata meet at a crossing, the direct sum of the two
associated maps is an isomorphism.
• At the inner left cusp, the composition of the map associated to the lower
strand with the one associated to the upper strand is the identity.
• At the inner right cusp, the composition of the map associated to the lower
strand with the one associated to the upper strand is an isomorphism.
All this discussion implies that an object of the sheaf category Shn(Λm,k) corre-
sponds to a n-dimensional vector space V and a choice of maps φ1, . . . , φm+1 : V →
V 2 and ψ : V 2 → V such that the following conditions hold:
• ψ ◦ φ1 = Id and ψ ◦ φm+1 is an isomorphism;
• for 1 ≤ i ≤ m, the images of φi and φi+1 are complementary in V
2: in
particular, φi is injective for each i.
See Figure 8. In Section 5.2 we will demonstrate this construction in detail for the
Hopf link Λ2.
We now reformulate these conditions. Since ψ ◦ φ1 = Id, we can choose a basis of
V 2 so that φ1 =
(
0
1
)
and ψ =
(
0 1
)
.
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V
V 2
ψ
OO
V
φ1
>>⑥⑥⑥⑥⑥⑥⑥⑥
=
<<
V
φ2
OO
· · · V
φm+1
hhPPPPPPPPPPPPPPP
∼=
hh
Figure 8. An object of Shn(Λm,k).
Now the images of φ1 and φ2 are complementary, which means that we can choose
a basis for the domain of φ2 for which φ2 =
(
1
A1
)
for some linear A1 : V → V .
Similarly, for 3 ≤ j ≤ m + 1, the image of φj−1 is complementary to the image of
φj−2 as well as to the image of φj, and so we can inductively choose bases for φj
and linear maps Aj−1 : V → V such that φj = φj−2 + φj−1 ◦ Aj−1.
Thus we obtain a sequence of endomorphisms of V , A1, . . . , Am, such that if we
construct the following chain of maps:
(9) V ⊕ V
(
0 1
1 Am
)
// · · ·
(
0 1
1 A2
)
// V ⊕ V
(
0 1
1 A1
)
// V 2
then for each k = 1, . . . ,m, the sum φk ⊕ φk+1 is the composition of the final k
arrows in this chain.
It follows from (3) that the matrix for φk is
(
Pk−1(A2, . . . , Ak)
Pk(A1, . . . , Ak)
)
. The inner right
cusp now dictates that ψ◦φm+1 is an isomorphism on V ; since ψ =
(
0
1
)
, this simply
states that Pm(A1, . . . , Am) is invertible. We conclude the following:
Proposition 5.1. The objects in Shn(Λm,k) are in correspondence with choices of
A1, . . . , Am ∈ EndV for which Pm(A1, . . . , Am) ∈ EndV is invertible. Any such
(A1, . . . , Am) determines an object as in Figure 8 by the conditions that ψ = ( 01 )
and the final k arrows in (9) compose to give φk ⊕ φk+1.
5.2. Example: the Hopf link. Here we illustrate the identification of objects in
Shn(Λm,k) with the configuration shown in Figure 8, in the case m = 2 (the Hopf
link). This link is shown in Figure 9, where we have labeled the strata as determined
by the front projection: the Ui are 2-dimensional, the ai and bi are 1-dimensional,
and the xi and yi are 0 dimensional.
The category S corresponding to this stratification as in Section 4.2 is the transitive
closure of the left hand diagram of Figure 10, in which we omit the identity self-
morphisms for clarity.
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x1 x2 x3 x4
y1 y2
U0
U1
U2
U3
a1
a2
b1 b2 b3
b4
b5 b6
Figure 9. The front projection of the Hopf link.
Applying the functor ΓS to an object F in the sheaf category leads to the right hand
diagram in Figure 10. Here by applying automorphisms of the blue vector spaces, we
can turn isomorphisms into identity maps as shown. (There is one more isomorphism
between V and V that we could also turn into the identity, but as discussed in
Section 5.1, it is more convenient to leave this as an arbitrary isomorphism for
the purposes of identifying objects in the sheaf category with matrices A1, A2.) The
information in the right hand diagram is then encoded by the red maps φ1, φ2, φ3, ψ;
that is, precisely the picture in Figure 8 for m = 2.
5.3. Ext0 in the sheaf category. We next turn to Ext0 between two objects in
Shn(Λm,k). Given two objects, a morphism between them in Ext
0 is determined by
a morphism between the strata in the stratification determined by the front of Λm.
In terms of the diagram from Figure 8, a morphism is a choice of u0, u1, . . . , um+1 :
V → V and v : V 2 → V 2 such that the following diagram commutes:
(10)
❴❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ✤✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤✤
❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴❴
V
u0 //
❴❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ✤✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤✤
❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴❴
V
V 2
ψ
OO
v // V 2
ψ′
OO
V
φ1
==④④④④④④④④
u1
::V
φ2
OO
u2
::· · · V
φm+1
hhPPPPPPPPPPPPPPP
um+1
::V
φ′1
==④④④④④④④④
V
φ′2
OO
· · · V
φ′m+1
hhPPPPPPPPPPPPPPP
Now describe two objects in Shn(Λm,k) by (A1, . . . , Am) and (A
′
1, . . . , A
′
m) as in
Proposition 5.1. Then a morphism from (A1, . . . , Am) to (A
′
1, . . . , A
′
m) is a choice of
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a1
∼=

V
=

U1 V
a2
OO
∼=

V 2
ψ
OO
=

x1
<<
∼=

x2
??⑦⑦⑦⑦⑦⑦⑦⑦⑦
∼=
⑦⑦
⑦
⑦⑦
⑦
U2 x3
__❅❅❅❅❅❅❅❅❅
∼=
❅❅
❅
❅
❅❅
x4
bb
∼=
		
0
==
∼=

V
??⑧⑧⑧⑧⑧⑧⑧⑧
= 
  
 
   
 
V 2 V
__❄❄❄❄❄❄❄❄
=
❃❃
❃❃
❃
❃❃
❃
0
aa
∼=
		
b4
∼=
<<
;;
b5
OO
∼=

b6
∼=
bb
cc
V
=
==
φ1
<<
V
φ2
OO
=

V
∼=
aa
φ3
bb
y1
``❅❅❅❅❅❅❅❅
>>⑥⑥⑥⑥⑥⑥⑥⑥
∼=
⑦⑦
⑦
~~⑦⑦
⑦
∼=
❆❆
❆
  ❆
❆❆
U3 y2
``❆❆❆❆❆❆❆❆
>>⑦⑦⑦⑦⑦⑦⑦⑦
∼=
⑥⑥
⑥
~~⑥⑥
⑥
∼=
❅❅
❅
  ❅
❅❅
0
__❄❄❄❄❄❄❄❄
>>⑦⑦⑦⑦⑦⑦⑦⑦⑦
∼=
  
  
   
 
∼=
❅❅
❅❅
  ❅
❅❅
❅
V 0
``❅❅❅❅❅❅❅❅❅
??        
∼=
⑦⑦
⑦⑦
~~⑦⑦⑦
⑦
∼=
❄❄
❄❄
❄
❄❄
❄
b1
∼=
PPP
PPP
P
''PP
PPP
PP
b2
∼=

OO
b3
∼=
♥♥♥
♥♥♥
♥
ww♥♥♥
♥♥♥
♥
0
∼=
❖❖❖
❖❖❖
❖
''❖❖
❖❖❖
❖❖
0
∼=

OO
0
∼=
♦♦♦
♦♦♦
♦
ww♦♦♦
♦♦♦
♦
U0 0
Figure 10. Left: the stratification S of the front of the Hopf link as
a category; right: the result of applying the functor ΓS to an object
in the sheaf category. There is also a (zero) map from a1 to U0,
omitted for readability.
u0, u1, . . . , um+1, v such that u0 ◦ ψ = ψ
′ ◦ v and the following diagram commutes:
V ⊕ V
(
0 1
1 Am
)
//
(
um 0
0 um+1
)

· · · // V ⊕ V
(
0 1
1 A2
)
//
(
u2 0
0 u3
)

V ⊕ V
(
0 1
1 A1
)
//
(
u1 0
0 u2
)

V 2
v

V ⊕ V
(
0 1
1 A′m
)
// · · · // V ⊕ V
(
0 1
1 A′2
)
// V ⊕ V
(
0 1
1 A′1
)
// V 2.
The commutativity of the k-th square from the right (for 2 ≤ k ≤ m) gives the pair
of equations uk+1 = uk−1 and A
′
kuk+1 = ukAk. The commutativity of the rightmost
square gives v =
(
u2 0
A′1u2−u1A1 u1
)
, whence the relation u0 ◦ψ = ψ
′ ◦v combined with
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ψ = ψ′ =
(
0 1
)
implies u0 = u1 and A
′
1u2 − u1A1 = 0. Since Ext
0 is given by
morphisms between objects in Shn(Λm,k), we conclude the following result.
Proposition 5.2. Let F = (A1, . . . , Am) and F
′ = (A′1, . . . , A
′
m) denote objects in
Shn(Λm,k). Then we have:
Ext0(F ,F ′) ∼= {(u1, u2) ∈ (EndV )
2 : A′ku1 = u2Ak for all even k and
A′ku2 = u1Ak for all odd k}.
Explicitly, given u1, u2, we can construct an element of Ext
0 as depicted in (10),
as follows: define u0 = u1, uk = u1 for k ≥ 1 odd, uk = u2 for k ≥ 2 even, and
v =
(
u2 0
0 u1
)
.
5.4. Ext1 in the sheaf category. We now turn our attention to Ext1. We use the
description of Ext1(F ,F ′) as extensions G of F by F ′ (see [HS71, Theorem III.2.4]
or [Har77, Exercise 6.1]), i.e. as short exact sequences
0→ F ′ → G → F → 0.
Let F = (A1, . . . , Am) and F
′ = (A′1, . . . , A
′
m) be objects in Shn(Λm,k). Let G
denote an extension of F by F ′. It follows from the triangle inequality [KS94,
Proposition 5.1.3] that SS•(G) ⊂ SS•(F) ∪ SS•(F
′). This implies that SS•(G) has
projectivization inside Λ. Furthermore, the microlocal rank of G is 2n, so we can
represent G by a diagram
(11)
V 2
V 4
Ψ
OO
V 2
Φ1
==⑤⑤⑤⑤⑤⑤⑤⑤
V 2
Φ2
OO
· · · V 2.
Φm+1
hh◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗
The extension
0→ F ′ → G → F → 0
is given componentwise by a collection of short exact sequences 0 → V → V 2 →
V → 0 and one short exact sequence 0 → V 2 → V 4 → V 2 → 0. We can choose
bases for the components V 2, V 4 of G such that all maps from F ′ to G are given by(
1
0
)
(for V → V 2) and
(
1 0
0 0
0 1
0 0
)
(for V 2 → V 4), while all maps from G to F are given
by
(
0 1
)
(for V 2 → V ) and ( 0 1 0 00 0 0 1 ) (for V
4 → V 2).
As before, we represent F by a sequence of maps
V ⊕ V
(
0 1
1 Am
)
// · · ·
(
0 1
1 A2
)
// V ⊕ V
(
0 1
1 A1
)
// V 2
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and similarly for F ′. (In each case the top map from V 2 to V is given by ψ =(
0 1
)
, and the Ai determine φ1, . . . , φm+1.) We can analogously represent G by
Ψ : V 4 → V 2 along with a sequence of maps
(12) V 2 ⊕ V 2
Ωm // · · ·
Ω2 // V 2 ⊕ V 2
Ω1 // V 4
so that for k = 1, . . . ,m, Φk ⊕ Φk+1 is the composition of the final k arrows. Note
in particular that for each k ≥ 2, Ωk : V
2 ⊕ V 2 → V 2 ⊕ V 2 sends the second V 2
factor to the first V 2 factor by the identity map; that is, the matrix for Ωk is of the
form
(
0 0 ∗ ∗
0 0 ∗ ∗
1 0 ∗ ∗
0 1 ∗ ∗
)
.
Now let G be an extension of F by F ′. The top maps in F ′,G,F give the commu-
tative diagram
V
( 10 ) // V 2
( 0 1 ) // V
V 2
( 0 1 )
OO (
1 0
0 0
0 1
0 0
)
// V 4
Ψ
OO
( 0 1 0 00 0 0 1 ) // V 2,
( 0 1 )
OO
whence Ψ =
(
0 u0 1 v0
0 0 0 1
)
for some u0, v0 ∈ EndV . The commutativity involving
the rest of the maps Φ1, . . . ,Φm+1 can be expressed as the following commutative
diagram:
V ⊕ V
(
0 1
1 A′m
)
//

· · ·
(
0 1
1 A2
)
// V ⊕ V
(
0 1
1 A′1
)
//

V 2

V 2 ⊕ V 2
Ωm //

· · ·
Ω2 // V 2 ⊕ V 2
Ω1 //

V 4

V ⊕ V
(
0 1
1 Am
)
// · · ·
(
0 1
1 A′2
)
// V ⊕ V
(
0 1
1 A1
)
// V 2,
where all the vertical maps between the first and second rows are
(
1 0
0 0
0 1
0 0
)
and all the
vertical maps between the second and third rows are ( 0 1 0 00 0 0 1 ).
Commutativity of the k-th set of boxes from the right in the above diagram is now
easily seen to imply that:
Ωk =

0 ∗ 1 ∗
0 0 0 1
1 ∗ A′k ∗
0 1 0 Ak
 .
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Along with the restriction on the form of Ωk for k ≥ 2, we conclude that extensions
of F by F ′ are in correspondence with maps Ψ,Ω1, . . . ,Ωm where
Ψ =
(
0 v0 1 w0
0 0 0 1
)
Ω1 =

0 x 1 v1
0 0 0 1
1 y A′1 w1
0 1 0 A1
 Ωk =

0 0 1 vk
0 0 0 1
1 0 A′k wk
0 1 0 Ak
 , 2 ≤ k ≤ m
for some x, y, v0, . . . , vm, w0, . . . , wm ∈ EndV .
To compute Ext1(F ,F ′), we need to quotient the space of extensions by equivalence.
Suppose we have two extensions G and G′ of F by F ′. As above, represent these
by matrices Ωk and Ω
′
k respectively, determined by x, y, v0, . . . , vm, w0, . . . , wm and
x′, y′, v′0, . . . , v
′
m, w
′
0, . . . , w
′
m respectively. We wish to determine when G and G
′ are
isomorphic; this happens precisely when there is some isomorphism G → G′ such
that the following diagram commutes:
(13)
0 // F ′ // G //

F // 0
0 // F ′ // G′ // F // 0.
The map from G to G′ can be expressed in components as follows:
(14)
❴❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ✤✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤✤
❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴❴
V 2
Υ0 //
❴❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ✤✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤✤
❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴❴
V 2
V 4
Ψ
OO
Θ // V 4
Ψ′
OO
V 2
Φ1
==⑤⑤⑤⑤⑤⑤⑤⑤
Υ1
;;V
2
Φ2
OO
Υ2
;;· · · V
2
Φm+1
hhPPPPPPPPPPPPPPP
Υm+1
;;V
2
Φ′1
==⑤⑤⑤⑤⑤⑤⑤⑤
V 2
Φ′2
OO
· · · V 2
Φ′m+1
hhPPPPPPPPPPPPPPP
The commutativity of (13) implies that we have
Θ =

1 z1 0 z2
0 1 0 0
0 z3 1 z4
0 0 0 1
 Υk = (1 uk0 1
)
, k ≥ 0
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for some z1, z2, z3, z4, uk ∈ EndV . The commutativity of (14) implies that Υ0Ψ =
Ψ′Θ and the following diagram commutes:
V 2 ⊕ V 2
Ωm //
Υm⊕Υm+1

· · ·
Ω2 // V 2 ⊕ V 2
Ω1 //
Υ1⊕Υ2

V 4
Θ

V 2 ⊕ V 2
Ω′m // · · ·
Ω′2 // V 2 ⊕ V 2
Ω′1 // V 4.
Writing out the commutativity of this diagram and using the above formulas for Θ,
Υk, Ωk, and Ω
′
k, we get the following equations:
(15)
x′ = x+ z2 v
′
1 = v1 − u2 + z1 + z2A1
y′ = y − u1 + z4 w
′
1 = w1 + z3 −A1u2 + z4A1
v′0 = v0 − z3 v
′
k = vk + uk−1 − uk+1
w′0 = w0 + u0 − z4 w
′
k = wk + ukAk −A
′
kuk+1
(here k ≥ 2).
We conclude that G = (x, y, vk, wk) and G
′ = (x′, y′, v′k, w
′
k) are isomorphic if and
only if there exist z1, z2, z3, z4, uk so that (15) holds. Now an inspection of (15)
shows that every extension G is isomorphic to one where x = y = w0 = 0 and vk = 0
for all k ≥ 0; just choose zj , uk appropriately.
Thus for the purposes of calculating Ext1(F ,F ′), we may restrict ourselves to ex-
tensions where x = y = w0 = vk = 0, which are determined by (w1, . . . , wm) ∈
(EndV )m. Now the extensions (w1, . . . , wm) and (w
′
1, . . . , w
′
m) are isomorphic if
and only if there are zj , uk such that (15) hold (where x = y = w0 = vk = x
′ =
y′ = w′0 = v
′
k = 0). In this setting v
′
k = vk + uk−1 − uk+1 gives uk+1 = uk−1 for
all 2 ≤ k ≤ m, so that uk is either u1 or u2 depending on the parity of k. The
remaining equations in (15) become z4 = u0 = u1, z1 = u2, z2 = z3 = 0, and
w′k = wk + ukAk −A
′
kuk+1 for 1 ≤ k ≤ m. We conclude the following result.
Proposition 5.3. Let F = (A1, . . . , Am) and F
′ = (A′1, . . . , A
′
m) denote objects in
Shn(Λm,k). Then we have
Ext1(F ,F ′) ∼= (EndV )m /
{(u1A1 −A
′
1u2, u2A2 −A
′
2u1, u1A3 −A
′
3u2, . . . , u1Am −A
′
mu2) |u1, u2 ∈ EndV }
if m is odd, and
Ext1(F ,F ′) ∼= (EndV )m /
{(u1A1 −A
′
1u2, u2A2 −A
′
2u1, u1A3 −A
′
3u2, . . . , u2Am −A
′
mu1) |u1, u2 ∈ EndV }
if m is even.
Explicitly, given (w1, . . . , wm) ∈ (EndV )
m, we can construct an element of Ext1 as
depicted in (11), by the conditions that Ψ = ( 0 0 1 00 0 0 1 ) and Φ1, . . . ,Φm+1 are given
as follows. Define Ω1, . . . ,Ωm by Ωj =
(
0 0 1 0
0 0 0 1
1 0 A′j wj
0 1 0 Aj
)
for 1 ≤ j ≤ m; these then
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determine Φ1, . . . ,Φm+1 by the condition that the final k arrows in (12) compose to
give Φk ⊕ Φk+1.
5.5. Compositions in Shn(Λm,k). We describe now the compositions in the cat-
egory Shn(Λm,k). In Section 6, we will show that all Ext
i groups vanish for i > 1,
so we only have to give compositions of the form u′ ◦ u, u′ ◦ e, and e′ ◦ u for
u ∈ Ext0(F ,F ′), u′ ∈ Ext0(F ′,F ′′), e ∈ Ext1(F ,F ′), and e′ ∈ Ext1(F ′,F ′′).
In the first case this is obvious: the composition in Ext0 of morphisms
F
u
−→ F ′
u′
−→ F ′′
given by u = (u1, u2) and u
′ = (u′1, u
′
2) is u
′ ◦ u = (u′1u1, u
′
2u2).
The only non-trivial compositions left involve degree 0 with degree 1. Let F ,F ′
and F ′′ be three objects of Shn(Λm,k) and let u : F → F
′ be a morphism and
e′ : F ′′
i
−→ G
p
−→ F ′ an extension. Then, following [HS71, §III.1], the extension
e′ ◦ u : F ′′ → u∗G → F is given by the top row of the diagram
F ′′ //❴❴❴
0
((
u∗G //

F
u

F ′′
i // G
p // F ′,
in which the right square is a pullback square whose universal property gives us the
dotted arrow. (Concretely, the map u∗G → G restricts to an isomorphism
ker(u∗G → F)
∼
−→ ker(G
p
−→ F ′) = Im(F ′′
i
−→ G),
which we use to lift the map i : F ′′ → G to u∗G.)
Now u ∈ Ext0(F ,F ′) is determined by (u1, u2) ∈ (EndV )
2 as in Proposition 5.2, and
e′ ∈ Ext1(F ′,F ′′) is determined by (w′1, . . . , w
′
m) ∈ (EndV )
m as in Proposition 5.3.
To calculate e′ ◦ u, it suffices to calculate the corresponding data (w1, . . . , wm) for
e′ ◦ u in terms of (u1, u2) and (w
′
1, . . . , w
′
m).
The pullback u∗G is now given by the diagram in Figure 11, where all squares
commute. From the definition of pullback, we get that the map Ui is given by
the matrix
(
1 0
0 ui
)
and W by
( 1 0 0 0
0 u2 0 0
0 0 1 0
0 0 0 u1
)
. As in Section 5.4, from the relation
W ◦ Φk = Φ
′
k ◦ Uk we obtain that W ◦ (Φk ⊕ Φk+1) = (Φ
′
k ⊕ Φ
′
k+1) ◦ (Uk ⊕ Uk+1),
which implies the commutativity of each square in the following diagram:
(16)
V 2 ⊕ V 2
Ωm //
Um⊕Um+1

· · ·
Ω2 // V 2 ⊕ V 2
Ω1 //
U1⊕U2

V 4
W

V 2 ⊕ V 2
Ω′m // · · ·
Ω′2 // V 2 ⊕ V 2
Ω′1 // V 4.
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❴❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ✤✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤✤
❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴❴
V 2
(0 1) //
❴❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ✤✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤✤
❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴❴
V
V 4
W

Ψ
OO
( 0 1 0 00 0 0 1 ) // V 2
(
u2 0
0 u1
)

ψ
OO
V 2
U1

Φ1
==⑤⑤⑤⑤⑤⑤⑤⑤
(0 1)
99V
2
Φ2
OO
(0 1)
99· · · V
2
Φm+1
hhPPPPPPPPPPPPPPP
(0 1)
99
Um+1

V
u1

φ1
==⑤⑤⑤⑤⑤⑤⑤⑤⑤
V
φ2
OO
· · · V
um+1

φm+1
hhPPPPPPPPPPPPPPP
❴❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ✤✤
✤
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Figure 11. The pullback diagram for the morphisms p : G → F ′
and u : F → F ′.
Here, as in Proposition 5.3, we have Ωk =
(
0 0 1 0
0 0 0 1
1 0 A′′
k
wk
0 1 0 Ak
)
and Ω′k =
(
0 0 1 0
0 0 0 1
1 0 A′′
k
w′
k
0 1 0 A′
k
)
.
Plugging the formulas for Ωk,Ω
′
k, Uk,W into the commutative squares in (16) yields
w′kuk+1 = wk for all k. It follows that the composition of the extension e
′ =
(w′1, . . . , w
′
m) with u = (u1, u2) is e
′ ◦ u = (w′1u2, w
′
2u1, w
′
3u2, . . .).
Similar computations for the pushforward of extensions imply that if u′ = (u′1, u
′
2) :
F ′ → F ′′ is an element of Ext0(F ′,F ′′) and e = (w1, · · · , wm) ∈ Ext
1(F ,F ′), then
u′ ◦ e = (u′1w1, u
′
2w2, u
′
1w3, . . .).
6. Vanishing of Ext2
Our goal in this section is to prove the following.
Proposition 6.1. Let Λ be a rainbow braid closure and k a field, and fix integers
r, s ≥ 1. Given F ∈ Shr(Λ,k) and G ∈ Shs(Λ,k), we have Ext
i(F ,G) = 0 for all
i 6= 0, 1.
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Proof. Since Λ carries a binary Maslov potential, such F and G are equivalent to
their zeroth cohomology sheaves (see the discussion in Section 5.1), so without loss
of generality we can assume that F and G are honest sheaves of k-modules.
We will first prove Proposition 6.5, asserting that H i(R2;Hom(F ,G)) = 0 for all
i ≥ 2, in Section 6.1. In Section 6.2, we will then prove Proposition 6.6, asserting
that RHom(F ,G) ≃ Hom(F ,G). Combining these facts, we see that Ext•(F ,G) is
quasi-isomorphic to
RΓ(R2, RHom(F ,G)) ≃ RΓ(R2,Hom(F ,G)),
which is the sheaf cohomology of Hom(F ,G) and thus vanishes in degrees i < 0 and
i ≥ 2, as desired. 
6.1. A computation of Cˇech cohomology. In this subsection we will prove that
H i(R2;Hom(F ,G)) = 0 for all i ≥ 2,
where F ∈ Shr(Λ,k) and G ∈ Shs(Λ,k) are sheaves of k-modules with microsupport
on a rainbow braid closure Λ. Letting H = Hom(F ,G), we will compute the Cˇech
cohomology of H, using the fact that
lim
−→
U
Hˇ∗(U ;H) ∼= H∗(R2;H)
as U ranges over open coverings of R2 [God58, The´ore`me II.5.10.1]. It will therefore
suffice to show that every U admits a refinement V such that Hˇ i(V;H) = 0 for all
i ≥ 2.
We explain our construction of V from a given open cover U of R2. We tile the
plane by hexagons of side length ǫ > 0, arranging by a small isotopy that the front
projection of Λ only intersects these hexagons transversely along the midpoints
of edges. We let D ⊂ R2 be a union of finitely many tiles D1, . . . ,Dn which is
topologically a disk and which contains an open neighborhood of the front. By
taking the side length ǫ sufficiently small and perturbing Λ slightly, we can also
arrange that
• every tile Di ⊂ D is contained in some open set Ui ∈ U ;
• every tile contains at most one crossing or cusp;
• the two horizontal edges of a hexagon do not intersect the front;
• if a tile does not contain a crossing, then its boundary intersects the front at
most twice, and it does so along consecutive edges if and only if it contains
a cusp.
In other words, the tiles can only intersect Λ in the configurations shown in Figure 12,
and they fit together to produce a front as in the left side of Figure 13. For some
positive δ ≪ ǫ, each tile Di has a δ-neighborhood Vi ⊂ Ui, so we let
V = {V1, . . . , Vn} ∪
{
U ∩ (R2 rD) | U ∈ Ui
}
,
which is an open cover of the plane refining U .
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Figure 12. The possible ways in which the front for Λ can intersect
a hexagonal tile.
Figure 13. Left, the hexagonal tiling used to produce the refine-
ment V of the open cover U . Right, the blue squares and red dots
contribute generators to Cˇ1(V;H) and Cˇ2(V;H) respectively.
The Cˇech complex Cˇ∗(V;H) now admits a simple description. The sheaves F and G
are zero outside D, and hence so is H = Hom(F ,G). Since arbitrary intersections of
open sets which lie in R2 rD do not contribute to Cˇ∗(V;H), we can discard them.
The remaining open sets are δ-neighborhoods of the hexagonal tiles D1, . . . ,Dn,
which intersect in pairs along a neighborhood of each edge eij = Di ∩ Dj of the
tiling and in triples along a neighborhood of each vertex vijk = Di ∩ Dj ∩ Dk, as
shown in the right side of Figure 13. There are no nonempty (k+1)-fold intersections
in D for k ≥ 3; hence Cˇk(V;H) = 0 for all such k and we have
Hˇ2(V;H) = coker
(
d1 : Cˇ1(V;H)→ Cˇ2(V;H)
)
.
Thus it suffices to show that d1 is surjective.
The map d1 can be described combinatorially as follows. Each triple intersection
Vijk := Vi ∩ Vj ∩ Vk ∋ vijk
lies in a two-dimensional stratum of the plane, so F and G and thus H = Hom(F ,G)
are locally constant on Vijk, from which
H(Vijk) = Hom(F(Vijk),G(Vijk)).
A nonempty double intersection
Vij := Vi ∩ Vj
along an edge eij of the tiling contains two triple intersections Vijk1 and Vijk2 cor-
responding to either endpoint of eij . (This is a slight abuse of notation if one of the
endpoints lies on ∂D, but in this case F , G, and H are zero on any triple intersection
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Λ
Di Dj
Dk2
Dk1
B
A
A
f
∼=
Y
X
X
g
∼=
Hom(B,Y )
H
Hom(A,X)
h2
h1
F G H
Figure 14. A portion of the Cˇech complex corresponding to the
restriction maps H(Vij)→H(Vijkl), near an edge e = Di ∩Dj of the
tiling which intersects Λ. The diagrams at right represent F , G, and
H near e.
near this endpoint and we can ignore it.) The restriction maps H(Vij) → H(Vijk)
fall into one of three cases:
• If Λ does not pass through eij , then F , G, H are all locally constant near eij
and the restriction maps
H(Vijk1)←H(Vij)→H(Vijk2)
are both isomorphisms.
• If a strand of Λ with Maslov potential 0 passes through eij , then the re-
striction maps f, g depicted in Figure 14 are injective. In this case the local
sections H = H(Vij) are in bijection with pairs (ϕ : A → X,ψ : B → Y )
such that the diagram
B
ψ // Y
A
ϕ //
f
OO
X
g
OO
commutes. The restriction maps h1 and h2 send (ϕ,ψ) to ϕ and ψ respec-
tively. Then h1 is surjective, since every ϕ can be lifted to some ψ; and h2
is injective with image
Im(h2) = {ψ : B → Y | Im(ψ ◦ f) ⊂ Im(g)},
since every ψ coming from such a diagram determines the corresponding ϕ
uniquely.
• If a strand of Λ with Maslov potential 1 passes through eij , then f, g are
surjective in Figure 14, so a similar argument says that h1 is injective with
image
Im(h1) = {ϕ : A→ X | ker(f) ⊂ ker(g ◦ ϕ)}
and h2 is surjective.
In Figure 15, we illustrate d1 : Cˇ1 → Cˇ2 for a particular Legendrian unknot Λ
(drawn as a dotted curve) and tiling of the plane. Here each blue square along an
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Figure 15. The Cˇech complex in degrees 1 and 2 for a Legendrian
knot Λ.
edge eij contributes H(Vij) to Cˇ
1(V;H), each red dot at a vertex vijk contributes
H(Vijk) to Cˇ
2(V;H), and each line segment connecting a blue square to a red dot
gives a component H(Vij)→H(Vijk) of the differential d
1.
We now prove that d1 is surjective, and hence that Hˇ2(V;H) = 0, by playing the
following game. We treat the blue squares and red dots in Figure 15 as vertices
of a bipartite graph Γ, whose edges are given by the half-edges of hexagons which
connect them. We call a blue square a leaf if it is adjacent to exactly one red dot.
We produce a new graph Γ′ by removing one of the following:
• a collection of leaves, or
• some collection of leaves on edges {eiljl} and all of the red dots at vertices
{viljlkl} adjacent to them, but only if the corresponding restriction map⊕
l
H(Viljl)→
⊕
l
H(Viljlkl)
is surjective. (The collection of vertices should be read as a set rather than
a list, since some leaves may be adjacent to the same vertex.)
To any such graph Γ, we can associate a map
dΓ : C
1(Γ)→ C2(Γ)
by letting C1(Γ) be the direct sum of the H(Vij) corresponding to blue squares
along edges eij , letting C
2(Γ) be the direct sum of the H(Vijk) over vertices vijk
with red dots, and taking dΓ to be the sum of all of the corresponding restriction
maps H(Vij) → H(Vijk). If we have not yet removed any squares or dots, then dΓ
coincides with the original differential d1 : Cˇ1(V;H)→ Cˇ2(V;H).
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D0
D1
D2
A
B
A
i
p
X
Y
X
j
q
F G
Figure 16. A portion of the Cˇech complex near a cusp of Λ.
Lemma 6.2. If dΓ′ is surjective, then so is dΓ.
Proof. Supposing that we have only removed a leaf corresponding to the edge eij
and adjacent to the vertex eijk, we can write
C1(Γ) = H(Vij)⊕ C
1(Γ′), dΓ(sij, s
′) = ρij,ijk(sij) + dΓ′(s
′)
where ρij,ijk : H(Vij) → H(Vijk) is the corresponding restriction map. Assuming
that dΓ′ = dΓ(0, ·) is surjective, it follows immediately that dΓ is as well. We can
repeat this argument to remove as many leaves as we like.
Now suppose instead that we have removed some leaves along edges {eiljl} and all
of the adjacent red dots, which are at vertices {viljlkl}. Letting A
1 =
⊕
lH(Viljl)
and A2 =
⊕
lH(Viljlkl), we can then write
dΓ =
(
f g
0 dΓ′
)
: A1 ⊕ C1(Γ′)→ A2 ⊕ C2(Γ′),
in which the component A1 → C2(Γ′) is zero because none of the removed blue
squares are adjacent to red dots which remain in Γ′. The map f : A1 → A2 is
assumed surjective, so if dΓ′ is also surjective then dΓ is as well. 
If we can remove vertices from Γ until no red dots remain, the corresponding dΓ′ will
clearly be surjective since its codomain is zero, and it will follow from Lemma 6.2
that d1 : Cˇ1(V;H)→ Cˇ2(V;H) is surjective. This will establish that Hˇ2(V;H) = 0,
as desired.
Lemma 6.3. Let D0 be a hexagonal tile containing a cusp of Λ, and D1 and D2
the adjacent tiles such that Λ intersects the edges e01 and e02. Then the component
H(V01)⊕H(V02)→H(V012)
of the differential d1 : Cˇ1(V;H)→ Cˇ2(V;H) is surjective.
Proof. Suppose that the sheaves F and G are represented by diagrams
A
i
−→ B
p
−→ A and X
j
−→ Y
q
−→ X
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near the cusp, as illustrated in Figure 16. Then we have seen that
Im
(
H(V02)→ H(V012)
)
= {ψ : B → Y | Im(ψ ◦ i) ⊂ Im(j)}
Im
(
H(V01)→ H(V012)
)
= {ϕ : B → Y | ker(p) ⊂ ker(q ◦ ϕ)}.
We therefore wish to show that every f : B → Y can be written as a sum f = ψ+ϕ,
where ψ and ϕ are as above.
Since p◦ i : A→ A is an isomorphism and likewise for q ◦ j : X → X, we have direct
sum decompositions
B ∼= A⊕K, Y ∼= X ⊕ L
for which i(a) = (a, 0) and p(a, k) = α(a), and j(x) = (x, 0) and q(x, l) = β(x)
for some automorphisms α : A → A and β : X → X. Viewing ψ and ϕ as maps
A ⊕ K → X ⊕ L, the conditions Im(ψ ◦ i) ⊂ Im(j) and ker(p) ⊂ ker(q ◦ ϕ) are
equivalent to ψ and ϕ having block forms
ψ =
(
∗ ∗
0 ∗
)
, ϕ =
(
∗ 0
∗ ∗
)
,
so it is clear that any f : B → Y can be written as such a sum, as desired. 
Proposition 6.4. Suppose that Γ contains a subgraph Y (resembling the letter “Y”,
rotated 90 degrees counterclockwise) of the following form:
D0
D1
D2
D3
consisting of the three blue squares along three edges e01, e02, and e12, and the two
red dots at the endpoints v012 and v123 of the horizontal edge e12. Suppose moreover
that the blue squares on e01 and e02 are both leaves. (We make no claims about
whether there are vertices along the dotted edges.) Let Γ′ = Γ r Y be the subgraph
produced by removing these five vertices. If dΓ′ is surjective, then dΓ is surjective as
well.
Proof. Our goal will be to apply Lemma 6.2 to the three vertices on e01, e02, and
v012. If we can do this, then the vertex on e12 will become a leaf connected only to
v123, and the restriction map
ρ12,123 : H(V12)→ H(V123)
is automatically an isomorphism since the front projection of Λ does not pass
through the horizontal edge e12. In this case, we can apply Lemma 6.2 again to
remove the vertices on e12 and v123, leaving us with the subgraph Γ
′. It will thus
suffice to show that the sum of restriction maps
ρ01,012 + ρ02,012 : H(V01)⊕H(V02)→H(V012)
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is surjective.
If the front does not pass through e01, then the restriction map ρ01,012 : H(V01) →
H(V012) is an isomorphism, and likewise if it avoids e02 then ρ02,012 : H(V02) →
H(V012) is an isomorphism. This establishes the desired surjectivity except when Λ
intersects both of the edges e01 and e02, in which case D0 contains either a left cusp
of Λ or a crossing.
If D0 contains a crossing, then since both strands have Maslov potential 0, we have
argued that the downward restriction map ρ01,012 : H(V01)→H(V012) is surjective.
Otherwise D0 contains a cusp, and then Lemma 6.3 says precisely that ρ01,012 +
ρ02,012 is surjective, as desired. 
Proposition 6.5. Let Λ be a rainbow braid closure, and let F ∈ Shr(Λ) and G ∈
Shs(Λ) be sheaves of k-modules. Then
H i(R2;Hom(F ,G)) = 0
for all i ≥ 2.
Proof. Let H = Hom(F ,G). As explained at the beginning of this subsection, we
have
H∗(R2;Hom(F ,G)) ∼= lim
−→
U
Hˇ∗(U ;H),
and so it suffices to exhibit for any open cover U of R2 a refinement V such that
Hˇ i(V;H) = 0 for i ≥ 2. We produce V from a tiling of R2 by hexagons of sufficiently
small side length ǫ > 0, as described above. We have already seen that Cˇi(V;H) = 0
for i ≥ 3, so we need only show that d1 : Cˇ1(V;H)→ Cˇ2(V;H) is surjective.
The key observation we need is that in the region D =
⋃
Di containing the front,
every horizontal edge belongs to a unique Y, and all of these Y subgraphs are disjoint.
We sort the horizontal edges on the interior ofD from leftmost to rightmost, breaking
ties arbitrarily, and let Y1, . . . , Yn denote the corresponding Y subgraphs. (Here we
can ignore horizontal edges on the boundary of D, because they lie in the unbounded
region of the complement of the front in R2, and hence H vanishes along them.) We
will now apply Proposition 6.4 to remove Y1, . . . , Yn in order.
Fix j ≤ n and suppose that we have removed Yi for all i < j. Then we claim that
the two blue squares on the left end of Yj must be leaves. Indeed, labeling the
tiles around Yj as in Figure 17, suppose that the blue square on e13 is not a leaf.
Then the red dot at v123 must not have been removed yet. It belongs to some Yi
which must satisfy i < j, since e12 lies strictly to the left of e34, and which was
therefore already removed. But this Yi includes the red dot at v123, so we have a
contradiction. The blue square on e13 is therefore a leaf, and applying the same
argument at v014 says that the blue square on e14 is a leaf as well. We now remove
Yj and continue by induction.
The end result of this induction is that all of the Y subgraphs have been removed.
Since every red dot lies on a unique horizontal edge, and was thus a vertex of some
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D0
D1
D2
D4
D3
Figure 17. A subgraph Yj which we wish to remove from the graph Γ.
Yi, the resulting graph Γ
′ has no red vertices, and hence the map dΓ′ is surjective.
This implies by Proposition 6.4 that the original dΓ = d
1 : Cˇ1(V;H)→ Cˇ2(V;H) is
surjective, as desired. 
6.2. Vanishing of RqHom(F ,G) for q ≥ 1. The main result of this subsection is
the following.
Proposition 6.6. Let Λ be a rainbow braid closure, and let F ∈ Shr(Λ,k) and
G ∈ Shs(Λ,k) be sheaves of k-modules for some field k. Then
RqHom(F ,G) = 0
for all q ≥ 1. In other words, RHom(F ,G) ≃ Hom(F ,G).
Proposition 6.6 can be checked locally, since for any open U ⊂ R2 we have
RHom(F ,G)|U ≃ RHom(F|U ,G|U ).
Indeed, if i : U → R2 is the inclusion map, and 0 → G → I• is an injective
resolution, then i∗ is exact and sends injective sheaves to injective sheaves [KS94,
Proposition 2.4.1], so 0 → G|U → I|
•
U is also an injective resolution of G|U . (We
use i∗ both here and in the sequel for the inverse image functor, as opposed to the
notation i−1 of [KS94].) Then we have
RHom(F ,G)|U = Hom(F ,I
•)|U ≃ Hom(F|U ,I|
•
U) = RHom(F|U ,G|U )
as claimed.
We thus prove Proposition 6.6 in several steps. We will first prove it for contractible
open subsets of 2-dimensional strata in Lemma 6.7, and then for small open balls
around points on the interior of strands in Propositions 6.11 and 6.12 (for Maslov
potentials 0 and 1 respectively). This reduces the theorem to studying neighbor-
hoods of crossings and cusps, which we then do using a model computation for
rainbow braid closures representing a Legendrian unknot. This last computation
relies in turn on the vanishing of H2(R2;Hom(F ,G)) established in Proposition 6.5.
We begin with neighborhoods of points in 2-dimensional strata.
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Lemma 6.7. Let VM be the constant sheaf on a connected manifold M whose stalk
is a finite-dimensional k-vector space V , and let F be any sheaf of k-modules on
M . Then
RHom(VM ,F) ≃ Hom(VM ,F).
In particular, if W is another k-vector space then RHom(VM ,WM ) is the constant
sheaf on M with stalk Hom(V,W ).
Proof. If dim(V ) = 1 then Hom(VM , ·) ≃ Hom(kM , ·) is the identity functor, so
its higher derived functors vanish. Otherwise we induct on dim(V ): we pick a 1-
dimensional subspace L ⊂ V , with quotient X = V/L, and suppose that we have
proved the result for k-vector spaces of dimension less than dim(V ). We apply the
contravariant functor RHom(·,F) to the short exact sequence 0 → LM → V M →
XM → 0 to get an exact sequence
0→ RHom(XM ,F)→ RHom(VM ,F)→ RHom(LM ,F)→ 0.
For all j > 0 we have RjHom(XM ,F)
∼= 0 and RjHom(LM ,F)
∼= 0 by hypothesis,
so by exactness the same is true for RjHom(VM ,F) and we are done. 
The following technical lemmas will help us establish the vanishing result near points
on 1-dimensional strata, corresponding to strands of Λ.
Lemma 6.8. Let N be a codimension-0 submanifold of a manifold M , with inclusion
map i : N →֒M , and suppose that M rN is also a manifold of dimension dim(M).
Then Ri∗V N ≃ i∗V N for any k-vector space V .
Proof. The higher direct images Rji∗V N are the sheaves associated to the presheaves
U 7→ Hj(i−1(U);V N ) = H
j(U ∩ N ;V N ). If p ∈ N , we can take local coordinates
(x1, . . . , xn) about p = (0, . . . , 0) in which N is either a neighborhood of p or the set
{x1 > 0} or its complement; then for any sufficiently small open ball U about p, the
intersection U∩N is contractible and henceHj(U∩N ;V N ) = 0 for j > 0. Otherwise
if p 6∈ N then every sufficiently small neighborhood of p satisfies U ∩N = ∅ and the
same conclusion holds. Thus if j > 0 then the sheaf Rji∗V N must vanish, since its
stalks are all zero. 
Remark 6.9. The hypothesis dim(M rN) = dim(M) is necessary in Lemma 6.8:
if M = Rn and N = Rn r {0}, and if U is an open ball about the origin, then
Hn−1(U ∩ N ;kN )
∼= Hn−1(Sn−1;kN )
∼= k and so Rn−1i∗kN is a skyscraper sheaf
with stalk k at 0.
Lemma 6.10. Let i : O →֒ U be the inclusion of an open set into U such that
U r O ⊂ U has codimension 0. If G is a sheaf of k-modules on U such that the
restriction G|O = i
∗G is a constant sheaf, then
RHom(i!V O,G) ≃ Hom(i!V O,G)
for any finite-dimensional k-vector space V .
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Proof. We will show more generally that given an open inclusion i : O →֒ U , we
have
RHom(i!F ,G) ≃ Ri∗RHom(F , i
∗G)(17)
for any sheaves F on O and G on U . Since i is an open inclusion, the functor i! is
exact [KS94, Proposition 2.5.4], so that
RHom(i!F ,G) ≃ RHom(Ri!F ,G) ≃ Ri∗RHom(F , i
!G)
where the last adjunction is [KS94, Proposition 3.1.10]. Now we have i!(·) ≃
i∗ ◦ RΓO(·) and ΓO(·) = i∗ ◦ i
∗ by [KS94, Proposition 3.1.12] and [KS94, Proposi-
tion 2.3.9] respectively; since i∗ takes injectives to injectives and is exact, the latter
implies that RΓO = Ri∗ ◦ i
∗. Combining all of this and observing that F ≃ i∗i∗F
gives
RHom(i!F ,G) ≃ Ri∗RHom(i
∗i∗F , i
∗ ◦RΓO(G))
≃ RHom(i∗F , Ri∗ ◦ i
∗ ◦RΓO(G))
≃ RHom(i∗F , RΓO ◦RΓO(G))
≃ RHom(i∗F , RΓO(G))
≃ RHom(i∗F , Ri∗ ◦ i
∗G)
where the first two rows are related by the adjunction [KS94, Equation (2.6.15)]; and
the third and fourth rows can be compared directly or by applying the adjunction
[KS94, Equation (2.6.9)] twice, noting that ((i∗F)O)O ≃ (i∗F)O by [KS94, Proposi-
tion 2.3.6], and then applying the same adjunction once more. Another adjunction
gives
RHom(i!F ,G) ≃ Ri∗RHom(i
∗i∗F , i
∗G) ≃ Ri∗RHom(F , i
∗G)
as claimed. Now if F = V O and i
∗G ≃ WO for some vector space W , then
RHom(F , i∗G) is the constant sheaf on O with stalk H = Hom(V,W ) by Lemma 6.7,
and then Lemma 6.8 says that RHom(i!V O,G) ≃ Ri∗HO ≃ i∗HO, as desired. 
Proposition 6.11. If U is a sufficiently small neighborhood of a point on the inte-
rior of a strand of Λ with Maslov potential 0, then RHom(F|U ,G|U ) ≃ Hom(F|U ,G|U ).
Proof. We identify U with the open unit disk in the xz-plane, consisting of three
strata: the open sets N = {z > 0} and S = {z < 0}, and the strand {z = 0}, as
shown in Figure 18. Then F|U and G|U are represented by quiver representations
A
∼
←− A
f
−→ B and V
∼
←− V
g
−→W,
respectively, and f and g are both injective since the Maslov potential is 0. Letting
C = coker(f) and D = coker(g), we have exact sequences of sheaves on U of the
form
0→ AU → F → i!CN → 0(18)
0→ V U → G → i!DN → 0,(19)
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Λ = {z = 0}
N
S
Figure 18. A neighborhood U of a point on a strand of Λ.
where i : N →֒ U is the inclusion, and applying RHom(F , ·) to (19) gives an exact
sequence
0→ RHom(F , V U )→ RHom(F ,G)→ RHom(F , i!DN )→ 0.
We first claim that RHom(F , V U ) vanishes in positive degree: applying the con-
travariant functor RHom(·, V U ) to (18) gives an exact sequence
0→ RHom(i!CN , V U )→ RHom(F , V U )→ RHom(AU , V U )→ 0.
Applying Lemmas 6.10 and 6.7 to the first and third terms respectively, we see that
this is equivalent to
0→Hom(i!CN , V U )→ RHom(F , V U )→ Hom(AU , V U )→ 0,
so that RHom(F , V U ) ≃ Hom(F , V U ) as claimed.
We now wish to show that RjHom(F , i!DN ) = 0 for j > 0, so we applyRHom(·, i!DN )
to (18) to get
0→ RHom(i!CN , i!DN )→ RHom(F , i!DN )→ RHom(AU , i!DN )→ 0.
We can apply Lemma 6.10 to RHom(i!CN , i!DN ), since i!DN |N is a constant sheaf,
and RHom(AU , i!DN ) vanishes in positive degrees by Lemma 6.7, so the same is
true of RHom(F , i!DN ) and we are done. 
Proposition 6.12. If U is a sufficiently small neighborhood of a point on the inte-
rior of a strand of Λ with Maslov potential 1, then RHom(F|U ,G|U ) ≃ Hom(F|U ,G|U ).
Proof. Just as in Proposition 6.11, we identify U as the open unit disk with strat-
ification N ∪ {z = 0} ∪ S; then F and G correspond to quiver representations just
as before, except that the Maslov potential is 1 and so f and g are both surjective.
Let K = ker(f) ⊂ A and L = ker(g) ⊂ V . Then we have two short exact sequences
of sheaves of the form
0→ i∗KS → F → BU → 0(20)
0→ i∗LS → G →WU → 0,(21)
where i : S →֒ U is the inclusion map, and applying RHom(F , ·) to (21) gives
0→ RHom(F , i∗LS)→ RHom(F ,G)→ RHom(F ,WU )→ 0.
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We have Ri∗LS ≃ i∗LS by Lemma 6.8. We also observe that i
∗F = AS , so the
adjunction RHom(F , Ri∗LS) ≃ Ri∗RHom(i
∗F , LS) of [KS94, Equation (2.6.15)]
becomes
RHom(F , i∗LS) ≃ Ri∗RHom(AS , LS) ≃ Ri∗ES ≃ i∗ES ,
where E = Hom(A,L), by Lemma 6.7. We will show that RHom(F ,WU ) is sup-
ported in degree zero as well, which proves the proposition.
Applying RHom(·,WU ) to (20), we get an exact sequence
0→ RHom(BU ,WU )→ RHom(F ,WU )→ RHom(i∗KS,WU )→ 0.
Again RHom(BU ,WU ) vanishes in positive degree by Lemma 6.7, so it suffices to
show that RHom(i∗KS ,WU ) does as well. Letting j : N →֒ U denote the inclusion
map, we apply RHom(·,WU ) to the short exact sequence 0 → j!KN → KU →
i∗KS → 0 to get another short exact sequence
0→ RHom(i∗KS ,WU )→Hom(KU ,WU )→ Hom(j!KN ,WU)→ 0,
where in each of the last two terms we can replace RHom with Hom by Lemmas 6.7
and 6.10 respectively. It follows that RqHom(i∗KS ,WU ) = 0 for q ≥ 2, and that
the sequence
Hom(KU ,WU )→ Hom(j!KN ,WU )→ R
1Hom(i∗KS ,WU )→ 0
is exact; but the first map in this last sequence is surjective, as can easily be seen
on stalks, so R1Hom(i∗KS,WU ) = 0 as well and we are done. 
Using these preliminary results, we can now prove Proposition 6.6.
Proof of Proposition 6.6. We have seen that the desired result can be checked lo-
cally, and Lemma 6.7 and Propositions 6.11 and 6.12 collectively show that for all
q ≥ 1, the sheaf RqHom(F ,G) is a direct sum of skyscraper sheaves supported on
the crossings and cusps of Λ. This implies that in the local-to-global Ext spectral
sequence
Ep,q2 = H
p(R2;RqHom(F ,G)) =⇒ Extp+q(F ,G)
of [God58, The´ore`me II.7.3.3], all of the groups Ep,q2 with p, q ≥ 1 must vanish.
We have also shown that Ep,02 = H
p(R2;Hom(F ,G)) vanishes for all p ≥ 2, by
Proposition 6.5. Since the E2 page is supported on the union of the line p = 0 and
the point (p, q) = (1, 0), the sequence collapses at this page.
If Λ is the rainbow closure of an n-stranded braid, then the standard Legendrian
unknot can be realized as the closure Λ0 of the n-stranded braid σ1σ2 . . . σn−1,
where each σi exchanges the ith and (i + 1)st strands from the top. If U is a
small neighborhood of a cusp of Λ, or a crossing of Λ corresponding to the braid
generator σk, then we let U0 be the analogous neighborhood of the corresponding
left or right cusp or σk-crossing of Λ0. It is easy to construct sheaves of k-modules
F0 ∈ Shr(Λ0,k) and G0 ∈ Shs(Λ0,k) such that F0|U0 and G0|U0 are identical to F|U
and G|U respectively; since RHom(F ,G)|U ≃ RHom(F0,G0)|U0 , we will study the
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latter in order to determine the stalks of each RqHom(F ,G) at the cusp or crossing
in question.
Let Λstd be the standard eye-shaped Legendrian unknot diagram, and note that
Shr(Λ0,k) ∼= Shr(Λstd,k) and Shs(Λ0,k) ∼= Shs(Λstd,k) since Λ0 and Λstd are
Legendrian isotopic; let F1 ∈ Shr(Λstd,k) and G1 ∈ Shs(Λstd,k) be sheaves cor-
responding to F0 and G0. The functor Sh(Λstd,k) → D(k−mod) sending a sheaf
to its stalk inside the eye is an equivalence of categories [STZ17, Example 3.5],
so we have Ext•(F1,G1) = Ext
•
k
(kr,ks) = Hom(kr,ks) ∼= krs. We conclude that
Exti(F0,G0) = 0 for i ≥ 1.
We now apply the above discussion of the Ext spectral sequence to the computation
of Exti(F0,G0). Since we know that these groups vanish for i ≥ 1, examining the
E2 = E∞ page tells us that
H0(R2;RqHom(F0,G0)) = E
0,q
2 = 0
for all q ≥ 1. But RqHom(F0,G0) is a sum of skyscraper sheaves for q ≥ 1, so its
zeroth cohomology is just the direct sum of its stalks at each cusp and crossing.
Thus the stalks of RqHom(F0,G0) all vanish for q ≥ 1, and this implies as above
that
RqHom(F|U ,G|U ) ≃ R
qHom(F0|U0 ,G0|U0) = 0.
So we must have RqHom(F|U ,G|U ) = 0 for all q ≥ 1, and since this is true for a
neighborhood U of any cusp or crossing, we can conclude that RqHom(F ,G) = 0
for all q ≥ 1, as desired. 
7. Construction of the equivalence
We are now ready to complete the proof of Theorem 1.3.
Proof of Theorem 1.3. We want to find an equivalence functor
F : H∗(Repn(Λm,k))→ H
∗(Shn(Λm,k))
which is fully faithful and essentially surjective.
We first define F on objects. To a representation described by (A1, · · · , Am) one
associates the sheaf where V = kn and the maps are given by (AT1 , · · · , A
T
m). (Note
that by equations (3) and (4) we have
Pm(A1, · · · , Am)
T = Pm(A
T
m, · · · , A
T
1 ) = (−1)
mQm(A1, · · · , Am),
and thus Proposition 3.2 implies that this is indeed an object of Shn(Λm,k).) Equa-
tion (5) and Proposition 5.1 imply that F is essentially surjective on objects.
Then to each morphism (u1, u2) : (A1, · · · , Am) → (A
′
1, · · · , A
′
m), we associate the
morphism −(uT2 , u
T
1 ). The first part of Proposition 3.4 together with Proposition
5.2 implies that this is a well defined isomorphism on Hom0.
To a class (w1, · · · , wm) in H
1Hom(ρ, ρ′), we associate the class of extensions given
by (wT1 , · · · , w
T
m). The second part of Proposition 3.4 and Proposition 5.3 show that
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this is a well defined isomorphism on H1Hom. By Propositions 3.4 and 6.1, all other
H iHom groups (i 6= 0, 1) in both categories are zero, so F defines an isomorphism
on all of H∗Hom.
It now follows from the computation in Section 5.5 and equations (6), (7) and (8)
that the composition rule is preserved. Hence F is a functor, and so it defines an
equivalence of categories. 
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