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Their applications to moduli spaces of punctured Riemann surfaces
Lin Weng
Department of Mathematics, Graduate School of Science, Osaka University,
Toyonaka, Osaka 560, Japan
Abstract. For singular metrics, Ray and Singer’s analytic torsion formalism can-
not be applied. Hence we do not have the so-called Quillen metric on determinant
of cohomology with respect to a singular metric. In this paper, we introduce a
new metric on determinant of cohomology by adapting a totally different approach.
More precisely, by strengthening results in the first paper of this series, we de-
velop an admissible theory for compact Riemann surfaces with respect to singular
volume forms, with which the arithmetic Deligne-Riemann-Roch isometry can be
established for singular metrics. As an application, we prove the Mumford type
fundamental relations for metrized determinant line bundles over moduli spaces
of punctured Riemann surfaces. Moreover, using an idea of D’Hoker-Phong and
Sarnak, we introduce a natural admssible metric associated to a punctured Rie-
mann surface via the Arakelov-Poincare´ volume, a new invariant for a punctured
Riemann surface. With this admissible metric, we make an intensive yet natural
study on two Ka¨hler forms on the moduli space of punctured Riemann surfaces
associated to the Weil-Petersson metric and the Takhtajan-Zograf metric (defined
by using Eisenstein series. Among others, we, together with Fujiki, show that the
Takhtajan-Zograf Ka¨hler form is indeed the first Chern form of a certain metrized
line bundle). All this finally leads to a more geometric interpretation of our new de-
terminant metrics in terms of special values of Selberg zeta functions. We end this
paper by proposing an arithmetic factorization in terms of Weil-Petersson metrics,
cuspidal metrics and Selberg zeta functions, which then serves as the most global
picture for viewing Riemann surfaces.
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§1. Introduction
Over a compact Riemann surface, for any (smooth) Hermitian line bundle, with
respect to any (smooth) volume form, we may introduce the Quillen metric ([Qu])
on the corresponding determinant of cohomology. Essentially, this is because there
exists only discrete spectrum for the associated Laplacian, so that the Ray-Singer’s
zeta function formalism ([RS]) can be applied. By using Quillen metrics, we then
have the so-called Deligne-Riemann-Roch isometry, or equivalently, the Riemann-
Roch and the Noether isometries ([De2]).
On the other hand, we cannot apply the same strategy to compact Riemann
surfaces with respect to singular volume forms, or better, to punctured Riemann
surfaces, due to the fact that a certain continuous spectrum exists for the corre-
sponding Laplacian. Even though, with respect to hyperbolic metrics on Riemann
surfaces of finite volume, along with the same line as compact Riemann surfaces,
we now have the works done by Efrat ([Ef]), Jorgenson-Lundelius ([JL1], [JL2]),
and Takhtajan-Zograf ([TZ1], [TZ2]) on special values of Selberg zeta functions,
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regularized determinants of Laplacians, and Quillen metrics, previously it remains
to be a very challenging problem to deduce a general but natural theory from them.
Nevertheless, in this paper, we use a quite independent approach to offer a
reasonable metric theory for punctured Riemann surfaces. Roughly speaking, we
take the Riemann-Roch and Noether isometries as the motivation and hence as the
final goal for developing such a theory, since we believe that a good metric theory
for punctured Riemann surfaces should ultimately provide us these two isometries
in a natural way. Put this in a more practical term, we go as follows.
As stated above, the up-most main difficuty for doing arithmetic for singular
metrics is the unpleasent presence of the continuous spectrum for the associated
Laplacian. We solve this by developing a general admissible theory with respect
to a possibly singular volume form ω, which stengthens the results in our previ-
ous paper [We1] in an essential way: we not only deal with points at finite places,
where the metric is finite and smooth, we also develop a system to deal with the
cusps, where the metric is singular. (Please see (2.3.1), (2.3.2), (2.4.1), (2.5.1) and
(2.5.2) for more details.) Similarly as in [We1], the key points at this stage are the
existence of the so-called ω-Arakelov metric and various versions of the Mean Value
Lemma, which simply claims that even though we start with totally independent,
possibly singular, volume forms, the corresponding admissible theories are essen-
tially the same. (Please see Proposition 2.5.1, Proposition 2.5.3, Proposition 3.3.1
and Corollary 5.1.2 for more details.)
To apply the general admissible theory to singular hyperbolic metrics, we then
encount with the second main difficulty: there exists no geometrically natural ad-
missible metric on the canonical line bundle. Recall that the singular hyperbolic
metric is natural only when we view it as a metric on the logarithmic canonical
line bundle, which consists of the canonical line bundle and the cuspidal line bun-
dle. By the obvious reason, the naive metric on the cuspidal line bundle resulting
only the associated Dirac symbol is useless for our arithmetic and geometric con-
sideration: from such a naive metric on the cuspidal line bundle, we cannot get
any admissible metric on the canonical line bundle via the decomposition of the
original singular hyperbolic metric on the logarithmic canonical line bundle; while
without using admissible metrics on the canonical line bundle, it is impossible to
apply the general admissible theory. We overcome this by introducing an invariant
called Arakelov-Poincare´ volume for a (punctured) Riemann surface, (please see
(6.1.8) for more details,) which exposes the deep relation between the Euclidean
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aspect (induced from the associated Jacobian of its smooth compactification) and
the hyperbolic aspect of such a Riemann surface at their disposal – Multiplying
the Arakelov metric with respect to the hyperbolic volume form by this invariant,
we get a natural admissible metric on the canonical line bundle, which is simply
the standard hyperbolic metric when the Riemann surface is compact. (Please see
Corollary 6.4.2 and Remark 6.4.1 for more details.) In fact, for compact Riemann
surfaces, by using the Mean Value Lemma and a result of D’Hoker-Phong [D’HP]
and Sarnak [Sa] on special values of Selberg zeta functions and regularized deter-
minants of hyperbolic Laplacians, such an invariant is first introduced in [We1] to
measure the difference between the standard hyperbolic metric and the Arakelov
metric with respect to hyperbolic volume form.
As an application to moduli spaces of punctured Riemann surfaces, we give
Mumford type fundamental isometries for determinant line bundles equipped with
our metrics. (Please see Theorem 5.3.1, Theorem 5.4.1 and Theorem 6.3.1 for
more details). As a direct consequence, we show that the Weil-Petersson Ka¨hler
form and the Takhtajan-Zograf Ka¨hler form (defined by using Eisenstein series)
on the Teichmu¨ller space and on the moduli space of punctured Riemann surfaces
with fixed signature naturally arise from our metric theory. Indeed, our study
explores the true essence of the pioneer work given by Takhtajan and Zograf [TZ1,2],
which motivates our study. Among others, we, together with Fujiki, show that the
Takhtajan-Zograf Ka¨hler form is indeed the first Chern form of a certain metrized
line bundle. (Please see Theorem 7.3.1 for more details.) All this then leads to
a more geometric interpretation of our determinant metric in terms of spectrum
theory. (Please see Theorem 7.3.2 and Theorem 6.4.1 for more details.)
Finally, in an appendix, we propose an arithmetic factorization, which is moti-
vated by the results of Masur [Ma] and Wolpert [Wo2] on Weil-Petersson metrics
over moduli space of compact Riemann surfaces. The key point here is that the
Weil-Petersson metric and the Takhtajan-Zograf metric are algebraic so they are
naturally associated to line bundles on the moduli space together with some smooth
metrics, the so-called local potentials. On the other hand, such line bundles have
natural extensions to the stably compactification of moduli space of Riemann sur-
faces in the sense of Deligne and Mumford ([DM] and [Kn]), so we may expect
that the associated metrics, or clearly, local potentials, admit continuous exten-
sions to the boundary too. Thus by noticing that the Weil-Petersson metric and
Takhtajan-Zograf metric are in the nature of arithmetic intersection again, we then
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may further expect that the above factorization of line bundles and local poten-
tials to the boundary give us the corresponding line bundles and local potentials
associated to the Weil-Petersson metric and the Takhtajan-Zograf metric on the
boundary. We anticipate that such a factorization plays a key role in studying the
global geometry of Riemann surfaces in furture.
As for the language, we intentionally use Deligne pairing [De2], which is certainly
a very natural one for our purpose, despite the fact that such a formalism is not as
popular as determinant of cohomology.
As a part of my one semester course at Osaka University in 1997/1998, I ex-
plained and refined all the results in this paper with the help of Professor Fujiki.
I would like to thank Professor Fujiki, Professor Mabuchi and Professor Miyanishi
for their supports. Thanks also due to Professor Ueno, Professor Kobayashi and
Professor Ohsawa for inviting me to speak on the results of this paper in a series
of lectures at the symposium on Arithemetic Geometry and Painleve´ Equations, at
Nagoya University respectively, due to Professor To for fruitful discussions at the
earlier stage of this research, which were unfortunately stopped by some evil force.
Finally, I would like to dedicate this paper to Serge Lang.
§2. ω-Arakelov metrics and ω-intersection theory
(2.1) Throughout this paper, we always assume that M0 is a (punctured) Rie-
mann surface of genus q. Denote its compactification by M , and let M\M0 =:
{P1, . . . , PN}. We will call Pi, i = 1, . . . , N , cusps of M0, and (q, N) the signature
of M0.
Recall that a Hermitian metric ds2 on M0 is said to be of hyperbolic growth
near the cusps, if for each Pi, i = 1, . . . , N , there exists a punctured coordinate disc
∆∗ := {z ∈ C : 0 < |z| < 1} centered at Pi such that for some constant C1 > 0,
(i) ds2 ≤ C1|dz|
2
|z|2(log |z|)2 on ∆
∗, (2.1.1)
and there exists a local potential function φi on ∆
∗ satisfying ds2 = ∂
2φi
∂z∂z¯
dz ⊗ dz¯
on ∆∗, and for some constants C2, C3 > 0,
(ii) |φi(z)| ≤ C2max{1, log(− log |z|)}, and (2.1.2)
(iii)
∣∣∣∣∂φi∂z
∣∣∣∣ , ∣∣∣∣∂φi∂z¯
∣∣∣∣ ≤ C3|z| |log |z|| on ∆∗. (2.1.3)
In this case, we call ds2 a quasi-hyperbolic metric, which is introduced in [TW1].
(See also [Fu], where a general discussion is given. Indeed, one may view quasi-
hyperbolic metrics as the realization of good metrics of Mumford [Mu1] in dimension
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one.)
For a quasi-hyperbolic metric ds2 over a punctured Riemann surface M0, it
follows easily from (2.1.1) that Vol(M0, ds2) <∞. Denote the normalized volume
form of ds2 by ω so that Vol(M,ω) = 1. In this paper, ω always denotes the
normalized volume form on M associated to a smooth metric (on M) or associated
to a quasi-hyperbolic metric on M0.
(2.2) In [TW 1, Theorem 1], we show that there exists a unique ω-Green’s function
gω(·, ·), or the Green’s function with respect to ω, on M0 ×M0\{diagonal}, such
that the following conditions are satisfied:
(i) For fixed P ∈M0, and Q 6= P near P ,
gω(P,Q) = − log |f(Q)|2 + α(Q),
where f is a local holomorphic defining function for P , and α is some smooth
function defined near P ;
(ii) dQd
c
Qgω(P,Q) = ω(Q)− δP ;
(iii)
∫
M
gω(P,Q)ω(Q) = 0;
(iv) gω(P,Q) = gω(Q,P ) for P 6= Q;
(v) gω(P,Q) is smooth on M
0 ×M0\{diagonal};
(vi) Near each puncture Pi of M , i = 1, . . . , N , there exists a punctured coordinate
neighborhood ∆∗ centered at Pi such that for fixed Q ∈ ∆∗, there exists a constant
C > 0 such that
|gω(Q, z)| ≤ Cmax{1, log(− log |z|)} on ∆∗.
Here dcQ :=
√−1
4pi
(∂¯Q − ∂Q) is with respect to the second variable (so that dQdcQ =√−1
2pi ∂Q∂¯Q), and δP is the Dirac delta symbol at P .
The proof comes from the following consideration: for the normalized volume
form ω associated to a quasi-hyperbolic metric ds2 over a punctured Riemann
surface M0, from definition, it is easy to see that there exists a unique locally
integrable function βω on M such that
ddcβω = ω − ωcan, and
∫
M
βω(ω + ωcan) = 0. (2.2.1)
Here ωcan denotes the canonical volume form on M defined as follows: denote by
KM the canonical line bundle ofM . On H
0(M,KM), there exists a natural pairing
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(φ, ψ) 7→
√−1
2
∫
M
φ∧ψ¯. Fix any orthonormal basis {φi} ofH0(M,KM) with respect
to this pairing, by definition,
ωcan :=
√−1
2q
q∑
j=1
φj ∧ φ¯j . (2.2.2)
Denote by g(P,Q) the Arakelov-Green’s function, i.e., the Green’s function with
respect to ωcan. Then we have
Lemma 2.2.1 ([TW1]) With the same notation as above, the function gω(P,Q)
defined on M0 ×M0\{diagonal} by
gω(P,Q) = g(P,Q) + βω(P ) + βω(Q), (2.2.3)
satisfies the above conditions (i)∼(vi).
Proof. One may prove this lemma as in [La2, Chapter II, Proposition 1.3]. The full
details are given in my Osaka lecture notes [We2]. In fact, we only need to remark
that with the growth conditions of β and dβ, the arguments in the proof of [La2,
Chapter II, Proposition 1.3] involving Stokes’ theorem remain valid by considering
small circles of radius r centered at the punctures and then letting r → 0.
(2.3) Now we are ready to define the ω-Arakelov metrics on OM (P ) for any point
P ∈M and on KM , the canonical line bundle of M .
First of all, for any P ∈M0, define a metric ρAr;ω;P on OM (P ) by setting
log ‖1P ‖2ρAr;ω;P (Q) := −gω(P,Q) + βω(P ) for Q 6= P in M0. (2.3.1)
Here 1P denotes the defining section of OM (P ). (Please note in particular that the
constant βω(P ) is added.) Then
dQd
c
Q(− log ‖1P ‖2ρAr;ω;P (Q))
=dQd
c
Q(gω(P,Q)− βω(P )) (by (2.3.1))
=dQd
c
Qgω(P,Q)
=ω(Q)− δP (by 2.2(ii))
=ω(Q)− δdiv(1P ).
Hence c1(OM (P ), ρAr;ω;P ) = ω. Here c1 denotes the first Chern form.
Secondly, by Lemma (2.2.1) above, we see that
−gω(P,Q) + βω(P ) = −g(P,Q)− βω(Q).
7
Thus, for any point P∈M, we (may) define a Hermitian metric ρAr;ω;P on OM (P )
by setting
log ‖1P ‖2ρAr;ω;P (Q) := −g(P,Q)− βω(Q) for Q 6= P in M0. (2.3.2)
In particular, this works also for cusps Pi, i = 1, . . . , N . Easily, we see that
c1(OM (P ), ρAr;ω;P ) = ω. (2.3.3)
We will call ρAr;ω;P the ω-Arakelov metric, or the Arakelov metric with respect to
ω, on OM (P ).
(2.4) A Hermitian line bundle (L, ρ) on M is called ω-admissible, if c1(L, ρ) =
d(L) · ω. Here d(L) denotes the degree of L. From (2.3.3), we have the following
Lemma 2.4.1. With the same notaton as above, (OM (P ), ρAr;ω;P ) is ω-admissible.
Furthermore, by extending ρAr;ω;P linearly on P by using tensor products, we
know that over any line bundle L onM , there exist ω-admissible Hermitian metrics,
which are parametrized by R+.
For later use, denote (OM (P ), ρAr;ω;P ) by OM (P )ω, or simply OM (P ) if no
confusion arises. If (L, ρ) is an ω-admissible Hermitian line bundle on M , we
denote (L, ρ) by L¯ω or simply L¯ by abuse of notation. Similarly, we use L¯(P ) to
denote L¯⊗OM (P ).
Thus, in particular, on the canonical line bundle KM of M , there exist ω-
admissible Hermitian metrics. But such metrics are far from being unique. We
next make a certain normalization.
On KM , define the ω-Arakelov metric ρAr;ω, or the Arakelov metric with respect
to ω by setting
‖h(z) dz‖2ρAr;ω (P ) := |h(P )|2 · limQ→P
|z(P )− z(Q)|2
e−gω(P,Q)
· e−2qβω(P ) for P ∈M0. (2.4.1)
Here h(z) dz denotes a section of KM . Then we see that
‖h(z) dz‖2ρAr;ω (P ) = ‖h(z) dz‖2Ar(P ) · e(−2q+2)βω(P ). (2.4.2)
Here ‖ ‖2Ar denotes the (canonical) Arakelov metric on KM . Thus by the fact that
‖ ‖2Ar is ωcan-admissible, (see e.g. [La2, Chapter IV, Theorem 5.4],) we have
c1(KM , ρAr;ω)
=(2q − 2)ωcan + ddc(−[(−2q + 2)βω]) (by (2.4.2))
=(2q − 2)ωcan + (2q − 2)(ω − ωcan) (by (2.2.1))
=(2q − 2)ω.
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So we have the following
Proposition 2.4.2. With the same notation as above, (KM , ρAr;ω) is ω-admissible.
For later use, denote (KM , ρAr;ω) by KMω, or simply by KM if no confusion
arises. Also we denote (KM , ρAr;ω · e c2 ) (resp. KM ⊗ OM (P )) by KMc (resp.
KM (P )) for any constant c.
We end this subsection by giving a geometric interpretation for the ω-Arakelov
metric ρAr;ω. We begin with a preperation.
Let L¯ be an ω-admissible Hermitian line bundle, then for any point P ∈M , on
the restriction L|P , we introduce a metric by multiplying the restriction metric from
L¯ to P an additional factor exp[d(L) · 1
2
βω(P )], and we will use the symbol L¯‖P
to indicate the vector space L|P together with this modification of the metric, and
sometimes call it the ω-restriction of L¯ at P . With this, by using (2.4.2), (2.2.1),
and the fact that the Arakelov metric induces a natural isometry via the residue
map res : KM (P )|P → C, we see that the Arakelov metric with respect to ω on
KM is the unique metric such that, at each point P ∈M , the natural residue map
res induces the following ω-adjunction isometry
res : KM (P )‖P → C. (2.4.3)
Here C denotes the complex plane C equipped with the ordinary flat metric.
(2.5) For any two line bundles L, L′ on M , denote by 〈L, L′〉 the Deligne pairing
associated to L and L′. In this subsection, we define an ω-Deligne norm hDe,ω on
〈L, L′〉 for any two ω-admissible Hermitian line bundles L¯ and L¯′.
First, let us define the ω-Deligne norm for 〈OM (P ),OM (Q)〉 with P 6= Q ∈M0,
for ω-Arakelov metrized line bundles OM (P ) and OM (Q), by setting
log ‖〈1P , 1Q〉‖2hDe,ω := −gω(P,Q) + βω(P ) + βω(Q). (2.5.1)
Secondly, note that the right hand side of (2.5.1) can be written as −g(P,Q),
the Arakelov-Green’s function for P and Q. Hence, even though (2.5.1) does not
make any sense for cusps, but if we change it to
log ‖〈1P , 1Q〉‖2hDe,ω := −g(P,Q), (2.5.2)
then we have the metrized ω-Deligne pairing 〈OM (P ),OM (Q)〉 for all P 6= Q ∈M .
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Finally extending hDe,ω by linearity, we get a definition for ω-Deligne norm
hDe,ω(L¯, L¯
′) on 〈L, L′〉 for any two ω-admissible Hermitian line bundles L¯ and L¯′
on M . By abuse of notation, we denote
(
〈L, L′〉, hDe;ω(L¯, L¯′)
)
simply by 〈L¯, L¯′〉.
Remark 2.5.1. Even though we study the ω-intersection, the Arakelov-Green’s
function is used in an essential way. This is indeed not quite surprising. After all,
we only define the ω-intersection for the Hermitian line bundles OM (P ) andOM (Q)
by using −g(P,Q). Put this in a more formal manner, we have the following:
Proposition 2.5.1. (Mean Value Lemma I.) For any two normalized volume forms
ω1 and ω2 on M , there exists a natural isometry
〈OM (P )
ω1
,OM (Q)
ω1
〉 ≃ 〈OM (P )
ω2
,OM (Q)
ω2
〉 for P 6= Q ∈M. (2.5.3)
As a driect consequence of the ω-adjunction isometry (2.4.3), by definition, we
have the following:
Proposition 2.5.2. (ω-Adjunction Isometry) With the same notation as above,
we have the isometry
〈KM (P ),OM (P )〉 ≃ C for any P ∈M. (2.5.4)
In a similar style, by using (2.2.1) and (2.4.2), we get
Proposition 2.5.3. (Mean Value Lemma II.)With the same notation as above, for
any two normalized volume forms ω1 and ω2 on M , there exists a natural isometry
〈KMω1 , KMω1〉 ≃ 〈KMω2 , KMω2〉. (2.5.5)
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Proof. We may assume that ω2 is simply ωcan. Denote ω1 simply by ω. Then
〈KMω, KMω〉
=〈KMωcan · e
−(2q−2)βω , KMω〉
≃〈KMωcan , KMω〉 · e
−(2q−2)
∫
βω ·c1(KM
ω
)
≃〈KMωcan , KMωcan · e
−(2q−2)βω〉 · e−(2q−2)
∫
βω·c1(KM
ω
)
≃〈KMωcan , KMωcan〉 · e
−(2q−2)
∫
βω·c1(KM
ωcan
) · e−(2q−2)2
∫
βω·ω
≃〈KMωcan , KMωcan〉 · e
−(2q−2)2
∫
βω·ωcan · e−(2q−2)2
∫
βω·ω
≃〈KMωcan , KMωcan〉 · e
−(2q−2)2
∫
βω·(ωcan+ω)
≃〈KMωcan , KMωcan〉 · e
−(2q−2)2·0
≃〈KMωcan , KMωcan〉.
This completes the proof.
Remark 2.5.1. The above Mean Value Lemma says that even though we start with
totally independent, possibly singular, volume forms, the corresponding admissible
intersections are essentially the same.
As an application to arithmetic surfaces, we see that the self-intersection of
Arakelov canonical divisor can be understood in any of these ω-admissible theories.
(For the detailed discussion, see e.g. [We1].)
§3. ω-Riemann-Roch metric and its properties
(3.1) With the same notation as in §2, for any line bundle L on M , denote its
associated determinant of cohomology, i.e., detH0(M,L) ⊗ (detH1(M,L))⊗−1, by
λ(L). Then it is well-known that we have the following canonical Riemann-Roch
isomophism;
λ(L)⊗2 ⊗ λ(OM )⊗−2 ≃ 〈L, L⊗K⊗−1M 〉. (3.1.1)
(See e.g., [De2], or [Ai].)
For a fixed normalized volume form ω on M associated to a quasi-hyperbolic
metric, denote by KM the ω-Arakelov canonical line bundle (KM , ρAr;ω). With re-
spect to KM , fix a metric h0(KM ) on λ(OM ). Then for any ω-admissible Hermitian
line bundle L¯ on M , define an ω-determinant metric hRR;KM ;h0(KM )(L¯) on λ(L) by
the isometry(
λ(L), hRR;KM ;h0(KM )(L¯)
)⊗2
⊗
(
λ(OM ), h0(KM )
)⊗−2
:≃ 〈L¯, L¯⊗KM⊗−1〉. (3.1.2)
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We call hRR;KM ;h0(KM )(L¯) on λ(L) the ω-Riemann-Roch metric associated to L¯ with
respect to KM and h0(KM). Since for a fixed L¯, with respect to KM and h0(KM),
both
(
λ(OM ), h0(KM )
)
and 〈L¯, L¯⊗KM⊗−1〉 are fixed, hRR;KM ;h0(KM )(L¯) is well-
defined. By abuse of notation, we denote
(
λ(L), hRR;KM ;h0(KM )(L¯)
)
simply by
λ(L¯).
The ω-Riemann-Roch metric satisties the following properties, which are very
similar to these for Faltings metrics. (See Theorem 4.1.1 below.)
Proposition 3.1.1. With the same notation as above, we have
(F1) An isometry of ω-admissible Hermitian line bundles L¯→ L¯′ induces an isom-
etry from λ(L¯) to λ(L¯′);
(F2) If the ω-admissible metric on L is changed by a factor α ∈ R+, then the metric
on λ(L) is changed by the factor αχ(M,L);
(F3) For any point P on M , put the ω-Arakelov metric on OM (P ), and take the
tensor metric on L(−P ). Then the algebraic isomorphism
λ(L) ≃ λ(L(−P ))⊗ L|P
induced by the short exact sequence of coherent sheaves
0→ L(−P )→ L→ L|P → 0
is an isometry
λ(L¯) ≃ λ(L¯⊗OM (P )⊗−1)⊗ L¯‖P .
(F4) (Serre Isometry)
(
λ(KM ), hRR;KM ;h0(KM )(KM)
)
≃
(
λ(OM ), h0(KM)
)
.
Proof. (F4) is simply the Serre duality. (F1) and (F2) are direct consequence of
the definitions of the ω-Riemann-Roch metric and the ω-intersection. Finally, (F3)
is a direct consequence of the definition of the ω-Riemann-Roch metric and the
ω-adjunction isometry, which also explains why in our definition of the ω-Riemann-
Roch metric and the proposition here we use KM and P , i.e., KM and OM (P )
together with the ω-Arakelov metrics.
Remark 3.1.1. By (F4), we see that giving a normalization for h0(KM ) on λ(OM )
is equivalent to normalizing hRR;KM ;h0(KM ) on λ(KM ).
(3.2) Similarly, with respect toKM , i.e., KM with an arbitrary ω-admissible metric,
we fix a metric h0(KM ) on λ(OM ). Then with respect to KM ′, i.e., KM equipped
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with (possibly) another ω-admissible Hermitian metric, and h0(KM ), for any ω-
admissible Hermitian line bundle L¯, we may define the associated Riemann-Roch
metric, denoted by h
RR;KM
′
;h0(KM )
(L¯), by the isometry
(
λ(L), h
RR;KM
′
;h0(KM )
(L¯)
)⊗2
⊗
(
λ(OM ), h0(KM)
)⊗−2
:≃ 〈L¯, L¯⊗ (KM ′)⊗−1〉.
(3.2.1)
The dependence of h
RR;KM
′
;h0(KM )
(L¯) on L¯ and KM
′
is clear, as it is given by the
ω-intersection theory. More precisely, directly from the defintion, we have
Proposition 3.2.1. The dependence of h
RR;KM
′
;h0(KM )
(L¯) on L¯ and KM
′
is given
by the following equality:
h
RR;KM
′⊗OM (ec);h0(KM )(L¯⊗OM (e
f )) = h
RR;KM
′
;h0(KM )
(L¯) · eχ(L)·f−d(L)c/2.
(3.2.2)
Here for a constant c, OM (ec) denotes the trivial line bundle equipped with the
metric ‖1‖2 = ec.
On the other hand, the dependence of h
RR;KM
′
;h0(KM )
(L¯) on KM is not so easy
to determined. Indeed, the most essential part for such a dependence is independent
of the above (weak) Riemann-Roch isometry. Nevertheless, from our study on the
admissible theory with respect to smooth volume forms in [We1], it is very natural
to take the following principle, which has its root from the Polyakov variation
formula (see e.g., [Fay2, (3.30)]):
h0(KM
c
) := h0(KM ) · e
2q−2
12 ·c. (3.2.3)
Here, as before, KM
c
= KM ⊗OM (ec).
Remark 3.2.1. The reader may ask why we use 2q−2 instead of using 2q−2+N in
(3.2.3). We justify our choice by the following observation: the Hermitian metric
on KM used in (3.2.3) would have the first Chern form (2q−2)ω, which is different
from the singular metric introduced by the quasi-hyperbolic metric, for which the
total volume is 2pi(2q − 2 + N). So our normalization is in the same spirit as the
one in [JL2, §7].
That is, we have the following
Proposition-Definition 3.2.2. (Polyakov Variation Formula I) With the same
notation as above, we have the following relation
h
RR;KM
′
;h0(KM⊗OM (ec))(L¯) = hRR;KM ′;h0(KM )(L¯) · e
2q−2
12 ·c. (3.2.4)
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We end this section by the following consequence of the definition of the ω-
Riemann-Roch metric.
Proposition 3.2.3. (Serre Isometry) With the same notation as above, we get the
isometry:(
λ(L), h
RR;KM
′
;h0(KM )
(L¯)
)
≃
(
λ(KM ⊗ L⊗−1), hRR;KM ′;h0(KM )(KM
′ ⊗ L¯⊗−1)
)
.
(3.2.5)
(3.3) In (3.1) and (3.2), for a fixed normalized volume form ω on M , we introduce
h
RR;KM
′
;h0(KM )
(L¯) in such a way that if one of h0(KM
′′
) is fixed, then all other
determinant metrics h
RR;KM
′
;h0(KM )
(L¯) are fixed, by using (3.2.2) and (3.2.4), or
better Proposition 3.2.1 and Proposition 3.2.2.
Now we explain how the ω-Riemann-Roch metrics depend on ω. Similarly, mo-
tivated by our work on admissible theory with respect to smooth volume forms in
[We1], we relate different ω-Riemann-Roch metrics by using the following isometry:
for any two normalized volume forms ω1 and ω2 on M ,(
λ(OM ), h0(KMω1)
)
≃
(
λ(OM ), h0(KMω2)
)
. (3.3.1)
In other words, even though KMω, the ω-Arakelov canonical line bundle, depends
on ω in an essential way, but the induced metric on the determinant of cohomology
does not depend on ω at all. We may say that this is one of the most important
discovery in [We1], where we establish this relation for Quillen metrics. As a direct
consequence, we get the following;
Proposition 3.3.1. (Mean Value Lemma III) With the same notation and nor-
malization as above, for any two normalized volume forms ω1 and ω2 on M , we get
the following isometries:
(a) (Polyakov Variation Formula II)
λ(KMω1
)
ω1
≃ λ(KMω2)ω2 . (3.3.2)
(b) For all nj ∈ Z and Qj ∈M ,
λ(OM (ΣjnjQj)
ω1
)
ω1
≃ λ(OM (ΣjnjQj)
ω2
)
ω2
. (3.3.3)
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Proof. The key point here is that on KM and OM (Qj), all metrics are carefully
chosen to be ω-Arakelov metrics. Thus (a) comes from the Serre isometry; while
(b) is deduced from the Riemann-Roch isometry and the Mean Value Lemma I for
ω-arithmetic intersection by a tedious calculation.
Thus by the above three kinds of normalizations for the ω-determinant met-
rics, i.e., (3.2.2), (3.2.4) and (3.3.2), we see that in order to get the ω-Riemann-
Roch metric uniquely, we have two different ways to normalize them: one is to
uniformly define metrics h0(KMω) for all normalized volume forms ω first, which
satisfy (3.3.2), i.e., Proposition 3.3.1(a), and then use Proposition 3.2.1 and Propo-
sition 3.2.2 to get all other metrics for any admissible line bundles; while the other
is to define for all ω-admissible Hermitian line bundle L¯ the Riemann-Roch metrics
h
RR;KM
ω
;h0(KM
′ω
)
(L¯) on λ(L) for a certain fixed ω, then to check these metrics sat-
isfy (3.3.2) and (3.2.4) and hence is compactible with our theory. We next give two
independent approaches to show how this can be possibly done in a very concrete
manner. The first is with respect to any normalized volume form, which then gives
an alternative way to find Quillen metric; while the second works only for singular
hyperbolic volume forms, which then leads to a more geometric interpretation of
our new determinant metric.
§4. ω-Faltings metric
(4.1) This approach begins with the following condition.
(F0) With respect to the normalized volume ω associated to a quasi-hyperbolic metric
dµ on a compact Riemann surface M , the metric hRR;KM ;h0(KM ) on λ(KM ) is
defined to be the determinant of the Hermitian metric on H0(M,KM) induced from
the following natural pairing
(φ, ψ) 7→
√−1
2
∫
M
φ ∧ ψ¯. (4.1.1)
Remark 4.1.1. It appears that (F0) is quite stange as no ω is involved (in the natural
pairing). But one should not understand in this way, as it is obvious that the above
natural paring on H0(M,KM) can also be defined by using any metric dµ on the
Riemann surface M due to the fact that the dimension of the base manifold M is
one (so that the dual of the tangent bundle is simply the canonical line bundle).
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Now we may improve Proposition 3.1.1 as follows.
Theorem 4.1.1. With respect to the normalized volume ω on a compact Riemann
surface M , for any ω-admissible Hermitian line bundle L¯, there exists a unique
metric hRR;KM ;h0(KM )(L¯), denoted also by hF ;ω(L¯) and called the ω-Faltings metric,
on λ(L) such that conditions (F0) ∼ (F5) are satisfied. Moreover, we have the
following Riemann-Roch isometry:(
λ(L), hF ;ω(L¯)
)⊗2
⊗
(
λ(OM ), hF ;ω(OM )
)⊗−2
≃ 〈L¯, L¯⊗KM⊗−1〉. (4.1.2)
Proof. The proof of this theorem is the same as the one for Faltings’ original
theorem [Fa, Theorem 1]. Namely, fixed a large enough positive integer r and a
degree r + q − 1 divisor E on M . Then, for any point (Q1, . . . , Qr) ∈ M r, by a
tedious calculation, we get the isometry(
λ(OM (E −Q1 − · · · −Qr)), hF ;ω(OM (E −Q1 − · · · −Qr))
)
≃
(
λ(OM (E)), hF ;ω(OM (E))
)
⊗⊗ri=1
(
OM (E)‖Qi
)⊗−1
⊗⊗1≤i<j≤r
(
OM (Qi)‖Qj
)
,
by using (F3). Noticing that in Faltings’ original theorem, when dealing with the
norm on the restriction, Faltings uses the most direct restriction for the canonical
volume form, while for us, we modify it to ‖, i.e., we use the ω-restriction. Thus
after taking ddc on M r,
c1(OM (E)‖Qi) = (r + q − 1)pr∗i (ω − ddcβω) = (r + q − 1)pr∗iωcan.
Here pri :M
r →M denotes the i-th projection. Similarly,
c1(OM (Qi)‖Qj ) = ddc
(
gω(Qi, Qj)− βω(Qi)
)
− ddcβω(Qj) = ddcg(Qi, Qj).
Thus, we get
c1
(
λ(OM (E −Q1 − · · · −Qr)), hF ;ω(OM (E −Q1 − · · · −Qr))
)
=− (r + q − 1)
r∑
i=1
pr∗iωcan +
∑
1≤i<j≤r
(
(pr∗iωcan + pr
∗
jωcan)
−
√−1
2
q∑
k=1
(pr∗i φk ∧ pr∗j φ¯k + pr∗jφk ∧ pr∗i φ¯k)
)
,
which is well-known to be the pull-back of the first Chern form of the Theta bundle
together with the standard metric induced by using theta norms. (See e.g., (4.3)
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below or [La2, p. 146].) Thus, following the standard discussion in [La2, Chapter
VI, §2-§3], we complete the proof of the theorem.
Remark 4.1.1 It is not surprising that the above theorem holds for a general ω as
by definition we have the following isometries:
OM (Qi)
ω
‖Qj ≃ OM (Qi)ωcan‖Qj (≃ OM (Qi)ωcan |Qj )
and
OM (E)
ω
‖Qi ≃ OM (E)ωcan‖Qi(≃ OM (E)ωcan |Qi).
Similarly, we have
KMω‖Q ≃ KMωcan‖Q(≃ KMωcan |Q)
for any point Q ∈M .
(4.2) In this section, we give further properties for the ω-Faltings metrics.
First of all, by definition, we have the following.
Lemma 4.2.1. With the same notation as above, there exists a natural isometry(
λ(KM ), hF ;ω(KM )ω
)
≃
(
λ(KM ), hF ;ωcan(KMωcan)
)
. (4.2.1)
On the other hand, by the proof of Theorem 4.1.1, we see that, for general
points (Q1, . . . , Qq, Q) ∈ M q+1 such that H0(M,OM (Q1 + · · · + Qq − Q)) =
H1(M,OM (Q1 + · · · + Qq − Q)) = {0}, λ(OM (Q1 + · · · + Qq − Q)) is simply
C, and the norm 1 in C is proportional to ‖θ(Q1 + · · · + Qr − Q)‖, so that the
ratio is independent of (Q1, . . . , Qq, Q). Such a ratio gives an invariant associated
to (M,ω). Following Faltings, we define the ω-Faltings delta function δ(M,ω) by
‖1‖hF ;ω(OM (Q1+···+Qq−Q)) = e−δ(M ;ω)/8‖θ(Q1 + · · ·+Qq −Q)‖. (4.2.2)
Proposition 4.2.2. With the same notation as above, we have
δ(M ;ω) = δ(M ;ωcan)(= δ(M)). (4.2.3)
That is, ω-Faltings delta function δ(M ;ω) is the same as the original Faltings delta
function δ(M).
Proof. First of all, by (F3), for any point Q ∈M , we have the natural isometry(
λ(KM ), hF ;ω(KM )
)
≃
(
λ(KM (Q)), hF ;ω(KM (Q))
)
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due to the fact that
KM (Q)‖Q ≃ C.
Secondly, by a tedious calculation using (F3) again, we get the following isometry(
λ(KM (Q)), hF ;ω(KM (Q))
)
≃
(
λ(KM (Q−Q1 − · · · −Qq)), hF ;ω(KM (Q−Q1 − · · · −Qq))
)
⊗⊗qi=1KM‖Qi ⊗⊗qi=1OM (Q)‖Qi
⊗⊗1≤i<j≤q(OM (Qi)‖Qj )⊗−1.
Thirdly, by (F4), the Serre isometry, we see that the last combination is isometric
to (
λ(OM (Q1 + · · ·+Qq −Q)), hF ;ω(OM (Q1 + · · ·+Qq −Q))
)
⊗⊗qi=1KM‖Qi ⊗⊗qi=1OM (Q)‖Qi
⊗⊗1≤i<j≤q(OM (Qi)‖Qj )⊗−1.
Thus, we get the isometry(
λ(KM ), hF ;ω(KM )
)
≃
(
λ(OM (Q1 + · · ·+Qq −Q)), hF ;ω(OM (Q1 + · · ·+Qq −Q))
)
⊗⊗qi=1KM‖Qi ⊗⊗qi=1OM (Q)‖Qi
⊗⊗1≤i<j≤q(OM (Qi)‖Qj )⊗−1.
Hence, finally, by Remark 4.1.1 and Lemma 4.2.1, we have the isometry(
λ(OM (Q1 + · · ·+Qq −Q)), hF ;ω(OM (Q1 + · · ·+Qq −Q)
ω
)
)
≃
(
λ(OM (Q1 + · · ·+Qq −Q)), hF ;ωcan(OM (Q1 + · · ·+Qq −Q)ωcan)
)
which, by definition, completes the proof of the lemma.
Remark 4.2.1. We sometimes call Lemma 4.2.1 and Proposition 4.2.2 Mean Value
Lemmas too.
(4.3) With the above definition of ω-Faltings metric, we also have the Noether
isometry without any further difficulty. Following Faltings [Fa] and Moret-Bailly
[MB], with arithmetic applications in mind, this is done as follows. (I include this
subsection simply for completeness which in turn offers me a chance to give one of
the main result of this paper, the ω-Noether isometry. If the reader does not want
to waste his time on the known discussion about theta norms, he may simply jump
to Theorem 4.3.1.)
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On the stack Uq of principally polarized abelian varieties of dimension q, define a
degree 22q covering Q which classifies pairs consisting of an abelian variety together
with a symmetric ample divisor which defines a principal polarization. Similarly,
on the stack Mq of regular algebraic curves of genus q, define the covering P,
which classifies pairs consisting of regular genus q curves together with one of its
theta-characters. Then over Z[1/2], by using the Abel-Jacobi map, there exists a
cartesian diagram
P → Q
↓ ↓
Mq → Uq.
Over Q, there is the universal abelian variety p : A → Q together with the theta
divisor Θ ⊂ A, flat over Q. Denote the zero section of A → Q by s, then (up
to a universal constant, over the corresponding analytic space,) we have a natural
isometry
s∗(Ωqp) ≃ s∗OA(Θ)⊗2,
defined by multiplying θ−2. Here Ωqp denotes the line bundle Ω
q
p together with the
metric induced from the natural pairing (φ, ψ) 7→ (−1) q(q−1)2 ·(
√−1
2 )
q
∫
A
φ∧ψ¯, while
OA(Θ) denotes the line bundle OA(Θ) together with the Hermitian metric defined
by using the theta norm, i.e.,
‖θ(Z, z)‖2 :=
√
detY · exp(−2pityY −1y) · |θ(Z, z)|2
with
θ(Z, z) :=
∑
n∈Zq
epi
√−1tnZn+2pi√−1tn·z.
Here a principally polarized abelian variety is taking of the form Cq/(Zq + Z · Zq)
for some complex q × q matrix Z with positive definite imaginary part Y .
Thus if we denote the universal curve over P by p : X → P, there is a uni-
versal theta-character L on X . In particular, the ω-Faltings metric on λ(L) gives
a Hermitian metric on the associated line bundle over the analytic space corre-
sponding to P. On the other hand, we know that λ(L) is simply the pull-back of
s∗O(−Θ). So by definition, we see that such an isomorphism gives an isometry for
the corresponding Hermitian line bundles if we multiplies the Hermitian norm by
exp(δ(M ;ω)/8) up to a constant depending only on the genus q on each connected
component of P.
Finally, by (F0), we see that the Hermitian line bundle λ(Kp) together with
ω-Faltings metric is merely the pull-back of the Hermitian line bundle s∗Ωqp. Thus,
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by using Proposition 4.2.2, together with the detailed discussion of the constants
appeared above by Moret-Bailly in [MB], we arrive at the following
Theorem 4.3.1. (ω-Noether isometry) With respect to the normalized volume ω
(associated to a quasi-hyperbolic metric) on a compact Riemann surface M , for any
ω-admissible Hermitian line bundle L¯, we have the following isometry:
(
λ(L), hF ;ω(L¯)
)⊗12
≃ 〈L¯, L¯⊗KM⊗−1〉⊗6⊗〈KM , KM 〉⊗O(eδ(M)·(2pi)−4q). (4.3.1)
Remark 4.3.1. The discussion in this section works is simply due to the fact that
we here use only the normalized ω-Arakelov metrics on KM and OM (P ).
Remark 4.3.2. Note that the Riemann-Roch isometry gives the difference between
Hermitian line bundles
(
λ(K⊗nM ), hF ;ω(KM
⊗n)
)
and
(
λ(KM ), hF ;ω(KM)
)
for all
half integers n. So there are still some freedom for us to choose the ω-Riemann-Roch
metric. But the above discussion gives summation of
(
λ(K
⊗1/2
M ), hF ;ω(KM
⊗1/2)
)
and
(
λ(KM ), hF ;ω(KM )
)
for ω-Faltings metrics. So we get a unique metric hF ;ω(L¯)
for all ω-admissible Hermitian line bundles L¯, so as to obtaining the Noether isom-
etry. Such an idea was also previously used by Beilinson and Manin in [BM] when
they gave Mumford volume forms on moduli spaces of compact Riemann surfaces.
It is for this reason we call (3.2.1) the weak Riemann-Roch theorem, while we call
the Deligne-Riemann-Roch theorem the strong Riemann-Roch theorem. (See e.g.,
[We1, A1].)
§5. New metrics on determinant of cohomology for singular metrics
and Mumford type isometries
(5.1) We start with the following
Theorem 5.1.1. (Deligne-Riemann-Roch Isometry for Singular Metrics) For any
normalized volume form ω on a compact Riemann surfaceM associated to a smooth
metric or a quasi-hyperbolic metric, for any ω-admissible metric L¯ on M , there
exists an ω-determinant metric hKM (L¯) on λ(L) such that we have the following
canonical isometry
(
λ(L), hKM (L¯)
)⊗12
≃ 〈L¯, L¯⊗KM⊗−1〉⊗6 ⊗ 〈KM , KM〉 ⊗ O(ea(q)). (5.1.1)
Here a(q) := (1− q)(24ζ ′Q(−1)− 1) denotes the Deligne constant.
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Proof. First, let us prove the theorem when the metric on KM is simply the ω-
Arakelov metric, i.e., we for the time being assume thatKM = KM . In this case, by
Theorem 4.3.1, for any ω-admissible metric L¯ on M , there exists a metric hF,ω(L¯)
on λ(L) such that we have the following ω-Noether isometry:(
λ(L), hF ;ω(L¯)
)⊗12
≃ 〈L¯, L¯⊗KM⊗−1〉⊗6⊗〈KM , KM 〉⊗O(eδ(M)·(2pi)−4q). (5.1.2)
As a direct consequence, if we set
hKM (L) := hF,ω(L) · e−δ(M,ω)/12 · (2pi)4q/12 · ea(q)/12, (5.1.3)
with δ(ω,M) = δ(M) the Faltings δ-function, we then arrive at the isometry(
λ(L), hKM (L¯)
)⊗12
≃ 〈L¯, L¯⊗KM⊗−1〉⊗6 ⊗ 〈KM , KM〉 ⊗ O(ea(q)). (5.1.4)
In general, we have KM = KM · OM (ec) for a certain constant function c on M
by applying the ω-admissible condition. So up to a constant A(c, q, d), which can
be easily evaluated by using ω-intersection and depends only on c and q and the
degree d of L,
〈L¯, L¯⊗KM⊗−1〉⊗6 ⊗ 〈KM , KM〉
is simply
〈L¯, L¯⊗KM⊗−1〉⊗6 ⊗ 〈KM , KM〉.
(We leave the precise valuation of A(c, q, d) to the reader as it is an interesting
exercise to understand the Polyakov variation formula for our metric.) Set
hKM (L) := hKM (L) ·A(c, q, d),
then we have the Deligne-Riemann-Roch isometry stated in the theorem. This
completes the proof of the theorem.
As direct consequences, we have the following.
Corollary 5.1.2. (Mean Value Lemma) With the same notation as above, suppose
that ω1 and ω2 are two normalized volume forms onM , then there exists a canonical
isometry (
λ(KM ), hKM
ω1
(KMω1
)
)
≃
(
λ(KM ), hKM
ω2
(KMω2
)
)
.
Proof. By applying Theorem 5.1.1, the isometry is obtained by the Mean Value
Lemma in ω-intersection theory, i.e., Proposition 2.5.3.
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For completeness, we give the following better than nothing
Corollary 5.1.3. With the same notation as above, assume that ω is smooth on
M , then hKM (L) is the Quillen metric hQ(KM , L¯) on λ(L) associated to the metric
on M induced from KM and the metrized line bundle L¯.
Proof. By applying Deligne-Riemann-Roch theorem for Quillen metric hQ(KM , L¯),
(see e.g. [De2] together with [So],) we have the isometry
(
λ(L), hQ(KM , L¯)
)⊗12
≃ 〈L¯, L¯⊗KM⊗−1〉⊗6 ⊗ 〈KM , KM〉 ⊗ O(ea(q)). (5.1.2)
Comparing this with (5.1.4), we complete the proof of this corollary.
Moreover, from the above, easily, one sees that the determinant metric hKM (L¯)
introduced in Theorem 5.1.1 is compactible with the normalization process given
in §3. That is to say, we have the Polyakov variation formula, the Mean Value
Lemmas, among others. Therefore, all the above discussion is compactible. Surely,
hKM (L¯) is then the new metric on λ(L) associated to possibly singular metrics on
KM and on L¯ we seek at the very beginning. In the sequel, we give some applications
and a more geometric interpretation of this new metric.
(5.2) We start with a more suitable version of Deligne-Riemann-Roch isomorphism
for punctured Riemann surfaces.
First, the algebraic Noether theorem tells us that for a compact Riemann surface
M there is a canonical isomorphism
λ(OM )⊗12 ≃ 〈KM , KM〉.
Secondly, the adjunction isomorphism gives the following isomorphisms
〈KM (Pi), Pi〉 ≃ O.
Here Pi, i = 1, . . . , N, denotes the punctures of M . As a direct consequence, we
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have
〈KM , KM〉
≃〈KM (P1 + · · ·+ PN ), KM(P1 + · · ·+ PN )〉
⊗
(
〈KM ,OM (P1 + · · ·+ PN )〉 ⊗ 〈OM (P1 + · · ·+ PN ), KM(P1 + · · ·+ PN )〉
)−1
≃〈KM (P1 + · · ·+ PN ), KM(P1 + · · ·+ PN )〉
⊗
(
〈KM ,OM (P1 + · · ·+ PN )〉 ⊗ ⊗Ni=1〈OM (Pi), KM(Pi)⊗⊗Nj=1, 6=iOM (Pj)〉
)−1
≃〈KM (P1 + · · ·+ PN ), KM(P1 + · · ·+ PN )〉
⊗
(
〈KM ,OM (P1 + · · ·+ PN )〉 ⊗ ⊗Ni=1〈OM (Pi),⊗Nj=1, 6=iOM (Pj)〉
)−1
≃〈KM (P1 + · · ·+ PN ), KM(P1 + · · ·+ PN )〉
⊗
(
〈KM ,OM (P1 + · · ·+ PN )〉 ⊗ ⊗1≤i<j≤N 〈OM (Pi),OM (Pj)〉⊗2
)−1
.
Thus if we set
∆α =

〈KM (P1 + · · ·+ PN ), KM(P1 + · · ·+ PN )〉, if α = 0,
⊗Nk=1〈OM (Pk),OM(Pk)〉(= ⊗Nk=1〈KM ,OM (Pk)〉⊗−1), if α = 1,
⊗1≤i<j≤N 〈OM (Pi),OM (Pj)〉, if α = 2.
(5.2.1)
we have the following canonical isomorphism
λ(OM )⊗12 ≃ ∆0 ⊗∆1 ⊗∆⊗−22 . (5.2.2)
In this way, we arrive at the following version of Deligne-Riemann-Roch isomor-
phism, which is the most suitable one for punctured Riemann surfaces.
Theorem 5.2.1. (Deligne-Riemann-Roch Theorem) With the same notation as
above, for all line bundles L on M , we have
λ(L)⊗12 ≃ ∆0 ⊗∆1 ⊗∆⊗−22 ⊗ 〈L, L⊗K⊗−1M 〉⊗6. (5.2.3)
Remark 5.2.1. The reader may wonder why we use ∆0 as a very basic object to
build up the isomorphism. We here justify our choice by the following two reasons:
first of all, the logarithmic geometry says that for punctured Riemann surfaces,
KM (P1 + · · · + PN ) is far more natural (see e.g., [Fu]); second, we will see that
on the Teichmu¨ller space of the punctured Riemann surfaces of signature (q, N),
the most natural line bundle corresponding to the Weil-Petersson Ka¨hler form is
given by the Deligne pairing 〈KM(P1+ · · ·+PN ), KM(P1+ · · ·+PN )〉, rather than
〈KM , KM〉.
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To go further, for punctures Riemann surfaces M0 with cusps P1, . . . , PN and
the smooth compactification M , we define the Mumford type line bundles λn by
λn :=

λ(K⊗nM ⊗ (OM (P1 + · · ·+ PN ))⊗n−1), if n > 0;
λ(OM ), if n = 0;
λ((KM (P1 + · · ·+ PN ))⊗n), if n < 0.
(5.2.4)
Remark 5.2.2. For the time being, we justify this definition of Mumford type line
bundles λn as follows. First of all, the most natural line bundle associated to a
punctured Riemann surface is the associated logarithmic tangen line bundle, so it
is fairly natural to define λn for n negative by setting
λn := λ((KM (P1 + · · ·+ PN ))⊗n).
Second, Serre duality should give intrinsic relations among all λn’s. This then gives
the above defintion of λn for n positive.
Theorem 5.2.2. (Generalized Mumford Relations) With the same notation as
above, for all positive integers n, we have the following isomorphisms:
(a) λn ≃ λ1−n;
(b) λ⊗12n ≃ ∆⊗(6n
2−6n+1)
0 ⊗∆1 ⊗∆⊗10−12n2 , and
(c) λn ≃ λ⊗(6n
2−6n+1)
0 ⊗∆⊗−
n(n−1)
2
1 ⊗∆⊗(n−1)
2
2 .
Proof. (a) is a direct consequence of the definition. The proofs of (b) and (c) are
similar, so we only give the one for (b). For this latest purpose, we have the following
calculation. In Theorem 5.2.1, setting L := K⊗nM ⊗ (OM (P1 + · · ·+ PN ))⊗n−1, we
get
λ⊗12n
≃∆0 ⊗∆1 ⊗∆⊗−22 ⊗ 〈K⊗nM ⊗ (OM (P1 + · · ·+ PN ))⊗n−1,
K⊗nM ⊗ (OM (P1 + · · ·+ PN ))⊗n−1 ⊗K⊗−1M 〉⊗6
≃∆0 ⊗∆1 ⊗∆⊗−22
⊗ 〈K⊗nM ⊗ (OM (P1 + · · ·+ PN ))⊗n−1, KM(P1 + · · ·+ PN )〉⊗6(n−1)
≃∆⊗(6n2−6n+1)0 ⊗∆1 ⊗∆⊗−22
⊗ 〈OM (P1 + · · ·+ PN ), KM(P1 + · · ·+ PN )〉⊗−6(n−1).
Hence, by the adjunction isomorphism, as in the proof of (5.2.2), we have
λ⊗12n ≃ ∆⊗(6n
2−6n+1)
0 ⊗∆1 ⊗∆⊗−12n+102 .
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This completes the proof of the theorem.
(5.3) Now we give the counter part of the metric theory for the discussion in (5.2).
We start with a discussion on results in which only ω-Arakelov metrics on both the
canonical line bundle and pointed line bundles associated to cusps are used.
For a normalized volume form ω on M , define the following metrized lines:
λn :=

(
λn, hKM (KM
⊗n ⊗OM (P1 + · · ·+ PN )⊗n−1)
)
, if n > 0;(
λ0, hKM (OM ), if n = 0;(
λn, hKM ((KM (P1 + · · ·+ PN ))⊗n
)
, if n < 0.
(5.3.1)
∆n :=

〈KM(P1 + · · ·+ PN ), KM(P1 + · · ·+ PN )〉, if n = 0;
⊗Nk=1〈OM (Pk),OM (Pk)〉, if n = 1;
⊗1≤i<j≤N 〈OM (Pi),OM (Pj)〉, if n = 2.
(5.3.2)
Note that in this case the adjunction isometry holds, so the proof for the algebraic
results in (5.2) is valid here without any essential change. In other words, we have
the following
Theorem 5.3.1. With the same notation as above, for any positive integer n, we
have the following isometries:
(a) (Serre isometry)
λn ≃ λ1−n;
(b) (Generalized Mumford isometry)
λn
⊗12 ≃ ∆0⊗6n
2−6n+1 ⊗∆1 ⊗∆2⊗−12+10 ⊗O(ea(q));
(c) (Generalized Mumford isometry)
λn ≃ λ1⊗6n
2−6n+1 ⊗∆1⊗−
n(n−1)
2 ⊗∆2⊗(n−1)
2 ⊗O(e−n(n−1)2 ·a(q)).
Proof. As said before, the proof of this theorem is essentially given in (5.2), as we
here use the ω-Arakelov metrics so that the adjunction isometry holds. With this,
by using Theorem 5.1.1 with a tedious calculation, we complete the proof of this
theorem.
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(5.4) More generally, without using the adjunction isometry and with the applica-
tion to the moduli problems in mind, we in this subsection give a generalization of
Theorem 5.3.1. As in (5.3), we always fix a normalized volume form ω on M .
For an n+1-tuple of real numbers (α; β1, . . . , βN ), define the associated metrized
lines as follows:
λn
α;β
:=

(
λn, hKM
α((KM
α
)⊗n ⊗OM (P1β1 + · · ·+ PNβN )⊗n−1)
)
, if n > 0;(
λ0, hKM
α(OM )
)
, if n = 0;(
λn, hKM
α((KM
α
(P1
β1
+ · · ·+ PNβN ))⊗n)
)
, if n < 0;
(5.4.1)
and
∆n
α;β
:=

〈KMα(P1β1 + · · ·+ PNβN ), KMα(P1β1 + · · ·+ PNβN )〉, if n = 0;
〈KMα,OM (P1β1 + · · ·+ PNβN )〉⊗−1, if n = 1;
〈KMα(P1β1 + · · ·+ PNβN ),OM (P1β1 + · · ·+ PNβN )〉⊗ 12 , if n = 2.
(5.4.2)
Here KM
α
:= KM ⊗OM (eα) and Piβi := Pi⊗OM (eβi), i = 1, . . . , N . Then we get
the following
Theorem 5.4.1. With the same notation as above, for any positive integer n, we
have the following isometries:
(a) (Serre isometry)
λn
α;β ≃ λ1−nα;β ;
(b) (Generalized Mumford isometry)
(λn
α;β
)⊗12 ≃ (∆0α;β)⊗6n
2−6n+1 ⊗ (∆1α;β)⊗ (∆2α;β)⊗−12+10 ⊗O(ea(q));
(c) (Generalized Mumford isometry)
λn
α;β ≃ (λ1α;β)⊗6n
2−6n+1 ⊗ (∆1α;β)⊗−
n(n−1)
2 ⊗ (∆2α;β)⊗(n−1)
2 ⊗O(e−n(n−1)2 ·a(q)).
Proof. By Proposition 3.2.3, i.e., the Serre duality, we have (a). The proofs of
(b) and (c) come directly from applying the Deligne-Riemann-Roch isometry for
singular metrics, i.e., Theorem 5.1.1. Indeed, we, in the above definition (5.4.2) on
∆1
α;β
and ∆2
α;β
, already made a subtle change from these in (5.3.2). Moreover, it
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is clear by a direct calculation that with (5.4.2) no adjunction isometry is needed
to get (b) and (c). We leave the details to the reader.
Appendix to §5. Universal Riemann-Roch Isomorphism
Even though the above discussion is about a single punctured Riemann surface, but
it is clear that it works for a family. For our own convienence (to the later discussion)
and for the completeness, we in this appendix to §5 study briefly the structure of
the moduli space of punctured Riemann surfaces and their compactifications, which
is well-known to experts. The details for most of the statements, except for the
universal Riemann-Roch theorem for punctured curves, may be found in [DM] and
Kundsen’s series of papers ([KM] and [Kn]).
Denote the moduli space of N ordered pointed compact Riemann surfaces of
genus q by Mq,N , and its universal curve by piq,N : Cq,N → Mq,N . (Here we for
simplicity assume that Mq,N is a fine moduli. If the reader does not like this, she
or he should then use V -manifold language or algebraic stack language to justify
what follows.)
Naturally, we have the relative canonical line bundle Kq,N for piq,N , and N -
sections P1, . . . ,PN corresponding to N points on each surface. One knows that
Cq,N may be viewed as Mq,N+1, while piq,N is simply the map of dropping the
last, i.e., the (N + 1)-th point. In particular, we have the following commutative
diagram:
Mq,N+1 = Cq,N φq,N→ Cq,N−1 =Mq,N
piq,N ↓ ↓ piq,N−1
Mq,N piq,N−1→ Mq,N−1 .
Here φq,N viewed as a morphism from Mq,N+1 to Mq,N is simply the morphism
defined by dropping the second to the last point.
To compactify Mq,N , we need to add two types of boundaries. That is, the
boundaries coming from the degeneration of compact Riemann surfaces of genus
q, and the boundaries coming from the degeneration of punctures. For our own
convinence, we call the first type of boundaries the absolute horizontal boundaries,
while we call the second type of boundaries the relative horizontal boundaries.
For absolute horizontal boundaries, it is well-known that as a codimension one
subvarity, it consists of [ q2 ] + 1 irreducible components ∆0,∆1, . . . ,∆[ q2 ]. (Please
do confuse ∆ here with ∆ elsewhere in this paper.) Indeed, such boundaries may
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be at best understood via the universal curve: for a general point x ∈ ∆0, the
corresponding fiber is a genus q curve with one non-separating node; while for a
general point x ∈ ∆i, i = 1, . . . , [ q2 ], the corresponding fiber is a genus q curve
with one separating node whose only two irreducible components are smooth and
of genera i and q − i respectively.
To understand the relative horizontal boundaries, we suggest the reader to con-
sult papers on resolution of diagonals, say, [BG] and [FM]. In any case, this may be
understood by considering what happens for a general compact Riemann surface.
So we for the time being assume that M is a compact Riemann surface without
non-trivial automorphisms. Then the moduli M (1) of a point on M is simply M
itself. And the universal curve over M (1) is simply M ×M with the section given
by the diagonal. M×M can be viewed as the moduliM (2) of an ordered pairing on
M . There is no problem to see the fiber together with two sections of the universal
curve over points in M (2) which are away from the diagonal: the fiber is simply
M itself together with two distinct points (as we assume that the base point in
M (2) is off diagonal). On the other hand, if the point in M (2) is on the diagonal,
two sections intersect each other. So we cannot simply find two distinct points on
M , the fake fiber in the universal curve. To remedy this, Grothendieck-Mumford-
Knudsen first blow up M at this point so that two points can be pulled apart. In
other words, the fibers over a point on the diagonal now admits two irreducible
components: one is the original curve, while the other is a projective line together
with three marked points – the intersection piont with M representing the center
of the blowing up, while the other two points representing two infinitesimal pionts
over the intersection of M with P1. In this way, in particular, we see that the
universal curve admits two sections which can never meet each other.
This picture may be generalized to the moduli M (N) of ordered N points for
M . To describe it together with its universal curve, we consider the set {1, . . . , N}.
For each subset S of {1, . . . , N} with cardinal number #S at least two, we have
an S-diagonal DS in M
N . We know that to have M (N), we need to blow up these
diagonals, so that we then get normal crossing divisors ∆S resulting from these
diagonals DS (and exceptional divisors). In particular, for a general point x ∈ ∆S ,
the fiber of the universal curve consists of two irreducible components, one is the
original curve M while the other is the projective line P1. Moreover, on M there
are N −#S marks and on P1, there are remaining #S-marks. Similarly, as for the
case when N = 2, now on the universal curve, there are N -sections which do not
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intersect pairwise.
From the above discussion, we see that the absolute horizontal boundaries con-
sist of divisors ∆0,∆1, . . . ,∆[ q2 ], and the relative horizontal boundaries consist of
divisors ∆S for each subset S of {1, . . . , N} with cardinal number at least two.
Universal Riemann-Roch Theorem. With the same notation as above, denote
by p¯iq,N : Cq,N →Mq,N the universal curve over stably compactified moduli space of
punctured Riemann surfaces of signature (q, N), and by K the associated relative
canonical line bundle, then for any line bundle L on Cq,N , we have the canonical
isomorphism
λ(L)⊗12 ≃ 〈L, L⊗K〉⊗6 ⊗ 〈K,K〉 ⊗ ⊗[
q
2 ]
i=0O(∆i)⊗⊗S⊂{1,...,N},#S≥2O(∆S).
The proof may be given by using Mumford’s arguement on Riemann-Roch theo-
rem for the universal curve over stably moduli space of compact Riemann surfaces,
as only ordinary double points are involved here. We leave this to the reader. (See
however [We2].)
To end this appendix to section 5, we give the following list of relations for line
bundles associated to p¯iq,N coming from the intersection.
(a) 〈Pi,Pj〉 ≃ O, if i, j = 1, . . . , N and i 6= j;
(b) 〈K(Pi),Pi〉 ≃ O, if i = 1, . . . , N ;
(c) 〈K,Pi〉 ≃
(
pi∗q,N−1〈K,Pi〉
)
(Pi), if i+ 1, . . . , N − 1;
(d) 〈K,PN〉 ≃ K(P1 + · · ·+ PN−1);
(e) K(P1 + · · ·+ PN ) = φ∗q,N
(
K(P1 + · · ·+ PN−1)
)
.
Indeed, with these relations, we may easily generate many interesting relations
such as the dilation equation and the string equation. We leave all this to the
reader.
§6. Arakelov-Poincare´ volume and a geometric interpretation of our
new metrics
(6.1) From now on, we will apply our admissible theory to singular hyperbolic met-
rics. For doing so, we need to understand how the geometrically defined hyperbolic
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metric on the logarithmic tangent line bundle relates with the arithmetically de-
fined hyperbolic-Arakelov metric on the canonical line bundle. We bridge them via
an invariant, the Arakelov-Poincare´ volume, for a punctured Riemann surface. We
end this section with a geometric interpretation for our new metric on determinant
of cohomology.
Let us start with a discussion on hyperbolic metrics on punctured Riemann
surfaces. As before, denote by ωhyp the normalized volume form associated to the
standard hyperbolic metric τ0hyp on a punctured Riemann surface M
0 of signature
(q, N). Thus, in particular, if we denote the corresponding volume form (with
respect to τ0hyp) by dµhyp, then
∫
M0
dµhyp = 2pi(2q−2+N), and 2pi(2q−2+N)ωhyp =
dµhyp.
For τ0hyp, or equivalently for dµhyp on M
0, if we view them as a singular metric
on M , the smooth compactification of M0, then the natural line bundle we should
attach to it is the so-called logarithmic tangent bundle TM 〈logD〉. Here D denotes
the divisr at infinity, or the cuspidal divisor, i.e., P1 + · · · + PN . (See e.g., [De1],
[Mu1] or [Fu]). Over the compact Riemann surface M , TM 〈logD〉 is nothing but
the dual of the line bundle KM (P1 + · · · + PN ). Here as before KM denotes the
canonical line bundle of M . So if we denote the induced Hermitian metric from
τ0hyp on KM (P1 + · · ·+ PN ) by τ∨hyp;KM (D), we get the following Einstein equation
c1
(
KM (P1 + · · ·+ PN ), τ∨hyp;KM (D)
)
= dµhyp = (2q − 2 +N)ωhyp. (6.1.1)
We are not quite satisfied with this, as the metric discussed above only has its
nice meaning on the logarithmic tangent bundle. In particular, it does not give
us any indication on how to get an ωhyp-admissible metric on KM , without which
we cannot apply our admissible theory. So we should seek new admissible metrics
ρhyp;KM and ρhyp;Pi on KM and on OM (Pi), i = 1, . . . , N , respectively, which
naturally come from the standard hyperbolic metric. More precisely, for the time
being, the picture we have in mind for these admissible metrics is that they are
very natural in the following sense:
(i) they should be ωhyp-admissible;
(ii) they should give the following decomposition of the standard hyperbolic metric
on KM (P1 + · · ·+ PN )
τ∨hyp;KM (D) = ρhyp;KM ⊗ ρhyp;P1 ⊗ · · · ⊗ ρhyp;PN ; (6.1.2)
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(iii) they should obey the residue isometry, i.e.,
(KM (Pi), ρhyp;KM ⊗ ρhyp;Pi)‖Pi ≃ C (6.1.3)
for all i = 1, . . . , N .
Remark 6.1.1. There is an interesting metric on KM induced from dµhyp, i.e., view
it as the dual of the tangent bundle TM , then the singular volume form dµhyp =
g(z)
√−1
2 dz ∧ dz¯ will give a singular metric via the function g on TM and hence on
KM . But this metric on KM is unfortunately not ωhyp-admissible. (Otherwise, the
problem should be much easier.)
Before defining the above metrics on KM and on OM (Pi), i = 1, . . .N , respec-
tively, motivated by our previous work on admissible theory for smooth hyper-
bolic metrics in [We1], we now introduce an invariant AAr,hyp(M
0), the Arakelov-
Poincare´ volume, associated to a punctured Riemann surface M0 as follows.
First of all, following Selberg, define the so-called Selberg zeta function ZM0(s)
of M0 for Re(s) > 1 by the absolutely convergent product
ZM0(s) :=
∏
{l}
∞∏
m=0
(1− e−(s+m)|l|), (6.1.4)
where l runs over the set of all simple closed geodesics on M0 with respect to the
hyperbolic metric dµhyp on M
0, and |l| denotes the length of l. It is known that
by using Selberg trace formula for weight zero forms the function ZM0(s) admits
a meromorphic continuation to the whole complex s-plane which has a simple zero
at s = 1. Secondly, motivated by the work of D’Hoker-Phong ([D’HP]) and Sarnak
([Sa]), we introduce the following factorization for the Selberg zeta function:
ZM0(s) =: det(∆hyp + s(s− 1)) · N(s)2q−2+N . (6.1.5)
Here ∆hyp denotes the hyperbolic Laplacian on M
0, N(s) denotes the function
N(s) :=
e−E+s(s−1)
2pis
· Γ(s)
(Γ2(s))2
(6.1.6)
with E = −14 − 12 log 2pi + 2ζ ′Q(−1), Γ(s) the ordinary gamma function, and Γ2(s)
the Barnes double gamma funtion. Thirdly, define the regularized determinant for
the Laplacian ∆hyp by
det∗(∆hyp) :=
d
ds
(
det(∆hyp + s(s− 1))
)∣∣∣
s=1
. (6.1.7)
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Finally, define the Arakelov-Poincere´ volume AAr,hyp(M
0) for M0 via the formula:
logAAr,hyp(M
0) := aAr,hyp :=
12
2
· 1
2q − 2 ·
(
log
det∗∆Ar
AAr(M)
− log det
∗∆hyp
2pi(2q − 2)
)
. (6.1.8)
Here ∆Ar denotes the Laplacian for the Arakelov metric on M , AAr(M) denotes
the volume of M with respect to the Arakelov metric.
Remark 6.1.2. By definition, we know that, up to a constant factor depending
only on the signature (q, N) of M0, det∗(∆hyp) is simply Z ′M0(1). We leave this
interesting point to the reader. Please also carefully compare our definition (6.1.7)
of the regularized determinant for the Laplacian with the one proposed by Efrat in
the one page correction of [Ef].
Remark 6.1.3. Obviously, the Arakelov-Poincare´ volume is a very natural invariant
for the punctured Riemann surfaceM0, hence can be viewed as a certain interesting
function on the Teichmu¨ller space Tq,N of punctured Riemann surfaces of signature
(q, N). The reader may consult [We1] for the degeneration behavior of this invariant
when N = 0.
(6.2) With above discussion on the Arakelov-Poincare´ volume forM0, we are ready
to introduce the geometrically natural admissible metrics on KM and OM (Pi),
i = 1, . . . , N .
Undoubtedly, the first point is that two ωhyp-admissible metrics on a fixed line
bundle differe only by a constant factor. The second point is that we have al-
ready had arithmetically natural admissible metrics on KM and OM (Pi), i.e., the
corresponding ωhyp-Arakelov metrics ρAr,ωhyp and ρAr,ωhyp,Pi , i = 1, . . . , N , respec-
tively. Hence, the geometrically natural admissible metrics on KM and OM (Pi) we
seek should be proportional to the corresponding arithmetically natural admissible
metrics defined by using hyperbolic Green’s functions.
With this in mind, we define the geometrically natural admissible metric on KM
by multiplying the ωhyp-Arakelov metric ρAr,ωhyp the factor AAr,hyp(M
0). Denote
the resulting Hermitian line bundle by KMhyp. That is, we have
KMhyp := KMωhyp
·AAr,hyp(M0), (6.2.1)
or equivalently,
ρhyp;KM := ρAr,ωhyp ·AAr,hyp(M0). (6.2.2)
Once a geometrically meaningful admissible metric is introduced on KM , we are
left with the only problem to define a similar metric on the cuspidal line bundle.
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For this purpose, we introduce the following additional principal: for our theory of
metrics, all the punctures should be viewed as the same, i.e., there should be no
difference when we impose the geometrically meaningful admissible metrics ρhyp;Pi
on OM (Pi), i = 1, . . . , N by modifying ρAr,ωhyp,Pi ’s. In other words, from now on,
we assume that the (resulting constant) ratio
Cihyp := e
cihyp := ρhyp;Pi/ρAr;ωhyp;Pi (6.2.3)
does not depend on i. Obviously, with all this, the condition in (6.1.2), claiming that
KM (P1 + · · ·+ PN )
ωhyp
multiplying by eahyp+c
1
hyp+···+cNhyp is isometric to K(P1 +
· · · + PN ) together with the natural metric τ∨hyp;KM (P1+···+PN ) induced from τhyp
on M0, determines the constant chyp := c
i
hyp, i = 1, . . . , N and hence the metrics
ρhyp;Pi on OM (Pi), i = 1, . . . , N , uniquely. This then finishes our discussion on how
to impose geometrically meaningful admissible metrics on KM and on the cuspidal
line bundles respectively. For our own convinences, we set
OM (Pi)
hyp
:= (OM (Pi), ρhyp;Pi), i = 1, . . . , N. (6.2.4)
Remark 6.2.1. Here we omit the condition (6.1.3), as this can hardly be the case.
Nevertheless, by the above discussion, we see that the ratio of the metrics on both
hands of (6.1.3) is a constant which depends only on punctured Riemann surface
M0 itself.
(6.3) Before finally giving the geometric interpretation for our metric on determi-
nant of cohomology, we in this subsection using the result in (5.4) give the Mumford
type isometry associated to hyperbolic metrics, which will be used in the next sec-
tion on Takhtajan-Zograf metrics.
For this purpose, we apply Theorem 5.4.1 as follows. First of all, take ω to be
the normalized hyperbolic volume ωhyp. Secondly, set (α; β1, . . . , βN ) in subsection
(5.4) to be (aAr,hyp; c
1
hyp, . . . , c
N
hyp) introduced in (6.2). Finally, denote the resulting
corresponding Hermitian line bundles by the underline with the lower index hyp,
e.g., λnhyp stands for λn
α;β
, ∆nhyp stands for ∆n
α;β
, etc.. Then we have the
following
Theorem 6.3.1. (Fundamental Theorem with respect to Hyperbolic Metrics)
With the same notation as above, for any positive integer n, we have the following
isometries:
(a) (Serre isometry)
λnhyp ≃ λ1−nhyp;
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(b) (Generalized Mumford isometry)
λn
⊗12
hyp
≃ ∆0⊗6n
2−6n+1
hyp
⊗∆1hyp ⊗∆2⊗−12n+10hyp ⊗O(ea(q));
(c) (Generalized Mumford isometry)
λnhyp ≃ λ1⊗6n
2−6n+1
hyp
⊗∆1⊗−
n(n−1)
2
hyp ⊗∆2⊗(n−1)
2
hyp
⊗O(e−n(n−1)2 ·a(q)).
Obviously, even though we only discuss our metric theory for a single curve, but
the technique can be globalized so that we can apply the above discussion for a
family of curves. In particular, this then works over the Teichmu¨ller space Tq,N of
punctured Riemann surfaces of signature (q, N) as well as over the moduli space
Mq,N of punctured Riemann surfaces of signature (q, N). Moreover, as
KM (P1 + · · ·+ PN )
hyp
≃ (KM (D), τ∨hyp;KM (D)), (6.3.1)
by a work of Wolpert ([Wo1]), (see e.g. [TZ2] and (7.2) below for the detail,) we
may deduce that
c1(∆0hyp) =
ωWP
pi2
. (6.3.2)
Here ωWP denotes the Weil-Petersson Ka¨hler form. Thus in particular, we have
the following
Corollary 6.3.2. With the same notation as above, for all positive integers n, we
have the following identities of (1,1)-forms on Tq,N and hence on Mq,N :
12 c1(λnhyp) = (6n
2 − 6n+ 1)ωWP
pi2
+ c1(∆1hyp)− (12n− 10)c1(∆2hyp). (6.3.3)
Theorem 6.3.1 and Corollary 6.3.2 will be used to connect our work with the
beautiful pioneer work of Taktajan and Zograf ([TZ1,2]) in §7.
(6.4) The geometric interpretation of our metrics on determinant of cohomology
at this stage is given in terms of the new metric on λ(KM) with respect to the
hyperbolic metric.
Realize M0 as a quotient Γ\H of the upper half-plane by the action of a tor-
sion free finitely generated Fuchsian group Γ. Then it is well-known that we may
choose Γ ⊂ PSL(2,R) to be a subgroup generated by 2q hyperbolic transformations
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A1, B1, . . . , Aq, Bq and N parabolic transformtions S1, . . . , SN satisfying the single
relation
A1B1A
−1
1 B
−1
1 . . . AqBqA
−1
q B
−1
q S1 . . . SN = 1.
Choose a normalized basis of abelian differentials ψ1, . . . , ψq, i.e., a basis of the
vector space H0(M,KM) so that∫ Aiz
z
ψj(w)dw = δij ,
∫ Biz
z
ψj(w)dw =: τij , i, j = 1, . . . , q,
with δij the Kronecker symbol and τ = (τij) the period matrix of M .
On λ(KM ), choose the section (ψ1 ∧ · · · ∧ ψq)⊗ 1∨, with 1 the canonical section
of H1(M,KM) ≃ C. Then we have the following
Theorem 6.4.1. With the same notation as above, as the metric on λ(KM ),
〈(ψ1 ∧ · · · ∧ ψq)⊗ 1∨, (ψ1 ∧ · · · ∧ ψq)⊗ 1∨〉hKM
hyp
(KM
hyp
)
=
(
det (Imτ) · 2pi(2q − 2)
)
· (det∗(∆hyp))−1.
Proof. From §5, we know that the new metrics on determinant of cohomology obey
the rules in §3 for the Riemann-Roch metrics. Thus we see that
hKM
hyp
(KMhyp)
=hKM
ωhyp
(KMωhyp
) · e 2q−212 ·aAr,hyp (by (3.2.4))
=hKM
ωhyp
(KMωhyp
) · e
2q−2
12 · 122 · 12q−2 ·
(
log
det∗∆Ar
AAr(M)
−log det
∗∆hyp
2pi(2q−2)
)
(by (6.1.8))
=hKM
ωhyp
(KMωhyp
) ·
√
det∗∆Ar
AAr(M)
·
(√ det∗∆hyp
2pi(2q − 2)
)−1
=
(
hKM
ωAr
(KMωAr) ·
√
det∗∆Ar
AAr(M)
)
·
(√ det∗∆hyp
2pi(2q − 2)
)−1
(by (3.3.2)).
But we know that hKM
ωAr
(KMωAr
) is simply the Quillen metric on λ(KM ) with
respect to the Arakelov metric, thus, by definition,
hKM
ωAr
(KMωAr
) = hF ;ωAr ·
(√det∗∆Ar
AAr(M)
)−1
.
This to say,
hKM
ωAr
(KMωAr
) ·
√
det∗∆Ar
AAr(M)
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is simply the Faltings metric hF ;ωAr on λ(KM ), which is nothing but the determi-
nant of the L2-pairing on H0(M,KM). Therefore, by Serre duality, we see that
〈(ψ1 ∧ · · · ∧ ψq)⊗ 1∨, (ψ1 ∧ · · · ∧ ψq)⊗ 1∨〉hKMhyp (KMhyp)
=〈(ψ1 ∧ · · · ∧ ψq)⊗ 1∨, (ψ1 ∧ · · · ∧ ψq)⊗ 1∨〉hF ;ωAr ·
(√ det∗∆hyp
2pi(2q − 2)
)−2
=
(
det Imτ · 2pi(2q − 2)
)
· (det∗(∆hyp))−1.
This completes the proof of the theorem.
As a direct consequence of the proof of Theorem 6.4.1, we have the following
Corollary 6.4.2. With the same notation as above, if M0 = M , i.e., if M0 is
compact, then KMhyp is nothing but KM together with standard (smooth) hyperbolic
metric. In other words, when the Riemann surface is compact, then the Arakelov-
Poincare´ volume is simply the ratio between the standard (smooth) hyperbolic metric
and the Arakelov metric with respect to the normalized hyperbolic volume form.
Remark 6.4.1. Recall that by various Mean Value Lemmas, for our matric the-
ory, the ω-Arakelov metric is essentially the original Arakelov metric, which is
in the nature of Euclidean geometry. Hence, the above corollary shows that the
Arakelov-Poincare´ volume indeed measures how far the Euclidean aspect of a com-
pact Riemann surface is away from its Poincare´ aspect.
§7. On Takhtajan-Zograf metric over moduli space of punctured Rie-
mann surfaces
(7.1) To faciliate ensuing discussion on an application of our metric, we in this
subsection recall some results of Takhtajan and Zograf ([TZ1,2]).
For a punctured Riemann surface M0 of signature (q, N) (with 2q + N ≥ 3),
let Γ be a torsion free Fuchsian group unformizing M0, i.e., M0 ≃ Γ\H, where
H denotes the complex upper-half plane. Denote by Γ1, . . . ,ΓN the set of non-
conjugate parabolic subgroups in Γ, and for every i = 1, . . . , N , fix an element
σi ∈ PSL(2,R) such that σ−1i Γiσi = Γ∞, where the group Γ∞ is generated by the
parabolic transformation z 7→ z + 1. As usual, define the Eisenstein series Ei(s, z)
corresponding to the i-th cusp of the group Γ for Re(s) > 1 by
Ei(s, z) :=
∑
γ∈Γi\Γ
Im(σ−1i γz)
s, i = 1, . . . , N. (7.1.1)
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Denote the Teichmu¨ller space of punctured Riemann surfaces of signature (q, N)
by Tq,N . Then at the point [M
0] corresponding to a punctured Riemann surfaceM0,
the tangent space T[M0]Tq,N can be naturally identified with the space Ω
−1,1(M0)
of harmonic L2-tensors on M0 of type (-1,1). Define the Weil-Petersson metric on
Tq,N by
〈ψ, ψ〉WP :=
∫
M0
ψψ¯dµhyp, (7.1.2)
where ψ, ψ ∈ Ω−1,1(M0) are considered as tangent vectors of Tq,N at [M0], and
dµhyp = 2pi(2q− 2 +N)ωhyp is the Ka¨hler form corresponding to the uniformizing
hyperbolic metric τhyp induced from H → Γ\H ≃M0 with Gaussian curvature -1.
Following Takhtajan and Zograf, for i = 1, . . . , N , define the metric 〈 , 〉i on Tq,N
by setting
〈φ, ψ〉i :=
∫
M0
φψ¯Ei(·, 2)dµhyp, φ, ψ ∈ Ω−1,1(M0). (7.1.3)
Here Ei(z, s) is the Eisenstein series defined in (7.1.1). In [TZ2], it is proved that
〈 , 〉i, i = 1, . . . , N , are Ka¨hler metrics on Tq,N . Moreover, their sum
∑N
i=1〈 , 〉i
gives a new Ka¨hler metric 〈 , 〉cusp, the cusp metric or the Takhtajan-Zograf metric,
on Tq,N , which is invariant under the action of the Teichmu¨ller modular group.
Denote the corresponding Ka¨hler form by ωcusp, or ωTZ.
For compact Riemann surfaces M , a work of D’Hoker-Phong [D’HP] and Sarnak
[Sa] shows that the regularized determinant det∗∆n associated to K⊗nM with respect
to hyperbolic metrics defined via the zeta function formalism of Ray-Singer, is equal,
up to a constant multiplier depending only on q and n, to Z ′M (1) for n = 0, 1, and
ZM (n) for n ≥ 2. Here ZM (s) denotes the Selberg zeta function associated to
M . Motivated by this and the Quillen metric on determinant of cohomology, for
punctured Riemann surfaces, Takhtajan and Zograf ([TZ1,2]) define det∗TZ∆n with
respect to hyperbolic metrics by simply setting
det∗TZ∆n :=
{
Z ′M0(1), if n = 0, 1;
ZM0(n), if n ≥ 2.
Here ZM0(s) denotes the Selberg zeta function of M
0 defined in (6.1.4). Moreover,
for any n ∈ Z≥1, on λn := λ(K⊗nM ⊗OM (P1+ · · ·+PN )⊗(n−1)), they introduce the
norm hTZ,n by setting
hTZ,n := hP · det∗TZ∆−
1
2
n ,
where hP denotes the determinant of Petersson norm on λn.
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Theorem 7.1.1. ([TZ1,2]) With the same notation as above, as (1,1) forms on
Tq,N :
c1(λn, hTZ,n) =
6n2 − 6n+ 1
12
ωWP
pi2
− 1
9
ωTZ. (7.1.4)
Note that ZM0(s) has a simple zero at s = 1, our definition (6.1.7) of the regular-
ized determinant of Laplacian ∆hyp differs from Takhtajan and Zograf’s det
∗
TZ∆1
up to a universal constant factor depending only on the signature (q, N). (See e.g.,
Remark 6.1.2.) Therefore, by Theorem 6.4.1, we have the following
Theorem 7.1.1′. With the same notation as above, as (1,1) forms on Tq,N :
12 · c1(λ1hyp) =
ωWP
pi2
− 4
3
ωTZ. (7.1.5)
Moreover, as all bundles, forms, and metrics are invariant under the action of the
Teichmu¨ller modular group, (7.1.4) and (7.1.5) actually induce the same relations
on the moduli space Mq,N of punctured Riemann surfaces of signature (q, N) (in
the sense of V -manifolds).
(7.2) Now let us look at Theorem 6.3.1(b) and (c) carefully. First of all, by defi-
nition in (6.1), we know that KM
ahyp
(P1
chyp
+ · · · + PNchyp) is really nothing but
KM (P1 + · · · + PN ) together with the hyperbolic metric τ∨hyp;KM (P1+···+PN ) nat-
urally induced from the hyperbolic volume form dµhyp. Thus in particular, over
Tq,N , the Teichmu¨ller space of punctured Riemann surfaces of signature (q, N), the
first Chern form for the metrized Deligne pairing
〈KMahyp(P1chyp + · · ·+ PNchyp), KMahyp(P1chyp + · · ·+ PNchyp)〉
may be naturally associated to ωWPpi2 by the work of Wolpert as stated in [TZ2]. In
fact, we have the following
Theorem 7.2.1. ([Wo], [TZ2]) With the same notation as above,∫
c1(KM(P1 + · · ·+ PN ), τ∨hyp;KM (P1+···+PN ))2 =
ωWP
pi2
.
On the other hand, by arithmetic intersection theory, we have
c1(〈L¯, L¯′〉) =
∫
c1(L¯) · c1(L¯′).
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(See e.g., [El], where the metrics involved are supposed to be smooth. But this
restriction can be easily removed to apply here, as the singularities of our metrics
on admissible metrized line bundles are of hyperbolic growth.) Hence,
c1
(
〈KMahyp(P1chyp + · · ·+ PNchyp), KMahyp(P1chyp + · · ·+ PNchyp)〉
)
=
ωWP
pi2
.
As a direct consequence, as claimed in Corollary 6.3.2,
12c1(λnhyp) = (6n
2 − 6n+ 1)ωWP
pi2
+ c1(∆1hyp)− (12n− 10)c1(∆2hyp). (7.2.1)
Moreover, bu the generalized Mumford isometry,(
λnhyp⊗∆2⊗n−1hyp
)⊗12
≃ ∆0⊗6n
2−6n+1
hyp
⊗∆1hyp⊗∆2⊗−2hyp ⊗O(ea(q)) for all n ≥ 1.
(7.2.2)
Here
∆0hyp := 〈KN (P1 + · · ·+ PN )hyp, KN (P1 + · · ·+ PN )hyp〉(piN).
(7.3) Put (7.2.2) in the language of differential forms, we see that, if n ≥ 1,
12c1
(
λnhyp⊗∆2⊗n−1hyp
)
= (6n2−6n+1)c1
(
∆0hyp
)
+ c1
(
∆1hyp⊗∆2⊗−2hyp
)
. (7.3.1)
Let n = 1, and use Theorem 7.1.2 and Theorem 7.2.1, we have the following
Theorem 7.3.1. (Fujiki-Weng) With the same notation as above,
4
3
ωTZ = c1
(
∆1hyp ⊗∆2⊗−2hyp
)
.
So 43ωTZ can be realized as the first Chern form of the metrized line bundle ∆1hyp⊗
∆2
⊗−2
hyp
. In particular, the Takhtajan-Zograf metric is Ka¨hler and 43ωTZ is a Hodge
metric form.
Remark 7.3.1. Note that as a line bundle ∆2 is indeed trivial. So if we only
interested in the results in the bundle version, we in fact have the following simple
relation
λ⊗12n ≃ ∆⊗6n
2−6n+1
0 ⊗∆1. (7.3.2)
On the other hand, arithmetically, ∆2hyp is far from being trivial. It seems to be
equally interesting to study the associated smooth function onMq,N resulting from
the corresponding metric on ∆2hyp.
Theorem 7.3.2. (Fundamental Relations for Riemann Surfaces) With the same
notation as above, Mq,N , for n ≥ 0, there exists the canonical isometry, up to a
constant factor depending only q, N and n,
(λn, hTZ,n)
⊗12 ≃ ∆0⊗6n
2−6n+1
hyp
⊗
(
∆1hyp ⊗∆2⊗−2hyp
)
. (7.3.3)
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In particular, up to a constant factor depending only q, N and n,
(λn, hTZ,n) = λnhyp ⊗∆2⊗n−1hyp . (7.3.4)
Proof. Easily we see that by (7.3.1) and Theorem 7.3.1, both sides of (7.3.3) have the
same first Chern form overMq,N . Thus by the structure of the stably compactified
moduli space Mq,N , the metrics on both sides are proportional to each other. (See
e.g. the proof of Theorem A2.4.1 in the appendix.) This completes the proof of the
theorem.
APPENDIX:
Arithmetic Factorization Theorem in terms of Intersection
In this appendix, we propose an arithmetic factorization for Weil-Petersson ge-
ometry, Takhtajan-Zograf geometry and Selberg geometry associated to punctured
Riemann surfaces. Unlike the rest of this paper, the discussion here is rather infor-
mal, in particular, not so many rigorous proofs are given for the assertions. So for
the time being, the reader may simply understand them as some working hypoth-
esis. On the other hand, we anticipate that this arithmetic factorization will play
a key role in studying the global geometry of moduli spaces of Riemann surfaces.
§A1. Degeneration of Weil-Petersson metrics
(A1.1) We start with Masur’s result on degeneration of Weil-Petersson metrics. Let
Mq be the moduli space of compact Riemann surfaces of genus q ≥ 2. Denote its
stably compactification byMq. Let p ∈ E :=Mq\Mq be a boundary point and let
U be a small neighborhood of p. Let pi : ∆n → ∆n/G = U be a local uniformizing
chart with holomorphic coordinates ((zi)
r
i=1, (wj)
3q−3−r
j=1 ) such that pi((0), (0)) = p,
and pi−1(U ∩E) = ∪iz−1i (0). As before, denote by ωWP the Weil-Petersson Ka¨hler
form. Write
pi∗(ωWP|U∩Mq )
=
√−1
∑
aij¯dzi ∧ dz¯j − 2Im
∑
bik¯dzi ∧ dw¯k +
√−1
∑
ckl¯dwk ∧ dw¯l.
Then we have the following fundamental result of Masur ([Ma]):
Theorem A1.1.1. (Masur) For ((zi), (wk)) near 0,
(i)
C−1
|zi|2(− log |zi|)3 ≤ ai¯i ≤
C−1
|zi|2(− log |zi|)3 , for a constant C > 0;
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(ii) aij¯ = O
( 1
|zi| |zj| (− log |zi|)3(− log |zj |)3
)
, if i 6= j;
(iii) bik¯ = O
( 1
|zi|(− log |zi|)3
)
;
(iv) lim
((zi),(wk))→0
ckl¯ = hkl¯ for a certain constant positive definite hermitian matrix
(hkl¯).
(A1.2) Previously, when mathematicians talked about Masur’s result, they usually
paid much more attention on the first three conclusions, i.e., the asymptotic be-
havior. Even though such an asymptotic behavior is very important geometrically,
but it has little arithmetic meanning. On the other hand, there is another very im-
portant part which is hiden in conclusion (iv) – this last statement clearly indicate
that the restriction of the Weil-Petersson Ka¨hler form to the boundary could result
a metric on the boundary. Indeed, later we will see that it is not unreasonable to
expect that this induced form should coincide with the Weil-Petersson Ka¨hler form
for the boundary.
(A1.3) To justify what we said in (A1.2), we next recall yet another fundamental
result due to Wolpert ([Wo2]).
Let piq : Cq →Mq (resp. piq : Cq →Mq) be the universal curve over the stably
moduli space (resp. moduli space) of compact Riemann surfaces. Then it is well-
known that the standard hyperbolic matric on compact Riemann surfaces may be
glued together to give a smooth metric on the relative canonical line bundle Kpiq .
On the other hand, even on singular fibers of piq, we may get standard hyperbolic
metrics on the corresponding punctured Riemann surfaces. A natural question is
whether these (singular) hyperbolic metrics can also be glued together so that we
can get a certain type of metric on the relative canonical line bundle Kpiq . The
answer is yes. In fact, we have the following
Theorem A1.3.1. (Wolpert)With the same notation as above, the resulting metric
on the relative canonical line bundle Kpiq obtaining from standard hyperbolic metrics
on the fibers is continuous and good.
As a direct consequence of this result, Wolpert then deduces that, in the sense
of currents, on the compactified moduli space Mq, ωWPpi2 is the curvature form of a
continuous metric hWP on a certain line bundle and the metric hWP may be ap-
proximated by smooth positive curvature metrics. We later will give an alternative
proof of this statement.
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(A1.4) Motivated by Wolpert’s result, in [TW2], we study how to glue admissi-
ble metrics along with a degeneration family of compact Riemann surfaces. This
roughly goes as follows.
To facilitate ensuing discussion, we first recall the plumbing construction of a
degenerating family of Riemann surfaces starting fromM as follows (cf. e.g. [Fay1],
[Ma] and [Wo2]). Let M0 := M\{p}. Then M0 is a punctured Riemann surface
with two punctures p1, p2 in place of p, where p1, p2 correspond to two points
in the normalization M˜ of M . Denote the unit disc in C by ∆. For i = 1, 2,
fix a coordinate function zi : Ui → ∆ such that zi(pi) = 0, where Ui is an open
neighborhood of pi. For each t ∈ ∆, let St := {(x, y) ∈ ∆2 : xy = t}. Now for each
t ∈ ∆, remove the discs |zi| < |t|, i = 1, 2, from M and glue the remaining surface
with St via the identification
z1 ∼ (z1, t/z1) and z2 ∼ (t/z2, z2). (A1.4.1)
The resulting surfaces {Mt}t∈∆ form an analytic family pi :M→ ∆ withM0 =M .
Here pi denotes the holomorphic projection map. Note that for t 6= 0, each fiber
Mt is a compact Riemann surface of genus q. Also the node p does not disconnect
the Riemann surface when removed from M . The restriction of ker(dpi) toM\{p}
forms a holomorphic line bundle over M\{p} such that L|Mt = TMt and L|M0 =
TM0, which will be called the vertical line bundle. Note that ker(dpi) itself does
not form a line bundle over M since ker(dpi) is of rank 2 at p. Similarly, one may
construct a degenerating family of compact Riemann surfaces such that the center
fiber is a nodal curve with a separating node.
Now we are ready to state the following result of To and myself in [TW2].
Let {Mt} be a family of compact Riemann surface of genus q ≥ 2 degenerating to
a Riemann surface M of genus q − 1 with a single node p as described above. Let
L = {Lt} be a line bundle on {Mt}. Then
(i) in the case when M0 is with a non-separating node, there is a continuous metric
ρ defined everywhere on {Mt}, except possibly at the node, such that
(a) the restriction of ρ to {Mt}t6=0 is smooth;
(b) for each t 6= 0, the restriction of ρ to Lt is dµhyp,t-admissible;
(ii) in the case when M0 is with a separating node, the following two conditions are
equivalent:
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(A) there is a continuous metric ρ defined everywhere on {Mt}, except possibly at
the node, such that
(a) the restriction of ρ to {Mt}t6=0 is smooth;
(b) for each t 6= 0, the restriction of ρ to Lt is dµhyp,t-admissible;
(B) the degrees d1 and d2 of L0 on the irrediucible components M
(1)
0 of genus q1
and M
(2)
0 of genus q2 of M0 satisfy
d1(2q2 − 1) = d2(2q1 − 1).
Moreover we know that, in general, if we do not have the degree condition as in
(B), admissible metrics on {Lt}t6=0 will continuously extend to one of the irreducible
component, while blow up to infinity on the other irreducible component.
§A2. Arithmetric Factorization Theorem: a proposal
(A2.1) We start with an algebraic factorization theorem. So we go back to study
the universal curve piq,N : Cq,N → Mq,N . On Cq,N , the following line bundles are
well-defined: K, the relative canonical line bundle; O(Pi), i = 1, . . . , N , N sections.
Hence, by using Deligne pairing formalism, we get the following line bundles over
Mq,N : 〈K(P1 + · · · + PN ), K(P1 + · · · + PN )〉; 〈K(P1 + · · · + PN ),Pi〉; 〈K,Pi〉,
i = 1, . . . , N . Parallelly, we have Mumford type line bundles λn introduced in §5.
Moreover, we know that these line bundles onMq,N satisfy Momford type relations,
i.e., Theorem 5.2.2 (on Mq,N).
Now we want to know how these bundles change when we restrict them to the
boundary of Mq,N , or better when we pull back these bundles via the normal-
ization of the stable curves. For simplicity, we only study the case when one
more non-separating node is involved. So we have the following natural map
α : Mq−1,N+2 → Mq,N . We will use K˜ to denote the relative canonical line
bundle for the universal curve on Mq−1,N+2, and use P˜i, i = 1, . . . , N and R, S to
denote N +2 sections (so that Pi corresponds to P˜i, i = 1, . . . , N and R, S are two
more sections corresponding to the non-separating node for the restriction of the
original universal curve piq,N to the boundary.)
Obviously, in this case, we have the following algebraic factorization:
(a) the line bundle 〈K(P1+ · · ·+ PN ), K(P1+ · · ·+ PN )〉 changes to 〈K˜(P˜1 + · · ·+
P˜N + R+ S), K˜(P˜1 + · · ·+ P˜N + R+ S)〉;
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(b) the line bundle 〈K(P1+ · · ·+PN ),Pi〉 changes to 〈K˜(P˜1+ · · ·+ P˜N +R+S), P˜i〉,
i = 1, . . . , N ;
(c) the line bundle 〈K,Pi〉 changes to 〈K˜, P˜i〉 ⊗ 〈R+ S, P˜i〉, i = 1, . . . , N ;
(d) the line bundle λ⊗12n ⊗ (〈K(P1 + · · ·+ PN ),P1 + · · ·+ PN 〉)⊗6(n−1) changes to
λ˜⊗12n ⊗
(
〈K˜(P˜1 + · · · + P˜N + R + S), P˜1 + · · · + P˜N + R + S〉
)⊗6(n−1)
⊗
(
〈K˜,R +
S〉 ⊗ 〈K˜(R+ S),R+ S〉
)
.
The proof may be obtained by looking at the intersection first, which gives (a),
(b) and (c). With (a), (b) and (c), (d) is a direct consequence of the generalized
Mumford relation from Theorem 5.2.2. In fact note that many components in (d)
are trivial line bundles, we may rewrite (d) as
(d′) the line bundle λ⊗12n changes to λ˜
⊗12
n ⊗ 〈K˜,R+ S〉.
(A2.2) With the above discussion, we may now offer the following global picture for
the geometry of punctured Riemann surfaces, or better, for the geometry of moduli
spaces of punctured Riemann surfaces.
First of all, our generalized Mumford type isometrie in Theorem 6.3.1, together
with Theorem 7.3.1 and Theorem 7.3.2 expose explicitly the intrinsic relations
among the spectrum geometry given by Selberg zeta functions, the deformation
geometry given by Weil-Petersson metric, and the cusp geometry given by Eisenstin
series via Takhtajan-Zograf metrics.
Secondly, the deformation geometry and the cusp geometry are in the nature
of arithmetic intersection theory. So their properties should be relatively easier
to understand. As a consequence, via Mumford isometries, we then could get
information about the spectrum geometry, which is in nature of cohomology theory.
Finally, algebraic factorization (a) shows that via the degeneration and nor-
malization process, the Weil-Petersson geometry factors extremely well. So the
arithmetic counter part should be established in a rather formal way. Similarly, we
can apply this comment to the cusp geometry by looking at algebraic factorizations
(c) and (d).
(A2.3) Now we indicate how one can do the arithmetic factorization for deformation
geometry, i.e., the Weil-Petersson metric. To this end, we need to get a simliar
result as in Theorem A1.3.1. More precisely, the following statement should be
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first established.
With the same notation as above, the resulting metric on the relative logarithmic
canonical line bundle for piq,N obtaining from the standard (singular) hyperbolic
metrics on the fibers is continuous and good.
Indeed, as pointed out by Professor Fujiki, this result may be obtained as a direct
consequence of Theorem A1.3.1 of Wolpert by using the structure of the universal
curve over Mq,N .
With this, in particular, we will obtain a continuous metric on the Deligne pairing
〈K(P1+ · · ·+PN ), K(P1+ · · ·+PN )〉. That is, we have a continuous metrized line
bundle 〈K(P1 + · · ·+ PN )
hyp
, K(P1 + · · ·+ PN )
hyp
〉 onMq,N . From here, by using
the property of Deligne metric on Deligne pairings, we can further conclude that
in Masur’s result, e.g., Theorem A1.1.1(iv), the positive metrix is really nothing
but the one coming from the Weil-Petersson metric for Mq−1,N+2. So the Weil-
Petersson metric factors extremely well.
(A2.4) To give the arithmetic factorization for Takhtajan-Zograf metric, we need
first decomposite them into N -pieces. In fact, by symmetry, we see that
c1
(
〈Khyp,Pihyp〉 ⊗ 〈K(P1 + · · ·+ PN )hyp,Pihyp〉
)
=
4
3
ω
(i)
WZ, i = 1, . . . , N.
Here, for i = 1, . . . , N , ω
(i)
WZ denotes the i-th Takhtajan-Zograf Ka¨hler form associ-
ated to the i-th Takhtajan-Zograf metric onMq,N defined by using the i-th Eisen-
stein series. Thus we should consider line bundles 〈K,Pi〉⊗ 〈K(P1+ · · ·+PN ),Pi〉,
i = 1, . . . , N . By algebraic factorization (b) and (c) in (A2.1), we see that they
factor into
(
〈K˜, P˜i〉⊗〈K˜(P˜1+ · · ·+ P˜N +R+S), P˜i〉
)
⊗
(
〈R+S, P˜i〉
)
, i = 1, . . . , N .
At this moment, I should say that arithmetically, the appearance of 〈R+ S, P˜i〉 is
extremely unpleasent, as I cannot show that arithmetically it is trivial. (Indeed,
I think it is hardly the case.) But the line bundle 〈R + S, P˜i〉 is trivial, so let us
for the time being pretend that such an appearance is harmless for the discussion
follows.
As for the case about the Weil-Petersson metric, to understand the arithmetic
factorization, we need to study the corresponding metrics on line bundles over Cq,N
first. In (6.1), we already introduce natural metrics on KM and on Pi, i = 1, . . . , N
for each punctured Riemann surface by introducing an invariant called Arakelov-
Poincare´ volume. The point now is whether such metrics will form continuous
metrics on K and Pi, i = 1, . . . , N , when we are working on a family. By looking at
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the result of To and myself recalled in (A1.4), it is resonable to conclude that if the
total volume of M with respect to the metric induced from KMhyp is an absolute
constant, i.e., the associated total volume is independent of M and P1, . . . , PN , we
should then can glue these metrics together to get continuous metrics on K and Pi,
i = 1, . . . , N on Cq,N . For this latest purpose, we next give the final main result of
this paper.
Theorem A2.4.1. With the same notation as above, the total volume of M for
the metric induced from KMhyp is a constant depending only on q and N .
Proof. This is a direct consequence of the geometric interpretation of our de-
terminant metric on λ1hyp. Indeed, if we denote the total volume of M for the
metric induced from KMhyp by A(M ;KMhyp), then up to a constant depending
only on q and N , the inner product of our determinant metric for the generator
1⊗ (φ1 ∧ · · · ∧ φq)∨ of λ1 is nothing but A(M ;KMhyp) times the inverse det∗∆hyp.
Here, as before, we denote {φi}qi=1 an orthonormal basis of H0(KM ) with respect
to the natural pairing. But we know that det∗∆hyp up to a constant depending
only on q and N is simply Z ′(1) with Z(s) denoting the corresponding Selberg zeta
function, by the fact that Z(s) has a simple zero at s = 1. Thus by the curvature
formula for λ1hyp, we see that
ddcA(M ;KMhyp) = 0,
when we moveM inMg,N . But inMq,N , locally, the absolute horizontal boundary
and the relative horizontal boundaries, i.e., the fake diagonal divisors ∆S can be
contracted. (I learn this from Prof. Fujiki on the way to Kinosaki.) This completes
the proof.
Remark A2.4.1. Indeed, we would like to guess that A(M ;KMhyp) = 2pi(2q − 2).
But for the time being, it seems to be quite imporssible to prove this, as we need
more precise degeneration information for the quantities introduced in this paper.
On the other hand, if this is true, then there is a great chance to simplify the
discussion in §6 and §7.
Remark A2.4.2. The reader should know that the metric defined on KMhyp is
obtained in an arithmetic manner: we first use the hyperbolic Green’s function
and the associated beta function to define an hyperbolic Arakelov metric on KM ,
which is quite suitable for our arithmetic purpose; then we multiple this metric by
a highly transcendental invariant, the so-called Arakelov-Poincare´ volume to obtain
the metric, which is motivated by the work of D’Hoker-Phong and Sarnak. So the
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possible geometric definition of this metric, proposed in the previous remark, on
KM would be very interesting.
With the above, we may assume that there are globally defined metrized line
bundles Khyp and Pihyp, i = 1, . . . , N , with continuous metrics on Cq,N . Hence
we further get metrized line bundles 〈Khyp,Pihyp〉 ⊗ 〈K(P1 + · · ·+ PN )hyp,Pihyp〉,
i = 1, . . . , N with continuous metrics on Mq,N . This clearly shows that the
Takhtajan-Zograf metrics 〈·, ·〉(i)TZ, i = 1, . . . , N , have natural factorizations, which
is exactly the same as what has happened for Weil-Petersson metrics. In partic-
ular, we see that the degereration of the i-th Eisenstein series will correspond to
exactly the i-th Einstein series of the central fiber. We would like to point out that
such a degeneration has been studied by others, notably, Wolpert ([Wo3]). But
the picture drew here by using the arithmetic factorization seems to be more clear
then what is obtained before. In fact, we see that the additional Eisenstein series
corresponding to new punctures R and S can never be the limit of the original
Eisenstein series from nearby fibers. Nevertheless, by the arithmetic factorization
for the determinant line bundles λnhyp, which may now be obtained by using the
above arithmetic factorization of arithmetic intersection via the generalized Mum-
ford type isometries, we see that the additional Eisenstein series corresponding to
new punctures R and S are obtained from the spectrum degeneration via Selberg
zeta functions. So inseatd of traditionally studying the degeneration of the com-
bination of the Selberg zeta function and the small eigen-values, one may directly
study the degeneration of the Selberg zeta function itself, as we expect this will
give additional information for additional Eisenstein series corresponding to new
punctures R and S.
(A2.5) We conclude this appendix and hence this paper by the following remark. In
the paper, we offer a way to understand the global geometry of a general Riemann
surface. Undoubted, this is just the beginning of the story. Personally, I believe
that with the arithmetic factorization proposed here one may finally find an alter-
native way to understand the arithmetic Miyaoka-Yau inequality, if we take Belyi’s
theorem [Be] and Hilbert’s irreducibility theorem [La1] into consideration, instead
of trying to establish a p-adic deformation theory, if it exists.
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