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Abstract—Information collection is a fundamental problem in
big data, where the size of sampling sets plays a very important
role. This work considers the information collection process by
taking message importance into account. Similar to differential
entropy, we define differential message importance measure
(DMIM) as a measure of message importance for continuous
random variable. It is proved that the change of DMIM can
describe the gap between the distribution of a set of sample values
and a theoretical distribution. In fact, the deviation of DMIM is
equivalent to Kolmogorov-Smirnov statistic, but it offers a new
way to characterize the distribution goodness-of-fit. Numerical
results show some basic properties of DMIM and the accuracy of
the proposed approximate values. Furthermore, it is also obtained
that the empirical distribution approaches the real distribution
with decreasing of the DMIM deviation, which contributes to the
selection of suitable sampling points in actual system.
Keywords—Differential Message importance measure, Big
Data, Kolmogorov-Smirnov test, Goodness of fit.
I. INTRODUCTION
The actual system of big data needs to process lots of
data within a limited time generally, so many researches are
on sample data to improve their efficiency [1]. Distribution
goodness-of-fit plays a fundamental role in signal processing
and information theory, which focuses on the error magnitude
between the distribution of a set of sample values and the real
distribution. This paper desires to solve this problem based on
information theory.
Shannon entropy [2] is possibly the most important quan-
tity in information theory, which describes the fundamental
laws of data compression and communication [3]. Due to its
success, numerous entropies have been provided in order to
extend information theory. Among them, the most successful
expansion is Rényi entropy [4]. There are many applications
based on Rényi entropy, such as hypothesis testing [5].
Actually, entropy is a quantity with respect to probability
distribution, which satisfies the intuitive notion of what a
measure of information should be [6]. Therefore, in this
paper, we propose differential message importance measure
(DMIM) as a measure of information for continuous random
variable to characterize the process of information collection.
DMIM is expanded from discrete message importance measure
(MIM) [7] which is such an information quantity which
agrees with the intuitive notion of information importance for
small probability event. Recent studies show that MIM has
many applications in big data, such as information divergence
measures [8] and compressed data storage [9].
Much of the research in the goodness of fit in the past
several decades focused on the Kolmogorov-Smirnov test [10],
[11]. Based on it, [12] gave an error estimation of empirical
distribution. This result can describe the goodness of fit very
well and guide us to choose the sampling numbers. However,
it can not visually display the process of information collection
because the previous results can not describe the message
carried by each sample and the information changes with
the increase of the sampling size. The problem of testing
goodness-of-fit in a discrete setting was discussed in [13].
Fortunately, DMIM is the proper measure to help us consider
the problem of goodness of fit in the view of the information
collection of continuous random variables. Moreover, Com-
pared with Kolmogorov-Smirnov statistic, DMIM also shows
the relationship between the variance of a random variable and
the error estimation of empirical distribution.
The rest of this paper is organized as follows. Section
II introduces the definition and basic properties of DMIM.
Then, the DMIM of some basic continuous distribution is
discussed in Section III, in which we give the asymptotic
analysis of Gaussian distribution. In Section IV, the goodness
of fit with DMIM is discussed to analyze the process of
information collection. The validity of proposed theoretical
results is verified by the simulation results in Section V.
Finally, we finish the paper with conclusions in Section VI.
II. THE DEFINITION AND PROPERTIES OF DMIM
A. Differential Message Important Measure
In this part, a new measure of information for continuous
random variable will be introduced, which is called DMIM. It
is an extension of MIM.
Definition 1. The DMIM l(X) of a continuous random
variable X with density f(x) is defined as
l(X) =
∫
S
f(x)e−f(x)dx, (1)
where S is the support set of the random variable.
In fact, the DMIM of a continuous random variable X with
density f(x) can be written as
l(X) =
∫ +∞
−∞
f(x)e−f(x)dx (2)
=
∫ +∞
−∞
f(x)
∞∑
n=0
(−f(x))n
n!
dx (2a)
=
∫ +∞
−∞
∞∑
n=0
(−1)n (f(x))
n+1
n!
dx (2b)
=
∫ +∞
−∞
f(x)dx+
∞∑
n=1
∫ +∞
−∞
(−1)n (f(x))
n+1
n!
dx
(2c)
=1 +
∞∑
n=1
(−1)n
n!
∫ +∞
−∞
(f(x))
n+1
dx. (2d)
B. Properties of DMIM
In this part, several basic properties of DMIM are discussed
in details.
1) Upper and Lower Bound: For any continuous random
variable X with density f(x), due to 0 ≤ f(x) ≤ 1, it is
obtained that
0 ≤
∫
S
f(x)e−f(x)dx ≤
∫
S
f(x)dx = 1. (3)
2) Translation: Let Y = X+c, where c is a constant. Then
fY (y) = fX(y − c), and
l(X + c) =
∫ +∞
−∞
fX(x− c)e−fX (x−c)dx = l(X). (4)
As a result, the constant drift does not change the DMIM.
3) Relation of DMIM to Rényi Entropy: The differential
Rényi entropy of a continuous random variableX with density
f(x) is given by [5]
hα(X) =
1
1− α ln
∫
(f(x))
α
dx, (5)
where α > 0 and α 6= 1. As α tends to 1, the Rényi entropy
tends to the Shannon entropy.
Therefore, we obtain∫
(f(x))
α
dx = e(1−α)hα(X). (6)
Hence, we find
l(X) = 1 +
∞∑
n=1
(−1)n
n!
e−nhn+1(X). (7)
Obviously, the DMIM is an infinite series of Rényi Entropy.
4) Truncation Error: In this part, the remainder term of
l(X) will be discussed.
Theorem 1. If
∫
(f(x))
n+1
dx ≤ ε for every n ≥ m, then∣∣∣∣∣l(X)− (1 +
m−1∑
n=1
(−1)n
n!
e−nhn+1(X))
∣∣∣∣∣ ≤ eε. (8)
Proof: Substituting (6) and (7) in the left of (8), we obtain∣∣∣∣∣l (X)−
(
1 +
m−1∑
n=1
(−1)n
n!
∫ +∞
−∞
(f(x))
n+1
dx
)∣∣∣∣∣
=
∣∣∣∣∣
∞∑
n=m
(−1)n
n!
∫ +∞
−∞
(f(x))
n+1
dx
∣∣∣∣∣ (9)
≤
∞∑
n=m
∣∣∣∣ 1n!
∫ +∞
−∞
(f(x))n+1dx
∣∣∣∣ (9a)
≤
( ∞∑
n=m
1
n!
)
ε (9b)
≤
(
1 +
m−1∑
n=1
1
n!
+
∞∑
i=m
1
n!
)
ε = eε (9c)
where (9b) follows from
∫
(f(x))
n+1
dx ≤ ε.
That is to say, if the integral of the density to the (n+1)-th
power is limited, the remainder term will be restricted.
Remark 1. Let m = 2 in (9b), we obtain
∣∣∣l(x)− (1− e−h2(x))∣∣∣ ≤ (1 + 1 + ∞∑
n=2
1
n!
− 2)ε = (e− 2)ε.
(10)
III. THE DMIM OF TYPICAL DISTRIBUTIONS
A. Uniform Distribution
For a random variable whose density is 1b−a from a to b
and 0 elsewhere. Then we obtain
l(X) =
∫ b
a
1
b− ae
− 1b−a dx = e−
1
b−a . (11)
It is also noted that
lim
(b−a)→0
e−
1
b−a = 0, lim
(b−a)→∞
e−
1
b−a = 1. (12)
B. Normal Distribution
Let X ∼ φ(x) = 1√
2piσ2
e−
(x−µ)2
2σ2 , we obtain
∫ +∞
−∞
(φ(x))
n+1
dx =
∫ +∞
−∞
(
1√
2piσ2
e−
(x−µ)2
2σ2
)n+1
dx
(13)
=
(
1√
2piσ2
)n+1 ∫ +∞
−∞
e−
n+1
2σ2
(x−µ)2dx (13a)
=
(
1√
2piσ2
)n+1√
2piσ2
n+ 1
=
1√
n+ 1
(
1√
2piσ2
)n
. (13b)
Substituting (13b) in (2d), we obtian
l(X) = 1 +
∞∑
n=1
(−1)n
n!
1√
n+ 1
(
1√
2piσ2
)n
. (14)
Obviously, if σ > 1/
√
2pi,
∫ +∞
−∞ (φ(x))
n+1dx will be less
than or equal to 1/(2
√
3piσ2) for every n ≥ 2 because
1√
n+1
(
1√
2piσ2
)n
monotonically decreases in this case. Ac-
cording to Remark 1, we obtain∣∣∣l(x)− (1− e−h2(x))∣∣∣ ≤ (e− 2)
2
√
3piσ2
≈ 0.066
σ2
. (15)
If σ is big enough, (e−2)
2
√
3piσ2
≈ 0. In this case, substituting
h2(X) = ln 2 + 0.5 lnpi + lnσ in (15), we find
l(x) ≈ 1− 1
2
√
piσ
≈ e− 12√piσ . (16)
In fact, e
− 1
2
√
piσ is a very good approximation for DMIM of
normal distribution when σ is not too small, which will be
shown by the numerical results in section V.
C. Negative Exponential Distribution
Letting
X ∼ f(x) =
{
λe−λx, x ≥ 0
0, x < 0
, (17)
we obtain∫ +∞
−∞
(f(x))
n+1
dx =
∫ +∞
0
(
λe−λx
)n+1
dx =
λn
n+ 1
. (18)
Substituting (18) in (2d), we obtain
l(X) = 1 +
∞∑
n=1
(−1)n λ
n
(n+ 1)!
=
1
λ
(1− e−λ). (19)
It is noted that
lim
λ→0
1
λ
(
1− e−λ) = 1, lim
λ→∞
1
λ
(
1− e−λ) = 0. (20)
IV. GOODNESS OF FIT
In this section, we will consider the problem of distribution
goodness-of-fit in a continuous setting. Let X1, X2, ...Xn be
a sequence of independent and identically distributed random
variables, each having mean µ and variance σ2. In practice,
the real distribution is generally unknown and we usually use
empirical distribution to substitute real distribution. Generally,
the empirical distribution function is given by
Fˆn(x) =
1
n
n∑
k=1
I(Xk≤x), (21)
and the real distribution is F (x) .
One practical problem that can occur with this strategy is
that how many samples is required for fitting the real distri-
bution. Many literatures studied this problem by Kolmogorov-
Smirnov statistic [10]–[12]. When n is big enough, the con-
fidence limits for a cumulative distribution are given by [12],
P{Dn > d} ≈ 2
∞∑
k=1
(−1)k−1e−2nk2d2 , (22)
where Dn is error bound between empirical distribution and
real distribution, called Kolmogorov-Smirnov statistic, which
is defined as
Dn = sup
x
∣∣∣Fˆn(x) − F (x)∣∣∣, (23)
Though this result can describe the goodness of fit very
well and guide us to choose the sampling numbers, we need
to give two artificial criterions, the deviation value d and
the probability P{Dn > d}, in order to determine n. In
addition, this method do not take the message importance of
samples into account, which makes the process of information
collection not intuitionistic.
In this paper, we consider this problem from the perspective
of DMIM. Firstly, we define
γ (n) = l
(
n∑
i=1
Xi
)
/l(X). (24)
as relative importance of these n sample points. According to
central-limit theorem [14], when n is big enough,
∑n
i=1Xi
approximately obeys normal distribution N(nµ, nσ2). In fact,
when
√
nσ is not too small (such a condition is satisfied
because n is big enough), l (
∑n
i=1Xi) ≈ e−
1
2
√
pinσ according
to (16). Hence
γ(n) =
e
− 1
2
√
pinσ
l (X)
. (25)
We find γ(n) increases rapidly firstly, and then increases
slowly by analyzing its monotonicity. Moreover, we obtain
γ(∞) = lim
n→∞
γ (n) = lim
n→∞
e
− 1
2
√
pinσ
l (X)
=
1
l (X)
, (26)
which means γ(n) reaches limit as n→∞. In fact, these two
points are consistent with the characteristic of data fitting. Both
γ(n) and data fitting have the law of diminishing of marginal
utility. Furthermore, the goodness of fit can not increase
unboundedly and it reaches the upper bound when the number
of sampling points approaches infinity. DMIM is bounded,
while Shannon entropy and Rényi entropy do not possess
these characteristic. In conclusion, we adopt |γ(∞)− γ(n)|
to describe the goodness of fit.
Theorem 2. X1, X2, X3, . . . , Xn are the n sampling of a
continuous random variable X , whose density is f(x). If
|γ(∞)− γ(n)| ≤ ε, we will obtain
P
{
Dn >
√
2piσ2 ln
19
9β
ln
1
1− ε
}
< β. (27)
Proof: In fact, a upper bound of P{Dn > d} is given by
P {Dn > d} ≈ 2
∞∑
k=1
(−1)k−1e−2nk2d2 (28)
= 2
∞∑
m=1
(
e−2n(2m−1)
2d2 − e−2n(2m−1+1)2d2
)
(28a)
< 2
∞∑
m=1
e−2n(2m−1)
2d2 (28b)
≤ 2
∞∑
m=1
e−4nd
2(2m−1)+2nd2 (28c)
= 2
∞∑
m=1
e−8nd
2m+6nd2 =
2e−2nd
2
1− e−8nd2 . (28d)
(28b) is obtained for the fact that e−2n(2m−1+1)
2d2 > 0. (28c)
requires −2nd2(2m− 1)2 ≤ −4nd2 (2m− 1) + 2nd2. Such
a condition is satisfied because −2nd2(2m− 1− 1)2 ≤ 0.
This means, we only need to check e
−2nd2
1−e−8nd2 ≤ β holds.
Substituting (25) and (26) in |γ(∞)− γ(n)| ≤ ε, we get∣∣∣∣∣ 1l (X) − e
− 1
2
√
pinσ
l (X)
∣∣∣∣∣ ≤ ε⇒ n ≥ 14piσ2ln2 (1− εl (X)) .
(29)
Because 0 ≤ l(X) ≤ 1, we obtain
n ≥ 1
4piσ2ln2 (1− εl (X)) ≥
1
4piσ2ln2 (1− ε) . (30)
Letting
d =
√
2piσ2 ln
19
9β
ln
1
1− ε , (31)
we have
2nd2 ≥ 2
2piσ2 ln 199β ln
2(1 − ε)
4piσ2ln2(1− ε) ⇒ e
−2nd2 ≤ 9β
19
. (32)
It is easy to check
β
(
e−2nd
2
)4
+ 2e−2nd
2 − β ≤ 0, (33)
when β ≤ 199 4
√
1
19 ≈ 1.0112. In fact, β is a probability value,
so we usually take β ≤ 1. Therefore, (33) holds all the time.
Hence,
2e−2nd
2
1− e−8nd2 ≤ β. (34)
Based on the discussions above, we get
P
{
Dn >
√
2piσ2 ln
19
9β
ln
1
1− ε
}
< β. (35)
Remark 2. Due to (31), we obtain
ε = 1− e−d(2piσ2 ln 199β )
−1/2
, (36)
β =
19
9
e
− d2
2piσ2ln2(1−ε) . (36a)
Therefore, there is a ternary relation among d, β and ε. If two
of them are known, the third one can be obtained.
Remark 3. For arbitrary positive number d and β ≤ 1, one
can always find a ε0, which can be obtained by (36), when
ε ≤ ε0, P {Dn > d} < β holds.
Remark 4. When ε tends zero, which means n → ∞, at
this time, P {Dn > 0} = 0. Therefore, the real distribution is
equal to empirical distribution with probability 1 as ε → 0.
That is,
Fˆn(x)→ F (x) as ε→ 0. (37)
Actually, the DMIM deviation characterizes the process of
collection information. With the growth of sampling num-
ber, the information gathers, and the empirical distribution
approaches real distribution at the same time. In particular,
σ
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Fig. 1. Relative error vs. σ.
when n → ∞, all the information about the real distribution
will be obtained. In this case, the empirical distribution is equal
to real distribution, naturely.
Remark 5. For arbitrary continuous random variable with
variance σ2, if the max allowed DMIM deviation is ε, the
sampling number must be bigger than 1/(4piσ2 ln2(1 − ε)
according to (30).
The sampling number only depends on one artificial crite-
rion, the DMIM deviation, and the variance is the own attribute
of the distribution. Furthermore, the sampling number has
nothing to do with the distribution form.
V. NUMERICAL RESULTS
In this section, we present some numerical results to validate
the above results in this paper.
A. The properties of DMIM
Fig. 1 shows relative error for approximation e−1/(2
√
piσ)
and 1 − 1/(2√piσ) when σ increases from 0.1 to 10. When
σ is not too small ( σ > 1 for e−1/(2
√
piσ) and σ > 2 for
1 − 1/(2√piσ)), the relative error of both approximations is
smaller than 1%. The relative error decreases with increasing
of σ for these two approximate values. When σ < 6.5, the er-
ror of e−1/(2
√
piσ) is smaller than that of 1−1/(2√piσ) and the
opposite is true when σ > 6.5. In summary, e−1/(2
√
piσ) is a
good approximation when σ is not too small and 1−1/(2√piσ)
is an excellent approximation when σ is big enough.
Fig. 2 shows the DMIM of uniform distribution, Gauss
distribution and negative exponential distribution when the
variance increases from 0.1 to 100. It can be observed that
the DMIM is subject to the variance. The DMIM increases
with the increasing of variance for these three distributions.
Among them, the DMIM in Gauss distribution is the largest
and that in negative exponential distribution is the smallest.
B. Goodness of fit by DMIM
Next we focus on conducting Monte Carlo simulation by
computer to validate our results about goodness of fit. The
samples are independent identically distributed, each having
Variance
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D
M
IM
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x
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1
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l(x) = 1
Fig. 2. DMIM l(X) vs. Variance.
variance σ2. σ is 1 or 2. λ = 1/σ in negative exponential dis-
tribution, and the density of uniform distribution is 1/(2
√
3σ).
The mean of normal distribution and uniform distribution is
zero. The DMIM deviation ε is varying from 0.001 to 0.1. For
each value of ε, the simulation is repeated 10000 times.
Fig. 3 shows the relationship between the probability of
error bound P{D > d} and DMIM deviation ε. Some
observations can be obtained. The result that the goodness
of fit is controlled by the DMIM deviation is true. That is,
the probability of error bound decreases with the decreasing
of DMIM deviation. In fact, this process can be divided into
three phases. In phase one, in which ε is very small (e.g.
ε < 10−2.8 when d = 0.01 and σ = 1), P{D > d} is close to
zero. In phase two, ε is neither too small nor too large (e.g.
10−2.8 < ε < 10−2 when d = 0.01 and σ = 1). In this case,
P{D > d} increases rapidly from zero to one. In the third
phase, in which ε is large (e.g. ε > 10−2 when d = 0.01
and σ = 1), P{D > d} approaches one. When d = 0.01 and
σ = 1, P{D > d} in these three distributions is very close
to each other, whose upper bound is indeed β (obtained by
(36a)). For the same distribution, if the standard deviation is
the same, P{D > d} will decrease with increasing of d when
P{D > d} < 1. Furthermore, for the same d, the probability
of error bound increases with increasing of the given standard
deviation.
VI. CONCLUSION
In this paper, we discussed the distribution goodness-of-
fit in the view of information collection, where the mes-
sage importance is taken into account. Similar to differential
entropy, DMIM was proposed as an measure of message
importance for continuous random variable to help us describe
the information flows during sampling. Then, uniform, normal
and negative exponential distribution were discussed as typical
examples, and high-precision approximate values for DMIM
of normal distribution were given. Finally, we proved that the
divergence between the empirical distribution and the real dis-
tribution is controlled by the DMIM deviation. Compared with
DMIM Deviation ε
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Fig. 3. Probability of error bound P{D > d} vs. DMIM deviation ε.
Kolmogorov-Smirnov test, the new method based on DMIM
gives us another viewpoint of information collection because
it visually shows the information flow with the increasing of
sampling points, which helps us to design sampling strategy
for the actual system of big data.
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