In a previous paper the author has associated with every inverse system of compact Hausdorff spaces X with limit X and every simplicial complex K (possibly infinite) with geometric realization P = |K| a resolution R K (X) of X × P , which consists of paracompact spaces. If X consists of compact polyhedra, then R K (X) consists of spaces having the homotopy type of polyhedra. In the present paper it is proved that this construction is functorial. One of the consequences is the existence of a functor from the strong shape category of compact Hausdorff spaces X to the shape category of spaces, which maps X to the Cartesian product X × P . Another consequence is the theorem which asserts that, for compact Hausdorff spaces X, X , such that X is strong shape dominated by X and the Cartesian product X × P is a direct product in Sh(Top), then also X × P is a direct product in the shape category Sh(Top).
Introduction
It is well known that the Cartesian product X × Y is a direct product in the category of topological spaces Top and in the homotopy category of topological spaces H(Top). It is, therefore, natural to ask if the Cartesian product is a direct product also in the shape category Sh(Top) and in the strong shape category SSh(Top). In 1974 J.E. Keesling exhibited a subset X ⊆ R 2 such that X × X is not a direct product in Sh(Top) [4] . In the same paper he also proved that, for spaces X, Y , belonging to the class Cpt of compact Hausdorff spaces, the Cartesian product X × Y is a product in Sh(Top). The analogous assertion for the category SSh(Top) was proved by the author in 2004 [9] . In 1977 Y. Kodama proved that X × Y is a direct product in Sh(Top), provided Y is a paracompact space and X is an FANR, i.e., it is a metric compactum dominated in Sh(Top) by a compact polyhedron Q [5] .
If both spaces X, Y are polyhedra (weak topology), X × Y is a product in both categories Sh(Top) and SSh(Top), because in these categories morphisms to polyhedra coincide with homotopy classes of mappings. It is natural to ask whether the Cartesian product X × P of a compact Hausdorff space X and a polyhedron P (possibly non-compact) is a direct product in the two shape categories. That this is a relevant question became clear when the author proved in 2004 that, for a compact Hausdorff space X, the Cartesian product X × Y is a direct product in Sh(Top), for every topological space Y , provided X × P is a direct product in Sh(Top), for every polyhedron P [10] . Recently, J. Dydak and the author have exhibited an example of a metric compactum X and a polyhedron P such that X × P is not a direct product in Sh(Top). In their example X is the dyadic solenoid and P is the wedge of a sequence of 1-spheres [1] . It turned out that a slightly more complicated example, constructed by U. Karimov in 1979 for other purposes, also yields such a counterexample [3] . In Karimov's paper there is no mention of shape which explains why the shape theorists did not notice it before.
In the present paper the main contributions to shape theory are Theorems 3 and 5 in Section 12. Theorem 3 asserts the existence of a functor R K from the strong shape category of compact Hausdorff spaces SSh(Cpt) to the shape category Sh(Top) having the property that R K (X) = X × P , where P = |K| is the carrier of an arbitrary simplicial complex K. Theorem 5 refers to two compact Hausdorff spaces X, X and asserts that, whenever X dominates X in SSh(Cpt) and X × P is a direct product in Sh(Top), then also X × P is a direct product in Sh(Top). From the latter theorem one can easily derive Kodama's theorem, using the known fact that every FANR X is dominated in SSh(Cpt) by a compact polyhedron Q. Indeed, for every polyhedron P , Q × P is a direct product in Sh(Top), because both factors are polyhedra. Therefore, our theorem implies that also X × P is a direct product in Sh(Top), for every polyhedron P . By the previously mentioned result from [10] , it follows that X × Y is a direct product in Sh(Top), for every topological space Y .
The result that every FANR X is strong shape dominated by a compact polyhedron Q is an easy consequence of Theorem 4.4 of [2] . According to that theorem, the forgetful functor E : SSh(Cpt) → Sh(Cpt) induces a bijection between the corresponding sets of morphisms X → Y , whenever X is a metric compact space and Y is an FANR, hence also a pointed FANR (see [13] , II.9, Theorem 19). If Q is a compact polyhedron and U : X → Q and V : Q → X are shape morphisms such that V U = 1, then there exist strong shape morphisms U : X → Q and V : Q → X such that E(U) = U and E(V ) = V .
Consequently, E(V U) = E(V )E(U) = V U = 1 = E(1).
Since X is an FANR, E is a bijection and the desired relation V U = 1 follows.
In general, shape morphisms F : X → X between spaces from Cpt correspond in a bijective way to homotopy classes [f ] of homotopy mappings f : X → X between inverse systems of compact polyhedra with limits p : X → X, p : X → X . Similarly, strong shape morphisms F : X → X correspond in a bijective way to homotopy classes [f ] of coherent mappings f : X → X between cofinite inverse systems. The correspondence is functorial. If f : X → X is a mapping and f : X → X is a coherent mapping such that p f f p, then the strong shape morphism F : X → X , which corresponds to [f ] is the shape morphism induced by [f ], i.e., S[f ] = F , where S : H(Top) → SSh(Top) is the strong shape functor (see Sections 6,7 and 8 of [7] ). In the non-compact case, limits must be replaced by resolutions. More precisely, shape morphisms F : Y → Y between topological spaces Y, Y correspond in a bijective and functorial way to homotopy classes [g] of homotopy mappings g : Y → Y between inverse systems, which admit HPol-resolutions q : Y → Y , q : Y → Y , i.e., resolutions consisting of spaces belonging to the class HPol of spaces having the homotopy type of polyhedra. The definitions and basic facts concerning homotopy mappings and coherent mappings are recalled in Section 4.
A mapping p = (p λ ) : X → X of a space X to an inverse system of spaces X = (X λ , p λλ , Λ) (Λ is directed) is a collection of mappings p λ : X → X λ , λ ∈ Λ, such that
for λ λ . A resolution of a space X is a mapping p : X → X of X to an inverse system X, which satisfies additional conditions (B1) and (B2) (see [13] , I.6.3, Corollary 1 or [7] , Theorem 6.7). In some important situations these conditions imply that resolutions are inverse limits. In particular, this is the case when the spaces X λ are completely regular (Tychonoff) and the space X is topologically complete (e.g., paracompact) ( [7] , Theorem 6.16). Conversely, if all X λ are compact Hausdorff spaces, every limit p : X → X is a resolution ( [7] , Theorem 6.20). Every topological space admits a resolution formed by polyhedra ( [7] , Theorem 6.22).
To study the shape of X × P , where X belongs to the class Cpt of compact Hausdorff space and P is a polyhedron, we need resolutions of X × P , which consist of spaces from the class HPol. Choose a triangulation K of P , i.e., a simplicial complex K, whose carrier |K| = P , and choose an inverse system of compact polyhedra X with limit p : X → X. In [8] the author has associated with X and K a specific resolution q : X × P → Y , where Y consists of paracompact spaces from the class HPol. In the present paper we denote that resolution by R K (X) and we refer to it as to the standard polyhedral resolution of X × P . We recall its definition in Section 2.
To prove Theorem 3, we need to associate with every strong shape morphism F : X → X between compact Hausdorff spaces X, X and every simplicial complex K a shape morphism R K (F ) : X × P → X × P , P = |K|, in such a way that R K becomes a functor R K : SSh(Cpt) → Sh(Top). To define the shape morphism R K (F ), we choose cofinite inverse systems of compact polyhedra X, X with limits p : X → X, p : X → X. To the strong shape morphism F corresponds a unique homotopy class [f ] of coherent mappings f : X → X . A large part of the present paper (Sections 6 and 7) is devoted to the construction of a homotopy mapping g : R K (X) → R K (X ), associated with a coherent mapping f : X → X between two inverse systems of compact Hausdorff spaces. This construction requires a particular cellular subdivision L(K) of the simplicial complex K, described in Section 5. For g we will be using the notation g = R K (f ). In Section 8 we will show that the homotopy class [g] depends only on the homotopy class [f ] . This enables us to define the homotopy class
The main result of the whole paper (Theorem 2) asserts that R K is a functor from the coherent homotopy category CH(pro-Cpt) of inverse systems of compact Hausdorff spaces to the pro-category pro-H(Top) (for the latter notions see Section 4). Finally, R K (F ) : X × P → X × P is defined as the shape morphism, which corresponds to the homotopy class R K [f ] .
The most difficult part of the paper is the proof that f = f f implies R K (f ) R K (f )R K (f ). This is done in Section 11 and requires particular cellular subdivisions L (K) and N (K) of L(K), described in Section 10. Complete proofs of needed geometric properties of the complexes L(K), L (K) and N (K) are given in a separate paper [11] .
The standard resolution
be an inverse system of compact Hausdorff spaces with limit p : X → X and let K be a simplicial complex with carrier P . The standard resolution of X × P (in [8] we called it the basic construction) is a mapping q = (q μ ) : Y → Y of the Cartesian product Y = X × P to an inverse system Y = (Y μ , q μμ , M), denoted by R K (X) and defined as follows. One orders K by putting ζ σ , whenever ζ ∈ K is a face of the simplex σ ∈ K. By definition, M is the set of all increasing functions μ : K → Λ, i.e., functions such that ζ σ implies μ(ζ ) μ(σ ). An ordering on M is defined by putting μ μ whenever μ(σ ) μ (σ ), for every σ ∈ K. Clearly, (M, ) is a directed ordered set (in general, it is not cofinite!). To define the spaces Y μ , μ ∈ M, one first associates with every σ ∈ K and μ ∈ M the Cartesian product X μ(σ ) × σ . Then one considers the coproduct (disjoint sum)
By definition, Y μ is the quotient space
where ∼ μ denotes the equivalence relation generated by putting (
, where i ζ σ : ζ → σ denotes the inclusion mapping (we will usually omit i ζ σ and just write t = t 1 ). The corresponding quotient mapping is denoted by φ μ :Ỹ μ → Y μ . In order to define the bonding mappings q μμ :
Then q μμ : Y μ → Y μ is the only mapping for which
To define the mappings q μ : Y → Y μ , for μ ∈ M, one associates with every simplex σ ∈ K the mapping p μ(σ ) × 1 :
one defines mappingsq μ :Ỹ →Ỹ μ by the formulã
One also considers the mapping φ :Ỹ → Y , defined by the requirement that φ|(X × σ ) is the inclusion mapping X × σ → X × P . There exists a unique mapping q μ : Y →Ỹ μ such that
Since q μ = q μμ q μ , for μ μ , the mappings q μ :
It was proved in [8] that q : Y → Y is indeed a resolution of Y = X × P , which consists of paracompact spaces Y μ . If all the spaces X λ in X are compact polyhedra, then Y μ ∈ HPol and we call q : X × P → Y the standard polyhedral resolution of X × P . With the standard resolution R K (X) are associated certain mappings between inverse systems. Before we describe them, let us recall the latter notion. If X = (X λ , p λλ , Λ) and X = (X λ , p λλ , Λ ) are inverse systems, then a mapping f : X → X consists of a function f : Λ → Λ (called the indexing function) and of a collection of mappings
We speak of a special mapping f = (f, f λ ) if the indexing function f is increasing and one has
In this case λ * = f (λ ) satisfies (9) . An example is the identity mapping 1 : X → X, for which f = 1 is the identity function of Λ and f λ is the identity mapping of X λ . Two mappings f , f : X → X are equivalent, f ∼ f , if for every λ ∈ Λ, there exists a λ * ∈ Λ such that λ * f (λ), f (λ) and
The composition f f of mappings f : X → X and f : X → X is the mapping f = (f , f λ ), where f = ff and
The category obtained in this way is denoted by pro-Top. Its restriction to inverse systems of compact Hausdorff spaces will be denoted by pro-Cpt.
Remark 1.
If X is a cofinite inverse system, i.e., the index set Λ is ordered and every element has only a finite number of predecessors, then every equivalence class of mappings f : X → X contains special mappings (see [13] , I.1.2). Moreover, if f ∼ f , then there is an increasing function f * : Λ → Λ such that f, f f * and
The restriction of pro-Cpt to cofinite inverse systems will be denoted by pro cf -Cpt.
The projection π X : X × P → X determines a mapping π X = (π, π λ ) : Y = R K (X) → X, defined as follows. The function π : Λ → M maps λ ∈ Λ to the constant function μ =λ : K → Λ, where λ(σ ) = λ, for every simplex σ ∈ K. Note thatλ ∈ M, because it is an increasing function. Moreover, π is an increasing function, because λ λ impliesλ λ . To define the mapping π λ :
The points (x 1 , u 1 ) ∈ X λ × ζ and (x, u) ∈ X λ × σ are ∼λ -equivalent if and only if x 1 = x and t 1 = t ∈ ζ , because, for ζ < σ , p λλ (x) = x. Therefore, the quotient mapping φλ affects only the second coordinate of (x, u). This implies that Y λ = X λ × P . We now take for π λ : Y π(λ) = X λ × P → X λ the first projection. It was shown in [8] that the analogue of (10) holds and therefore, π X : Y → X is a special mapping. Moreover, the following equality holds.
The projection π P : X × P → P and an arbitrary element λ ∈ Λ determine a mapping π P λ : Y = R K (X) → P , which consists of a single mapping, the projection π P λ : Yλ = X λ × P → P . It was shown in [8] that the following equality holds.
A different element λ ∈ Λ yields the mapping π P λ : Y = R K (X) → P , which consists of the projection π P λ : X λ × P → P . It is readily seen that π P λ ∼ π P λ . Indeed, choosing λ * λ, λ , one concludes that λ * λ , λ . Moreover,
The functor R
Let X, X be inverse systems of compact Hausdorff spaces. As preparation for the rather involved constructions in Sections 6 and 7, in the present section we exhibit a much simpler construction, which associates with a special mapping f = (f, f λ ) : X → X a special mapping g = (g, g μ ) : Y → Y , where Y = R K (X) and Y = R K (X ). Since f : Λ → Λ is increasing and every μ ∈ M is an increasing function μ : K → Λ , it follows that the composition f μ : K → Λ is also an increasing function and thus, f μ ∈ M. Therefore, putting g(μ) = f μ, we obtain a function g : M → M. Clearly, if μ μ , then g(μ) g(μ ) and thus, g : M → M is an increasing function.
In order to define the mappings g μ : 
where
denotes the quotient mapping associated with the equivalence relation ∼ g (μ) . In view of (2), to define the mappingg μ :
We now defineg σ μ , by putting g
. We must show thatg μ (x 1 , u 1 ) =g μ (x, u) . It suffices to consider the case when ζ < σ ,
Since f is a special mapping, one has
and (18) becomes
Clearly,
and (17) show that indeed,g
for μ μ . It suffices to show that
Indeed, using (15) and (22), one sees that
is a surjection, one obtains (21). Let us now verify (22).
However, since f is a special mapping, we have
Therefore, the right sides of (23) and (24) coincide. In this section R K (f ) will denote the mapping g, we just constructed. If X is cofinite and f , f : X → X are equivalent special mappings,
We must show that, for every μ ∈ M , there exists a μ * ∈ M such that g(μ), g (μ) μ * and g μ q g(μ)μ * = g μ q g (μ)μ * . Since Λ is cofinite, there exists an increasing function f * :
Let us now show that
For (4) and (17) show
. Now (12) shows that (26) holds. Using (5) and (15), we see that
Proof. The identity mapping f = 1 of X is a special mapping with f = id and f λ = id. Therefore, g = id. Moreover, (17) shows thatg μ = φ μ . Since g = id, (15) becomesg μ = g μ φ μ and thus, g μ = id. Consequently, R K (1) = 1 and thus,
is the identity morphism. Now consider two special mappings f : X → X and f : X → X and their composition f = f f . Let g = R K (f ), g = R K (f ) and g = R K (f ). We will show that g = g g. First note that g = gg . Indeed, for μ ∈ M and σ ∈ K, we have
, for every μ and thus, g = gg .
Let us now prove that g μ = g μ g g (μ) . For (x, u) ∈ X f μ(σ ) × σ , by (15) and (17), one has
Homotopy mappings and coherent mappings
Homotopy mappings f = (f, f λ ) : X → X between inverse systems generalize mappings. The only difference in the definition is that in (9) the sign = is replaced by . We speak of a special homotopy mapping if the indexing function f is increasing and in (10) the sign = is replaced by . If in (11) we replace the sign = by , we obtain the definition of the homotopy of two homotopy mappings, f f . Composition of homotopy mappings is defined exactly as composition of mappings. Homotopy classes of homotopy mappings [f ] are composed by composing their representatives. Inverse systems of spaces and homotopy classes of homotopy mappings between systems form a category denoted by pro-H(Top).
A coherent mapping f : X → X consists of an increasing function f : Λ → Λ and of a collection of mappings
is a multi-index in Λ of length n 0, i.e., it is an increasing sequence λ 0 · · · λ n of n + 1 elements from Λ , and Δ n = [e 0 , . . . , e n ] ⊆ R n+1 is the standard n-simplex. One requires that the following coherence conditions be satisfied. 
Coherent mappings are defined only between cofinite inverse systems. The composition f f of two coherent mappings f : X → X and f : X → X is a coherent mappings f = (f , f λ ) : X → X , where f = ff . To define the mappings f λ : X f (λ n ) × Δ n → X λ 0 , one needs a cellular decomposition N(Δ n ) of the standard n-simplex Δ n . It consist of n + 1 convex n-cells P n i , 0 i n, and their faces. For n = 2 and n = 3, see Fig. 1 .
To describe the n-cell P n i , put b jk = 1 2 (e j + e k ). By definition, P n i is the convex hull of its vertices, displayed in the following rectangular vertex scheme: . The first one is the affine mapping, which maps the vertices of P n i to the vertices of Q i i by projecting vertically the scheme (30) to its first row. The second one is the affine mapping, which maps the vertices of P n i to the vertices of R We also need two affine mappings a n i : P n i → Δ n−i and b n i : P n i → Δ i . The first one is defined as the composition of the canonical projection P n i → R 
where x ∈ X f (λ n ) and u ∈ P n i . The coherence properties of f insure that (31) does define a mapping f λ : X f (λ n ) × P n i → X λ 0 (see I.1.3 of [7] ). Two coherent mappings f , f : X → X , given by the indexing functions f, f and by the mappings f λ , f λ are homotopic, f f , provided there exists a coherent mapping F : X × I → X , given by an increasing function F f, f and by mappings
If f , f are special mappings and
Homotopy of coherent mappings from X to X is an equivalence relation. Homotopy classes of coherent mappings [f ] compose by composing their representatives. Cofinite inverse systems and homotopy classes of coherent mappings form a category, called the coherent homotopy category and denoted by CH(pro-Top). Its restriction to cofinite inverse systems in Cpt is denoted by CH(pro-Cpt).
Every coherent mapping
, obtained by forgetting the mappings f λ 0 ...λ n with n > 0. This procedure defines the forgetful functor E : CH(Top)→pro-H(Top). On the other hand, every special mapping f generates a coherent mapping C(f ), which consists of the indexing function and the map- [7] , I.1.4).
The cellular subdivision L(K) of a complex K
In order to define the homotopy mapping g : Y → Y between the standard resolutions Y = R K (X) and Y = R K (X ), associated with a coherent mapping f : X → X , we need a particular subdivision L(K) of K consisting of convex cells. There is no loss of generality in assuming that K is contained in a real vector space V . Each cell c ∈ L(K) will be a convex polyhedron contained in a simplex σ ∈ K and each simplex σ ∈ K will be the union of finitely many cells c ∈ L(K). Actually, for each σ ∈ K, we will define a cellular decompositions L(σ ) of σ in such a way that, for any proper face ζ < σ , L(ζ ) is a subcomplex of L(σ ) and the intersection of any cell c ∈ L(σ ) with ζ is a member of L(ζ ) (possibly empty). Then the union 
of σ and the points
Then c σ is the n-simplex
We will often be using The points from the first row of (38) are the vertices of the simplex c τ and the points from the first column of (38) are the vertices of the simplex d τ π . The faces of c τ π are the convex hulls of all vertices, which lie at the crossings of a collection of rows with a collection of columns of (38).
The formal proof that the n-cells c τ π and their faces do form a cellular complex, whose carrier is σ is long and tedious and is given in [11] . In particular, one has to prove that the intersection c ∩ c 1 of two cells c, c 1 ∈ L(σ ) is a common face of both cells c and c 1 . An immediate consequence is the fact that c ∩ c 1 is the convex hull of the set w(c) ∩ w(c 1 ), where w(c) and w(c 1 ) are sets of vertices of c and c 1 , respectively. Another important fact, also proved in [11] , is the assertion that, for every proper face 
The mappings
X → X be a coherent mapping. In this and the next section we will show that f generates a homotopy mapping g = (g, g μ ) : Y → Y between the corresponding standard resolutions. The function g : M → M between the index sets of X and X is the same as in Section 3.
As in Section 3, in order to define the mappings g μ :
is defined as the only mapping such that (15) holds. Still following Section 3, the mappingg μ , is defined by defining
Theng μ is given by (16). Unfortunately, to defineg σ μ we cannot use the simple formula (17), because (19), which was essential in the arguments, is not valid in the present situation. This is why we have to use the n-cells of L(σ ), dim σ = n, and first define mappingsg c μ :
, by formulae which depend on c. We will do this in such a way that,
This enables us to defineg σ μ as the only mapping such that g 
and thus, for μ ∈ M , one obtains the ordered sequence
i.e., one obtains a multi-index of length n − k in Λ . For that multi-index we will use the short notation
If k = n, i.e., if c is the central n-cell c σ , we put
Note that (45) can be obtained formally from (44), by putting τ = σ and by taking for π the empty permutation. Indeed, the sequence (μ(τ ) . . . μ(σ )) π reduces to a single term μ(σ ), the simplex d τ π reduces to the vertex w σ 0 ,
, which is identified with f μ(σ ) (x) . Moreover, u = s + t − w τ 0 becomes u = s and thus, α σ (s) becomes α σ (u). This is why in most proofs throughout the entire paper we use only formula (44), having in mind the above interpretation in the case when k = n. Proof. It suffices to prove (40) in the special case, when e = c ∩ c 1 is an (n − 1)-face of both n-cells c and c 1 . Indeed, if dim e = k < n − 1, we consider all n-cells in L(σ ), which contain e as a face. These n-cells and their faces form a subcomplex L e of L(σ ), whose carrier |L e | is a topological n-cell and thus, it is an n-pseudomanifold. Consequently, there exists a chain of n-cells c = C 0 , . . . , C r = c 1 from L e such that C i ∩ C i+1 is an (n − 1)-face of C i and C i+1 . Now the special case of (40) shows thatg
It remains to prove the lemma in the special case, when e = c ∩ c 1 is 
Let us show that β 
Applying the coherence conditions for f to (48), one concludes that
and thus, (48) becomes 
Using the coherence conditions for f , we see that
However, 
The following lemma guarantees that the mappings g μ : Proof. By (2), the points y, y 1 are of the form y = (x, u) ∈ X f μ(σ ) × σ and
It suffices to prove (56) in the special case, when dim σ = n, n 1, and dim ζ = n − 1, because then an induction argument shows that the assertion also holds for 0 dim ζ = n − k < n, 1 k n. Indeed, if dim ζ = n − k − 1 and u ∈ ζ , choose a face ζ of σ such that ζ < ζ and dim ζ − dim ζ = 1. By the induction hypothesis g (x, u) and by the assertion in the special case,
Consequently,g ]. Therefore, (44) shows that 
Now note that the sequence (μ(τ ) . . . μ(ζ )) ι , whose final term is μ(ζ ), can be obtained from
Therefore, the coherence conditions for f show that
Consequently, (59) assumes the form
which coincides with the value given tog
is a mapping f : X → X and we interpret it as a coherent mapping, i.e., we consider the coherent mapping C(f ), then formula (44) reduces to formula (41). Indeed, α τ (s) ).
The homotopy mapping R(f ) induced by a coherent mapping f
In this section we will show that the function g : M → M and the mappings g μ :
In fact, we will show that, for indices μ 0 μ 1 from M , there is a homotopy g μ 0 μ 1 :
The equivalence relation
, which we will also denote by ∼ μ . By definition, ( 
In view of (2), in order to defineg μ 0 μ 1 , it suffices to define mappingsg σ
To defineg σ μ 0 μ 1 , dim σ = n, it suffices to define homotopiesg c
Theng σ μ 0 μ 1 is the only mapping such that
In definingg c 
(x, u, v) is defined by putting
Note that
If c = c τ π is a peripheral n-cell of L(σ ) and u ∈ c, then we will decompose d τ ι × I into (n − k + 1)-dimensional simplices D τ πj , 0 j n − k, and for every j we will define a mappingg
where , 0), . . . , (e j , 0), (e j , 1) , . . . , (e n−k , 1)] and one considers the simplicial mapping ε n−k+1 : Δ n−k × I → Δ n−k+1 , given by putting ε n−k+1 (e j , 0) = e j and ε n−k+1 (e j , 1) = e j +1 , for 0 j n − k. We also consider the affine isomorphism β τ π × 1 : d τ π × I → Δ n−k × I and we put
Note that μ 0 μ 1 implies
and (43) implies
and 
for which we will use the abbreviation
The following lemma shows that the mappingsg 
Lemma 3. For 0 j < l n − k, one has
Proof. Let us first show that it suffices to prove (77) in the special case, when l = j + 1. Indeed, it is readily seen that
In particular,
A repeated use of (79) shows that also
and thus,
Now (71) implies
Consequently, if x ∈ X f μ 1 (σ ) , s ∈ c τ and (t, v) ∈ D τ πj ∩ D τ πl , the special case of (77) implies thatg
(x, s, t, v).
Let us now prove (77) in the special case when l = j + 1. First note that
If
Analogously,
t ). (85)
Now note that the sequences
differ only in the (j + 1)th term and thus,
Therefore, the right sides of (84) and (85) coincide. Taking into account (76), we obtain (77), for l = j + 1. 2
The following lemma guarantees that the mappingsg σ (70) and (76) show that
As in the proof of Lemma 1, we distinguish the cases I and II. , where s ∈ c < c τ , s 1 ∈ c τ 1 and
. Consequently, formulae (70) and (76), applied to c 1 , show that
In the proof of Lemma 1, we also saw that α τ 1 (s 1 ) = α τ (s) and β
and thus, (β
and thus, ε n−k 1 +1 (β
. Taking all this into account and applying the coherence conditions for f , we see that (89) becomes
A straightforward verification shows that
and the desired equalityg c (87) and (89), respectively.
In the proof of Lemma 1, we also saw that α τ 1 (
. Taking all this into account we see that (89) becomes
because μ 0 (τ ) μ 0 (τ 1 ) are the first two terms of the sequence (μ 0 (τ ) . . . μ 1 (σ ))
. A straightforward verification shows that
and the desired equalityg c 
is given by (87). In the proof of Lemma 1 we also showed that β τ ι (t) = β τ π 1
(t) and thus, (t, v)
. Consequently, (70) and (76) show that
In the proof of Lemma 1 we defined an affine mapping β : d → Δ n−k−1 and we showed that (87) and using the coherence conditions for f , we see that (95) becomes g
Analogously, replacing β τ (95) and using the coherence conditions for f , we see that (95) becomes
It is readily seen that the sequences
The following lemma guarantees that the mappings g μ 0 μ 1 : Y g(μ) × I → Y μ 0 , μ 0 μ 1 , are well defined by (65).
Lemma 5. Let μ ∈ M and let (y, v), (y
Proof. By (2), the points y, y 1 are of the form y = (x, u) ∈ X f μ 1 (σ ) × σ and 
As in the proof of Lemma 3, it suffices to prove (98) in the case when dim σ = n, n 1, and dim ζ = n − 1. There is no loss of generality in assuming that σ = 
Note that ε n−k+1 in (87) was replaced by ε n−k , because dim ζ = n − 1.
, where η is the identity permutation of {k + 1, . . . , n}.
As seen in the proof of Lemma 2,
Now note that
Furthermore, (102) and the coherence conditions for f yield
Finally, by (100) and (103), we obtaiñ
A comparison of (99) and (104) gives the desired formula (98). 2 Proof. It suffices to show that, for every pointỹ ∈Ỹ g(μ 1 ) , one has
Lemma 6. The mappings g μ
Indeed, since
. Therefore, by (65), (105), (15) and (5), one has
Similarly, by (65), (106) and (15), one has
To prove (105), assume thatỹ = (x, u), where x ∈ X g(μ 1 )(σ ) = X f μ 1 (σ ) , u ∈ σ and σ ∈ K. More precisely, let dim σ = n and let u ∈ c, where c is an n-cell from L(σ ). q g(μ 0 )g(μ 1 ) (ỹ) =q f μ 0 f μ 1 (x, u) = (p f μ 0 (σ )f μ 1 (σ ) (x), u) and we need to show that
It suffices to consider the case when 
Proof.
To prove this lemma, we need a homotopy G = (G, G μ ), which connects g and g , i.e., we need a function
By assumption, there exists a homotopy F : X × I → X , which connects the coherent mappings f and f . It is given by an increasing function F : Λ → Λ and by mappings Clearly, G is an increasing function and G g, g , because F f, f . To define G μ , we first define homotopiesG μ :
In view of (2),ỹ is of the form (x, u), where x ∈ X F μ(σ ) and u ∈ σ , for some simplex σ ∈ K. Therefore, it suffices to define homotopiesG σ μ :
If dim σ = n and u ∈ σ , then there exist n-cells c = c τ π ∈ L(σ ) such that u ∈ c. We will define homotopies G c μ :
ThenG σ μ is the only mapping such that
for all n-cells c ∈ L(σ ). As in Section 7, where we definedg c
and v ∈ I . This formula differs from formula (44) only in the additional variable v, which does not participate in the coherence conditions of F . Therefore, the verification of condition (119) is the same as the verification of the analogous condition (44) in Section 7.
To see that the mappingG μ is well defined by formula (117), consider two ∼ F μ -equivalent pointsỹ,ỹ 1 ofỸ F μ . Clearly,ỹ is of the form (x, u) ∈ X F μ(σ ) × σ andỹ 1 is of the form (x 1 , u 1 ) ∈ X F μ(ζ ) × ζ . It suffices to consider the case when ζ < σ , x 1 = p F μ(ζ )F μ(σ ) (x) and u = u 1 ∈ ζ . We must prove that
This equality is analogous to equality (56) and its proof applies to the proof of (122). Now note that
Indeed,ỹ ∈Ỹ F μ is of the formỹ = (x, u) ∈ X F μ(σ ) × σ ⊆Ỹ F μ . Moreover, u belongs to a n-cell c ∈ L(σ ). Therefore, by (121), (44) and (4), we see that
Since g(μ) = f μ and G(μ) = F μ, we see that (117) implies
One proves (116) analogously. 2
We can now state the main result of the present paper expressing functoriality of the standard resolution (in the first variable). Theorem 2. Let K be a simplicial complex and let R K be a function which to every cofinite inverse system of compact Hausdorff spaces X assigns the inverse system R K (X) (defined in Section 2) and to every homotopy class of coherent mappings [f ] : X → X assigns the homotopy class of homotopy mappings
The next three sections contain a proof of Theorem 2.
The homotopy mapping R K (f ) induced by a mapping f
As we saw in Section 4, every special mapping f : X → X between cofinite inverse systems from Cpt can be viewed as a coherent mapping C(f ) between these systems. In this section we will show that the homotopy class of the mapping R K (f ), defined in Section 3, and the homotopy class of R K (C(f )), defined in Section 7, coincide. In particular, if one takes for f the identity mapping 1, then [R K (1) 
] is the identity morphism of CH(pro-Cpt) and R K [1] = [R K (1) ] is the identity morphism of pro-H(Top), we conclude that R K maps the identity of CH-Cpt to the identity of pro-H(Top), which is the first step i proving that R K is a functor. To prove the above made assertion, it suffices to prove the following lemma. 
In the proof of Lemma 8, we will use the following lemma.
Lemma 9.
For every n-simplex σ ∈ K, there exists a mapping k σ : σ → σ which has the property that, whenever
Moreover, if ζ < σ , then 
Using the mappings k σ , we define these homotopies by the formulã
which are the desired properties. Finally, let us verify that, for ( (x, u, v) . It suffices to consider the situation when ζ < σ and thus,
The cellular subdivisions L (K) and N (K) of L(K)
Let f : X → X , f : X → X be coherent mappings between cofinite systems from pro-Cpt, let f = f f and let g, g and g be the induced homotopy mappings between the corresponding standard resolutions. To complete the proof of Theorem 2 we need to show that g g g . To be able to write explicit formulae for g g and g , we need to subdivide the complex L(K) two new complexes L (K) and N (K), consisting of convex cells. In this section we will describe these new cellular complexes and state their properties relevant in our proof (all the many technical details are given in [11] ).
To define L (K), we first define subdivisions L (σ ), for σ ∈ K, in such a way that, for ζ < σ , one has 
The crucial moment in the process of proving the functoriality of the standard resolution occurred when the author realized that, in spite of essential differences in the construction, the complexes L (K) and N (K) are isomorphic. This fact requires a rather tedious proof, given in [11] . Here we will content ourselves with defining the required isomorphism ϑ : L (K) → N (K). Moreover, we give a picture (see Fig. 3 ) of the complexes L (σ ) and N (σ ), for the case dim σ = 2. An inspection of the picture readily yields the desired assertion in that special case. 
Let L n (K) and N n (K) denote the sets of all n-cells from L (K) and N (K), respectively. For every n-simplex σ ∈ K, we define a function ϑ σ n :
where c * ∈ L (σ ) is as in (137) and π π is the permutation of {k + 1, . . . , n}, which on {k + 1, . . . , k} coincides with π and on {k + 1, . . . , n} coincides with π . It is proved in [11] that ϑ σ n is a bijection.
which preserve faces. We will define these bijections using natural affine isomorphisms θ σ c * : 
Then we put ϑ k (e * ) = ϑ σ k (e * ). The functions ϑ k , k = 0, 1, . . ., are well defined and form the desired isomorphism ϑ : L (K) → N (K) (see [11] ).
We will now give the definition of the affine isomorphism θ σ c * (for proofs of its properties see [11] ). By definition, θ σ c * is the composition θ σ 2 c * θ σ 1 c * of two affine isomorphisms θ σ 1 c * :
and therefore, the composition θ σ 2 c * θ σ 1 c * is well defined. The first isomorphism θ σ 1 c * is defined by putting
The homotopy mapping induced by the composition f f
In this section we consider three inverse systems of compact Hausdorff spaces X, X , X and two morphisms [f ] : X → X , [f ] : X → X of CH(pro-Cpt). We will prove that
and thus, the proof of Theorem 2 will be completed. Clearly, it suffices to prove the following lemma.
Proof. As in the proof of Theorem 1, one concludes that gg = g . Therefore, to prove that g g g , it suffices to prove that
for every μ ∈ M . Following [11] , in Section 10 we considered mappings θ σ : σ → σ , σ ∈ K, and a mapping θ : P → P . such that θ |σ = θ σ , for each σ ∈ K. The mapping θ induces a mapping θ : Y f μ → Y f μ (also denoted by θ ), defined by putting
. It suffices to consider the case, when ζ < σ ,
The main step in the proof of Lemma 10 consists in proving the following equality, which holds for y ∈ Y f μ .
Once we establish (145), the proof of the lemma is completed as follows. For every simplex σ ∈ K and u ∈ σ , we connect linearly within σ the points u and θ(u) and thus, obtain a homotopy ω σ : σ × I → σ such that ω σ (u, 0) = u and ω σ (u, 1) = θ(u). The homotopies ω σ determine a homotopy ω : P × I → P such that ω|(σ × I ) = ω σ (see [13] , Appendix 1, Theorem 2). Clearly, ω(σ × I ) ⊆ σ , ω(u, 0) = u and ω(u, 1) = θ(u), for u ∈ P . The homotopy ω : P × I induces a homotopy Ω : Y f μ × I → Y μ , defined by putting
where (x, ω(u, v) ) ∈ Y f μ and the right side of (146) is an element of Y μ . To see that Ω(y, v) is well defined, we need to show that ( (x, ω(u, v) ). It suffices to consider the case, when ζ < σ , To prove (145), first note that an arbitrary point y ∈ Y f μ is of the form y = φ f μ (ỹ), whereỹ ∈Ỹ f μ , because φ f μ :Ỹ f μ → Y f μ is a surjection. Also note that, by (2),ỹ is of the formỹ = (x, u) ∈ X f μ(σ ) × σ , for some σ ∈ K. Therefore, by (15),
If dim σ = n, the point u ∈ σ lies in an n-cell c * ∈ L n (σ ), which is of the form c
In particular, η n−k 1 must be replaced
Applications to shape
Let K be a simplicial complex with carrier P = |K|. Functoriality of the standard resolution, established in Theorem 2, enables us to define a functor R K from the strong shape category of compact Hausdorff spaces SSh(Cpt) to the shape category Sh(Top). For every compact Hausdorff space X, we put R K (X) = X × P . To define the shape morphisms R K (F ) : X × P → X × P , associated with a strong shape morphisms F : X → X , for every compact Hausdorff space X, we choose a cofinite inverse system of compact polyhedra X with limit p : X → X. Then we consider the standard resolution q : X × P → Y = R K (X), determined by X and K. Since there is a bijection between the strong shape morphisms F : X → X and the homotopy classes of coherent mappings from X to X , to F corresponds a unique homotopy class of coherent mappings : Y → Y and the shape morphisms G : X × P → X × P . In particular, there is a unique shape morphism G : X × P → X × P , which corresponds to the homotopy class
Theorem 3. For an arbitrary simplicial complex K with carrier
Proof. Let 1 : X → X be the identity strong shape morphism, i.e., 1 = S [1] , where [1] is the homotopy class of the identity mapping 1 : X → X. Clearly, 1p = p1, where 1 : X → X is the identity mapping. Therefore, with the strong shape morphism 1 is associated the homotopy class of the coherent mapping C(1) : X → X. By definition, the shape morphism
is the identity morphism of pro-H(Top). Consequently, the shape morphism which corresponds to R K [C(1)] is the identity shape morphism 1 : X × P → X × P . Now consider two strong shape morphisms between compact Hausdorff spaces, F : X → X and F : X → X . To these morphisms correspond the homotopy classes of coherent mappings 
The following theorem is an easy consequence of Theorem 3.
Theorem 4.
Let P be a polyhedron and let X and X be compact Hausdorff spaces such that X strongly shape dominates X. Then X × P shape dominates X × P .
Proof. By assumption, there exist strong shape morphisms U : X → X and V : X × P such that V U = 1. Applying the functor R K , we obtain two shape morphisms R K (U ) :
, which shows that X × P shape dominates X × P . Corollary 1. Let P be a polyhedron and let X and X be compact Hausdorff spaces having the same strong shape, ssh(X) = ssh(X ). Then the spaces X × P and X × P have the same shape, sh(X × P ) = sh(X × P ).
Remark 4.
It is well known that for compact metric spaces X, X , the conditions ssh(X) = ssh(X ) and sh(X) = sh(X ) are equivalent (see e.g., [2] , Theorem 4.3). Therefore, for metric compacta X, X , Corollary 1 shows that sh(X) = sh(X ) implies sh(X × P ) = sh(X × P ), for every polyhedron P . Note that under the same assumptions Y. Kodama obtained the stronger conclusion that sh(X × Y ) = sh(X × Y ), for every metric space Y [6] . In a forthcoming paper [12] , we will strengthen Kodama's theorem by showing that, for compact Hausdorff spaces X, X , ssh(X) = ssh(X ) implies sh(X × Y ) = sh(X × Y ), for every topological space Y .
Theorem 5.
Let P be a polyhedron and let X, X be compact Hausdorff spaces such that X strongly shape dominates X. If the Cartesian product X × P is a product in the shape category Sh(Top), then also X × P is a product in Sh(Top).
Let S : Top → Sh(Top) denote the shape functor and let E : SSh(Top) → Sh(Top) denote the functor, induced by the forgetful functor E :CH(Top)→pro-H(Top). In the proof of Theorem 5 we need the following lemma.
Lemma 11. Let U : X → X be a strong shape morphism between compact Hausdorff spaces X and X and let π X : X × P → X and π X : X × P → X be the first projections. Then S(π X )R K (U ) = E(U )S(π X ).
(164)
Moreover, if π P : X × P → P and π P : X × P → P are the second projections, then
Applying π λ to (168), we conclude that π λ gλ(x, v) = π λ (u λ (x), α τ (s)) = u λ (x) and we see that we obtained the same value as for u λ π u(λ) (x, v) . This proves that (166) holds. Let us now prove (164). Consider the following diagram.
By definition, to the strong shape morphism U corresponds the homotopy class [u] of the coherent mapping u. Therefore, to the induced shape morphism E(U ) corresponds the homotopy class of the homotopy mapping E(u). Moreover, the left rectangle is a commutative diagram of mappings (see (13) ). If we view π X as a homotopy mapping and take into account that q and p are resolutions, whose terms are spaces from the class HPol, one concludes that to [π X ] corresponds the shape morphism S(π X ) : X × P → X. Considering the relevant compositions, we arrive at the conclusion that the shape morphism E(U )S(π X ) : X × P → X corresponds to the homotopy class of the homotopy mapping E(u)π X . Now consider the following diagram.
The right rectangle is a commutative diagram of mappings analogous to the left rectangle of (169). Therefore, the argument used in the previous case shows that to [π X ] corresponds the shape morphism S(π X ) : X × P → X . By definition, R K (U ) is the shape morphism, which corresponds to the homotopy class [R K (u)] of the homotopy mapping R K (u). Considering the relevant compositions, we arrive at the conclusion that the shape morphism S(π X )R K (U ) : X × P → X corresponds to the homotopy class of the homotopy mapping π X R K (u) . Formula (166) shows that the homotopy mappings π X R K (u) and E(u)π X from Y to X coincide. Therefore, the corresponding shape morphisms E(U )S(π X ) and S(π X )R K (U ) from X × P to X must also coincide, i.e., (164) holds. To prove (165), recall that an arbitrary element λ ∈ Λ determines a mapping π P λ : Y → P , which consists of a single mapping, the projection π P λ : Yλ = X λ × P → P . Moreover, π P λ q = π P . Analogously, we have a mapping π P λ : Y → P , given by the projection π P λ : Yλ = X λ × P → P . Let us now prove that
We saw in Section 2 that the equivalence class of π P λ , hence also its homotopy class, does not depend on λ and thus, π P λ π P u(λ) . Therefore, it suffices to prove that π P λ R K (u) π P u(λ) . Since R K (u) = (u, g μ ), it follows that π P λ R K (u) consists of the mapping π P λ gλ : Y u(λ) = X u(λ) × P → P , because the constant function u(λ) has u(λ) for its only value. On the other hand, π P u(λ) consists of the projection π P u(λ) : X u(λ) × P → P . Consequently, we must prove that π (s) . This means that π P λ gλ is the composition of the projection π P u(λ) : X u(λ) × P → P and the mapping k : P → P , considered in Section 9, defined by k(v) = α τ (s), i.e., π P λ gλ = kπ P u(λ) . That the mappings π P λ gλ and π P u(λ) are homotopic now follows from the fact that id k, which is a consequence of the fact that v ∈ σ implies k(v) ∈ σ , for every simplex σ ∈ K.
Now consider the diagram
(172) By the analogue of (14), the right rectangle is a commutative diagram of mappings. Therefore, to the mapping π P λ corresponds the shape morphism S(π P ). The left rectangle in (172) is the same as the left rectangle in (170) and by definition, R K (U ) is the shape morphism, which corresponds to the homotopy class of the homotopy mapping R K (u). Consequently, S(π P )R K (U ) is the shape morphism, which corresponds to the homotopy class of the homotopy mapping π P λ R K (U ). By (14) the diagram analogous to the right rectangle of (172) is commutative and thus, S(π P ) is the shape morphism which corresponds to the homotopy class of π P λ . However, by (171), the homotopy mappings π P λ R K (u) and π P are homotopic. Therefore, the corresponding shape morphisms from X × P → P are equal, i.e., (165) holds. 2
Proof of Theorem 5. Let Z be a topological space and let F : Z → X and G : Z → P be shape morphisms. We must produce a shape morphism H : Z → X × P such that S(π X )H = F and S(π P )H = G and we must prove that H is unique. By assumption, there are strong shape morphisms U : X → X and V : X → X such that V U = 1. Consider the projections π X : X × P → X and π P : X × P → P . Moreover, consider the shape morphisms F = E(U )F : Z → X and G. By assumption, X × P is a product in Sh(Top). Therefore, there exists a shape morphism J : Z → X × P such that S(π X )J = F , S(π P )J = G.
Now consider the projections π X : X × P → X, π X : X × P → X and the shape morphisms E(V ) : X → X, R K (V ) : X × P → X × P . Note that the analogue of (164) shows that S(π X )R K (V ) = E(V )S(π X ). Therefore, by the first equality in (173), S(π X )R K (V )J = E(V )S(π X )J = E(V )F = E(V )E(U )F = E(V U )F = E(1)F = 1F = F . Moreover, the analogue of (165) shows that S(π P )R K (V ) = S(π P ). Therefore, by the second equality in (173), S(π P )R K (V )J = S(π P )J = G. All this shows that the mapping H = R K (V )J has the desired property that S(π X )H = F and S(π P )H = G. Now assume that H 1 , H 2 : Z → P × X are two shape morphisms such that
S(π X )H i = F, S(π P )H
Consider the shape morphisms E(U ) : X → X , R K (U ) : X × P → X × P and the projections π X : X × P → X and π X : X × P → X and note that (164) holds. Therefore,
Also consider the projections π P : X × P → P and π P : X × P → P and note that (165) holds. Therefore,
S(π P )R K (U )H i = S(π P )H
Taking into account the assumption that X × P is a product in Sh(Top), we conclude that R K (U )H 1 = R K (U )H 2 . Since R K (V )R K (U ) = R K (V U ) = R K (1) = 1, an application of R K (V ) yields the desired conclusion that H 1 = H 2 . 2
Conjectures
The theorems proved in this paper represent an important step towards a possible proof of more satisfying statements, formulated below as conjectures. 
Conjecture 2.
For an arbitrary simplicial complex K with carrier |K| = P , there exists a functor R K : SSh(Cpt) → SSh(Top) such that R K (X) = X × P .
Conjecture 3.
Let P be a polyhedron and let X and X be compact Hausdorff spaces such that X strongly shape dominates X. Then X × P strongly shape dominates X × P .
