High-performance computing trends towards many-core systems are expected to continue over the next decade. As a result, parallel-in-time methods, mathematical formulations which exploit additional degrees of parallelism in the time dimension, have gained increasing interest in recent years. In this work we study a massively parallel rational approximation of exponential integrators (REXI). This method replaces a time integration of stiff linear oscillatory and diffusive systems by the sum of the solutions of many decoupled systems, which can be solved in parallel. Previous numerical studies showed that this reformulation allows taking arbitrarily long time steps for the linear oscillatory parts.
Introduction
Solving nonlinear partial differential equations (PDEs) has long been one of the main applications of high-performance computing (HPC). During the four decades beginning in the 1960s, improvement in computational performance of HPC systems was primarily driven by the increase of processor clock frequency. Sometimes called the "free lunch" [1] era, new hardware could be relied on to provide new capabilities. In particular, these new capabilities directly led to improvements in the time-to-solution without requiring any algorithmic changes.
However, since the mid 2000s, solving PDEs efficiently faces a new challenge: the stagnation and even decline of processor clock frequency, and a compensatory increase in processor par-allelism. As a consequence, a fundamental redesign is required to exploit new ways to advance the quality of simulations.
Our work is motivated by PDE solvers for climate and weather simulations which have long been considered grand challenge problems in HPC. In the present work, we put the focus on the parallelization of a rational approximation of exponential integrators (REXI). This method allows a decomposition of the computations of one time step (which are typically strictly sequential computations), into a set of terms which can be solved independently, followed by an accumulation of the results. We study this new method in comparison with various other standard time-stepping methods, focusing on how the errors and the wallclock time behave once utilizing the potential to parallelize over the independent terms of REXI. In this way we can clearly see how parallel-in-time methods lead to higher accuracy by exploiting additional degrees of parallelization as part of the time integration. To the best of our knowledge, this is the first time that such studies are conducted in parallel on a supercomputer for the full non-linear shallow-water equations on the rotating sphere using a formulation based on a massively parallel rational approximation.
Related work
We first provide a brief overview of exponential integrators (Sec. 2.1) followed by parallel-in-time methods (Sec. 2.2) and the relation to exponential integrators. With the focus on climate and weather applications, we close the related work section with an overview of state-of-the-art time-stepping methods in the field (Sec. 2.3).
Exponential integrators
Exponential integrators (EI) have been studied for several decades [2, 3] : for generic introductions into EIs and for various formulations of EIs, see [4, 5, 6, 7, 8] . Most relevant to the present paper, Clancy et al. [9] applied EI in the context of Laplace transforms to gain higher accuracy. Spherical harmonics were exploited to solve for each term in the Laplace operator formulation as part of a REXI formulation. EIs have also been applied with Krylov subspace solvers (see [10] for an overview). Clancy et al. [11] used such a solver strategy, but lost the possibility to exploit additional parallelism due to the purely sequential iterations over the Krylov subspaces. Bonaventura [12] studied local EIs by exploiting space-time locality properties of physical phenomena. There, additional degrees of freedom were generated by decomposing the originally globally connected domain into multiple independent, localized overlapping subdomains. Garcia et al. [13] studied EIs for thermal convection in rotating spherical shells using Krylov approximations. They assessed the performance of their algorithm in terms of the ratio of error to time-step size for thermal convection.
Parallel-in-time methods
Parallel-in-time (PinT) methods seek to exploit an increasing parallelism of computational resources, by allowing computation of different time steps in the overall time integration in parallel. An overview of 50 years of research in this direction can be found in the work of Gander [14] and, for a brief review, we only focus on the PinT developments which show the most significant relevance to our work. The use of computing resources in this way is appropriate for throughput-driven problems where not meeting time-to-solution or error thresholds can make results less valuable (e.g. augmented surgeries) or in the worst case even entirely useless (e.g. weather forecast). Hence, parallel-in-time methods should be used only when the spatial scalability is saturated. The Parareal algorithm formed the basis of current research on PinT methods and uses an iterative-intime scheme [15] . A related method is the Parallel Full Approximation Scheme in Space and Time (PFASST) method which is based on spectral deferred corrections in time which successively increases the integration order in combination with a multi-resolution approach [16] . In this work we focus on direct parallel methods. One of such methods is based on revisionist integral deferred correction method (RDIC) [17] which consists of stages executed in parallel with build-in corrections of previous results. However, explicit RDIC time stepping suffers of a reduced stability region compared to higher-order explicit Runge-Kutta based time steppers.
EI formulations in the context of parallel-in-time were first applied with Paraexp (see Gander et al. [18] ). EIs also represent one of the main building blocks in the asymptotic PinT approach (Haut et al. [19] who used an analytical solution of the EI for the linear parts of the shallow-water equations on the plane). All these formulations require solving exponentials of matrices which can be accomplished with REXI, a rational approximation of exponential integrators and its variants [9, 11, 20] . For exponentials of linear operators, such rational approximations can be used to approximate time-integrating functions with a sum over solutions for a complex-valued system of linear equations. Each solution can be computed totally independently, hence parallel-in-time, and can be used as fundamental building blocks for exponential integrators. In particular, for linear operators, REXI allows arbitrarily long time steps and precision beyond the timestepping accuracy of standard methods, which served as an initial motivation of the present work. Haut et al. also developed a computationally efficient and stable method [20] to compute the weights α n and β n to solve the EI formulation for purely oscillatory problems (e.g. the linearized shallow-water equations) and shares its algebraic structure n β n (∆tL + α n ) −1 U(0) with the previously mentioned Laplace transforms [9] . Parallel performance and numerical studies of this method for the shallow-water equations on the plane were conducted by Schreiber et al. [21] using spectral solvers with the Fourier space and finite-difference formulations. Significant speedups of two orders of magnitude for linear problems were obtained there by exploiting additional degrees with a rational approximation of oscillatory problems and a spectral fast Helmholtz solver. Various ways to incorporate non-linear parts in exponential integrator formulations exist (see [4, 7, 8, 6] ). In this work, we use Strang-splitting and EI formulations denoted Exponential Time Differencing n-th order Runge Kutta (ETDnRK) [6] where we use a REXI parallel-intime approach to solve the exponentials of matrices.
Time stepping methods for climate and weather simulations
We first give a brief overview of the two most significant time integration schemes employed in the dynamical cores 1 for weather and climate simulations, which will be compared to (parallel-in-time) EIs. The first of these are splitting methods, which treat various equation terms differently based on their mathematical and physical properties. One of the first big advancements was to use implicit methods for the fast gravity modes. This was also exploited by Robert [22] using special properties of spherical harmonics. Implicit time integration led to stable time-step sizes which are 7× to 10× larger if compared to the maximum stable time step size for explicit time integration methods. However, larger time step sizes than this were not possible due to stability limitations with the explicitly treated nonlinearities. Robert [23] applied semi-Lagrangian methods in combination with semi-implicit time stepping which led to another increase in time step sizes of 4× -6×. Such semi-Lagrangian methods are currently also used in operational weather simulation codes, see e.g. [24, 25] . In the present work, we will put our focus solely on semi-implicit methods.
Shallow-water equations on the rotating sphere
Studying new discretization methods for global climate and weather simulations is frequently first tested with the shallowwater equations (SWE), hence ignoring the vertical discretization and reducing the original problem to a single-layer simulation (see e.g. [26] for standardized tests). The SWE represent important physical properties of a single layer of the full atmospheric model to assess the numerics. For the studies in this work, this allows us to focus purely on time integration of the horizontal parts and we start by briefly introducing the SWE on a rotating sphere. We use the vorticity-divergence formulation (see [27, 28] )
using the vorticity ζ, divergence δ and the perturbation of the geopotential Φ = h g with h the perturbed surface height, Φ the global average of the geopotential, g the acceleration of gravity, f = 2Ω sin φ the Coriolis effect varying along the latitude φ and V = (u, v) T the velocity. Furthermore, we use the identities V = k × ∇ψ + ∇χ with the stream ψ = ∇ -2 ζ and potential χ = ∇ -2 δ to compute the velocities from the vorticity and divergence. Given the velocity, we can compute the divergence δ = ∇ · V and vorticity ζ = k · (∇ × V) with k the unit vector orthogonal to the surface. Such transformations between velocity and stream/vorticity formulation are required to avoid inconsistencies of vector fields close to the poles if transformed to/from spectral space with spherical harmonics.
Using splitting methods to integrate parts of the SWE differently, we start with a nomenclature of the different terms in the SWE. We split up the right-hand side into its subcomponents (L g , L c , N) with U representing all state variables (Φ , ζ, δ):
For the realization of the different time splitting approaches in the following sections and a compact notation, we write ∂U ∂t = L g U + L c U + N(U).
All of these terms hold different mathematical and physical properties (see e.g. [29] ) and we briefly describe their physical relevance.
Physical relevance
For the linear parts, the gravity term L g relates to hyperbolic wave propagations which are generated due to gravitational force and the resulting linear advection which is the most restrictive term for time step sizes using explicit time integrators. The (linear) Coriolis effect L c is generated by the rotation of the Earth, generating amongst others important balancing effects in the atmosphere, the so-called geostrophic balance. Since this effect also plays a crucial role in the propagation of Rossby waves, we expect also improved accuracy by accurately tracking them. The non-linear term N(U) includes also the nonlinear advection term which will be the main limiting factor of all time stepping methods discussed in the present work if using non-explicit time integrators for the linear parts.
Space discretization with Spherical Harmonics
We solve the non-linear SWE on the rotating sphere using a pseudo-spectral method on the sphere relying on spherical harmonics (SH). The non-linear terms are computed in physical space, and thus require transforming back and forth from spectral to physical space. The main motivation for using a spectral method is its high accuracy with respect to the non-truncated modes. We can thus safely assume that the errors are mostly due to the time-stepping schemes that we want to study.
In this work, all transforms are computed using the efficient library SHTns [30] . This library has been highly optimized and designed for numerical simulations of fluids in spheres [31, 32] , but is used across a variety of fields like atmospheric and climate sciences [33, 34] , astrophysics [35] or acoustics [36] . It has also been employed to solve the SWE [37] . All SH transformations support threaded parallelization which is used throughout the present work.
Regarding the required transformations in REXI, complexvalued spatial fields are required. The complex-valued and threaded parallelization for such transformations was developed as part of this work and we study their performance in Sec. 5.1.
Exponential time integration for SWE
Exponential integrators allow for solving the linearized SWE (L g ) on the rotating sphere (including L c ) with very high accuracy [9, 38] . Furthermore, exponential integrators have been shown to support time steps as long as 1.5 days [38] . It has also been shown that SH provides an ideal basis for REXI to time integrate the linear parts of the SWE [9] , even on the rotating sphere [38] . However, the non-linearities N(U) in the SWE pose additional restrictions regarding the stable time integration size, the resulting accuracy and finally the wallclock time which will be studied in the present work. Therefore, the main focus of the present work is on assessing the influence of the non-linear terms in combination with REXI. Details about exponential integrators will be further discussed in the following section.
Time discretization
In Section 3, we introduced a splitting of the different components of the SWE into multiple terms. This section describes different time splitting methods and we discuss how they are applied to each term and finally grouped together for the integration of the entire PDE. In a general formulation, the system of equations which we integrate in time is given by
where U is the current state of the system, L a discretized linear operator and N denotes the terms which are assumed to be non-linear. All our systems are considered to be autonomous, hence in particular L is constant over time for the applicability of exponential integrators.
Linear single-and multi-stage integrators
We utilize a combination of single-and multi-stage methods for the time splitting approaches and assume that the reader is familiar with explicit 1st order Euler and 2nd order Runge-Kutta methods (see also [39] ). The present work will be based on the Crank-Nicolson (CN) method and is frequently used in operational climate and weather simulations 2 . It consists of one explicit time step (forward Euler but typically with a step larger than its stability limitation), followed by an implicit one (backward Euler) which can be efficiently solved using SH. Even if it can be computed by the combination of two single-step methods, it belongs to a special class of 2nd order implicit Runge-Kutta, hence multi-step, methods. For a linear system of equations L it reads
with a = 1 2 throughout the paper, hence no filter. 2 Here we would like to mention that the particular formulation in each dynamical core to incorporate linear and non-linear parts can strongly vary
Rational approximation of exponential integrators (REXI)
We give a brief recap of the related work of rational approximations of exponential integrators for linear operators, hence it discusses time integrators for particular linear operators (L, L c , L g ) from the previous section. We start with an approximation of a function f (x) which will be related to the exponential integration of an ODE. Using a rational approximation leads to a massively parallel way to approximate f (x) within an interval of approximation (related to α n ) via f (x) = N n=1 β n x+α n where α n , β n ∈ C are coefficients determined later. Here, the additional degrees of parallelization originate from the independent terms in the sum.
For linear PDE operators we can use the EI formulation
with Q a matrix with the eigenvectors of L and Λ a diagonal matrix storing the associated eigenvalues. The term exp(∆tΛ) denotes the matrix with exp(∆tλ i ) on the diagonal with λ i denoting the i-th diagonal element of the Eigenvalue matrix Λ. Using the REXI approximation exp(∆tΛ) ≈ N n=1 β n (∆tΛ + α n ) −1 , this eventually leads to
The results in this work are based on REXI coefficients which will be computed using the Cauchy Contour integral method. This method is used in the present work due to its superior properties by (i) requiring less terms compared to Haut et al. [20] and (ii) being more flexible, e.g. directly applicable to diffusive problems. In particular, less REXI terms led to significantly reduced resource requirements, hence a reduction in both resource consumption and parallelization overheads. We briefly reintroduce Cauchy contour integral methods (see also e.g. [40, 41] ) to discuss the issue of cancellation errors and its mitigation developed for the present work which is required to allow large time-step sizes and to make REXI competitive to other time stepping methods.
Cauchy Contour integral
For a (complex-valued) holomorphic function f (x) the value of the function at a particular point x 0 ∈ C can be computed by the Cauchy contour integral
with Γ the closed contour in the complex plane which encloses x 0 . In terms of time integration methods, this contour should enclose all eigenvalues (EVs) on the complex plane which are relevant for oscillatory (imaginary EVs) as well as diffusive (real negative EVs) linear models. We investigate a circle as the most canonical contour which leads to a good balance between the maximum number of poles and the desired accuracy (see e.g. [41] ) for a relatively small radius R < 10. We get the contour
with µ a shift discussed later. Using this in Eq. 9 and a trapezoidal rule leads to
Finally, we can write this compactly as a rational approximation for a function f (
Numerical cancellation
Using Eq. 8 directly results in significantly increasing numerical errors for R 10 and a circle centered at the origin, that is µ = 0. We briefly investigate this issue and a solution for physically relevant oscillatory and diffusive systems, hence excluding systems with anti-diffusion behaviour.
First, we investigate potential cancellation effects in α n (Eq. (13)) where we can directly infer max n |α n | ≈ R, hence the magnitude of the values in α n are proportional to R. Second, we investigate β n (Eq. (14)) as the only remaining source of such errors. For the first term, max θ n | − R exp(iθ n )| ≈ R holds, hence also this term is linearly limited in its growth for larger R. Next, we investigate the contribution of the function f (x) to be approximated. For f (x) = exp(x) for EI of ODEs, large real values of x would lead to exponential growth. In fact, we can observe that increasing the radius R directly leads to an exponential growth of the β n coefficients: max θ n |Re(exp R exp(iθ n ) ))| = exp(R). We can overcome this for diffusive and oscillatory problems by a change of the contour to avoid handling of very large positive, and for our case irrelevant, eigenvalues as follows: We first restrict the circle contour by one point p 0 with Im(p 0 ) = 0 and Re(p 0 ) ≥ 0 with this point related to the cancellation errors. The limits of the spectrum for purely oscillatory problems along the imaginary axis are required to be specified by p ±1 with Re(p ±1 ) = 0. With three points on the contour of the circle, we can finally infer a radius r = Re(p 0 ) 2 +(Im(p −1 )) 2 2Re(p 0 ) and the center of the circle p c = p 0 − R. For R 10, this compensates for cancellation effects, but also increases the length of the contour of the integral.
Non-linear exponential integrator scheme and ETDnRK
Exponential integrators for non-linear equations (6) can be written as
where the dependency of the integral on U(τ) makes this nontrivial to evaluate. ETDnRK (see [6] ) provides one way of a higher-order approximation. With the focus on 2nd order methods in this work, the time stepping is performed by
U n+1 = A n + ∆tψ 2 (∆tL) (N(A n , t n + ∆t) − N(U n , t n )) (17) with ψ 0 (K) = exp(K), ψ 1 (K) = K −1 (exp(K) − I) and ψ 2 (K) = K −2 (exp(K) − I − K). To infer the REXI coefficients using the Cauchy contour integral method, we use L'Hôpital's rule in the proximity of the singularities of ψ 1/2 (M) to evaluate these functions. In a similar way, this makes REXI also applicable to all ETDnRK schemes with n ∈ {1, 2, 3, 4}.
Non-linear Strang-splitting
For the differential equations considered in this work we require ways to combine different time integrators and we use Strang-splitting [42, 39] in the time dimension. We split the right hand side into two separate terms
and treat each term F 1 and F 2 individually. In the following, we use the notation
For a 2nd order accurate method, we get
where each term F ∆t n is integrated by an arbitrary 2nd order accurate time stepper with a time step size ∆t. With such a Strangsplit scheme, we have the freedom to set the correspondence between F 1 and F 2 on one hand, and the linear and non-linear terms in Eq. (6) on the other hand. This means we can choose which term is evaluated twice at each time step. This impacts the accuracy and stability of the time stepping methods and we study this with both versions:
Version 0 integrates the linear parts twice with F 1 = L and the non-linearities only once by using F 2 = N with * denoting a placeholder
Version 1 integrates the non-linear parts twice with F 1 = N and the linearities only once by using
Considering the computational complexity in terms of wallclock time and larger time step sizes for the F 1 term due to its splitting in two half time steps will play a significant role in the time-to-solution performance of the two versions.
Nomenclature for time splitting methods
We briefly introduce a string annotation to differentiate between the implementations of the time splitting methods. Section 3 introduced the different terms L g , L c , N of the SWE PDE. These terms will be denoted as lg, lc, n, respectively, and an overview is given in Table 1 . Abbreviations for different singlestep time integrators used in this work are given in Table 2 . We use a concatenation of operators followed by the time stepping method to denote them. E.g. using a Strang-splitting where the linear term is assumed to be L g and treated by a Crank-Nicolson scheme and the other non-linear terms assumed to be the Coriolis L c and non-linear terms N and treated by an explicit 2nd order Runge-Kutta is denoted by lg irk lc n erk ver0 where ver0 denotes the version integrating the linear parts twice in each time step, see Sec. 4.4. For ETD2RK, non-linearities are natively supported and no Strang-splitting is needed to gain a 2nd order accurate method. This is denoted e.g. as lg rexi lc n etdrk which would treat the term L g as the only linear one with REXI and the terms L c + N as the non-linear ones within the ETD2RK time integration (see Sec. 4.3).
Results and discussions
Next we assess the performance of the previously discussed time stepping methods regarding various properties. For the space-discretization, all studies are performed with SH using a T128 triangular truncation, see e.g. [43] , including a larger resolution in physical space to avoid anti-aliasing.
The barotropic instability benchmark [44] belongs to the most frequently used benchmarks to study new numerical schemes for the SWE on the sphere and uses parameters which generate simulation conditions related to the real atmosphere. This benchmark is setup with a geostropic balanced initial condition in the northern hemisphere which is intended to remain by itself steady over the entire simulation runtime. However, an intentional disturbance is added in form of a Gaussian bump which leads to well-defined slowly evolving vortices over several days, see [44] for a detailed description and a visualization. This benchmark therefore allows us to study time integration methods over time integration ranges spanning multiple days and a non-trivial non-linear test case. Additionally, we use zeroviscosity in the following benchmarks. The error is computed using the L ∞ norm on differences to the reference solution at t = 120h. This reference solution is based on a simulation using 4th order Runge-Kutta with a time step size of ∆t = 15/8s. These studies are conducted on the Cheyenne supercomputer, equipped with 2.3-GHz Intel Xeon E5-2697V4 (Broadwell) processors, 18 cores per socket with dual-socket nodes. Frequency scaling is activated per default on this system which is one reason for varying runtimes even for the same setup. Therefore, we requested a fixed frequency of 2.3 GHz. With the library configuration playing an important role in the wallclock time performance, we'd like to briefly summarize this here: ICPC 18.0.1, SGI MPT 2.15, FFTW 3.3.8 (precomputed & optimized plans), SHTNS 3.1.0, SWEET [45] ver. 2018-10-15. The SWEET source code with the full implementation of this work is freely available at [45] . The network also plays a crucial role for the parallel reduce in the REXI parts since communication of the full spatial data is required. It is based on a Mellanox EDR InfiniBand high-speed interconnect with 18 nodes per switch node and a 25 GBps bidirectional link. The coarser network topology is based on a partial 9D enhanced hypercube single-plane interconnect topology and is dimensionorder routed. Therefore, this yields efficient logarithmic O(log 2 n) complexity for reduce operations involving n ranks.
For the REXI parameters, we start with p 0 = 10.0, p ±1 = ±30i and N = 128 which we determined empirically (alternatives included p 0 = 10.0 ± 15 and N = {64, 128, 256}, p ±1 = 30i ± 10i). For REXI-based simulations using these parameters, time step sizes below 60 sec. showed even an increase of the error, hence pointing out a missing consistency. Similar properties were already identified in terms of the linear geostrophic balanced benchmark, see [38] based on the T-REXI coefficients. Although the results were still competitive to other time integration methods, we gained a consistency for the considered time step sizes by scaling the radius for the contour linearly with the time step size, using circle contour radius of 30 for a time step size of 480 sec. as a baseline. Additionally, we used a lower limit of the circle radius of 5.0 and reduced the number of contour quadrature poles to 32. Finally, this led to the expected convergence also for small time step sizes with REXI.
Performance aspects and parallelization in space
We first study the performance of a parallelization in space to observe the scalability behaviour of standard time integration methods as well as the new ones with the results given in Figure  1 Figure 1 : Scalability studies for explicit Runge-Kutta 2 (ln erk), Crank-Nicolson lg irk lc n erk ver1), Strang-split REXI (lg rexi lc n erk ver1) and REXI-based ETD2RK (lg rexi lc n etdrk) methods. We can observe a strongly improved scalability for the REXI solvers which can be related to the additional complex-valued workload. The scalability stagnates at about 18 cores which is related to the max. number of cores on the first socket. based ETD2RK (lg rexi lc n etdrk, 95.78 sec.). The first two are classic ones and only involve real-valued computations. The latter two methods involve computationally intensive REXI methods with 128 REXI terms. The total wallclock time of the time stepping loop on one single core is also provided in the parentheses, showing that REXI with 128 terms takes about two order of magnitude longer to compute. We like to emphasize that the parallelization-in-time of REXI across the 128 terms will be exploited later.
Regarding the scalability, the workload plays a crucial role for it: although working with the same number of modes, REXI solvers involve complex-valued weights for all modes. Therefore, this results in additional workload: for each of the 128 terms, twice as much bandwidth to load/store coefficients as well as additional complex-valued calculations even in physical space. This additional workload of REXI-involving solvers eventually leads to the improved scalability which we will exploit later on. No further significant scalability can be gained beyond 18 cores which also represents the max. number of cores on the first socket which are used throughout the remainder of this work. We emphasize that this scalability limit in the space domain depends on hardware architecture but also spatial resolution and model complexity: high resolution, full atmospheric dynamical cores with multiple layers (hence significantly increased per-cell workload in the vertical) will scale well beyond 18 cores.
Error vs. timestep size
Performance improvements are frequently first discussed in terms of time step sizes and we start by error vs. timestep size comparisons given in Fig. 2 and for implicit ones (* irk *) we tested with ∆t impl ∈ t expl ∪ t rexi . For sake of a better overview, we filtered results exceeding an L ∞ error of 100m after 5 days of simulation.
We start with observations involving different types of time integrators. Independent of the time stepping method, we can observe that ver1 time split formulations allow larger stable time step sizes. We account for this by time-integrating the nonlinearities in each full time step with two time integrations, each one over half a time step size. This can be also interpreted in a way that two non-linear integrations are executed in a row (at the end of one time step and the beginning of another time step), hence resulting in two time integrations of the non-linearities.
• Fully explicit Runge-Kutta 2nd order (* erk *):
The Runge-Kutta time stepping method is strongly limited in their maximum time step size because of the fast gravity modes (see Sec. 2.3) and stability issues of RK2 for oscillatory problems.
• Implicit/explicit (* irk *): All 2nd order implicit time stepping methods show larger errors compared to REXI due to slowing down of fast propagating modes [39] . Even more interesting once comparing it to REXI, we observe its convergence in the time step size requiring strongly reduced time step sizes compared to REXI. The maximum stable time step size of ∆t = 480s is similar to the one of REXI. In particular, both methods show a similar order of magnitude for the error. We account for the overlap of the l irk * and lg irk * lines by stiffness properties of the Coriolis effect allowing stable time step sizes beyond the one of the non-linearities. This Coriolis effect is treated in both cases with 2nd order accurate methods (RK and CN) and both of them are prone to similar dispersion errors [39] in this case. Even if * irk *ver1 allows to run stable for larger time step sizes, its overall error is higher compared to ver0 formulations.
• ETD2RK (* rexi * etdrk *):
The ETD2RK scheme leads throughout all simulations to larger errors compared to the best Strang-split REXI. However, it also led to reduced errors for its stability region compared to the implicit time integrators. This is due to the accurate EI treatment of the linear terms.
• Strang-split REXI (* rexi * erk *): Throughout all studies, a Strang-split REXI version provided the best error-vs.-timestep size results, resulting in a significant reduction of the errors.
Error vs. wallclock time
Considering the errors with respect to the time-step size does not take into account the actual computational workload involved in each time step. Therefore, we additionally conducted performance studies on a supercomputer comparing the wallclock time vs. the errors with the results given in Fig. 3 .
We used one MPI rank per available REXI term, hence using for e.g. N = 128 REXI terms 64 compute nodes and each Figure 3 : Wallclock time studies for the barotropic instability benchmark over a 5 day time integration interval. The explicit RK2 method (ln rk2) has in general a significantly larger wallclock-time to error ratio compared to the REXI and implicit time stepping solvers. Therefore, the implicit method is frequently preferred since this allows taking significantly larger time steps while still keeping the error on a moderate level. Regarding exponential integrators, none of the ETD2RK schemes are competitive to the best implicit Strang-split formulations. However, the Strang-split REXI method provides the best wallclock-time to error for more relaxed wallclock time restrictions and is Pareto optimal if a wallclock time of 100 seconds is affordable. rank's threads are pinned to the cores of each rank-dedicated socket. For the parallelization-in-time we solely use MPI for the broadcast and reduction operators over the rational approximations with each rank's master thread.
• Fully explicit Runge-Kutta 2nd order (* erk *): Despite the computational simplicity of RK2, the small timestep sizes which are enforced by the RK2 method also lead to larger wall clock times, making it not competitive to e.g. the implicit time stepping method which is, for similar errors, about 3× faster.
• Implicit/explicit (* irk *): The implicit time stepper (Crank-Nicolson) results in the largest time step sizes and, because of its computational simplicity, also to the lowest wallclock time for a stable time integration. However, we can also observe a significant increase in errors for lower wallclock time, hence larger time step sizes. Again, this is due to the fast propagating modes which are increasingly slowed down with increasing time step sizes (see [39] ). We like to mention here that we exploited the possibility of solving for the system of equations directly in spectral space which might be more time consuming using non-spectral methods.
• ETD2RK (* rexi * etdrk *): Taking only the time step size into account (see previous section), this scheme provided partly improved results. However, the wallclock time reveals that it is not competitive to the other methods: in all our simulations, the ETD2RK scheme never provided improved wallclock time vs. error compared to the best one of the other time integration methods. Next, we compare the best REXI method (lg rexi lg n erk ver1) with the best implicit method (lg irk lg n erk ver0) from two different perspectives: The first one is a requirement on certain accuracy of the simulations. With such a requirement of e.g. L ∞ (h − h re f ) ≤ 0.1, we can observe an almost 3× improved wallclock time of the best REXI method compared to the best implicit time stepping method. Similarly, with a second perspective, one can request the simulation to be finished within a certain time frame. With e.g. 100 sec., we can observe an over 6× reduced error for REXI compared to the next best method. However, we should also point out a case where it is desirable to get results as fast as possible. In this case, the implicit time integration method provides the fastest results in under 15 seconds.
We also compare the treatment of the Coriolis effect (L c ) as part of the linear or non-linear time stepping method: Whereas the results in Fig. 2 indicated superior properties by treating the Coriolis effect as part of REXI, the wallclock time results in Fig. 3 also incorporate the real computational costs. Here it is important to mention that treating the Coriolis effect as part of the linear part required additional computations such as solving a penta-diagonal matrix instead of a diagonal-only, see [38] . We can conclude that for this particular benchmark and using the errors on the height field, treating the Coriolis effect as part of the non-linearities provides the best REXI-based wallclocktime to error results.
REXI parallelization overheads
We close the results with a detailed study on a wallclock time performance breakdown of the REXI time stepping method. We timed different operations using the lg rexi lc n erk ver1 time stepping method with a stable time step size of ∆t = 300s. Only 100 time steps were executed, hence only over a very short time integration range to reduce the likelihood of network package collisions on the shared network during one execution. Even though, the generated results on Cheyenne were still prone to a large variance leading to 10 ensemble runs. For our plots, we used the minimum over individual benchmark values of all ensemble runs. Here, we assume that these values represent the ones which would be generated on a system with fully exclusive resources, e.g. without any network congestion. The results are given in Fig. 4 .
The first block (Wallclock time overall time stepping) shows the total wall clock time to execute the time integration. This time robustly decreases for increasing number of MPI ranks.
In the second block (Wallclock time for nonlinearities) we can observe a constant wallclock time to evaluate the non-linear parts of REXI. These parts don't involve any communication and remain constant throughout the full REXI scaling studies.
The third block (Wallclock time for REXI time integration) depicts the wallclock times only for the REXI-related parts. Overall, this shows a robust performance improvement for increasing the number of MPI ranks to parallelize over. The last bar shows a total runtime of 0.57 sec., hence a very similar wallclock time compared to the one evaluating the non-linearities.
The fourth block (REXI Broadcasting) depicts the timings for the broadcast operation. This was measured on the 2nd rank to avoid any potential fire-and-forget behaviour of the MPI implementation on the first rank. Besides minor fluctuations 3 we can observe a very low broadcast overhead of almost constant runtime throughout all test cases. Also, the broadcast operation is significantly faster than the parallel reduce.
The fifth block (REXI time stepping solver) shows the wallclock time required to solve for all the REXI terms. Here, we can observe a robust scaling and we like to point out that with 128 terms in the REXI sum, the maximum scalability for the parts related to the REXI parallelization is also reached with 128 MPI ranks.
The last block (REXI Reduce) shows overheads of the reduce operation which are increasing with the number of ranks. Wallclock time (seconds) 15 Figure 4 : Parallelization overheads of the REXI time stepping method (lg rexi lc n erk ver1). Wallclock time is plotted with log-scaling along y-axis. Each block shows the wallclock times for particular parts of the time integration over an increasing number of MPI ranks. We can observe that even assigning only one single REXI term to one rank, hence the extreme scale for this parallel-in-time method, the overall wallclock time is not dominated by the collective operations.
However, we can also observe an O(log(N)) communication complexity of the underlying hypercube interconnect. Therefore, we don't expect that the communication overheads will further significantly dominate even for a larger number of REXI terms.
Finally, we discuss these REXI timings with the best 2nd order Strang-split Crank-Nicolson method lg irk lc n erk. This method requires 0.572 sec for the similar time integration range whereas REXI on its full scaleout requires 1.28 sec. Therefore, REXI in this formulation is 2.2× more expensive than the Strangsplit CN method. However, we like to point out that REXI also provides higher accuracy.
Finally, we briefly discuss the theoretical scalability of REXIbased time stepping methods, Since our studies are conducted with a fixed workload, this makes Amdahls' law applicable. Here, the scalability limitations are induced by the sequential parts which are in our case the treatment of the non-linearities and the pre-and post-processing of REXI. These sequential parts obviously dominate, hence also limit, the strong scalability of REXI. Again, we would like to emphasize that PinT scaling does not follow the standard expectations from spatial scalability, but that every additional benefit counts, which is the case here even for the maximum theoretical scalability of 128 ranks.
Summary and discussion
The motivation of this paper is to improve weather and climate simulations. In that context, we have compared the competitiveness of parallel-in-time rational approximations of exponential integrators (REXI) methods, based on Cauchy contour integrals, to more conventional time integration methods. We conducted studies with the often-used barotropic instability test case for the non-linear shallow-water equation on the rotating sphere to assess the performance of each time integration method.
Previous work showed that REXI allows arbitrarily long time-steps for the linearized equations. In the fully nonlinear case, we use REXI to integrate the linear parts of the shallowwater equations either using a time splitting approach or by using the ETDnRK exponential integrator method. Additional challenges are posed by using the Cauchy contour integral to derive REXI coefficients, including the requirement of large time step sizes and avoiding numerical cancellation effects. We circumvented these issues by modifying the integration contour and by focusing on physically relevant linear oscillatory and diffusive stiff problems.
We first compared the errors for each time integration method and the time step size, revealing the superior properties of REXI in almost all cases. However, this approach ignores the actual computational performance of each method. Therefore, we compared integration rate vs. error on NCAR's Cheyenne supercomputer. On the one hand, focusing solely on fastest time-to-solution for a stable time integration method, the REXIbased method was not able to compete with an implicit time stepping method, due its additional computational costs. On the other hand, we also studied REXI's stable time step regime with a comparison to the best implicit time integration method. Demanding for a low error requirement, REXI showed a closeto threefold reduction in wallclock time. Alternatively, requirements on finishing the simulation run within a particular wallclock time frame led to an over 6× reduced error using REXI.
Finally, we conducted a detailed performance analysis of REXI to gain insight into its parallelization overhead. As REXI requires to communicate the entire full-dimensional volume via MPI broadcast and reduce operations, it might be assumed to significantly limit its scalability. Even so, our benchmarks re-veal that the communication overhead along the time dimension is not dominating the overall simulation runtime to solve the non-linear equations on the Cheyenne supercomputer. todonewAn optimization of the reduce operation is expected to lead to valuable improvements of the parallel REXI time integration method.
Our results strongly suggest that REXI is a good candidate time integration method for climate and weather simulation code, because of its ability to overcome the oscillatory linear stiffness in the SWEs without introducing time integration errors in the linear parts. Regarding the parallelization, such a spatial workload can be treated orthogonal to the REXI timeparallelism. Therefore, we expect additional scalability once the spatial workload is increased. This is the case e.g. for full dynamical cores for climate and weather simulations requiring computations on larger spatial workloads (additional vertical discretization and possibly higher horizontal resolution). Regarding the interconnect and considering the return of investments on supercomputers, we envision heterogeneous interconnects and corresponding scheduler support to exploit the different communication properties in time and space.
For future work, we see research on the treatment of the non-linear terms with, for example a semi-Lagrangian method, which might be expected to lead to further significant reductions in errors compared to implicit schemes. Ways to further treat the remaining non-linearities in time in the context of simulations which are relevant for climate and weather simulations include e.g. ML-SDC method [46] as well as the PFASST method [16] .
Since the number of REXI terms directly relates to the parallel overheads and, even worse, linearly to the total computational costs, we see a reduction of the number of these terms as an opportunity to further reduce these computational costs, hence making REXI-based methods more practical in operational atmospheric models.
