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Abstract
Grain boundaries (GBs) are central defects for describing polycrystalline materials, and
playing major role in a wide-range of physical properties of polycrystals. Control over
GB kinetics provides effective means to tailor polycrystal properties through material
processing. While many approaches describe different GB kinetic phenomena, this review
provides a unifying concept for a wide range of GB kinetic behavior. Our approach rests
on a disconnection description of GB kinetics. Disconnections are topological line defects
constrained to crystalline interfaces with both step and dislocation character. These
characteristics can be completely specified by GB bicrystallography and the macroscopic
degrees of freedom of GBs. GB thermal fluctuations, GB migration and the ability of
GBs to absorb/emit other defects from/into the delimiting grains can be modeled via
the nucleation, propagation and reaction of disconnections in the GB. We review the
fundamentals of bicrystallography and its relationship to disconnections and ultimately
to the kinetic behavior of GBs. We then relate disconnection dynamics and GB kinetics
to microstructural evolution. While this review of the GB kinetics literature is not
exhaustive, we review much of the foundational literature and draw comparisons from a
wide swath of the extant experimental, simulation, and theoretical GB kinetics literature.
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1. Introduction
Most natural and technological crystalline materials are polycrystalline; i.e., they
are a space-filling aggregates of polyhedral single-crystalline grains of different crystal-
lographic orientations. Grain boundaries (GBs) are the interfaces between pairs of con-
tiguous grains. Many of the physical properties of polycrystals are determined or, at
least, strongly influenced by the properties and spatial arrangement of the GBs (in addi-
tion, of course, to the properties of the single crystals that constitute the grains). Such
properties include mechanical strength, ductility, creep rate, fatigue strength, radiation
damage resistance, diffusivity, susceptibility to corrosion, thermal and electrical resistiv-
ity, the shape of the magnetic hysteresis loop, magnetoresistance, critical current density
for superconductivity, etc. [1] Therefore, one effective approach to tailor material prop-
erties is through the exploitation of GB structure-properties-processing relationships to
control the spatial, chemical, and crystallographic distribution of GBs (i.e., “GB engi-
neering” [2]).
Like for materials in general, the study of GBs can be heuristically divided into ther-
modynamics and kinetics. Understanding equilibrium GB structure and energetics is in
the bailiwick of thermodynamics; these and related issues have been extensively studied
through electron microscopy observations (e.g. Refs. [3, 4]), atomistic simulations (e.g.
Refs. [5, 6, 7]), and through a wide range of additional experimental and modeling ap-
proaches. However, GBs in polycrystals are rarely in equilibrium; they move in response
to capillarity and other forces, interactions within the network of GBs, and interactions
with defects from within the interiors of the grains. The evolution of the GB network
and structure of the GBs in a polycrystal is the subject of GB kinetics. GB kinetics are
of considerable practical interest since they determine the evolution of microstructure,
how a material evolves during (e.g., thermomechanical) processing, and their affect on
the behavior of the bulk through absorption/emission of defects and/or solute from/into
the grains.
GB kinetics studies have usually focused on either the ideal, isolated GB (bicrystal)
case or within the context of polycrystalline microstructures. We refer to the bicrystal
case as “tame” GBs and the polycrystalline case as GBs in the “wild”. In the tame case
(isolated GBs), most GB kinetics studies have focused on the following phenomena:
(i) Changes in GB composition, including the kinetic process of GB diffusion [8, 9, 10],
GB segregation [11, 12] and GB complexion/phase transitions [13];
(ii) Changes of GB profiles, including the kinetic process of GB thermal fluctuations [14,
15] and the roughening transition [16];
(iii) Changes in GB position, i.e., GB migration in response to driving forces [17];
(iv) Changes in the shear across the GB, i.e., the relative position of the two grains
meeting at a GB (or GB sliding) in response to driving forces [18];
(v) Changes in GB structure; occurring in all kinetic processes through some form of
atomic rearrangement which may often be described as some form of defect motion
within the GB (i.e., conservative kinetics), absorption/emission of defects into/out
of the GB (non-conservative kinetics), and via GB structural (phase) transitions
(e.g. Ref. [19]).
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Since GBs in the wild are constrained by their surroundings (each grain is constrained
by all of its surrounding grains) and by the presence of additional, geometrically necessary
defects, such as triple junctions and quadruple points. The kinetics of tame GBs do
not necessarily reflect the kinetics of the same GBs in the wild. Hence, knowledge of
GB kinetics from bicrystals may not provide an accurate description of microstructure
evolution in polycrystals. For GBs in the wild (i.e., in polycrystals), most GB kinetics
studies have focused on the following phenomena:
(i) Evolution of the GB network. Driven by the reduction of total energy of a polycrys-
tal either by changing GB character or, more commonly, the decrease in total GB
area – i.e., capillarity-driven grain growth. Such capilllarity-driven grain growth is
a classical problem in materials science [20, 21, 22, 23, 24]. GB network evolution
can also be driven by a wide range of other forces, such as those associated with
crystal defect annihilation [25, 26], surface energy [27], etc. Recent studies have
also found that GB migration can also be driven by stress (e.g., Ref. [28]).
(ii) Evolution of the grains. The evolution of the GBs and the evolution of their bound-
ing grains are intrinsically linked. Since stresses may drive GB motion, that motion
necessarily leads to changes in the stress fields within the grains [29]. The shear
strain that accompanies GB migration may lead to grain rotation [30, 29, 31]. The
creation/annihilation of lattice dislocations and twins at the GB modify the plastic
strain within the grains [32, 33]. The absorption or emission of solute at the GB
during GB migration changes the distribution of solute within the grain [34, 35].
Several models of GB kinetics have been proposed in order to understand, describe
and predict the evolution of GBs and GB networks (polycrystalline microstructure). The
simplest GB models consider the GB as a continuum surface, with an associated excess
energy per unit area (i.e., surface tension). Such models can be used to predict the evo-
lution of the GB shape [36], GB migration [37] and capillarity-driven grain growth [38].
However, by this model GB migration cannot be driven by stress and there is no de-
scription for the states of grains in a polycrystal. At the opposite extreme are models
that are based upon the atomic structure of GBs, such as the polyhedral unit model [39]
and the structural unit model [40, 7]. In principle, atomistic models can be used to
study all GB kinetic behavior. However, since the fundamental parameters of such mod-
els are the coordinates of all of the atoms; the extraordinarily large parameter space
required to fully specify such models makes them extraordinarily difficult to apply to
understand/predict GB kinetics. In practice, such models may be implemented in the
framework of, for example, molecular dynamics (MD) simulations. Application of such
models to study, for example, GB diffusion at low temperature is problematic because of
the time-scale limitation in such simulations. Similarly, the temporal evolution of typical
polycrystalline microstructures is nearly impossible today because neither the time nor
length scales are compatible with MD simulations (in all except very fine nanocrystalline
cases).
It is because of these limitations that we focus here largely on mesoscopic/defect-level
descriptions which ignore many aspects of the atomistic details of GBs yet incorporate
a much more microscopic approach than continuum descriptions. Our approach to GB
character-sensitive GB kinetics is built upon the bicrystallography and dynamics of dis-
connections in GBs. The disconnection concept was initially proposed in the 1970s by
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Bollmann [41], Ashby [42] and Hirth and Balluffi [43]. Disconnections have both step
and dislocation character and are constrained to crystalline interfaces. Both the step and
dislocation characters are tied to the bicrystallography (the symmetries of both crystals
meeting at the interface). The step character is responsible for GB migration and the
dislocation character for GB sliding. Many other types of GB kinetic behavior can also
be described on the basis of disconnection motion. Hence, the disconnection model pro-
vides a unifying approach to diverse kinetic phenomena associated with GBs (a notable
exception is GB diffusion).
In this paper, we review a wide range of GB kinetics problems within a disconnection
framework. We note that, while we examine a wide cross-section of the experimental,
simulation, and theoretical literature associated with GB kinetic phenomena, we have
not aspired to providing an exhaustive review of the entire literature. Rather, our litera-
ture review focuses largely on foundational works and exemplars of the discussed kinetic
phenomena. In Section 2 we provide a relatively succinct review of the fundamentals of
bicrystallography, focusing more on the main concepts and results rather than mathe-
matical generality. Bicrystallography describes the macroscopic geometry and symmetry
of a bicrystal that contains a GB. We then discuss how disconnections naturally arise
from the translational symmetry of the bicrystal. In Section 3, we present a practical ap-
proach for the enumeration of disconnection modes as a function of the bicrystallography
and propose an energetic description of each disconnection mode. Section 4 focuses on
thermal equilibrium GB phenomena, such as GB roughening and intrinsic GB mobility.
In Section 5, we examine GB kinetics driven by external forces, including stress, bulk
energy density difference across a GB, and their combination in situations that do not
require interactions with defects from within the grains (i.e., conservative GB kinetics).
Triple junction motion and microstructure evolution will also be considered within this
disconnection framework. Section 6 focuses on non-conservative GB kinetics, including
interactions between GBs and point defects and between GBs and lattice dislocations.
We conclude with a discussion of the advantages and limitations of the disconnection-
based approach to GB kinetics.
2. Bicrystallography: refresher
2.1. CSL/DSC lattice
A GB is the interface between two crystalline grains with identical phase but different
orientation. Ideally, a GB can be studied in a bicrystal configuration, as illustrated in
Fig. 1a. The GB in the bicrystal is formed by joining two half-infinite grains with different
orientation; the upper grain is colored black and the lower one is colored white. This
GB is infinitely large and flat at mesoscale. The geometry of the GB in a bicrystal can
be described by five macroscopic degrees of freedom (DOFs). Three of the macroscopic
DOFs determine the crystallographic relation between two grains (i.e., misorientation);
they are related to rotation axis o (2 DOFs) and rotation angle θ (1 DOF). The other
two of the macroscopic DOFs determine the GB plane, which divides the black and
white grains; they are related to the GB plane normal n (2 DOFs). In this section, we
focus on the former three DOFs, which describe the misorientation. We will see that the
misorientation relation between two grains features the existence of a coincidence-site
lattice (CSL) and DSC lattice (DSC stands for “displacement shift complete” [44] or
6
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CSL 
CSL 
CSL 
DSC 
(a) Pristine STGB (b) Interpenetrate black and white lattices → dichromatic pattern 
(c) Displace black lattice by vector b → 
pattern does not change (d) CSL/DSC lattice 
Figure 1: (a) A SC bicrystal which contains a Σ5 [100] STGB; the upper and the lower grains are
colored black and white, respectively. (b) A dichromatic pattern formed by extending the black and the
white lattices throughout the whole space; the lattice points which belong to both the black and the
white lattices, called coincidence sites, are colored gray. The coincidence sites form a lattice, called the
coincidence-site lattice (CSL). The CSL is framed by the red lines; a CSL unit cell is shadowed yellow.
(c) The entire black lattice is displaced (with respect to the white lattice) by the green vector b, plotted
in (b) and (c). By comparing the dichromatic pattern in (b) and that in (c), we note that the pattern
does not change, but the CSL is shifted as an entity. (d) The same pattern as (b) with the addition of
the gray lattice, called the DSC lattice; a DSC unit cell is shadowed green. A relative displacement by
any DSC lattice vector, such as the green vectors, does not change the dichromatic pattern.
“displacements which are symmetry conserving” [45]). For convenience and clearance,
we will explain all the concepts based on the bicrystal as shown in Fig. 1a, which contains
a Σ5 [100] (012) symmetric tilt GB (STGB) in a simple cubic (SC) material.
In order to study the effect of misorientation, we first extend the black lattice and the
white lattice throughout the entire space such that they form a dichromatic pattern (see
Fig. 1b). From the dichromatic pattern, we see that there are some sites where the black
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lattice points are coincident with the white lattice points; these are called coincidence
sites and are colored gray. The set of coincidence sites constitutes a new lattice, which is
framed by the red lines in Fig. 1b. This new lattice is called the coincidence-site lattice
(CSL); one primitive unit cell of CSL is shaded yellow in Fig. 1b. We notice that, in the
case shown in Fig. 1, the size of a unit cell of CSL is five times that of crystal lattice (the
black or white lattice). Therefore, the reciprocal coincidence site density is Σ = 5. Since
the coincidence sites must belong to the subset of the crystal lattice points, Σ is always
an integer and Σ ≥ 1. Σ1 corresponds to the case of perfect crystal without a GB.
In Fig. 1b, b is a vector connecting one black lattice point to its nearest white lattice
point. If we fix the white lattice and displace the entire black lattice by the vector b, we
will transform the dichromatic pattern in Fig. 1b to the pattern in Fig. 1c. By comparing
the patterns in Figs. 1b and c, we find that, after the displacement of the black lattice
respect to the white lattice, the dichromatic pattern does not change, but the pattern
is shifted (comparing the positions of the unit cell of CSL which are shaded yellow in
Figs. 1b and c). Therefore, the vector b represents a displacement which conserves the
dichromatic pattern. Such vector is not unique; any vector that connects one black lattice
point to one white lattice point will lead to the same result (i.e., conserve the pattern).
All these vectors constitute a new lattice, called the DSC lattice, which is framed out
by the gray and red lines in Fig. 1d. The displacement of the black lattice with respect
to the white lattice by any DSC lattice vector does not change the dichromatic pattern.
The existence of the CSL implies the translational symmetry of the entire bicrystal while
the existence of the DSC lattice implies the translational symmetry associated with the
relative displacement between two grains.
2.2. Grain-boundary disconnection
For a fixed misorientation (3 DOFs), a GB can be constructed by choosing a plane (2
DOFs) and then removing the black lattice below the plane and the white lattice above
the plane. In this section, we will see that bicrystallography (including macroscopic
geometry of a GB and bicrystal symmetry) implies the existence of line defects in the
GB.
2.2.1. A special case: dislocation for a Σ1 grain boundary
It is instructive to first consider how a line defect (i.e., lattice dislocation) can be
constructed in a perfect crystal. Figure 2a shows a perfect crystal. We can choose an
arbitrary slip plane and color the lattice above the plane black and the lattice below
the plane white. This perfect crystal can then be equivalently viewed as a bicrystal
containing a Σ1 GB (θ = 0).
We can extend the black lattice and the white lattice throughout the entire space
to form a dichromatic pattern (see Fig. 2b). For this special bicrystal, all the lattice
points are located at the coincidence sites (colored gray). The crystal lattice, CSL, and
DSC lattice are all identical; and the DSC lattice vector b is exactly the same as the
translation vector of the perfect crystal or Burgers vector of lattice dislocation. From
the structure in Fig. 2b, if we displace the black lattice in the yellow region with respect
to the white lattice by the DSC lattice vector b, we will obtain the structure in Fig. 2c.
We find that, after such displacement, the pattern in the yellow region does not change
(since the DSC lattice vector conserves the pattern). Based on the structure in Fig. 2c,
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b 
b 
b 
DSC
=CSL 
(a) Single crystal (b) Interpenetrate black and white lattices → dichromatic pattern 
Slip plane (Σ1 GB) 
(c) Displace black lattice by b (d) Lattice dislocation 
Figure 2: The formation of a lattice dislocation in a SC crystal by the operation of translational sym-
metry. (a) A single crystal containing a slip plane denoted by the blue line (this is equivalent to a Σ1
[100] GB); the lattices above and below the slip plane are colored black and white, respectively. (b) A
dichromatic pattern formed by extending the black and white lattices throughout the whole space; since
all of the black and white lattice points coincide, all of the lattice points are colored gray and belong to
the CSL. In this special case, the CSL is identical to the DSC lattice. (c) Based on (b), the black lattice
in the yellow region is displaced (with respect to the white lattice) by the red vector b. (d) A lattice
dislocation is formed by removing the black lattice below the slip plane and the white lattice above the
slip plane. The green line denotes the Burgers circuit and the closure failure of this circuit defines the
Burgers vector, which is denoted by the red vector b.
if we remove the black lattice below the slip plane and the white lattice above the slip
plane, we will obtain the structure in Fig. 2d. We find that, after the operation proposed
above, we have introduced an edge dislocation with Burgers vector b into the slip plane,
which is verified by the Burgers circuit in Fig. 2d. This special example for the Σ1 GB
shows that translational symmetry implies the existence of lattice dislocations.
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2.2.2. Disconnection for a CSL grain boundary
Following a procedure similar to the one proposed above, we will show that transla-
tional symmetry implies the existence of line defects in a CSL GB (rather than a perfect
crystal). Again, we will take the example of a Σ5 [100] (012) STGB in a SC material,
as shown in Fig. 1a. After extending the black lattice and the white lattice throughout
the entire space, we will obtain a dichromatic pattern as shown in Fig. 3a. If we displace
the black lattice in the yellow region with respect to the white lattice by the DSC lattice
vector b‖, we will obtain the structure in Fig. 3b1. After such displacement, the pattern
in the yellow region does not change. However, unlike the special case of the Σ1 GB
(perfect crystal), the pattern in the yellow region is shifted. In order to keep the GB
structure in the yellow region exactly same as that in the right unshaded region (i.e.,
intersecting the coincidence sites), we have to choose the new GB plane in the yellow
region as shown in Fig. 3b1. The new GB plane in the yellow region is located higher
than the GB plane in the unshaded region; hence, there is a step in the middle of the
GB after the relative displacement in the yellow region. Finally, if we remove the black
lattice below the GB plane and the white lattice above the GB plane, we will obtain the
structure in Fig. 3b2. After the operation mentioned above, we have introduced an edge
dislocation with Burgers vector b‖ and, at the same time, a GB step with step height h‖
into the GB. This line defect in a GB, called a disconnection, is characterized by both
Burgers vector and step height (b‖, h‖). The concept of GB disconnections was proposed
and developed in the literature [41, 43, 46, 47, 48, 49].
Previously, we chose a DSC vector b‖ parallel to the GB plane. We could also have
chosen the DSC vector to be perpendicular to the GB plane (e.g. b⊥ as shown in Fig. 3a).
If we displace the black lattice in the yellow region by b⊥ (see Fig. 3c1), we will obtain
the structure in Fig. 3c2, where the disconnection is featured by (b⊥, h⊥). Since the
Burgers vector b⊥ is perpendicular to the GB plane, we have to introduce an extra half
plane lying along the GB plane (see Fig. 3c2).
Although the discussion above is for a GB with particular geometry, it can be easily
extended to the case of any CSL GB. Now, several generalizations will be made below.
(i) The disconnection depicted in Fig. 3 is of edge character; but this is not necessary.
The disconnection line is not necessarily parallel to the rotation axis o; it can be
in any direction and even arbitrarily curved. For example, we can choose a plane
parallel to the paper and displace the black lattice behind the plane with respect
to the white lattice by b‖. In this way, we will obtain the disconnection (b‖, h‖)
but of screw character.
(ii) Low-angle GBs are associated with large Σ values. Generally (but not universally),
the size of the CSL unit cell is scaled by Σ1/2 and the size of the DSC lattice
unit cell is scaled by Σ−1/2 for tilt GBs. Hence, low-angle GB disconnections are
usually characterized by small Burgers vectors and large step heights. We will show
that this is consistent with the analysis based on the GB dislocation model. The
structure of a low-angle STGB is an array of edge lattice dislocations (different
from disconnections) [50], as illustrated in Fig. 4a. The migration of the low-angle
STGB is realized by the glide of the GB dislocations. As shown in Fig. 4b, if
the GB in the yellow region migrates upwards via the GB dislocation gliding, we
will have to introduce wedge-shaped cracks between the yellow region and the gray
10
b‖ b⊥ 
b‖ b⊥ 
(c1) Displace black lattice by b⊥ 
(a) Pristine STGB 
(b1) Displace black lattice by b‖ 
b‖ h‖ 
h⊥ 
b⊥ 
(b2) Disconnection mode (b‖,h‖) 
(c2) Disconnection mode (b⊥,h⊥) 
b‖ b⊥ 
o (x) p (y) 
n (z) 
Figure 3: Formation of a disconnection in a Σ5 [100] STGB by the operation of translational symmetry
related to the DSC lattice. (a) The same structure as that in Fig. 1d. (b1) Based on (a), displace the
black lattice in the yellow region with respect to the white lattice by the red vector parallel to the GB
plane b‖; the blue line is the new GB plane after such displacement. (b2) A disconnection (b‖, h‖) is
formed by removing the black lattice below the GB plane and the white lattice above the GB plane in
(b1). (c1) Based on (a), the black lattice in the yellow region is displaced (with respect to the white
lattice) by the red vector perpendicular to the GB plane b⊥; the blue line is the new GB plane after
such a displacement. (c2) A disconnection (b⊥, h⊥) is formed by removing the black lattice below the
GB plane and the white lattice above the GB plane in (c1). The green lines in (b2) and (c2) denote the
Burgers circuit.
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regions in order to keep the bicrystal stress-free. Finally, as shown in Fig. 4c,
when we bring the yellow region and the gray regions together to eliminate the
cracks, such an operation will introduce dislocations. The dislocations associated
with the GB steps are disconnections. Since the Burgers vector of the dislocation
is very small compared with the lattice constant, it is unlikely that we will see
any line defect associated with the disconnection in the low-angle GB. Therefore,
the disconnection exists for the low-angle GB in the sense of a dislocation-like
elastic field (corresponding to the Burgers vector) and discontinuity of the GB
plane (corresponding to the step height).
(iii) The discussion about disconnections also applies to twist GBs (TwGBs). Based on
the structure in Fig. 1d, if we choose a plane parallel to the paper as the GB plane,
remove the black lattice behind the plane and white lattice in front of the plane,
we will obtain a TwGB. Since the relative displacement of the black lattice with
respect to the white lattice by either b‖ or b⊥ does not require the change of GB
plane, the disconnection in a TwGB could be (b‖, 0) or (b⊥, 0).
(iv) The discussion about disconnections also applies to asymmetric tilt GBs (ATGBs).
For a non-faceted ATGB, the disconnection is same as that in the STGB with the
same misorientation. For a faceted ATGB, disconnections can be considered for
each facet; each facet may correspond to a STGB or a non-faceted ATGB.
(v) In general, CSL does not exist for any misorientation. If CSL does not exist for a
misorientation, disconnections cannot be well defined for the GB with this partic-
ular misorientation. However, for any non-CSL misorientation, we can always find
a CSL misorientation which is very close (in sense of the indices of o and the value
of θ) to the non-CSL one. The structure of any non-CSL GB can be viewed as the
structure of the close-in-misorientation CSL GB plus non-periodically, sparsely dis-
tributed secondary GB dislocations [51]. Then, the disconnection in this non-CSL
GB is the same as that in the CSL GB. The possible approach to find the close-in-
misorientation CSL GB for a non-CSL GB is to follow the Brandon criterion, i.e.,
to permit the tolerance of misorientation angle ∆θ < ∆θ0Σ
−1/2 [52].
2.3. Disconnection modes
2.3.1. Non-uniqueness of step heights associated with each Burgers vector
In Fig. 3b1, we find that, after the relative displacement of the black lattice with
respect to the white lattice in the yellow region, in order to keep the GB structure in the
yellow region the same as that in the unshaded region, we have to change the position
of the GB plane in the yellow region. However, the choice of the new position of GB
plane in the yellow region is not unique. Since different GB position in the yellow region
corresponds to different step height, the step height is not unique associated with this
particular relative displacement. As indicated in Fig. 5a, corresponding to the relative
displacement by the DSC lattice vector b1, the new position of GB plane in the yellow
region could be h11, h10, h11¯, h12¯, etc. For this particular bicrystallography and Burgers
vector b1 = (0, 1, 0)ay, the step height can in general be expressed as h1j = (1 + 5j)az (j
is integer). For example, if we choose the GB plane located at h10 (i.e., the step height is
h10), then, after removing the black lattice below the plane and the white lattice above
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Figure 4: The formation of a pair of disconnections in a low-angle STGB. (a) A low-angle STGB
composed of an array of lattice dislocations. (b) The free migration of a segment of GB by the glide of
the lattice dislocations in the yellow region must lead to the cracks between the yellow region and the
gray regions. The resulting step heights (right and left) are h and −h and the openings of the cracks are
b and −b, respectively. (c) The cracks are closed by straining the yellow and gray regions. The strain
state (indicated by the red outlines) suggests that there are Burgers vectors b and −b located at the
two GB steps.
the plane, we will obtain the disconnection (b1, h10) as shown in Fig. 5b. If we choose the
GB plane located at h11¯, we will obtain the disconnection (b1, h11¯) as shown in Fig. 5c.
The step height can be positive or negative, implying that, with the disconnection
gliding in the direction of p (from left to right in Fig. 5), the GB migrates in the direction
of n (upwards) or −n (downwards).
2.3.2. Multiple choices of Burgers vector
We have considered all of the possible step heights associated with the Burgers vector
b1 in the last section (see Fig. 5). However, the choice of the Burgers vector is also not
unique. Any DSC lattice vector can be taken as the Burgers vector. For example, in
Fig. 3, both b‖ and b⊥ could be the Burgers vector. The Burgers vector can be zero and,
in this special case, the corresponding disconnection is a pure step (without dislocation
character). The Burgers vector of a lattice dislocation also corresponds to a DSC lattice
vector. However, in the special case of the Burgers vector of a lattice dislocation, it is
not necessary to introduce a GB step (or the step height is zero).
Now, we know that, for any bicrystallography, there is a set of disconnection modes
{(bn, hnj)}. In principle, the number of the disconnection modes is infinite. However,
only the modes characterized by small Burgers vectors and step heights may occur in
reality since they are associated with low energy.
2.4. Experimental evidence
There is strong experimental evidence that directly demonstrates the existence of
disconnections in GBs. For example, Merkle et al. clearly observed the presence of dis-
connections in thermally equilibrated GBs in Al and Au by high-resolution transmission
electron microscopy [53, 54]. Rajabzadeh et al. observed different types of disconnec-
tions (corresponding to different disconnection modes) in a STGB in a Cu bicrystal [55].
Bowers et al. also observed disconnections in an irrational (incommensurate) tilt GB in
a Au bicrystal via scanning transmission electron microscopy [56]. Radetic et al. found
that there were disconnections in the GB of a shrinking embedded cylindrical grain in Al
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Figure 5: (a) Based on the DSC lattice of a Σ5 [100] STGB in a SC crystal, where ay and az are the
sizes of the DSC unit cell, the displacement of the black lattice (with respect to the white lattice) in the
yellow region by the red vector b1 = (0, ay , 0) leads to a disconnection with the Burgers vector b1 in
this GB. This disconnection is associated with a step height. There are multiple possible step heights
corresponding to a disconnection with Burgers vector b1; the step height can be h1j = (1+5j)az (where
j is integer). (b) One possible step height h10 = az , corresponding to the disconnection mode (b1, h10).
(c) Another possible step height is h11¯ = −4az , corresponding to the disconnection mode (b1, h11¯).
and Au thin films [57, 58]. Not limited to metals, disconnections were also observed in
the GBs in ceramics, such as alumina [59, 60] and SrTiO3 [61, 62]. Disconnections were
also inferred from earlier observations via transmission electron microscopy [63, 64, 65].
2.5. Beyond bicrystallography: effect of microscopic degrees of freedom
It should be emphasized that the discussion in the previous sections is based on
bicrystallography (e.g. the bicrystal lattice shown in Fig. 1a) rather than detailed atomic
structure. Bicrystallography is uniquely determined by the five macroscopic DOFs; but
the atomic structure of a GB is also influenced by the microscopic DOFs (except for
macroscopic DOFs). The atomic structure of a Σ5 [100] (012) STGB in a SC crystal
may look like Fig. 6a1, which is different from the lattice structure shown in Fig. 1a. In
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general, the atomic structure of the upper grain cannot exactly coincide with that of the
lower grain at the GB; there could be a relative displacement of the upper grain with
respect to the lower grain, atomic relaxation, and even a change of atomic fraction (or
free volume) in the GB region – all of these arise from the microscopic DOFs [1, 66]. The
atomic structure of a GB in a bicrystal can be viewed as the bicrystal lattice convoluted
by a properly defined atomic basis in two grains, as illustrated in Fig. 6a2. In the case
of Fig. 6a2, each atom is located at one white lattice point in the lower grain; in the
upper grain, each atom is offset to one black lattice point by a fixed vector. We can
construct a disconnection based on the bicrystal lattice, following the procedure shown
in Fig. 3. Since each atom displaces with the corresponding lattice point, we will have
the atomic structure of a disconnection as shown in Fig. 6a3. The Burgers vector and
step height of this disconnection are only determined by the lattice structure (related to
the macroscopic DOFs) and are independent of the detailed atomic structure (related to
the microscopic DOFs).
The formation of a disconnection (transformation from the structure in Fig. 6a2 to
that in Fig. 6a3) requires atomic shuffling in the transformation region (see the blue
arrows in the yellow shaded region in Fig. 6a3). The atomic shuffling can be partitioned
into three types of contributions: (i) the shift of lattice points such that, in the trans-
formation region, the lattice orientation changes from the orientation of the black lattice
to that of the white lattice, (ii) the vector connecting each lattice point to the corre-
sponding basis atom, and (iii) atomic relaxation. The first contribution is determined by
the macroscopic DOFs, the second one is determined by the microscopic DOFs, and the
third one is uncontrolled by the geometry (determined by the interaction among atoms).
Following the same idea, we can also consider the GB disconnection in a complicated
crystal structure, such as Fig. 6b1. Again, the disconnection in this GB is only related to
the bicrystal lattice which is the same as that shown in Fig. 6a2. But the atomic shuffling
during the glide of disconnection along the GB will, in addition, involve the rotation of
the bases, as shown in Fig. 6b3.
In summary, the discussion about CSL, DSC lattice and disconnection modes in
the previous sections can be equally applied to the real GBs in materials with various
crystal structure. The feature of atomic bases does not influence CSL, DSC lattice and
disconnection modes, but is related to the way of atomic shuffling during the formation
of disconnections.
3. Grain-boundary disconnection model
3.1. Enumeration of disconnection modes
We already know that a disconnection mode is determined by a DSC Burgers vector
and step height (b, h); for a particular bicrystallography (i.e., fixed macroscopic DOFs),
there is a list of disconnection modes {(bn, hnj)}. Since the disconnection is the basic
line defect in GBs, the character, energy, and dynamics of disconnections are related to
many GB behaviors. In this section, we will determine a general approach to predict the
characters of all possible disconnection modes based on a particular bicrystallography.
King and Smith [49] have provided a general formula to calculate all the possible step
heights for a particular Burgers vector b. Referred to the dichromatic pattern and DSC
lattice shown in Fig. 7,
d = d1Lh˜+ dgbN. (1)
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Figure 6: (a1) The atomic structure of a Σ5 STGB in a real monatomic SC crystal; there is a relative
shift of the upper grain with respect to the lower one and local atomic relaxation in the GB. (a2) The
black and the white lattices are defined above and below the GB such that the two lattices coincide at
the GB. To enforce coincidence at the GB, the atoms in the white lattice are located at lattice points
while atoms in the black lattice are shifted with respect to the lattice points. (a3) The formation of a
disconnection (corresponding to the mode (b1, h11¯) in Fig. 5c) in the GB structure in (a2). The blue
arrows indicate the displacement of the atoms, pointing from the initial positions to the final positions.
(b1) The atomic structure of a Σ5 STGB in a real complex SC crystal; the triangles denote the bases
(motifs). (b2) The black and the white lattices, to which the bases in (b1) are attached, are defined
above and below the GB. (b3) The formation of a disconnection (corresponding to the mode (b1, h10)
in Fig. 5b) in the GB structure in (b2). The red triangles are the bases undergoing shift and rotation
during the formation of the disconnection.
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Figure 7: Dichromatic pattern of a Σ5 [100] STGB in a SC crystal. The gray lines denote the DSC
lattice. ay and az are the dimensions of the DSC unit cell. The green vector b is a DSC lattice vector;
when a disconnection is formed by this vector, b will be the Burgers vector. d, d1L and dgb represent
the displacements of the black lattice with respect to the white lattice parallel to the GB. dgb is the
minimum displacement that preserves the CSL; d1L is the displacement which can lead to one-layer
upward shift of the GB plane; d is the displacement that results in the same dichromatic pattern as b
does.
h˜ ≡ h/az is the step height scaled by the interlayer spacing in the z-direction; h˜ is
the quantity to be solved. d, d1L and dgb represent the displacements of the black
lattice with respect to the white lattice parallel to the projection of b to the GB plane
[i.e., in the direction of (I − n ⊗ n)b]; the definition of these displacements is given
below. dgb is the minimum displacement that preserves CSL; d1L is the displacement
which can induce a one-layer upward shift of the GB plane; d is the displacement that
results in the same dichromatic pattern as b does. N is any integer such that h˜ is
also an integer. Equation (1) can be understood as following. The left-hand side of
Eq. (1) is the displacement required by the introduction of b. In order to produce the
same displacement, we need to implement the displacement d1L by h˜ times. Since any
displacement by dgbN does not change CSL (and, thus, the GB position), the term dgbN
leads to multiple solutions of h˜.
In order to solve Eq. (1) for h˜, we firstly simplify this equation. Since all the vectors
in the equation are parallel, we ignore the vector direction (d → d, d1L → d1L, and
dgb → dgb). All the displacements can be scaled by the interlayer spacing in the y-
direction such that the dimensionless displacements are integers (d˜ = d/ay, d˜1L = d1L/ay,
and d˜gb = dgb/ay). d˜ can be decomposed into the contribution from the component of b
parallel to the GB plane, b˜‖ = |(I−n⊗n)b|/ay, and the contribution from the component
perpendicular to the GB plane, b˜⊥ = b · n/az. b˜‖ contributes to d˜ directly; while b˜⊥
contributes to d˜ by b˜⊥d˜u, where the factor d˜u denotes the equivalent displacement parallel
to the boundary plane (scaled by ay) when b˜⊥ = 1. Hence, after the simplification
mentioned above, Eq. (1) becomes
d˜ = b˜‖ + b˜⊥d˜u = d˜1Lh˜+ d˜gbN, (2)
where all quantities are integers. Eq. (2) is a linear Diophantine equation in h˜ and N .
After scaling d˜, d˜1L and d˜gb by gcd[d˜gb, d˜1L] (gcd[A,B] denotes the greatest common
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divisor of A and B), we can obtain one solution to Eq. (2):
h˜0 = ±mod
[
|d˜|d˜Φ(d˜gb)−11L , d˜gb
]
, (3)
where mod[A,B] denotes A modulo B, and Φ(n) is Euler’s totient function which returns
the number of positive integers that are less than and prime to n (n is an integer). We
take the positive sign in Eq. (3) when d˜ > 0 and the negative sign when d˜ < 0. We also
know that the difference between two neighboring solutions is
∆h˜ = d˜gb. (4)
Therefore, the complete set of the solutions to Eq. (2) is
h˜j = h˜0 + j∆h˜, (5)
where j is any integer.
In principle, we can obtain the step heights {hj} for all possible b following the above
algorithm. However, it is not necessary to calculate the step heights for all possible b;
we only need to know the step heights for the bases of the DSC lattice. The step heights
of the other b are just combinations of them. If the bases of the DSC lattice are b(1),
b(2) and b(3), then any DSC Burgers vector can by represented by
bn ≡ b(q1,q2,q3) = q1b(1) + q2b(2) + q3b(3), (6)
where q1, q2 and q3 are integers; n is an integer which is a compact notation for (q1, q2, q3).
Since the step height is additive, the step height for the bn in Eq. (6) can be obtained
by
h˜nj = q1h˜
(1)
0 + q2h˜
(2)
0 + q3h˜
(3)
0 + j∆h˜, (7)
where h˜
(1)
0 , h˜
(2)
0 and h˜
(3)
0 are the step heights for b
(1), b(2) and b(3), respectively, and
∆h˜ is the step spacing for b(1) (as with b(2) and b(3)). In summary, in order to obtain
a complete list of the disconnection modes for a GB with particular geometry, we firstly
need to figure out the bases of the DSC lattice b(1), b(2) and b(3). Then, calculate
their step heights h˜
(1)
0 , h˜
(2)
0 and h˜
(3)
0 by Eq. (3) and the step spacing ∆h˜ by Eq. (4).
Finally, the disconnection modes are (bn, hnj), where bn is constructed by Eq. (6) and
the corresponding hnj is obtained by Eq. (7).
The practical algorithm for determining the disconnection modes for various geome-
tries of STGBs in FCC crystals is provided in Appendix A.
3.2. Connection between disconnections and grain-boundary kinetics
We have established an approach to list all possible disconnection modes for any
bicrystallography in the previous section. Next, we consider what we can do with such
a list of disconnection modes. It has been observed experimentally that the formation
and dynamics of various disconnections played an important role in different GB kinetic
behaviors. For example, disconnections exist along thermally equilibrated GBs [53, 54].
The motion of disconnections was observed along the GB of a shrinking embedded cylin-
drical grain, suggesting that capillarity driven GB migration is facilitated by the motion
of disconnections [57, 58]. The motion of disconnections was also observed along the GBs
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in a polycrystal during a stress induced grain growth process, indicating that stress driven
GB migration is closely related to the motion of disconnections [55, 67]. Disconnection
motion was also observed along the GB during GB sliding at elevated temperature [68].
The interaction between lattice dislocations and GBs were shown to involve the reaction
and motion of disconnections [69, 65, 70, 71, 72, 73, 74]. The ultimate aim of the dis-
connection model is to connect the set of disconnection modes to the understanding of
all of the above GB kinetic behaviors. In order to reach this aim, we still need a model
to describe the energetics of each disconnection mode, as follows in the next section.
3.3. Energetics of a disconnection mode
3.3.1. 2D model
The energy (per unit length) for the formation of a pair of disconnections, (b, h) and
(−b,−h) (since the analysis below is valid for any disconnection mode, the subscripts
“n” and “nj” are omitted), as shown in Fig. 8, can be partitioned as [75, 76, 77]
E = 2Estep + 2Ecore + Eint, (8)
where Estep is the energy of each step, Ecore is the core energy of each disconnection,
and Eint is the elastic interaction energy between the disconnections. The energy of each
step can be expressed as
Estep = Γs|h|, (9)
where Γs is the excess energy per area due to the introduction of the step. Based on the
configuration shown in Fig. 8, Γs can be approximately estimated as [49]
Γs = (γs − γ cos Θs)/ sin Θs, (10)
where γ is the interfacial energy of the reference boundary (assumed disconnection-free),
γs is the interfacial energy of the boundary that constitutes the step, and Θs is the
inclination angle between the pristine boundary plane and the step plane. This is similar
to the proposal by King [78], except that in the excess energy due to the increase in
GB area as suggested by Eq. (9), there are elastic interaction and core energies due to
the dislocation dipoles located at the step junctions. The relaxation of a GB structure
usually results in relative displacement of two grains. The relative displacements for the
pristine and the step boundaries usually differ from each other. The mismatch of the
relative displacements at each step junction between the pristine and the step boundaries
necessarily results in a dislocation with Burgers vector equal to the difference between the
relative displacements. The elastic interaction energy between the two dislocations at the
junctions varies logarithmically with |h| while the core energy is independent of h. Here
we ignore the energy attributed to the dislocation dipoles at the step junctions. Next,
we consider the remaining terms in Eq. (8), i.e., 2Ecore + Eint. The elastic interaction
energy between the disconnections can be expressed as [79, 75]
Eint = 2Kb
2
[
f(α) ln
δ
δc
+
(bˆ · n)2
1− ν
]
, (11)
where K ≡ µ/4pi (µ is shear modulus), δ is the separation between the disconnections,
bˆ ≡ b/b, δc is the disconnection core size, and
f(α) ≡ cos2 α+ sin
2 α
1− ν (12)
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Figure 8: A bicrystal model containing a pair of disconnections.
(ν is Poisson ratio and α ∈ [0, 90◦] is the angle between b and o). The determination of
the core size δc and the core energy Ecore requires atomistic simulations. We can include
the core energy by replacing δc in Eq. (11) with the effective core size δ0 [75]. Therefore,
the total energy for the formation of a pair of disconnections can be formulated as
E = 2Γs|h|+ 2Kb2
[
f(α) ln
δ
δ0
+
(bˆ · n)2
1− ν
]
. (13)
3.3.2. Effect of periodic boundary condition
In most simulations based on a bicrystal configuration, periodic boundary condition is
applied along the x- and y-axes (e.g. Refs. [80, 77]). We particularly focus on the glissile
disconnections which have the Burgers vector parallel to the GB plane; thus, we ignore
the last term in the square brackets of Eq. (13). The energy of a pair of disconnections,
with periodic boundary condition applied, is
E = 2Γs|h|+ 2Kb2f(α) ln
∣∣∣∣ sin(piδ/Ly)sin(piδ0/Ly)
∣∣∣∣ , (14)
where Ly is the period of the simulation supercell along the y-axis. Obviously, as Ly →
∞, Eq. (14) becomes Eq. (13). The critical separation of the disconnections is δ∗ = Ly/2,
and the energy barrier is
E∗ = 2Γs|h| − 2Kb2f(α) ln sin piδ0
Ly
≈ 2Γs|h|+ 2Kb2f(α) ln Ly
piδ0
, (15)
where the approximation is valid when δ0/Ly  1.
3.3.3. (2 + ε)D model
In the above 2D model, each disconnection is supposed to glide as a straight line.
However, in reality, the glide of a disconnection is through the nucleation of a pair of
kinks and the propogation of each kink along the disconnection line. The model explicitly
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including the mechanism of kink nucleation and propogation is called (2 + ε)D model, as
illustrated in Fig. 9b. The attractive force between a pair of kinks is [75]
Fk-int =
1
2
Kf1(α)b
2$
2
`2
, (16)
where ` is the separation between two kinks, $ is the size of each kink, and
f1(α) ≡ 1 + ν
1− ν cos
2 α+
1− 2ν
1− ν sin
2 α. (17)
Different from the long-range interaction between two disconnections, which varies with
the separation as δ−1, the interaction between two kinks varies with the separation as
`−2, which is of short-range. If periodic boundary condition is applied along the x-axis,
Eq. (16) will become
Fk-int =
1
2
Kf1(α)b
2$2
[
1
`2
− 1
(Lx − `)2
]
, (18)
Then, the elastic interaction energy is
Ek-int =
∫ `
0
Fk-int(`
′)d`′ = −1
2
Kb2f1(α)
$2Lx
`(Lx − `) . (19)
The energy for the formation of a pair of kinks is
Ek = 2$
{
Γk|h|+Kb2
[
f2(α) ln
2$
eδ0
− f(α)
]}
− 1
2
Kb2f1(α)
$2Lx
`(Lx − `) , (20)
where Γk is the excess energy per area located at the kink and
f2(α) ≡ cos
2 α
1− ν + sin
2 α. (21)
The second term in the curly brackets in Eq. (20) represents the self-energy of a single kink
associated with dislocation character. The critical separation of the kinks is `∗ = Lx/2,
and the energy barrier is E∗k = Ek(` = Lx/2).
The total energy for the formation of a pair of kinks on one of the pair of disconnec-
tions is
E(2+ε)D = 2Lx
[
Γs|h|+Kb2f(α) ln
∣∣∣∣ sin(piδ/Ly)sin(piδ0/Ly)
∣∣∣∣]
+ 2$
{
Γk|h|+Kb2
[
f2(α) ln
2$
eδ0
− f(α)
]}
− 1
2
Kb2f1(α)
$3
(δ −N$)[(N + 1)$ − δ] , (22)
where we have applied the relation `/Lx = (δ −N$)/$ (N is the integer part of δ/$).
The energy barrier is
E∗(2+ε)D = LxE
∗
2D + E
∗
k = A|h˜|+Bb˜2, (23)
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Figure 9: (a) A pair of disconnections on a 1D GB in a 2D bicrystal. (b) A pair of disconnections on a 2D
GB in a 3D bicrystal. The disconnection moves by the nucleation of a pair of kinks. (c) A disconnection
loop on a 2D GB in a 3D bicrystal.
where A and B are parameters. As $/Lx  1, A = 2(Γs + Γk$/Lx)Lxaz ≈ 2ΓsLxaz.
As $/Lx  1 and δ0/Ly  1, B ≈ 2LxKa2yf ln(Ly/piδ0). Parameter B measures the
importance of Burgers vector contributing to the disconnection energy in comparison
with step height; in trend (not exactly), B ∝ Σ−1 for tilt GBs. This implies that,
for low-Σ tilt GBs (e.g. coherent twin boundaries), the character of Burgers vector is
important and the disconnection mode associated with small b is favorable in nucleation
while, for high-Σ tilt GBs, the charactor of GB step dominates the disconnection energy
and the mode with small h is favorable in nucleation.
3.3.4. 3D model
In practice, disconnection is nucleated in an infinite flat GB in form of disconnection
loop [81, 82] rather than a pair of parallel disconnections. The 3D model which describes
disconnection mechanism as the nucleation and growth of disconnection loop is illustrated
in Fig. 9c. The energy of a circular disconnection loop as a function of radius δ can be
written as
E3D = 2piδ
[
Γ¯s|h|+ 2− ν
2(1− ν)Kb
2
(
ln
8δ
δ0
− 2
)]
, (24)
where Γ¯s is the average excess step energy over the disconnection loop.
Although there is no simple analytical solution to the disconnection loop energy when
periodic boundary condition is applied along the x-and y-axes, it is still reasonable to
assume that a critical radius δ∗ exists and the energy barrier has the approximated form
of Eq. (23). Therefore, no matter which type of model is employed, we always assume
that the energy barrier for the formation of the disconnection (bn, hnj) has the form:
E∗nj = A|h˜nj |+Bb˜2n, (25)
where A and B are parameters independent of disconnection mode.
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3.3.5. Evidence from atomistic simulations
The formulation of energy of each disconnection mode, derived in the previous section,
has been checked by atomistic simulations. Based on the 2D model (Fig. 9a) with peri-
odic boundary condition, we calculated the formation energy for a pair of disconnections
as a function of the disconnection separation δ in a Σ5 [100] (013) STGB by the molecular
statics method. The interaction between atoms is modeled by Mishin’s embedded-atom-
method (EAM) potential for Cu [83]. For this GB (with particular macroscopic DOFs),
via the enumeration approach proposed in Section 3.1, we know that the list of dis-
connection modes with bˆ = p can be expressed as {(bn = nay, hnj = ( 32n + 52j)az)}.
Figure 10d1 show the relaxed atomic structure for a disconnection (b1, h10). Clearly, we
saw the character of a GB step and, from the stress field σyy shown in Fig. 10d2, we
can confirm that there is a finite Burger vector (of an edge dislocation) located with this
GB step. Figure 10e1 show the relaxed structure for a disconnection (b0, h01), which is a
pure step. From the stress field shown in Fig. 10e2, we found that there was no obvious
feature of dislocation. Figures 10f1 and f2 show the result for a disconnection (b1, h11),
which is characterized by both finite Burgers vector and step height.
Figure 10a shows the energy vs. separation for the modes (b0, h0j) (j = 1, 2, 3, 4).
These modes correspond to pure steps with different step height, so the energy is in-
dependent of the separation. We fitted the calculated nucleation barrier E∗ (i.e., the
constant value of E) vs. h by a linear relation and obtained the black line in Fig. 10c.
The black line has negligible intercept, which is consistent with Eq. (15) (with b = 0).
The slope of the black line gives the value of 2Γsαz. Figure 10b shows the results for the
modes (b1, h1j) (j = 0, 1, 2, 3). These modes are associated with identical finite Burgers
vector, so the function E(δ) shows logarithmic dependence. By fitting the calculated
E∗(h) to a linear relation, we obtained the red line in Fig. 10c. If Eq. (15) (and, thus,
Eq. (14)) is valid, the slope of the red line will be the same as that of the black line;
we find that this is approximately true. Such observation demonstrates that the simple
partition of the total energy into the contributions due to Burgers vector and step height
[suggested by Eq. (8)] is an acceptable approximation.
Rajabzadeh et al. also calculated the disconnection pair energy as a function of
separation for a Σ13 [100] (023) STGB in Cu based on a 2D model with periodic bound-
ary condition [80]. The disconnection mode under their consideration is (2ay,−5az).
They found the barrier for glide of the disconnections by nudged elastic band (NEB)
method [84]. Figure 11a shows the result. Except for the small gliding barriers along
the E(δ) curve, the data can be well fitted by Eq. (14) plus a term representing the
work done by the applied shear stress which is linear with δ (since, in this simulation,
shear stress was applied to drive the glide of disconnections). The gliding barriers are
attributed to the atomic shuffling mechanism mentioned in Section 2.5 (in analogy to
the Peierls barrier for the glide of a lattice dislocation [75]).
Explicitly considering kink propagation as the mechanism of disconnection motion,
Combe et al. calculated the energy as a function of separation between two kinks along
a disconnection for a Σ17 [100] (014) STGB in Cu by NEB method based on a (2 + ε)D
model (Fig. 9b) [85]. Figure 11b shows the result. `/Lx = 0 and 1 correspond to two
metastable configurations without kink (corresponding to two neighboring local minima
in Fig. 11a). The energies at `/Lx = 0 and 1 are not identical since the separation
between two disconnections δ is changing. Each higher peak along the E(2+ε)D(`) curve
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Figure 10: Molecular statics simulation results for a pair of disconnections on a Σ5 [100] (013) STGB
in FCC Cu. Energy vs. separation of a pair of disconnections (a) with zero Burgers vector and various
step heights and (b) with Burgers vector b = (0, ay , 0) and various step heights in the 2D model shown
in Fig. 9a. This data is fitted by Eq. (14). (c) The energy barrier E∗ vs. step height. (d1), (e1) and (f1)
show a single disconnection with the mode (ay ,
3
2
az), (0,
5
2
az) and (ay , 4az), respectively. The atoms
are colored by the potential energy; the red lines are drawn to show the step height. (d2), (e2) and (f2)
show a pair of disconnections corresponding to (d1), (e1) and (f1), respectively. The atoms are colored
by the stress σyy (see the coordinate system in Fig. 3).
is the barrier for the motion of one kink; and each lower peak is the barrier for the motion
of the other kink. It is expected that, if the kink mechanism is considered, the barrier
between the metastable states (two neighboring local minia in Fig. 11a) will be lower
than that obtained from the 2D model.
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Figure 11: (a) Energy vs. separation (black solid line) of a pair of disconnections obtained by NEB
calculation and fitted curve (red dotted line) according to Eq. (14). (a) is a replot in Fig. 4b in Ref. [80]
(N. Combe, American Physical Society 2013). (b) Energy vs. separation (black solid line) of a pair of
kinks along a disconnection obtained by NEB calculation and fitted curve (red dotted line) according to
Eq. (22). The higher barrier corresponds to the energy barrier for the motion of one kink and the lower
barrier corresponds to the energy barrier for the motion of the other kink. (b) is a replot in Fig. 6 in
Ref. [85] (N. Combe, American Physical Society 2016).
4. Thermal equilibrium of grain boundaries
In this section, we will establish a unified description of thermally equilibrated GBs
from the disconnection model. Two properties associated with thermal equilibrium of
GBs will be reviewed based on this unified description; these properties are GB roughness
and intrinsic GB mobility.
4.1. Description of a thermally equilibrated grain boundary
Earlier understanding of thermally equilibrated GB structure was built in analogy to
free surfaces. The structure of a thermally equilibrated free surface is usually described
by terrace-ledge-kink (TLK) model [86, 87, 88]. In this model, a free surface at finite
temperature features a distribution of steps on the surface and kinks along each step.
Then, the evolution of the surface profile is carried out by the motion of the surface steps
and kinks. The TLK model was simply extended to describe the thermally equilibrated
GB structure by Gleiter [89]. However, unlike the case of a free surface, the character
of defects in a GB (or interface in a crystalline material) should be constrained by the
bicrystallography. From Section 2.2, we know that the line defect in a GB is not neces-
sarily a step, as described in Gleiter’s model, but a disconnection. Unlike a step on a free
surface, a disconnection is characterized by not only step height but a Burgers vector as
well. Therefore, based on the disconnection model, a GB at finite temperature features
a distribution of disconnections (combined steps and DSC dislocations) on the GB and
kinks along each disconnection; accordingly, the GB profile evolves via the motion of the
disconnections and kinks.
A thermally equilibrated GB can, in general, be described by a height function
z(x, y, t) [i.e., the height at the position (x, y) at time t] and, at the same time, a relative
displacement function u(x, y, t) [i.e., the relative displacement of the upper grain with
respect to the lower one, referring to a bicrystal configuration such as Fig. 1a, at the
position (x, y) at time t].
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Figure 12: (a) Discrete description of a flat 1D GB lying along the y-axis in a 2D bicrystal, where the
discretization is denoted by the dashed lines. The blue line represents the GB profile and the red symbols
denote the dislocation character associated with the disconnections (the number of the vertical lines on
each red symbol denotes the magnitude of the Burgers vector). Each disconnection is located at one
dashed line. (b) The discrete GB height function z(y), which is consistent with (a). The height of the
i-th GB segment is represented by zi = z(yi) and the step height of the i-th disconnection (between the
(i− 1)-th and the i-th GB segments) is hi = zi − zi−1. (c) The discrete spatial distribution of relative
displacement u(y), which is consistent with (a). The relative displacement of the i-th GB segment is
represented by ui = u(yi) and the Burgers vector of the i-th disconnection is bi = ui − ui−1.
At microscopic scale, the height and relative displacement functions are not continu-
ous in space. A discrete structural model of a GB is schematically depicted in Fig. 12;
it shows a snapshot of the GB at finite temperature in a 2D bicrystal [this GB is one-
dimensional and described by z(y) and u(y)]. The entire GB can be divided into pieces
(by the dashed line as shown in Fig. 12a) with the size ∆y; ∆y is not smaller than twice
the disconnection core size (corresponding to the highest resolution); the position of the
i-th piece of the GB is denoted by yi. For this GB configuration, the discretized z(y)
and u(y) functions are shown in Figs. 12b and 12c, respectively. Each disconnection is
located between two neighboring pieces (if the states of two pieces are different). The
step height of the disconnection between the (i−1)-th and the i-th pieces is hi = zi−zi−1
[zi ≡ z(yi)]; the Burgers vector of the disconnection between the (i− 1)-th and the i-th
pieces is bi = ui − ui−1 [ui ≡ u(yi)].
At mesoscopic scale, the height and the relative displacement functions can be treated
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as continuous functions in space. For a 1D GB in 2D bicrystal, both z(y) and u(y) become
continuous curves. Then, the step height density is %h(y′) = lim∆y→0 hi/∆y = (dz/dy)y′
(y′ is within the interval between yi−1 and yi). The Burgers vector density is %b(y′) =
lim∆y→0 bi/∆y = (du/dy)y′ . In general, for a 2D GB in 3D bicrystal, the step height
tensor (of 1st order) is defined as
%h =
(
∂z/∂y
∂z/∂x
)
, (26)
where %hm (m stands for x or y) is the net step height of disconnections threading through
a line element of unit length lying in the boundary plane and perpendicular to the m-axis.
The Burgers vector tensor (of 2nd order) is defined as
%b =
(
∂ux/∂y ∂ux/∂x
∂uy/∂y ∂uy/∂x
)
, (27)
where %bmn (m,n = x, y) is the net Burgers vector in the m-direction of disconnections
threading through a line element of unit length lying in the boundary plane and per-
pendicular to the n-axis. For example, if the only nonzero component of the relative
displacement u is uy and the line element is perpendicular to the x-axis, then the Burg-
ers vector density can be obtained by %bx = (0, ∂uy/∂y), which reduces to the case of
1D GB in 2D bicrystal.
In much of the literature, z(x, y, t) alone is used to describe and analyze a thermally
equilibrated GB. This is true of studies based on a solid-on-solid model [90, 91] or Ising
model [92]. Only in a few cases, both z(x, y, t) and u(x, y, t) are explicitly considered.
For example, Karma et al. analyticallly studied the equilibrium fluctuation of 1D GBs
(in 2D bicrystal) by explicitly including the effect of both the height function and the
relative displacement function and their coupling [15]. Through molecular dynamics
(MD) simulation, they showed that, for most GBs in this study, the spectrum of GB
fluctucation obeys k−1 (k is wave vector) behavior predicted by the model based on z(y)
and u(y), rather than k−2 behavior derived from the model only based on z(y). Such
observation demonstrates that it is not sufficent to describe thermally equilibrated GBs
by height function alone (as suggested by TLK model or Gleiter’s model); both height
function and relative displacement function should be explicitly considered (consistent
with the disconnection model).
In the next sections, we will review two properties associated with thermal equilibrium
of GBs: GB roughening and intrinsic GB mobility, using the novel model based on both
height function and relative displacement function.
4.2. Grain-boundary roughening
GB roughening usually refers to two distinct but related types of phenomenon. The
first type is associated with asymmetric tilt GBs (ATGBs) which undergo decomposition
into two sets of facets at low temperature. These faceted ATGBs will become flat either as
temperature increases or as composition is changed. This is called a defaceting transition;
it is also called a roughening transition in some literature [93]. This phenomenon was
extensively observed in experiments for ATGBs in metals such as Al [93], Au [93, 94],
Ag [95], Ni [96], Cu (Bi) [97] and stainless steel [98], as well as ceramics such as Al2O3
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(MgO) [99], BaTiO3 (H2) [96] and SrTiO3 [100] (here, the elements in the brackets are
impurities).
The second type is in analogy to the roughening of singular surfaces. At low temper-
ature, a singular surface is flat at atomic scale, since it corresponds to a local minimum
of the surface energy vs. inclination of the surface plane. As temperature increases,
the singular surface will become roughened at atomic scale (roughening refers to the
enhancement of fluctuations of the surface profile); this phenomenon is also called a
roughening transition. The roughening transition of surfaces was initially proposed by
Burton, Cabrera and Frank [101, 87] based on an Ising model and observed in many
experiments [102, 103, 104]. Similar to the case of singular surfaces, a singular GB is
flat at atomic scale at low temperature. Here, a singular GB is one for which the en-
ergy is a local minimum with respect to the inclination angle of the GB plane for a
fixed misorientation. As temperature increases, the singular GB will be roughened at
atomic scale. The roughening transition of singular GBs was theoretically proposed for
low-angle GBs by Rottman [105, 106]. However, the direct experimental observation of
such a phenomenon is very limited. Recently, Rajak et al. observed roughening of a Σ5
[100] (013) STGB in SrTiO3 in the experiment (measurement of the GB roughness was
performed at the long facets of a Σ5 [100] ATGB) [107].
The first type of phenomenon mentioned above is rigorously a defaceting transi-
tion rather than roughening transition. It is a “non-congruent” transition according
to Cahn [108, 1], since this transition involves change of inclination angles (the facets
correspond to different inclination angles to that of the flat GB). The second type of
phenomenon is rigorously a roughening transition, which is our interest in this paper.
It is classified as a “congruent” transition according to Cahn [108, 1], since the inclina-
tion angle does not change during this process. However, the roughening and defaceting
transitions are related. One explanation for the defaceting transition is that, as temper-
ature increases, the roughening transition occurring at the facets will eliminate the cusps
along the GB energy vs. inclination and, thus, the flat GB will be associated with lower
free energy than faceted one [107]. This was verified by the simultaneous occurrence of
roughening transition and defaceting transition for both surfaces and GBs [103, 93, 109].
In the next sections, we will focus on the roughening transition (i.e., the second type of
phenomenon discussed above) rather than the defaceting transition (which is considered
to originate from the roughening transition).
The GB roughening transition will be reviewed based on the framework of the dis-
connection model. A thermally equilibrated GB is characterized by a distribution of
disconnections and the GB profile is described by both the height function z(x, y, t) and
the relative displacement function u(x, y, t). Accordingly, the GB roughness is defined
as
wz =
√〈
z2 − z¯2
〉
t
, (28)
where X¯ ≡ ∫ X(x, y, t)dxdy/A (i.e., average over area) and 〈X〉t ≡ ∫ X(x, y, t)dt/T (i.e.,
average over time) for any quantity X (A is total GB area and T is total time). Unlike
the classical model of thermally equilibrated GBs which only relies on the height function
z(x, y, t) (such as the TKL model and Gleiter’s model), based on the disconnection model,
there is another kind of “roughness” which relates to the thermal vibration of one grain
with respect to the other in any direction parallel to the GB plane (imagine that one
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grain is “floating” on the other); we simply call this “roughness” as GB u-roughness.
The GB u-roughness is defined as
wu =
√〈
u2 − u¯2
〉
t
. (29)
The u-roughness wu is usually of no practical interest because (i) it is to some extent
prohibited in a polycrystal environment and (ii) it is hardly measured in experiments even
in bicrystal systems. However, it may be of interest for a theoretical understanding since
it represents a hidden DOF which may influence the other DOFs, which is of practical
interest and can be measured.
Below, we will see how the disconnection model helps to understand some features of
GB roughening.
4.2.1. The simplest approach: Boltzmann statistics
First of all, we keep the model as simple as possible in order to gain a general idea
about the implications of the disconnection model to GB roughening. We construct a toy
model, which is a 2D bicrystal containing a CSL STGB with periodic boundary condition
applied in any direction parallel to the GB plane. We consider that the GB profile is
formed by the nucleation of disconnections of different modes (and, thus, different step
heights). At low temperature, the GB is free of disconnections and, thus, atomically
flat. As temperature increases, disconnections of different modes are nucleated such that
the GB becomes roughened. The period of the bicrystal (which is artificially applied) is
assumed to mimic the correlation length, beyond which disconnection pairs can be nucle-
ated independently. In each period, the energy barrier for the nucleation of a particular
disconnection mode E∗nj has the form of Eq. (25); this form is reasonable for the 2D
model (Section 3.3.2), (2 + ε)D model (Section 3.3.3) and even 3D model (Section 3.3.4).
The probability for the nucleation of the disconnection (bn, hnj) is proportional to the
Boltzmann factor exp(−LxE∗nj/kBT ), where E∗nj = A|h˜nj | + Bb˜2n is the energy barrier
for this disconnection mode in the 2D bicrystal model and is obtained by Eq. (15).
In this toy model, the GB roughness can be estimated as
wz = az
√
〈h˜2〉 − 〈h˜〉2, (30)
where the operation 〈X〉 represents ensemble average (weighted by the Boltzmann factor)
of the quantity X and is calculated by
〈X〉 =
∞∑
n=−∞
∞∑
j=−∞
Xnj exp
(
−A|h˜nj |+Bb˜
2
n
kBT/Lx
)
∞∑
n=−∞
∞∑
j=−∞
exp
(
−A|h˜nj |+Bb˜
2
n
kBT/Lx
) , (31)
where the disconnection mode (bn, hnj) can be obtained by the enumeration method
proposed in Section 3.1. Similarly, the GB u-roughness can be estimated as
wu = ay
√
〈b˜2〉 − 〈b˜〉2. (32)
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Figure 13: (a) and (b) GB roughness and u-roughness, respectively, as functions of temperature, obtained
by the Boltzmann statistics of all disconnection modes for three STGBs in an FCC crystal. (c) The
energy spectra for the three STGBs.
We estimated the GB roughness and u-roughness according to Eq. (30) and Eq. (32),
respectively, for three different GB geometries: Σ5 [100] (013), Σ13 [100] (015) and Σ37
[100] (057) STGBs in FCC crystals. The results are shown in Fig. 13. It can be derived
that, as T →∞, wz/az →
√
2T (gray dashed line in Fig. 13a) and wu/ay →
√
A/2BT 1/2
(gray dashed line in Fig. 13b). We find that, at low temperature, the GB roughness wz
clearly deviates from linear dependence on temperature. First, such deviation is primarily
caused by the discrete energy spectrum of the disconnection modes. At low-temperature
limit, the GB fluctuation is only dominated by the limited number of low-energy discon-
nection modes. However, at the high-temperature limit, the energy difference between
different disconnection modes is not important and the behavior converges to the case
for which the energy spectrum is a continuum. Second, we see that the deviation from
the linear relation is GB-geometry dependent, since the input {(bn, hnj)} varies with GB
geometry (or bicrystallography). This can be understood in terms of the discretization
of the energy spectrum as shown in Fig. 13c. When the gap between the energy levels is
large, the deviation of roughness from the high-temperature limit will be large, such as
the case of Σ37 GB; inversely, when the energy gap is small, the deviation will be small,
such as the case of Σ5 GB.
Note that the toy model only provides a basic understanding of GB roughening based
on the disconnection model. However, the assumptions adopted in this model are not
necessarily reasonable. For example, the thermal fluctuation of the GB is assumed to
be dominated by homogeneous nucleation of disconnection pairs. However, in reality,
it may be carried out by the motion of disconnections or, equivalently, heterogeneous
nucleation of disconnections (as discussed in Section 4.1). In addition, the artificially
applied periodic boundary condition is assumed to reflect the effect of correlation length;
however, the correlation length should be temperature dependent and even diverge if the
roughening transition exists as a phase transition [90]. All of these problems can be solved
by a more complicated model (i.e., a 1D lattice model) which will be discussed in the next
section. Although the 1D lattice model is closer to the description of realistic thermally
equilibrated GB than the simplest model mentioned above, it cannot be analytically
solved and must be solved by Monte Carlo simulation.
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4.2.2. Monte Carlo simulation
Now, we consider a 1D GB in a 2D bicrystal as depicted in Fig. 12a. Periodic
boundary condition is applied along the GB with period Ly. The 1D GB is discretized
into N cells (or segments) such that the size of each cell is ∆y = Ly/N . The state of
the i-th segment is denoted by (zi, ui) (i = 1, · · · , N), where zi is the height of this GB
segment and ui is the relative displacement of the upper grain with respect to the lower
grain at this GB segment. When a disconnection characterized by the mode (b, h) glides
through this GB segment, the state of this segment will become (z′i, u
′
i) = (zi+h, ui+ b).
As discussed in Section 2.3, for a particular bicrystallography, the disconnection can have
any mode belonging to the list {(bn, hnj)}. Therefore, the change of state (b, h) is chosen
from the list {(bn, hnj)}.
We then consider the energy difference caused by the change of state at the i-th GB
segment. The energy change consists of three terms:
∆E = ∆Estep + ∆Ecore +Wτ . (33)
∆Estep is the change of step energy:
∆Estep = Γs (|z′i − zi−1|+ |zi+1 − z′i| − |zi − zi−1| − |zi+1 − zi|) ; (34)
∆Ecore is the change of disconnection core energy:
∆Ecore = ζK
[
(u′i − ui−1)2 + (ui+1 − u′i)2 − (ui − ui−1)2 − (ui+1 − ui)2
]
, (35)
where ζ is a constant and K ≡ Kf(pi/2); Wτ is the work done by the stress from all the
other disconnections on the GB and the externally applied stress:
Wτ = −τib∆y, (36)
where τi is the total stress on the i-th GB segment. This stress can be obtained, in the
case of periodic boundary conditions, as
τi =
2piK
Ly
{
N∑
l=1
(ul − ul−1) cot
[
pi
N
(
l − 1
2
− i
)]
− b cot
( pi
2N
)}
+ τa, (37)
where τa is the shear stress externally applied. The derivation of Eq. (37) is given in
Appendix B. If only the term ∆Estep is included, this model will reduce to the classical
solid-on-solid model (i.e., Ising model with the interaction in the z-direction extending
to infinity) [110, 90]. If only the term ∆Ecore is included, this model will reduce to the
classical discrete-Gaussian model [111, 90].
Based on the 1D lattice model described by the configuration {(zi, ui)}, the change
of state (b, h) ∈ {(bn, hnj)} determined for a particular bicrystallography, and the energy
formula Eq. (33), we can design a Monte Carlo (MC) algorithm to simulate the thermally
equilibrated GB. The detailed MC algorithm is provided in Appendix B.
We performed MC simulations on two different GB geometries: Σ5 [100] (013) and
Σ37 [100] (057) STGBs in FCC crystals (taking EAM Ni as the model [112]). Fig-
ures 14a1, a2, b1 and b2 show simulation results for a square of GB roughness w2z and a
square of u-roughness w2u. There are two main observations. First, for both GBs, the GB
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Figure 14: MC simulation results for the GB roughness and u-roughness of (a) Σ5 [100] (013) and (b)
Σ37 [100] (057) STGBs in FCC crystals. (a1)/(b1) and (a2)/(b2) show the square of GB roughness
w2z and the square of u-roughness w
2
u vs. temperature, respectively. Different temperature regimes are
delimited according to the microscopic mechanism: “pure step”, “single”, and “multiple” stand for the
mechanism associated with the activation of a pure step mode (0, h), a single disconnection mode (b, h)
and multiple disconnection modes {(bn, hj)}. (a3)/(b3) and (a4)/(b4) show the fraction of step heights
and the fraction of Burgers vectors, respectively. The step height in (a3) or (b3) and the Burgers vector
in (a4) or (b4) which are connected by the gray line belong to one disconnection mode.
roughness and u-roughness are nearly zero at low temperature and increases as temper-
ature increases; such behavior is the GB (thermal) roughening transition. Second, the
roughening behavior varies with different GB geometries. These two observations will be
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discussed below.
First, does the roughening transition observed in the MC simulations correspond to
a kind of phase transition or just a gradual increase in GB roughness? The roughening
transition as a phase transition means that there exists a critical temperature Tr such
that, when T < Tr, the square of GB roughness w
2
z converges to a constant with increase
of the GB size (in one period) N ; when T > Tr, w
2
z diverges with N . For a 1D lattice
model, it can be proved that, if only the short-range interaction [i.e., ∆Estep in Eq. (33)]
is considered, w2z will increase gradually with temperature and no phase transition will
exist; however, when the long-range interaction [i.e., Wτ in Eq. (33)] is included, a phase
transition will exist. The proof is provided in Appendix B. Therefore, a necessary
condition for Tr is that, as T > Tr, w
2
u must be finite (i.e., the Burgers vector plays the
role). For the Σ5 GB (see Figs. 14a1 and a2), we can find that, as T > 800 K (denoted by
the vertical gray ribbon), w2u becomes finite and w
2
z diverges with N . Hence, Tr ≈ 800 K
for this GB. For the Σ37 GB (see Figs. 14b1 and b2), as T > 500 K (vertical gray ribbon),
w2u becomes finite, but w
2
z does not obviously diverge with N . Only when T > 1200 K
(vertical yellow ribbon), w2z diverges with N . Therefore, Tr ≈ 1200 K for this GB.
Second, we consider the GB geometry effect on the roughening behavior by comparing
the cases of the Σ5 GB and the Σ37 GB. Since the MC simulations were based on the
disconnection model, the geometry effect on the roughening behavior comes from the
character of disconnection modes for a particular bicrystallography and the distribution
of these modes during thermal equilibrium. Figures 14a3 and a4 plot the fraction of
disconnections corresponding to each mode (characterized by step height h and Burgers
vector b) at various temperatures for the Σ5 GB; and Figs. 14b3 and b4 for the Σ37 GB.
For the Σ5 GB, there are three temperature regimes delimited by the vertical gray and
yellow ribbons. In the 0 < T < 800 K (Tr) regime, the distribution is dominated by
a pure step mode. In the 800 K < T < 1300 K regime, multiple modes are activated,
including a pure step mode as well as the modes with b 6= 0. In the T > 1300 K regime,
multiple modes are activated and dominated by the modes (b = ±ay, h = ∓az) and
(b = ±ay, h = ± 32az). Since the Burgers vector is large for the disconnection modes
of this bicrystallography (in comparison with other higher-Σ GBs), the disconnection
mode with b = 0 is favorable. Hence, the activation of the pure step mode dominates
the GB roughening behavior (in the first and second regime). As an indicator of the
mechanism dominated by pure step activation, the temperature dependence of w2z shows
a nearly parabolic trend (but with different coefficients at different regimes), which can
be validated by Fig. 14a1. For the Σ37 GB, there are also three temperature regimes
delimited by the vertical gray and yellow ribbons. In the 0 < T < 500 K regime,
multiple modes, including a pure step mode and the modes with b 6= 0, are activated.
In the 500 K < T < 1200 K (Tr) regime, the activated disconnections are dominated by
a single mode (b = ±ay, h = ∓3az). In the T > 1200 K regime, multiple modes with
b 6= 0 are activated. Since the Burgers vector is small for the disconnection modes of this
bicrystallography, the disconnection mode with b 6= 0 and small step height is favorable.
In the second regime, which indicates a mechanism dominated by a single mode with
b 6= 0, w2u is almost linear with temperature. In the third regime, which indicates a
mechanism dominated by multiple modes with b 6= 0, the temperature dependence of w2u
follows Tα (α > 1). These can be validated by Fig. 14b2.
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Figure 15: Experimental data for the roughening transition temperature vs. Σ value for a series of GBs
obtained by Shvindlerman and Straumal. The data (black bars) is reproduced from Ref. [113] (L. S.
Shvindlerman, Elsevier 1985). The left part of the data is fitted to the Σ1/2 relation while the right part
is fitted to the Σ−1 relation.
4.2.3. Evidence from experiments and atomistic simulations
There is no direct experimental evidence that proves the role of disconnection modes
on GB roughening behavior. However, there are experimental measurements of a GB
roughening transition temperature Tr as a function of GB geometry. Based on the discon-
nection model, the influence of GB geometry is reflected in the character of the activated
disconnection modes. Therefore, such experimental measurements can provide indirect
evidence of the influence of the disconnection model. Shvindlerman and Straumal sys-
tematically measured Tr as a function of reciprocal coincidence site density Σ for a series
of [100] tilt and twist GBs in different materials [113]. Their experimental data is plotted
in Fig. 15. We can understand the trend of Tr(Σ) based on the disconnection model. The
roughening transition temperature is qualitatively scaled by the energy associated with
the dominant disconnection mode; therefore, we consider the Σ-dependence of the energy
barrier. From Eq. (25), we can explicitly write the coefficients A and B as functions of
Σ for [100] GBs:
E∗nj(Σ) =
{
A′Σ−1/2|nh˜0 + jΣ|+B′Σ−1n2, for tilt GBs
A′|j|+B′Σ−1n2, for twist GBs , (38)
where A′ and B′ are coefficients which are insensitive to GB geometry for high-angle
GBs. At the limit of small Σ value, the coefficient before n2 is large in comparison with
the coefficient in the first term such that the pure step mode (n = 0, j = 1) is favorable.
The energy and, thus, Tr are then scaled by Σ
1/2 for tilt GBs and Σ0 for twist GBs.
Indeed, from Fig. 15, we find that Tr/Tm ∼ Σ1/2 at low temperature for a set of data
for tilt GBs. For another set of twist GB data, Tr/Tm ∼ 1 at low temperature, which
indicates no roughening transition. At the limit of large Σ value, the coefficient before
n2 is small such that the second term in Eq. (38) dominates. The energy and, thus, Tr
are expected to be scaled by Σ−1 for both tilt and twist GBs. From Fig. 15, we indeed
see that Tr/Tm decreases roughly as Σ
−1 at high temperature.
Direct comparison can be made between the GB roughness obtained by the MC
simulations in Section 4.2.2 and that obtained by the MD simulations in literature.
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Figure 16: (a) MC simulation result for GB roughness vs. temperature for a Σ5 [100] (013) STGB in
an FCC material (EAM Ni). (b) and (c) show the MD simulation result for GB roughness for a Σ5
[100] (013) STGB and (001)/(034) ATGB respectively, obtained by Olmsted et al.; the data points are
reproduced from Ref. [114] (D. L. Olmsted, Elsevier 2007). The dashed lines in (b) and (c) denote
extrapolation of the data.
Olmsted et al. calculated the GB roughness for Σ5 [100] (013) STGB and (001)/(034)
ATGB in EAM Ni by MD simulations [114]. Figure 16 shows the GB roughness wz as
a function of temperature from the MC simulations and the MD simulations. First, the
general trend is consistent that wz increases monotonically with temperature. At low
temperature, wz is close to zero. The low-temperature trend is obtained by extrapolation
for the MD data; it is always difficult to directly gain the low-temperature data by MD
simulation because of slow dynamics and poor statistics. There is a discontinuous change
in the slope of wz at a high temperature, denoted by Td and labeled by the vertical yellow
ribbon in Fig. 16. The temperature Td is roughly consistent for the STGB from the MC
result (∼ 1300 K) and from the MD result (∼ 1250 K). Olmsted et al. define Td as
the “roughening transition temperature” because the GB mobility shows a discontinuous
change at Td [114]. Note that this definition is different from the one mentioned in
Section 4.2.2 about Tr (above which the square of GB roughness diverges with increase of
the GB size N). With reference to Figs. 14a3 and a4, we find that the transition occurring
at Td is caused by the change of dominant disconnection mode. When T < Td, a pure
step mode contributes to the roughening behavior, while, when T > Td, roughening
behavior is dominated by the modes with b 6= 0. The modes with b 6= 0 are characterized
by finite GB sliding in the direction parallel to the GB plane and a smaller step height
than the height of the pure step. Hence, the activation of the modes with b 6= 0 above Td
lowers the slope of wz(T ) (and GB mobility as a function of temperature) but increases
the slope of wu(T ). We also notice that the main distinction between the MC and MD
results is the magnitude of the roughness. There are two possible reasons. (i) The size
of the GB used in the MC simulation is much larger than that in the MD simulation.
(ii) The MC simulation is performed based on 2D model while the MD simulation is
based on a 3D model; it is likely that the change of dimension influences the roughening
behavior (for example, the roughening transition exists as a phase transition in the 3D
Ising model but not in the 2D Ising model [90, 115]).
35
4.3. Intrinsic grain-boundary mobility
4.3.1. What do we mean by intrinsic mobility?
The second property associated with the thermal equilibrium of GBs is intrinsic GB
mobility. The fundamental and classical kinetic equation for GB migration is [116, 1, 117]
v⊥ = MzF, (39)
where v⊥ is the velocity of GB migration (normal to the GB plane), F is the applied
driving force, and the GB mobilityMz is defined as the coefficient relating v⊥ and F . This
relation plays a central role in the study of microstructure evolution in polycrystalline
materials [20]. Several constraints will be imposed, as below, on Eq. (39) in order to
uniquely define the GB mobility Mz such that Mz is intrinsic in the sense that it only
depends on material parameters, temperature and bicrystallography. (i) Mz is defined in
the limit of F → 0; thus, Mz does not depend on any external condition. Therefore, the
intrinsic GB mobility is an equilibrium GB property. (ii) Mz is defined in an infinitely
large bicrystal configuration. (iii) The bicrystal contains an infinitely large, flat (at
mesoscale) GB. The intrinsic GB mobility is of theoretical interest since it is well defined.
It can also be used as a parameter to understand some complicated phenomena (such as
grain growth) which are of practical interest.
Based on a 2D bicrystal containing a 1D GB, the thermally equilibrated GB can
be described by a height function z(y, t) and a relative displacement function u(y, t),
as proposed in Section 4.1. The intrinsic GB mobility can be evaluated by monitoring
the evolution of z(y, t). There are several ways to do so. The first way is to calculate
Mz directly according to the definition Eq. (39), or the slope of the function v⊥(F ) in
the small F regime. This method was widely used in MD simulations with different
kinds of driving forces F (such as stress, energy density jump across a GB, etc.) [118,
119, 120, 121, 122, 123, 124, 125, 126]. However, the shortcoming of this method lies
on the contradiction between the small driving force required by the definition and the
large driving force required for the time scale of dynamics accessible by MD simulations.
According to the fluctuation-dissipation theory [115], the intrinsic GB mobility can also
be obtained from GB fluctuation. The second way to calculate Mz is through the random
walk of a GB under finite temperature. By tracing the (1D) trajectory of the average
GB position z¯(t), we can first obtain the diffusion coefficient Dz from the mean square
displacement of the average GB position:
〈z¯2〉 − 〈z¯〉2 = Dzt. (40)
Then, the GB mobility can be measured as
Mz =
DzA
2kBT
, (41)
which is analogous to the Einstein relation for 1D diffusion of a Brownian particle. This
relation was rigorously derived for the interface in the case of capillary fluctuation [14] and
the case of GB migration-shear coupling [15]. This method was used to calculate the GB
mobility in MD simulations [14, 127, 125, 126] and experiments [128]. The third way is to
extract the GB mobility Mz from the GB fluctuation based on the capillary fluctuation
wave (CFW), which is also derived from the fluctuation-dissipation theory. The GB
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profile can be expanded in a Fourier series: z(r, t) =
∑
k zk(t)e
ik·r, where r ≡ (x, y) and
k ≡ (kx, ky). We then can have the equilibrium static fluctuation spectrum:〈|zk(t)|2〉 = kBTAΓk2 or 〈|zk(t)|2〉 = kBTACβ2k , (42)
where 〈·〉 denotes configurational average, k ≡ |k|, Γ ≡ γ + γ′′ is the GB stiffness (the
prime denotes the derivative with respect to the orientation of the GB normal) [36], C is
a combination of elastic constants, and β is the shear-coupling factor, which is b/h if the
activated disconnection mode is (b, h) (see Section 5.2.1 for details). The first relation
in Eq. (42) was derived for the case of capillary fluctuation (no shear coupling) [129,
15], while the second relation in Eq. (42) was derived for the case of shear-coupled GB
migration [15]. The temporal correlation of the amplitude is
〈zk(t)z∗k(t′)〉 =
〈|zk(t)|2〉 e−(t′−t)/tR , (43)
where the relaxation time tR can be obtained by fitting this relation to the MD data.
Then, based on the evaluation of tR and the relation Eq. (42), the intrinsic GB mobility
can be calculated by
Mz =
〈|zk(t)|2〉A
tRkBT
. (44)
The CFW method was initially used to calculate the mobility of liquid-solid interfaces
by MD simulations [130, 131]. This method was also used to extract Mz for a Σ7 [111]
(112¯)/(13, 2¯, 1¯1) ATGB in EAM Ni by Foiles et al. [112] and a series of [100] STGBs in
EAM Cu by Karma et al. [15]
The GB mobility calculated by each of the three methods listed above was intrinsic.
As follows, we will consider how the intrinsic GB mobility can be qualitatively estimated
based on the disconnection model and see the influence of the disconnection modes on
the mobility.
4.3.2. The simplest approach: nucleation-controlled kinetics
Just as in Section 4.2.1, we will construct a toy model that is kept as simple as pos-
sible in order to gain a general idea of the implications of the disconnection model on
the intrinsic GB mobility. This toy model is associated with a 2D bicrystal containing a
STGB with periodic boundary conditions applied (such as that shown in Fig. 1a). The
main assumption is that the GB migration is dominated by (homogeneous) nucleation of
disconnection pairs. Such an assumption is made for two reasons. (i) The energy barrier
for nucleation is much larger than the energy barrier for disconnection gliding along the
GB, which is true according to the result of the atomistic simulation shown in Fig. 11a.
(ii) The propagation and reaction of disconnections is equivalent to heterogeneous nucle-
ation of disconnection pairs occurring at the existing disconnections; the energy barrier
for heterogeneous nucleation might be qualitatively approximated by that for homoge-
neous nucleation (with certain modifications). The disconnection pair can adopt one of
the disconnection modes {(bn, hnj)} for a particular bicrystallography (determined by
the algorithm provided in Section 3.1). In each period, the energy barrier for the nucle-
ation of a disconnection pair of the mode (bn, hnj), E
∗
nj , has the form of Eq. (25). Then,
according to the harmonic transition state theory [132], the rate for the nucleation of this
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pair of disconnections rnj is proportional to exp(−LxE∗nj/kBT ). The fluctuation of the
average GB position z¯ can be viewed as a 1D random walk. The intrinsic GB mobility
can be extracted from the simulation of such a 1D random walk based on the nucleation
rate formula.
4.3.3. Kinetic Monte Carlo simulations
We simulated the 1D random walk of a GB (in a 2D bicrystal under periodic boundary
condition) by the kinetic Monte Carlo (KMC) method. The KMC simulations were
performed for Σ5 [100] (013), Σ13 [100] (015), and Σ37 [100] (057) STGBs in a FCC
material. For each GB geometry, we have a list of disconnection modes {(bm, hm)}
[m is the reduced notation for (n, j)]. For the mode list, we calculated the associated
energy barriers {E∗m} and constructed the rate list {rm}. The activity of this system
is then R = ∑m rm and the probability for nucleating the m-th disconnection mode
is Pm = rm/R. In each KMC step, the GB migrates by a disconnection mode, e.g.
(bm, hm), which is randomly chosen from the mode list according to its probability Pm.
The (reduced) time for this KMC step is ∆t˜ = R−1 lnχ−1, where χ is a random number
between 0 and 1. In this way, the GB position evolves as z¯(t˜+ ∆t˜) = z¯(t˜) + hm and the
relative displacement of two grains evolves as u¯(t˜+ ∆t˜) = u¯(t˜) + bm.
From the KMC simulations, we obtained the trajectories z¯(t˜) and u¯(t˜); the examples
for the Σ13 [100] (015) STGB at two different temperatures: T˜ = 0.5 and 5 are shown in
Figs. 17a and b, respectively [the reduced temperature is defined as T˜ = kBT/(2ΓsLxaz)].
We find that, at low temperature (see Fig. 17a), the shape of z¯(t˜) scales with that of
u¯(t˜); the scaling factor is β = u¯(t˜)/z¯(t˜) ≈ 0.4, which is called shear-coupling factor
(see Section 5.2.2 for details). According to the bicrystallography, the disconnection
mode with the smallest nonzero Burgers vector and step height is (b = a0/
√
26, h =
5
2a0/
√
26) and b/h = 0.4. This indicates that, at low temperature, this disconnection
mode is activated and dominates the GB migration. As a result, GB migration and GB
sliding are coupled at low temperature. At high temperature (see Fig. 17b), we find that
〈u¯(t˜)/z¯(t˜)〉t ≈ 0, implying that there is no correlation between GB migration and GB
sliding.
The intrinsic GB mobility Mz can be calculated based on the random walk of the
GB position z¯(t˜) and according to Eqs. (40) and (41). The sliding coefficient Mu can be
defined similarly to Mz: v‖ = MuF , where v‖ is the sliding velocity of one grain with
respect to the other. Mu can be calculated in a similar manner to Mz, i.e., based on
the random walk of one grain with respect to the other u¯(t˜) and according to Eqs. (40)
and (41) but with “z” replaced by “u”. The intrinsic GB mobilities and the sliding
coefficients as functions of temperature obtained by the KMC simulations are shown
in Figs. 17c and d, respectively. First, we notice that the temperature dependence of
GB mobility Mz and the sliding coefficient Mu are different for different GB geometries.
This results from the list of disconnection modes, which is determined for a particular GB
geometry. Second, we find that, at low temperature, the Mz value is highly related to the
Mu value for the Σ13 and Σ37 STGBs. If a single disconnection mode characterized by
b/h = β and b 6= 0 is activated at low temperature, we will have the relationship: |β| =
(Mu/Mz)
1/2, which was derived by Karma et al. [15] As shown in Fig. 17e, (Mu/Mz)
1/2 ≈
0.4 and 0.33 for the Σ13 and Σ37 STGBs, respectively. The (Mu/Mz)
1/2 values are
consistent with the values of |β| associated with the disconnection mode characterized
by the smallest nonzero Burgers vector and step height for these two GB geometries,
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Figure 17: (a) and (b) Reduced GB height z˜ ≡ z¯/αz (the blue curves) and reduced relative displacement
u˜ ≡ u¯/αy (red curves) vs. the reduced time (t˜ ≡ νt) at two reduced temperatures: T˜ = 0.5 and 5,
respectively, obtained from KMC simulations for a Σ13 [100] (015) STGB in an FCC material. (c)
and (d) Semilogarithmic plots of the reduced intrinsic GB mobility M˜z ≡ [4Γs/(ωLyαz)]Mz and the
reduced sliding coefficient M˜u ≡ [4Γsαz/(ωLyα2y)]Mu vs. the inverse of reduced temperature for three
GB geometries (ω is the attempt frequency). (e) shows the plots of (M˜u/M˜z)1/2 vs. the reduced
temperature. The dashed lines denote the ideal shear-coupling factors β for the Σ13 and Σ37 STGBs.
i.e., |β| = 2/5 and 1/3 for the Σ13 and Σ37 STGBs, respectively. However, at high
temperature, the (Mu/Mz)
1/2 values deviate from the ideal values of |β| determined by
the GB geometry, because the coupling between GB migration and GB sliding becomes
weak, as observed in Fig. 17b. The data of Σ5 STGB does not satisfy the coupling
relation. From the previous MC simulation of the thermal equilibrium GB (Section 4.2.2),
we see that the GB migration is dominated by nucleation of pure steps (see Fig. 14a3
and a4) rather than a single disconnection mode with b 6= 0. Therefore, the (Mu/Mz)1/2
value becomes lower than the ideal value of |β| determined by the GB geometry (ideally
|β| = 1 for the Σ5 GB geometry). In addition, as shown in Fig. 17c, the plots of lnMz
vs. 1/T do not exactly follow a linear relationship, indicative of non-thermal (non-
Arrhenius) behavior [133]. The slopes (absolute value) of these plots become slightly
smaller as temperature increases. Such non-thermal behavior seems counter-intuitive;
usually, as temperature increases, the events with higher activation energies will occur
more frequently, resulting in a larger slope of the semilogarithmic plot as temperature
increases (such as GB diffusivity [134, 10]). How can we understand the smaller slope at
higher temperature for the intrinsic GB mobility? According to the disconnection model,
GB motion involves the nucleation and gliding of disconnections which are characterized
by both step heights and Burgers vectors. Therefore, GB motion should include two
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(three) DOFs in a 2D (3D) bicrystal: GB migration and GB sliding. As temperature
increases, the high-energy disconnection modes, characterized by large Burgers vector
but small step height, might be activated. If so, even if the event with high activation
energy occurs at high temperature, it does not contribute much to GB migration (via
step height), leading to lower slope of lnMz vs. 1/T . A similar explanation was given
by Scho¨nfelder et al. based on observations from their MD simulations of [100] twist
GBs [135].
4.3.4. Evidence from atomistic simulations
We will check the disconnection model and the KMC simulations by investigating MD
simulations and experiments in literature. The intrinsic GB mobility was calculated by
MD simulations using the CFW method [112, 15]. Karma et al. proved via simulations
that the disconnections with b/h = β 6= 0 play a role in GB migration [15]. According
to Eq. (42), when both elastic energy (contributed by Burgers vector) and GB stiffness
(contributed by step height) are taken into account,〈|zk|2〉 ∼ 1
k2 + ck
, (45)
where c = Cβ2/Γ . If a pure step, rather than a disconnection with β 6= 0, dominates the
GB migration (such as in the TKL or Gleiter’s model), c = 0 and 〈|zk|2〉 ∼ k−2. However,
if a single disconnection with b 6= 0 operates, 〈|zk|2〉 will approach the trend of k−1.
Figure 18 summarizes the MD results of 〈|zk|2〉 vs. k for several [100] STGBs [15] and
liquid-solid interfaces [136]. We find that the Σ5 GB follows the trend of k−2 (or c 1),
similar to the behavior of the liquid-solid interfaces; this indicates that nucleation of pure
step dominates GB migration, which is consistent with the finding in the previous MC
simulation (Figs. 14a3 and a4). The Σ17 GB follows Eq. (45), indicative of comparable
contribution from the mode of β 6= 0 and the pure step mode. The other GBs follow
the trend of k−1 (or c  1), which is strong evidence for the existence of a single
disconnection mode with b 6= 0 as the dominant mechanism (perfect shear coupling).
The intrinsic GB mobility was also calculated by MD simulations using a driven-
GB-migration method [118, 119, 120, 121, 122, 123, 124, 125] and the random-walk
method [14, 127, 125]. Non-thermal behavior was observed in the semilogarithmic plots
of GB mobility Mz for many GBs. For example, the decrease of lnMz vs. 1/T at
high temperature was observed for Σ5 [100] (01¯1)/(07¯1) ATGB in EAM Ni [137], Σ5
[100] (013) STGB in EAM Ni [114], non-CSL [100] ATGBs in EAM Ni [138, 139], Σ651
[112] (11, 13, 12) STGB in EAM Al [125], and a series of [001] twist GBs in Lennard-Jones
Cu [135]. The mobilities of many GBs in the study by Homer et al. show non-thermal (or
non-Arrhenius) behavior [124]. There are three types of explanation to the phenomenon
of non-thermal temperature dependence of intrinsic GB mobility observed in these MD
simulations.
(i) Structural phase transition. It has been recognized that, in general, a GB with fixed
macroscopic DOFs could have multiple metastable structures [66, 7]. As temper-
ature increases, the most stable structure may change from one to another [140].
It is probable that different GB structures are associated with different intrinsic
GB mobilities. If the most stable GB structure at high temperature corresponds
to lower GB mobility than that at low temperature, the GB mobility will decrease
with the increase of temperature.
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Figure 18: The power spectra of interface thermal fluctuation for [100] STGBs (in EAM Cu) and liquid-
solid interfaces (in EAM Ni), obtained by MD simulations. The figure is reproduced from Ref. [15] (A.
Karma, American Physical Society 2012) and Ref. [136] (J.J.Hoyt, Elsevier 2003). The lines with slope
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(ii) “Roughening” transition. As temperature increases, GB structure may become
roughened. This is called a “roughening” transition in some literature (which is dif-
ferent from the definition in Section 4.2). The transition temperature corresponds
to Td (rather than Tr) in Section 4.2. Olmsted et al. found that Td is consistent
with the temperature above which the GB mobility decreases [114]. Hence, such
“roughening” transition is considered to be a possible reason for the non-thermal
behavior [114, 124].
(iii) Glass transition. If a GB has many metastable GB structures (associated with the
variation of microscopic DOFs), the GB may undergo a glass transition as temper-
ature increases. Zhang et al. found that the relationship between GB mobility Mz
and temperature followed Vogel-Fulcher law [141, 142] (rather than Arrhenius law),
which is signature of glass-like behavior [139]. If Vogel-Fulcher law is followed, the
slope of lnMz vs. 1/T will gradually decrease with the increase of temperature
(without sharp transition).
(iv) Phonon drag. It is well-known that dislocation mobility decreases with the increase
of temperature because of phonon drag (or thermal damping) [143, 75]. For this
reason, the mobility of a low-angle GB comprised of an array of lattice dislocations
is expected to decrease with the increase of temperature. For the migration of high-
angle GBs, facilitated by disconnection motion, a similar temperature dependence
of GB mobility may also apply because of phonon drag acting on the motion of
disconnections. Hence, phonon drag (or thermal damping) is considered as another
possible reason for the non-thermal behavior [121, 124, 126].
Only the non-thermal behavior due to (ii) “roughening” transition is taken into account
in the KMC simulations based on the disconnection model proposed in Section 4.3.3,
because the transition at Td can be captured by the disconnection model and indeed ap-
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pears in the previous MC simulations mentioned in Section 4.2.2 (see Fig. 16). The other
possible causes of non-thermal behavior cannot be included in the KMC simulation based
on the disconnection model. However, the reasons [other than (iii) glass transition [139]]
provided for explaining the non-thermal behavior observed in the MD simulations have
not been proven from the atomic mechanism of GB motion. Manifold, complicated tem-
perature dependence of the intrinsic GB mobility for various GB geometries is still a
problem waiting for a satisfactory explanation and direct evidence [124].
5. Conservative grain-boundary kinetics
GB kinetics in a single-component system may be divided into two types: conservative
and non-conservative [1, 117]. We define conservative kinetics as processes which only
involve the GB itself (i.e., no interaction with other defects). To investigate a conservative
kinetic process, a GB can be studied as a closed system. On the contrary, we define the
non-conservative kinetics as the process which involves interaction between the GB and
the defects in the neighboring grains, such as point defects (self-interstitial atoms and
vacancies) and lattice dislocations. Therefore, in our definition, the so-called conservation
refers to the invariance of both atomic number and total Burgers vector along the GB.
5.1. Conservative kinetics: driven grain-boundary migration
A GB can migrate without absorption/emission of point defects or lattice dislocations
from/into the neighboring grains; this is a typical conservative process. GB migration
can occur only if the total free energy of the whole system decreases through this process.
Therefore, the driving force for the GB migration can be expressed as
F (x, y) = −δEtot[z(x, y)]
δz(x, y)
, (46)
where z(x, y) is the GB height function describing a curved plane in 3D space and Etot
is the total free energy of the whole system (due to the excess energy associated with the
GB structure) which is a functional of the GB morphology.
In general, the driving force is defined locally (point by point) according to Eq. (46).
However, this definition can be largely simplified for a planar GB in a bicrystal system.
The driving force for GB migration of a planar GB can be expressed as
F = −dEtot
dz¯
. (47)
Here, Etot is the total free energy of the bicrystal system per unit area. In most studies
of driven GB migration, a bicrystal system was used such that complications due to GB
morphology are avoided.
The driving force for the conservative GB migration can be divided into two types:
stress and energy density jump across a GB. We will review the studies of driven GB
migration in the next two sections from these two types of driving forces. We will show
how the effect of these two types of driving forces can be understood based on the
disconnection model.
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5.2. Stress-driven grain-boundary migration
5.2.1. Phenomenon of stress-driven grain-boundary migration
The phenomenon of stress-driven GB migration in a bicrystal system is shown schemat-
ically in Figs. 19a and b. The red lines denote the fiducial lines (i.e., the markers at-
tached to the material). When the shear stress is applied parallel to the GB plane, the
GB migrates upwards. From the change of the fiducial line, we notice that plastic shear
deformation accompanies the GB migration. This is stress-driven GB migration.
GB migration driven by an applied shear stress has already been demonstrated in
many experiments. The first experimental observation of stress-driven GB migration
was made by Washburn et al. [144, 145] They prepared a pure Zn bicrystal sample
containing a low-angle tilt boundary with tilt angle θ = 2◦. This bicrystal was then
loaded as a cantilever beam, as illustrated in Fig. 20a. Observation was made using
an optical microscope under oblique illumination such that the GB position could be
determined by the brightness difference across the GB. They found that, as shown in
Fig. 20b, when the load was positive, the GB migrated to the left; when the load was
negative, the GB migrated to the right. This process was reversible. This observation
demonstrated that shear stress is the driving force for the GB migration.
Similar stress-driven GB migration was widely observed in later experiments on
bicrystals, including cases of both low- and high-angle STGBs and mixed tilt-twist GBs.
Literature examples are listed below: Bainbridge et al. (STGB with θ = 2◦ in Zn [146]),
Fukutomi et al. ([112], [110] and [100] STGBs with θ = 3◦-17◦ in Al [147]), Winning et
al. ([112] and [111] STGBs with θ = 3◦-35◦ in Al [148]; [100] STGBs with θ = 3◦-34◦ in
Al [149]), Gorkaya et al. ([100] STGBs with θ = 5.6◦-84.2◦ in Al [150]), Yoshida et al.
([110] with θ = 20◦, 70.5◦ and 129.5◦ STGBs in ZrO2 [151]), Gorkaya et al. ([100] mixed
GBs with θ = 18.2◦ and a 20◦ twist component in Al [152]), etc.
In a polycrystal system, stress-driven GB migration was also observed in experiments,
although such migration process is inevitably influenced by other factors (such as the
constraints applied by the triple junctions). For example, Rupert et al. found that
the distribution of grain size is correlated with the distortional energy density [28] in
polycrystalline Al thin films. First, grain growth occurred when stress was applied on the
film; second, the grains grow faster at the places where the distortional energy density is
large. They concluded that the stress-driven GB migration influences the evolution of the
microstructure of polycrystals. A similar result was also reported for the polycrystalline
Pt thin films [153]. By means of in situ transmission electron microscopy (TEM), it was
also observed that GB migration dynamics in polycrysals were sensitive to an applied
stress. For example, Fig. 21 shows the evolution of a GB (marked by the yellow lines)
with a tensile stress applied in the vertical direction in an Al polycrystal, which was
reported by Mompiou et al. [154]
5.2.2. Theoretical background of literature on shear-coupling factor
How can we characterize the phenomenon of stress-driven GB migration quantita-
tively? Since the stress-driven GB migration is characterized by the simultaneous occur-
rence of GB sliding (defined as the relative displacement of the two neighboring grains)
and GB migration, the stress-driven GB migration behavior can be characterized by a
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Figure 19: Schematics of GB migration in a bicrystal driven by shear stress (τ), energy jump (i.e., the
energy density difference ψU − ψL) with two free surfaces, and energy jump with two fixed surfaces,
respectively. In each figure, the blue solid line denotes the current GB position, the blue dashed line
denotes the initial GB position, and the red line denotes the fiducial line. (a1), (b1) and (c1) show
the initial bicrystal states. (a2), (b2) and (c2) or (c3) show the final states for the case of finite shear-
coupling factor. (c2) depicts the scenario of GB migration stagnation, accompanied by the accumulation
of internal stress. (c3) depicts continuous GB migration via repeated switch between two coupling modes.
(a3), (b3) and (c4) show the final states for the case of pure GB sliding.
quantity, called the shear-coupling factor, which is generally defined as
β`(x, y, t) =
dut
dzn
∣∣∣∣
t
(x, y) ≈ du
dz
∣∣∣∣
t
(x, y) =
du/dt|x,y,t
dz/dt|x,y,t (48)
at an arbitrary position (x, y) in a curved GB in the time interval from t to t+ dt, where
dzn is the change of the normal component of the GB migration distance and dut is the
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(a) (b1) Load > 0 (b2) Load < 0 (b3) Load > 0 
Figure 20: (a) Illustration of the experimental setup used to measure GB migration driven by an applied
load. The GB position is detected by the brightness difference under illumination. (b1), (b2) and
(b3) show a series of photographs of GB migration under positive load, negative load, and positive
load again. The red arrows indicate the current GB position; the dotted lines label GB positions from
previous photographs. The figures are reproduced from Ref. [145] (C. H. Li, Elsevier 1953).
(a) t = 0 s (b) t = 2 s 
(c) t = 3 s (d) t = 21 s 
σ 
σ 
Figure 21: (a-d) Grain growth under applied stress (tension in the vertical direction) at 350◦C, obtained
from the in situ experiments performed by Mompiou, Caillard and Legros [154]. The yellow lines indicate
previous GB positions and the arrows indicate the direction of GB migration. The figures are reproduced
from Ref. [154] (F. Mompiou, Elsevier 2009).
change of the tangential component of the relative displacement. In the approximated
expression in Eq. (48), du is the relative displacement parallel to the x-y plane and dz
is the GB migration distance normal to the x-y plane; this approximation is valid when
the gradient of the normal ∇n is small everywhere along the GB.
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Figure 22: The shear-coupling factor β vs. the misorientation angle for STGBs in FCC materials. The
blue solid circles are the experimental data obtained for Al bicrystals [150] and the red hollow squares are
the MD simulation data obtained for EAM Cu [156]. The dark gray lines are the theoretical prediction
according to Eq. (50).
For a planar GB in a bicrystal system, the experimentally measurable shear-coupling
factor (or “effective” shear-coupling factor), is defined as
β =
〈du¯/dt〉t
〈dz¯/dt〉t =
v‖
v⊥
, (49)
where v‖ and v⊥ are the average velocities of GB sliding and GB migration, respectively,
and 〈·〉t denotes the average over time after steady-state GB migration is reached. In
comparison with the last equation in Eq. (48), β is β` with both the numerator and the
denominator averaged over space and time. This definition is consistent with that used
by Ashby [42] and Cahn et al. [155, 156]
The values of β were reported in many experiments and MD simulations for various
bicrystal systems. The most interesting feature of β is the geometry dependence. Cahn
et al. performed MD simulations on a series of [100] STGBs in Cu and showed that the
value of β vs. misorientation angle θ simply follows two branches, as shown in Fig. 22.
The two branches are described by the functions
β(θ) =
{
2 tan(θ/2), 0 ≤ θ ≤ θd
2 tan[(θ − 90◦)/2], θd < θ ≤ 90◦ , (50)
where the switch between two branches occurs at the angle θd (the exact value depends
on the material). These simulation results have been validated by the experimental
measurement performed by Gorkaya et al. [150], as shown in Fig. 22. However, in an in
situ experiment on a polycrystalline Al sample, Mompiou et al. [154] noticed that the
trend of β(θ) can deviate from the two branches for some GBs; i.e., the measured value
of β can be lower than the value following the two branches. There is a dependence of
β on GB misorientation, but this dependence is not as simple as suggested by Eq. (50)
(for [100] STGBs and similarly for other STGBs).
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5.2.3. Prediction of shear-coupling factor
How can we predict the value of β based on a knowledge of GB geometry (bicrystallog-
raphy)? A simple geometry dependence of β was first proposed by Cahn et al. [156, 157],
which is exactly expressed as Eq. (50) for [100] STGBs in FCC materials. A similar ge-
ometry dependence was also suggested for the other STGBs by Homer et al. [158] Such
a dependence can be rationalized based on the GB dislocation model [50, 156, 157]. The
idea is straightforward for low-angle tilt GBs. The structure of a low-angle STGB can be
viewed as an array of edge lattice dislocations [50]. GB migration is associated with the
glide of these lattice dislocations out of the initial GB plane; this process will inevitably
induces shear of the entire system in the direction parallel to the GB plane. This is the
origin of shear-coupled GB migration for low-angle tilt GBs. According to the geometry
shown in Fig. 4, we can immediately obtain the first branch in Eq. (50). The structure of a
high-angle tilt GB cannot be viewed as an array of lattice dislocations. However, the GB
dislocation content can be formally defined based on the Frank-Bilby equation [159, 160].
The shear-coupling factor for high-angle tilt GBs can still be predicted by Eq. (50) fol-
lowing the same line of reasoning as for low-angle tilt GBs; the rigorous derivation based
on the Frank-Bilby equation was provided by Cahn et al. [156, 157]
However, as mentioned previously, the prediction based on the GB dislocation model
is not always consistent with the experimental measurement; there are exceptions [154].
The problem lies with the fact that the formal GB dislocation content for high-angle tilt
GBs is not necessarily physically meaningful; the determination of GB dislocation content
depends on the choice of reference and this reference is not unique [1]. The Frank-Bilby
equation just reflects the bicrystallography rather than the real mechanism associated
with the GB migration. Without relying on the (possibly unmeaningful) definition of GB
dislocations, Mompiou et al. proposed another way to predict β(θ) directly based on the
GB geometry [161], which they called the shear migration geometrical (SMIG) model.
They considered the transformation from the structure of one grain to the structure of
the other through a simple shear of a chosen unit cell and atomic shuffling inside this
unit cell. For a GB with fixed macroscopic geometric DOFs, multiple choices of the unit
cell result in multiple shear-coupling factors. Some of these shear-coupling factors can be
smaller than the value predicted based on the GB dislocation model, which is consistent
with the experimental observations. The problem with the SMIG model is that it only
provides us a list of all possible β values for each particular GB geometry. It does not
tell us which β value (or coupling mode) will occur under certain condition in practice.
The issue with the GB dislocation model [156, 157] is that it is based on the unphysical
GB migration mechanism (i.e., glide of the formal GB dislocation out of the GB plane).
Therefore, the GB dislocation model may give the wrong prediction especially for high-
angle GBs. The SMIG model is purely a geometric model such that it can give a list of
all possible disconnection modes but cannot predict which one occurs in reality. Now,
we will propose a new way to predict the geometry dependence of β based on the correct
GB migration mechanism.
GB migration occurs through the nucleation and glide of the GB disconnections along
a GB. This was proposed by Smith et al. [49, 162], Fukutomi et al. [163, 164] and Cahn et
al. [156] As illustrated in Figs. 23a and b, starting from a clean (free of extrinsic defects),
planar GB in a bicrystal, the applied shear stress τ triggers the nucleation of a pair of
disconnections (with opposite sign of both Burgers vector and step height). Then, driven
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by the stress τ , the two disconnections glide away from each other. Since it is likely that
a disconnection will be associated with a step height, the glide of the disconnections
will cause the GB to migrate upwards by an amount equal to the step height h (see
Fig. 23c). When this nucleation and glide process occurs repeatedly, the shear strain
will be established and, at the same time, the GB will migrate upwards continuously. In
practice (for example, in a polycrystal), the nucleation of disconnections is probably not
homogeneous; it is possible that the disconnections are nucleated at the triple junctions
or free surface. Such mechanism has already been observed in the in situ experiments
performed by Rajabzadeh et al. [67] As shown in Fig. 23e, when the tensile stress was
applied in the vertical direction, the GBs would migrate downwards. We can see that
the GB migration was carried out through the motion of line defects along the GB, and
the line defects in the GB are disconnections. This mechanism was also demonstrated in
MD simulations [165, 166, 167, 168].
As stress-driven GB migration occurs via the repeated nucleation and glide of dis-
connections, as illustrated in Fig. 23, the shear-coupling factor can be written as
β = b/h (51)
based on the microscopic mechanism, where b and h are the Burgers vector and the step
height of the activated disconnections. Therefore, in order to predict the value of β, we
only need to know what the active disconnection (or disconnection mode) is for each
particular GB geometry.
From Section 2.3, for any particular GB geometry, the disconnection mode, i.e., the
(b, h) pair, is not unique. We have already determined a way to list all the possible (b, h)
pairs for any GB geometry; the complete list is denoted as {(bn, hnj)}. Then, according
to Eq. (51), the complete list of the shear-coupling factors is {βnj ≡ bn/hnj}; this list
is consistent with the list predicted by the SMIG model. Now, from the list {βnj}, we
need to choose the one that really occurs. According to the disconnection pair nucleation
mechanism (as illustrated in Fig. 23), β is one element in the list {βnj} which corresponds
to the lowest nucleation barrier. Based on Eq. (8), the energy (per unit length) for the
formation of a pair of disconnections under the applied stress σ can be written as
E = 2Estep + 2Ecore + Eint +W, (52)
where W is the work done by σ and exerted on the disconnections. In general, based
on the coordinate system in Fig. 8, W = [o × (σb)] · δ = −δ(σn) · b. If a pure shear
stress σ = τ(p ⊗ n + n ⊗ p) is applied, then W = −τb · δ. Since the stress-driven GB
migration is conservative, b has no component perpendicular to the GB plane (otherwise,
the motion of disconnection requires atomic diffusion). In addition, it is reasonable to
consider case of b = bp because the component parallel to p is much smaller than the
component parallel to o. Then, Eq. (52) becomes
E = 2Γs|h|+ 2Kb2 ln δ
δ0
− τbδ, (53)
where K ≡ Kf(pi/2) = µ/[4pi(1− ν)]. Without the the work term (i.e., the last term) in
Eq. (53), the energy E will always increase with the seperation of the disconnection pair
(see the red line in Fig. 23f), and thus the GB will never migrate. With the addition
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Figure 23: (a-d) Schematic of the microscopic mechanism of shear stress-driven GB migration in a
bicrystal containing a tilt GB: (a) an initially flat GB; (b) nucleation of a pair of disconnections (denoted
by the red “⊥” symbols) characterized by (b, h) and (−b, h); (c) separation of the two disconnections,
which causes the GB to migrate by h; (d) the relative displacement ∆u and GB migration ∆z induced
by repeated nucleation and separation of disconnection pairs. (e) Migration of GBs and TJ under the
applied stress observed in the experiment by Rajabzadeh et al. [67]. The black, hollow arrows denote the
direction of GB migration. The red arrows indicate several moving disconnections along the GBs, which
demonstrates that the GB migrates via the motion of disconnections. (f) Schematic plot of Eq. (52) or
(53). The red curve corresponds to the step energy, disconnection core energy, and elastic energy. The
blue curve corresponds to the work done by the shear stress τ and the green curve corresponds to the
total energy. In the total energy, there is a barrier E∗ at the critical disconnection separation δ∗.
of the work term, E will first increase with an increase of δ and then decrease with
further increase of δ (see the blue line in Fig. 23f). Hence, with the work term, there
is a nucleation barrier, corresponding to the critical separation δ∗ determined by the
condition (dE/dδ)δ∗ = 0, i.e.,
δ∗ =
2Kb2
τb
. (54)
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The barrier for the nucleation of a pair of disconnections characterized by (b, h) can then
be expressed as
E∗ = E(δ∗) = 2Γs|h|+ 2Kb2 ln 2Kb
2
eτbδ0
. (55)
For the special case where b = 0, the nucleation of such disconnections (i.e., pure steps)
cannot be driven by the applied shear stress; accordingly, δ∗ → ∞. Since there are
multiple disconnection modes {(bn, hnj)}, corresponding to each mode, we can obtain
a particular nucleation barrier E∗nj based on Eq. (55). The disconnection mode that
really occurs is associated with the lowest nucleation barrier; this mode determines the
shear-coupling factor β for this particular GB geometry.
The procedure to predict the shear-coupling factor β for a particular GB geometry
under the applied shear stress is summarized below.
(i) According to the GB geometry, determine the complete list of disconnection modes
{(bn, hnj)}, using the algorithm proposed in Section 3.1.
(ii) For each mode (bn, hnj), calculate the nucleation barrier E
∗
nj , using Eq. (55).
(iii) Identify the mode corresponding to the lowest nucleation barrier, denoted as (b0, h0).
(iv) The shear-coupling factor for this GB geometry is β = b0/h0.
5.2.4. Comparison with simulation and experimental results
Following the procedure listed in the last section, we predicted the shear-coupling
factor β as a function of the misorientation angle θ for four series of GBs (i.e., [100],
[110], [111](110), and [111](112) STGBs) in an FCC material (the material parameters are
taken for Cu). First, following Step (i) in the last section, we obtained the {(bn, hnj)} list
for each θ value. As shown in Figs. 24a1, b1, c1 and d1, corresponding to each θ value,
there are multiple values of shear-coupling factor (black dots), defined as {βnj ≡ bn/hnj}.
Then, following Step (ii) and (iii), for each θ value, there is only one disconnection mode
associated with the lowest nucleation barrier. This mode gives the shear-coupling factor
β according to Step (iv). Figures 24a2, b2, c2 and d2 show the β values obtained via
this procedure (red dots); in this figure, the shear-coupling factor is unique for each θ
value. This is the prediction of the shear-coupling factor for the practical situation of
stress-driven GB migration.
In Fig. 24a2, the β values obtained by the MD simulations [156] are shown as the
squares. By comparison, we notice that the available simulation data is completely
consistent with our prediction. However, the available simulation data is also consistent
with the prediction based on the GB dislocation model, i.e., Eq. (50). Different from
the prediction based on the GB dislocation model, the disconnection model predicts the
existence of lower β values for high-angle GBs (this is particularly obvious for the [110]
STGBs). In the experiments [154], it was indeed found that the measured β values
were lower than the prediction based on the GB dislocation model for some high-angle
GBs. Therefore, the disconnection model provides better prediction of the geometry
dependence of β than the GB dislocation model.
5.2.5. Temperature dependence of shear coupling
Up to now, we do not consider the effect of temperature on the stress-driven GB
migration; so far, the discussion of β is rigorously true only at zero temperature. In this
section, we will review work on the temperature dependence of shear coupling.
50
0 
1 
-1 
(a1) (b1) (c1) (d1) 
 
 
 
 
(b2) 
 
 
 
 
(c2) 
 
 
 
 
(d2) 
 
 
 
 0 
1 
-1 
(a2) 
0 45 90 
0 
1 
-1 
(a3) 
 
 
 
 
(b3) 
0 90 180 
 
 
 
 
(c3) 
0 30 60 
 
 
 
 
(d3) 
0 30 60 
θ (o) 
β 
D
is
co
nn
ec
tio
n 
m
od
es
 
St
re
ss
 d
riv
en
 
En
er
gy
-ju
m
p 
dr
iv
en
 
[100] [110] [111](110) [111](112) 
Figure 24: Shear-coupling factor β vs. misorientation angle θ for (a) [100], (b) [110], (c) [111](110) (the
subscript denotes the median plane) and (d) [111](112) STGBs in a FCC material. In the top panels,
the black dots represent all possible β values (in the range of |β| < 1), corresponding to all possible
disconnection modes. In the middle panels, the red dots are the predicted β values for the case of stress-
driven GB migration. The squares are the data obtained by MD simulations [156]. In the bottom panels,
the red dots are the predicted β values for the case of energy-jump-driven GB migration. The colored
crosses are the data obtained by MD simulations [158]. The green crosses are the data for the case
where GB migration is not observed in the simulations; the blue crosses correspond to the case where
the prediction is consistent with simulation; the light blue crosses correspond to where the prediction is
inconsistent with simulation.
The extreme case for illustrating the influence of temperature is “pure” GB sliding at
high temperature (usually T > 0.4Tm). Here, we define “pure” GB sliding as the relative
displacement of one grain with respect to the other parallel to the GB plane without GB
migration for a microscopically planar GB. As schematically shown in Fig. 19a3, pure GB
sliding is demonstrated for a bicrystal system. From the change of the fiducial line with
respect to the initial state, we notice that the plastic shear deformation is established
but the GB position does not change. According to the definition from Eq. (49), β →∞
for pure GB sliding, since in this case v‖ is finite but v⊥ is zero. We know that, at zero
temperature, β has a finite value which depends on the GB geometry (such as the case
shown in Fig. 19a2). The general trend of the temperature dependence is that β goes
from a finite value to infinity as temperature increases.
Pure GB sliding has been observed in experiments on planar GBs. For example,
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Figure 25: (a-b) GB sliding observed in the experiment performed by Hosseinian et al. [68] Sliding
occurs between Grain 1 and Grain 2; the red dotted line indicates the position of the GB between these
two grains. The yellow arrows (denoted by X1, X2 and Y2) indicate stacking faults fixed in the grains.
Taking X1 as a reference, we find that Grain 2 moves with respect to Grain 1 but the GB does not
apparently migrate. This figure is reproduced from Ref. [68] (O. N. Pierron, Royal Society of Chemistry
2016).
Hosseinian et al. performed an in situ experiment and observed the occurrence of pure
GB sliding in a Au film [68]. As shown in Fig. 25, we focus on the behavior of the GB
between Grain 1 and Grain 2. In Grain 2, X2 and Y2 denote the immobile stacking
faults, which serve as markers. X1 is another marker at another GB neighboring Grain
1. After the tensile stress is applied, the microstructure changes from Fig. 25a to b. On
one hand, by comparing the distance between the marker X1 and the GB plane, we can
find that the GB does not migrate during the loading process. On the other hand, via
tracing the motion of the markers X2 and Y2 after the tensile stress is applied, we can
notice the relative displacement of Grain 2 with respect to Grain 1. This observation
demonstrates that, under an applied stress, pure GB sliding occurs.
As to the understanding of pure GB sliding, there are many mechanisms proposed
for the pure sliding of non-planar GBs [1, 169, 42]; however, there is still no satisfying
explanation for the pure sliding of planar GBs. It is always suggested that GB sliding
of a planar GB should be coupled with GB migration. This is naturally implied by
the disconnection model. As mentioned previously, the disconnection nucleated under
the applied shear stress is characterized by a particular (b, h) pair (h 6= 0 since pure
step is not energetically favorable in the stress-driven kinetics); thus, shear-coupled GB
migration is always expected (with finite value of β, i.e., b/h). However, this is in conflict
with observations of pure GB sliding (i.e., β →∞) in experiments [151, 68, 150] and MD
simulations [170, 156, 171].
Now, we confront whether it is possible to understand pure GB sliding based on the
disconnection model. As mentioned in the previous section, for a given bicrystallography,
there existing multiple disconnection modes. According to the disconnection model, the
disconnection mode corresponds to the lowest nucleation barrier of disconnections. How-
ever, this is rigorously true only at zero temperature. At finite temperature, multiple
disconnection modes (not only the one with the lowest nucleation barrier) can be acti-
vated with certain probabilities. As already demonstrated in Fig. 5, even for the modes
with the same Burgers vector, the step height can be positive or negative, implying that
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the same shear deformation can make the GB migrate upwards or downwards. Thus, on
average, the shear-coupling factor becomes larger than that in the case where only one
particular mode is activated. At the limit of high temperature, the nucleation probability
for many disconnection modes may be very close such that the shear-coupling factor will
get close to infinity – this explains pure GB sliding in the framework of disconnection
model.
Based on this idea, we can estimate the effective shear-coupling factor as a function
of temperature, denoted as β¯(T ), in the sense of an ensemble average. The rate for the
nucleation of a pair of disconnections (bn, hnj) is
rnj = ω exp
(
− E
∗
nj
kBT/Lx
)
, (56)
where ω is the attempt frequency and E∗nj is obtained by Eq. (55) with bn and hnj as the
input. The nucleation and glide of this pair of disconnections leads to the relative dis-
placements bn and the GB migration distance hnj . The velocities of relative displacement
and GB migration are then
v‖ =
∞∑
n=−∞
∞∑
j=−∞
bnrnj , and v⊥ =
∞∑
n=−∞
∞∑
j=−∞
hnjrnj , (57)
respectively. Then, the effective shear-coupling factor can be obtained according to
Eq. (49), which can be written explicitly as
β¯(T ) =
∞∑
n=−∞
∞∑
j=−∞
bn exp
(
− E
∗
nj
kBT/Lx
)
∞∑
n=−∞
∞∑
j=−∞
hnj exp
(
− E
∗
nj
kBT/Lx
) . (58)
Figure 26 shows the temperature dependence of β¯−1 for five different GB geometries,
i.e., Σ5 [100] (013), Σ13 [100] (015), Σ17 [100] (035), Σ25 [100] (017), and Σ37 [100] (057)
STGBs in FCC materials. Figure 26a shows the prediction from Eq. (58) while Fig. 26b
shows the data obtained from MD simulations [156]. The prediction is consistent in trend
with the MD results; i.e., at low temperature β¯−1 → β−1 while at high temperature
β¯−1 → 0. We find that the prediction from Eq. (58) can reflect the correct geometry
effect. For example, the ideal shear-coupled GB migration behavior for the Σ37 STGB
can persist to a very high temperature, which is consistent with the feature from the
MD results. We also notice the discrepancy between the prediction and the MD results
– the transition of β¯−1 from the ideal zero-temperature value β−1 to 0 as temperature
increases is different. The disconnection model predicts a gradual change of β¯−1 with
temperature while the MD results show a relatively sharp transition. This discrepancy
may result from the different loading condition. The prediction based on Eq. (58) is
applicable for the condition of constant stress (note that there is a parameter τ in E∗nj)
while the MD simulation was performed under the condition of constant shear rate.
5.3. Energy-jump-driven grain-boundary migration
Other than shear stress, conservative GB migration can be driven by another type of
driving force, i.e, energy density jump across a GB. Energy-jump-driven GB migration
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Figure 26: The temperature dependence of the effective shear-coupling factor β for a series of [100]
STGBs in an FCC material. (a) shows the prediction in the case of GB migration under constant
stress. (b) shows MD simulation results in the case of GB migration under constant shear rate; this
is reproduced from Ref. [156] (Y. Mishin, Elsevier 2006). (c) shows the prediction in the case of GB
migration driven by energy-jump driving force.
is demonstrated for a bicrystal simulation in Figs. 19b1 and b2. If we artificially set the
free energy density in the upper grain ψU to be higher than that in the lower grain ψL,
the GB will migrate upwards in order to lower the total free energy of the whole system.
This phenomenon refers to energy-jump-driven GB migration, and the artificially applied
free energy density jump across the GB is denoted by ψ (≡ ψU − ψL). Since, in general,
GB migration couples with the shear deformation, the fiducial line will transform from
the initial state to the state shown in Fig. 19b2 after GB migration occurs.
5.3.1. Physical interpretation to energy-jump driving force
The initial aim for the application of energy jump is to study GB migration by MD
simulations (also called synthetic driving force in MD simulations) [120, 121, 158, 82].
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However, we will show below that the energy jump can serve as a model driving force,
which represents a large class of real driving forces different from shear stress.
(i) Elastic anisotropy. When stress or strain is applied on a bicrystal, both grains
will be elastically deformed and elastic energy will be stored. Since the elastic
modulus is anisotropic and the orientations of two grains are different, the elastic
energy density in two grains is different under the same stress or strain. The
difference in elastic energy density plays the role of an energy-jump driving force
for GB migration. The GB migration due to elastic anisotropy was observed in
MD simulations performed by Zhang et al. [118, 139]
(ii) Excess defect density. If the density of defects (point defects or dislocations) in the
upper grain is higher than that in the lower grain (ref. Fig. 19b1), the GB will mi-
grate upwards such that the defect density in the whole bicrystal system decreases.
Each defect is associated with excess energy, so the difference in energy density is
proportional to the difference in defect density between the two grains. This results
in a driving force on the GB. Such a situation typically occurs in the process of
recrystallization. During recrystallization, the newly nucleated, defect-free grains
grow in the expense of the surrounding highly defected grains (e.g. Ref. [25]); the
total defect density in the whole system is lowered via GB migration. Another re-
lated process is irradiation-induced selective grain growth [172, 173, 174, 26]. Seita
et al. [26] performed experiments in which they irradiated a polycrystalline Au film
by ion beam and found that the grains with a channeling orientation relative to
the direction of the ion beam grew at the expense of the remaining grains. Be-
cause the irradiation-induced point defect density in the grains with a channeling
orientation is lower than that in the grains with other orientations, the difference
in point defect density provides the driving force for the GB migration.
(iii) Magnetic field. When a magnetic field is uniformly applied on a bicrystal, there will
be a difference in magnetic free energy density in two grains because the magnetic
susceptibility is anisotropic. The difference in magnetic free energy density can,
in effect, be modeled by the energy-jump driving force. The GB migration due to
the anisotropy of magnetic susceptibility has been experimentally demonstrated in
Bi [175, 176], Zn [177, 178], Ti [179] and Zr [180].
(iv) Surface energy. At the free surface of a polycrystalline sample, grains with different
orientations exposed to the vacuum (or gas) are associated with the free surfaces
with different surface planes and, thus, different surface energy. The GBs will tend
to migrate such that the grains with lower surface energy grow while those with
higher surface energy shrink. The difference in surface energy provides a driving
force for GB migration. For example, minimization of surface energy is responsible
for the (111) texture in the FCC polycrystalline thin films [27].
(v) Capillary force. Perhaps the most important and well-known type of driving force
during grain growth is capillary force. There is an excess energy in a polycrystal
due to the existence of GBs (proportional to the total GB area). As a result, there
is a pressure γκ (Gibbs-Thomson equation) [181] on each GB, where γ is the GB
energy (assumed to be isotropic) and κ is the local mean curvature of the GB plane.
In this sense, the capillary force γκ is analogous to the energy-jump force [37, 175].
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Figure 27: (a) Schematic plot of Eq. (52) or (equivalently) Eq. (59). The red curve corresponds to
the step energy, disconnection core energy, and elastic energy. The blue curve corresponds to the work
done by the energy-jump driving force ψ. The green curve corresponds to the total energy. In the total
energy, there is a barrier E∗ at the critical disconnection separation δ∗. (b) The special case of (a),
where Ecore = Eint = 0 (i.e., this represents a pure-step disconnection mode).
5.3.2. Prediction of shear-coupling factor
Since a broad class of driving forces can be modeled by the energy-jump driving force
(i.e., the free energy density difference across a GB ψ), we will consider how to predict
the shear-coupling factor β in the case of energy-jump-driven GB migration. As already
discussed in Section 5.2.3, GB migration mechanism is associated with the nucleation and
glide of GB disconnections along the GB; this is true no matter which type of driving
force is applied. As with the case of stress-driven GB migration, the value of β can be
determined by Eq. (51) with b and h corresponding to the disconnection mode which has
the lowest nucleation barrier.
The energy (per unit length) for the formation of a pair of disconnections under
the applied energy jump ψ can be expressed as Eq. (52). However, unlike the case
of stress-driven GB migration, the work done by the energy-jump driving force on the
disconnections becomes W = −ψhδ. In this case, Eq. (52) becomes
E = 2Γs|h|+ 2Kb2 ln δ
δ0
− ψhδ. (59)
This yields the energy E as a function of the separation of the disconnection pair δ, as
shown in Fig. 27a. As a result, the critical separation is
δ∗ =
2Kb2
ψh
, (60)
and the nucleation barrier is
E∗ = 2Γs|h|+ 2Kb2 ln 2Kb
2
eψhδ0
. (61)
For the special case where b = 0 (i.e., pure steps), δ∗ = δ0 and E∗ = 2Γs|h|. This is
the formation energy of a pair of pure steps, as shown in Fig. 27b. In comparison with
Eq. (54) and Eq. (55), we simply replace τb by ψh. The value of β can the be determined
following the procedure proposed in the end of Section 5.2.3, but with E∗nj evaluated by
Eq. (61).
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5.3.3. Comparison with simulation and experimental results
Following the approach proposed in the last section, we predicted the shear-coupling
factor β as a function of the misorientation angle θ for four series of GBs (i.e., [100], [110],
[111](110), and [111](112) STGBs) in an FCC material (the material parameters are taken
for Ni); the data are shown as the red dots in Figs. 24a3, b3, c3 and d3. In this figure,
the shear-coupling factor is unique for each θ value, corresponding to the disconnection
mode associated with the lowest nucleation barrier under the applied energy-jump driving
force.
In Figs. 24a3, b3, c3 and d3, the β values obtained by the MD simulation [158] are
shown as the crosses. The blue crosses correspond to the cases where GB migration
was observed within the simulation time while the green crosses correspond to the cases
where the GB was immobile (i.e., the green crosses are not useful data). Noting the
discrepancy between the red dots in Fig. 24a3 (b3, c3 or d3) and those in Fig. 24a2 (b2,
c2 or d2), we conclude that the β value really depends on which type of driving force is
applied. Qualitatively speaking, the shear stress tends to drive the disconnection mode
with large b and small |h|; on the contrary, the disconnection mode with small b and large
|h| is favored by the energy-jump driving force. Therefore, for each fixed GB geometry,
the β value for the stress-driven GB migration is always larger or equal to that for the
energy-jump-driven GB migration. By comparing the predicted β values (red dots) and
the useful MD data (blue crosses) in Fig. 24, we find that they are almost consistent.
The wrong predictions actually correspond to other disconnection modes; this may be
attributed to the approximation implied in the energy expression Eq. (61) (for example,
entropy is not considered although the MD simulations were always performed at finite
temperature).
In principle, when the energy jump is very small (i.e., ψ → 0), the disconnection
modes with zero b and finite h (i.e., pure step and β = 0) will be preferred. This is
because, for the nucleation of a pair of pure steps, E∗ = 2Γs|h| which is always smaller
than Eq. (61) as ψ → 0. However, when the energy jump becomes large enough, it is
possible to obtain the nonzero β value, which is equal to that obtained in the case of
stress-driven GB migration.
5.3.4. Temperature dependence of shear coupling
The prediction following the approach in Section 5.3.2 is, in principle, reasonable only
at zero temperature. Similar to the discussion for the case of stress-driven GB migration
in Section 5.2.5, the temperature dependence of the shear-coupling factor for the case
of energy-jump-driven GB migration can be considered as an ensemble average over all
possible disconnection modes.
From Eq. (58), we can estimate the shear-coupling factor β¯ as a function of tempera-
ture; but, in the case of energy-jump-driven GB migration, E∗nj is obtained by Eq. (61).
Figure 26c shows the predictions of β¯(T ) for five different GB geometries, i.e., Σ5 [100]
(013), Σ13 [100] (015), Σ17 [100] (035), Σ25 [100] (017), and Σ37 [100] (057) STGBs
in FCC materials. In these predictions, the energy jump is set large enough that shear
coupling occurs at zero temperature (if the energy jump is too small, pure steps will be
activated at zero temperature and there will be no shear coupling, such as the case shown
in Fig. 27b). The results suggest that the magnitude of β¯ decreases with temperature;
this trend is opposite to that in the case of stress-driven GB migration (see Fig. 26a). At
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the limit of low temperature, β¯ converges to a constant; this situation is schematically
shown in Fig. 19b2. At the limit of high temperature, multiple disconnection modes can
be activated with close probability such that, with reference to Fig. 19b3, the probability
for the relative displacements of both grains to the left will be close to that for the relative
displacement to the right, which implies that β¯ → 0. Therefore, it is reasonable to expect
that the magnitude of β¯ decreases with temperature. In addition, depending on the GB
geometry, the decrease of |β¯| with temperature can be very slow. For example, for the
Σ37 STGB, the ideal shear-coupling GB migration behavior can persist to a very high
temperature. The β value for the case of energy-jump-driven GB migration is usually
smaller than that for the case of stress-driven GB migration (comparing Fig. 26a with b).
The energy-jump driving force tends to drive the operation of the disconnection mode
associated with large h and thus small β, while the stress tends to drive the mode with
large b and thus large β.
The prediction based on the ensemble average is consistent with the MD results
obtained by Homer et al. [158] From their MD simulations, the useful data (for the
GBs which are mobile and show quantifiable, correlated shear coupling behavior) include
the results for 156 STGBs in FCC Ni. Out of the 156 STGBs, they found that 56%
GBs exhibit decrease of β¯ with increasing temperature; 35% GBs exhibit temperature
independence of β¯; and 9% GBs exhibit sharp change of disconnection modes (and, thus,
β¯) at a finite temperature. The trend of temperature dependence of β¯ which we predicted
by ensemble average of disconnection modes is consistent with most of these MD results,
except that we cannot predict the sharp change of disconnection modes at a certain
temperature (only observed in a small fraction of the MD results).
5.4. Mixed-force-driven grain-boundary migration
In most simuations of practical interest, GB migration is driven by multiple driving
forces simultaneously. For example, in the case of grain growth under an applied magnetic
field [176, 177, 178, 179, 180], the driving force is the mixture of the magnetic free
energy density difference and capillary force. In the cases of recrystallization [25] and
irradiation-induced selective grain growth [26], the driving force is the mixture of the
stored deformation energy density difference and capillary force. In the case of stress-
driven grain growth in a polycrystal, the driving force is usually attributed to shear
stress, capillary force, and the elastic energy density difference (due to elastic anisotropy);
although the elastic energy density difference contributes much less than the other two
driving forces and can be ignored. In any case, the mixed driving force can be simply
expressed as the combination of shear stress and energy jump.
5.4.1. Molecular dynamics simulations
In order to model mixed-force-driven GB migration, we consider a constrained bicrys-
tal system as illustrated in Fig. 19c1. In this model system, we applied the energy density
difference in the upper and lower grains ψ = ψU−ψL > 0. If the top and bottom surfaces
of this bicrystal are traction-free, then the GB will migrate upwards, which is exactly the
case of energy-jump-driven GB migration (same as Fig. 19b2). However, we may also
adopt the boundary condition that the top and bottom surfaces are frozen (i.e., fixed-
displacement boundary condition). We can use such a bicrystal with frozen surfaces to
model the GB migration in a polycrystal; in this case, the GB is driven by capillary force
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(modeled by the energy-jump driving force), but the neighboring grains cannot displace
freely since they are constrained by the other grains in a polycrystal environment (mod-
eled by the fixed-displacement boundary condition). The problem, now, is to determine
how the GB migrates in this constrained bicrystal system. This problem was solved by
MD simulation for two particular GBs: Σ13 [111](110) (34¯1) and Σ39 [111](110) (57¯2)
STGBs in EAM Ni.
Figure 28a shows the simulation result for the Σ39 STGB at 300 K, where the blue
line traces the GB position and the dark red lines are the fiducial lines. We found that,
initially, this GB migrated upwards since ψ > 0 (from Fig. 28a1 to a2), and then the
GB migration stopped (from Fig. 28a2 to a3). The deformation of the fiducial lines
indicates that plastic shear strain was established with the GB migration, which is a
feature of shear coupling. The shear-coupling factor, obtained by the inverse of the
slope of the fiducial lines in the deformed region, is 0.58, which is very close to the
predicted value based on the bicrystallography 1/
√
3 corresponding to the disconnection
mode (b = a0/
√
26, h = a0
√
3/26) (following the approach proposed in Section 3.1).
Figure 28b plots the evolution of the GB position (z¯) and the shear stress (τ) in the
system. The evolution of z¯ is consistent with the observation in Fig. 28a. The evolution
of τ shows that the shear stress is established with GB migration and, then, kept around
a constant (nonzero) after the GB migration stopped. This clearly demonstrates the
existence of shear coupling. Figure 28c plots the shear stress versus the GB migration
distance, which shows linear relation.
The simulation result for the Σ13 STGB at 600 K, as shown in Fig. 29, is different
from that for the Σ39 STGB. For the Σ13 STGB, the GB migrated initially upwards
due to positive ψ (from Fig. 29a1 to a2). By measuring the inverse slope of the fiducial
lines, we obtained the value 0.45 which is consistent with the predicted shear-coupling
factor 2
√
3/7 corresponding to the disconnection mode (b = a0
√
3/26, h = 7a0/2
√
26).
Unlike the behavior of the Σ39 STGB, the Σ13 STGB never stopped migrating; with the
GB migration, the slope of the fiducial lines is changed (from Fig. 29a2 and a3). The
measured inverse slope for the fiducial line segment with opposite slope to the initial one
is −0.63 which is close to the predicted shear-coupling factor −1/√3 corresponding to
the disconnection mode (b = a0
√
3/26, h = −3a0/
√
26). We found that the continuous
GB migration was accompanied by repeatedly switching between two different shear-
coupling factors (or disconnection modes) (from Figs. 29a3 and a5). Figure 29b plots the
evolution of the GB position (z¯) and the shear stress (τ) in the system. The evolution
of z¯ is consistent with the observation in Fig. 29a. The evolution of τ shows oscillation
about a nonzero value, indicating cyclic establishment and release of shear stress in the
system. Figure 29c plots the shear stress versus the GB migration distance, which also
shows the cyclic change of shear stress along with GB migration.
The MD simulation results suggest that, for a constrained bicrystal (with the displace-
ment of surfaces fixed) under the applied energy-jump driving force, (i) accompanied by
GB migration, shear stress arises, (ii) GB migration may stagnate for some GBs (e.g. Σ39
STGB), and (iii) GB migration may continue by repeatedly switching between two dis-
connection modes (characterized by different shear-coupling factors) for the other GBs.
Now, how can we understand these observations based on the disconnection model?
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Figure 28: Stagnation of GB migration observed for a Σ39 [111](110) (57¯2) STGB in EAM Ni by MD
simulation. (a) The snapshots at different times, where the atoms at the GB are colored blue and some
atoms are always colored red to serve as reference (i.e., a fiducial marker). (b) The time evolution of the
established internal shear stress (red) and the GB position (blue). (c) The internal shear stress vs. GB
migration distance. The figures are reproduced from Ref. [29] (D. J. Srolovitz, 2017).
5.4.2. Analytical disconnection model
In the case of GB migration in a constrained bicrystal mentioned in the last section,
the energy-jump driving force is applied and shear stress is established during this pro-
cess. Hence, this is a typical case of mixed-force-driven GB migration. We consider an
analytical model based on a bicrystal system with periodic boundary conditions applied
along the x- and y-axes (i.e., GB plane). Modified based on Eq. (14), the energy (per
unit length) for the formation of a pair of disconnections under both the energy density
difference ψ and the shear stress τ is
E = 2Γs|h|+ 2Kb2 ln
∣∣∣∣ sin(piδ/Ly)sin(piδ0/Ly)
∣∣∣∣− (ψh+ τb) δ. (62)
In the case of bicrystal with fixed surfaces, shear stress is established with GB migration.
Assuming isotropic linear elasticity, the induced shear stress is τ = −µu¯/Lz = −µβz¯/Lz
(we take the initial GB position at z¯ = 0 such that z¯ stands for the GB migration
distance). The linear relation between τ and z¯ is consistent with the MD simulation result
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Figure 29: Continuous GB migration via repeated switching between different disconnection modes (with
opposite sign of β) observed for a Σ13 [111](110) (34¯1) STGBs in EAM Ni by MD simulation. (a) The
snapshots at different times, where the atoms at the GB are colored blue and some atoms are always
colored red to serve as reference (i.e., a fiducial marker). (b) The time evolution of the established
internal shear stress (red) and the GB position (blue). (c) The internal shear stress vs. GB migration
distance. The figures are reproduced from Ref. [29] (D. J. Srolovitz, 2017).
(see Fig. 28c). Since periodic boundary condition is applied along the GB, the relation
between the disconnection separation and the GB migration distance is δ/Ly = z¯/h.
Equation (62) then becomes
E(z¯) =
(
2Γs|h|+ 2Kb2 ln
∣∣∣∣ sin(piz¯/h)sin(piδ0/Ly)
∣∣∣∣)− (ψLy z¯ − µβ2LyLz z¯2
)
. (63)
The function E(z¯) is schematically plotted as the green line in Fig. 30. We can find
that the terms in the first set of parentheses of Eq. (63) correspond to the periodic
corrugation along the E(z¯) curve (see the red line in Fig. 30), which leads to many local
minima . The terms in the second set of parentheses of Eq. (63) (i.e., the terms due
to driving forces) contribute to the general shape of the E(z¯) curve (see the blue line
in Fig. 30), which leads to the global energy minimum at the position where the GB
stagnates z¯s = ψLz/(2µβ
2) and the corresponding shear stress is τs = −ψ/(2β). The
shape of the E(z¯) curve suggests that, initially driven by ψ, the GB migrates from z¯ = 0
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Figure 30: Schematic plot of Eq. (63). The red curve corresponds to the step energy, disconnection core
energy, and elastic energy. The blue curve corresponds to the work done by the energy-jump driving
force and the induced shear stress. The green curve corresponds to the total energy. The blue curve
labeled “2nd mode” corresponds to the work if the GB migrates by switching to the second disconnection
mode (associated with a sign of β opposite the first mode). The purple line labeled “1” indicates the
case where the energy barrier is so high that the switch to the second mode is difficult and GB migration
tends to stagnate. The purple line labeled “2” indicates the case where there is no energy barrier such
that the switch to the second mode is natural and the GB can continue to migrate.
to z¯s, and, at the same time, the shear stress is established; when the shear stress reaches
τs, the GB will stagnate at the position z¯s.
In the analysis above, it is assumed that there is only one active disconnection mode
(since b, h and β are constants). However, when the GB migrates to the position z¯ by the
operation of this disconnection mode, the GB will stagnate. At this time, in principle,
the GB migration can continue by the operation of a different disconnection mode which
has a Burgers vector of opposite sign to the first activated mode. For example, if the
first mode is characterized by (b1 > 0, h1 > 0), this mode will be activated by the applied
energy jump ψ > 0 and finally stopped by the induced shear stress τ < 0. Then, the
positive ψ and negative τ may activate the second mode with (b2 < 0, h2 > 0). If so,
GB migration can continue by switching from the first mode to the second mode. As
schematically shown in Fig. 30, when the first mode ceases to operate, the GB will have
a chance to switch to the second mode to continue migrating. There will be two different
cases:
(i) As shown in Fig. 30, if the nucleation barrier for the second mode is not high (see
the magenta line 2) such that it is reduced by the driving forces (i.e., positive ψ and
negative τ), then the GB migration will continue by switching to the second mode.
By the operation of the second mode, the shear stress τ will gradually become
positive and the second mode will cease to operate; at this time, the first mode will
be activated again. GB migration can continue by cyclically switching between the
first and the second modes; such behavior is consistent with the MD simulation
result for the Σ13 STGB (see Fig. 29).
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(ii) As shown in Fig. 30, if the nucleation barrier for the second mode is too high (see
the magenta line 1), then the GB will stagnate (or, rigorously speaking, migrate
very slowly); such behavior is consistent with the MD simulation result for the Σ39
STGB (see Fig. 28).
Therefore, the observation in the MD simulations mentioned in Section 5.4.1 can be
analytically understood based on the disconnection model.
5.4.3. Generalized kinetic equation for grain-boundary motion
Now we consider a more general case of mixed-force-driven GB migration; this case
is not limited to the constrained bicrystal system, and there are multiple disconnection
modes available (rather than one or two modes, as discussed in the last section). No
matter which boundary condition is applied, Eq. (62) is applicable for each disconnection
mode [but Eq. (63) is not]. When the driving forces are small, the nucleation barrier is
approximately reached at the separation δ∗ = Ly/2 and the nucleation barrier is
E∗ ≈ Q−Qd =
(
2Γs|h| − 2Kb2 ln sin piδ0
Ly
)
− (ψh+ τb) Ly
2
, (64)
where Q is the nucleation barrier with zero driving force and Qd is the modification of the
nucleation barrier due to the driving force. Equation (64) applies to each disconnection
mode. For the mode (bn, hnj), we can obtain E
∗
nj , Qnj and Qdnj with b = bn and h = hnj
in Eq. (64). From Eq. (56), the nucleation rate for a pair of disconnections (bn, hnj) is
rnj = ω exp
(
−Qnj −Q
d
nj
kBT/Lx
)
≈ ωe−LxQnj/kBT
(
1 +
Qdnj
kBT/Lx
)
, (65)
where the approximation (expansion to the first order) is valid when Qdnj  1 (or ψ  1
and τ  1). Similar to Eq. (57), the velocity of GB sliding is
v‖ =
Aω
2kBT
τ∑
n,j
b2ne
−LxQnj/kBT + ψ
∑
n,j
bnhnje
−LxQnj/kBT

= M11τ +M12ψ, (66)
and the velocity of GB migration is
v⊥ =
Aω
2kBT
τ∑
n,j
bnhnje
−LxQnj/kBT + ψ
∑
n,j
h2nje
−LxQnj/kBT

= M21τ +M22ψ. (67)
Combining Eq. (66) and Eq. (67), we can obtain the generalized kinetic equation for GB
motion:
V = MF, (68)
where V ≡ (v‖, v⊥)T , M ≡ [Mij ] (i, j = 1, 2), and F ≡ (τ, ψ)T . Unlike the classical
kinetic equation for GB migration Eq. (39), the generalized kinetic equation provides
complete description of GB motion (not only GB migration but GB sliding as well).
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In Eq. (68), M is a symmetric second-order tensor. The diagonal elements of M
relate each velocity directly to their conjugate driving forces; the off-diagonal elements
are responsible for the coupling effects. M depends on temperature. From Eq. (66) and
Eq. (67), the terms in the summation included in M11 or M22 are always positive, so the
diagonal elements are always positive. But the terms in the summation included in M12
(= M21) can be positive or negative. When T → ∞, M12 → 0, implying that there is
no coupling effect. When T → 0, only the term associated with the smallest Qnj in the
summation included in Mij will dominate the value of the summation. In summary,
M(T →∞) = Aω
2kBT
( ∑
n,j b
2
n 0
0
∑
n,j h
2
nj
)
, (69)
and
M(T → 0) = Aω
kBT
(
b20 b0h0
b0h0 h
2
0
)
, (70)
where we denote the disconnection mode with the smallest Qnj as (b0, h0). As T → 0,
(Mu/Mz)
1/2 = (M11/M22)
1/2 = |b0/h0| = |β|, which is consistent with the relation
derived by Karma et al. [15]
According to Eq. (66) and Eq. (67), the shear-coupling factor, in general case, is
β¯(T ) =
M11τ +M12ψ
M12τ +M22ψ
. (71)
In the case of stress-driven GB migration (where τ is finite but ψ = 0), β¯ = M11/M12,
which is approximately equal to Eq. (58). At the limit of T → 0, β¯ → b0/h0 which is
associated with the behavior shown in Fig. 19a2; at the limit of T →∞, β¯ →∞, which
is associated with behavior as shown in Fig. 19a3. In the case of energy-jump-driven GB
migration (where τ = 0 but ψ is finite), β¯ = M12/M22. As an example, Fig. 31 shows
the β¯ value as a function of τ and ψ for a Σ13 [100] (015) STGB for three different
temperatures according to Eq. (71). At low temperature (Fig. 31a), β¯ ≈ 0.4 almost
throughout the whole τ -ψ phase space, which is consistent with the prediction shown in
Figs. 26a and c. At the medium temperature (Fig. 31b), the region where β¯ < 0 becomes
larger. The scenario discussed in Section 5.4 corresponds to the arrow show in Fig. 31b:
under a constant applied energy-jump driving force, negative stress is established; the
state in the τ -ψ phase space finally reaches the dashed purple line where β¯ = 0 and, thus,
no apparent shear coupling appears on average, as illustrated in Fig. 19c3. At the high
temperature (Fig. 31c), β¯ ≈ 0 in most region of the phase space, corresponding to the
case shown in Fig. 19b3. However, near the line where ψ = 0, β¯ → ±∞, corresponding
to the case shown in Fig. 19a3.
5.5. Extension to asymmetric tilt/mixed grain boundaries
In the above sections, we limit the discussion to the shear-coupling factor for STGBs
just for convenience. In practice, however, many GBs in a polycrystal are not STGBs;
they could be pure twist GBs (TwGBs), asymmetric tilt GBs (ATGBs) or, more generally,
mixed tilt-twist GBs (MGBs) [182]. In this section, we will demonstrate the extension
to the prediction of shear-coupling factor for TwGBs, ATGBs and MGBs. Any TwGB,
ATGB or MGB can be constructed from a STGB with the same misorientation. Starting
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Figure 31: Contour plots of the effective shear-coupling factor β¯ as a function of the applied shear stress
τ and energy jump ψ for a Σ13 [100] (015) STGB in a FCC crystal at the (reduced) temperatures: (a)
T˜ = 0.4, (b) T˜ = 1 and (c) T˜ = 10, according to Eq. (71). The purple dashed line is the contour line
of β¯ = 0 and the light blue dashed line is the contour line of β¯ → ±∞. The horizontal arrow in (b)
corresponds to the process of GB migration driven by energy jump with two fixed surfaces (i.e., the
scenario depicted in Fig. 19c). The curved arrow in (b) corresponds to the process of grain shrinkage
(i.e., the scenario depicted in Fig. 38a3).
from a STGB with misorientation angle θ (see Fig. 32a), if we incline the GB plane around
the tilt axis o by the angle Θo, we will obtain an ATGB, as shown in Fig. 32b. If we
incline the GB plane around the axis p by the angle Θp, we will obtain a MGB, as shown
in Fig. 32c. At the limit of Θp = 90
◦, the MGB becomes a TwGB, as shown in Fig. 32d.
Now, the problem is that, if we know the shear-coupling factor for the STGB with a
particular misorientation β(θ), how do we predict the shear-coupling factor as a function
of the inclination angles [i.e., β(θ; Θo,Θp)]?
5.5.1. Prediction of shear-coupling factor
First, there is no shear coupling in TwGBs (see Fig. 32c with Θo = 90
◦). We take, for
example, a SC bicrystal with a Σ5 misorientation, as illustrated in Fig. 1d. If we choose
the horizontal plane (blue line) as the GB plane in Fig. 1a and remove the black lattice
below the plane and white lattice above the plane, we will obtain an STGB (exactly the
case in Fig. 1a). However, if we choose the plane with a normal perpendicular to the
paper and remove the black lattice behind the plane and white lattice in front of the
plane, we will obtain a TwGB. In the case of TwGB, the shortest nonzero DSC vectors
(i.e., the green vectors in Fig. 1d) are always parallel to the GB plane and associated with
zero step height, corresponding to the disconnection mode (b, 0); the shortest nonzero
step height is always associated with zero DSC vector, corresponding to the disconnection
mode (0, a0). Therefore, GB sliding and GB migration are not coupled for TwGBs. If
a TwGB is driven to slide by applied shear stress, then β → ∞ (GB sliding as shown
in Fig. 19a3); if a TwGB is driven to migrate by applied energy jump, then β = 0 (as
shown in Fig. 19b3). The same conclusion can also be drawn from the analysis of GB
dislocations for low-angle TwGBs [155].
Second, we consider the shear-coupling factor for ATGBs (see Fig. 32b). The structure
of an ATGB is usually faceted, as illustrated in Fig. 32e. One facet plane corresponds
to an STGB with Θo = 0; the other facet plane corresponds to another STGB with
Θo = Θs. For example, for a Σ5 [100] tilt GB in FCC material, one facet is Σ5 [100]
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Figure 32: Macroscopic GB geometry for (a) a symmetric tilt GB, (b) an asymmetric tilt GB, (c) a mixed
GB, and (d) a pure twist GB, where the o-axis is the rotation (tilt) axis, θ is the rotation (misorientation)
angle of two grains, Θo is the inclination angle by which the GB plane rotates about the o-axis, and Θp
is the inclination angle by which the GB plane rotates about the p-axis. (e) shows a faceted structure
of (b), where the horizontal facets are associated with the STGB with Θo = 0 and the inclined facets
are associated with the STGB with Θo = Θs. (b1, h1) and (b2, h2) are the disconnection modes for the
horizontal and the inclined facets, respectively. (f) shows a faceted structure of (c), where the horizontal
facets are associated with the STGB with Θp = 0 and the inclined facets are associated with the TwGB
with Θp = 90◦. (b1, h1) is the disconnection mode for the horizontal facet.
(013) STGB and the other is Σ5 [100] (012) STGB, and Θs = 45
◦ (with reference to the
former). Such a faceted structure is supported by observations from atomistic simulations
and experiments [183, 184, 185, 186, 187]. For example, Hasson et al. found that Σ5
[100] (0, 9, 17) ATGB is decomposed into two facets characterized by Σ5 [100] (013) and
Σ5 [100] (012) STGBs (Θs = 45
◦) after relaxation [183]. Such faceting was also observed
in experiments by Medlin et al. [186] Pond et al. also found that a Σ3 [110] (5¯51) ATGB
is decomposed into two facets characterized by Σ3 [110] (1¯11) and Σ3 [110] (1¯12) STGBs
(Θs = 90
◦) [184]; this is consistent with experimental observations by Muschik et al. [187]
Let the shear-coupling factor for the facet with Θo = 0 (i.e., one STGB) be β1 and that
for the other facet with Θo = Θs (i.e., another STGB) be β2. The shear-coupling factor
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for the ATGB can then be obtained by the geometry shown in Fig. 32e:
β(Θo) =
sin2 Θs
β−11 sin
2(Θs − |Θo|) + β−12 sin2 |Θo|
. (72)
At the limit of Θo = 0, β = β1; at the limit of Θo = Θs, β = β2. When β1 and β2 are of
the same sign, β will be finite. However, when β1 and β2 are of the opposite sign, there
will be a special inclination angle Θo such that the denominator in Eq. (72) is zero and
β → ±∞. This corresponds to the case where two facets migrate in opposite directions
such that there is no net migration for the ATGB as an entity. Note that, although not
all ATGBs are faceted into two STGBs as suggested in Fig. 32e (e.g. Σ11 [110] ATGB
in Ref. [185]), Eq. (72) is still valid since it only relies on GB geometry (i.e., DSC lattice
and GB plane) rather than GB structure. Basak et al. also constructed the functional
form for β(Θo) [188] which is different from Eq. (72); but their construction is empirical
rather than physics-based.
Third, we think of the shear-coupling factor for MGBs (see Fig. 32c). The structure
of a MGB is also usually faceted, as illustrated in Fig. 32f, which is supported by simula-
tions [189]. One facet plane corresponds to a STGB with Θp = 0; the other facet plane
corresponds to a TwGB with Θp = 90
◦. Since there is no shear coupling for TwGBs,
the shear-coupling behavior of the MGB is simply that of the STGB which characterizes
the facets resolved to the plane of the MGB, i.e.,
β(Θp) = β1 sec Θp. (73)
Although not all MGBs are faceted into one STGB and one TwGB as suggested in
Fig. 32f (e.g. Ref. [82]), Eq. (73) is still valid.
Finally, in the most general case where both Θo and Θp are nonzero, the shear-
coupling factor can be estimated as
β(θ; Θo,Θp) =
sin2 Θs sec Θp
β−11 (θ) sin
2(Θs − |Θo|) + β−12 (θ) sin2 |Θo|
. (74)
Figures 33a and b show the shear-coupling factor β in the space spanned by Θo and Θp
for the ATGBs and MGBs originated from Σ5 (θ = 36.9◦) and Σ25 (θ = 16.3◦) [100]
STGBs, respectively. Figure 33c shows the prediction of β values in the space spanned
by the misorientation angle θ and the inclination angle Θo, where we assume that the
misorientation dependence of β follows Eq. (50) with θd = 16.5
◦.
5.5.2. Comparison with simulations and experiments
The DFT simulation on a Σ5 [001] TwGB in Al performed by Molteni et al. shows
that, driven by an applied shear deformation, GB sliding occurs without GB migration
(i.e., β → ∞) [191, 192]. However, experiments [193] and MD simulations [194] suggest
that the migration of TwGB induced by the elastic energy density difference (i.e., energy-
jump driving force) occurs without noticeable GB sliding (i.e., β = 0). All of these
observations support that there is no shear coupling for TwGBs.
Trautt el al. obtained the shear-coupling factor for a series of ATGBs with various
values of Θo (but Θp = 0) by MD and phase-field crystal (PFC) simulations [190].
Figures 33d and e plot the MD and PFC results for Σ5 (θ = 36.9◦) and Σ25 (θ = 16.3◦)
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Figure 33: (a) and (b) show the predicted shear-coupling factor β as a function of the inclination angles
Θo and Θp (see the geometry in Fig. 32) for Σ5 (θ = 36.9◦) and Σ25 (θ = 16.3◦) misorientations,
respectively. (c) shows the predicted shear-coupling factor as a function of the misorientation angle θ
and the inclination angles Θo for the case of tilt boundaries (i.e., Θp = 0). The green solid line indicates
a discontinuity in (and change in sign of) β. (d) and (e) show comparisons between the predicted shear-
coupling factor and the simulation (MD and PFC) data [190] for Σ5 and Σ25 tilt boundaries (including
STGBs and ATGBs), respectively. (f) shows the sign of the shear-coupling factor by varying θ and Θo
with Θp = 0 according to the PFC simulation results [190], where the red diamonds denote positive β
values, while the blue circles denote negative β values.
[100] ATGBs, respectively. On the same figures, the prediction based on Eq. (72) is also
plotted as red lines, which is consistent in trend with the MD and PFC results. The
PFC simulations also provide the sign of the β values for varying θ and Θo as shown in
Fig. 33f, which is consistent with our prediction shown in Fig. 33c.
Gorkaya et al. measured the shear-coupling factor β for a [100] θ = 18.2◦ Θp = 20◦
MGB in Al [152]. They found the β value was close to that of a [100] θ = 18.2◦ STGB;
i.e., the shear coupling behavior is only determined by the tilt component of the MGB
but unaffected by the twist component.
We could not find a systematic collection of the shear-coupling factors for the general
GBs with nonzero Θo and Θp in literature. Therefore, Eq. (74) is still waiting for
validation.
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5.6. Continuum equation for grain-boundary migration
Now, we consider a continuum description for conservative GB migration incorporat-
ing shear coupling and, in principle, all other types of driving forces. For a GB driven
solely by capillarity or curvature z,yy (see Fig. 36a), the classical continuum equation
for GB migration may be expressed as z,t(y, t) = MΓz,yy, where M is the GB mobility
and Γ is the GB stiffness [181, 195]. However, we also know that GB migration can
be driven by stress (shear-coupling). How does shear coupling modify the continuum
GB equation of motion? Such a continuum equation for GB migration that includes the
shear-coupling effect was proposed by Zhang et al. [196]; we review this proposal here. In
Section 5.2.3 we demonstrated that GBs migrate by the nucleation and propagation of
disconnections along the GBs; the disconnections are characterized by a Burgers vector
b and a step height h, corresponding to a shear-coupling factor β = b/h (assuming that
only a single disconnection mode operates). Based on this disconnection model, the GB
migration velocity is
z,t = −vdz,y = −MdFdz,y, (75)
where vd is the disconnection velocity, z,y is the slope of the GB profile (which corresponds
to the signed disconnection density), Md is the disconnection glide mobility, and Fd is
the driving force on the disconnection (i.e., minus the variation of the energy of the
system with respect to the displacement of the disconnection along the GB). There are
two classes of driving forces: one associated with a shear stress (i.e., the Peach-Koehler
force) and the other with a energy-jump driving force. The driving force can be expressed
as
Fd = [(τint[z,y] + τ) b+ (ψ − Γz,yy)h] z,y/|z,y|, (76)
where τ is the externally applied shear stress resolved along the GB, ψ is the energy
density difference across the GB, and τint is the shear stress from all of the disconnections
in the system resolved onto the GB (this is a functional of the step height density z,y):
τint[z,y] = K
∫ ∞
−∞
βz,y(y
′, t)
y − y′ dy
′. (77)
Combining Eq. (75) and Eq. (76), we obtain the continuum equation for GB migration:
z,t(y, t) = −Md [(τint[z,y] + τ) b+ (ψ − Γz,yy)h] (|z,y|+ η) . (78)
η can be thought of as a disconnection source (or nucleation) term, without which a flat
GB (z,y = 0) would not be able to move (in contradiction to simulation observations of
driven migration of a flat GB). Zhang et al. [196] suggested replacing the disconnection
source with the assumption that η represents the temperature-dependent, thermal equi-
librium step density: η = (h/ab)e
−Ed/kBT , where ab is the atomic spacing along the GB
and Ed is half the energy of the formation of a disconnection pair. With this equation
of GB motion Eq. (78), we can numerically solve for the evolution of a GB profile under
any type of or combination of driving forces given the appropriate boundary conditions;
examples of this are shown in Section 5.7.2.
Another continuum description of GB structure, energy and migration behavior was
proposed, based on the distribution and dynamics of intrinsic GB dislocations [197, 198,
199]. This approach is mainly applicable to low-angle GBs, but may, in principle, be
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extended to high-angle GBs by considering secondary GB dislocations. Even for the
case of low-angle GBs, we would emphasize that the description based on the motion
of intrinsic GB dislocations is equivalent to a description based on disconnections (as
illustrated in Fig. 4 and discussed in Section 2.2.2).
5.7. Implications for grain growth/shrinkage
Driven GB migration and the associated shear-coupling effect has been widely studied
for individual flat GB usually in the bicrystal context. However, in the vast majority of
applications, the materials of interest are polycrystals (rather than single or bi-crystals).
Hence, it is important to examine the implications of shear coupling for the evolution of
polycrystalline microstructure.
It is often fruitful to model a polycrystalline microstructure as a GB network. The
evolution of the microstructure can then be described as the evolution of the GB net-
work [38]. Traditionally, the driving force for the evolution of the GB network (in a
well-annealed sample and in the absence of an applied stress) is assumed to be surface
tension (capillarity), meaning that the GB network tends to evolve in order to lower the
total GB energy (and, thus, total GB area) in the entire polycrystalline system. For this
driving force, the kinetic equation for GB migration, is usually expressed as v⊥ = Mγκ.
This is the equation of motion that describes ideal soap froth coarsening, where only the
surface tension plays the role. However, polycrystalline materials are not soap froths.
First, unlike soap froths, crystalline materials are anisotropic; GB properties (such as GB
energy, GB mobility, etc.) depend on the orientations of the neighboring grains (no such
issue arises for the isotropic membranes of soap bubbles). Note that a small modification
of this kinetic equation can account for anisotropic GB energy and mobility [200]. Second,
many experiments have demonstrated that GB migration may be driven by an applied
stress [28, 154, 153] (such elastic stress-induced GB motion never occurs in a froth with
liquid membranes). Third, grain rotation occurs during the evolution of polycrystalline
microstructure [30, 201]; grain rotation has no meaning for soap bubbles. Therefore,
the classical model for capillarity-driven microstructure evolution fails to capture many
important phenomena associated with the GB network evolution in polycrystals.
As suggested in the previous sections, the main missing element in the classical model
for the evolution of microstructure is related to GB bicrystallography and its inevitable
shear-coupling effect. Since the shear-coupling factor β is determined by the bicrystal-
lography, much of the anisotropy of GB properties may naturally be included by virtue
of the disconnection model. Second, since GB migration occurs by the motion of dis-
connections, GB migration can be driven by (internal and/or applied) stresses (even in
a polycrystal system). Third, since GB migration is accompanied by shear deformation,
grain rotation naturally occurs provided that the shear deformation occurs cooperatively
(in the same sense) for the GBs enclosing individual grains.
We now review our present understanding of GB migration in microstructure coars-
ening and especially how it is related to shear coupling.
5.7.1. A shrinking cylindrical grain
A simplified model for studying the evolution of microstructure is a circular cylin-
drical grain embedded in a matrix, as illustrated in Fig. 34a. This is an example of
capillarity-driven evolution without the complications of triple junctions and multiple
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Figure 34: (a) A cylindrical grain (colored yellow) with initial radius r0 embedded in a matrix of different
misorientation. The blue solid line indicates the current GB position and the red lines are fiducial marks,
attached to material points. (b) Grain shrinkage in the case of no coupling effect (pure GB sliding).
The blue dashed line indicates the initial GB position. (c) Grain shrinkage when shear-coupled GB
migration occurs. The black dashed line denotes the fiducial line if the cylindrical grain does not rotate.
The comparison between the black dashed line and the red solid line in the cylindrical grain indicates
grain rotation by the angle ∆θ. This figure is reproduced from Ref. [155] (J. W. Cahn, Elsevier 2004).
grain orientations. This may be a reasonable approximation to a grain surrounded by
high-angle/high-energy GBs where all of the other GBs meeting it at triple junctions are
low-angle/low-energy, such that the effect of triple junctions is small. The circular shape
of the embedded grain may, in principle, allow for easy grain rotation.
Driven by the capillary force, this embedded grain tends to shrink in order to lower
the total GB energy. According to the classical law of capillarity-driven grain growth (in
the absence of shear coupling), the grain shrinkage velocity is
−r˙ = v⊥ = Mγ/r, (79)
where A˙ ≡ dA/dt for any quantity A, r is the radius of the grain, and v⊥ is the magnitude
of the GB migration velocity in the direction normal to the local GB plane (we define
the GB normal as pointing into the embedded grain). The solution to Eq. (79) is
r2 = r20 − 2Mγt, (80)
which is simply the classical parabolic grain growth/shrinkage law.
If there is a (constant) shear-coupling factor associated with the GB, then grain
shrinkage will be accompanied by grain rotation, as illustrated in Fig. 34c. Cahn et
al. analyzed the shrinkage dynamics of the cylindrical grain in such situation [155]. The
magnitudes of the GB migration velocity v⊥ and GB sliding velocity v‖ are (see Fig. 34c)
v⊥ = −r˙ and v‖ = rθ˙. (81)
If these two velocities are coupled by the factor β, then
β =
v‖
v⊥
= −rdθ
dr
. (82)
The driving force for grain shrinkage is the capillary force (reduction of the total GB
energy), i.e.,
F =
1
2pir
d(2pirγ)
dr
= (γ − βγ′)/r, (83)
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where Eq. (82) is used, γ is in general considered as a function of the misorientation
angle θ, and γ′ ≡ dγ/dθ. Thus, the kinetic equations for GB motion are
−r˙ = v⊥ = MF = M(γ − βγ′)/r, (84)
rθ˙ = v‖ = βv⊥ = βM(γ − βγ′)/r. (85)
For β = 0 (i.e., no shear coupling, e.g. at high temperature), Eq. (84) exactly becomes
Eq. (79), which gives the classical parabolic law; and from Eq. (85), we will have θ˙ = 0,
indicating that the grain will not rotate; this is the scenario illustrated in Fig. 34b. In
general, β, M , γ and γ′ are all functions of θ.
We first consider the low-angle GB case (θ  1) such that the GB is an array of lattice
dislocations. In this case, the shear-coupling factor β(θ) ≈ θ [this is the small-θ branch
in Eq. (50)]. The GB mobility in this limit can be thought of as arising from the motion
of its constituent lattice dislocations. Hence, M(θ) = mbbb/θ = M0/θ, where mb and bb
are the mobility and Burgers vector of these lattice dislocations and M0 ≡ mbbb [155, 15].
The low-angle GB energy is γ(θ) = γ0θ(a− ln θ) [50]. Thus, Eq. (84) becomes
−r˙ = M0γ0/r ⇒ r2 = r20 − 2M0γ0t. (86)
This is the classical result of Eq. (80) in form. Inserting these low-angle GB assumptions
into the shear rate expression, Eq. (85), this implies a (nearly) constant rotation rate:
θ˙
θ
=
M0γ0
r2
=
M0γ0
r20 − 2M0γ0t
⇒ θ
θ0
=
1√
1− (2M0γ0/r20)t
≈ 1 + M0γ0
r20
t. (87)
We see that the inclusion of shear coupling does not modify the classical prediction of
how fast a grain shrinks, yet it does explain grain rotation (which is not in the classical
theory).
MD simulations were performed to measure grain rotation during grain shrinkage [202,
203, 204]. In particular, the MD results obtained by Trautt et al. show qualitative
agreement with Eq. (86) and Eq. (87) [203]. However, in some MD simulations and
experiments, the rotation of an embedded grain was not observed during grain shrink-
age [57, 205, 204].
Several explanations of this apparent contradiction are possible. Trautt et al. found
that, if the embedded grain rotated such that the misorientation angle reached θd [ref.
Eq. (50), i.e., the angle where the β value switches from one branch to the other], the grain
would stop rotating at this angle (i.e., θd is a stationary misorientation) [203]. Trautt
et al. also suggests that we should describe the rotation of the embedded grain based
on a β which is the average of the shear-coupling factors around the entire grain [206].
If the shear-coupling factor changes sign for different GB segment for the GBs around
the grain, the inclination-averaged β will be close to zero and, thus, no grain rotation
will be observed. This is consistent with the predictions of β(Θo) in Fig. 33a where
we see the sign of β switching with GB inclination. However, if there were only single
disconnection modes operating at different positions along the GB, then stresses would
develop and this should stop GB motion altogether, which is not consistent with the
simulation results. Alternatively, as the grain shrinks, the stresses that develop will lead
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Figure 35: (a1) Model of a GB with two ends pinned by TJs. The applied shear stress τ induces the
nucleation of a pair of disconnections on the GB. (a2) More and more disconnection pairs are nucleated
and separated and pile up at the TJs. The equilibrium distribution of disconnections leads to the curved
GB profile. (b) The plots of the distribution of Burgers vector density %b(y) according to Eq. (88) (the
blue curve) and the GB profile z(y) according to Eq. (89) (the red curve). (c) The snapshot from the
MD simulation performed by Aramfard and Deng [208], where the atoms are colored according to the
local lattice orientation, except that some atoms are artificially colored red to serve as a reference.
to cyclic switching between disconnection modes with positive and negative β values (see
Section 5.4 and Fig. 19c3), as illustrated in Fig. 34c. This will allow shrinking without
rotation – consistent with the simulations. Examination of Figs. 33a and b suggest that
the inclination-averaged value of β may be zero or nonzero, indicating that for some
grains rotation should occur while for others no rotation will be observed.
5.7.2. Grain-boundary migration with triple junctions
In polycrystals, GBs are neither of infinite extent nor periodic (as often modeled in
simulations), but are instead delimited by triple junctions (TJs) – 1D defects along which
three GBs meet [1, 207]. While our previous discussion considered a finite grain size (in
the form of an embedded cylindrical grain), it did not discuss the effects of TJs on GB
migration. Here, we consider the evolution of a GB profile associated with the effect of
the delimiting TJs within the framework of the disconnection model. Figure 35a1 shows
a schematic illustration of a single 1D GB terminated by two TJs.
We initially assume that the TJs are immobile and consider the equilibrium GB pro-
file, i.e., z(y), under an applied shear stress τ . As mentioned in Section 5.2.3 and shown
in Fig. 23, the shear stress triggers repeated nucleation and separation of disconnection
pairs. Since the TJs are immobile (i.e., the disconnection fluxes into/out of the TJs
are zero), the nucleated disconnections pile up at the TJs, as shown in Fig. 35a2. The
experiments of Pond, Smith and Southerden [209] demonstrated that the extent of GB
sliding decreases along the GB as it approaches an immobile TJ. Since GB sliding occurs
by disconnection motion, this finding supports the notion that disconnections indeed pile
up at TJs. An analytical solution exists for the equilibrium Burgers vector density dis-
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tribution associated with this classical double-ended pileup of lattice dislocations under
an applied shear stress τ [75]:
%b(y) =
2(1− ν)τ
µb
y − Ly/2√
y(Ly − y)
, (88)
which is based on the geometry and coordinate system shown in Fig. 35a. This function
is plotted as the blue curve in Fig. 35b. In the disconnection model, a Burgers vector
pileup creates a corresponding pileup of steps (constant β case); hence, the stress that
drives the Burgers vectors also drives a GB profile change. From Eqs. (26), (27) and
(48), we know that %h = dz/dy, %b = −du/dy, and β = du/dz. Hence, %b = −β%h. With
this relationship, we obtain the equilibrium GB profile as
z(y) =
∫ y
0
%h(y′) dy′ = − 1
β
∫ y
0
%b(y′) dy′ =
2(1− ν)τ
βµb
√
y(Ly − y), (89)
which is plotted as the red curve in Fig. 35b. A GB network geometry similar to that
in Fig. 35a1 was examined in the MD simulation of Aramfard and Deng [208] and the
resultant profile is shown in Fig. 35c. Comparison of this profile with our prediction (see
the red curve in Fig. 35b) shows excellent agreement. A similar equilibrium GB profile
terminated by two TJs and under a shear stress was also simulated by Velasco, Van
Swygenhoven and Brandl [210]. In the discussion above, we neglected the capillary force
due to the GB profile curvature. According to the solution to Eq. (89), the curvature
goes to infinity near the TJs (as y → 0 or Ly). Therefore, if the capillary force is taken
into account, the curvature should be lowered near the TJs.
The time evolution of the GB profile (including both transient and equilibrium pro-
files) can be obtained by numerically solving Eq. (78) with the boundary condition
z,t(0, t) = z,t(Ly, t) = 0; this equation includes the effect of capillarity Γz,yy. Fig-
ure 36b1 shows the numerical results for stress-driven GB migration with the GB pinned
by two TJs obtained by Zhang et al. [196]. The equilibrium GB profile (red curve) is
similar to that predicted from Eq. (89), but the difference is that the curvature near
the TJs is finite. We note that when the disconnection source parameter η is small,
the evolving GB profile near y = Ly/2 has very small curvature. As the disconnections
are rapidly pushed to the TJs by the shear stress and join the disconnection pileup at
the TJs, the disconnection density remains small (which implies a near flat GB profile)
around y = Ly/2. Zhang et al. [196] demonstrated that changing η (e.g., by changing
the temperature) changes the shape of the evolving GB profile but not its equilibrium
profile.
TJ-pinned GB migration corresponds to the scenario where the disconnections flowing
along the GB cannot annihilate at the TJs. In this case, when the disconnections are
driven to the TJs, the Burger vectors (carried by the disconnections) will inevitably
accumulate at the TJs. The accumulation of Burgers vectors at the TJs will establish a
back stress on the disconnections along the GB and eventually lead to a stationary GB
profile. The TJ-pinned GB profile evolution, however, is not a good representation of the
GB profile evolution in a polycrystalline microstructure. In reality, GBs are usually not
pinned by TJs (otherwise, grain growth would never be observed). Rather, disconnections
do not necessarily accumulate at the TJs because they may react and annihilate with
disconnections arriving at the TJ from the other GBs. Two extreme cases are expected.
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Figure 36: (a) A curved 1D GB represented by a continuum description (red) and by a discrete distri-
bution of disconnections of mode (±b,±h) (black). (b1), (b2) and (b3) The numerical results of the GB
profile evolution under the applied shear stress τ = 5× 10−2µ for ktjatj/(Mdηh/Ly) = 0, 78.1 and 781,
respectively. In each case, blue line color denotes an earlier time while red line color denotes a later time.
These plots are reproduced from the supplemental material of Ref. [196] (L. Zhang, American Physical
Society 2017). (c) The GB migration velocity (the solid blue curve) and the slope of the GB profile at
the boundary (the dashed red curve) as functions of the kinetic parameter ktjatj.
If the reaction rate at the TJ is zero, disconnection accumulation will occur and lead to a
pinned TJs and the cessation of GB migration. If the reaction rate tends to infinity, the
TJ motion will be a slave to the GB migration and the GB profile will remain flat as it
migrates. We can consider the effect of mobile TJs by modifying the boundary condition
at the TJ. The GB velocity at the TJ located at y = 0 is
z,t(0, t) = J(0, t)h = %(0, t)vd(0, t)h = z,y(0, t)vd(0, t), (90)
where J is the disconnection flux flowing towards the TJ and % is the disconnection
density (the same boundary conditions applies to the TJ at y = Ly). We assume that
disconnection reaction kinetics at the TJ is of first order, leading to a disconnection
velocity at the TJ: vd(0, t) = ktjatj, where ktj is the reaction rate constant and atj is
a characteristic distance to the TJ within which the disconnection annihilation occurs
spontaneously. The reaction rate constant can be expressed as ktj = νe
−E∗gb→tj/kBT ,
where ν is an attempt frequency and E∗gb→tj is the energy barrier for a disconnection
absorption into the TJ. Hence, the boundary condition accounting for the effect of finite
TJ mobility is
z,t(y, t) = ktjatjz,y(y, t) for y = 0 and Ly. (91)
Zhang et al. [196] solved Eq. (78) with this boundary condition; the numerical results of
the GB profile evolution for ktjatjLy/Mdη = 0, 78.1 and 781 are shown in Figs. 36b1, b2
and b3, respectively. From these results we can see that, following an initial transient, a
steady-state GB profile is established. These steady-state GB profiles (i.e., the red curves
in Fig. 36b) can not be simply described by Eq. (78). The steady-state GB velocity and
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the absolute value of the slope of the steady-state GB profile at y = 0 as functions of the
parameter ktjatj are shown in in Fig. 36c. These results show that, with increasing ktjatj,
the GB and TJs move faster and the GB profile becomes increasingly flat. The results
also show that for small ktjatj the GB slope at the TJ is large and as ktjatj → ∞ the
slope goes to zero. This demonstrates that TJ drag, induced by disconnection reaction
barriers, indeed changes the TJ angle from its equilibrium value (0 here), as discussed
earlier by Shvindlerman and co-workers [211, 212, 213, 214, 215].
5.7.3. Triple junctions
In the previous section, the effects of the TJs were treated as a boundary condition
applied to the terminations of a single GB. However, because the mechanism behind
these TJ effect is related to the reactions among the disconnections coming from the
three GBs meeting at the TJ, the TJ motion should depend on disconnection motion
along all three GBs; this cannot be described by the simple boundary condition Eq. (91)
(except in special cases). Here, we focus on TJ motion and propose a more rigorous
manner to treat TJ effect on GB migration.
TJs are not simply the terminations of GBs, but are unique defects in their own
right; i.e., they have their own crystallography, thermodynamics, and kinetic proper-
ties [207]. For example, as alluded to above, both experiments and MD simulations
have demonstrated that TJs can create drag on GB migration, especially at low tem-
perature [211, 212, 213, 214, 215]. This implies that TJs are not simply the geometric
intersection of three GBs, which would imply that TJs have infinite mobility (i.e., they
are in equilibrium with respect to the GBs). Rather, TJs have their own dynamics that
give rise to finite TJ mobilities.
As discussed in Sections 5.2.3 and 5.3.2, GB migration occurs by the nucleation and
glide of disconnections along the GB. TJs can be thought of as sources/sinks for the
disconnections moving along the GBs [216, 67]. When disconnections flow into/out of
TJs, they must either accumulate there or react with other disconnections there, since
disconnection step heights and Burgers vectors must be conserved. TJ migration can be
described in terms of the accumulation of disconnection steps at the TJ – this is a purely
geometrical effect. Geometric considerations require that the following zero displacement
incompletion condition [217] must be met at the TJ:
3∑
i=1
J (i)h(i) sin Θ(i) = 0, (92)
where J (i) is the disconnection flux from GB(i) into the TJ, h(i) is the step height of
the disconnection on GB(i), and Θ(i) is the dihedral angle opposite GB(i) – see Fig. 37a.
The zero displacement incompletion condition Eq. (92) implies that J (1), J (2) and J (3)
are not independent; there are two, rather than three, free variables. Hence, Eq. (92)
represents a TJ constraint on the migration of the three GBs meeting there (via J (i)).
Correspondingly, the velocity (vector) of the TJ is
vtj =
1
3
∑
i,j,k
εijk
[
J (k)h(k)
sin Θ(j)
− J
(j)h(j)
sin Θ(k)
]
t(i), (93)
where εikj is the permutation symbol and t
(i) is the unit tangent vector to GB(i) (per-
pendicular to the TJ direction ξ) adjacent to the TJ.
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Figure 37: (a) The geometry of a TJ (line direction ξ), where GB(1), GB(2) and GB(3) meet. J(1), J(2)
and J(3) are the disconnection fluxes from the three GBs into the TJ. (b) GB sliding and migration
around a TJ under constant stress of 0.6 MPa at 773 K, observed by Miura, Hashimoto and Fujii [218].
(c) The geometry of a TJ configuration which is symmetric about GB(1). The dashed line indicates the
initial TJ configuration. (d) Case (i), where the Burgers vectors of the disconnections along the GBs are
tangent to the TJ line and the TJ/GB motion is driven by the capillary force. (e) Case (ii), where the
Burgers vectors of the disconnections along the GBs are perpendicular to the TJ line and the TJ/GB
motion is driven by the shear stress; the light red lines are fiducial lines.
In order for the TJ to continue to move, another condition should be satisfied: there
should be no net disconnection Burgers vector accumulation at the TJ. If this condition
is not met, Burgers vectors will accumulate at the TJ, the TJ will develop dislocation
character, and the disconnections moving along the GBs will tend to be repelled from the
TJ (via elastic Peach-Koehler forces). If this occurs, TJ motion will stop and, eventually,
GB migration will also stagnate because the disconnections will be unable to flow. This
gives rise to an equilibrium of shear condition [218] which can be expressed as
3∑
i=1
J (i)b(i) +
N∑
l=1
JLlbLl = 0, (94)
where b(i) is the Burgers vector of the disconnection on GB(i). The second term in this
equation is associated with plasticity in the grains; bLl and JLl are the Burgers vector
and the flux, respectively, of lattice dislocations belonging to the l-th slip system from
the grain interior flowing into the TJ. Note, of course, that lattice dislocations can also be
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absorbed into/emitted from the GBs themselves, reacting with the disconnections there
and modifying the disconnection flux from the GBs into the TJs (as already captured by
the b(i) terms).
Combining Eqs. (92) and (94), we obtain a system of linear equations for the discon-
nection fluxes on the GBs meeting at the TJ:
0 =

b
(1)
x b
(2)
x b
(3)
x bL1x · · · bLNx
b
(1)
y b
(2)
y b
(3)
y bL1y · · · bLNy
b
(1)
z b
(2)
z b
(3)
z bL1z · · · bLNz
h(1) sin Θ(1) h(2) sin Θ(2) h(3) sin Θ(3) 0 · · · 0


J (1)
J (2)
J (3)
JL1
...
JLN

=
(
B BL
H 0
)(
J
JL
)
, (95)
where the B and H matrices are formed by the coefficients related to the disconnection
Burgers vectors and step heights on the GBs, respectively, J is the disconnection flux
vector, and the superscript “L” labels the terms related to the lattice dislocations. A TJ
is mobile only when J has nontrivial solutions (i.e., solutions for which the disconnection
fluxes into the TJ are nonzero); of course, if h(1), h(2) and h(3) are all zero, the TJ also
does not move. If there is no lattice dislocation flowing into/out of the TJ, Eq. (95)
simplifies to
0 =
(
B
H
)
J, (96)
which is a homogeneous system of linear equations. In general, the coefficient matrix of
Eq. (96) is of rank 4 and, thus, Eq. (96) only has the trivial solution J = 0. In other
words, the general (preliminary) conclusion is that TJs cannot move.
In special cases (associated with special b(i) and h(i)), however, the rank of the tensor
in Eq. (96) may be lower and solutions may exist. Consider, for example, the symmetric
TJ geometry illustrated in Fig. 37c, where GB(2) and GB(3) are identical and mirrored
about the GB(1) plane. We examine two special cases:
(i) Burgers vectors tangent to the TJ line: If b(i) = b(i)ξ (i = 1, 2, 3), there will
be infinitely many nontrivial solutions to Eq. (96), which means that in this case
the TJ is always mobile (ξ is the TJ line direction). If it happens that β(2) =
β(3) = 12β
(1) sec Θ, the only constraint on the choice of J (i) is Eq. (92) (two free
variables). If this equality fails, the only nontrivial solution is J (1) = 0 and J (2) =
−J (3) (one free variable); this means that the TJ can only move in one direction:
vtj = J
(2)h(2) csc Θt(1).
(ii) Burgers vectors perpendicular to the TJ line: If b(i) = b(i)t(i) 6= 0 (i = 1, 2, 3), the
only general solution is the trivial one – the TJ is immobile. The TJ can move in
the very special case where β(2) = β(3) = − 12β(1) sec2 Θ, for which J (2) = J (3) =
1
2J
(1)(b(1)/b(2)) sec Θ and the TJ velocity is vtj = J
(1)h(1)n(1). In this special case
the boundary condition Eq. (91) is exactly correct for solving the evolution of GB(1)
terminated at the TJ.
78
As discussed above, Eq. (96) implies that it is difficult for TJs to move appreciable
distances, except in a restrictive set of special cases. This can be thought of as the result
of incompatible GB displacements and/or the accumulation of Burgers vectors at the
TJ, which effectively shuts off the motion of disconnections along the GBs. However,
we know that in real polycrystals, most TJs can, in fact, move (otherwise, grain growth
would never be observed). There are several possible mechanisms by which TJs may
overcome the restrictions discussed above. One possible mechanism is the emission of
lattice dislocations into the grains during TJ migration, as explicitly allowed for in the
more general form of Eq. (96) [i.e., Eq. (95)]. If one or more of the grains meeting at
the TJ have viable slip systems, the TJ may have sufficient flexibility to emit the right
combination of lattice dislocations to effectively keep the TJs Burgers vector-free. This
would imply that grain growth is necessarily tied to crystal plasticity.
Another possible mechanism for continued TJ migration is associated with the fact
that each GB has multiple disconnection modes (see Section 2.3). Multiple disconnection
modes can be activated on the three GBs meeting at the TJ such that the Burgers vectors
and step heights in Eq. (96) are effectively replaced with the average Burgers vectors b¯(i)
and the average step heights h¯(i) for all of the disconnections flowing on GB(i) (the bar
denotes average over the modes on each GB). Given multiple disconnection modes on
each GB (which is probably the scenario at high temperature), the system can choose the
right combination to ensure that the average Burgers vectors and step heights are such
that the rank of the coefficient matrix of Eq. (96) is < 3. If this is indeed the case, there
will be an infinite set of nontrivial solutions to Eq. (96), suggesting that the TJ can move
without emission of lattice dislocations into the grains. For example, in special case (i)
above, if the disconnection modes activated on the three GBs are adjusted such that the
average Burgers vectors are parallel to the TJ line direction ξ, the TJ will be mobile.
This situation is applicable to the configuration in Fig. 37d, which has been widely used
in experiments [e.g., Ref. [211, 219]] and MD simulations [e.g., Ref. [215]] to deduce the
TJ mobility for the case of capillarity-driven GB migration. Similarly, the case in which
the TJ moves as illustrated in Fig. 37e [corresponding to special case (ii)] implies that
the average of the activated disconnection modes satisfy β¯(2) = β¯(3) = − 12 β¯(1) sec2 Θ.
Such cases were also observed in MD simulations [208].
The disconnection model of TJ motion finds support in both existing experimental
and MD simulation observations [218, 220, 209, 217]. For example, as shown in Fig. 37b,
by tracing the deformation of a tri-crystal via a set of fiducial lines in the creep experi-
ments (i.e., constant stress and temperature) of Miura, Hashimoto and Fujii [218]. They
observed both shear along the three GBs meeting at a TJ and simultaneous migration
of two of these (GB(2) and GB(3) in Fig. 37b). Based on this observation, they sug-
gested a relationship among the shear (or sliding) distances along the three GBs. This
relationship accounts for the equilibrium of shear condition [i.e., Eq. (94)]. Other stud-
ies [218, 220, 221] report the emission of lattice dislocations from migrating TJs, leading
to a localized deformation configuration which they call a “TJ fold”. MD simulations
of grain growth in polycrystals also revealed the emission of lattice (or twinning) dis-
locations from the TJ in the absence of an applied stress [222, 32]. As suggested by
Eq. (96), such dislocation emission from a TJ (corresponding to the inclusion of {JLl})
helps alleviate the rigid constraints on TJ motion (where only one set of disconnections
is activated on the corresponding GBs).
The kinetic process of TJ motion along with the migration of the three GBs meeting
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at the TJ can be simulated by solving Eq. (78) for each of the three GBs. All of the
quantities in Eq. (78) are labeled by superscript “(i)” for GB(i), and the coordinate
system is attached to each GB such that the y(i)-axis is parallel to −t(i), the z(i)-axis
is parallel to n(i) and the TJ is located at y(i) = 0 (see Fig. 37a). Such a simulation
algorithm is proposed in Appendix E. This algorithm guarantees that (i) the GBs always
meet at the TJ and (ii) the stress of the Burgers vector accumulated at the TJ is included
in the equations for GB migration.
5.7.4. Grain growth in polycrystals
Since GB migration is, in general, coupled with the shear across the GB, shear cou-
pling may influence the process of (capillarity driven) grain growth in polycrystals. For
the purpose of illustration, we consider a columnar polycrystal which contains a square
grain as shown in Fig. 38a. According to the von Neumann [223] and Mullins [37] theory
for isotropic capillarity-driven grain growth, the rate of change of the size of a grain is
A˙g = −2piM⊥γ(1−Ng/6), whereAg is the area of the grain andNg is the number of edges
of the grain. For the square grain in Fig. 38a, Ng = 4 and, thus, A˙g < 0, implying that
this grain will shrink under a capillary force. However, we have already demonstrated
that GB migration is usually accompanied by shear across the GB. Therefore, with the
shrinkage of the square grain, stresses will inevitably be established within this grain.
Such a situation is similar to the mixed-force-driven GB migration case we discussed in
Section 5.4. The accumulation of stresses within the grain, leads us to expect that the
rate at which the square grain shrinks will deviate from that expected based upon the
simple von Neumann-Mullins relation. If the stresses within the grain are not relaxed
by some process, the growing stresses associated with GB migration will eventually can-
cel the capillary force and prevent further GB migration/square grain shrinkage. Three
possible mechanisms for relaxing the stress associated with GB migration are discussed
below.
The first possible mechanism to relax the stress stored in the grain is plastic deforma-
tion (dislocation motion or twinning within the grain). As illustrated in Fig. 38a1, when
the square grain shrinks, the resultant stress can be realxed by twinning (or, equivalently,
emission of twinning dislocations) at the TJs. Such a phenomenon was observed in the
MD simulations of nanocrystalline Ni of Thomas, et al. [32, 29]; cf. the initial and final
microstructures after 2.5 ns at 0.85Tm in Fig. 38b, where Tm is the melting temperature.
This microstructure revealed the formation of multiple twins near the TJs. The grain
growth experiments of Jin et al. [224] showed that the evolution of grain size and the
evolution of twin density are proportional with one another; this is consistent with twin
generation being a natural consequence of GB motion in a polycrystal.
A second mechanism for relaxing stress during grain shrinkage is grain rotation; this
is illustrated in Fig. 38a2. Grain rotation was also observed in the MD simulations of
Thomas [29]. For the microstructure constructed in this MD simulation (Fig. 38c1),
the square grains (labelled A and B) should shrink under capillary forces. Instead,
they found that while Grain B did indeed shrink and disappear, Grain A shrank by
only a small amount and stagnated at finite grain size after 6 ns (see Fig. 38c). In
Fig. 38d the atoms are colored by the curl of the displacement vector (projected into
the direction normal to the image); the blue color indicates clockwise rotation while red
indicates counterclockwise rotation, which can be clearly verified by the displacement
field in Fig. 38e. By examining Fig. 38f, where the atoms are colored by shear stress,
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Figure 38: (a1-a3) The possible mechanisms to relieve stress induced during the shrinking of a square
grain in a polycrystal. (a1) Induced stress is released via plastic deformation, such as twinning. (a2)
Induced stress is released via grain rotation, which requires atomic diffusion. (a3) induced stress is
released via repeated switch between two disconnection modes of opposite sign of shear-coupling factor;
the red lines are fiducial marks. (b1-b2) Cross-sections of polycrystalline microstructure from an MD
simulation of grain growth in a 3D polycrystal of EAM Ni at 0.85Tm. Atoms are colored based on cen-
trosymmetry, which helps visualize the defects. (b1) The initial (as-prepared) polycrystal configuration.
(b2) The configuration after annealing for 2.5 ns; white circles indicate lattice dislocations, white squares
indicates vacancies, and thin yellow lines are TBs. (c1-c3) Time evolution of microstructure from the
MD simulation of grain growth in an idealized 2D polycrystal. The dashed red square in (c1) indicates
the periodic simulation cell. (d) Atoms are colored based on the curl of the displacement vector, pro-
jected in the direction normal to the paper; blue color indicates clockwise rotation, while red indicates
counterclockwise rotation. (e) Displacement field in the region denoted by the dashed white square in
(d). (f) Atoms are colored by shear stress. (b1-f) are reprinted from Ref. [29] (D. J. Srolovitz, 2017).
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we see that in the shrinking grain, Grain B, clockwise rotation occurs and the shear
stress remains small. On the other hand, Grain A does not significantly shrink or rotate
but rather develops a large shear stress. This demonstrates that grain rotation provides
a mechanism for relaxing the stress produced by GB migration and hence facilitates
grain shrinkage. Grain rotation during capillarity-driven grain growth was also observed
experimentally [225, 30, 201] and in other MD simulations [226, 29]. We note that, while
some grain rotation may be associated with the misorientation dependence of the GB
energy, this does not suffice to explain the grain rotation observed in Fig. 38, nor does
it describe all of the observed rotation in other MD simulations [203]. In short, grain
rotation is usually controlled by shear coupling rather than GB energy anisotropy.
Grain rotation requires atomic diffusion; Fig. 38a2 demonstrates a case for which
atoms must be transported from the overlapped wedge region (gray) to the hollow wedge
region (white). In analogy to the analysis of Harris, Singh and King [30], we find that
GB diffusional transport-limited grain growth should follow:
r2 = r20 − 2Mγt, and M≡
gλDgbΩ
(r0θ0)2kBT
, (97)
where g is a dimensionless geometric factor, λ is the effective GB width [1], Ω is the
atomic volume, Dgb is the GB self-diffusivity, r0 and θ0 are the initial grain size and
orientation of the original polycrystal, respectively, and M is the apparent GB mobil-
ity. The derivation of Eq. (97) and its assumptions are given in Appendix C. The
main assumptions are (i) GB migration is coupled with shear across the GB with a
shear-coupling factor β ≈ θ [referring to Eq. (50) with θ  1] and (ii) grain rotation
is driven by shear-coupled GB migration (rather than the reduction of the average GB
energy). Equation (97) has a similar form to the classical parabolic law Eq. (80) with
the main difference that the apparent GB mobility M is directly related to the GB
self-diffusivity Dgb. GB self-diffusion and GB migration involve distinct mechanisms –
the former is associated with the atomic flux along the GB plane while the latter is
associated with atomic shuffling at the disconnection core. In general, therefore, the
(intrinsic) GB mobility and the GB self-diffusivity should be unrelated [17]. Many MD
simulations and experiments on bicrystals indeed demonstrate that the activation en-
ergy for GB migration and for GB self-diffusion are different [135, 227, 228]. However,
Eq. (97) suggests that in polycrystals the apparent GB mobility may be coupled with
the GB self-diffusivity through shear-coupled GB migration. On the other hand, some
grain growth experiments in nanocrystalline materials showed that the activation energy
for GB migration is similar to that for GB self-diffusion [229, 230]. An MD study of
polycrystalline grain growth by Yamakov et al. [231] also reported identical activation
energies for grain growth and GB self-diffusion. These results suggest that grain rotation
may dominate grain growth in nanocrystalline materials, while in bulk polycrystalline
materials other stress-relaxation mechanisms dominate.
A third possible mechanism for the relaxation of the stress generated during GB
migration is repeatedly switching between distinct disconnection modes that exhibit β
values of opposite sign. This mechanism was discussed above on the basis of a bicrystal
model with fixed surfaces (see Fig. 19c3 and Section 5.4). A similar situation is illustrated
in Fig. 38a3 for a polycrystal. The illustration shows that the square grain may shrink
continuously via repeated switch between two disconnection modes. The process of grain
shrinkage in this two-mode scenario corresponds to a trajectory in the ψ-τ phase space,
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which is schematically shown as the curved arrow in Fig. 31b. Initially, the grain shrinks
with a driving force ψ ∼ γ/L via a single mode, where L is the edge length of the square
grain. As the grain continues to shrink, shear stress will build up via shear-coupled GB
migration leading to a constant ratio of motion by mode one and mode two, at which
point the trajectory will reach a point in phase space where β¯ = 0. In the steady-state
two-mode case, the driving force has two contributions, capillarity and stress, such that
the driving force for grain shrinkage is proportional to Cγ/L, where C is a function of the
shear-coupling factors of the two modes (β2/β1). As shown in the derivation in Appendix
D, C is strictly less than one. Hence, the rate of GB migration will be lower when two
disconnection modes are necessary than when it occurs via a single disconnection mode.
The single disconnection mode can only occur if that disconnection mode corresponds to
a pure step (i.e., disconnections with no dislocation content, b = 0).
Based on the discussion of the shrinkage of a square grain shown in Fig. (38)a, we
should not expect grain growth to necessarily follow the classical von Neumann-Mullins
relation (or its anisotropic extensions [200, 232]). Since stress is a natural consequence
of shear coupling to GB migration, a more realistic grain growth law should include
the effect of the stress on the driving force for GB migration as well as the three stress
dissipation mechanisms described above. This has not been achieved to-date; however,
there has been recent progress in building an equation of GB motion that includes many
of the features of the disconnection model [196, 29]. Nonetheless, the fact that the von
Neumann-Mullins is well established in coarse-grained polycrystalline materials suggests
that in such systems nature is able to easily take advantage of the plethora of mechanisms
for relaxing stresses generated by shear coupling.
6. Non-conservative grain-boundary kinetics
The non-conservative kinetic behavior of a GB involves the interaction between the
GB and defects in the bounding grains. Here, we focus on the interaction of GBs specifi-
cally with point defects and with lattice dislocations in the framework of the disconnection
model. We note that while there has been a thorough review of this topic recently [233],
we specifically focus on aspects of these topics from the point of view of the disconnection
model.
6.1. Absorption/emission of point defects
We note that disconnections with nonzero Burgers vector component perpendicular
to the GB plane b⊥ (see Fig. 3c) can move by the addition of atoms or vacancies to
the discontinuous DSC lattice plane parallel to the GB (see the gray lattice in Fig. 3c2).
Such disconnections move along the GB by a disconnection climb mechanism.
6.1.1. Disconnection description
By employing concepts from bicrystallograpy, we will show that (i) the absorp-
tion/emission of point defects into a GB necessarily introduces disconnections with Burg-
ers vectors perpendicular to the GB plane b⊥, (ii) the Burgers vector b⊥ will (in most
cases) be associated with a step height h, implying that the absorption/emission of
point defects into the GB will lead to GB migration, and (iii) a GB can continuously
absorb/emit point defects (by disconnection climb) along the GB.
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We illustrate the disconnection model based on the example of a bicrystal containing
a Σ5 [100] STGB in a simple cubic crystal as shown in Fig. 3a. Figure 3c1 indicates
that, if we displace the black lattice in the yellow region with respect to the white lattice
according to the DSC vector b⊥ = b⊥n, the GB plane in the yellow region will shift
downwards by h in order to make the GB structure in the yellow region exactly same
as that in the right region. If we remove the black lattice below the GB plane (the
blue line in Fig. 3c) and the white lattice above the GB plane, we will introduce the
disconnection (b⊥, h) into the GB (see Fig. 3c2). We note that this disconnection is
associated with an extra DSC lattice plane lying to the left of the disconnection in the
GB or, equivalently, a missing DSC lattice plane to its right. From this example, we see
that the absorption/emission of point defects into/out of the GB leads to the formation
or motion of the extra/missing DSC lattice plane segment parallel to the GB plane. The
disconnection located at the extra/missing DSC lattice plane is associated with a Burgers
vector perpendicular to the GB plane.
The Burgers vector b⊥ is associated with a step height h, suggesting that the propa-
gation of the disconnection with Burgers vector b⊥ along the GB is accompanied by GB
migration. In the case of conservative GB migration (see above), one grain grows at the
expense of the other grain; hence, the GB migration distance is the same whether it is
measured with reference to the laboratory frame (L-frame), the white crystal (wC-frame)
or the black crystal (bC-frame); the GB migration distance is simply h. However, in the
case of non-conservative GB migration, the GB migration distance depends on the frame
with respect to which it is measured. In the procedure for determining h for a particular
b⊥ (see above), we displaced the black lattice with respect to the white lattice (i.e., the
scenario shown in Fig. 3c), so h corresponds to the GB migration distance measured in
the wC-frame, denoted hw ≡ h (see the geometry shown in Fig. 39a). Similarly, the GB
migration distance measured with respect to the bC-frame is hb ≡ h− b⊥ (see Fig. 39b).
However, the net effect of GB migration cannot be well described in either the wC- or bC-
frame in the non-conservative case. For example, if the absorbed vacancies/interstitials
are added (in equal concentration) to the black and the white lattice planes immediately
adjacent to the GB, the GB plane will always remain at the center of the bicrystal – a
case that implies no (net) GB migration; in this case, however, the GB migration distance
measured in either the wC- or bC-frame is nonzero since either the white or black grain
grows. The net GB migration distance (unbiased by the influence of vacancy/interstitial
addition) can be obtained by always measuring the GB position with reference to the
center plane of the bicrystal (i.e., L-frame). In the L-frame, the GB migration distance
is hL ≡ h− b⊥/2 = (hb + hw)/2 (see Fig. 39c).
As a first example, consider a Σ5 [100] (013) STGB in an FCC crystal, as shown in
Fig. 40a. For this bicrystallography, the disconnection has a Burgers vector perpendicular
to the GB plane and the disconnection can be described by Burgers vector b⊥ = (0, 0, az)
and step height h = az/2 (az is the size of a DSC unit cell in the z-direction). We see
that the motion of this disconnection makes the GB migrate by a distance hw = az/2 or
hb = −az/2 with respect to the wC- or bC-frame, respectively, or by hL = h− b⊥/2 = 0
in the L-frame. Therefore, the introduction of this disconnection will locally change the
misorientation but induce no net GB migration (as seen in the geometry of Fig. 40a).
The smallest possible step height (in L-frame) is zero for any disconnection with Burgers
vector b ‖ n in any [100] STGB in an FCC crystal. Of course, this is not necessarily true
for disconnections with b ∦ n; even for those with b ‖ n the step height could be finite,
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Figure 39: Schematics of a disconnection associated with Burgers vector normal to the GB plane (b⊥)
and nonzero step height (h) in a bicrystal (the upper and lower grains are colored black and white,
respectively). The disconnection is formed by closing the gap between the black and the white grains
by the red arrow. The GB migration by the lateral disconnection motion is measured with respect to
(a) the white crystal (wC), (b) the black crystal (bC) and (c) the middle plane of the bicrystal (L).
i.e., integer multiple of the pure step height.
As a second example, consider the special case of a coherent twin boundary (TB) in
an FCC crystal (i.e., a Σ3 [110] (1¯11) STGB), as shown in Fig. 40b. The disconnection
shown in Fig. 40b is characterized by Burgers vector b⊥ = (0, 0, az) and step height
h = −az. Therefore, the GB migration distance is hw = −az or hb = −2az in the wC- or
bC-frame, respectively, such that the net GB migration distance is nonzero, hL = −3az/2.
In both experiments and atomistic simulations the disconnection structure (Fig. 40b) was
indeed observed in Σ3 TBs of Au [236, 237]. The formation of this disconnection can be
easily understood from the stacking sequence of the closed packing planes. The stacking
sequence for a coherent TB in an FCC crystal is often represented as [75]
· · · C A B C B A C · · ·
where the underlined letter denotes the TB plane (about which the stacking sequence
is symmetric). If we insert an extra plane to the left or right side of the TB plane, the
stacking sequence becomes
· · · C A B(A)C B A C · · ·
or
· · · C A B C(A)B A C · · ·
where the letter enclosed in parentheses denotes the inserted plane. We see that the
introduction of an extra plane must shift the TB plane position; this is (non-conservative)
TB migration. On the other hand, an edge dislocation with Burgers vector b⊥ must exist
at the termination of this extra plane (akin to Frank loop [75]). Hence, the termination
of this extra plane is a line defect featuring both a Burgers vector b⊥ and step height
h (change of TB plane); i.e., the disconnection illustrated in Fig. 40b. Note that, in the
absence of any applied driving force, there is no difference whether the extra plane is
inserted on either side of the original TB plane (see the stacking sequences shown above),
such that the TB can equally migrate in either direction.
The most important difference between the first (Fig. 40a) and the second examples
(Fig. 40b) is that, in the former case, the insertion/removal of an extra DSC lattice plane
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Figure 40: (a) A disconnection characterized by b = (0, 0, 1)az and h = (0, 0, 1/2)az in a Σ5 [100] (013)
STGB in an FCC crystal. (b) A disconnection characterized by b = (0, 0, 1)az and h = (0, 0,−1/2)az
in a Σ3 [110] (1¯11) STGB in an FCC crystal. In (a) and (b), the gray lines indicate the DSC lattice, the
blue lines denote the GB position, and the red lines indicate the extra DSC lattice plane in the GB. (c1)
Schematic of homogeneous nucleation of a disconnection loop in a high-angle GB, where SGBDs cannot
be well defined. The solid red line indicates the disconnection line and the dashed red lines denote the
disconnection core size. (c2-c3) Growth of disconnection loops in a coherent TB in Al under electron-
beam irradiation, observed in the experiment performed by King and Smith [234]. The triangular
islands, labeled by the yellow dotted lines, correspond to the disconnection loops. (d1) Schematic of
homogeneous nucleation of a disconnection loop in a GB where primary/secondary GBDs can be well
defined. In general, the GBDs are associated with nonzero step height, so the steps on the GB denote
the position of GBDs. (d2-d4) Schematic showing that the misalignment of the GBDs is equivalent
to the introduction of disconnection pairs by absorption of vacancies. (e1) Schematic of dissociation
of a lattice dislocation (bL) into a disconnection with Burgers vector parallel to the GB (b‖) and a
disconnection with Burgers vector perpendicular to the GB (b⊥). It is assumed that the disconnection
b⊥ is dissociated with the disconnection core δc. (e2-e3) Irradiation-induced climb of extrinsic GBDs,
labeled by “A”, “B” and “C”, observed by Komem et al. for a [001] TwGB in Au [63, 235].
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(parallel to the GB plane) induces no GB migration (in the L-frame) while, in the latter
case, it necessarily induces GB migration. Such a disconnection [i.e., (b⊥, h) shown in
Fig. 40a or b] can be an intrinsic secondary GB dislocation (SGBD) [1, 238, 7] in a vicinal
STGB [1] of near-Σ5 or near-Σ3 misorientation. When h = 0 (such as in Fig. 40a), the
vicinal STGB will be atomically flat upon the introduction of SGBDs. However, when
h 6= 0 (such as in Fig. 40b), introduction of an arrays of SGBDs will make the vicinal
GB non-flat (on the atomic scale). Note that, in the second example (Fig. 40b), for the
same b⊥ the step height can be equally h or −h. Hence, the vicinal STGB may look
like the stepped structure as illustrated in Fig. 40c2 (note the black dislocations and the
blue line); the existence of such stepped structure was indeed demonstrated by atomistic
simulation of the near-Σ3 STGBs [239].
Since a disconnection with Burgers vector perpendicular to the GB plane involves
addition/removal of a DSC lattice plane lying in the GB, continuous absorption/emission
of vacancies into/out of a GB involves climb of such disconnections along the GB [240].
Balluffi and Granato pointed out that this process can be viewed as internal crystal
growth/dissolution, which is similar to the growth/evaporation of crystals at free surfaces
by the movement of steps; the difference is that the step in the internal surface (i.e., GB)
is, in general, associated with a Burgers vector [241].
We note that the examples of the disconnection structure illustrated in Fig. 3c,
Fig. 40a and Fig. 40b are all for low-Σ STGBs. Below we will discuss the cases for
high-Σ STGBs and non-symmetric-tilt GBs.
(i) High-Σ STGBs. We recall that the higher Σ value a GB has, the smaller the
atomic density (or the larger the atomic spacing) is in a DSC lattice plane parallel
to the GB. The atomic density determines the disconnection core size. For example,
consider a high-Σ [100] STGB in a SC crystal; the atomic spacing in the p- and
o-directions are
√
Σa0 and a0, respectively (referring to the geometry shown in
Figs. 3a and c, albeit this GB is of low Σ). The absorption/emission of atoms
introduces a pair of disconnections (with Burgers vectors b⊥). If the disconnection
line is parallel to the o-axis, the disconnection core will be highly dissociated in the
p-direction (scaled by
√
Σa0); if the disconnection line is parallel to the p-axis, the
disconnection core will be localized in the o-direction (scaled by a0). This implies
that the introduction of an array of atoms along the o-direction into a high-Σ GB
will generate a pair of disconnections (with line direction parallel to the o-axis)
separated by a large distance
√
Σa0. On the other hand, a pair of disconnections
with line direction parallel to the o-axis separated by a distance smaller than
√
Σa0
will annihilate with each other without the addition of any point defects.
(ii) Non-symmetric-tilt GBs. We have already determined that for some STGBs the
addition/removal of a DSC lattice plane will generate a disconnection with zero
step height (in the L-frame) and imply zero net GB migration. Such is the case in
Fig. 40a. For other STGBs, although the step height is not zero, the step height
could be either h or −h with equal probability (if no driving force is applied). Such
is the case in Fig. 40b. We also find that the same situation applies to pure TwGBs.
However, the situation for ATGBs is different. We will only focus on non-faceted
ATGBs, since faceted ones can be viewed as composed by STGB segments (see
Fig. 32e). Figure 41 shows the example for a Σ5 [100] (029)/(07¯6) ATGB in a
SC crystal. Here, the Burgers vector with a small magnitude cannot be purely
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Figure 41: Dichromatic pattern with a Σ5 misorientation in an SC crystal; the blue line indicates the
GB position such that the GB is an ATGB. (a) The disconnection is formed by displacing the black
lattice in the yellow region with respect to the white lattice by the Burgers vector b1. Associated with
b1, two possible step heights, h10 and h11¯, are shown. (b) The disconnection is formed by displacing the
black lattice in the yellow region with respect to the white lattice by the Burgers vector b2. Associated
with b2, two possible step heights, h20 and h21¯, are shown.
perpendicular or parallel to the GB plane – e.g. b1 and b2 are the two with the
smallest magnitude. For b1 (see Fig. 41a), the positive and negative step heights
are h10 = a/
√
17 and h11¯ = −4a/
√
17, respectively, and the corresponding net
GB migration distances are 3a/(2
√
17) and −7a/(2√17), respectively. The upward
and downward GB migrations are not equivalent for this particular Burgers vector
b1. Similarly, for b2 (see Fig. 41b), h20 = 3a/
√
17 and h21¯ = −2a/
√
17, and the
corresponding net GB migration distances are a/
√
17 and −4a/√17, respectively.
Again, the GB migration in two directions is unbalanced. Additionally, in ATGBs
the disconnection core is highly dissociated in the p-direction even when Σ is large
because the atomic density in a DSC plane parallel to the inclined GB plane can
be small.
In the following two sections, we apply this disconnection description to several non-
conservative GB phenomena.
6.1.2. A grain boundary as a vacancy/self-interstitial sink
Grain boundaries can act as sinks for point defects, such as vacancies and self-
interstitial atoms (SIAs). This is an important phenomenon under (electron, neutron
or ion) irradiation conditions where a supersaturation of vacancies/SIAs readily accu-
mulate in the material. However, many experimental and atomistic simulation obser-
vations indicate that the concentration of point defects or point defect clusters (e.g.,
Frank vacancy/SIA loops, voids and stacking-fault tetrahedra) is lower near GBs (e.g.
Refs. [242, 243, 244, 245, 246, 247]); the region near each GB where the defect concen-
tration remains low during irradiation is often called the defect denuded zone (DZ). The
existence of a DZ is a manifestation of GB sink behavior for vacancies/SIAs. Such a
sink effect plays an important role in the reduction of radiation damage in polycrys-
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talline materials, as verified by the observation that defect densities tend to decrease
with decreasing grain size (e.g. Ref. [248, 249, 250]).
Based on the disconnection description discussed in the last section, we propose that
the microscopic mechanism behind the GB sink effect is associated with the formation
and climb of disconnections (with nonzero Burgers vector components in the direction
normal to the GB plane). First, we consider a GB that is free of extrinsic GB dislo-
cations (GBDs, i.e., those which are not part of the Burgers vector content required
by the GB misorientation [1]). In this case, the absorption of point defects will induce
homogeneous nucleation and growth of a disconnection loop; this loop has a Burgers
vector perpendicular to the GB plane (akin to a Frank loop in a crystal). This sce-
nario is illustrated in Fig. 40c1. In general, there is step character associated with
the disconnection loop although the step height may be zero in special cases (e.g., see
Fig. 40a). The irradiation-induced homogeneous nucleation and growth of disconnection
loops were observed in experiment by King and Smith for a coherent TB in Al [234] (see
Figs. 40c2-c3). In Fig. 40c2, the triangular islands correspond to disconnection loops.
According to the geometry shown in Fig. 40b, these disconnection loops have Burgers
vector b⊥ = [1¯11]a0/3 and step height h = −a0/
√
3 (in the bC-frame). Under electron-
beam irradiation, the triangular islands (i.e., the disconnection loops) grow, as seen in
Fig. 40c3.
There are well-established models for predicting GB sink efficiency that are based
upon point defects being absorbed by the climb of intrinsic GBDs, such as primary GB
dislocations (PGBDs) in low-angle GBs and SGBDs in high-angle GBs [251, 246, 252,
253]. Evidence for irradiation-induced SGBD climb was provided by King and Smith for
a near-Σ15 high-angle GB in Al, although the climb distance observed during the course
of the experiment was very small [234]. The GBD climb mechanism is different from
the nucleation and growth of disconnection loops (as mentioned above and illustrated
in Fig. 40c1). However, below we will see that the GBD climb mechanism is actually
consistent with the disconnection loop nucleation and growth mechanism. Since GBDs
are identical to the disconnections with Burgers vector b⊥ in the reference GB structure
for which the SGBDs are defined (e.g. see Fig. 40a), the climb of a GBD can be viewed
as being the result of the reaction between the initial GB structure (composed by evenly
spaced GBDs) and a pair of disconnections. This process is illustrated in Figs. 40d2-d4,
which indicates that the GBD climb along the GB is equivalent to nucleation and growth
of a disconnection pair. The scenario of a 2D GB is illustrated in Fig. 40d1, where GBD
climbing occurs in an enclosed region of the GB, the periphery of which corresponds to
a disconnection loop characterized by (b⊥, h).
If extrinsic GBDs exist within a GB, point defects can be absorbed by their climb.
The extrinsic GBDs are usually the products of the reaction between lattice dislocations
and GBs; the details of which will be discussed in Section 6.2. As seen in Fig. 40e1,
when a lattice dislocation with Burgers vector bL is absorbed by a GB, it may dissociate
into two extrinsic GBDs: (b‖,−h) and (b⊥, h); note the Burgers vector and step height
conservation: bL = b‖+b⊥ and 0 = h+(−h). The former GBD can glide conservatively
along the GB, whereas the latter GBD can only climb by absorption/emission of point
defects (i.e., a non-conservative process). In short, point defects can be absorbed into the
GB via the climb of the latter GBD. The irradiation-induced climb of extrinsic GBDs
was observed by Komem et al. [63, 235] for a [001] TwGB in Au (see Figs. 40e2-e3). We
can clearly see the motion of the extrinsic edge GBDs (labeled “A”, “B” and “C”) under
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ion irradiation.
6.1.3. Diffusive interface migration
The second class of non-conservative GB phenomenon is GB migration that requires
diffusive fluxes of solute atoms. Following the analysis of Hirth, Pond and Sarrazit [254,
34], we considered the migration of a GB in a bicrystal as illustrated in Fig. 39 but
with different alloy compositions in the black and white grains. Due to this composition
difference, GB migration may be accompanied by diffusion of solute atoms into/out of
the GB. We focus on the case of a substitutional binary alloy AB and denote the solute
atom B content (atom fraction) in the black (white) grain as XbB (X
w
B ). If we assume
that the GB migrates via the climb of disconnections with Burgers vector perpendicular
to the GB plane b⊥ = b⊥n, disconnection climb may require the flux of solute atoms
and vacancies into/out of the GB. Based on the geometry shown in Fig. 39a, when the
disconnection climbs in the positive y-direction (i.e., from left to right) by distance ∆y,
the black crystal is replaced by the white crystal within the volume element h∆yLx (Lx
is the length of the disconnection line) and the black crystal is removed in the volume
−b⊥∆yLx. Therefore, the total number of solute atoms added to the GB during this
disconnection climb is
∆NB =
[
(XwB −XbB)h+XbBb⊥
]
∆yLx/Ω, (98)
where Ω is an atomic volume. Recalling that hw ≡ h is the step height defined by
displacing the black lattice with respect to the white lattice and, thus, represents the
step height measured in the wC-frame. The step heights measured in the wC- and L-
frames are hb ≡ h − b⊥ and hL ≡ h − b⊥/2, respectively. The current of solute atoms
per unit length of the disconnection is
IB = N˙B/Lx =
(
X
b/w
B b⊥ −∆XBhw/b
)
vcl/Ω =
(
X¯Bb⊥ −∆XBhL
)
vcl/Ω, (99)
where ∆XB ≡ XbB − XwB and X¯B ≡ (XbB + XwB )/2. For this substitutional alloy, the
currents of A and B atoms and vacancies should satisfy network constraints [255], from
which we obtain the vacancy current into the disconnection line:
Iv = −(IA + IB) = −b⊥vcl/Ω. (100)
Note that Eqs. (99) and (100) are valid for both positive and negative values of b⊥ and
hL.
We can construct appropriate boundary conditions for describing the interface sink
effect based on Eqs. (99) and (100). We assume that the origin of the coordinate sys-
tem is at the center plane of the bicrystal (i.e., all quantities refer to L-frame). Mass
conservation at the interface (z = zi) gives
JwB (zi) + J
b
B(zi) + J
i
B = %IB and J
w
v (zi) + J
b
v (zi) + J
i
v = %Iv, (101)
where J
w/b
B is the flux of B atoms from the white/black grain into the interface, J
w/b
v is
the vacancy flux from the white/black grain into the interface, J iB (J
i
v) is the flux of B
atoms (vacancies) from free surfaces (or adjoining interfaces), and % is the density of the
disconnections in the interface which absorbs/emits point defects. These equations are
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coupled via vcl in IB and Iv. We assume that disconnection motion is overdamped such
that their climb velocity may be written as
vcl = MdF = Md
{
fwv [Xv(z
−
i )−Xw,eqv ] + fwB [XB(z−i )−Xw,eqB ]
+ fbv [Xv(z
+
i )−Xb,eqv ] + fbB[XB(z+i )−Xb,eqB ] + σnnb⊥
}
, (102)
where Md is the disconnection mobility, F is the driving force, σnn = n · σn is the
component of the stress normal to the interface, X
w/b,eq
v/B is the equilibrium concentration
(site fraction) of vacancies/B atoms at the white-/black-grain side of the interface (rather
than in grain) and f
w/b
v/B is the corresponding coefficient. Equation (102) can be derived
based on a ternary regular solution model with the assumption that |Xv/B−Xw,eqv/B |  1 at
the interface (see the derivation in Appendix F). From this derivation, we note that the
coefficient f
w/b
v/B is, in general, a function of the regular solution interaction parameters,
the disconnection mode (b⊥, hL) and temperature. We discuss the detailed form of the
boundary condition Eq. (101) for several problems of practical interest below.
(i) GB sink effect under irradiation or creep. For a GB (i.e., a homophase interface),
∆XB = 0 and the bicrystal configuration is symmetric at continuum level about the
interface. According to Eqs. (101) and (102) (see Appendix F for detailed derivation),
the boundary condition (BC) for vacancy diffusion at the GB can be written as
Dv
Ω
dXv
dz
∣∣∣∣
z±i
= ±Md%
(
b⊥
Ω
)2
{Ev[Xv(zi)−Xeqv ] + EB[XB(zi)−XeqB ]− σnnΩ} , (103)
where the coefficient Ev/B (dimensions of energy) is a function of the interaction parame-
ters (in regular solution model) and temperature. If the interface moves slowly such that
the equilibrium segregation is almost maintained [i.e., XB(zi) = X
eq
B ], Eq. (103) reduces
to the Robin BCs [256, 253]:
L(dXv/dz)zi = Xv(zi)− (Xeqv + σ˜), (104)
where L ≡ DvΩ/(Md%b2⊥Ev) (dimensions of length) and σ˜ ≡ σnnΩ/Ev (dimensionless).
The parameter L includes all the information about GB structure and chemical effects.
Gu et al. have used this Robin BC to analytically study the point-defect sink effi-
ciency of low-angle tilt GBs under irradiation [253]. The model for this problem and the
coordinate system are shown in Fig. 42a1. The steady-state vacancy diffusion equation
in the presence of irradiation can be written as [233, 257, 258]
Dvd
2Xv/dz
2 = DvK
2Xv −S, (105)
where S is the production rate of vacancies due to irradiation and K2 is the total sink
strength within the grain (K−1 represents the mean free path of a vacancy before being
trapped by sinks in the grain) [259]. The solution to Eq. (105) based on the BC Eq. (104)
with σ˜ = 0 gives the steady-state vacancy concentration distribution:
Xv(z − zi) = X
eq
v −X∞v
1 + KL
e−K|z−zi| +X∞v , (106)
where X∞v ≡ S/(DvK2) is the equilibrium vacancy concentration in bulk. This solution
is schematically plotted in Fig. 42a2. The GB sink efficiency is defined as the ratio of the
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steady-state vacancy currents into the GB obtained from the realistic model (explicitly
considering GB structure) and the ideal model (taking the GB as a perfect sink) [1]; from
the solution Eq. (106), we can find that the GB sink efficiency is
ηr = (1 + KL)
−1
. (107)
We note that, when Md → ∞ (thus, L → 0), Eq. (104) will become the Dirichlet BC,
Xv(zi) = X
eq
v and ηr → 1, which simply indicates that the disconnection can climb
without resistance, the GB is a perfect sink to vacancies, and the whole kinetic process is
diffusion-controlled; on the contrary, when Md → 0 (thus, L→∞), Eq. (104) will become
the Neumann BC, Xv = X
∞
v everywhere and ηr → 0, suggesting the reaction-controlled
(or “interface-controlled”) kinetics. Therefore, the Robin boundary value problem is
actually a simple, apt model for describing mixed kinetics; this is the central conclusion
reached from the work by Gu et al. [253]
The Robin boundary value problem Eq. (104) with finite σ˜ can also be used to model
Nabarro-Herring creep [260, 261]. As shown in Fig. 42b1, when a square grain (embedded
in a polycrystal) undergoes constant tensile stress σ and −σ in the horizontal and vertical
directions, respectively, a vacancy flux will form. This flux flows from the vertical GBs
to the horizontal GBs, since the vacancy chemical potential at the GB under tension is
higher than that at the GB under compression. If the vacancy flux is primarily through
the grain (in the case where the difference between the diffusivity of lattice diffusion
and that of GB diffusion is small), such a phenomenon (plastic deformation via lattice
diffusion under constant stress) corresponds to Nabarro-Herring creep. There has been
some effort to build the constitutive relationship for creep explicitly based on the GBD
climb model [240, 262, 263]. Here, we assume that the effective distance between two
neighboring GBs is L, which is scaled by the grain size (we ignore the complicated
dependence on grain shape, which is not important) and simplify the model to be a 1D
diffusion problem as illustrated in Fig. 42b. One GB is located at z = 0 and modeled by
the BC Eq. (104) with stress −σ˜, while the other GB is located at z = L and modeled
by the BC Eq. (104) with stress σ˜. The steady-state diffusion equation is d2Xv/dz
2 = 0
and, along with the applied Robin BCs, the solution for the vacancy concentration is
Xv(z) = X
eq
v +
σ˜(z − L/2)
L+ L/2
, (108)
which is schematically plotted in Fig. 42b2. From this solution, we can obtain the strain
rate:
˙ =
Ω
L
Jv =
Ω
L
Dv
Ω
dXv
dz
=
Dv
L+ L/2
σ˜
L
=
(
kBTL
2DL
+
Ω
Md%b2⊥
)−1
σΩ
L
=

2DLΩσ
kBTL2
, when
DL
kBTL
 Md%b
2
⊥
Ω
(diffusion-controlled)
Md%b
2
⊥σ
L
, when
DL
kBTL
 Md%b
2
⊥
Ω
(reaction-controlled)
, (109)
where we have used the relation: Ev ≈ kBT/Xeqv as Xeqv  1 (see Appendix F for
derivation) and the self-diffusivity in lattice: DL = DvX
eq
v . Equation (109) is exactly
the same as that derived by Herring [261] and Ashby [240]. Unlike Nabarro-Herring creep,
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Figure 42: (a1) Model for studying the GB sink effect under continuous irradiation. (a2) Steady-state
vacancy concentration. The green dashed line and the dotted red line correspond to the case of zero
sink efficiency and perfect sink, respectively. (b1) Model for studying Nabarro-Herring creep under
applied stress. (b2) Steady-state vacancy composition along the diffusion path. (c1) Model for studying
precipitate growth, where we denote the precipitate as a white grain while the matrix is the black grain.
(c2) Steady-state composition of solute atoms (i.e., B atoms) from the solution of the Stefan problem.
(d1) Model for studying DIGM in a thin film containing a vertical GB. The solute atoms are deposited
on the two surfaces and diffuse into the GB. The region where the composition of solute atoms is large is
shadowed gray. The dashed and solid vertical lines denote the GB positions before and after the solute
atom diffusion along the GB. Induced by the diffusion, the GB moves to the right and the alloying region
follows the GB migration. (d2) Steady-state composition of solute atoms (i.e. B atoms) along the GB
(i.e., the y-axis).
Coble creep refers to plastic deformation predominantly via GB diffusion under constant
stress [264]. Simply by replacing DL with λDgb/L in Eq. (109) (λ is the effective GB
width and Dgb is the self-diffusivity in GB), we may obtain the constitutive relationship
for Coble creep [264].
Recall that we establish the BC Eq. (103) [and thus Eq. (104)] based on the discon-
nection climb mechanism and the disconnection character (b⊥, hL) rather than the lattice
dislocation array which constitutes a low-angle tilt GB. Hence, the analytical solutions
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for the irradiation problem and the creep problem obtained above are, in principle, not
limited to low-angle tilt GBs; they can be applied to general GBs if we choose % and b⊥
properly [which actually only influences the value of L in Eq. (104)]. In the case of a
high-angle GB the structure of which can be well described as an array of SGBDs (as
in Fig. 40d), b⊥ is the Burgers vector of the SGBDs and % is the density (inverse of the
spacing) of the SGBDs. In the case of a low-Σ high-angle GB for which SGBDs cannot
be well-defined (as in Fig. 40c), b⊥ is the normal component of the disconnection Burgers
vector (consistent with the DSC lattice vector) and % is the inverse of the correlation
length between nuclei (i.e., the homogeneously nucleated disconnection loops). In the
case where extrinsic GBDs exist on a GB, e.g. in a highly plastically deformed poly-
crystal (scenario in Fig. 40e), b⊥ is the normal component of the extrinsic GBD Burgers
vector and % is the density of the extrinsic GBDs.
(ii) Precipitate growth. We assume that a spherical precipitate (corresponding to
a stoichiometric compound) nucleates and grows from a matrix (supersaturated solid
solution) and consider the concentration of solute atoms (i.e., B atoms) in the matrix
during this process. We denote the precipitate and the matrix as white and black grains,
respectively, as illustrated in Fig. 42c1. Local mass balance requires that the diffusion of
B atoms at the interface should satisfy the first equation in Eq. (101) with J
w/i
B = 0. This
is called the Stefan condition [265]. When b⊥ = 0 (i.e., assume that the disconnection is a
pure step), Eq. (101), associated with Eq. (99), will reduce to JB(zi) = [X
w
B−XB(zi)]v/Ω,
where v = %vclh
L is the interface migration velocity; this is the classical form of Stefan
condition which is commonly used in solving the problem of precipitate growth (e.g.
Refs. [117, 266, 267, 268]). However, it is not reasonable to assume that b⊥ = 0; hence,
Eq. (101) along with Eq. (99) describes a more general Stefan condition. By using the
expression of Eq. (102), we can write Eq. (101) as
DB
Ω
dXB
dz
∣∣∣∣
zi
= Md%
(
hL
Ω
)2
× {E ′v [Xv(zi)−Xeqv ] + E ′B [XB(zi)−XeqB ]− E ′sσnnβ⊥Ω} , (110)
where the coefficient E ′v/B/s is determined by the interaction parameters in regular solu-
tion model, the concentration of the precipitate XwB (which is a constant), the coupling
factor β⊥ ≡ b⊥/hL, the stress σnn and temperature (see Appendix F for derivation).
Note that XeqB is the equilibrium concentration which can be obtained from the equi-
librium phase diagram. If we assume that Xv(zi) ≈ Xeqv and no stress is applied (i.e.,
σnn = 0), then Eq. (110) reduces to the Robin BC:
LB(dXB/dz)zi = XB(zi)−XeqB , (111)
where LB ≡ DBΩ/(Md%hL2E ′B). The parameter E ′B is a function of the interaction
parameters in regular solution model, XwB , β⊥ and temperature (the detailed formula
of E ′B is given in Appendix F). When the disconnection is a pure step b⊥ = 0, E ′B =
EBB(XeqB −XwB )2, where EBB only depends on the interaction parameters and temperature.
The problem of precipitate growth is usually solved based on the assumption that
the precipitate is spherical, it grows in an infinitely large matrix and the interface moves
sufficiently slowly such that the steady-state solute concentration profile exists [269]. Of
course, there exist more sophisticated treatments with less assumption. But we won’t
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study the problem itself in depth; we will adopt the simplest model of precipitate growth
and just focus on how the Robin BC Eq. (111) works in this problem. Due to the
spherical symmetry of the problem, we put the origin at the center of the precipitate and
use the steady-state diffusion equation in the matrix: d2XB/dz
2 + (2/z)(dXB/dz) = 0
where z ≥ 0 is the radial distance. One BC is XB(z → ∞) = X∞B , where X∞B is the
initially prepared concentration before the precipitate is nucleated, and the other BC
is Eq. (111), where zi corresponds to the size of the precipitate (see Fig. 42c2). The
steady-state solution is
XB(z) = (1 + LB/zi)
−1(XeqB −X∞B )
zi
z
+X∞B , (112)
which is schematically plotted in Fig. 42c2. From Eqs. (101) and (99) and the replace-
ment: %hLvcl = dzi/dt (i.e., the interface migration velocity), we can obtain the evolution
of the GB position over time:
zi =
√
2C1DBt+ (C2LB)2 − C2LB, (113)
where the coefficients are
C1 ≡ X
∞
B −XeqB
(1 + β⊥2 )X
w
B − (1− β⊥2 )XeqB
and C2 ≡
(1 + β⊥2 )X
w
B − (1− β⊥2 )X∞B
(1 + β⊥2 )X
w
B − (1− β⊥2 )XeqB
.
From Eq. (112), we also know that the interface sink efficiency is
ηp = JB(zi;LB)/JB(zi;LB = 0) = (1 + LB/zi)
−1. (114)
The sink efficiency is consistent in form with that derived by Balluffi et al. in form [1, 270].
When Md →∞ (or LB → 0), then ηp = 1, which indicates perfect sink behavior. Close
to this limit, the precipitate growth is diffusion-controlled; this is what was usually
assumed in theory [269, 117, 266]. Based on this assumption, the classical growth law
follows: zi ∼
√
DBt. When Md is small (or LB →∞), then ηp is small, corresponding to
reaction-controlled precipitate growth. At the limit of LB → ∞, the precipitate growth
follows a linear law: zi ∼ DBt/LB.
From the analysis above, we find that the use of the Robin BC Eq. (111) in solving
the problem of precipitate growth generalizes the classical solution in two aspects: (1)
the growth process is controlled by a combination of reaction and diffusion (rather than
purely diffusion-controlled, as usually assumed); (2) the interface migrates via the climb
of disconnections associated with a Burgers vector (rather than pure steps, as usually
assumed). If the Burgers vector is not zero, the precipitate growth will be necessarily ac-
companied by vacancy diffusion. This suggests that the precipitate growth (or migration
of the heterophase interface) may influence the preference of void formation near the pre-
cipitate. Conversely, the presence of vacancy supersaturation may facilitate precipitate
formation and growth. This implication was indeed supported by some experimental
observations (e.g. Refs. [271, 272]).
(iii) Diffusion-induced GB migration. At low temperature, the diffusivity of solute
atoms along a GB is overwhelmingly larger than that in the lattice. When a polycrystal
is exposed to an environment containing a high concentration of solute atoms, the solute
atoms will diffuse from the free surface into the polycrystal through the GBs. It was
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found in many experiments that, with the diffusion of the solute atoms along the GBs
(in the direction parallel to each GB), the GBs would migrate (in the direction normal
to each GB) [273, 274, 275, 276, 277]; such a phenomenon is called diffusion-induced
GB migration (DIGM). Since the fundamental driving force for DIGM is the reduction
of free energy of mixing/alloying, DIGM is sometimes termed chemically induced GB
migration [275, 278]. The direct, mechanistic reason for DIGM is still under debate;
among the proposals are: (1) GB migration is driven by a coupling effect of GB diffusion
due to disconnection climb [279, 280] and (2) GB migration is driven by the coherency
strain energy density difference arising from the introduction of misfitting solute atoms
from the GB [281]. According to Sutton and Balluffi, a fair conclusion at present is that
“no single one of these models, at least in a simple form, has been able to explain all of
the complex features of DIGM which have been observed in different systems” [1]. Here,
we will not review these mechanistic reasons/models in detail (such review can be found
in the literatures [1, 282]). No matter the reason for DIGM, we believe that it involves
disconnection climb.
For simplicity, we consider the DIGM problem based on a thin film configuration as
illustrated in Fig. 42d1. Starting from a single-component thin film (purely composed by
A atoms) with two parallel horizontal free surfaces and a vertical GB, when the solute
atoms (B atoms) diffuse from the surfaces into the GB, the GB will migrate from the
white grain to the black grain. In the region swept by the GB, an AB alloy (assumed
substitutional) is formed. In this alloying region, the concentration of B atoms is not
uniform [which can be analytically determined by Eq. (101)] according to the model and
analysis originally made by Cahn [283]. The steady-state equation of the diffusion of B
atoms along the GB can be written as
λDgbB
Ω
d2XgbB
dy2
− %IB = 0, (115)
where the coordinate system is attached to the GB and shown in Fig. 42d1, XgbB (y)
and DgbB are the concentration and diffusivity of B atoms along the GB (i.e. the y-
axis). In this equation, the GB sink effect on the solute atoms is not treated as a
BC but as a uniform sink along the y-axis. We assume that the segregation coefficient
s ≡ XgbB (y)/XB(y) is a constant. If there is steady-state GB migration, the migration
velocity v = %(y)hLvcl(y) is constant with respect to the coordinate y. IB can then be
obtained by Eq. (99) and set constant v and XbB = 0. Based on the above assumptions,
Eq. (115) becomes
d2XB
dy2
− XB
yc
= 0, (116)
where
yc ≡
√
sλDgbB
(β⊥/2 + 1)v
. (117)
For the thin film configuration shown in Fig. 42d1, the BC for this equation can be
represented as XB(0) = XB(Ly) = X
eq
B , where Ly is the thickness of the film. The
solution to Eq. (116) is then
XB(y) = X
eq
B
cosh(y/yc − Ly/2yc)
cosh(Ly/2yc)
, (118)
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which is schematically shown in Fig. 42d2. This solution has been demonstrated to
be consistent with the concentration profile observed in many experiments for different
materials [284, 275]. If the film shown in Fig. 42d1 is infinitely thick (i.e., at the limit of
Ly →∞), the solution Eq. (118) will become
XB(y) = X
eq
B e
−y/yc . (119)
This solution is also consistent with some experimental observations [284, 285, 286]. We
note that the characteristic length yc is determined by the competition between the GB
diffusivity and the GB migration velocity. When v  λDgbB , the penetration depth of
the solute atoms into the GB (characterized by yc) will be small and vice versa. The
concentration of B atoms may not be uniform in the z-direction either, but this cannot
be analytically solved and the situation varies largely for different materials [276, 287,
288, 289, 290, 291].
Aside from the diffusion equation for the solute atoms, i.e., Eq. (115), there should
actually be another diffusion equation for vacancies if the Burgers vector b⊥ of the dis-
connections involved in the GB migration is not zero. The vacancies may come from
the unequal diffusion of B atoms (solute) and A atoms (solvent) along the GB (the “GB
Kirkendall effect” [279, 292]).
6.1.4. Limitation of the disconnection description
In the above several sections, we understood non-conservative GB kinetics based on
disconnection climb along GBs, and based on the disconnection model we have con-
structed boundary conditions for describing the GB/interface sink effect accompanied
by irradiation or GB/interface migration. Finally, we should point out the limitation of
the application of the disconnection model to non-conservative GB kinetics. The fun-
damental assumption behind the disconnection model is that the GB structure would
not change before or after the absorption of point defects; a disconnection is a line
defect separating two GB regions which have identical GB structure but distinct rela-
tive displacement of two grains by a DSC vector. However, it has been demonstrated
that the absorption/emission of certain amount of point defects into/out of a GB may
change the GB structure. For example, via MD simulations, Frolov et al. found new
GB structures by varying the atomic fraction in the GBs (with fixed macroscopic DOFs)
for Σ5 [100] STGBs in FCC metals. This structural change due to the variation of mi-
croscopic DOFs is called a “GB structural phase transformation” by Frolov et al. [140]
and “GB structural multiplicity” by Vitek et al. [293, 294, 295] There are many ob-
servations of GB structural change for other types of GBs and materials in MD simula-
tions [296, 297, 298, 299, 66, 300] and experiments [301, 302, 303, 304]. We do not expect
that the disconnection model can describe the change of GB atomic structure.
We will briefly discuss the possible influence of GB structural change on non-conservative
GB kinetics. First, the change of GB atomic structure does not influence the character
of disconnections [i.e., (b, h)] because a disconnection is a topological defect which is
only determined by the translational symmetry of the DSC lattice (fixed by macroscopic
DOFs). There are two possible mechanisms for a GB to absorb point defects (e.g. va-
cancies) when they are supersaturated due to irradiation: (1) disconnection climb and
(2) transformation from one GB structure to another (when the two GB structures have
different atomic fractions). The first mechanism has been discussed in Section 6.1.2, but
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the second one cannot be considered based on the disconnection model. One simple idea
is that when the disconnection climb velocity wins over the structural transformation
rate, the first mechanism will dominate over the second one; and vice versa. Based on
this simple idea, we can derive a qualitative criterion that determines which mechanism
dominates. Consider a part of GB with area Ac, which will be completely transformed
into another structure via cooperative atomic relaxation if this GB segment absorbs nv
vacancies. Note that the area Ac may correspond to the critical size for nucleation of
the new structure. If the second mechanism operates, we can assume that the atomic
relaxation time (for nucleation of the new structure) is tR, which is only a function of
temperature. Now, we consider how much time is required if the same amount of vacan-
cies are digested in the same area of the GB via the climb of disconnections (PGBDs in
low-angle tilt GBs, SGBDs in high-angle tilt GBs, or extrinsic GBDs – see discussion in
Section 6.1.2). After absorption of nv vacancies in the area Ac, the disconnection climb
distance is ∆y = nvΩ/(Ac%b⊥) and the disconnection climb velocity is vcl = |Jv|Ω/(%b⊥).
Thus, the time for this process is tC = ∆y/vcl. We can then define the measure for the
tendency of GB structural transformation as
Λ ≡ tC
tR
=
nv
tRAc|Jv(zi)| ≈
nvΩK
tRAcηrS , (120)
where we have used Eqs. (106) and (107) and the approximation that Xeqv ≈ 0. When
Λ > 1, the structural transformation mechanism (i.e., the second mechanism) dominates
over the disconnection climb mechanism (i.e., the first mechanism); and vice versa. From
the observation that Λ ∝ η−1r and combined with Eq. (107), we know that the struc-
tural transformation mechanism will be important in the case where the disconnection
climb mobility Md is small and/or the disconnection density % is small. If vacancies
are absorbed by a GB via the structural transformation mechanism, then the BC for
describing the GB sink effect can be written as Jv(zi) = nv/(tRAc), which is a Neumann
BC (rather than a Robin BC). The application of Neumann BCs will simply lead to
the steady-state solution: Xv(z) = X
∞
v . This solution implies that the kinetics is purely
reaction-controlled and there is no vacancy denuded zone (DZ) around the GB. Negligible
DZ width was indeed observed for some GBs in polycrystals in experiments [244, 243];
the extreme case is the coherent TB in FCC metals.
6.2. Interaction between grain boundaries and lattice dislocations
The absorption/emission of a lattice dislocation into/out of a GB can be decomposed
into a series of disconnections such that the total Burgers vector is conserved. Since
Burgers vectors of lattice dislocations are not parallel to GBs, this absorption/emission
will, in general, lead to line defects with nonzero components of the Burgers vector normal
to the GB (i.e., b⊥ 6= 0) in the GB. As discussed in Section 6.1.1 and depicted in Figs. 3c1
and 3c2, the existence of a disconnection with b⊥ 6= 0 implies the introduction of an
additional/missing DSC lattice plane along the GB. Therefore, the absorption/emission
of lattice dislocations into/out of a GB can be thought of as a type of non-conservative
process.
The interaction between GBs and lattice dislocations is an important problem in
materials science, since it is the mechanism behind many types of mechanical behav-
ior. For example, the well-known Hall-Petch relation [305, 306] (relationship between
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strength and grain size) rests on the assumption that lattice dislocations pile up against
GBs (smaller grain sizes imply more closely spaced dislocation barriers and hence larger
strength) [307]. This requires GBs to effectively block lattice dislocations rather than
absorb them. Some special GBs (e.g., coherent twin boundaries) not only block lattice
dislocations but also slow dislocation propagation along the GBs as well; introduction of
such special GBs can enhance material strength without significant loss of ductility [308].
Plastic deformation of a nanocrystalline metals (i.e., polycrystals with nanometer-scale
grain sizes) may also involve nucleation of lattice dislocations at the GBs and dislocation
motion threaded into GBs [309, 310, 311]. Another example of the phenomenon where the
interaction of lattice dislocations with GBs plays the role is the primary recrystallization
of heavily deformed polycrystals [25]. Primary recrystallization requires the absorption
of lattice dislocations into GBs. Hence, GB/lattice dislocation interactions are central
to understanding, predicting and designing the mechanical response of materials and the
processing that affects it.
GB/lattice dislocation interactions may be categorized into four types, shown schemat-
ically in Fig. 43. In the bicrystal shown in Fig. 43 we consider a lattice dislocation being
absorbed into a GB from the upper grain and emitted into the GB and/or the lower
grain.
(i) Lattice dislocations may be absorbed into the GB (illustrated in Fig. 43a). In
general, such absorption occurs via dissociation of the lattice dislocations into ex-
trinsic GB dislocations within the GB (see below). The resultant GB dislocations
may be glissile or sessile, depending on whether the Burgers vector is parallel to
the GB or otherwise. All the GB dislocations (resulting from lattice dislocation
dissociation) will be glissile only when the Burgers vector of the lattice dislocation
was of screw type (i.e., b is parallel to the intersection line between the slip plane
and the GB plane). The absorption of lattice dislocations into GBs was observed
in MD simulations [312] and experiments [72, 313, 314, 315].
(ii) Lattice dislocations may be emitted from the GB (illustrated in Fig. 43b). The
emission of lattice dislocations will inevitably leave residual GB dislocations at the
GB. Such a scenario was observed both in MD simulations [316, 317, 318, 319, 73,
320, 321] and experiments [322, 323, 324, 315].
(iii) Lattice dislocations may be directly transmitted from one grain into the other
through the GB (illustrated in Fig. 43c). Direct transmission can occur only when
the two slip planes and the GB plane intersect along a line. This scenario was
observed in both MD simulations [71] and experiments [325, 72, 326]. Note that
direct, complete transmission (without residual GB dislocations) will be possible
only when the Burgers vector of the lattice dislocation is parallel to the intersection
line between the slip plane and the GB plane (i.e., cross slip).
(iv) In general, the slip planes from the two grains and the GB do not intersect along
a line. In this case, incoming lattice dislocations can pile up at the GB. With
the accumulation of dislocations in one grain at the GB, the induced stress may
trigger lattice dislocation nucleation in the other grain. This is the indirect trans-
mission depicted in Fig. 43d. For example, indirect transmission is expected at a
twist GB. This scenario was frequently observed in both MD simulations [73] and
experiments [327, 74, 328].
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(a) (b) 
(c) (d) 
Figure 43: Scenarios of interaction between lattice dislocations and a GB in a bicrystal: (a) absorption
of the lattice dislocations from the upper grain into the GB, (b) emission of the lattice dislocations from
the GB into the lower grain, (c) Direct transmission of the lattice dislocations across the GB (the slip
planes and the GB plane intersect in a line), and (d) indirect transmission of the lattice dislocations
across the GB (the slip planes and the GB plane do not intersect in a line). The GB plane is colored
yellow. The slip planes in the upper and lower grains are colored gray and pink, respectively. The lines
of lattice dislocations, glissile disconnections and sessile disconnections are colored black, blue and other
colors.
There is another scenario discussed in the literature: absorption of dislocations at some
location along a GB followed by emission of dislocations at another location along the
GB [72, 326]. This case may be simply decomposed into Cases (i) and (ii) mentioned
above. It should be emphasized that the residual GB dislocations are disconnections
which are characterized by both Burgers vector and step height (the step character is
not drawn in Fig. 43). We note that the term “lattice dislocation transmission” at a
GB should be thought of as dislocation absorption at the GB followed by dislocation
emission, since two grains will generally have differently oriented slip systems and hence
different Burgers vectors.
There are several criteria established for measuring the difficulty of lattice dislocation
transmission through a GB in a bicrystal. These criteria are based on the misorientation
of two grains [329, 330, 331], the slip geometry (as shown in Fig. 43d) [332, 333, 72, 334,
335, 336] and the residual Burgers vector at the GB [337, 338, 339] (see Appendix G for
a brief review). We focus on the role of the residual Burgers vector in the GB, since this
is directly related to the disconnection model (the focus of this review). The residual
Burgers vector is br = b
i −bo, where bi and bo are the Burgers vectors of the incoming
and outgoing lattice dislocations, respectively, and all the Burgers vectors are represented
100
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 
3.5 
4.0 
4.5 
5.0 
5.5 
Magnitude of residual 
Burgers vector (a0) 
P
la
st
ic
 s
tra
in
 a
cr
os
s 
G
B
s 
(a) 
[1
12
0]
 
[1
21
0]
 
[2
11
0]
 
[1
12
3]
 
[1
21
3]
 
[2
11
3]
 
[1
12
3]
 
[1
21
3]
 
[2
11
3]
 
[0
00
3]
 0 
2 
4 
6 
M
ag
ni
tu
de
 o
f r
es
id
ua
l 
B
ur
ge
rs
 v
ec
to
r (
a 0
/3
) 
Outgoing system 
Burgers vector (a0/3) 
(b) 
Figure 44: (a) Plastic strain across GBs vs. magnitude residual Burgers vector |br| measured in a
polycrystalline Ni-based superalloy. (a) is reproduced from Ref. [339] (H. Sehitoglu, Elsevier 2012). (b)
Magnitude of residual Burgers vector associated with all the potential slip systems of the outgoing lattice
dislocations in α-Ti. The actually operative slip system of the outgoing lattice dislocations is indicated
by the arrow. The incoming lattice dislocation is pure screw and has Burgers vector [1¯1¯20]a0/3. The two
grains adjacent to the GB are related by a 46◦ rotation about the [8, 2¯0, 12, 5] axis. (b) is reproduced
from Ref. [341] (I. M. Robertson, Elsevier 2014).
with reference to the DSC lattice. Experimental observations suggest that, for a partic-
ular incoming slip system, the outgoing slip system tends to minimize the magnitude of
the residual Burgers vector at the GB. For example, mapping the local plastic strains
in a plastically deformed polycrystalline Ni-based superalloy (Hastelloy X), Abuzaid et
al. [339] found that the strain is continuous across some GBs and discontinuous across
others. They measured the strain across some GBs and calculated the residual Burgers
vector for these GBs. They found that the strain across the GBs decreases with increas-
ing the residual Burgers vector, as shown in Fig. 44a. This is evidence that the slip
systems associated with dislocation transmission correspond to those with the minimum
residual Burgers vector magnitude. Another example is from the in situ TEM straining
experiment and tomographic analysis performed by Kacher and Robertson [340]. They
observed transmission of lattice dislocations across several GBs in α-Ti. They found
that, for a particular GB and a particular incoming slip system, the operative outgoing
slip system is that which led to the minimum residual Burgers vector magnitude. As
shown in Fig. 44b, when the screw lattice dislocations with b = [1¯1¯20]a0/3 come into a
GB characterized by a 46◦ rotation of two grains about the [8, 2¯0, 12, 5] axis, the outgo-
ing lattice dislocations will be associated with b = [1¯1¯20]a0/3 which corresponds to the
minimum residual Burgers vector magnitude.
We now discuss the interaction between lattice dislocations and GBs based on the dis-
connection model; we focus on the simple example of a simple cubic crystal. Figure 45a
shows the case of a lattice dislocation with Burgers vector bi trapped and absorbed into
a GB [Scenario (i)] in which the bicrystal contains a Σ5 [100] (012) STGB (i.e., the ex-
ample used in Sections 2.1 and 2.2 to introduce bicrystallography and disconnections).
The trapped lattice dislocation may dissociate into several disconnections along the GB.
Figure 45b shows that such dissociation could be: bi → 2b‖ + b⊥, where b‖ and b⊥
are the Burgers vectors of disconnections as shown in Figs. 3b and c. This proposed
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dissociation is consistent with the conservation of total Burgers vector. The two dis-
connections with Burgers vector b‖ are glissile; they may glide away from the position
where the the lattice dislocation is absorbed. The disconnection with Burgers vector b⊥
is sessile; it cannot glide but can climb if vacancies or self-interstitial atoms (SIAs) diffuse
into this disconnection. We emphasize that, since each disconnection has an associated
step height, the dissociation of the lattice dislocation into the disconnections and their
motion inevitably leads to local GB migration (or the change of GB profile). The step
heights also follow the conservation law: 0 → 2h‖ + h⊥ [49]. Similar lattice dislocation
dissociation at GBs accompanied by local change of GB profile has been widely observed
in MD simulations (e.g. STGBs in Mg [342]; Σ3, Σ11 and Σ9 STGBs in Al [343, 344];
coherent TBs in Al [345, 346, 312]; Σ3 and Σ9 STGBs in W [71]). While the atomic-level
details of this lattice dislocation absorption has been difficult to observe experimentally
(however, see Ref. [347] for an example where it was seen), experimental observations
have been made without such atomic-scale detail [313, 348]. Minor [313] performed an
in situ nanoindentation experiment on a polycrystalline Al thin film and observed that
the continuous annihilation of the lattice dislocations created by indentation at a GB
led to the migration of the GB (consistent with Fig. 45). We note, however, that this
observation does not prove the proposed scenario (Fig. 45) since it is also possible that
GB migration was caused by stress rather than the absorption of lattice dislocations.
Based on the disconnection mechanism associated with lattice dislocation absorption
depicted in Fig. 45, we can further understand the mechanism of Scenario (ii), i.e.,
lattice dislocation emission from a GB. As illustrated in Figs. 46a and b, when lattice
dislocations are emitted from the GB under the applied tensile stress σ, according to
the conservation of Burgers vector, there must be lattice dislocations (with Burgers
vectors of opposite sign) left at the GB. Of course, a dislocation may be emitted into
the upper or lower grain, each leading to different residual lattice dislocations at the
GB. As shown in Fig. 46c, the residual lattice dislocations may dissociate into three
disconnections in the GB, following the same reaction as that depicted in Fig. 45. The
glissile disconnections can glide along the GB and annihilate with each other. The net
result of dislocation emission, dissociation and disconnection annihilation is depicted in
Fig. 46d: (1) the GB profile is changed due to introduction of the steps associated with
the sessile disconnections and (2) the misorientation of the GB is changed since the
two sessile disconnections possess the same Burgers vector perpendicular the GB. This
emission mechanism has been demonstrated in the MD simulations of Spearot et al. on
a Σ9 [110] (221) STGB in Cu bicrystal [317]. They found that, under an applied tensile
stress, lattice dislocations (in this case, partial dislocations leading extended stacking
faults) were emitted from the GB into both grains leading to the formation of a serrated
GB profile.
We can also understand the mechanisms of Scenarios (iii) and (iv) (i.e., lattice dis-
location transmission across a GB) based on the disconnection model. As illustrated in
Fig. 47a, a lattice dislocation can glide from the upper grain under an applied shear stress
and be driven into/trapped at the GB. Figure 47b shows that this lattice dislocation may
undergo dissociation into disconnections following the reaction shown in Fig. 45. If the
shear stress is sufficiently large, the sessile disconnection may further dissociate into two
glissile disconnections and one lattice dislocation of the lower grain, as shown in Fig. 47c.
Then, under a shear stress, the lattice dislocation formed from the dissociation can glide
from the GB into the lower grain and all the glissile disconnections can move to the left.
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(a) 
b⊥ b‖ 
b‖ 
(b) 
Figure 45: Schematic of absorption of a lattice dislocation into a Σ5 [100] (012) STGB in a SC crystal.
(a) A lattice dislocation with Burgers vector bi from the black grain trapped at the GB. (b) Dissociation
of the lattice dislocation in (a) into two glissile disconnections b‖ and one sessile disconnection b⊥. The
GB plane is denoted by the blue line and the extra DSC lattice planes are denoted by the red lines.
The net result of such dislocation transmission is the creation of a pure step in the GB,
as shown in Fig. 47d. Such a transmission mechanism has been proposed by Hirth et
al. [349, 47] and by Zhu et al. [350] and Abuzaid et al. [339] particularly for coherent
TBs. The creation of GB steps due to dislocation transmission has been observed in
both experiments [351, 339, 328] and MD simulations [352, 73, 353, 354]. Lim and Raj
also observed that the slip of many dislocations across GBs in bicrystals could cause GB
migration, which, on the scale of macroscopic plasticity, implies GB step creation due to
dislocation transmission [355].
Based on the disconnection description of interaction between lattice dislocations
and GBs above, we can establish a criterion for the occurrence of dislocation absorption,
emission and transmission. Since the energy of a dislocation is proportional to b2 (b
is the magnitude of Burgers vector), a dislocation reaction is energetically favorable if
the sum of b2 over all of the product dislocations/disconnections is smaller than that
of the reactant dislocations [356, 75]. This idea can be simply extended to the case of
disconnections. The absorption of a lattice dislocation into a GB [Scenario (i), Fig. 43a]
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Figure 46: Schematic of emission of lattice dislocations into the upper and lower grains under tensile stress
σ. (a) Emission of lattice dislocations. (b) Residual lattice dislocations left at the GB after emission.
(c) Dissociation of the residual lattice dislocations into GB disconnections following the reaction shown
in Fig. 45. (d) Annihilation of the glissile disconnections. The blue line denotes the GB plane; the gray
lines denote the DSC lattice planes parallel to the GB; the red arrows denote the Burgers vectors.
will occur if the energy change due to this absorption event is negative, i.e.,
∆Ea =
∑
k
(
Kb2k + Γs|hk|
)− τ`0 ∑
bk·n=0
bk −Kbi2 < 0, (121)
where bi is the magnitude of Burgers vector of the incoming lattice dislocation, bk and hk
are, respectively, the magnitude of the Burgers vector and the step height of the k-th GB
disconnection (i.e., residual dislocation), τ is the shear stress resolved onto the GB plane,
and `0 corresponds to the nucleation size of the disconnections; the first summation is over
all of the disconnections while the second is over those whose Burgers vectors are parallel
to the GB (see Fig. 45). We note that, unlike for lattice dislocations, disconnections also
have a step energy which must be included. Dewald and Curtin [343, 344] performed
multiscale simulations of the interaction between lattice dislocations and Σ3, Σ11 and
Σ9 STGBs in Al and found small steps associated with residual GB dislocations (i.e.,
disconnections). Equation (121) also includes a contribution from the work done by the
stress (there are stress contributions from both the applied stress and the stress from
other dislocations).
Emission of a lattice dislocation from a GB [Scenario (ii); see Fig. 43b] will occur if
the energy change due to this emission event is negative, i.e.,
∆Ee =
∑
k
(
Kb2k + Γs|hk|
)− τ`0 ∑
bk·n=0
bk +Kb
o2 − τo`0bo < 0, (122)
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Figure 47: Schematic of direct transmission of a lattice dislocation from the upper grain to the lower one
under shear stress τ . (a) A lattice dislocation coming from the upper grain and trapped at the GB. (b)
Dissociation of the lattice dislocation into GB disconnections following the reaction shown in Fig. 45.
(c) Dissociation of the sessile disconnection into two glissile disconnections and one lattice dislocation in
the lower grain. (d) Emission of the lattice dislocation in (c) into the lower grain. The blue line denotes
the GB plane; the gray lines denote the DSC lattice planes parallel to the GB; the red, dark red and
green arrows denote the Burgers vectors.
where τo is the shear stress resolved to the slip plane of the outgoing lattice dislocation
and bo is the magnitude of Burgers vector of the outgoing lattice dislocation. Obviously,
emission cannot occur (always ∆Ee > 0) unless a stress (of sufficient magnitude) is
applied. Similarly, direct transmission of a lattice dislocation across a GB [Scenario (iii);
see Fig. 43c] will occur if the energy change due to this transmission event is negative,
i.e.,
∆Et =
∑
k
(
Kb2k + Γs|hk|
)− τ`0 ∑
bk·n=0
bk +Kb
o2 − τo`0bo −Kbi2 < 0. (123)
Indirect transmission of a lattice dislocation across a GB [Scenario (iv); see Fig. 43d] can
be decomposed into two steps: absorption and emission. Indirect transmission will occur
if ∆Ea < 0 and ∆Ee < 0.
Since the criteria above are based on energy changes, they only predict whether a
reaction is thermodynamically possible. On the other hand, whether such a reaction will
occur within a fixed time period is determined by kinetics. The kinetics are determined
by the relevant energy landscape/reaction barriers. Unfortunately, these energy barrier
cannot be determined analytically but must be determined from atomic scale calculations
that include an adequate description of the bonding. Such barriers may be determined,
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for example, using NEB method as done by Tsuru et al. [312] or via MD simulations as
done by Sangid et al. [73].
7. Final remarks
7.1. Summary of disconnection-based approach for grain-boundary kinetics
Grain-boundary (GB) kinetics describes the evolution of the (broadly defined) state
of a GB (structure, composition, position and shape). Such change can be induced by
stress, chemical potential gradient, interaction with defects from the grain interior, etc.
Change of GB state (driven by these generalized forces) occurs through the addition,
emission, and/or motion of defects within GBs. In this review, we focused on line defects
within the GBs (i.e., disconnections). We investigated many classes of GB kinetic phe-
nomena (related to change of GB structure, position and shape) based on the nucleation,
annihilation and/or motion of disconnections.
A disconnection is a type of line defect that only exists in interfaces (including GBs)
and is characterized by both a Burgers vector and a step height. Since GBs are crys-
talline interfaces, the translational symmetry of the DSC lattice (associated with the
dichromatic pattern formed by two crystalline grains) implies the possibile existence of
line defects which have dislocation character. The translational symmetry of the DSC
lattice only conserves the dichromatic pattern but allows for the shift the origin of the
pattern. Such shifts imply that disconnections may also have GB step character. The
Burgers vector/step height pair represents a disconnection mode. The disconnection
mode is determined by the macroscopic degrees of freedom of the GB. For a particular
bicrystallography, the disconnection mode is not unique. We have proposed an algorithm
that enumerates all possible disconnection modes for any macroscopic GB geometry. We
also discussed the disconnection energy that depends on the disconnection mode.
Based on the disconnection model, we examined the thermal equilibration of the
GB profile (roughness) and the intrinsic GB mobility. Reports in the literature sug-
gest that the GB roughening transition temperature, stiffness and intrinsic GB mobility
are influenced by disconnection character; since disconnection modes are determined
by bicrystallography, evaluation of these properties based on the disconnection model
implies a dependence on bicrystallography. Some GBs show thermal fluctuation behav-
ior associated with the formation and motion of pure steps (disconnections with zero
Burgers vector); while others show behavior dominated by disconnections with nonzero
Burgers vectors. The existence of disconnections with Burgers vector character implies
that equilibrium roughening of GBs is intrinsically different from the roughening of free
surfaces and liquid-solid interfaces (for which the pertinent line defects are pure steps), as
demonstrated through Monte Carlo and molecular dynamics [15] simulations of thermally
equilibrated GB.
Disconnection models can also be used to study conservative GB kinetics, i.e., driven
GB migration and sliding without absorption/emission of defects from within the grains.
Since the mechanism of (diffusionless) GB motion is the nucleation and glide of discon-
nections characterized by both Burgers vector and step height, GB migration and sliding
are coupled (the shear-coupling factor is the ratio of GB sliding velocity to migration
velocity) [155, 156], or equivalently, the ratio of the GB sliding to migration distances
during steady-state GB motion [42]. GB sliding can be directly driven by shear stress
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(resolved to the GB plane). Shear stress can induce the nucleation and glide of discon-
nections with nonzero Burgers vectors; the glide of such disconnections necessarily leads
to GB sliding (plastic shear deformation localized at the GB). Since these disconnections
may be associated with finite step heights, disconnection glide may also be accompanied
by the propagation of steps along the GB and, thus, GB migration. Therefore, the step
character of disconnections that are driven by the shear stress can indirectly drive GB
migration. GB migration can be directly driven by the bulk energy density difference in
the two grains (e.g., associated with elastic anisotropy, defect density difference in two
grains, magnetic fields, capillarity, etc.). The energy density difference can induce the
nucleation and glide of disconnections with finite step height; the motion of such discon-
nections necessarily leads to GB migration. Since these disconnections may also have
an associated (nonzero) Burgers vector, disconnection glide may be accompanied by the
propagation of Burgers vector along the GB and, thus, GB sliding. Hence, due to the
dislocation character of disconnections, the bulk energy density difference can indirectly
drive GB sliding.
Reports in the literature demonstrate that shear-coupled GB migration transforms to
pure GB sliding with increasing temperature in some GBs [156]; while shear coupling un-
der an applied bulk energy density difference switches to pure GB migration (no sliding)
with increasing temperature in some GBs [158]. We can understand the temperature
dependence of GB shear-coupling behavior based on the statistics of multiple discon-
nection modes. The idea is that, at low temperature, only a single disconnection mode
associated with the lowest nucleation energy barrier occurs, while, at high temperature,
multiple disconnection modes can be activated and the average step height goes to zero
under shear stress or the average Burgers vector goes to zero under the bulk energy den-
sity difference. In this way, we can understand pure GB sliding and pure GB migration
at high temperature based on the disconnection model. Since the energy spectrum of
disconnection modes is determined by GB geometry, the temperature dependence of the
shear-coupling factor results from the statistics of multiple disconnection modes, varies
with bicrystallography. The predicted temperature dependence from the disconnection
model is consistent with MD simulations [156, 29].
Based on the statistics of multiple disconnection modes, we derive a generalized ki-
netic equation for the motion of GBs in bicrystals [29]: V = MF, where V = (v‖, v⊥)T
(v‖ and v⊥ are the GB sliding and migration velocities), F = (τ, ψ)T (τ and ψ are the
shear stress and the bulk energy density difference) and M is the temperature-dependent,
symmetric GB mobility tensor. Unlike the classical kinetic equation for capillarity-driven
GB migration (v⊥ = Mψ = Mγκ), the generalized kinetic equation considers coupled
GB migration and sliding driven by shear stress, bulk energy density difference in any
combination.
While the discrete disconnection model is able to describe many features of GBs,
a continuum model is more amenable to applications in microstructure evolution. We
developed such a continuum kinetic equation for GB migration based upon disconnection
glide [357], i.e., v⊥ = vd%h = MdFd%h, where vd is the disconnection glide velocity, %h
is the step density, Md is the disconnection mobility and Fd is the driving force for
disconnection motion. The driving force Fd may include shear stresses, bulk energy
density differences, and GB curvature; the shear stress term is nonlocal (because the
stress is determined by the distribution of Burgers vector along the entire GB) while the
other terms are local. This continuum equation enables us to numerically study changes
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in GB position and shape induced by various types of driving forces [357].
While much can be deduced by studying GB motion in the relatively “tame” bicrystal
geometry, GBs in the “wild” are more commonly part of polycrystalline microstructures.
The kinetics of GB motion in a polycrystal differs from that in a bicrystal since GBs
in a polycrystal are joined by triple junctions (TJs) and the grains in a polycrystal
cannot undergo arbitrary shear because of the constraint of the surrounding grains. The
motion of a TJ can be understood as the result of reactions amongst disconnections
flowing into or out of the TJ from the three GBs that meet there. In the case where the
disconnections that react are pure steps, TJ motion is driven by the balance of surface
tension (equivalently, reduction of total GB energy); this case is classical. However, in
the more common case, where the reacting disconnections have nonzero Burgers vector,
TJ motion can be driven by stress, as observed in both experiments [218] and MD
simulations [208]. Whether microstructure evolution is dominated by GB or TJ motion
depends on the competition between the disconnection velocity (scaled by grain size)
along the GBs and the rate of their reactions at the TJ. In most cases, TJ motion will
only be possible if multiple disconnection modes operate along the GBs or the system is
able to expel or emit lattice dislocations within the vicinity of the TJs.
The disconnection mechanism, by which shear-coupled GB migration occurs, implies
some specific features for polycrystal microstructure evolution, such as capillarity-driven
grain growth. Since GB migration is shear coupled, grain growth leads to stress accumu-
lation. For grain growth to occur continuously, one or more mechanisms must operate to
relieve the stresses generated by shear coupling. Three possible mechanisms are proposed:
(i) plastic deformation (e.g., twinning), (ii) grain rotation, and (iii) adjustment of the GB
shear-coupling factor on each GB such that the effective shear-coupling factor is infinity.
Mechanisms (i) and (ii) have been readily observed in experiments [224, 225, 30, 201] and
MD simulations [226, 32, 29]. There is no evidence for mechanism (iii); this mechanism
implies that the rate of GB migration is low in comparison with that in a bicrystal.
Non-conservative GB kinetics involves the interaction between GBs and point defects
or lattice dislocations. The absorption/emission of point defects or lattice dislocations
into/out of a GB will introduce disconnections with nonzero Burgers vector component
in the direction normal to the GB plane or the motion of such disconnections. These
disconnections imply extra/missing DSC lattice plane parallel to the GB.
A GB can be a sink/source to vacancies/self-interstitial atoms (SIAs); the mechanism
is associated with the climb of disconnections with nonzero normal component of Burgers
vector along the GB. A GB can also be a sink/source of solute atoms; the mechanism
is associated with the motion of disconnections with nonzero step height along the GB
(unlike the case of GB segregation, where GBs can only absorb a finite quantity of solute
atoms). Based on the disconnection mechanism, a boundary condition (BC) can be
proposed to model the sink effect of a GB [254, 34, 35]. This BC is of the type of Robin
BC and includes both disconnection Burgers vector and step height as parameters. We
have shown that this BC can be used to study the problems such as: (i) GB sink effect to
vacancies and SIAs under irradiation and creep, (ii) interface sink effect to solute atoms
during precipitate growth, and (iii) diffusion-induced GB migration.
A GB can also be a sink/source of lattice dislocations. The mechanism is associ-
ated with reactions of disconnections occurring at the GB. This reaction may result in
disconnections with Burgers vectors parallel to the GB; the introduction or annihilation
of these disconnections can lead to local GB migration and changes in the GB shape.
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The disconnection reaction may also result in the formation or annihilation of discon-
nections with Burgers vectors perpendicular to GB; these disconnections are sessile and
lead to local changes in GB misorientation. For any particular bicrystallography, we can
understand the mechanism of absorption/emission/transmission of lattice dislocations
into/out of/across the GB based on the disconnection model. The reactions associated
with dislocation transmission across a GB commonly leads to a decrease (minimization)
of the residual disconnections in the GB [339, 340].
7.2. Advantages of the disconnection-based approach to GB kinetics
We summarize several of the advantages of disconnection-based approaches for the
study of GB kinetics.
(i) The GB disconnection approach is a mesoscale model; residing between atomic-
scale and continuum models. In continuum models, GBs are described as con-
tinuum surfaces, the properties associated with such continuum surfaces are GB
energy and mobility, and GB motion is modeled as the evolution of such continuum
surfaces. Typical continuum models provide no link between GB bicrystallography
and GB properties, including stress. On the other hand, atomic-scale models ex-
plicitly represent GBs in terms of the geometric arrangement of atoms at the GB
(such as through the structural unit model) and GB motion is naturally modeled
as the cooperative motion of atoms at the GBs or rearrangements of their atomic-
scale structural units. However, the atomic structure of most GBs are difficult
to determine experimentally and atomistic simulation are challenged to describe
GB kinetics on appropriate time scales or microstructures on appropriate length
scales. Hence, the atomic-scale models, while informative, rarely suffice to describe
GB kinetics. The disconnection model requires no detail of the GB structure on
the atomic-scale but does incorporate the effect of bicrstyallography; disconnection
character is fixed by the macroscopic degrees of freedom of a GB. In the disconnec-
tion model, GB motion is described as the activity of disconnections along the GB;
hence, it incorporates many more features than continuum models of GB motion
but without the necessity of tracking the motion of each atom.
(ii) Based on the disconnection model, we can understand several GB-related kinetic
phenomena not previously understood. Perhaps the most important of these is
shear-coupled GB migration. In experiments and MD simulations, many researchers
found that grain growth could be driven by applied stresses [28, 154, 67]. At the
same time, others reported that capillarity-driven grain growth was often accom-
panied by accumulation of shear stress or grain rotation [30, 201, 29]. These ob-
servations can be explained based on the coupling between GB migration and GB
sliding. The microscopic mechanism of this coupling effect is disconnection motion
along the GB. The fact that each disconnection is characterized by both a Burg-
ers vector and a step height implies that the glide of disconnections along the GB
corresponds to simultaneous propagation of both Burgers vector and step height,
leading to coupled GB sliding and GB migration. We note that non-disconnection-
based approaches have also shown how coupling may occur [50, 156, 157], albeit in
a less general manner.
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(iii) We have also shown how the disconnection model can be applied to understand
some GB-related phenomena which have been previously been understood in terms
of specialized models. The disconnection model provides a means to understand
many aspects of GB kinetic behavior within a single, unified approach. These phe-
nomena include thermal fluctuation of the GB plane (Section 4), GB roughening
transition (Section 4.2), intrinsic GB mobility (Section 4.3), pure GB sliding (Sec-
tion 5.2.5), pure GB migration (Section 5.3.4), GB sink/source strength for point
defects (Section 6.1) and the interaction between GBs and lattice dislocations (Sec-
tion 6.2).
(iv) The disconnection model can be readily extended to predict the kinetics of poly-
crystalline microstructure. Besides GBs, important elements of such polycrystalline
microstructure are triple junctions. Triple junction motion can be viewed as re-
sulting from the reactions of disconnections from the three GBs which meet at the
TJs (Section 5.7.3). The GB disconnection model may also be applied to relate
plasticity within grains to GB dynamics, since lattice dislocation may be viewed
as a special class of disconnections (zero step height and crystal translation vector
as Burgers vector). In this view, interactions between GBs and lattice disloca-
tions are fundamentally the dissociation and/or recombination of disconnections
(Section 6.2). Based on the disconnection climb mechanism, GB sink behavior for
point defects can be modeled as Robin boundary condition, parameterized by the
disconnection character (Section 6.1). Then, diffusion in polycrystals (such as in
radiation damage, creep, etc.) can be modeled on the continuum scale by treating
the GBs as Robin boundary conditions.
7.3. Limitations of the disconnection-based approach to GB kinetics
We summarize several of the limitations of disconnection-based approaches for the
study of GB kinetics.
(i) Since the disconnection construction is based upon the translational symmetry
of the DSC lattice, disconnection are only well-defined for CSL GBs but not for
non-CSL (irrational) GBs – in principle. Hence, the application of disconnection
model might be limited to a small group of special GBs. However, as discussed in
Section 2.2.2, any non-CSL set of GB misorientations can modeled as a very close
CSL misorientation, with the non-CSL features described by the addition of an
aperiodic set of disconnections with Burgers vector perpendicular to the GB. This
limitation should be thought of as more conceptual than real.
(ii) Disconnections are only one type of line defect in a GB which is allowed by the
macroscopic DOFs. There are other types of line defects associated with the micro-
scopic DOFs of a GB; i.e., the relative displacement of two grains with respect to
one another and atomic fraction. By changing the relative displacement (for fixed
macroscopic DOFs), we may obtain multiple metastable GB structures [66]. For
example, Figs. 48a, b and c show the stable/metastable GB structures obtained
by varying the relative displacement for Σ5 [100] (012) STGBs in W via atomistic
simulations [66]. The structures in Figs. 48a and b are related by mirror symmetry
and have identical energy. The line defect formed between these two structures is
a partial GB dislocation with zero stacking-fault energy. The Burgers vector of the
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partial GB dislocation does not belong to any DSC lattice vector. The structures
in Figs. 48a and c are two stable/metastable structures and have different energy.
The line defect formed between these two structures is a partial GB dislocation
with finite stacking-fault energy. By changing the atomic fraction within a GB (for
fixed macroscopic DOFs), we may also obtain multiple metastable GB structures.
For example, Fig. 48d shows the metastable GB structure obtained by varying the
atomic fraction [7]. Figure 48e shows a view of this structure along the o-axis (tilt
axis). We see that this structure has a larger period along both the o- and p-axes.
The line defect formed between two such structures differ by a shift along the o-
or p-axis and can be thought of as an anti-phase boundary (a boundary in the
GB plane is a line defect). In summary, the types of line defects in GBs include
disconnections, partial GB dislocations with zero stacking-fault energy, partial GB
dislocations with finite stacking-fault energy, anti-phase boundaries, and their mix-
tures [66]. GB kinetics will, in general, involve all types of line defects. However,
disconnections are expected to play the most important role in GB kinetics in most
situations. All the line defects, except for disconnections, have no associated step
height and, thus, do not contribute to GB migration. Anti-phase boundary are not
associated with a Burgers vector and, thus, do not contribute to shear deformation.
Although partial GB dislocations do have Burgers vectors, these Burgers vector do
not correspond to translational symmetries and, so, a partial GB dislocation may
be viewed as a part of a complete disconnection [76] (in the same way that a partial
dislocation is related to a full dislocation in crystal plasticity).
(iii) Prediction of many types of GB kinetic behavior based on disconnection model
requires knowledge of the active disconnection modes and their associated activa-
tion energies for motion as input. The list of possible disconnection modes can be
determined from bicrystallography alone, but the relative ease with which differ-
ent disconnection modes may be formed or move depending on details of bonding
and core information that is only available from atomic-scale approaches (such
as first-principles or empirical potential-based atomistic simulations). Hence, the
application of the disconnection model for concrete predictions of the kinetic be-
havior of specific GBs in specific materials depends on such atomic-scale informa-
tion. Nonetheless, just as mesoscale dislocation models have been integral in the
formation of our understanding of plasticity in crystals in the absence of such in-
formation, we expect that mesoscale disconnection model should form the basis of
how we understand microstructure evolution in polycrystalline materials.
7.4. Outlook
Finally, we discuss several outstanding challenges and directions for the application
of disconnection-based approach for GB kinetics and avenues for future research.
(i) Most of the existing disconnection-based approaches discussed above have focused
on 1D or quasi-1D GBs in a 2D bicrystal. It is of practical interest to extend these
approaches more completely to the study of 2D GBs in 3D bicrystals. Roughen-
ing of 2D free surfaces has been studied based on pure step model (solid-on-solid
model) (e.g. Ref. [90, 358]). The challenge of extending this approach to 2D
GBs lies in the fact that disconnections are line defects in GBs characterized by
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Figure 48: Stable/metastable structures of Σ5 [100] (012) STGBs obtained by atomistic simulations.
The structures in (a), (b) and (c) are obtained by varying the relative displacement of two grains. The
blue solid lines outline the structural units; the red arrows indicate that the structures in (a) and (b)
are related by mirror symmetry. The structure in (d) is obtained by varying the atomic fraction in the
GB based on the structure in (a). (e) shows the side view (i.e., the view along the tilt axis) of (d). The
green solid lines outline the structural units. An array of atoms centered in a structural unit are colored
red and another array of atoms in the neighboring structural unit are colored blue. (e) shows two arrays
of the colored atoms that exhibit a wavy arrangement along the tilt axis.
both step height and Burgers vector and that the interaction between disconnec-
tions are long-ranged. Calculation of the long-range interaction between generally
curved disconnections in non-flat 2D GBs may be implemented using existing tech-
niques. For a lattice model (such as the model in Section 4.2.2), fast-multipole
expansion [359, 360] and discrete dislocation dynamics approaches can be used
(e.g. Refs. [361, 362, 363, 364, 365]), while for continuum models (such as that in
Section 5.6), continuum dislocation dynamics may be used (e.g. Refs. [366, 367]).
(ii) Most existing disconnection-based approaches have focused on the “tame” bicrys-
tal configuration, rather than GBs in the “wild” (i.e., polycrystalline materials).
Methods for dealing with the complexity of disconnection motion within a poly-
crystalline context are in their infancy. We propose three approaches towards this
goal.
(1) Sharp-interface model. GBs can be described as continuum surfaces. For
example, several researchers (e.g. Refs. [368, 38]) studied grain growth in three
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dimensions based on this approach. Such simulations describe the evolution
of the GB network following the classical equations for capillarity-driven GB
motion. However, the classical equations for GB motion do not incorporate
the important effects of shear coupling. Zhang et al. [196] recently proposed
a continuum equation for GB motion based on the disconnection mechanism
(Section 5.6) that includes the combined effects of capillarity, stress and other
driving forces. This equation can be applied to each GB in a polycrystal and
the interaction amongst the three GBs meeting at each TJ can be properly
considered (Section 5.7.3); however, this has yet to be implemented.
(2) Diffuse-interface model. A GB can be described by the switching of a con-
tinuum field, such as the gradient of crystal orientation [369]. Based on the
formal GB dislocation model, the change of orientation can be viewed as re-
sulting from the distribution of dislocations localized around the GB. Admal
et al. described a GB by the geometrically necessary dislocation density tensor
field; such an approach naturally accounts for GB migration under stress [370].
In addition, they included GB energy in the free energy by the dependence
of the norm of geometrically necessary dislocation density tensor in the phase
field model such that they could simulate GB migration driven by capillarity
within the same framework [369]. Although their simulations only focused on
the evolution of GBs in bicrystals, this approach may be extended to to inves-
tigate the evolution of polycrystal microstructures in a disconnection context.
(3) Potts model. Grain growth can also be modeled using the long-established
Potts model combined with Monte Carlo methods (e.g. Refs. [371, 372]). In
the conventional Potts model each lattice point is assigned a value to rep-
resent local crystal orientation. The energy is described by interactions be-
tween neighboring lattice points with different orientation values. Hence, in
this model only GB energy is accounted for; GB migration is driven only by
capillarity. However, the disconnection mechanism can be incorporated by
incorporating shear-coupled GB migration. A possible approach is to assign
an eigenstrain to the lattice points and include the induced elastic energy in
the total energy (perhaps by microelasticity approach [373] with discretiza-
tion according to the lattice in Potts model) that drives the Monte Carlo
simulation.
(iii) More experiments and atomistic simulations are required to describe GBs in more
general situations. Most current studies of shear-coupled GB migration focus on
symmetric tilt boundaries in single-component metallic bicrystals. The disconnec-
tion approach should be systematically generalized be examination of the following
cases.
(1) There has been relatively few studies of the motion of general GBs, including
asymmetric tilt and mixed tilt-twist boundaries. However, several experimen-
tal and atomistic simulation studies focused on shear-coupled GB migration in
polycrystals and embedded cylindrical grains [29, 204]. Nonetheless, it would
be of interest to study shear coupling (shear-coupling factor and atomic-scale
mechanisms) for isolated, flat GBs where inclination is systematically varied.
One recent exception is the study of Trautt et al. [190], where shear-coupling
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factors were determined for a series of Σ5 and Σ25 asymmetric tilt bound-
aries using MD and phase-field cyrstal simulations. While the disconnection
model was able to accurately reproduce their results (see Section 5.5.2), this
is a limited set. Additionally, little is known about the local mechanism of
GB migration in such asymmetric tilt GB cases or anything at all about the
motion of mixed tilt-twist boundaries.
(2) Most theoretical and simulation studies of GB kinetics focussed on pure ma-
terials with primitive crystal lattices. An opportunity exists for experiments,
simulation and theory on systems with more complex structure; e.g. alloys
(disordered or ordered) and the more complex crystal structures associated
with intermetallics, ionic crystals, covalent crystals, van der Waals materials,
etc. In principle, the disconnection model should be equally applicable to
such more complex materials, as discussed briefly in Section 2.5. In experi-
ments, there have been observations of disconnections in the primarily ionic
materials Al2O3 [59, 60] and SrTiO3 [62]. However, we are unaware of sys-
tematic investigations of the role of disconnections in the GB migration and
shear deformation in such systems or in understanding the role of charged
disconnections. Other opportunities exist in understanding shear-coupled GB
migration in solid solution systems [374, 375, 376].
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Appendix A. Practical algorithm for determining disconnection modes for
symmetric tilt boundaries in FCC crystals
We give an example of [100] STGBs in a FCC crystal. A [100] STGB in a FCC
crystal can be represented by (0,−m,n)w/(0,m, n)b [0, n,m]w/[0, n,−m]b, where m and
n are integers and n > m > 0; “w” and “b” denote white and black grains, respectively.
Below, all indices refer to the black grain. The DSC lattice is cubic (with reference to
Fig. 7). The lattice parameters of the DSC lattice along x-, y- and z-axes are
ax =
a0
2
, ay = d(0,n,−m) =
a0
2
√
n2 +m2
, az = d(0,m,n) =
a0
2
√
n2 +m2
, (A.1)
where a0 is the lattice parameter of conventional FCC unit cell, d(0,n,−m) and d(0,m,n) are
interplanar spacings of the (0, n,−m) planes and the (0,m, n) planes, respectively. Then,
we will determine d˜u, d˜1L and d˜gb in the Diophantine equation Eq. (2). The projection
of [010]a0 on the GB plane is
dy = [010]a0 · 1√
n2 +m2
[0, n,−m] = na0√
n2 +m2
⇒ d˜y = dy
ay
= 2n. (A.2)
The projection of [010]a0 on the GB normal is
dz = [010]a0 · 1√
n2 +m2
[0,m, n] =
ma0√
n2 +m2
⇒ d˜z = dz
az
= 2m. (A.3)
The minimum displacement (reduced by ay) which is parallel to the GB and preserves
CSL is
d˜gb =
{
n2 +m2, n+m = 2k
2(n2 +m2), n+m = 2k + 1
, (A.4)
where k is any integer (k always denotes integer below). The displacement (reduced by
ay) which is parallel to the GB and leads to a one-layer upward shift of the GB plane is
d˜1L = 2
[
kd˜gb − 2d˜y
2d˜z
]
k
, (A.5)
where the operation [A]k is to raise the value of k from one until A becomes an integer
and return the value of A. The displacement (reduced by ay) which is parallel to the
GB and equivalent to the effect of displacing the black lattice by the Burgers vector
b⊥ = azn is
d˜u =
[
kd˜gb − d˜y
d˜z
]
k
. (A.6)
Equations (A.5) and (A.6) are valid for any GB geometry.
The bases of DSC lattice are
b(1) = (0, ay, 0), b
(2) = (0, 0, az) and b
(3) =
(ax
2
,
ay
2
,
az
2
)
(A.7)
if n+m = 2k; or
b(1) =
(
0,
ay
2
,−az
2
)
, b(2) =
(
0,
ay
2
,
az
2
)
and b(3) =
(ax
2
,
ay
2
, 0
)
(A.8)
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if n + m = 2k + 1. Any DSC Burgers vector can be represented according to Eq. (6).
The step heights h˜(1), h˜(2) and h˜(3) corresponding to the Burgers vectors b(1), b(2) and
b(3) can be obtained by solving the Diophantine equations:
2 = d˜1Lh˜
(1) + d˜gbN,
2d˜u = d˜1Lh˜
(2) + d˜gbN and
2 + 2d˜u = 2d˜1Lh˜
(3) + d˜gbN,
(A.9)
if n+m = 2k; or
2− 2d˜u = 2d˜1Lh˜(1) + d˜gbN,
2 + 2d˜u = 2d˜1Lh˜
(2) + d˜gbN and
2 = 2d˜1Lh˜
(3) + d˜gbN,
(A.10)
if n+m = 2k + 1. The closed-form solution for each of these equations is Eq. (3).
The way to evaluate the parameters and the Diophantine equations for the other
STGBs in FCC crystals are shown in Tables A.1, A.2 and A.3.
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Table A.1: Geometric parameters used in the algorithm to calculate the disconnection modes for FCC crystals. k is any integer.
Cases ax/a0 ay/a0 az/a0 d˜y d˜z d˜gb
[100] (0,−m,n)w/(0,m, n)b (0 < m < n)
n+m = 2k 12
1
2
√
n2+m2
1
2
√
n2+m2
2n 2m n2 +m2
n+m = 2k + 1 12
1
2
√
n2+m2
1
2
√
n2+m2
2n 2m 2(n2 +m2)
[110] (−m,m,−n)w/(−m,m, n)b (0 < m, 0 < n)
n is odd, m is odd 1
2
√
2
1
2
√
2
√
2m2+n2
1√
2m2+n2
4m n 2(2m2 + n2)
n is odd, m is even 1
2
√
2
1
2
√
2
√
2m2+n2
1
2
√
2m2+n2
4m 2n 2(2m2 + n2)
n = 4k, m is odd 1
2
√
2
1√
2
√
2m2+n2
1
2
√
2m2+n2
2m 2n 2m2 + n2
n = 4k + 2, m is odd 1
2
√
2
√
2√
2m2+n2
1
2
√
2m2+n2
m 2n 12 (2m
2 + n2)
[111](110) (m,−n,−m+ n)w/(n,−m,m− n)b (0 < n < m < 2n)
n+m = 3k 1√
3
3
2
√
6
√
m2+n2−mn
3
2
√
2
√
m2+n2−mn m+ n m− n 23 (m2 + n2 −mn)
n+m 6= 3k 1√
3
3
2
√
6
√
m2+n2−mn
1
2
√
2
√
m2+n2−mn m+ n 3(m− n) 2(m2 + n2 −mn)
[111](112) (m,n,−m− n)w/(n,m,−m− n)b (0 < m < n)
n−m = 3k 1√
3
3
2
√
6
√
m2+n2+mn
1
2
√
2
√
m2+n2+mn
m+ n n−m 23 (m2 + n2 +mn)
n−m 6= 3k 1√
3
1
2
√
6
√
m2+n2+mn
1
2
√
2
√
m2+n2+mn
3(m+ n) n−m 2(m2 + n2 +mn)
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Table A.2: Bases of DSC lattice for STGBs in FCC crystals (with geometry listed in Table A.1).
Cases b(1) b(2) b(3)
[100] (0,−m,n)w/(0,m, n)b (0 < m < n)
n+m = 2k (0, ay, 0) (0, 0, az)
(
ax
2 ,
ay
2 ,
az
2
)
n+m = 2k + 1
(
0,
ay
2 ,−az2
) (
0,
ay
2 ,
az
2
) (
ax
2 ,
ay
2 , 0
)
[110] (−m,m,−n)w/(−m,m, n)b (0 < m, 0 < n)
n is odd, m is odd (0, ay, 0)
(
0, 0, az2
) (
ax
2 ,
ay
2 , 0
)
n is odd, m is even (0, ay, 0) (0, 0, az)
(
ax
2 ,
ay
2 ,
az
2
)
n = 4k, m is odd (0, ay, 0) (0, 0, az)
(
ax
2 ,
ay
2 ,
az
2
)
n = 4k + 2, m is odd
(
0,
ay
2 , 0
)
(0, 0, az)
(
ax
2 , 0,
az
2
)
[111](110) (m,−n,−m+ n)w/(n,−m,m− n)b (0 < n < m < 2n)
n+m = 3k, m− n = 3k + 1 (0, ay,−az3 ) (0, ay, az3 ) (ax, 0, 2az3 )
n+m = 3k, m− n = 3k + 2 (0, ay, az3 ) (0, ay,−az3 ) (−ax, 0, 2az3 )
n+m = 3k + 1 (0, ay,−az) (0, ay, az)
(
ax,
2ay
3 , 0
)
n+m = 3k + 2 (0, ay,−az) (0, ay, az)
(
ax,− 2ay3 , 0
)
[111](112) (m,n,−m− n)w/(n,m,−m− n)b (0 < m < n)
n−m = 3k (0, ay,−az) (0, ay, az)
(
ax, 0,
2az
3
)
n−m 6= 3k (0, ay3 ,−az) (0, ay3 , az) (ax, 2ay3 , 0)
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Table A.3: Diophantine equations for calculating the step heights corresponding to the bases of DSC lattice listed in Table A.2. k is any integer and
N is integer. The coefficient d˜gb is given in Table A.1. The coefficients d˜1L and d˜u are obtained by d˜y and d˜z in Table A.1 along with Eqs. (A.5) and
(A.6).
Cases Eqn. for h˜(1) Eqn. for h˜(2) Eqn. for h˜(3)
[100] (0,−m,n)w/(0,m, n)b (0 < m < n)
n+m = 2k 2 = d˜1Lh˜1 + d˜gbN 2d˜u = d˜1Lh˜2 + d˜gbN 2 + 2d˜u = 2d˜1Lh˜3 + d˜gbN
n+m = 2k + 1 2− 2d˜u = 2d˜1Lh˜1 + d˜gbN 2 + 2d˜u = 2d˜1Lh˜2 + d˜gbN 2 = 2d˜1Lh˜3 + d˜gbN
[110] (−m,m,−n)w/(−m,m, n)b (0 < m, 0 < n)
n is odd, m is odd 2 = d˜1Lh˜1 + d˜gbN d˜u = d˜1Lh˜2 + d˜gbN 2 = 2d˜1Lh˜3 + d˜gbN
n is odd, m is even 2 = d˜1Lh˜1 + d˜gbN 2d˜u = d˜1Lh˜2 + d˜gbN 2 + 2d˜u = 2d˜1Lh˜3 + d˜gbN
n = 4k, m is odd 2 = d˜1Lh˜1 + d˜gbN 2d˜u = d˜1Lh˜2 + d˜gbN 2 + 2d˜u = 2d˜1Lh˜3 + d˜gbN
n = 4k + 2, m is odd 1 = d˜1Lh˜1 + d˜gbN 2d˜u = d˜1Lh˜2 + d˜gbN 2d˜u = 2d˜1Lh˜3 + d˜gbN
[111](110) (m,−n,−m+ n)w/(n,−m,m− n)b (0 < n < m < 2n)
n+m = 3k, m− n = 3k + 1 6− 2d˜u = 2d˜1L(3h˜1) + 3d˜gbN 6 + 2d˜u = 2d˜1L(3h˜2) + 3d˜gbN 2d˜u = 3d˜1Lh˜3 + d˜gbN
n+m = 3k, m− n = 3k + 2 6 + 2d˜u = 2d˜1L(3h˜1) + 3d˜gbN 6− 2d˜u = 2d˜1L(3h˜2) + 3d˜gbN 2d˜u = 3d˜1Lh˜3 + d˜gbN
n+m = 3k + 1 2− 2d˜u = 2d˜1Lh˜1 + d˜gbN 2 + 2d˜u = 2d˜1Lh˜2 + d˜gbN 2 = 3d˜1Lh˜3 + d˜gbN
n+m = 3k + 2 2− 2d˜u = 2d˜1Lh˜1 + d˜gbN 2 + 2d˜u = 2d˜1Lh˜2 + d˜gbN −2 = 3d˜1Lh˜3 + d˜gbN
[111](112) (m,n,−m− n)w/(n,m,−m− n)b (0 < m < n)
n−m = 3k 2− 6d˜u = 2d˜1Lh˜1 + d˜gbN 2 + 6d˜u = 2d˜1Lh˜2 + d˜gbN 6d˜u = 3d˜1Lh˜3 + d˜gbN
n−m 6= 3k 2− 2d˜u = 2d˜1Lh˜1 + d˜gbN 2 + 2d˜u = 2d˜1Lh˜2 + d˜gbN 6 = 3d˜1Lh˜3 + d˜gbN
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Appendix B. Details of Monte Carlo simulation for grain-boundary rough-
ening
The model for MC simulation is shown in Fig. 12 and described in Section 4.2.2.
First, we derive Eq. (37). Based on the coordinate system shown in Fig. 3, since periodic
boundary condition is applied in the y-direction and the period is Ly, when there is one
dislocation located at y = 0, we will have an array of identical dislocations located at
y = nLy (n is integer). If each dislocation is of edge character and has Burgers vector
b = byˆ, the shear stress due to this array of edge dislocations will be [75]
σyz(y, z) = −2Kb
Ly
∞∑
n=−∞
(Y − n) [(Y − n)2 − Z2]
[(Y − n)2 + Z2]2
= σ0 sin(2piY ) [cosh(2piZ)− cos(2piY )− 2piZ sinh(2piZ)] , (B.1)
where
σ0 ≡ −2piKb
Ly
1
[cosh(2piZ)− cos(2piY )]2 , (B.2)
Y ≡ y/Ly and Z ≡ z/Ly. Then, the stress at z = 0 due to an array of edge dislocations
located at y′ + nLy is
σyz(y, 0) =
2piK
Ly
b cot
[
pi
Ly
(y′ − y)
]
≡ τ. (B.3)
From Eq. (B.3) and based on the discrete lattice model shown in Fig. 12, the shear stress
exerted on the i′-th lattice point is
τi′ =
2piK
Ly
N∑
l=1
(ul − ul−1) cot
[
pi
N
(
l − 1
2
− i′
)]
, (B.4)
where we define u0 = uN , and the summation is over all possible disconnections [the
Burgers vector of the disconnection between the l- and (l−1)-th GB segments ul−ul−1]
in one period. Now, we derive the expression of τi in Eq. (37) for the case where the
state of the i-th GB segment is changed: (zi, ui)→ (z′i, u′i) = (zi + h, ui + b). Before this
state change on the i-th lattice point, the stress on any point, e.g. the i′-th point, is
τ
(0)
i′ =
2piK
Ly
 ∑
l 6=i,i+1
(ul − ul−1) cot
[
pi
N
(
l − 1
2
− i′
)]
+(ui − ui−1) cot
[
pi
N
(
i− 1
2
− i′
)]
+ (ui+1 − ui) cot
[
pi
N
(
i+
1
2
− i′
)]}
,
(B.5)
i.e., re-organization of Eq. (B.4). Particularly, the stress at the i-th point is [i.e., let
i′ = i in Eq. (B.5)]
τ
(0)
i =
2piK
Ly
N∑
l=1
(ul − ul−1) cot
[
pi
N
(
l − 1
2
− i
)]
, (B.6)
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After the state change on the i-th lattice point, the stress becomes
τ
(1)
i′ =
2piK
Ly
 ∑
l 6=i,i+1
(ul − ul−1) cot
[
pi
N
(
l − 1
2
− i′
)]
+(u′i − ui−1) cot
[
pi
N
(
i− 1
2
− i′
)]
+ (ui+1 − u′i) cot
[
pi
N
(
i+
1
2
− i′
)]}
,
= τ
(0)
i′ +
2piK
Ly
{
cot
[
pi
N
(
i− 1
2
− i′
)]
− cot
[
pi
N
(
i+
1
2
− i′
)]}
. (B.7)
Particularly, after the state change on the i-th lattice point, the stress at the i-th point
is
τ
(1)
i = τ
(0)
i −
4piK
Ly
b cot
( pi
2N
)
. (B.8)
For the state change on the i-th lattice point, only the stress on this point does work
(since relative displacement of both grains occurs only on the GB segment located at
this point). We determine this stress as an average of τ
(0)
i and τ
(1)
i :
τi =
1
2
(
τ
(0)
i + τ
(1)
i
)
. (B.9)
From Eqs. (B.6) and (B.8), we will obtain Eq. (37). We determine the stress as average
of the stresses before and after the state change because, by this approach, the work done
by the dislocation itself is automatically canceled out.
An important point is that there will be phase transition only when the work done
by the shear stress is included (i.e., long-range interaction is considered). We know that
there is no phase transition for 1D Ising model [115]. If there is no long-range interaction,
the energy change is only contributed by the step energy (solid-on-solid model) and the
dislocation core energy (discrete Gaussian model). We consider a particular configuration
where
(zi, ui) =
{
(0, 0), i = 1, · · · , N/2
(h, b), i = N/2 + 1, · · · , N , (B.10)
where we assume N is even. If we take the flat boundary (free of disconnection) as the
reference (E = 0), then the energy of this configuration is
∆E = 2Γsh+ 2ζKb2. (B.11)
The configurational entropy of this configuration is kB lnN because we can obtain the
energy-degenerate configurations by locating the step between any two lattice points.
We can find that, as N → ∞, the entropy is much larger than the energy for any finite
temperature. In other words, at finite temperature, this configuration will be always
favored over the flat configuration since this will not influence the energy but increase
the entropy (thus decrease the free energy). This is the reason why there will be no
phase transition for the 1D Ising model if there is no long-range interaction. However,
there will be phase transition if there is long-range interaction included. For the same
configuration as Eq. (B.10), if the long-range interaction is switched on, the energy of
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this configuration will become
∆E = 2Γsh+ 2ζKb2 + 2Kb2 pi
N
N/2∑
i=1
cot
[
(2i− 1)pi
2N
]
. (B.12)
We will approximate the summation by integration.
N/2∑
i=1
cot
[
(2i− 1)pi
2N
]
= cot
( pi
2N
)
+
N/2∑
i=2
cot
[
(2i− 1)pi
2N
]
. (B.13)
We evaluate the last summation by Euler-Maclaurin formula [377]:
N/2∑
i=2
cot
[
(2i− 1)pi
2N
]
=
1
∆x
n∑
i=2
cot(xi)∆x
=
1
∆x
∫ (2n+1)a
a
cot(x) dx− 1
2
{cot(a) + cot[(2n+ 1)a]}
− ∆x
12
[
d cot(x)
dx
∣∣∣∣
a
− d cot(x)
dx
∣∣∣∣
(2n+1)a
]
+O(∆x3), (B.14)
where n = N/2, ∆x = pi/N , a = pi/2N and xi = a+ (i− 1)∆x = (2i− 1)pi/2N . Finally,
N/2∑
i=2
cot
[
(2i− 1)pi
2N
]
=
N
pi
ln cot
( pi
2N
)
− 1
2
[
cot
( pi
2N
)
− tan
( pi
2N
)]
− pi
12N
[
cos−2
( pi
2N
)
− sin−2
( pi
2N
)]
+O
(
1
N3
)
(B.15)
Equation (B.12) becomes
∆E = · · ·+ 2Kb2
{
ln cot
( pi
2N
)
+
pi
2N
[
cot
( pi
2N
)
+ tan
( pi
2N
)]
− pi
2
12N2
[
cos−2
( pi
2N
)
− sin−2
( pi
2N
)]
+O
(
1
N4
)}
. (B.16)
As N →∞,
∆E → · · ·+ 2Kb2
{
ln
(
2N
pi
)
+ 1 +
1
3
}
= 2Γsh+ 2Kb2 [ζ + 4/3− ln(pi/2) + lnN ] . (B.17)
Noting again that the configurational entropy is kB lnN . The energy is as important as
the entropy and so the phase transition will occur.
Finally, we provide the Metropolis MC algorithm:
(i) Initialize the states on each lattice point {(zi, ui)} (i = 1, · · · , N). Calculate and
store the shear stress on each lattice point by Eq. (B.4).
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(ii) Randomly pick one lattice point, e.g. the i-th lattice point. Randomly pick a
change of state (b, h) from the list of disconnection mode {(bn, hnj)}. Change the
state of the i-th lattice point: (zi, ui)→ (z′i, u′i) = (zi + h, ui + b).
(iii) Calculate the energy change due to such change of state according to Eqs. (33),
(34), (35), (36) and (37).
(iv) Acceptance or rejection:
(a) If ∆E ≤ 0, accept the change of state and go to Step (v).
(b) If ∆E > 0, calculate the acceptance probability P = e−∆ELx/kBT and produce
a random number χ ∈ [0, 1]. If χ ≤ P , accept the change of state and go to
Step (v); if χ > P , reject the change of state and go to Step (ii).
(v) Update the state on the i-th lattice point: (zi, ui) := (z
′
i, u
′
i), and re-calculate and
store the shear stress on each lattice point according to Eq. (B.7). Go to Step (ii).
Appendix C. Derivation of the equation for grain shrinkage coupled with
grain rotation
Consider the shrinkage of a square grain as shown in Fig. 38a2. One possible mech-
anism to release the stress caused by grain shrinkage and shear-coupled GB migration
is grain rotation. The grain rotation requires vacancy diffusion from the hollow wedge
region to the overlapped wedge region.
First of all, we will obtain the ration rate based on the GB self-diffusivity. The total
wedge area is Aw ≈ g1r2∆θ, where r is any measure of the grain size (e.g. the size of
the edge of the square grain), ∆θ is the rotation angle, g1 is a geometric constant, and
the approximation is valid for small ∆θ. The number of the diffusing vacancies (per unit
thickness) is Nv = Aw/Ω = g1r2∆θ/Ω, where Ω is the atomic volume. The change rate
of the vacancy number is N˙v = g1r
2θ˙/Ω. On the other hand, the change rate of the
vacancy number (per unit thickness) can also be expressed as N˙v = Jvλ, where Jv is the
vacancy flux and λ is the effective GB width. Therefore, the rotation rate is
θ˙ =
JvλΩ
g1r2
. (C.1)
The next problem is to connect Jv with the GB self-diffusivity Dgb.
The driving force for grain rotation is
dE
dθ
=
d(g2rγ)
dθ
= g2γ
dr
dθ
, (C.2)
where g2 is a geometric constant and we assume that γ is insensitive to the misorientation
(this might be true for high-angle GBs). If GB migration and GB sliding are coupled by
the shear-coupling factor β, we will have the relation Eq. (82). Then, Eq. (C.2) becomes
dE
dθ
= −g2γr
β
. (C.3)
The energy change due to the diffusion of one vacancy is
∆ENv=1 = ∆θNv=1
dE
dθ
= −g3γΩ
βr
. (C.4)
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Approximately, the vacancy chemical potential gradient is
∇µv = ∆ENv=1
r/2
= −2g3γΩ
βr2
. (C.5)
Hence, the vacancy flux is
Jv = −Mvcv∇µv = − Dv
kBT
cv
(
−2g3γΩ
βr2
)
=
2g3γDgb
kBTβr2
, (C.6)
where Mv is the vacancy mobility, cv is the vacancy concentration, Dv is the vacancy
diffusivity, and Dgb = DvcvΩ. Substituting Eq. (C.6) into Eq. (C.1), we have the rotation
rate
θ˙ =
gλDgbγΩ
kBTβr4
. (C.7)
Now, we connect the rotation rate to the shrinkage rate. If we assume that β ≈ θ,
then, from Eq. (82), we will have dr/dθ = −r/θ ⇒ rθ = r0θ0. Substituting this into
Eq. (C.7), we will have the equation about r, and the solution to this equation will be
Eq. (97).
Appendix D. Derivation of the average driving force for grain shrinkage by
mode switch
For the bicrystal model with two fixed surfaces as shown in Fig. 19c, we have had the
energy of the bicrystal system E vs. GB migration distance z¯ as expressed in Eq. (63).
In the situation of the shrinkage of a square grain in a polycrystal (see Fig. 38a3), we
replace Lz by the size of the edge of the grain L and let ψ = γ/(L− z¯) ≈ γ/L if z¯  L.
Then, the energy per unit area in the case of polycrystal is
E(z¯) = − γ
L
z¯ +
µβ21
L
z¯2, (D.1)
where the little barriers (i.e., the terms in the first parenthesis of Eq. (63)) are ignored,
and β1 denotes the shear-coupling factor of the first mode activated by the capillary force.
Stagnation of the first mode occurs when the GB shrinks by the distance z¯1 = γ/(2µβ
2
1)
and the energy per unit area reaches E1 = −γ2/(4µβ21L).
After the GB migration stagnates at the state (z¯1, E1), the GB migration can continue
via the operation of the second mode with the shear-coupling factor β2, and the energy
per unit area is
E(z¯) = E1 −
[(
γ
L
− µβ1β2
L
z¯1
)
(z¯ − z¯1)− µβ
2
2
L
(z¯ − z¯1)2
]
. (D.2)
Stagnation of the second mode occurs when the GB shrinks by the distance
z¯2 =
γ
2µ
(
1
β21
+
1
β22
− 1
2β1β2
)
, (D.3)
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and the energy per unit area reaches
E2 = − γ
2
4µL
[
1
β21
+
(
1
β2
− 1
2β1
)2]
(D.4)
The average driving force during this process (activation of the first mode followed by
the second mode) is
F = −E2
z¯2
= C
(
β2
β1
)
γ
L
, (D.5)
where
C
(
β2
β1
)
=
1
2
(
β2
β1
)2
+
(
1− 1
2
β2
β1
)2
(
β2
β1
)2
+
(
1− 1
2
β2
β1
) < 1. (D.6)
This suggests that F < γ/L, implying that the driving force will be lowered if shear-
coupled GB migration (via switch between two modes) is taken into account.
Appendix E. The algorithm for the simulation of triple-junction motion and
GB migration
The model for the simulation of TJ motion is shown in Fig. E.49. The black dashed
lines represent the reference GB (assumed disconnection free). The yellow colored region
represents the region for the TJ. Each GB is discretized for numerical simulation. The
node immediately near the TJ point (red point) on GB(i) is located at y
(i)
1 .
The equation of motion for GB(i) is
z
(i)
,t = −M (i)d
[(
τint
[
z(i),y
]
+ τ (i)
)
b(i) +
(
ψ(i) − Γ (i)z(i),yy
)
h(i)
] (∣∣∣z(i),y ∣∣∣+ η(i)) , (E.1)
for which the coordinate system is attached to GB(i) such that the y(i)-axis is parallel
to −t(i), the z(i)-axis is parallel to n(i). The algorithm for the simulation of TJ motion
along with the migration of three GBs is listed below:
(i) Initialize the profile for each GB z(i)(y(i), t). Initialize the Burgers vector at the
TJ btj(t), and then calculate the stress state τ
(i)(t) = τ (i)(btj(t)).
(ii) Insert z(i)(y(i), t) and τ(t) into the right-hand side of Eq. (E.1), keep the TJ
point fixed (this is fixed boundary condition shared by the three GBs), and ob-
tain z(i)(y(i), t+ ∆t) = z(i)(y(i), t) + z
(i)
,t (y
(i), t)∆t.
(iii) Calculate the accumulation rate of Burgers vector at the TJ: b˙tj(t) =
∑3
i=1 z
(i)
,t (y
(i)
1 , t)b
(i)/h(i).
Update the Burgers vector at the TJ: btj(t + ∆t) = btj(t) + b˙tj∆t. Update the
stress state: τ (i)(t+ ∆t) = τ (i)(btj(t+ ∆t)).
(iv) Update the position of the TJ point with the nodes located at y
(i)
1 fixed. The
position of the TJ point is found by minimizing the total GB energy in the TJ
region (colored yellow). If the red GB segment on GB(i) in the TJ region becomes
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y(1) 
z(1) 
TJ y(1) 1 
GB(1) 
Figure E.49: The model for the simulation of TJ motion. The black dashed lines represent the reference
GB (assumed disconnection free). The coordinate system for GB(i) is spanned by the y(i)- and z(i)-axes.
The black circles denote the nodes which discretizes the GBs. The yellow colored region represents the
region for the TJ. The node immediately near the TJ point (red point) on GB(i) is located at y
(i)
1 .
longer than the discretization interval 2∆y, add a node on this segment and denote
the coordinate of this node as y
(i)
1 . If the red GB segment on GB
(i) in the TJ
region becomes smaller than the discretization interval ∆y, delete the node at y
(i)
1
and denote the coordinate of the next node to be y
(i)
1 .
(vi) Let t := t+ ∆t and return to Step (ii).
Appendix F. Driving force for disconnection climb in a ternary alloy
We consider a ternary substitutional alloy composed by A atoms, B atoms and va-
cancies (denoted by “A”, “B” and “v”, respectively). We focus on the region around a
disconnection (b⊥, hL); there are N lattice points in this region. According to the regular
solution model [378], the total free energy of mixing is
G(Xv, XB) = NkBT [Xv lnXv +XB lnXB + (1−XB −Xv) ln(1−XB −Xv)]
+N [ωvAXv(1−XB −Xv) + ωvBXvXB + ωAB(1−XB −Xv)XB] , (F.1)
where ωvA, ωvB and ωAB are interaction parameters; Xv and XB are compositions of
vacancies and B atoms (the composition of A atoms is XA = 1 − XB − Xv due to
network constraint). The chemical potential of vacancies is
∂G
∂Nv
=
∂G
N∂Xv
= kBT ln
Xv
1−XB −Xv + ωvA(1− 2Xv) + (ωvB − ωvA − ωAB)XB. (F.2)
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The equilibrium compositions of vacancies and B atoms are Xeqv and X
eq
B such that
(∂G/∂Nv)Xeqv ,XeqB = 0, which gives the relationship:
kBT ln
Xeqv
1−XeqB −Xeqv
+ ωvA(1− 2Xeqv ) + (ωvB − ωvA − ωAB)XeqB = 0. (F.3)
Obviously, Xeqv and X
eq
B are determined by the interaction parameters ωvA, ωvB and
ωAB. Note that X
eq
v and X
eq
B are the equilibrium compositions around a disconnection
core rather than in bulk. Subtracting Eq. (F.3) from Eq. (F.2),
∂G
∂Nv
= kBT ln
(
Xv
Xeqv
1−XeqB −Xeqv
1−XB −Xv
)
− 2ωvA(Xv −Xeqv ) + (ωvB − ωvA − ωAB)(XB −XeqB )
≈
[
kBT (1−XeqB )
Xeqv (1−XeqB −Xeqv )
− 2ωvA
]
(Xv −Xeqv )
+
[
kBT
1−XeqB −Xeqv
+ (ωvB − ωvA − ωAB)
]
(XB −XeqB )
≡ Evv(Xv −Xeqv ) + EvB(XB −XeqB ), (F.4)
where Taylor expansion has been done about Xv = X
eq
v and XB = X
eq
B to the first order.
Following the similar derivation and approximation, the chemical potential of B atoms
is
∂G
∂NB
≈
[
kBT
1−XeqB −Xeqv
+ (ωvB − ωvA − ωAB)
]
(Xv −Xeqv )
+
[
kBT (1−Xeqv )
XeqB (1−XeqB −Xeqv )
− 2ωAB
]
(XB −XeqB )
≡ EBv(Xv −Xeqv ) + EBB(XB −XeqB ). (F.5)
Note that the coefficient EIJ = EIJ(ωvA, ωvB, ωAB;T ), where I, J = B, v, and has the
dimension of energy.
We first think of the case of homophase interface, for which X¯B = XB and ∆XB = 0.
From Eqs. (99) and (100),
dNB
Lxdy
= XB
b⊥
Ω
and
dNv
Lxdy
= −b⊥
Ω
. (F.6)
Then, from Eqs. (F.4), (F.5) and (F.6), the chemical driving force applied on a discon-
nection is
dG
Lxdy
=
∂G
∂Nv
dNv
Lxdy
+
∂G
∂NB
dNB
Lxdy
≈ −b⊥
Ω
[(Evv − EBvXeqB )(Xv −Xeqv ) + (EvB − EBBXeqB )(XB −XeqB )]
≡ −b⊥
Ω
[Ev(Xv −Xeqv ) + EB(XB −XeqB )] , (F.7)
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where we only keep the first-order term. Note that Ev/B = Ev/B(ωvA, ωvB, ωAB;T ); and
as Xeqv  1, we can easily show that Ev ≈ kBT/Xeqv > 0. Aside from the chemical
driving force, there may be another type of driving force, i.e., Peach-Koehler force [75]:
fPK = σb × o · p = σnnb⊥ (see Fig. 8 for the coordinate system), where σnn = n · σn.
Driven by both composition difference and Peach-Koehler force, the disconnection climb
velocity is
vcl = MdF = Md
(
dG
Lxdy
+ fPK
)
= −Md b⊥
Ω
[Ev(Xv −Xeqv ) + EB(XB −XeqB )− σnnΩ] . (F.8)
The vacancy flux into the interface required by disconnection climb is
%Iv = −%b⊥
Ω
vcl = Md%
(
b⊥
Ω
)2
[Ev(Xv −Xeqv ) + EB(XB −XeqB )− σnnΩ] . (F.9)
We now think of the case of a heterophase interface between a stoichiometric com-
pound (with fixed composition XwB ) and a solid solution. Equations (F.4) and (F.5) still
applies at the side of solid solution. From Eqs. (99) and (100),
dNB
Lxdy
=
(
X¯Bb⊥ −∆XBhL
) 1
Ω
and
dNv
Lxdy
= −b⊥
Ω
. (F.10)
Then, from Eqs. (F.4), (F.5) and (F.10), the chemical driving force applied on a discon-
nection is
dG
Lxdy
≈ − h
L
Ω
{[Evvβ⊥ − EBv(X¯eqB β⊥ −∆XeqB )] (Xv −Xeqv )
+
[EvBβ⊥ − EBB(X¯eqB β⊥ −∆XeqB )] (XB −XeqB )}
≡ − h
L
Ω
[E ′′v (Xv −Xeqv ) + E ′′B(XB −XeqB )] , (F.11)
where X¯eqB ≡ (XeqB + XwB )/2, ∆XeqB ≡ XeqB − XwB and β⊥ ≡ b⊥/hL. Note that E ′′v/B =
E ′′v/B(ωvA, ωvB, ωAB, XwB , β⊥;T ). Together with Peach-Koehler force, the disconnection
climb velocity is
vcl = −Mdh
L
Ω
[E ′′v (Xv −Xeqv ) + E ′′B(XB −XeqB )− σnnβ⊥Ω] . (F.12)
The flux of B atoms into the interface required by the motion of one disconnection is
%IB = % [(XB +X
w
B )β⊥/2− (XB −XwB )]
hL
Ω
vcl
= Md%
(
hL
Ω
)2
[(XB −XwB )− (XB +XwB )β⊥/2]
× [E ′′v (Xv −Xeqv ) + E ′′B(XB −XeqB )− σnnβ⊥Ω]
≈ Md%
(
hL
Ω
)2
[E ′v(Xv −Xeqv ) + E ′B(XB −XeqB )− E ′sσnnβ⊥Ω] . (F.13)
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In particular, when σnn = 0,
E ′B = (∆XeqB − X¯eqB β⊥)
[EvBβ⊥ + EBB(∆XeqB − X¯eqB β⊥)] . (F.14)
For a special disconnection mode with b⊥ = 0, i.e., pure step mode (for which β⊥ →
0), Eq. (F.11) becomes
dG
Lxdy
≈ −h
L
Ω
∆XeqB [EBv(Xv −Xeqv ) + EBB(XB −XeqB )] . (F.15)
Since b⊥ = 0, there is no Peach-Koehler force. The disconnection climb velocity, in the
special case of pure step mode, is
vcl = −Mdh
L
Ω
∆XeqB [EBv(Xv −Xeqv ) + EBB(XB −XeqB )] . (F.16)
The flux of B atoms into the interface required by the motion of one disconnection (pure
step) is
%IB = −%(XB −XwB )
hL
Ω
vcl
≈Md%
(
hL
Ω
)2
(∆XeqB )
2 [EBv(Xv −Xeqv ) + EBB(XB −XeqB )] . (F.17)
Appendix G. Criteria of dislocation transmission across a grain boundary
There is literature that provides reviews of the criteria for dislocation transmission
across a GB [379, 380, 357, 381]. Here, we will summarize these criteria. The description
is based on the bicrystal geometry, slip systems and notation shown in Fig. G.50. The
lattice dislocation is assumed to come into the GB from the upper grain and go out of
the GB into the lower grain; the upper and lower grains are denoted as “i-grain” and “o-
grain”, respectively. ni and no are the slip plane normals of the incoming and outgoing
dislocations, respectively. si and so are the slip directions of the incoming and outgoing
dislocations, respectively. ϕl is the angle between the intersection line of the incoming
slip plane with the GB and that of the outgoing slip plane with the GB. ϕs and ϕn are the
angles between the slip directions and slip plane normals, respectively, of the incoming
and outgoing slip systems.
(i) The slip systems involved in slip transfer across a GB are those which can minimize
the magnitude of residual Burgers vector [337, 338, 339]. The residual Burgers vector
(i.e., the difference between the Burgers vector of the incoming dislocation and that of
the outgoing dislocation) is
br = b
i − bo, (G.1)
where bi and bo are the Burgers vectors of the incoming and outgoing lattice dislocations,
respectively. If slip systems in i- and o-grains are same (this is not necessarily true; e.g.
anomalous slip was observed in experiments [382]), |bi| = |bo| ≡ bL. In this case, the
difficulty of slip transfer may be measured by the quantity |br| = 2bL sin(ϕs/2) ≈ bLϕs
(for ϕs  1). Two factors are considered in this criterion: (1) ϕs, which is directly related
to the misorientation of two grains and (2) the Burgers vector of lattice dislocations bL.
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Figure G.50: Geometry for describing dislocation transmission across a GB in a bicrystal. The lattice
dislocation is assumed to come into the GB from the upper grain (denoted “i-grain”) and go out of the
GB into the lower grain (denoted “o-grain”). The slip systems of the incoming and outgoing dislocations
are, respectively, (ni, si) and (no, so). See text in Appendix G for definition of the angles ϕl, ϕs and
ϕn.
(ii) The slip systems involved in slip transfer across a GB are those which can max-
imize the Schmid factor for slip in the i- and/or o-grain. The Schmid tensor of the slip
system in the i- or o-grain is
Si/o = si/o ⊗ ni/o. (G.2)
Under general stress σ, the resolved shear stress on the slip system in the i- or o-grain
is
τ i/o = Si/o : σ. (G.3)
If uniaxial tension σ = σe ⊗ e (e is the direction of tension) is applied, the Schmid
factor is S i/o = τ i/o/σ. Abuzaid et al. suggest using the combined Schmid factor as the
quantity to maximize [339]:
Nσ = S
i +S o = (si ⊗ ni + so ⊗ no) : (e⊗ e) = (si · e)(ni · e) + (so · e)(no · e). (G.4)
If pure shear stress σ = τ i(si ⊗ ni + ni ⊗ si) is applied on the incoming slip system, the
Schmid factor of the outgoing slip system (so,no) in the o-grain is
Nτ ≡ τo/τ i = (so ⊗ no) : (si ⊗ ni + ni ⊗ si) = (ni · no)(si · so) + (ni · so)(si · no). (G.5)
Livingston and Chalmers suggested that, for a particular slip system in the i-grain (si,ni),
the operative slip system in the o-grain can be predicted by maximizing the value of N
with respect to all possible slip systems (so,no) [332].
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(iii) The slip systems involved in slip transfer across a GB are those which can max-
imize the geometric quantity:
M ≡ cosϕl cosϕs =
[
(ni × n) · (no × n)] (si · so) . (G.6)
Obviously, the GB would be completely transparent for slip transfer if ϕl = ϕs = 0,
i.e., the incoming and outgoing slip systems are perfectly coincident; this would lead to
the theoretically maximum value M = 1. This criterion is originally proposed by Shen,
Wagoner and Clark [333, 72]. It is also suggested to modify the quantity M to be
Mc ≡
 cos
(
pi
2
ϕl
ϕ∗l
)
cos
(
pi
2
ϕs
ϕ∗s
)
, |ϕl| ≤ ϕ∗l and |ϕs| ≤ ϕ∗s
0, otherwise
, (G.7)
where ϕ∗l and ϕ
∗
s are critical values such that slip transfer is prohibited when either angle
is larger than the critical value [334].
(iv) The slip systems involved in slip transfer across a GB are those which can max-
imize the degree of coplanarity:
M′ ≡ cosϕn cosϕs =
(
ni · no) (si · so) . (G.8)
In comparison with Eq. (G.6), we find that the quantity M′ is just the quantity M with
the angle ϕl replaced by ϕn. Since the acquirement of ϕl needs measurement of the GB
inclination, which is usually hard in experiment, M′ is easier to evaluate than M. The
replacement of ϕl by ϕn was suggested by Luster and Morris [335] Similar to Eq. (G.7),
Werner and Prantl suggested to set critical values for ϕn and ϕs [336]:
M′c ≡
 cos
(
pi
2
ϕn
ϕ∗n
)
cos
(
pi
2
ϕs
ϕ∗s
)
, |ϕn| ≤ ϕ∗n and |ϕs| ≤ ϕ∗s
0, otherwise
(G.9)
(v) The slip systems involved in slip transfer across a GB are those which can minimize
the misorientation angle for STGBs or TwGBs [329, 330, 331]. (This criterion is the
earliest one proposed.) The misorientation angle is
θ = arccos [(TrR− 1)/2] , (G.10)
where R is the rotation matrix which relates the orientation of both grains. This criterion
does not require information about slip systems.
(vi) A combination of some of the above criteria [383, 384].
If we want to measure the dislocation transferability across a GB only based on the
GB geometry without knowledge of the incoming slip system and applied stress, only
Criterion (v) can be used. However, we can construct other useful criteria from Criterion
(ii), (iii) or (iv). One approach is to go through all possible slip systems in the i- and
o-grains and find the pair corresponding to the maximum value of N (N ≡ Nσ, Nτ , M,
Mc, M
′ or M′c). This criterion is to maximize the quantity [333, 72]:
Nm = max
si,ni,so,no
N. (G.11)
145
Another approach is to go through all possible slip systems in the i- and o-grains and
consider the average value of N. This criterion is to maximize the quantity [336, 379]:
N¯ =
1
N iNo
∑
si,ni,so,no
N, (G.12)
where N i and No are the numbers of potential slip systems in the i- and o-grains,
respectively. The quantities θ [Eq. (G.10)], Nm [Eq. (G.11)] and N¯ [Eq. (G.12)] can all
be used to define the dislocation transferability across a GB. Note that transferability is
only the property of the GB of concern.
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