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Abstract. This is the second and last paper of a two-part series in which we prove the C2-formulation
of the strong cosmic censorship conjecture for the Einstein–Maxwell–(real)–scalar–field system in spherical
symmetry for two-ended asymptotically flat data. In the first paper, we showed that the maximal globally
hyperbolic future development of an admissible asymptotially flat Cauchy initial data set is C2-future-
inextendible provided that an L2-averaged (inverse) polynomial lower bound for the derivative of the scalar
field holds along each horizon. In this paper, we show that this lower bound is indeed satisfied for solutions
arising from a generic set of Cauchy initial data. Roughly speaking, the generic set is open with respect to
a (weighted) C1 topology and is dense with respect to a (weighted) C∞ topology. The proof of the theorem
is based on extensions of the ideas in our previous work on the linear instability of Reissner–Nordstro¨m
Cauchy horizon, as well as a new large data asymptotic stability result which gives good decay estimates
for the difference of the radiation fields for small perturbations of an arbitrary solution.
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1. Introduction
This is the second (and last) paper of our series on proof of the strong cosmic censorship conjecture
for the Einstein–Maxwell–(real)–scalar–field system in spherical symmetry for two-ended asymptotically flat
initial data. More precisely, we study a quadruple (M, g, φ, F ), whereM is a 4-dimensional manifold, g is a
Lorentzian metric onM, φ is a real-valued function onM and F is a 2-form onM. The system of equations
is given by 
Ricµν − 12gµνR = 2(T (sf)µν + T (em)µν ),
T
(sf)
µν = ∂µφ∂νφ− 12gµν(g−1)αβ∂αφ∂βφ,
T
(em)
µν = (g−1)αβFµαFνβ − 14gµν(g−1)αβ(g−1)γσFαγFβσ,
(1.1)
where φ and F satisfy
gφ = 0, dF = 0, (g−1)αµ∇αFµν = 0.
Here, g and∇ respectively denote the Laplace–Beltrami operator and the Levi–Civita connection associated
to the metric g. We consider the class of solutions that arise from spherically symmetric data, so that the
solutions are themselves spherically symmetric.
One of the most puzzling problems in general relativity can already be seen in the Reissner–Nordstro¨m
spacetimes, which constitute an explicit two-parameter family of spherically symmetric, static solutions to
(1.1). When the charge does not vanish and the spacetime is subextremal, the maximal globally hyperbolic
future developments of Reissner–Nordstro¨m data are extendible non-uniquely (!) as smooth solutions to (1.1).
This breakdown of uniqueness challenges the deterministic nature of Einstein’s theory. A proposed resolution
by Penrose, known under the name of the strong cosmic censorship conjecture, is that this phenomenon does
not occur for solutions to (1.1) arising from generic initial data. Together with our companion paper [26],
we complete in this paper the proof of this conjecture when the initial data are spherically symmetric and
have two asymptotically flat ends. We state our theorem roughly as follows and refer the reader to [26] for
a more precise statement, in particular for the definition of the relevant topologies. For simplicity, we will
only state the theorem for initial data with smooth and compactly supported initial scalar field: this is in
fact the most difficult case; we will again refer the reader to [26] for versions of the theorem in the larger
class of initial data with polynomially decaying initial scalar field.
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Theorem 1.1 (C2 formulation of strong cosmic censorship conjecture, rough version). There exists a sub-
set G of admissible smooth two-ended asymptotically flat spherically symmetric initial data with compactly
supported scalar field such that the maximal globally hyperbolic future development of any element of G is
C2-future-inextendible. The set G satisfies the following genericity conditions:
(1) The generic set G is open in a weighted C1 topology,
(2) The non-generic set Gc has co-dimension at least 1 in a weighted C∞ topology. In particular, G is
dense in a weighted C∞ topology.
Our theorem builds on many remarkable works in the past three decades. In the chargeless (e=0) case,
a stronger result of C0-future-inextendibility1 2 follows as a consequence of the seminal series of works of
Christodoulou on the weak cosmic censorship conjecture [6, 7]. In the case where the charge e 6= 0, the
situation is clearly more subtle as one at least has to understand the instability of Reissner–Nordstro¨m,
which as we mentioned above is smoothly extendible. This problem was first studied in the works of
Dafermos [9, 11], who showed that in a neighborhood of Reissner–Nordstro¨m, the solutions exhibit both
stability and instability features. From the point of view of the strong cosmic censorship conjecture, the
most important (and perhaps somewhat surprising) consequence of the celebrated works of Dafermos [11]
and Dafermos–Rodnianski [15] is that when e 6= 0, C0-future-inextendibility is always false! Thus, in the
formulation of the strong cosmic censorship conjecture, future-inextendibility can only hold in terms of a
higher regularity. Indeed, in [26] and this paper, we show3 in the main theorem that solutions arising from
generic data are C2-future-inextendible4. We refer the reader to our companion paper [26] and the references
therein for further discussions on the motivation and history of the problem, as well as the contributions
from the physics literature.
By results in [12, 25], the maximal globally hyperbolic future development of an arbitrary admissible
initial data set is depicted by one of the two Penrose diagrams5 in Figure 1 (for the notation, we refer the
reader to Theorem 3.4). In particular, it can be divided into the black hole exterior region6 E = E1 ∪ E2
and the black hole interior region B. This paper is mainly focused on the black hole exterior region E . In
our companion paper [26], where we mainly treated the black hole interior region B, we proved the strong
cosmic censorship conjecture assuming that there exists a generic set of admissible initial data such that
a polynomial lower bound on an L2-averaged quantity holds along each of the event horizons. The results
of [26] can be rephrased and summarized as follows:
Theorem 1.2 (Main result in [26], rough version). Let (M, g, φ, F ) be the maximal globally hyperbolic future
development of an admissible 2-ended asymptotically flat smooth spherically symmetric Cauchy initial data
set with smooth and compactly supported initial scalar field and with non-vanishing charge. Then (M, g) is
depicted by one of the two Penrose diagrams in Figure 1, and the solution approaches the event horizons of
(potentially two different) Reissner–Nordstro¨m spacetime along H+1 and H+2 . Assume that along H+1 , with
respect to an Eddington-Finkelstein type coordinate7 v, the following lower bound holds for some8 α′ ∈ [3, 10):∫ ∞
1
vα
′
(∂vφ H+1 )
2(v) dv =∞. (1.2)
1It can be shown at least that it is C0-future-inextendible within the class of spherical symmetric metrics. Without the
symmetry assumption on the extension, only C2-future-inextendibility is known [25], although the methods in [37] are probably
relevant for understanding C0-future-inextendibility.
2It is also for the reason of Christodoulou’s theorem that we did not specify that the charge is non-zero in the rough statement
of Theorem 1.1, even though this paper mainly concerns that case.
3See also a remarkable conditional result of Dafermos [11], which is to be discussed after the statement of Theorem 1.3.
4For the purpose of our proof, C2 is a useful regularity class as it allows us to discuss geodesics and curvature. On the
other hand, from a PDE point of view, it is perhaps more natural to ask the question of extendibility in W 1,2loc , which is at the
threshold where one can define weak solutions. See discussions in [8, 12,26].
5For an introduction to Penrose diagrams, see [15, Appendix C].
6Note that the black hole exterior region has two components E1 and E2 corresponding to the two asymptotically flat ends
of the initial hypersurface.
7This can be understood as requiring the normalization ∂vr
1−µ = 1 on H+1 , cf. Theorem 4.1.
8α′ is restricted to this range when the initial scalar field is compactly supported, but not in the general case. For details,
see [26].
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Moreover, assume that a similar lower bound as (1.2) holds on H+2 (with potentially different E and α′).
Then (M, g) is future-inextendible with a C2 Lorentzian metric.
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Figure 1. The two possible Penrose diagrams of the maximal globally hyperbolic future
development of an admissible initial data set.
Given the above result, the remaining task, which is achieved in this paper, is to show that for a generic
(in the sense of Theorem 1.1) set of initial data G, (1.2) holds on each of the event horizons. In rough terms,
our results in this paper can be summarized as follows:
Theorem 1.3 (Main result in this paper, rough version). There exists a subset G of future admissible smooth
two-ended asymptotically flat spherically symmetric initial data with compactly supported scalar field such
that the lower bound (1.2) holds on each of the event horizons for every9 α′ > 7. Moreover, the set G satisfies
the genericity assumptions (1) and (2) in Theorem 1.1.
We will in fact not prove Theorem 1.3 as stated, but will prove Theorems 4.1, 4.2 and 4.3 in Section 4,
which are stronger and together imply Theorem 1.3. These results are precisely what is assumed in [26] to
complete the proof of (more general versions of) Theorem 1.1. We again refer the reader to [26] for details.
Prior to Theorem 1.2, a slightly weaker conditional result was known in the seminal work of Dafermos [11].
Namely, instead of the averaged lower bound (1.2), [11] requires a pointwise lower bound along the event
horizon. While it is still an open problem to construct a single regular solution obeying this pointwise
lower bound, this pointwise lower bound conjecturally holds for solutions arising from generic initial data.
This conjecture is in particular supported by the very recent result [2] on a similar generic lower bound for
solutions to the linear wave equation on fixed Reissner–Nordstro¨m background, which is obtained by first
proving very precise upper bound estimates, see discussions in Section 1.2.2. On the other hand, in this
paper, we make use of the fact that the required lower bound in Theorem 1.2 is much less precise than that
in [11], and it can be proved even without having precise upper bound estimates of the scalar field10.
Theorem 1.3 is proved by identifying a constant11 L associated to each connected component of future
null infinity so that the non-vanishing of this constant implies the lower bound (1.2). It is then shown that L
is generically non-vanishing. The constant L, which was introduced in [28] for a different class of spacetimes,
can be computed as an integral along null infinity involving the radiation field of the scalar field and the
Bondi mass. Intuitively, it measures the leading order contribution of the incoming scalar field radiation
along future null infinity. We note that L cannot be computed directly from the initial data alone, but it
nevertheless turns out to be a useful conceptual tool for proving Theorem 1.3. This is particularly the case
for proving that the generic condition, characterized by L 6= 0, is stable: while in general it is difficult to
directly prove that an asymptotic lower bound is stable under small perturbations, the identification of L
9We remark that Price’s heuristic (cf. the linear case in Theorem 1.6 below) suggests that (1.2) may hold for α′ = 7.
However, this end-point case does not seem to follow from our arguments.
10In addition to this, when compared to [11], Theorem 1.2 also has the advantage that the L2-type lower bound conjecturally
holds for a larger class of models and the ideas in establishing Theorem 1.2 may therefore be applicable in other settings. We
refer the reader to [26] for further discussions.
11The reader may notice that in the precise statements of the theorems, say, Theorem 4.1, the relevant quantity is called
L(ω0)∞ instead of L. Nevertheless, according to (3.3) and (3.11), L(ω0)∞ = L when the scalar field is initially compactly
supported.
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reduces this to the much more familiar task of proving upper bounds for the perturbations of the radiation
field.
We emphasize that in the above scheme, the lower bound along the event horizon is completely generated
by back-scattering near the asymptotically flat end. In particular, the lower bound does not occur due to
some polynomial tail of the initial data. Rather, it is generated by the interaction between the scalar field
and the geometry of the spacetime.
The proof of generic lower bounds using the quantity L can be viewed as a nonlinear generalization of [27],
where similar generic lower bounds were proven for the solutions to the linear scalar wave equation on a fixed
subextremal Reissner–Nordstro¨m spacetime; see Section 1.3.2. In order to apply the ideas in [27], we need
an additional stability result. In particular, the stability result quantifies the “effect” of small perturbations
of a particular solution, which is important for showing that the generic set of initial data is open and dense
in appropriate topologies. We will describe these ideas further in Section 1.1, where we discuss the main
ingredients of the proof.
The remainder of the introduction is organized as follow: In Section 1.1, we will discuss some ingredients
of the proof. In Sections 1.2 and 1.3, we will review some previous works related to mathematical analysis of
the exterior regions of the black holes. In Section 1.2, we discuss works related to the stability of the exterior
region. In Section 1.3, we discuss works on the lower bounds of solutions to the wave equation in the black
hole exterior. Finally, in Section 1.4, we end the introduction with an outline of the remainder of the paper.
1.1. Ingredients of the proof. In this subsection, we give a high-level overview of the structure of the
proof of Theorem 1.3. First, our proof relies heavily on the following known analytic results:
(1) (Dafermos–Rodnianski Price’s law [15]) In a seminal work, Dafermos–Rodnianski [15] showed that for
any (potentially large) spherically symmetric solutions to (1.1) such that the event horizon asymp-
totes to a subextremal12 event horizon, then in an appropriately normalized double null coordinate
system, the scalar field φ, together with its first derivatives, decay with a quantitative inverse poly-
nomial rate (see Section 5 for a precise statement). One can infer from this, as we show in this
paper, that in an appropriately normalized gauge, appropriate geometric quantities also approach
the corresponding values of a Reissner–Nordstro¨m spacetime with a quantitative rate.
(2) (Linear instability [27]) In [27], we proved that for the linear wave equation gRNφ = 0 on a fixed
Reissner–Nordstro¨m background, solutions arising from generic smooth and compactly supported
initial data fail to be in W 1,2loc at the Cauchy horizon. One key step of the proof in [27] was to
establish an L2-averaged lower bound on the event horizon similar to that in (1.2) (see Theorem 1.5
for a precise statement of this linear result).
The rough program is therefore to use the Price’s law decay result to establish that at least after a
sufficiently long time, the spacetime is sufficiently close to Reissner–Nordstro¨m and therefore one can apply
(a suitable modification) of the linear instability argument in [27] to show that the lower bound required in
Theorem 1.2 holds for solutions arising from generic data.
The argument in [27] is based on analysis of the quantity L and it consists of two parts: namely, (1) show
that L 6= 0 implies that the lower bound on the event horizon is achieved, and (2) show that L 6= 0 is a generic
condition. In the nonlinear setting, using the Price’s law decay (with appropriate extensions), part (1) can
indeed be carried out. That is, it can be shown that L 6= 0 implies the desired lower bound. Moreover, this
is achieved with a similar proof as in [27] except that now we also have to handle some decaying error term.
More precisely, we use a contradiction argument to show that if the lower bound on the event horizon is not
satisfied, then one can propagate decay estimates which are sufficiently strong to contradict L 6= 0.
However, the genericity of L 6= 0 is much more subtle in the nonlinear setting. To begin with, in the
linear setting, genericity amounts to proving (1) L is bounded in terms of some initial norm of the scalar
field, and (2) the existence of a single solution such that L 6= 0. This immediately implies that the generic
set is open13 and the non-generic set has co-dimension at least 1. In the nonlinear setting, however, one at
least needs to understand the perturbations of an arbitrary large data solution.
It is quite fortunate that both the openness of the generic set and the nontrivial co-dimensionality of
the non-generic set turn out to rely on the same main technical result, which is a stability statement for
12Recall that this holds in our setting due to an observation of Kommemi, see Proposition 3.7.
13In fact, this statement is so obvious in the linear setting that it was not explicitly stated in [27]!
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the quantity L for perturbations of any (potentially large data) solution. To prove this stability result, we
need to compare two nearby solutions and prove that their difference remains small and decays sufficiently
fast. For this, it is important to carefully choose a future-normalized gauge (for each solution) in order to
control the scalar field, the geometric quantities and their differences. To control the difference of the scalar
fields, we rely on many ideas developed in recent years on linear wave equation on black hole spacetimes, in
particular the Dafermos–Rodnianski rp-weighted estimates [17]; see Section 1.2.2 for further discussions.
It is obvious that the stability result implies the openness of L 6= 0. However, it is a bit more subtle to
see how the stability result is useful for showing that L = 0 is unstable. A simpler form of the key idea is
already used in [27] to construct a solution with L 6= 0. Roughly speaking, given a solution with L = 0, one
constructs a one-parameter family of perturbations (parametrized by ) of such that the perturbation of the
scalar field is compactly supported near the asymptotically flat end. The initial perturbation can be chosen
such that
(1) it gives an -perturbation of L near spatial infinity, to the past of an outgoing null hypersurface
{u = Upert};
(2) the perturbation of the spacetime is essentially supported to the past of {u = Upert} in the sense
that the deviation of the solution with the background on {u = Upert} is of size  .
See Figure 10 in Section 9 for a depiction of the relevant regions. The key point is that this can be achieved
just by analyzing the region to the past of {u = Upert}, without having to track the global dynamics of
the perturbated spacetime. Nevertheless, once this is achieved, one can rely on the stability result of L to
conclude that the contribution to L to the future of {u = Upert} is much smaller than the main term to the
past of {u = Upert}. Thus, in the perturbed spacetime, L ∼  6= 0.
Let us recap by outlining the main steps of the proof. We include here a pointer to the more precise
statements of these steps, which can be found in Section 4, after the necessary notations are introduced.
(1) Step 1, Theorem 4.1: Relating the condition on the the event horizon to L 6= 0. To derive this result,
we prove the contrapositive: We assume that the L2-averaged lower bound fails and this can be
viewed as an upper bound which we can then propagated all the way up to null infinity and show
that we must have L = 0. This argument, which was introduced in [27], is very robust and the decay
estimates in [15] is more than sufficient to show that this also applies in the nonlinear setting.
(2) Step 2, Theorem 4.2: Stability theorem in the exterior region. This step is the technical heart of this
paper. We prove that for every fixed solution arising from admissible data, -size perturbations of
the initial data lead to C-size perturbations (with appropriate weights) of the radiation field along
future null infinity, with C depending only on the fixed solution.
(3) Step 3: Openness of L 6= 0. Once the stability theorem is proved, the openness of L 6= 0 follows as
an immediate corollary.
(4) Step 4, Theorem 4.3: Instability of L = 0. To show the instability of the condition L = 0, we
construct a one-parameter family of perturbations of the background data such that the difference of
the scalar fields behaves in a similar manner as for the linear case [27]. As described in the paragraph
above, we construct perturbations so that the main term near spatial infinity can be well-controlled
and such that the remaining contribution can be shown to be small error terms using Step 2 above.
1.2. Previous works on the stability of black hole exteriors. We will not review all the relevant
literature regarding the general study of the strong cosmic censorship conjecture for asymptotically flat
initial data in spherical symmetry or the instability of Cauchy horizons. For our particular problem at hand,
the most relevant previous results by Dafermos [9, 11, 12], Dafermos–Rodnianski [15] and Kommemi [24,25]
have already been discussed in other parts of this paper. For a further discussion of the relevant literature,
we refer the reader to our companion paper [26].
Instead, in this and the next subsections, we will review some works related to the analysis of the black hole
exterior region. In this subsection, we in particular focus on stability results, in the spherically symmetric
or in the linear setting. We will also take the opportunity to point out the relevance of these works to our
present paper.
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1.2.1. Stability of black hole exterior regions in spherically symmetric problems. In spherical symmetry, the
study of black hole exterior regions is much simpler than outside spherical symmetry since the area radius
function is strictly positive and the (monotonic) Hawking mass is coercive and subcritical. In particular,
for a large class of physical matter models including (1.1), Dafermos showed that in the presence of a
trapped surface, null infinity is complete [10]. Roughly speaking, this implies that even for large data, as
long as the presence of a trapped surface is guaranteed, the solution has a “regularly behaved” exterior
region. Using moreover the monotonicity of the Hawking mass, it can be easily shown that the explicit
Schwarzschild, Reissner–Nordstro¨m black hole exteriors are orbitally stable. Similar results also hold for the
vacuum equations in (4 + 1)-dimensions under triaxial Bianchi-IX symmetry [13].
Even in spherical symmetry, the question of asymptotic stability is considerably harder than that of orbital
stability. In the setting14 of (1.1), since (by a generalization of Birkhoff’s theorem) all spherically symmetric
asymptotically flat solutions in the absence of the scalar field are given by Reissner–Nordstro¨m, asymptotic
stability of Reissner–Nordstro¨m can be captured by the decay rate of the scalar field. This was achieved
in the remarkable work of Dafermos–Rodnianski [15], who proved inverse polynomial pointwise decay upper
bound estimates for the scalar field, which are consistent with the decay rate suggested by the heuristic study
of Price [36]. Even more remarkably, the result in [15] holds for large data solutions as long as a trapped
surface is present! See Section 5.3 for the precise statement of the result in [15] and further discussions of its
consequences. As mentioned before, in the context of this paper, the result in [15] is an important starting
point of the analysis, since it gives very strong asymptotic control of any solution arising from admissible
initial data.
Finally, let us note that in the analysis of this paper, we also prove an asymptotic stability result, for
perturbations around any fixed (potentially large data) solution. We show that the difference of the scalar
fields between the perturbed solution and the background solution decays. However, in contrast to [15], in
our setting there are no gauge-invariant ways to measure the difference between two solutions with non-
vanishing scalar fields, and the proof therefore requires a careful choice of gauges normalized in the future
for each solution. In fact, one can easily convince oneself that for some unwise choices of coordinate system,
the stability result no longer holds.
1.2.2. Boundedness and decay estimates for solutions to the linear wave equation in black hole exterior
regions. Another line of works which is relevant to our approach in this paper concerns the study of the
linear scalar wave equation
gφ = 0 (1.3)
in the black hole exterior region with a fixed background metric. This problem has received a lot of attention
in the past decade, see [1, 3–5, 14, 16–19, 21, 29, 31, 38, 39] and the references therein for a sample of results.
A culmination of these results is a theorem of Dafermos–Rodnianski–Shlapentokh-Rothman, which proves
that for all subextremal Kerr spacetimes, solutions to (1.3) (arising from sufficiently regular initial data)
obey both energy decay and pointwise decay estimates.
A reason that the study of (1.3) is relevant to our paper is that (as mentioned in Section 1.1) a crucial
ingredient of the proof is to show that small perturbations of any (potentially large) data lead to globally
small perturbations of the solution. In order to prove such a result, one needs to control the long time
behavior of the difference of two solutions. The main contribution in the equations for the difference comes
from the linear terms, which can be controlled using methods from the study of (1.3).
A particularly relevant technique is the Dafermos–Rodnianski rp-weighted estimates [17] (see also recent
extensions by Moschidis [33]). This is a physical space technique of proving decay estimates on a very general
class of asymptotically flat spacetimes, and it has been previously implemented for nonlinear applications [40].
This method plays a crucial role in one of the steps in the stability argument. We will defer a more detailed
discussion to Section 8.
1.3. Previous works on lower bounds for solutions to the linear wave equation in black hole
exteriors. Perhaps even more relevant to the present paper than the stability results in the previous sub-
section are theorems on lower bounds for solutions to linear wave equations. Those results should be thought
14See also [23] for a closely related problem on the asymptotic stability of the Schwarzschild—Tangherlini family of solutions
for the vacuum equations in (4 + 1)-dimensions under triaxial Bianchi-IX symmetry.
7
of as the analogues of the lower bound (1.2) (which is proven in Theorem 1.3) but in a linear setting. There
are in the literature three different approaches to obtain such lower bounds, which we will review in the next
few subsubsections. This in particular includes the work [27], to be described in Section 1.3.2, which forms
part of basis of the proof of Theorem 1.3. After reviewing the relevant literature, in Section 1.3.4, we will
comment on the choice in this paper to attack the nonlinear problem using the approach of [27].
1.3.1. Lower bound via time-translation symmetry. The simplest result that can be proven regarding lower
bounds for solutions to linear wave equations would be one such that an inverse polynomial lower bound
is imposed in the initial data. Though this is not explicitly available in the literature, using the methods
of Dafermos–Shlapentokh-Rothman [20] (see also McNamara [30]), it can be proven by using the time-
translation symmetry of the spacetime and the scattering theory developed in [21] that
Theorem 1.4 (Dafermos–Shlapentokh-Rothman). Generic smooth and spherically symmetric initial data
with a (fixed but otherwise arbitrarily fast) inverse polynomial rate to the linear wave equation gRNφ = 0
on a fixed Reissner–Nordstro¨m spacetime with parameters satisfying 0 < |e| < M give rise to solutions φ
which obey the following lower bound along the event horizon:∫
H+
vα(∂vφ)
2 dv =∞
for some sufficiently large α, where v is the Eddington–Finkelstein coordinate defined by v = 12 (t+ r
∗) with
r∗ = r + (M + 2M
2−e2
2
√
M2−e2 ) log(r − r+) + (M − 2M
2−e2
2
√
M2−e2 ) log(r − r−).
The idea underlying this result is very simple: Consider a smooth and compactly supported initial data
set on past null infinity such that the solution is non-trivial on the future event horizon. Such an initial
data set exists by considerations in [21]. If this solution does not already obey the estimate in Theorem 1.4,
then one can sum a series of solutions arising from time-translating and rescaling the initial data on past
null infinity. This new solution will then satisfy the estimate in Theorem 1.4. Notice that this construction
requires the possibility that the data on past null infinity only decay polynomially, which as a consequence
implies that the data on a Cauchy hypersurface also only decay polynomially.
The advantage of this approach, as we see above, is that it requires very little information about the
specific form of the metric. Thus, the result generalizes easily to Kerr and Kerr-Newman spacetimes. On
the other hand, the solution that is constructed has a very special profile. Though in the linear setting, this
is already sufficient to deduce genericity of solutions with a lower bound on the event horizon, it is difficult
even to study stability properties of these solutions.
1.3.2. Lower bound via a contradiction argument in the exterior region. A second approach of establishing
lower bounds for solutions to the linear wave equation on Reissner–Nordstro¨m was given as a part of our
previous work [27] on the linear instability of the Reissner–Nordstro¨m Cauchy horizon. We will only state
the result for spherically symmetric solutions (in particular in view of their special relevance to the present
paper), but it of course follows easily that the following bound holds for the spherical mean of any (potentially
non-spherically symmetric) solutions.
Theorem 1.5 (Luk–Oh [27]). Generic smooth, compactly supported and spherically symmetric initial data
to the linear wave equation gRNφ = 0 on a fixed Reissner–Nordstro¨m spacetime with parameters satisfying
0 < |e| < M give rise to solutions φ which obey the following lower bound along the event horizon:∫
H+
vα(∂vφ)
2 dv =∞
for any α > 7, where v is as in Theorem 1.4.
As discussed in Section 1.1, Theorem 1.5 is proven by identifying a quantity L at infinity which is gener-
ically nonvanishing and such that L 6= 0 implies the desired lower bound. In addition to the fact that
Theorem 1.5 now proves a lower bound even for compactly supported initial data, the approach of Theo-
rem 1.5 has the additional advantage that L 6= 0 is a stable property.
The proof of Theorem 1.5 proceeds by a contradiction argument: it is shown that if
∫
H+ v
α(∂vφ)
2 dv
is finite, then one can obtain strong enough decay estimates in the exterior region which are inconsistent
with L 6= 0. As we have already indicated earlier, this theorem (or more precisely its proof) will play an
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important role in the present paper. This is in part due to the robustness of the proof, see Section 1.3.4. On
the other hand, partly because the proof is based on a contradiction argument, the result is relatively weak.
For instance, it does not give any lower bounds away from the event horizon.
1.3.3. Lower bound via precise late-time asymptotics. A third approach of obtaining lower bound has very
recently been introduced, which moreover gives a good description of the leading order asymptotics. In
particular, it is shown that a pointwise lower bound holds true everywhere in the black hole exterior:
Theorem 1.6 (Angelopoulos–Aretakis–Gajic [2]). Generic smooth and compactly supported initial data to
the linear wave equation gRNφ = 0 on a fixed Reissner–Nordstro¨m spacetime with parameters satisfying
0 < |e| < M give rise to solutions φ which obey the following pointwise lower bound
|∂kt φ|(u, v) ≥ ckv−3−k (ck > 0)
in the region {r+ ≤ r ≤ R} for any finite but fixed R > r+ and k ≥ 1, where v and r+ are as in Theorem 1.4.
The bounds in Theorem 1.6 imply a fortiori that ∂vφ (on the event horizon ∂v is parallel to ∂t) obeys
the estimates on the event horizon in Theorems 1.4 and 1.5. Combining with the ideas in [11], the results
in [2] also give an alternative proof of the linear instability result of the Reissner–Nordstro¨m Cauchy horizon
in [27]. This result combines sharp upper bounds of the solutions together with a clever application of the
conservation of the Newman–Penrose quantities. In particular, it requires very precise upper bounds of the
solutions, which are in turn derived using an extension of the Dafermos–Rodnianski rp-weighted estimates.
1.3.4. Comments on the nonlinear problem. In view of the three philosophically distinct approaches to ob-
taining lower bounds, one can in principle attempt to obtain instability results for the nonlinear problem
using any of these approaches. In this subsection, we explain our choice of using ideas in [27] to tackle the
nonlinear problem.
First, simply because Theorem 1.4 constructs solutions to the linear wave equation with an L2-averaged
lower bound, Theorem 1.4 could in principle15 yield a result on the existence of perturbations of Reissner–
Nordstro¨m data such that (1.2) holds. This then implies the instability of Reissner–Nordstro¨m Cauchy
horizon. However, it is not immediately clear from the approach of Theorem 1.4 whether the L2-average
polynomial lower bound is a stable property. In particular, it would be more difficult to use this to prove
a genericity statement or even to obtain an instability result for (potentially existing) large data solutions
with a C2-regular Cauchy horizon.
In contrast, at least in the linear setting, the other two approaches both prove that the lower bound is
a stable property. The approach of Theorem 1.6 moreover has the advantage that the type of pointwise
lower bound for |∂tφ| along the event horizon has a long history in the study of black hole interiors. In
fact, that type of lower bound has long been assumed in the study of the instability of the Cauchy horizon,
beginning with the pioneering works [22, 34, 35] on the Einstein–null dust model. For (1.1) in spherical
symmetry, Dafermos showed in [11] that a pointwise lower bound for |∂tφ| along the event horizon as in
Theorem 1.6 imply that the Hawking mass blows up at the Cauchy horizon and thus the spacetime is C2-
future-inextendible. It would therefore be an interesting problem to prove this pointwise lower bound in the
nonlinear setting for generic Cauchy data, completing the program of Dafermos.
However, even in the linear setting, the proof of Theorem 1.6 requires first proving precise upper bounds.
This in particular include the sharp Price’s law bounds [36] for the derivatives of the scalar field, and these
are stronger than the known estimates for the nonlinear problem. Moreover, the method in [2] requires
quite heavily on the staticity of the spacetime metric, which would require some extensions in order to be
applicable to the nonlinear problem.
In contrast, the proof of Theorem 1.5 is very robust, and has the advantage that the L2-averaged lower
bound on the event horizon can be obtained without proving sharp decay upper bound estimates. To see this,
recall from Section 1.1 that we need to show that (1) L 6= 0 implies the desired L2-averaged lower bound and
(2) L 6= 0 is generic. For (1), the ideas in [26] in fact need very little geometric information, see discussions
in Section 6. In particular, the decay results in [15] are more than sufficient for this purpose. While the
proof of (2) is considerably more involved, it should be noted that statements about L are morally at the
15Here, let us suppress the additional complication that (1.2) is in fact needed for a specific range of α.
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level of the L1 norm of the radiation field along future null infinity, which is again weaker than expected
sharp decay of the radiation field16.
1.4. Outline of the paper. The remainder of the paper will be organized as follows:
• Section 2. We first introduce the notions of spherically symmetric solutions to the Einstein–
Maxwell–(real)–scalar–field system. We then write down the symmetry-reduced equation and discuss
the initial value problem in spherical symmetry.
• Section 3. We review various notions introduced in [26]. These include the class of data we consider
and some preliminary results regarding the maximal globally hyperbolic future development.
• Section 4. We give precise statements of the three main theorems we prove in this paper. This can
be viewed as the precise formulation of Theorem 1.3 earlier in the introduction.
• Section 5. We give (decay) estimates in the exterior region in the maximal globally hyperbolic
future development arising from an admissible initial data set. These estimates rely heavily on the
Price’s law decay estimates of Dafermos–Rodnianski [15] (which we will recall).
• Section 6. This section contains the proof Theorem 4.1, which is the statement that if17 L(ω0)∞ 6= 0,
then a desired L2-averaged lower bound holds along the event horizon.
• Section 7. In this section, we begin the proof of the stability theorem (Theorem 4.2, cf. Step 2 in
Section 1.1). We focus here first on three slightly “easier” regions, namely a compact region (which
is treated using Cauchy stability), a neighborhood of spatial infinity (cf. Figure 4 in Section 7.2),
and a neighborhood of null infinity with finite retarded time range (cf. Figure 5 in Section 7.2).
• Section 8. This is the technical heart of the paper, in which we treat the most difficult region for
the stability theorem (Theorem 4.2).
• Section 9. In this final section, we prove Theorem 4.3, which is the instability statement for L = 0
(cf. Step 4 in Section 1.1).
• Appendix A. To assist the reader, an index of frequently used symbols is given in the appendix.
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Fellowship from the Miller Institute, UC Berkeley and the TJ Park Science Fellowship from the POSCO TJ
Park Foundation.
2. Einstein–Maxwell–(real)–scalar–field system in spherical symmetry
2.1. Equations in double null coordinates in spherical symmetry. We begin with a precise definition
of a spherically symmetric solution to the Einstein–Maxwell–(real)–scalar–field system.
Definition 2.1 (Spherically symmetric solutions). Let (M, g, φ, F ) be a suitably regular solution to the
Einstein–Maxwell–(real)–scalar–field system (1.1). We say that (M, g, φ, F ) is spherically symmetric if the
following properties hold:
(1) The symmetry group SO(3) acts on (M, g) by isometry with spacelike orbits.
(2) The metric g on M is given by
g = gQ + r2dσS2 , (2.1)
where
gQ = −Ω
2
2
(du⊗ dv + dv ⊗ du) (2.2)
16More precisely, it is known [15] that the radiation field Φ (cf. Definition 3.8) decays like |Φ|(u) = O(u−2), while in our
proof we only need to show that under small perturbations, the difference of the radiation fields decays with a rate = O(u−β)
for some β > 1 where  is the size of the initial data difference.
17L(ω0)∞ was defined in [26] and the definition will be recalled in Definition 3.8 in Section 3. To relate this to the discussion
so far, note that L(ω0)∞ = L for initial data with compactly supported scalar field
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is a Lorentzian metric on the 2-dimensional manifold Q =M/SO(3) and r is defined to be the area
radius function of the group orbit, i.e.,
r =
√
Area(pi−1(p))
4pi
,
for every p ∈ Q, where pi is natural projection pi : M → Q taking a point to the group orbit it
belongs to. Here, as in the introduction, dσS2 denotes the standard round metric on S2 with radius
1.
(3) The function φ at a point x depends only on pi(x), i.e., for p ∈ Q and x, y ∈ pi−1(p), it holds that
φ(x) = φ(y).
(4) The Maxwell field F is invariant under pullback by the action (by isometry) of SO(3) onM. More-
over, there exists e : Q → R such that
F =
e
2(pi∗r)2
pi∗(Ω2 du ∧ dv).
Remark 2.2 (Gauge freedom). For the metric gQ taking the form (2.2), there remains a gauge freedom in
choosing the null coordinates. More precisely, one can change variables
(u, v) 7→ (u′, v′) = (u′(u), v′(v))
where u′ [resp. v′] is a strictly monotonic function of u [resp. u′]. It will be important in this paper to
exploit this freedom and perform the analysis in appropriately chosen gauges. In particular, we will consider
more than one system of double null coordinate system in this paper.
Given a double null coordinate system, it will be convenient to use the following notation:
Definition 2.3 (Null hypersurfaces Cu and Cv). Given a double null coordinate system (u, v) in Q, we
denote
Cu = {(u′, v′) ∈ Q : u′ = u}, Cv = {(u′, v′) ∈ Q : v′ = v}.
Given the above setup, we now describe the Einstein–Maxwell–(real)–scalar–field system in spherical
symmetry, written in terms of the variables and coordinate system introduced in Definition 2.1. First, it is
easy to verify that as a consequence of the Maxwell’s equations,
e is a constant. (2.3)
The Einstein–Maxwell–(real)–scalar–field system in spherical symmetry then reduces to three wave equations
for r, φ,Ω: 
∂u∂vr =− Ω
2
4r
− ∂ur∂vr
r
+
Ω2e2
4r3
,
∂u∂vφ =− ∂vr∂uφ
r
− ∂ur∂vφ
r
,
∂u∂v log Ω =− ∂uφ∂vφ− Ω
2e2
2r4
+
Ω2
4r2
+
∂ur∂vr
r2
,
(2.4)
complemented with the Raychaudhuri equations:
∂v
(
∂vr
Ω2
)
=− r(∂vφ)
2
Ω2
,
∂u
(
∂ur
Ω2
)
=− r(∂uφ)
2
Ω2
.
(2.5)
We introduce the Hawking mass
m =
r
2
(1−∇ar∇ar) = r
2
(
1 +
4∂ur∂vr
Ω2
)
(2.6)
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and define also µ = 2mr . Then (2.5) can be rewritten as
∂v
(
∂ur
1− µ
)
=
r
∂vr
(∂vφ)
2 ∂ur
1− µ,
∂u
(
∂vr
1− µ
)
=
r
∂ur
(∂uφ)
2 ∂vr
1− µ.
(2.7)
Define the modified mass
$ = m+
e2
2r
.
Then 
∂u∂vr =
2($ − e2r )
r2
∂ur∂vr
1− µ ,
∂u∂vφ =− ∂vr∂uφ
r
− ∂ur∂vφ
r
,
∂v$ =
1
2
1− µ
∂vr
r2(∂vφ)
2,
∂u$ =
1
2
1− µ
∂ur
r2(∂uφ)
2.
(2.8)
Moreover, it is easy to check that as long as 1− µ 6= 0, the system of equations consisting of (2.7) and (2.8)
is equivalent to the system consisting of (2.4) and (2.5).
2.2. Cauchy problem and characteristic initial value problem. To solve (1.1) in spherical symmetry
(see Definition 2.1), we will consider both the Cauchy problem and the characteristic initial value prob-
lem. We begin with the Cauchy problem formulation of the Einstein–Maxwell–(real)–scalar–field system in
spherical symmetry. An initial data set in this setting is defined as follows.
Definition 2.4 (Cauchy data). A Cauchy initial data set for the Einstein–Maxwell–(real)–scalar–field sys-
tem in spherical symmetry consists of a curve Σ0 (without boundary), a collection of six real-valued func-
tions (r, f, h, `, φ, φ˙) on Σ0 and a real number e 6= 0. We require r ∈ C2(Σ0;R), f, h, φ ∈ C1(Σ0;R) and
`, φ˙ ∈ C0(Σ0;R). Moreover, f, r are required to be strictly positive everywhere on Σ0. For Σ0 parametrized18
by ρ, the collection of functions together with e give rise to geometric data consisting of the following:
(1) The initial hypersurface Σ0 = Σ0 × S2 is endowed with the intrinsic Riemannian metric
gˆ = f2(ρ) dρ2 + r2(ρ) dσS2 .
(2) The symmetric 2-tensor kˆ on the initial hypersurface Σ0 (which will be the second fundamental form
of the solution) given by
kˆ = h(ρ) dρ2 + `(ρ) dσS2 .
(3) The initial data on Σ0 for the matter fields
19
(φ, nφ) Σ0= (φ, φ˙), F (n, ∂ρ) Σ0=
ef
r2
,
where n denotes the unique future-directed unit normal to Σ0 in M.
Moreover, the following constraint equations are satisfied:
Rgˆ − |kˆ|2gˆ + (trgˆkˆ)2 = 4T (n, n) = 2φ˙2 +
2
f2
(∂ρφ)
2 +
2e2
r4
, (2.9)
(divgˆkˆ)ρ − ∂ρ(trgˆkˆ) = 2T (n, ∂ρ) = 2φ˙(∂ρφ). (2.10)
Here, T = T
(sf)
µν + T
(em)
µν (cf. (1.1)) and Rgˆ is the scalar curvature of gˆ.
We recall also a lemma from [26], which gives a relation between the Cauchy initial data defined in
Definition 2.4 and the initial data for (r, φ, log Ω) in a double null coordinate system.
18At this point, we allow ρ to have either finite or infinite range. We will require Σ0 = R later in Definition 3.1.
19We abuse notation slightly here, where φ is used to both denote the scalar field in the spacetime and its restriction to the
initial slice Σ0.
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Lemma 2.5. Consider a parametrization ρ 7→ Σ0(ρ) of the initial curve Σ0, and consider a double null
coordinate system (u, v) on M normalized by the conditions
du
dρ
= −1, dv
dρ
= 1 on Σ0.
Then the following identities hold on Σ0:
∂u Σ0=
1
2
(−∂ρ + fn), ∂v Σ0=
1
2
(∂ρ + fn),
∂ur Σ0= −
1
2
∂ρr +
f
2r
`, ∂vr Σ0=
1
2
∂ρr +
f
2r
`,
∂uφ Σ0=
1
2
(−∂ρφ+ fφ˙), ∂vφ Σ0=
1
2
(∂ρφ+ fφ˙),
∂u log Ω Σ0=
1
2f
(−∂ρf + h), ∂v log Ω Σ0=
1
2f
(∂ρf + h),
Ω Σ0= f,
where n denotes the unique future-directed unit normal to Σ0 in Q.
Alternatively, the evolution problem for (1.1) in spherical symmetry can be phrased as a characteristic
initial value problem. We make precise below the notion of characteristic initial data in Definition 2.6.
Although we will not be stating our main theorems in terms of a characteristic initial value problem, this
point of view will nonetheless be useful for isolating certain subregions of the spacetime in the proof of the
main theorems.
Definition 2.6 (Characteristic initial data). A characteristic initial data set for the Einstein–Maxwell–
(real)–scalar–field system in spherical symmetry consists of two transversally intersecting null curves Cin
and Cout, parametrized by Cin = {(u, v1) : u ∈ [u1, u2)} and Cout = {(u1, v) : v ∈ [v1, v2)}, where u1, v1 ∈ R
and u2, v2 ∈ R ∪ {+∞} with u1 < u2, v1 < v2, together with
• a constant e,
• (r, φ,Ω) ∈ C2(Cin)× C1(Cin)× C1(Cin) with r > 0 and Ω > 0, and
• (r, φ,Ω) ∈ C2(Cout)× C1(Cout)× C1(Cout) with r > 0 and Ω > 0
such that
• the values of (r, φ,Ω) at (u1, v1) coincide,
• the Raychaudhuri equations (2.5) are satisfied on Cin and Cout.
Both the Cauchy problem and the characteristic initial value problem are locally well-posed. In spherical
symmetry, local well-posedness results hold at a level of regularity consistent with φ being C1. Such results
are well-known and we refer the readers to [26] for precise statements.
3. Review of geometric setup in [26]
3.1. Admissible initial data and the distances on the space of initial data sets. In this subsection,
we recall from [26] the class of data we consider and the various topologies on the space of initial data sets.
Definition 3.1 (Admissible Cauchy initial data). Let ω0 > 2. An ω0-future-admissible spherically symmetric
2-ended asymptotically flat Cauchy initial data set with non-vanishing charge (in short, an ω0-admissible
initial data set) is a Cauchy initial data set Θ = (r, f, h, `, φ, φ˙, e) on Σ0 = R satisfying the following
properties.
(1) φ, f ∈ C2(Σ0;R), φ˙, h ∈ C1(Σ0;R) (i.e., are more regular than required in Definition 2.4).
(2) The following asymptotic flatness conditions hold as ρ→ ±∞ (i.e., towards each end):
f(ρ)− 1 = O2(|ρ|−1), h(ρ) = O1(|ρ|−2),
r(ρ)− |ρ| = O2(log |ρ|), `(ρ) = O1(1)
(3.1)
Here the notation Oi(|ρ|−n) denotes that the function on the LHS is O(|ρ|−n) and the j-th derivative
is O(|ρ|−n−j) for all j ≤ i. In the case n = 0, we simply write Oi(1) = Oi(|ρ|0). The notation
Oi(log |ρ|) is defined similarly.
13
(3) The following asymptotic flatness conditions hold for the scalar field: As ρ→ ±∞,
φ(ρ) = O2(|ρ|−ω0), φ˙(ρ) = O1(|ρ|−ω0−1). (3.2)
Furthermore, the following limits exist:
L(ω0)0[Θ] := limρ→∞
rmin{ω0,3}
∂ρr +
f`
r
(
∂ρ(rφ) +
f`
r
φ+ frφ˙
)
,
L′(ω0)0[Θ] := limρ→−∞
rmin{ω0,3}
−∂ρr + f`r
(
−∂ρ(rφ) + f`
r
φ+ frφ˙
)
.
(3.3)
(4) e 6= 0.
(5) The following future admissibility condition holds: There exist ρ1 < ρ2 such that(
−∂ρr + f`
r
)
(ρ) < 0 for all ρ ≥ ρ1, and
(
∂ρr +
f`
r
)
(ρ) < 0 for all ρ ≤ ρ2. (3.4)
We denote the set of all ω0-admissible initial data sets by AID(ω0).
Next, we introduce a family of weighted-Ck-type distances dk,ω on the class AID(ω0).
Definition 3.2 (Distances dk,ω on AID(ω0)). Given any positive integer k and real numbers ω, ω0 > 2,
we define the distance dk,ω on the set AID(ω0) of ω0-admissible initial data with two asymptotic ends (cf.
Definition 3.1) as follows (we allow20 dk,ω(Θ,Θ) =∞):
dk,ω(Θ,Θ) :=‖〈ρ〉 log(f/f)(ρ)‖C0 +
k∑
i=1
(‖〈ρ〉1+i∂iρ log(f/f)(ρ)‖C0 + ‖〈ρ〉1+i∂i−1ρ (h− h)(ρ)‖C0)
+ ‖ log−1(1 + 〈ρ〉)(r − r)(ρ)‖C0 +
k∑
i=1
(‖〈ρ〉i∂iρ(r − r)(ρ)‖C0 + ‖〈ρ〉i∂i−1ρ (f`− f`)(ρ)‖C0)
+ ‖〈ρ〉ω(φ− φ)(ρ)‖C0 +
k∑
i=1
(
‖〈ρ〉ω+i∂iρ(φ− φ)‖C0 + ‖〈ρ〉ω+i∂i−1ρ (fφ˙− fφ˙)(ρ)‖C0
)
+ |e− e|.
(3.5)
Here, 〈ρ〉 = (1 + ρ2)1/2 and ρ± = max{0,±ρ}.
With the help of these distances, we define subclasses of AID(ω0) with higher regularities and r-weights
as follows.
Definition 3.3 (Ckω initial data). For k ∈ N with k ≥ 2 and ω, ω0 > 2, we say that Θ ∈ AID(ω0) is Ckω
if dk,ω(Θ,ΘRN,M,e) < ∞ for some ΘRN,M,e which is an admissible smooth Cauchy initial data set for a
fixed Reissner–Nordstro¨m solution with parameter 0 < |e| < M such that outside a compact set [−R,R],
(r, f, h, `, φ, φ˙, e) = (|ρ|, (1− 2M|ρ| + e
2
ρ2 )
− 12 , 0, 0, 0, 0, e).
3.2. Preliminary results on the maximal globally hyperbolic future development. By [12,25], we
have the following preliminary characterization of the future boundary of the maximal globally hyperbolic
future development of an admissible Cauchy initial data set.
Theorem 3.4. Let (M, g, φ, F ) be the maximal globally hyperbolic future development of an admissible
Cauchy initial data set (with arbitrary ω0 > 2, cf. Definition 3.1), and denote by (Q = M/SO(3), gQ) the
quotient Lorentzian manifold. Then the following statements hold:
(1) (Q, gQ) can be conformally embedded into a bounded subset of R1+1.
(2) Let Q+ be the closure of Q with respect to the topology induced by the conformal embedding described
in part (1). Then the boundary21 of Q in Q+ has the following components:
20This in particular happens when the initial data are not k-times differentiable.
21We abuse notation slightly to name the image of Q under the conformal embedding also as Q. We will similarly do this
for subsets of Q, such as Σ0.
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(a) The initial hypersurface Σ0.
(b) Spatial infinities i01 and i
0
2 which are the end-points of Σ0 in Q+, with the convention that i01 is
the end-point with ρ→∞ and i02 is the end-point with ρ→ −∞.
(c) Two connected components of null infinity, denoted by I+1 and I+2 respectively, each of which is
an open null segment22, defined as the part of the boundary such that the r diverges to ∞ along
a transversal null curve towards I+1 and I+2 .
(d) Timelike infinities i+1 and i
+
2 , which are defined to be future end-points of I+1 and I+2 respectively.
(e) The Cauchy horizons23 CH+1 and CH+2 , which are defined to be half open24 null segments em-
anating from future null infinities I+1 and I+2 respectively such that the area-radius function r
extends continuously to CH+1 ∪CH+2 and is strictly positive except possibly at the future endpoints
of CH+1 or CH+2 .
(f) A (possibly empty) achronal set25 S which is defined to be the subset of the boundary on which
r extends continuously to 0.
Moreover, Q+ can be given by the Penrose diagram in Figure 2.
I+1
i+1
i01
H+1
i02
i+2
H+2
CH+1CH+2
S
I+2
Σ0
B
E1E2
Figure 2. Boundary of the maximal globally hyperbolic future development
Unless otherwise specified, from now on, as in Theorem 3.4, we will use (M, g, φ, F ) to denote the
maximal globally hyperbolic future development of an admissible initial data set and Q to denote the
quotient manifold.
The above result in particular allows us to define the exterior region E = E1 ∪ E2 of the spacetime, which
is what we will focus on in the rest of the paper. Before that, we first define the event horizons H+1 and H+2 .
For the rest of this section, for concreteness, we use the double null coordinate system (U, V ) normalized as
in Lemma 2.5. We use the notation V (U) [resp. U(V )] for the V - [resp. U -]coordinate of the point in the
intersection CU ∩ Σ0 [resp. CV ∩ Σ0] (which is clearly unique).
Definition 3.5 (Event horizons). Given the maximal globally hyperbolic future development of an ad-
missible Cauchy initial data set (with arbitrary ω0 > 2, cf. Definition 3.1), define the event horizon
22The fact that it is open and that r does not diverge to ∞ along H+1 and H+2 (see Definition 3.5 below), follows from [10].
23In the general setting of [25], CH+1 and CH+2 may be empty. Nevertheless, it is non-empty in our setting thanks to the
result of Dafermos [11], see also discussions in [26].
24Both CH+1 and CH+2 are chosen to include their future endpoints. Therefore, in the case where S is empty (or contains
only a single point of Q), by our convention the bifurcation sphere is part of both CH+1 and CH+2 .
25In [25], Kommemi further distinguishes the sets for which r extends to 0 into null segments emanating from the endpoints
of CH+1 or CH+2 and another piece which does not intersect any null rays emanating from future null infinity. We do not need
such distinction here and will simply consider one achronal set S on which r extends to 0.
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H+1 := {(U, V ) : U = UH+1 , V ≥ V (UH+1 )}, where UH+1 := sup{U : limV→∞ r(U
′, V ) = ∞ for all U ′ ≤ U},
(UH+1 , V (UH+1 )) ∈ Σ0.
We also define the event horizon H+2 (and VH+2 ) in a completely analogous manner, by switching the roles
of U and V .
Definition 3.6 (Exterior and interior regions). Given the maximal globally hyperbolic future development
of an admissible Cauchy initial data set (with arbitrary ω0 > 2, cf. Definition 3.1), define the exterior region
E to be E = E1 ∪ E2, where
E1 = {(U, V ) : U ≤ UH+1 , V ≥ V (U)}, E2 = {(U, V ) : V ≤ VH+2 , U ≥ U(V )}.
Note that each of the two sets E1,E2 is a connected component of the exterior region E . On the other hand,
the black hole interior region B is defined to be the complement of E .
In the remainder of the paper, unless otherwise stated26, we will focus on the connected
component E1 of the exterior region. Because of this, we will also omit the subscript 1 in H+1 ,
I+1 , i+1 and i01. By Proposition 3.7 below, this region is also characterized as the subset of the exterior
region such that ∂V r(U, V ) ≥ 0, ∂Ur(U, V ) < 0.
We recall some simple geometric facts in the exterior region. We will only state the proposition in one
connected component of the exterior region, a symmetric statement holds for the other connected component
(with u and v interchanged). All of these statements (and their proofs) can be found in the appendix of [26].
The subextremality statement (3) below was proven by Kommemi [24].
Proposition 3.7. The following statements hold.
(1) Let (U, V ) ∈ E1 = {(U, V ) : U ≤ UH+ , V ≥ V (U)}. Then
∂V r(U, V ) ≥ 0, ∂Ur(U, V ) < 0. (3.6)
(2) Define
rH+ = sup
H+
r, $H+ = sup
H+
$.
Then
rH+ = lim
V→∞
r(UH+ , V ), $H+ = lim
V→∞
$(UH+ , V ). (3.7)
Moreover,
rH+ = $H+ +
√
$2H+ − e2. (3.8)
(3) The following strict inequality holds:
$H+ > |e|. (3.9)
3.3. Definition of L and L(ω0)∞. Finally, in this subsection, we define the quantities L and L(ω0)∞, which
will play important roles in the rest of the paper; see for instance the statements of the theorems in Section 4.
The two quantities L and L(ω0)∞ will be defined on I+1 . Following the convention introduced in the previous
subsection, we will omit the subscript 1.
Definition 3.8 (Definition of L(ω0)∞). Let ω0 > 2. Consider the maximal globally hyperbolic future
development of an ω0-admissible initial data set. Introduce
L :=
∫
I+
2M(u)Φ(u)Γ(u) du, (3.10)
where for each u such that supCu r =∞ (which is what we mean by u ∈ I+), we define
M(u) = lim
r→∞$(u, ·), Φ(u) = limr→∞ rφ(u, ·), Γ(u) = limr→∞
∂ur
1− µ (u, ·),
26Notice that since the event horizon is teleologically defined, i.e., it requires information about the maximal globally
hyperbolic future development, when comparing two spacetimes and their initial data sets, one necessarily considers larger sets
than the exterior regions themselves. We will return to this point in Section 8, and point out carefully the domain that we
study.
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using u and r as the coordinate system27. Define
L(ω0)∞ :=
{
L(ω0)0 + L if ω0 ≥ 3
L(ω0)0 if ω0 ∈ (2, 3)
, (3.11)
where L(ω0)0 = L(ω0)0[Θ] depends only on the initial data and is defined as in (3.3).
Corresponding to E2, we analogously define L′ and L′(ω0)∞ (switching the roles of u and v).
Remark 3.9. Of course, at this point it is not a priori clear whether L and L(ω0)∞ (as well as L
′ and L′(ω0)∞
on the other end) are well-defined. In our setting, these definitions are justified by the Dafermos–Rodnianski
Price’s law theorem (cf. Section 5).
4. Precise statements of the main theorems
We state in this section the main theorems that are to be proven in this paper. All of these theorems are
stated in [26] and were used to obtain a proof of strong cosmic censorship.
As mentioned in the previous section, we will focus our attention on the connected component E1 of the
exterior region such that ∂V r > 0 and ∂Ur < 0. All the results in this section of course hold in the other
connected component of the exterior region after the following replacements: L(ω0)0 ↔ L′(ω0)0, L ↔ L′,
L(ω0)∞ ↔ L′(ω0)∞, U ↔ V , u↔ v, ρ↔ −ρ.
Our first main theorem states that nonvanishing of L(ω0)∞ implies some integrated lower bound for the
incoming radiation ∂vφ along H+.
Theorem 4.1. For ω0 > 2, let Θ = (r, f, h, `, φ, φ˙, e) be an ω0-admissible data set, and let (M, g, φ, F ) be
the corresponding maximal globally hyperbolic future development. Suppose that
L(ω0)∞ 6= 0.
Then for an advanced null coordinate v such that
C−1 < inf
H+
∂vr
1− µ ≤ supH+
∂vr
1− µ < C
for some C > 0, we have ∫
H+
vα(∂vφ)
2 dv =∞
for every α > min{2ω0 + 1, 7}.
The proof of this theorem will be given in Section 6.
Our next theorem asserts stability of the quantity L, which is the dynamically defined part of L(ω0)∞ in
the case ω0 ≥ 3 (observe that L(ω0)0 is determined by the initial data).
Theorem 4.2. Fix ω0 > 2. Let Θ = (r, f, h, `, φ, φ˙, e) and Θ = (r, f , h, `, φ, φ˙, e) be ω0-admissible data sets
(cf. Definition 3.1) such that d+1,ω0(Θ,Θ) < , where
28
d+1,ω0(Θ,Θ) :=‖〈ρ+〉 log(f/f)(ρ)‖C0 + ‖〈ρ+〉2∂ρ log(f/f)(ρ)‖C0 + ‖〈ρ+〉2(h− h)(ρ)‖C0
+ ‖ log−1(1 + 〈ρ+〉)(r − r)(ρ)‖C0 + ‖〈ρ+〉∂ρ(r − r)(ρ)‖C0 + ‖(f`− f`)(ρ)‖C0
+ ‖〈ρ+〉ω0(φ− φ)(ρ)‖C0 + ‖〈ρ+〉ω0+1∂ρ(φ− φ)(ρ)‖C0 + ‖〈ρ+〉ω0+1(fφ˙− fφ˙)(ρ)‖C0 + |e− e|.
Here, 〈ρ+〉 := (1 + ρ2+)1/2 and ρ+ := max{0, ρ}.
Then, for L := L[Θ] and L := L[Θ], there exists a constant CΘ, which depends only on Θ, such that∣∣L− L∣∣ ≤ CΘ .
Section 8 will be devoted to the proof of Theorem 4.2.
Our final theorem concerns instability of the condition L(ω0)∞ = 0.
27Such a choice of coordinates is justified by the Raychaudhuri equation (2.5), which ensures that ∂vr ≥ 0 on a curve Cu
such that supCu r =∞.
28Note that d+1,ω is essentially d1,ω , except that it has weights only near one asymptotically flat end; see Definition 3.2.
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Theorem 4.3. For ω0 ≥ 3, let Θ = (r, f , h, `, φ, φ˙, e) be an ω0-admissible data set. Suppose that
L(ω0)∞[Θ] = 0.
Then for some ∗ = ∗(Θ) > 0, there exists a one-parameter family (Θ)∈(−∗,∗) of ω0-admissible initial
data sets such that
• Θ0 = Θ,
• L(ω0),∞[Θ] 6= 0 for all  ∈ (−∗, ∗) \ {0},
• if Θ ∈ Ckω0 for k ∈ N, k ≥ 2, then  7→ Θ is continuous with respect to dk,ω for all ω > 2,
• L(ω0)0[Θ] = L(ω0)0[Θ] and L′(ω0)0[Θ] = L′(ω0)0[Θ] for all  ∈ (−∗, ∗).
In fact, there exist ρ¯2 > ρ¯1  1 such that
• Θ = Θ in {ρ ∈ Σ0 : ρ < ρ¯1} for all  ∈ (−∗, ∗),
• denoting Θ = (r, f, h, `, φ, φ˙, e), it holds that
φ = φ, f φ˙ = fφ˙
in {ρ ∈ Σ0 : ρ > ρ¯2} for all  ∈ (−∗, ∗).
This theorem will be proved in Section 9.
5. Consequences of Price’s law decay
In this section, we derive decay estimates in the exterior region of the maximal globally hyperbolic
future development of an arbitrary admissible Cauchy data set. The estimates are based on the remarkable
theorem of Dafermos–Rodnianski [15] on Price’s law, which provides quantitative decay rates (towards
timelike infinity) of the scalar field in the maximal globally hyperbolic future development of the characteristic
initial value problem. In order to apply the Dafermos–Rodnianski theorem, we need to first prove decay
estimates near spacelike infinity to reduce a Cauchy problem to a characteristic initial value problem. After
stating the results in [15], we also derive various ramifications of Price’s law, including in particular decay
estimates for the geometric quantities (in an appropriate gauge) and for higher derivatives of the scalar
field, which will play a fundamental role in the remainder of the paper. In the process, we introduce the
null coordinates U, V (referred to as initial-data-normalized) and u, v (referred to as future-normalized), and
discuss the different purposes they serve in the subsequent analysis.
This section is structured as follows:
• Section 5.1. We begin with the introduction of the (U, V ), (u, V ) and (u, v) coordinate systems.
U and V are normalized with respect to the (Cauchy) initial data, whereas u and v are normalized
with respect to the future null infinity and the event horizon respectively.
• Section 5.2. We prove some bounds in a neighborhood of spacelike infinity that are necessary to
justify the application of the results in [15] in our setting. We work in the initial-data-normalized
null coordinates (U, V ).
• Section 5.3. We cite the theorem of Dafermos–Rodnianski (Theorem 5.5) and discuss some im-
mediate consequences of it (Corollaries 5.6, 5.8 and 5.11). To measure the decay towards timelike
infinity in a large r region, the future-normalized (retarded) null coordinate u is used.
• Section 5.4. We prove bounds on fundamental geometric quantities using Price’s law (Proposi-
tion 5.12). In order that the geometric quantities decay, we will use the future-normalized (retarded
and advanced) null coordinates (u, v).
5.1. Initial-data- and future-normalized null coordinates. Let29 2 < ω0 ≤ 3. In this section, we
fix an ω0-admissible Cauchy data set Θ on Σ0. We consider its maximal globally hyperbolic future
development (M, g, φ, F ), as well as the projection of this development onto Q. Let us emphasize that in
this section, ω0 will be considered fixed; we will also use the parameters ω and ω
′, which will be compared
to the fixed ω0.
29Notice that all results obviously still hold for ω0 > 3 as long as we replace ω0 by min{ω0, 3} appropriately in the decay
estimates.
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In the remainder of this short subsection, we introduce and discuss various null coordinates used through-
out this paper.
Initial-data-normalized coordinates. We say that a double null coordinate system (U, V ) on Q is initial-data-
normalized if the following normalization conditions hold on Σ0:
d
dρ
U Σ0= −1,
d
dρ
V Σ0= 1. (5.1)
These are precisely the null coordinates considered in Lemma 2.5.
Henceforth, we abuse the notation a bit and consider Q and Σ0 as subsets of (U, V ) ∈ R1+1. Given
(U, V ) ∈ Q, let U(V ) and V (U) be defined by (U(V ), V ) ∈ Σ0 and (U, V (U)) ∈ Σ0, respectively (i.e.,
CU ∩ Σ0 = {(U, V (U))} and CV ∩ Σ0 = {(U(V ), V )}, where CU , CV are as in Definition 2.3). We also
introduce the notation υ(U) = r(U, V (U)) (i.e., υ(U) is the value of r at the point CU ∩ Σ0).
Although easy to define globally on Q, the initial-data-normalized coordinates (U, V ) are ill-suited for
describing the asymptotic behavior of solutions near timelike infinity (which exists for each asymptotically flat
end). For this reason, when analyzing a single solution, it is often more advantageous to use future-normalized
coordinates (introduced just below) adapted to the particular asymptotically flat end. Nevertheless, the
initial-data-normalized coordinates are indispensible when we consider the difference of two solutions, since
the difference of data (which is coordinate dependent!) is originally given in these coordinates.
Future-normalized coordinates. By Theorem 3.4, there exists a connected component of the exterior region
corresponding to each asymptotically flat end, bounded to the future by null infinity I+ and an event horizon
H+. As mentioned before, we focus on the end where ρ → ∞ along Σ0. In this context, we introduce the
future-normalized retarded null coordinate u = u(U), so that the following condition holds on I+:
lim
V→∞
−∂ur
1− µ (u, V ) = 1. (5.2)
As a consequence of future completeness of null infinity I+ (see [10, § 5.4] for the precise definition) and the
normalization (5.2), we have uH+ = limU→U−H+
u(U) = ∞, i.e., the event horizon H+ now lies in the ideal
curve {(u, V ) : u = ∞}; we omit the simple proof of this statement. In particular, the (u, V ) coordinate
system only covers the (connected component of) the exterior region. Moreover, null infinity corresponds to
the ideal curve {(u, V ) : V =∞}.
The coordinate system (u, V ) is suitable for describing the decay of the scalar field near timelike infinity.
Indeed, it is essentially the coordinate system used in Dafermos–Rodnanski [15]; see Theorem 5.5 below.
Finally, we also introduce the future-normalized advanced null coordinate v = v(V ), so that the following
condition holds on H+:
∂vr
1− µ (u =∞, v) = 1. (5.3)
Here, in addition to u, which is adapted to null infinity I+, the advanced null coordinate v is adapted to the
event horizon H+. When restricted to an exact Reissner–Nordstro¨m solution, note that (u, v) coincides with
the Eddington–Finkelstein coordinates. Accordingly, in Proposition 5.12 below, we show that the geometric
quantities in the coordinate system (u, v) asymptotes (in a suitable sense) to the corresponding quantities
in the Reissner–Nordstro¨m spacetime with the parameters ($H+ , e).
When working in the coordinate systems (u, V ) or (u, v), we again abuse notation and regard the exterior
of the black hole in Q and Σ0 as subsets of (u, V ) ∈ R1+1 or (u, v) ∈ R1+1, respectively. In the coordinates
(u, V ), we define u(V ), V (u) and υ(u) similarly as before.
Remark 5.1. In each of the coordinate systems (U, V ), (u, V ) and (u, v), note that there remains the freedom
of translating the coordinates, i.e., (U, V ) 7→ (U + U0, V + V0) etc.
5.2. Preliminary bounds near spacelike infinity. From this subsection onwards, we will prove decay
estimates in the exterior region of a fixed solution. To achieve this, we will in particular apply [15]. For this
purpose, it is convenient to introduce the following quantities: the ADM mass, which is useful as it gives a
priori control of the modified mass $, and ψ, which is more convenient for deriving decay estimates near
(spatial and null) infinity.
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Definition 5.2. (1) (Definition of ADM mass) Define the ADM mass as the following limit on the
initial hypersurface:
$i := lim
ρ→∞$ Σ0 (ρ).
Although it will not be explicitly used in this paper, we also define the ADM mass on the other
asymptotically flat end by $′i := limρ→−∞$ Σ0 (ρ).
(2) (Definition of ψ) Define ψ := rφ.
Remark 5.3 (Finiteness of $i). By (3.1), $i is a well-defined limit and is finite. It can moreover be shown
that $i > 0.
In preparation for the statement of the theorem of Dafermos–Rodnianski, we first prove some bounds for r,
ψ and their derivatives, which hold in a neighborhood of spacelike infinity, see Figure 3. In this proposition,
we use the initial-data normalized coordinates (U, V ) for concreteness, but we note that the estimates are in
fact coordinate-invariant. In what follows, we will suppress the explicit dependence on (U, V ), (u, V ), etc.
(e.g. in LHS of (5.6), (5.7) and similarly Theorem 5.5, Corollary 5.6, 5.8, 5.11 and Proposition 5.12), if there
is no danger of confusion.
Proposition 5.4 (Estimates near spatial infinity). Given ηi0 > 0, we define
Σ0,i0 = {ρ ∈ Σ0 : ∀ρ′ ≥ ρ, r Σ0 (ρ′) ≥ η−1i0 max{$i, e}, ∂Ur Σ0 (ρ′) < 0, ∂V r Σ0 (ρ′) > 0}.
Let N be the future domain of dependence of Σ0,i0 in Q. If ηi0 is sufficiently small depending on ω0− 2 and
Θ, then there exists Bi0 > 0, which depends on Θ Σ0,i0 , such that the following bounds hold on N :
1
2
≤ ∂V r(U, V )
∂V r(U(V ), V )
≤2, (5.4)
1
2
≤ −∂Ur(U, V )−∂Ur(U, V (U)) ≤2, (5.5)
|ψ| ≤υ−ω0+1Bi0 , (5.6)∣∣∣∣ 1∂V r ∂V ψ
∣∣∣∣ ≤r−ω0Bi0 . (5.7)
Moreover, for (U, V (U)) ∈ Σ0 ∩N , we have
B−1i0 ≤
−∂Uυ(U)
−∂Ur(U, V (U)) ≤ Bi0 . (5.8)
After the proof, we fix ηi0 > 0 and thus N so that Proposition 5.4 applies.
Proof. In this proof, we abbreviate R = η−1i0 max{$i, e}. Note that all (maximally-extended) past-directed
null curves in N intersect Σ0, i.e., if (U, V ) ∈ N , then {(U ′, V ) ∈ Q : U(V ) ≤ U ′ ≤ U}, {(U, V ′) ∈ Q :
V (U) ≤ V ′ ≤ V } ⊆ N . Moreover, by the monotonicity of $ and r, in N we have
supN $
r
+
|e|
r
≤ ηi0 . (5.9)
As a consequence, in N we have
1− 2ηi0 ≤ 1− µ ≤ 1 + η2i0 . (5.10)
Step 1: Bounds for ∂V r, ∂Ur and ∂Uυ. Note that log ∂V r obeys the equation
∂U log ∂V r =
∂U∂V r
∂V r
=
2($ − e2r )
r2
∂Ur
1− µ.
By (5.10), we have ∣∣∣∣∣2($ − e
2
r )
r2
∂Ur
1− µ
∣∣∣∣∣ ≤ 2(1− 2ηI+)−1$ir2 (−∂Ur). (5.11)
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Integrating this bound over [U(V ), U ] (where we make the change of variables U 7→ r, ∂UrdU 7→ dr),
applying (5.9) and taking ηi0 sufficiently small, (5.4) follows. The bound (5.5) follows in a similar manner;
we omit the details. Finally, for (5.8), observe that (using Lemma 2.5)
−∂Ur(U, V (U))
−∂Ur(U, V (U)) + ∂V r(U, V (U))(− ddU V )(U)
=
1
2∂ρr − f2r `
1
2∂ρr − f2r `+ 12∂ρr + f2r `
=
∂ρr − fr `
2∂ρr
(ρ(U)),
where ρ(U) denotes the inverse of ρ 7→ U(ρ). By hypothesis, there exists some B ≥ 1 depending on Θ Σ0,i0
such that
B−1 ≤
∣∣∣∣−∂Ur(U, V (U))−∂Uυ(U)
∣∣∣∣ ≤ B, (5.12)
which proves (5.8).
Step 2: Bounds for ψ and ∂V ψ. To prove (5.6) and (5.7), we proceed by a bootstrap argument. Suppose
that
|ψ| ≤ 2υ−ω0+1Bi0 (5.13)
holds on N ∩{U ≤ Uf} for some Bi0 and Uf . We claim that, for sufficiently large Bi0 and small enough ηi0 ,
(5.6) (which improves (5.13)) and (5.7) hold on N ∩ {U ≤ Uf}. Then by a standard continuous induction
argument, (5.6) and (5.7) on the whole region N would follow.
To prove the claim, we use the equation
∂U
(
1
∂V r
∂V ψ
)
= −∂U∂V r
∂V r
1
∂V r
∂V ψ +
∂U∂V r
r∂V r
ψ. (5.14)
By (5.11),
∫ U
U(V )
∂U∂V r
∂V r
(U ′, V ) dU ′ ≤ C for some universal C > 0. Thus by Gro¨nwall’s inequality, we obtain
rω0
∣∣∣∣ 1∂V r ∂V ψ
∣∣∣∣ (U, V ) ≤Crω0(U, V ) ∣∣∣∣ 1∂V r ∂V ψ
∣∣∣∣ (U(V ), V )
+ CBi0
$i
r3−ω0(U, V )
sup
U ′∈[U(V ),U ]
∣∣∣∣−∂Ur(U ′, V )−∂Uυ(U ′)
∣∣∣∣ ∫ U
U(V )
−∂Uυ(U ′)
υω0−1(U ′)
dU ′.
(5.15)
Since r(U, V ) ≤ r(U(V ), V ), the first term on the RHS is bounded by some constant B, which depends on
Θ Σ0,i0 . For the second term, by (5.5) and (5.12) we have∣∣∣∣−∂Ur(U, V )−∂Uυ(U)
∣∣∣∣ ≤ 2B,
where we enlarge B (depending on Θ Σ0,i0 ) if necessary. Since R = υ(U) ≤ r(U, V ), the second term on the
RHS of (5.15) is bounded by
CB
ω0 − 2
$i
R
Bi0 ≤ CB
ω0 − 2ηi0Bi0 .
As a consequence, we obtain
|∂V ψ| ≤ r−ω0∂V r
(
B +
CB
ω0 − 2ηi0Bi0
)
.
Hence (5.7) holds in the bootstrap domain N ∩ {U ≤ Uf}. Integrating ∂V ψ along CU , we also obtain
|ψ|(U, V ) ≤ |ψ|(U, V (U)) + υ−ω0+1
(
B +
CB
ω0 − 2ηi0Bi0
)
≤ υ−ω0+1
(
2B +
CB
ω0 − 2ηi0Bi0
)
by enlarging B depending on Θ Σ0,i0 if necessary. Choosing Bi0 ≥ 4B and ηi0 small enough, we obtain
(5.6). This closes the bootstrap, and thus completes the proof of (5.6) and (5.7). 
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Σ0
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N
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Figure 3. The characteristic rectangle X0 in Theorem 5.5
5.3. Price’s law decay: A theorem of Dafermos–Rodnianski and its corollaries. In the coordinates
(u, V ), consider a characteristic rectangle X0 = {(u, V ) : u ≥ uX0 , V ≥ VX0} with past null boundaries
Cin = CVX0
∩X0 (incoming) and Cout = CuX0 ∩X0 (outgoing), such that Cout ⊆ N , see Figure 3. Note that
X0 is by definition a subset of the connected component E1 of the exterior region with ∂V r ≥ 0 and ∂Ur < 0.
By translating the coordinates (see Remark 5.1), we may assume that uX0 = 1 and VX0 = 1.
Thanks to Proposition 5.4, we can apply the results of Dafermos–Rodnianski [15] to the solution on X0.
Recall from the beginning of the section that we have taken 2 < ω0 ≤ 3: note that for the theorem below,
the decay rate does not improve even if ω0 is taken to be larger than 3. We also remind the reader that, by
future completeness of I+ and Proposition 5.4, u takes values in the full real line (−∞,∞).
Theorem 5.5 (Dafermos–Rodnianski Price’s law decay theorem). On the characteristic rectangle X0 ⊆ Q
in the coordinates (u, V ) defined as above, the following conclusions hold.
(1) There exists B0 > 0, which depends on Θ and the solution
30 in X0, such that
B−10 ≤
∂V r
1− µ ≤B0 in X0. (5.16)
(2) For any η > 0, there exist constants cω0−η, Bω0−η > 0, which depend on ω0 − η, Θ and the solution
in X0, such that the following bounds hold for (u, V ) ∈ X0 ∩ {r ≤ cω0−ηV }:
|φ| ≤
(
V −(ω0−η)r−1 + V −ω0
)
Bω0−η, (5.17)
r|∂V φ| ≤
(
V −(ω0−η)r−1 + V −ω0
)
Bω0−η, (5.18)
|∂V (rφ)| ≤
(
V −(ω0−η)r−1 + V −ω0
)
Bω0−η. (5.19)
(3) Moreover, there exists a constant Bη > 0, which depends on η, Θ and the solution in X0, such that
the following bounds hold for (u, V ) ∈ X0 ∩ {r ≥ cω0−ηV }:
r|∂V φ| ≤V −1u−(ω0−η)+1Bη, (5.20)
r|∂uφ| ≤u−(ω0−η)Bη, (5.21)
r|φ| ≤u−ω0+1Bη. (5.22)
Proof. Observe that all the assumptions in [15, Section 2] are satisfied on the characteristic rectangle X0; we
highlight here two of the assumptions. ∆′, which is the uniform boundedness of r2
∣∣∣∂V φ∂V r ∣∣∣ and rω0 ∣∣∣∂V ψ∂V r ∣∣∣ on
Cout, follows from Proposition 5.4 (since Cout ⊆ N ). ΣT′, which is the condition of subextremality of the
30Of course the solution in X0 ultimately depends only on Θ. We use this language to emphasize that B0 depends not only
on the norms of Θ, but depends on its particular profile.
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event horizon, is a consequence of (3.9). Therefore, the results in [15] are applicable; (5.16), (5.17)–(5.19)
and (5.20)–(5.22) correspond to Proposition 5.3, Theorem 9.4 and Theorem 9.5 in [15], respectively. We
note that these results in [15] are stated in the (u,V) coordinates, where V is defined by the normalization
condition ∂Vr1−µ = 1 on Cout. Nevertheless, by (5.4), we clearly have c(V − 1) ≤ V − 1 ≤ C(V − 1) for some
c, C that depend on Θ. 
As a corollary of Theorem 5.5, we may establish the following decay estimates for φ, 1∂ur∂uφ and (
1
∂ur
∂u)
2φ
near the event horizon.
Corollary 5.6 (Decay of φ and its 1∂ur∂u derivatives in bounded r region). Let Λ ≥ 1 and η > 0. In the
region X0 ∩ {r ≤ ΛrH+}, there exists BΛ > 0, which depends on Λ, ω0 − η and the solution in X0, so that
we have, in the (u, V ) coordinate system
|φ| ≤ BΛV −(ω0−η), (5.23)∣∣∣∣ 1∂ur ∂uφ
∣∣∣∣ ≤ BΛV −(ω0−η), (5.24)∣∣∣∣∣
(
1
∂ur
∂u
)2
φ
∣∣∣∣∣ ≤ BΛV −(ω0−η), (5.25)
|$ −$H+ | ≤ BΛV −2(ω0−η)+1, (5.26)
where $H+ is as in Proposition 3.7.
The proof of Corollary 5.6 makes use of the celebrated red-shift effect along H+. For this purpose, we
need the following elementary integration lemma.
Lemma 5.7. Let α ∈ R, b > 0 and 0 < v0 ≤ v1. Then we have∫ v1
v0
vαeb(v−v1) dv ≤ Cv0,b,α vα1 . (5.27)
Proof. We divide both sides of (5.27) by vα1 , and make the change of variables s = v/v1. Then splitting the
integral into
∫ 1/2
v0/v1
(· · · ) and ∫ 1
1/2
(· · · ), we estimate:
v−α1
∫ v1
v0
vαeb(v−v1) dv =
∫ 1
v0/v1
sαebv1(s−1)v1 ds
≤e− b2 v1v1
(
sup
s∈[v0/v1,1/2]
sα
)∫ 1/2
v0/v1
ds+
(
sup
s∈[1/2,1]
sα
)∫ 1
1/2
ebv1(s−1)v1 ds
≤2−1e− b2 v1v1
(
sup
s∈[v0/v1,1/2]
sα
)
+ b−1
(
sup
s∈[1/2,1]
sα
)
.
Clearly, each term on the last line is uniformly bounded in v1, with the bound depending only on α, b, v0. 
Proof of Corollary 5.6. We proceed in several steps.
Step 1: Proofs of (5.23) and (5.24). Since infX0 r > 0, and only the region where V is large is relevant,
(5.23) follows from (5.17). Moreover, to prove (5.24), it suffices to prove that∣∣∣∣ r∂ur ∂uφ
∣∣∣∣ (u, V ) ≤ BΛV −(ω0−η) (5.28)
in a region of the form X0 ∩ {r ≤ ΛrH+} ∩ {V ≥ V0}. Note that r∂ur∂uφ obeys the equation
∂V
(
r
∂ur
∂uφ
)
=− ∂V φ−
2($ − e2r )
r2
∂V r
1− µ
(
r
∂ur
∂uφ
)
. (5.29)
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We claim that, for some V0 ≥ 1 (depending on the solution in X0) and bΛ > 0 (depending on $f , e,Λ and
B0), we have
r ≥ 1
2
rH+ ,
2($ − e2r )
r2
∂V r
1− µ ≥ bΛ in X0 ∩ {r ≤ ΛrH+} ∩ {V ≥ V0}. (5.30)
The second one-sided bound captures the red-shift effect along the event horizon H+. We defer its proof
until Step 4, and proceed with the proof of (5.28).
To use the method of an integrating factor, we rewrite (5.29) as
∂V
(
eI
r
∂ur
∂uφ
)
(u, V ) = −eI∂V φ(u, V ), where ∂V I =
2($ − e2r )
r2
∂V r
1− µ.
Note that if (u, V ) belongs to X0 ∩ {r ≤ ΛrH+}, then so does (u, V ′) for 1 ≤ V ′ ≤ V . Using (5.30) to bound
−(I(u, V )− I(u, V0)) ≤ −bΛ(V − V0), we then obtain∣∣∣∣ r∂ur ∂uφ(u, V )
∣∣∣∣ =
∣∣∣∣∣e−(I(u,V )−I(u,V0)) r∂ur ∂uφ(u, V0)−
∫ V
V0
e−(I(u,V )−I(u,V
′))∂V φ(u, V
′) dV ′
∣∣∣∣∣
≤e−bΛ(V−V0) sup
CV0
∩X0∩{r≤ΛrH+}
∣∣∣∣ r∂ur ∂uφ
∣∣∣∣+ ∫ V
V0
e−bΛ(V−V
′)|∂V φ|(u, V ′) dV ′.
The first term decays exponentially in V , and is thus already acceptable. Taking V0 larger (depending on
cω0−η) if necessary, we may apply (5.18) to obtain the bound
|∂V φ|(u, V ′) ≤ CrH+Bω0−η(V ′)−(ω0−η) in X0 ∩ {r ≤ ΛrH+} ∩ {V ≥ V0}. (5.31)
Then by Lemma 5.7, we have∫ V
V0
e−bΛ(V−V
′)|∂V φ|(u, V ′) dV ′ ≤ CV0,bΛ,ω0−η,rH+Bω0−ηV −(ω0−η),
which is also acceptable for the proof of (5.28).
Step 2: Proof of (5.25). Next, we establish (5.25) assuming (5.30). Let V0 and BΛ be chosen as in Step 1.
Thanks to (5.24) and the fact that infX0 r > 0, it suffices to show that∣∣∣∣ 1∂ur ∂u
(
r
∂ur
∂uφ
)∣∣∣∣ (u, V ) ≤ B′ΛV −(ω0−η) (5.32)
in X0 ∩ {r ≤ ΛrH+} ∩ {V ≥ V0}, for some B′Λ depending on rH+ , $i, e, bΛ and BΛ as in (5.24).
Taking 1∂ur∂u of (5.29), we obtain
∂V
(
1
∂ur
∂u
(
r
∂ur
∂uφ
))
=
1
r
∂V φ+
(
∂V r
r2
− 1
∂ur
∂u
(
2($ − e2r )
r2
∂V r
1− µ
))(
r
∂ur
∂uφ
)
− 4($ −
e2
r )
r2
∂V r
1− µ
(
1
∂ur
∂u
(
r
∂ur
∂uφ
))
.
On the RHS, note the presence of a linear term, whose coefficient is strictly negative thanks again to (5.30).
Therefore, proceeding as in Step 1, it suffices to show that the first two terms on the RHS decay at the rate
V −(ω0−η). For the first term, it is a clear consequence of r ≥ 12rH+ and (5.31). For the second term, we use
(5.24) and the bound ∣∣∣∣∣∂V rr2 − 1∂ur ∂u
(
2($ − e2r )
r2
∂V r
1− µ
)∣∣∣∣∣ (u, V ′) ≤ CrH+ ,$i,e,BΛ . (5.33)
To prove (5.33), we rewrite the expression inside the absolute value on the LHS as
∂V r
(1− µ)r2 (1− µ) +
4$ − 6e2r
r3
∂V r
1− µ −
2
r2
∂V r
1− µ
1
∂ur
∂u$ −
2($ − e2r )
r2
1
∂ur
∂u
(
∂V r
1− µ
)
.
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Clearly, the first two terms are uniformly bounded in X0∩{r ≤ ΛrH+}∩{V ≥ V0} thanks to (5.16), $ ≤ $i
and r ≥ 12rH+ . For the last two terms, we use
1
∂ur
∂u$ =
1
2
(1− µ)r2
(
1
∂ur
∂uφ
)2
,
1
∂ur
∂u
(
∂V r
1− µ
)
=
∂V r
1− µr
(
1
∂ur
∂uφ
)2
,
and the bounds (5.16), (5.24), $ ≤ $i and r ∈ [ 12rH+ ,ΛrH+ ].
Step 3: Proof of (5.26). First, we work on {(∞, V ) : V ≥ 1}, which lies on H+. By Theorem 5.5, we have
|$(∞, V )−$H+ | ≤
∫ ∞
V
1
2
1− µ
∂V r
(r∂V φ)
2
(∞, V ′) dV ′ ≤ B′′V −2(ω0−η)+1,
for some B′′ > 0 depending on infX0 r, B0 and Bω0−η. Next, by (5.24), we have
|$(u, V )−$(∞, V )| ≤
∫ ∞
u
1
2
(1− µ)r2(−∂ur)
(
1
(−∂ur)∂uφ
)2
(u′, V ) du′
≤C sup
X0
(1− µ)(ΛrH+)3B2ΛV −2(ω0−η),
where BΛ is from (5.24). Combining the previous two bounds and readjusting BΛ, (5.26) follows.
Step 4: Proof of (5.30). To complete the proof, it remains to find V0 ≥ 1 and bΛ > 0 such that (5.30) holds.
By the relation rH+ = $H+ +
√
$2H+ − e2 in (3.8) and the subextremality of H+ (|e| < $H+ , see (3.9)), we
have
$H+ − e
2
rH+
= r−1H+
(
$H+ +
√
$2H+ − e2
)√
$2H+ − e2 =
√
$2H+ − e2 > 0.
Recall from (3.7) that rH+ = limV→∞ r(∞, V ) and $H+ = limV→∞$(∞, V ). Thus, there exists V0 ≥ 1
such that
r(∞, V ) ≥ 1
2
rH+ ,
(
$ − e
2
r
)
(∞, V ) ≥ 1
2
√
$2H+ − e2, V ≥ V0.
By monotonicity of r and $ and (5.16), we see that (5.30) holds with bΛ =
1
Λ2r2H+
√
$2H+ − e2B−10 . 
Next, as another corollary of Theorem 5.5, we propagate r-weighted bounds for ∂V ψ and ∂
2
V ψ to a
neighborhood of null infinity. We refer the readers to Figure 3 for a depiction of the region N below.
Corollary 5.8 (Decay in a full neighborhood of null infinity). Given ηI+ > 0, we define
N = {(u, V ) ∈ Q : ∀V ′ ≥ V, r(u, V ′) ≥ η−1I+ max{$i, |e|}, ∂ur(u, V ′) < 0, ∂V r(u, V ′) > 0}.
If ηI+ is sufficiently small depending on X0, ηi0 , there exists BηI+ > 0, which depends on ηI+ , $i, e, ω0,
η, cω0−η, Bω0−η, Bη and BΛ (where Λ depends on ηI+ , $i, |e|), so that the following bounds in the (u, V )
coordinates hold in N :
1
2
≤ ∂V r(u, V )
∂V r(u(V ), V )
≤2, (5.34)
1
2
≤ −∂ur ≤2, (5.35)
1
2
≤ (1− µ) ≤2, (5.36)∣∣∣∣1− µ∂V r ∂V ψ
∣∣∣∣ ≤r−ω0BηI+ , (5.37)∣∣∣∣ 1∂ur ∂uψ
∣∣∣∣ ≤(VR(u)−(ω0−η) + u−(ω0−η))BηI+ for u ≥ 1, (5.38)∣∣∣∣∣
(
1− µ
∂V r
∂V
)2
ψ
∣∣∣∣∣ ≤r−ω0−1BηI+ . (5.39)
Here, u(V ) is defined by (u(V ), V ) ∈ Σ0, and (u, VR(u)) is the point in Cu ∩ {r = η−1I+ max{$i, |e|}}.
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After the proof, we fix ηI+ > 0 and thus N so that ηI+ ≤ ηi0 and Corollary 5.8 applies.
Proof. As in the proof of Proposition 5.4, we abbreviate R = η−1I+ max{$i, e}. Choosing ηI+ > 0 sufficiently
small (depending on X0 and ηi0), we may assume31 that N ⊂ X0 ∪ N . Note that all (maximally-past-
extended) incoming null curves in N meet Σ0 in the past direction, i.e., if (u, V ) ∈ N , then {(u′, V ) ∈ Q :
u(V ) ≤ u′ ≤ u} ⊆ N . Moreover, the following bounds hold in N :
supN $
r
+
|e|
r
≤ηI+ , (5.40)
1− 2ηI+ ≤ 1− µ ≤1 + η2I+ . (5.41)
Choosing ηI+ > 0 sufficiently small, (5.34) follows from exactly the same proof as (5.4). Next, (5.35) is
proved in a similar manner as (5.5), except we use limV→∞ log(−∂ur)(u, V ) = limV→∞ log −∂ur1−µ (u, V ) = 0
and integrate from (u,∞) to (u, V ). The bound (5.36) follows immediately from (5.41) after choosing ηI+
to be sufficiently small. For the proof of (5.37), in view of (5.7) in N ∩ X0, it suffices to consider the case
(u, V ) ∈ N ∩ X0 (i.e., u ≥ 1). In this region, we have
|ψ|(u, V ) ≤
{
V −ω0+1(1 + cω0−η)Bω0−η for u ≥ 1, r(u, V ) ≤ cω0−ηV
u−ω0+1Bη for u ≥ 1, r(u, V ) ≥ cω0−ηV (5.42)
by (5.17) and (5.22). Proceeding as in the proof of (5.7), we estimate
rω0
∣∣∣∣ 1∂V r ∂V ψ
∣∣∣∣ (u, V ) ≤Crω0 ∣∣∣∣ 1∂V r ∂V ψ
∣∣∣∣ (1, V ) + C $iR3−ω0
∫ max{u,1}
1
|ψ(u′, V )|(−∂ur)(u′, V ) du′.
The first term on the RHS is bounded by CBi0 in view of (5.7), whereas the integral in the second term may
be bounded by C((1 + cω0−η)c
ω0−1
ω0−ηR
−ω0+2Bω0−η +
Bη
ω0−2 ) using (5.35) and (5.42). Using (5.41) to bound
1− µ, we obtain (5.37). Similarly, to prove (5.38), we use the equation
∂V
(
1
∂ur
∂uψ
)
= −∂u∂V r
∂ur
1
∂ur
∂uψ +
∂u∂V r
r∂V r
ψ
Given (u, V ) ∈ N , let VR(u) be defined by r(u, VR(u)) = R. Observe that
∫ V
VR(u)
∣∣∣∂V ∂ur∂ur ∣∣∣ (u, V ′) dV ′ ≤ C by
(5.35). Therefore, integrating the preceding equation from (u, VR(u)) to (u, V ), then applying (5.40), (5.41)
and Gro¨nwall’s inequality, we obtain∣∣∣∣ 1∂ur ∂uψ
∣∣∣∣ (u, V ) ≤C ∣∣∣∣ 1∂ur ∂uψ
∣∣∣∣ (u, VR(u)) + C ∫ V
VR(u)
2($ − e2r )
r3
∂V r
1− µ |ψ|(u, V
′) dV ′
≤C
∣∣∣∣ 1∂ur ∂uψ
∣∣∣∣ (u, VR(u)) + CηI+ sup
V ′∈[VR(u),∞)
r−1|ψ|(u, V ′).
On the last line, the first term is acceptable in view of (5.23) and (5.24). For the second term, we use the
bound
r−1|ψ(u, V )| = |φ(u, V )| ≤ (V −(ω0−η)r−1 + V −ω0)Bω0−η + u−(ω0−1)V −1c−1ω0−ηBη,
which follows by combining (5.17) and (5.22). Then using the simple bound u−(ω0−1)V −1 ≤ Cω0(u−ω0 +
V −ω0), we see that this term is acceptable, too.
It remains to prove (5.39). By (5.37), (5.40), (5.41) and
1− µ
∂V r
∂V (1− µ) = (1− µ)
(
2$
r2
− 2e
2
r3
)
− 1
r
(
1− µ
∂V r
r∂V φ
)2
,
31Recall that X0 is chosen such that the initial outgoing curve lies in N .
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it suffices to bound rω0+1
∣∣∣∣( 1∂V r∂V )2 ψ
∣∣∣∣. We use the equation
∂u
(
1
∂V r
∂V
)2
ψ =
(
1
∂V r
∂V
)
∂u
(
1
∂V r
∂V
)
ψ − ∂u∂V r
∂V r
(
1
∂V r
∂V
)2
ψ
=
(
1
r∂V r
∂V
(
2($ − e2r )
r2
∂ur
1− µ
)
− 2($ −
e2
r )
r4
∂ur
1− µ
)(
− r
∂V r
∂V ψ + ψ
)
− 4($ −
e2
r )
r2
∂ur
1− µ
(
1
∂V r
∂V
)2
ψ.
By (5.40) and (5.41), we have
∫ u
u(V )
∣∣∣∣ 4($− e2r )r2 ∂ur1−µ ∣∣∣∣ (u′, V ) du′ ≤ C. Moreover, by (5.6), (5.37), (5.40), (5.41)
and the equations
1
∂V r
∂V$ =
1
2
(1− µ)
(
1
∂V r
∂V ψ − 1
r
ψ
)2
,
1
∂V r
∂V
(
∂ur
1− µ
)
=
∂ur
1− µr
−1
(
1
∂V r
∂V ψ − 1
r
ψ
)2
,
we have∫ u
u(V )
rω0+1
∣∣∣∣∣
(
1
r∂V r
∂V
(
2($ − e2r )
r2
∂ur
1− µ
)
− 2($ −
e2
r )
r4
∂ur
1− µ
)(
− r
∂V r
∂V ψ + ψ
)∣∣∣∣∣ (u′, V ) du′ ≤ B′,
where B′ depends on ηI+ , R, ω0, cω0−η, Bi0 , Bω0−η, Bη and Bη+I (from (5.37) that we just established).
Therefore, by Gro¨nwall’s inequality and monotonicity of r (i.e., ∂ur ≤ 0), we have
rω0+1
∣∣∣∣∣
(
1
∂V r
∂V
)2
ψ
∣∣∣∣∣ (u, V ) ≤Crω0+1
∣∣∣∣∣
(
1
∂V r
∂V
)2
ψ
∣∣∣∣∣ (u(V ), V ) + CB′,
which implies (5.39). 
Remark 5.9. Although stated in the (u, V ) coordinates, note that (5.34), (5.37) and (5.39) are invariant
under coordinate transforms of the form (u, V ) 7→ (U(u), V ). The bounds (5.35) and (5.38) are specific to
the coordinate system (u, V ). However, in the case of (5.35), there is a qualitative analogue in the (U, V )
coordinates. Namely, given some U1 ≤ UH+ , observe (by a straightforward compactness argument and
Proposition 5.4) that the Jacobian du(U)dU is bounded from below on {(U, V ) ∈ Q : U ≤ U1} by a positive
constant. Therefore, (5.35) implies
B−1cpt ≤ −∂Ur ≤ Bcpt in N ∩ {(U, V ) ∈ Q : U ≤ U1} (5.43)
where Bcpt > 0 depends on the background solution on {(U, V ) ∈ Q : U ≤ U1}.
After the proof, we fix ηI+ > 0 and thus N so that ηI+ ≤ ηi0 and Corollary 5.8 applies.
As an almost immediate consequence of Corollaries 5.6 and 5.8, we show that the limits of the mass on
the event horizon and null infinity coincide.
Corollary 5.10 ($H+ = $f ). Let $H+ be as in Proposition 3.7 and32 $f = limu→∞ limV→∞$(u, V ).
Then
$H+ = $f .
Proof. Take a sequence {(un, Vn)}∞n=1 with un → ∞, Vn → ∞, r(un, Vn) = η−1I+ max{$i, e} and (un, Vn) ∈X0. In particular, Theorem 5.5 and Corollary 5.8 are applicable in {(un, V ) : V ≥ Vn}; meanwhile Corol-
lary 5.6 is applicable in {(u, Vn) : u ≥ un} for Λ = η
−1
I+ max{$i,e}
r+H
. By Lemma 2.5, (3.1), (5.17), (5.22), (5.34)
32Notice that $f is well-defined by the monotonicity of $.
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and (5.36),
|$(un, Vn)−$(un,∞)| ≤
∫ ∞
Vn
1
2
1− µ
∂V r
(r∂V φ)
2(un, V
′) dV ′
≤CB2ω0−η
∫ ∞
Vn
(V ′)−min{2(ω0−η),4} dV ′ ≤ CB2ω0−ηV −min{2(ω0−η),4}+1n .
Combining this with (5.26) (to control $(un, Vn)−$H+), we have
|$(un,∞)−$H+ | ≤ CB2ω0−ηV −min{2(ω0−η),4}+1n +BΛV 2(ω0−η)+1n ,
where Λ =
η−1I+ max{$n,e}
r+H
. Taking n→∞ and using the definition of $f yields the conclusion. 
Putting together Theorem 5.5 and Corollaries 5.6 and 5.8, we restate the Price’s law decay rates in a form
that will be convenient for later applications.
Corollary 5.11. For any 2 ≤ ω′ < ω0, there exists Bω′ > 0, which depends on ω0, ω′ and the solution in
X0, such that the following bounds in (u, V ) coordinates hold.
|φ| ≤
{
V −ω
′
Bω′ in X0 ∩ {r ≤ 30rH+},
u−(ω
′−1) min{u−1, r−1}Bω′ in X0 ∩ {r ≥ 10rH+},
(5.44)∣∣∣∣ 1∂ur ∂uφ
∣∣∣∣ ≤{ V −ω′Bω′ in X0 ∩ {r ≤ 30rH+},u−ω′r−1Bω′ in X0 ∩ {r ≥ 10rH+}, (5.45)∣∣∣∣1− µ∂V r ∂V φ
∣∣∣∣ ≤{ V −ω′Bω′ in X0 ∩ {r ≤ 30rH+},u−(ω′−1)r−1 min{u−1, r−1}Bω′ in X0 ∩ {r ≥ 10rH+}, (5.46)∣∣∣∣1− µ∂V r ∂V (rφ)
∣∣∣∣ ≤min{V −ω′ , r−ω′}Bω′ in X0. (5.47)
Moreover, let v = v(V ) be the future-normalized null coordinate defined by (5.3) and v(1) = 1. We have, for
v, V ≥ 1,
B−10 (V − 1) ≤ v − 1 ≤ B0(V − 1). (5.48)
Proof. Observe that (5.44)–(5.46) in the case r ≤ 30rH+ follow from Theorem 5.5 and Corollary 5.6 with
ω′ = ω0 − η and Λ = 30. For the proof of these bounds in the case r ≥ 10rH+ , we claim that
u ≤ CV in X0 ∩ {r ≥ 10rH+} (5.49)
for some C > 0 that depends on the solution in X0.
Assuming (5.49) for the moment, (5.44) in the case r ≥ 10rH+ follows immediately from Theorem 5.5.
Next, for (5.45), given any Λ ≥ 1, combining (5.24) and (5.49) handles the case r ≤ ΛrH+ . On the other
hand, by (5.38), (5.44) and
r
∣∣∣∣ 1∂ur ∂uφ
∣∣∣∣ ≤ ∣∣∣∣ 1∂ur ∂u(rφ)
∣∣∣∣+ |φ|,
we obtain (5.45) in X0 ∩N . Thus, choosing Λ large enough, the full statement of (5.45) follows. For (5.46),
the case u ≥ r can be handled using (5.49) and Theorem 5.5. In the alternative case r ≥ u, we note that
r
∣∣∣∣1− µ∂V r ∂V φ
∣∣∣∣ ≤ ∣∣∣∣1− µ∂V r ∂V (rφ)
∣∣∣∣+ (1− µ) |φ| .
Thus, in combination with (5.44), (5.46) follows from (5.47), which in turn is a straightforward consequence
of (5.16), (5.19) and (5.37). Finally, (5.48) follows from (5.16) and the relation
dv
dV
(V ) =
∂V r
1− µ (∞, V ),
which is equivalent to (5.3).
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To conclude the proof, it only remains to verify (5.49). By (5.26) and the fact that |e| < $H+ ≤ rH+ =
$H+ +
√
$2H+ − e2 (by (3.8) and (3.9)), for any Λ ≥ 10 we can find VΛ ≥ 1 large enough so that
1− µ ≥ 1
2
in X0 ∩ {10rH+ ≤ r ≤ ΛrH+} ∩ {V ≥ VΛ}.
Fixing Λ to be a large enough number, we may combine this with Corollary 5.8 (more precisely, (5.41) from
its proof) to conclude that 1−µ ≥ 12 holds in X0 ∩{r ≥ 10rH+}∩ {V ≥ VΛ}. Then integrating the equation
∂V log(−∂ur) =
2($ − e2r )
r2(1− µ) ∂V r
from (u,∞) to (u, V ), we obtain
C−1 ≤ −∂ur ≤ C in X0 ∩ {r ≥ 10rH+} ∩ {V ≥ VΛ}
for some C > 0 depending on the solution in X0. For (u, V ) ∈ X0 ∩ {r ≥ 10rH+} ∩ {V ≥ VΛ}, it follows that
u− 1 ≤ C
∫ u
1
(−∂ur)(u′, V ) du′ = C(r(1, V )− r(u, V )) ≤ C(r(1, V )− 10rH+).
On the other hand,
r(1, V ) = r(1, 1) +
∫ V
1
∂V r(1, V
′) dV ′ ≤ r(1, 1) + (V − 1) sup
Cout
∂V r,
where supCout ∂V r <∞ by Proposition 5.4. Putting together these inequalities, we have (5.49) for V ≥ VΛ.
The remaining region is compact so that (5.49) is immediate. 
5.4. Geometric bounds in the future-normalized coordinates. Let X0 = {(u, V ) : u ≥ 1, V ≥ 1}
be the characteristic rectangle introduced in Section 5.3. Consider the future-normalized advanced null
coordinate v = v(V ), where v(1) = 1 and (5.3) holds along H+. In the coordinate system (u, v), we
introduce the following set of notation for geometric quantities:
λ = ∂vr, ν = ∂ur, κ =
∂vr
1− µ, γ =
∂ur
1− µ.
In the following proposition we show that, near timelike infinity, these geometric quantities obey similar
bounds as the corresponding quantities in the Reissner–Nordstro¨m spacetime in the Eddington–Finkelstein
coordinates.
Proposition 5.12. Let 2 < ω ≤ 3, δ1 > 0 and Λ ≥ 1. Let X1 = {(u, v) ∈ X0 : u ≥ u1, v ≥ v1} be a
characteristic rectangle, on which the following bounds in (u, v) coordinates hold:
r ≥(1− δ1)rH+ in X1, (5.50)
|φ| ≤
{ 〈 v−v1rH+ 〉−ωδ1 in X1 ∩ {r ≤ 30rH+},
〈u−u1rH+ 〉
−(ω−1) min{〈u−u1rH+ 〉
−1, ( rrH+ )
−1}δ1 in X1 ∩ {r ≥ 10rH+}, (5.51)∣∣∣∣1ν ∂uφ
∣∣∣∣ ≤
{
〈 v−v1rH+ 〉
−ωr−1H+δ1 in X1 ∩ {r ≤ 30rH+},
〈u−u1rH+ 〉
−ω( rrH+ )
−1Λ−1/2r−1H+δ1 in X1 ∩ {r ≥ 10rH+},
(5.52)
∣∣∣∣ 1κ∂vφ
∣∣∣∣ ≤
{
〈 v−v1rH+ 〉
−ωr−1H+δ1 in X1 ∩ {r ≤ 30rH+},
〈u−u1rH+ 〉
−(ω−1)( rrH+ )
−1 min{〈u−u1rH+ 〉
−1, ( rrH+ )
−1}r−1H+δ1 in X1 ∩ {r ≥ 10rH+},
(5.53)
where 〈·〉 = (·) + 1.
For sufficiently small δ1 depending on $
−1
f |e|, there exists a universal constant C > 0 so that the following
bounds hold.
(1) In X1, we have
sup
(u,v),(u′,v′)∈X1
|$(u, v)−$(u′, v′)| ≤Cδ21rH+ , (5.54)
1 ≤ κ ≤ 2 in X1. (5.55)
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(2) Away from H+, we have
1
2
≤ 1− µ ≤ 2 in X1 ∩ {r ≥ 10rH+}, (5.56)
1
4
≤ −ν ≤ 4 in X1 ∩ {r ≥ 10rH+}, (5.57)
1
4
≤ λ ≤ 4 in X1 ∩ {r ≥ 10rH+}. (5.58)
Moreover, let (u30, v30) be the intersection between γ30rH+ = {r = 30rH+} and the past null boundary
∂X1 of X1 (i.e., {(u30, v30)} = γ30rH+ ∩ ∂X1). Then for C30 = u30 − v30, we have
sup
γ30∩X1
|u− v − C30| ≤ Cδ1. (5.59)
(3) Near H+, we have
0 ≤ 1− µ ≤ 1 in X1 ∩ {r ≤ 30rH+}, (5.60)
0 ≤ λ ≤ 2 in X1 ∩ {r ≤ 30rH+}. (5.61)
Moreover, there exist b1, b
′
1, B1 > 0, which depend on |e|/$f , so that
B−11 e
−b′1r−1H+ (u−v−C30) ≤ −ν ≤ B1e−b1r
−1
H+ (u−v−C30) in X1 ∩ {r ≤ 30rH+}. (5.62)
(4) Finally, the following decay estimates hold for log(−γ) and log κ:
| log(−γ)| ≤C〈u−u1rH+ 〉
−2ω+2( rrH+ )
−2δ21 in X1 ∩ {r ≥ 10rH+}, (5.63)
| log κ| ≤
 C$−1f |e|〈
u−C30
rH+
〉−2ωδ21 in X1 ∩ {r ≤ 30rH+},
C
(
〈 v−v1rH+ 〉
−2ω + 〈u−u1rH+ 〉
−2ω+1Λ−1
)
δ21 in X1 ∩ {r ≥ 10rH+},
(5.64)
where C$−1f |e| > 0 depends on $
−1
f |e|.
Remark 5.13. Note that Proposition 5.12 is formulated so that the assumptions and the estimates are
dimensionless, i.e., they are invariant under the scaling (Ω, r, φ, e) 7→ (aΩ, ar, φ, ae) for any constant a > 0.
Moreover, they are invariant under coordinate translations (u, v) 7→ (u+ u0, v + v0).
Remark 5.14. Let δ1 > 0. As a quick consequence of Corollary 5.11 (where we take ω
′ = ω), we may
find X1 ⊆ X0 such that the assumptions (5.51)–(5.53) hold with Λ = 1 for any ω < ω0; the conclusions of
Proposition 5.12 in this case will be useful in Section 6. On the other hand, the freedom of having an extra
parameter Λ will be useful in Section 8; see Definition 8.1 and Proposition 8.11.
Proof. By Remark 5.13, we may assume that rH+ = 1 by scaling. By translating the coordinates (Re-
mark 5.1), we also set33 u1 = v1 = 1, so that 〈u−u1rH+ 〉 = u and 〈
v−v1
rH+
〉 = v.
Step 1: Bounds on $ and µ. In this step, we prove (5.54), (5.56) and the upper bound in (5.60), which
concern $ and µ.
We begin with (5.54). By the monotonicity properties of $, note that infX1 $ = $(∞, 1) and supX1 $ =
$(1,∞). By Corollary 5.10, $f = supH+ $ = infI+ $. Thus, to prove (5.54), it suffices to show
$f −$(∞, 1) ≤ Cδ21 , $(1,∞)−$f ≤ Cδ21 .
These bounds follow from (5.52), (5.53) and the equations
$f −$(∞, 1) =
∫ ∞
1
1
2
κr2
(
1
κ
∂vφ
)2
(∞, v) dv, $(1,∞)−$f =
∫ ∞
1
1
2
( r
ν
∂uφ
)2
(u,∞) du,
which are straightforward to justify.
33Notice that this convention in the proof is different from that in the earlier parts of this section, where we have instead
set uX0 = vX0 = 1.
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By (3.8) and (3.9), |e| < $f ≤ rH+ = $f +
√
$2f − e2. Therefore, (5.56) and the upper bound in (5.60)
easily follow from (5.50) and (5.54) with δ1 > 0 sufficiently small (as a universal constant).
Step 2: Bounds away from H+. In this step, we establish the bounds (5.57), (5.58) and (5.59), which take
place in the region X1 ∩ {r ≥ 10} away from H+. In the process, we also prove (5.55) and (5.63).
It will be convenient at this point to define u10(v) and u30(v) so that
r(u10(v), v) = 10, r(u30(v), v) = 30.
When such a u10(v) [resp. u30(v)] does not exist, we just set u10(v) = u1 [resp. u10(v) = u1].
We claim that
| log(−γ)| ≤Cu−2ω+2r−2δ21 in X1 ∩ {r ≥ 10}, (5.65)
| log κ| ≤Cδ21 in X1. (5.66)
Note that (5.65) is precisely (5.63), whereas (5.66), together with κ H+= 1 and the fact that ∂uκ ≤ 0, imply
(5.55). Since ν = (1− µ)γ and λ = (1− µ)κ, note that (5.65) and (5.55), in combination with (5.56), imply
(5.57) and (5.58), respectively.
We begin with (5.65). Recall that, by our coordinate normalization, −γ = 1 on I+. Moreover,
∂v log(−γ) = r
λ
(∂vφ)
2.
Given (u, v) ∈ X1 ∩ {r ≥ 10}, integrating the previous equation from (u,∞) to (u, v), then applying (5.53)
and (5.56), we obtain
| log(−γ)|(u, v) ≤
∫ ∞
v
(1− µ)−2r−3∂vr
(
r2
κ
∂vφ
)2
(u, v′) dv′
≤Cu−2ω+2δ21
∫ ∞
v
r−3∂vr(u, v′) dv′ ≤ Cu−2ω+2r−2δ21 .
Next, we establish (5.66). Here we recall the coordinate normalization κ = 1 on H+, as well as the equation
∂u log κ =
r
ν
(∂uφ)
2.
We divide into two cases: (u, v) ∈ X1 ∩ {r ≤ 30} or (u, v) ∈ X1 ∩ {r ≥ 10}. In the former case, we integrate
∂u log κ from (∞, v) to (u, v) and estimate using (5.52) as follows:
| log κ|(u, v) ≤
∫ ∞
u
r(−∂ur)
∣∣∣∣1ν ∂uφ
∣∣∣∣2 (u′, v) du′ ≤ Cδ21 ∫ ∞
u30(v)
r(−∂ur)(u′, v) du′ ≤ Cδ21 .
Next, when (u, v) ∈ X1 ∩ {r ≥ 10}, we integrate ∂u log κ from (u10(v), v) to (u, v). Then we have
| log κ|(u, v) ≤ | log κ|(u10(v), v) +
∫ u10(v)
u
r−1(−∂ur)
( r
ν
∂uφ
)2
(u′, v) du′.
By the previous case, the first term is bounded by Cδ21 . For the second term, we use r(u
′, v) ≥ 10, (5.52)
and (5.57) to bound∫ u10(v)
u
r−1(−∂ur)
( r
ν
∂uφ
)2
(u′, v) du′ ≤Cδ21
∫ ∞
1
(u′)−2ω du′ ≤ Cδ21 .
This proves (5.66), and thus (5.58).
Finally, we prove (5.59). Consider the vector field
T =
1
κ
∂v − 1
γ
∂u
which is future-pointing and obeys Tr = 0; in particular, T is tangent to γ30. Let t 7→ γ30(t) be the
parametrization of γ30 so that γ30(0) = (u30, v30) ∈ ∂X1 and γ˙30(t) = T γ30(t). Let C30 = u30 − v30. Then
(u− v − C30)(γ30(0)) = 0. Moreover, at γ30(t) we have∣∣∣∣ ddt (u− v − C30)
∣∣∣∣ = |T (u− v − C30)| = ∣∣∣∣ 1γ + 1κ
∣∣∣∣ ≤ ∣∣∣∣1− 1(−γ)
∣∣∣∣+ ∣∣∣∣1− 1κ
∣∣∣∣ ≤ C(| log(−γ)|+ | log κ|),
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where in the last inequality, we used (5.56), (5.57), (5.58) and the simple bound |eϑ − 1| ≤ |ϑ|e|ϑ|. Thus
(u− v − C30)(γ30(t)) ≤C
∫ t
0
(| log(−γ)|+ | log κ|)(γ30(t′)) dt′
≤C
(
sup
γ30
|Tu|−1
)∫ u(γ30(t))
u30
| log(−γ)|(u′, v30(u′)) du′
+ C
(
sup
γ30
|Tv|−1
)∫ v(γ30(t))
v30
| log κ|(u30(v′), v′) dv′.
Thanks to (5.56)–(5.57), |Tu|−1 = −γ and |Tv|−1 = κ are uniformly bounded on γ30; hence it remains to
bound the integrals of | log(−γ)| and | log κ|. For the former, using the equation for ∂v log(−γ), we have∫ ∞
1
| log(−γ)|(u′, v30(u′)) du′ ≤
∫ ∞
1
∫ ∞
u30(v′)
(1− µ)−2rλ
∣∣∣∣ 1κ∂vφ
∣∣∣∣2 (u′, v′) dv′ du′
≤1
4
∫ ∞
1
(u′)−2ω+1δ21
∫ ∞
u30(v′)
r−2∂vr(u′, v′) dv′ du′.
Since r(u, v30(u)) = 30, note that
∫∞
v30(u′)
r−2(∂vr)(u′, v′) dv′ ≤ 30−1 for every u′ ≥ 1. Hence the last line is
bounded by Cδ21 , which is acceptable. Similarly, using the equation for ∂u log κ, we have∫ ∞
1
| log κ|(u30(v′), v′) dv′ ≤
∫ ∞
1
∫ ∞
u30(v′)
r(−ν)
∣∣∣∣1ν ∂uφ
∣∣∣∣2 (u′, v′) du′ dv′
≤
∫ ∞
1
(v′)−2ωδ21
∫ ∞
u30(v′)
r(−∂ur)(u′, v′) du′ dv′.
Since r(u30(v), v) = 30, we have
∫∞
u30(v′)
r(−∂ur)(u′, v′) du′ ≤ 12302 for every v′ ≥ 1. Thus the last line is
bounded by Cδ21 , which completes the proof of (5.59).
Step 3: Bounds near H+. Recall that the upper bound in (5.60) was established in Step 1, and as a
consequence, the upper bound in (5.61) follows from (5.55) proved in Step 2. On the other hand, the lower
bound in (5.61) is immediate from (3.6), and similarly as before, this together with (5.55) imply the lower
bound in (5.60). Therefore, near H+, it only remains to show (5.62). Recall the equation
∂v log(−ν) =
2($ − e2r )
r2
κ.
On the one hand, by a similar computation as in the proof of (5.30) in Corollary 5.6 using (5.50), (5.54) and
(5.55), we have
2($ − e2r )
r2
κ ≥ 1
302
√
$2f − e2 =: b1 > 0 in X1 ∩ {r ≤ 30}.
On the other hand, by (5.50), (5.54) and (5.55) we also have
2($ − e2r )
r2
κ ≤ b′1 in X1 ∩ {r ≤ 30},
for some universal constant b′1 ≥ b1. Integrating the equation for ∂v log(−ν), we obtain
(−ν)(u, v) = (−ν)(u, v30(u)) exp
(
−
∫ v30(u)
v
2($ − e2r )
r2
κ(u, v′) dv′
)
,
where v30(u) is defined by r(u, v30(u)) = 30. By (5.57), we have
1
4 ≤ −ν(u, v30(u)) ≤ 4. Moreover, by (5.59),
we have
u− v − C30 − 1 ≤ v30(u)− v ≤ u− v − C30 + 1.
Putting together these bounds, (5.62) follows.
Step 4: Proof of (5.64). Finally we prove (5.64), which strengthens the integral bound for log κ used in the
proof of (5.59).
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As in the proof of (5.66), we integrate ∂u log κ from (∞, v) to (u, v). We divide into two cases: r(u, v) ≤ 30
and r(u, v) ≥ 10. In the former case, we use (5.52) and (5.62) to estimate
| log κ|(u, v) ≤
∫ ∞
u
r(−ν)
∣∣∣∣1ν ∂uφ
∣∣∣∣2 (u′, v) du′ ≤ 30B1b−11 δ21e−b1(u−v−C30)v−2ω.
If u − C30 ≤ 2v, then v−2ω ≤ C(u − C30)−2ω. On the other hand, if u − C30 ≥ 2v, then we have the
exponential decay e−
1
2 b1(u−C30), which is better than (u− C30)−2ω.
When r(u, v) ≥ 10, we estimate by (5.52)
| log κ|(u, v) ≤
∫ ∞
u10(v)
r(−ν)
∣∣∣∣1ν ∂uφ
∣∣∣∣2 (u′, v) du′ + ∫ u10(v)
u
r(−ν)
∣∣∣∣1ν ∂uφ
∣∣∣∣2 (u′, v) du′.
For the first term, we estimate∫ ∞
u10(v)
r(−ν)
∣∣∣∣1ν ∂uφ
∣∣∣∣2 (u′, v) du′ ≤ v−2ωδ21 ∫ ∞
u10(v)
r(−∂ur)(u′, v) du′ ≤ Cv−2ωδ21 .
On the other hand, by (5.52) and (5.57) we have
∫ u10(v)
u
r(−ν)
∣∣∣∣1ν ∂uφ
∣∣∣∣2 (u′, v) du′ ≤ Λ−1δ21 ∫ u10(v)
u
r−1(−∂ur)(u′, v)(u′)−2ω du′ ≤ Cu−2ω+1Λ−1δ21 ,
which is acceptable. 
6. Lower bound on the event horizon: Proof of Theorem 4.1
6.1. Ideas of the proof and the beginning of the proof. In this section, we prove Theorem 4.1. The
main idea of the proof is to apply the strategy in [27] to the nonlinear setting. Let us first recall the strategy
in [27], which is based on proving the contrapositive. Assume that the quantity we wish to show to be infinite
is instead finite (see (6.1)). We will then show that that L(ω0)∞ = 0. The proof consists of four steps:
(1) Step 1. Show that in a region sufficiently close to the event horizon, decay estimates for ∂vφ and
∂uφ hold. In particular, we obtain integral estimates on the curve {r = (1 + δr)rH+} restricted to
sufficiently large v:∫ ∞
v1
(v′)α
(
(∂vφ {r=(1+δr)rH+})
2(v′) + (∂uφ {r=(1+δr)rH+})
2(v′)
)
dv′ ≤ C,
for v1 large and δr small. This is achieved using the red-shift estimates of Dafermos–Rodnianski
[15,18].
(2) Step 2. Show that up to any finite {r = ΛrH+} curve, ∂vφ obeys an integrated estimate similar to
that in Step 1 and φ obeys the pointwise bound |φ|(u, v) ≤ Cv−α2 + 12 , with constants depending on
Λ.
(3) Step 3. Show that away from the event horizon, say for r(u, v) ≥ 2rH+ , φ obeys the uniform bound
|φ|(u, v) ≤ Cu−3. (The difference between this estimate and that in the previous step is that the
constant in this step is uniform while the constant in the previous step depends on the choice of the
{r = ΛrH+} curve.)
(4) Step 4. Using Step 3, show that if L(ω0)∞ 6= 0, then |∂v(rφ)| obeys the following lower bound on the
{r = RI+} curve for sufficiently large RI+ :∣∣∣∣∂v(rφ)∂vr {r=RI+}
∣∣∣∣ ≥ C−1 ∣∣L(ω0)∞∣∣ v−min{ω0,3}.
Hence if L(ω0)∞ 6= 0, this leads to a contradiction with the conclusion of Step 2 (noting that α >
min{2ω0 + 1, 7}).
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All of the steps above are very robust: not only do they not require the spacetime to be exactly Reissner–
Nordstro¨m, in fact they only rely very little on the exact geometric properties. Namely, the argument
essentially only requires that the spacetime metric is spherically symmetric, and that the spacetime can be
divided into the following regions:
(1) A red-shift region near the event horizon, where ∂v log(−∂ur) > 0 and bounded uniformly away from
0.
(2) A region of bounded geometry, with uniformly bounded r, ∂vr and ∂ur.
(3) An asymptotic region, where the metric is close to that of Minkowski, and that the scalar field decays
with a rate that is almost as fast as that of Price’s law.
The estimates in Section 5 based on [15] are more than sufficient to justify such a partition of the spacetime
with the desired properties even in the nonlinear setting.
We now begin the proof of Theorem 4.1. Let ω0 > 2. From now on, fix an ω0-admissible initial
data set. Consider the connected component E1 of the exterior region of its maximal globally hyperbolic
future development (cf. Figure 2). Since it will be clearer for the argument in Sections 6.4 and 6.5 to consider
a general ω0 > 2, in this section, as opposed to Section 5, we will not assume ω0 ≤ 3. We can of course
still apply the results in Section 5 as long as we replace ω0 by min{ω0, 3} at appropriate places.
Let Acontra ∈ [0,∞) be a constant for the contradiction argument and introduce the following:
Main contradiction assumption: Consider the future-normalized coordinate system (u, v) of the ex-
terior region defined by (5.2) and (5.3) with uX0 = 1, vX0(= VX0) = 1 where X0 is a region as in Section 5.3
such that Cout ⊆ N . Assume, for the sake of contradiction, that there exists v0 ≥ 1 such that the following
estimate holds ∫ ∞
v0
lim
u→∞ v
α(∂vφ)
2(u, v) dv ≤ Acontra (6.1)
for some α > min{2ω0 + 1, 7}.
To carry out the proof, we perform Steps 1-4 in the linear setting [27] as described in the beginning of
this subsection. A rough outline of the rest of the section is as follows:
• Section 6.2. Steps 1 and 2 are carried out in this subsection, in Propositions 6.1 and 6.2 respectively.
• Section 6.3. Step 3 is carried out in Proposition 6.4.
• Section 6.4. Step 4 is carried out in Proposition 6.6.
• Section 6.5. Finally, we combine the conclusions of Steps 2 and 4 to conclude the proof.
Let us note that in different parts of the argument, it will be convenient to shift between the (u, v) and
the (u, V ) coordinate systems. This will be clearly specified at different steps below.
6.2. Upper bound on a constant-r curve. In this subsection, we will work in the (u, v) coordinate
system, i.e., the future-normalized coordinate system introduced in Section 5.1 with the “initial conditions”
uX0 = 1, vX0(= VX0) = 1 (cf. Section 5.3). The advantage is that we can apply the bounds in Proposition 5.12
when restricting to a region with sufficiently large u and v.
Proposition 6.1 (Red-shift estimates). Suppose the contradiction assumption (6.1) holds. Then for some
δr > 0 sufficiently small and for some v1 sufficiently large (both depending on the solution), there exists
Bcontra > 0 depending on Acontra, α and the solution such that the following estimates hold:∫ ∞
v1
vα
(
(∂vφ r=(1+δr)rH+ )
2 + (∂uφ r=(1+δr)rH+ )
2
)
(v) dv < B2contra, (6.2)
and ∣∣∣φ r=(1+δr)rH+ ∣∣∣ ≤ Bcontrav−α2 + 12 . (6.3)
Proof. Step 0: Restriction to a large-v region. Clearly, the result only concerns a large-v region. Moreover,
when restricted to the region {r ≤ (1 + δr)rH+} ∩ {v ≥ v1}, the u-value must also be large since {r =
(1 + δr)rH+} is timelike. Therefore, for the rest of this proof, we can assume v1 to be sufficiently large so
that Proposition 5.12 is applicable.
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Let δr > 0 be the small constant in the statement of this proposition (which is to be chosen later). By
the above discussions, we can choose v1 ≥ v0 to be sufficiently large such that in the region of interest
(1− δr)rH+ ≤ r ≤ (1 + δr)rH+ . (6.4)
We will assume these bounds for the rest of this proof.
Step 1: First estimate for the wave equation. By the wave equation for φ and r in (2.8), we derive
∂v
(
r∂uφ
(−ν) 12
)
= −2($ −
e2
r )
2r2
∂vr
1− µ
(
r∂uφ
(−ν) 12
)
+ (−ν) 12 ∂vφ.
By (5.30), for
Λδr = 1 + δr,
there exists v1 ≥ 1 and b˜ > 0 such that
2($ − e2r )
2r2
∂vr
1− µ ≥ b˜ in {r ≤ ΛδrrH+} ∩ {v ≥ v1}.
Moreover, b˜ can be chosen to be independent of δr as long as δr < 1.
This implies that for v ≥ v1 and r ≤ ΛδrrH+ , we have
1
2
∂v
(
vα
(
r∂uφ
(−ν) 12
)2)
≤
(
−b˜vα + α
2
vα−1
)( r∂uφ
(−ν) 12
)2
+ vαr∂uφ∂vφ. (6.5)
For (u, v) ∈ {v ≥ v1, r ≤ ΛδrrH+}, we introduce the notation so that uΛδr (v) and vΛδr (u) are defined by the
following relations:
r(uΛδr (v), v) = r(u, vΛδr (u)) = ΛδrrH+ .
Integrating (6.5) in v from (u, v1) to (u, v) for all u ∈ [uΛδr (v1),∞) and v ∈ [v1, vΛδr (u)], and taking
supremum over v, we obtain the following estimate for every u ∈ [uΛδr (v1),∞):
sup
v∈[v1,vΛδr (u)]
vα
2
(
r∂uφ
(−ν) 12
)2
(u, v) +
∫ vΛδr (u)
v1
(
b˜vα − α
2
vα−1
)( r∂uφ
(−ν) 12
)2
(u, v) dv
≤vα1
(
r∂uφ
(−ν) 12
)2
(u, v1) + 2
∫ vΛδr (u)
v1
vα |r∂uφ∂vφ| (u, v) dv.
(6.6)
Notice that we can choose v1 sufficiently large (depending on b˜ and α) so that for v ≥ v1,
b˜vα − α
2
vα−1 ≥ b˜
4
vα. (6.7)
Integrating (6.6) in u for u ∈ [uΛδr (v1),∞) and using (6.7), we obtain∫ ∞
uΛδr
(v1)
sup
v∈[v1,vΛδr (u)]
vα
2
(
r∂uφ
(−ν) 12
)2
(u, v) du
+
b˜
4
∫ ∞
uΛδr
(v1)
∫ vΛδr (u)
v1
vα
(
r∂uφ
(−ν) 12
)2
(u, v) dv du
≤
∫ ∞
uΛδr
(v1)
vα1
(
r∂uφ
(−ν) 12
)2
(u, v1) du︸ ︷︷ ︸
=:I
+2
∫ ∞
uΛδr
(v1)
∫ vΛδr (u)
v1
vα |r∂uφ∂vφ| (u, v) dv du︸ ︷︷ ︸
=:II
.
(6.8)
To bound I in (6.8), notice that since r ≤ ΛδrrH+ ≤ 30rH+ , we can apply (5.45) (with ω′ = 2) and (5.48) to
show that for some C = C(B0, Bω′=2) (which may change from line to line),
I ≤ Cvα−41
∫ (1+δr)r+H
(1−δr)r+H
r2 dr ≤ Cvα−41
(
(1 + δr)
3r3H+ − (1− δr)3r3H+
) ≤ Cvα−41 δrr3H+ (6.9)
for δr > 0 sufficiently small.
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For II, we use the Cauchy–Schwarz inequality, Young’s inequality and Ho¨lder’s inequality to obtain the
following estimate for some universal constant C > 0:
II ≤ b˜
8
∫ ∞
uΛδr
(v1)
∫ vΛδr (u)
v1
vα
(
r∂uφ
(−ν) 12
)2
(u, v) dv du︸ ︷︷ ︸
=:III
+ Cb˜−1
(∫ ∞
v1
sup
u∈[uΛδr (v),∞)
vα(∂vφ)
2(u, v) dv
)(
sup
v∈[v1,∞)
∫ ∞
uΛδr
(v)
(−ν)(u, v) du
)
︸ ︷︷ ︸
=:IV
.
(6.10)
For the term IV in (6.10), note that
sup
v∈[v1,∞)
∫ ∞
uΛδr
(v)
(−ν)(u, v) du ≤
∫ (1+δr)rH+
(1−δr)rH+
dr ≤ 2δrrH+ . (6.11)
On the other hand, for the term III, since the constant b˜8 in front of the integral is sufficiently small, we
can absorb this term by the second term on the LHS of (6.8). Hence, combining (6.8), (6.9), (6.10), (6.11)
and the above observation, we obtain∫ ∞
uΛδr
(v1)
sup
v∈[v1,vΛδr (u)]
vα
2
(
r∂uφ
(−ν) 12
)2
(u, v) du+
b˜
8
∫ ∞
uΛδr
(v1)
∫ vΛδr (u)
v1
vα
(
r∂uφ
(−ν) 12
)2
(u, v) dv du
≤Cvα−41 δrr3H+ + 2Cb˜−1δrrH+
(∫ ∞
v1
sup
u∈[uΛδr (v),∞)
vα(∂vφ)
2(u, v) dv
)
.
(6.12)
Step 2: Second estimate for the wave equation. On the other hand, we can also write the wave equation for
φ in (2.4) (in a way useful to estimate ∂vφ) as follows:
∂u(r∂vφ) = −λ∂uφ.
This implies
1
2
∂u
(
vα(r∂vφ)
2
)
= −vαλr∂uφ∂vφ. (6.13)
Integrating in u for u ∈ [uΛδr (v),∞), v ∈ [v1,∞), and taking supremum over u ∈ [uΛδr (v),∞), we obtain
the following for every v ∈ [v1,∞):
sup
u∈[uΛδr (v),∞)
1
2
vα(r∂vφ)
2(u, v) ≤1
2
vα lim
u→∞(r∂vφ)
2(u, v) +
∫ ∞
uΛδr
(v)
vα |λr∂uφ∂vφ| (u, v) du. (6.14)
Integrating in v for v ∈ [v1,∞), we obtain
1
2
∫ ∞
v1
sup
u∈[uΛδr (v),∞)
vα(r∂vφ)
2(u, v) dv
≤ 1
2
∫ ∞
v1
vα lim
u→∞(r∂vφ)
2(u, v) dv︸ ︷︷ ︸
=:V
+
∫ ∞
v1
∫ ∞
uΛδr
(v)
vα |λr∂uφ∂vφ| (u, v) dudv︸ ︷︷ ︸
=:V I
.
(6.15)
By the assumption (6.1) and the bounds (6.4) on r, for δr sufficiently small, we have
V ≤ 1
2
(1 + δr)
2r2H+Acontra ≤ r2H+Acontra. (6.16)
For the term V I, we use (5.61) to show that V I ≤ II (for II in (6.8)). Hence using (6.10) and (6.11), we
have
V I ≤2Cb˜−1δrrH+
∫ ∞
v1
sup
u∈[uΛδr (v),∞)
vα(r∂vφ)
2(u, v) dv +
b˜
8
∫ ∞
v1
∫ ∞
uΛδr
(v)
vα
(
r∂uφ
(−ν) 12
)2
(u, v) dudv. (6.17)
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Combining (6.15), (6.16) and (6.17) and absorbing 2Cb˜−1δrrH+
∫∞
v1
supu∈[uΛδr (v),∞)
vα(r∂vφ)
2(u, v) dv to
the LHS (which is possible for δr sufficiently small so that 2Cb˜
−1δrrH+ ≤ 14 ), we obtain
1
4
∫ ∞
v1
sup
u∈[uΛδr (v),∞)
vα(r∂vφ)
2(u, v) dv ≤r2H+Acontra +
b˜
8
∫ ∞
v1
∫ ∞
uΛδr
(v)
vα
(
r∂uφ
(−ν) 12
)2
(u, v) dudv. (6.18)
Step 3: Putting the two estimates together. Adding (6.12) and (6.18), we obtain∫ ∞
uΛδr
(v1)
sup
v∈[v1,vΛδr (u)]
vα
2
(
r∂uφ
(−ν) 12
)2
(u, v) du+ (
1
4
− 2Cb˜−1δrrH+)
∫ ∞
v1
sup
u∈[uΛδr (v),∞)
vα(r∂vφ)
2(u, v) dv
≤r2H+Acontra + Cvα−41 δrr3H+ .
(6.19)
Fixing v1, the RHS is hence a constant depending on Acontra, α and the solution.
Choosing δr sufficiently small and using the estimate for (−ν) in (5.62), (6.19) implies that when restricted
to {r = (1 + δr)rH+}, we have the following bound:∫ ∞
uΛδr
(v1)
vα
(
∂uφ r=(1+δr)rH+
)2
(u) du+
∫ ∞
v1
vα
(
∂vφ r=(1+δr)rH+
)2
(v) dv ≤ B2contra, (6.20)
for some Bcontra > 0 depending on Acontra, α and the solution. To get from (6.20) to (6.2), it suffices to
compare du and dv on {r = (1+δr)rH+}. For this, we note that the vector field the vector field T = 1κ∂v− 1γ ∂u
is tangent to {r = (1 + δr)rH+} and hence on {r = (1 + δr)rH+},
du =
|Tu|
|Tv| dv = −
κ
γ
dv.
Using the estimates for γ and κ in (5.63) and (5.64) respectively, and taking Bcontra larger if necessary, we
obtain (6.2).
Step 4: Estimates for |φ|. To obtain the estimate (6.3) for φ, simply notice again that the vector field
T = 1κ∂v − 1γ ∂u is tangent to {r = (1 + δr)rH+} and that if we parametrize {r = (1 + δr)rH+} by t so that
Tt = 1, we have dt = |Tt||Tv| dv = κdv. By (5.64), we have that for some universal C > 0,∣∣∣φ r=(1+δr)rH+ ∣∣∣ (v) ≤ C ∫ ∞
v
∣∣∣Tφ r=(1+δr)rH+ ∣∣∣ (v′) dv′
≤C
(∫ ∞
v
(v′)−α dv′
) 1
2
(∫ ∞
v
(v′)α
(
(∂vφ r=(1+δr)rH+ )
2 + (∂uφ r=(1+δr)rH+ )
2
)
(v′) dv′
) 1
2
≤ Bcontrav−α2 + 12 ,
after taking Bcontra larger if necessary. 
The above proposition gives an estimate up to {r = (1 + δr)rH+}. In order to obtain a contradiction, we
will need to propagate this estimate up to any {r = ΛrH+} curve, where Λ is fixed but otherwise arbitrarily
large. This is achieved in the following proposition in which we perform a “sideway” energy estimate.
Proposition 6.2 (Estimates up to any large but finite r). Suppose the contradiction assumption (6.1) holds.
Let δr > 0 be as in the conclusion of Proposition 6.1 and Λ > 1 + δr be arbitrary. Then there exist u1 ≥ 1
(depending on δr, Λ and the solution) and B
′
contra > 0 (depending on
34 Bcontra, δr, Λ and the solution)
such that the following integrals35 along the curves {(u, v) : r(u, v) = Λ′rH+} are uniformly bounded for
Λ′ ∈ [(1 + δr),Λ]:∫ ∞
u1
(
v r=Λ′rH+
)α (
(∂uφ r=Λ′rH+ )
2 + (∂vφ r=Λ′rH+ )
2
)
(u) du ≤ (B′contra)2. (6.21)
34Here, Bcontra is as in Proposition 6.1.
35Here, it is understood that the curves {(u, v) : r(u, v) = Λ′rH+} are parametrized by their u values. In particular, when
restricted to {(u, v) : r(u, v) = Λ′rH+}, v can be viewed as a function of u.
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Moreover, in the region {u ≥ u1} ∩ {r ∈ [(1 + δr)rH+ ,ΛrH+ ]}, φ(u, v) satisfies the following estimate:
|φ|(u, v) ≤ B′contrav−
α
2 +
1
2 . (6.22)
Proof. The main idea is to carry out the corresponding the argument in the linear setting [27], which is
simply a Gro¨nwall argument for the quantity on the LHS of (6.21). The main new ingredient is that this
now needs to be coupled with some estimates for the geometric quantities.
Step 1: Preliminary estimate for the geometric quantities. We first need a strictly positive lower bound on
λ in the region of interest. Note that this does not follow from (5.61) as such an estimate only holds away
from the horizon.
As long as r ∈ [rH+ ,ΛrH+ ], since rH+ > $H+ , we have
d
dr
(
2$H+
r
− e
2
r2
)
= −2$H+
r2
+
2e2
r3
≤ − 2
Λ2r2H+
(
$H+ − e
2
$H+
)
.
Hence, for r ∈ [(1 + δr)rH+ ,ΛrH+ ], by the mean value theorem applied on the interval [rH+ , r],
2$H+
rH+
− 2$H+
r
− e
2
r2H+
+
e2
r2
≥ 2
Λ2r2H+
(
$H+ − e
2
$H+
)
(r − rH+) ≥ 2Λ2r2H+
(
$H+ − e
2
$H+
)
δrrH+ .
On the other hand, given δ1 > 0, we have by (5.54) that for v
′
1 sufficiently large
|$(u, v)−$H+ | ≤ C(δ1)2rH+ in {v ≥ v′1} ∩ {r ∈ [(1 + δr)rH+ ,ΛrH+ ]}.
Therefore, using (3.8), we have
1− µ = 2$H+
rH+
− 2$
r
− e
2
r2H+
+
e2
r2
≥ 2
Λ2r2H+
(
$H+ − e
2
$H+
)
δrrH+ − C(δ1)
2rH+
r
.
By choosing v′1 sufficiently large (depending on δr, $H+ , e and Λ), we have δ1 sufficiently small so that
1− µ ≥ 1
Λ2r2H+
(
$H+ − e
2
$2H+
)
δrrH+ in {v ≥ v′1} ∩ {r ∈ [(1 + δr)rH+ ,ΛrH+ ].
In particular, by (5.64), this implies the following lower bound on λ
λ ≥ ccontra in {v ≥ v′1} ∩ {r ∈ [(1 + δr)rH+ ,ΛrH+ ]} (6.23)
for some ccontra > 0 depending on δr, $H+ , e and Λ.
We now choose u1 such that Proposition 5.12 applies in {u ≥ u1}∩ {r ∈ [(1 + δr)rH+ ,ΛrH+ ]} and such
that
u1 ≥ max{1, u(1+δr)rH+ (v1), u(1+δr)rH+ (v′1)},
where u(1+δr)rH+ (v) is defined by r(u(1+δr)rH+ (v), v) = (1 + δr)rH+ . In particular, (6.23) holds in {u ≥
u1} ∩ {r ∈ [(1 + δr)rH+ ,ΛrH+ ]}.
Step 2: Proof of (6.21). For every Λ′ ∈ [(1 + δr),Λ] and v∞ sufficiently large, define
Econtra(Λ
′; v∞) :=
∫ uΛ′rH+ (v∞)
u1
(
v r=Λ′rH+
)α (
(∂uφ r=Λ′rH+ )
2 + (∂vφ r=Λ′rH+ )
2
)
(u) du,
where r(uΛ′rH+ (v∞), v∞) = Λ
′rH+ .
Consider the following consequences of the wave equation:
1
2
∂u
(
vα (∂vφ)
2
)
= −v
αλ∂uφ∂vφ
r
− v
αν(∂vφ)
2
r
and
1
2
∂v
(
vα (∂uφ)
2
)
=
α
2
vα−1 (∂uφ)
2 − v
αν∂uφ∂vφ
r
− v
αλ(∂uφ)
2
r
.
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Summing the above identities and integrating this with respect to dudv in the region {(u, v) : (1 + δr) ≤
r(u,v)
rH+
≤ Λ′, u ≥ u1, v ≤ v∞} for all Λ′ ∈ [(1 + δr),Λ], we obtain by (5.57), (5.58), (5.61) and (5.62) that for
some C > 0 depending on δr, Λ, e and $H+ ,
Econtra(Λ
′; v∞) ≤ CEcontra(1 + δr; v∞) + C
∫∫
{(u,v):(1+δr)≤ r(u,v)rH+ ≤Λ
′, u≥u1, v≤v∞}
vα(|∂vφ|2 + |∂uφ|2) dudv.
(6.24)
Notice that (6.24) holds because the boundary terms on {u = u1} and {v = v∞} have favorable signs. Note
also that direct integration of ∂u
(
vα(∂vφ)
2
)
gives a boundary integral on {r = Λ′rH+} with line element dv,
but we can easily switch to du = −γκdv as in Step 3 of Proposition 6.1.
It is convenient for the purpose of this proof to consider the (r, u) coordinate system since we need an
estimate that is integrated in u for each curve with fixed r. The volume element dudv transforms as follows:
dudv =
1
λ
dr du. (6.25)
Using (6.23) and (6.25) we can change to the (r, u) coordinate system in (6.24) so that for some constant
C > 0 (depending on ccontra) we have
Econtra(Λ
′; v∞) ≤ CEcontra(1 + δr; v∞) + C
∫ Λ′rH+
(1+δr)rH+
Econtra
(
r
rH+
; v∞
)
dr.
By (6.2) in Proposition 6.1, Econtra(1 + δr; v∞) is uniformly bounded for all v∞. Gro¨nwall’s inequality then
implies that Econtra(Λ
′; v∞) is uniformly bounded for all v∞. Therefore, (6.21) follows.
Step 3: Proof of (6.22). Finally, (6.22) can be obtained using (6.21) and the argument as in Step 4 of
Proposition 6.1. 
6.3. Uniform decay bounds up to r =∞. In this subsection, we need to prove another upper bound for φ,
as stated below in Proposition 6.4. Notice that along any constant-r curve, the decay rate in Proposition 6.4
is worse than that in Proposition 6.2. Nevertheless, the key point of Proposition 6.4 is that the constant in
the estimate is independent of r as r →∞.
In this subsection, we will use the (u, V ) coordinate system, where u is the future-normalized
coordinate and V is the initial-data normalized coordinate (see Section 5.1), translated so that uX0 = VX0 = 1
(see Section 5.3). The advantage of using the (u, V ) coordinate system is that we can apply the estimates in
Corollary 5.8 in the whole of region N , whereas the estimates in (u, v) coordinate system are only applicable
in an asymptotic region near timelike infinity. In order to prove Proposition 6.4, we need to compare the u,
V and r(u, V ) values in a large-r region. This is given by the following lemma:
Lemma 6.3. There exists RI+,0 sufficiently large such that if r(u, V ) ≥ RI+,0, the following upper and
lower bounds for r hold in the (u, V ) coordinate system:
r(u, V ) ≤RI+,0 + 2(V − V RI+,0)−
1
2
(u− uRI+,0)+ + 2(u− uRI+,0)−,
r(u, V ) ≥RI+,0 + 18(V − V RI+,0)− 2(u− uRI+,0)+ +
1
2
(u− uRI+,0)−,
where uRI+,0 < 1 and V RI+,0 ≥ 1 are, respectively, the u and V values of the intersection of {r = RI+,0}
and the initial hypersurface Σ0. Here, we used the notation (·)± = max{±(·), 0}.
Proof. Without loss of generality, we can assume that {(u, V ) : r(u, V ) ≥ RI+,0} ⊂ N , where N is as in
Corollary 5.8.
By (3.1) and (5.1), we have on Σ0 that
36
1
2
− CV −1 ≤ (∂V r)(u(V ), V ) ≤ 1
2
+ CV −1 (6.26)
36We use again the notation, introduced earlier that u(V ) is chosen such that (u(V ), V ) ∈ Σ0.
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for some solution-dependent C > 0 when V is sufficiently large. As a consequence, using (5.34), we have
1
8
≤ (∂V r)(u, V ) ≤ 2 in {(u, V ) : r(u, V ) ≥ RI+,0}. (6.27)
Let (uRI+,0 , V RI+,0) be the point in the intersection of {r = RI+,0} and the initial hypersurface Σ0.
First integrating along the curve {u = uRI+,0} from the initial hypersurface, and then integrating along a
constant-V curve and using (6.27) and (5.35), we obtain the desired upper and lower bounds for r(u, V ).
Finally, we note that by taking RI+,0 larger is necessary, we can assume that uRI+,0 < 1 and V RI+,0 ≥ 1. 
We now turn to the main estimate of this subsection. Let us emphasize again that while B′contra in
Proposition 6.2 depends on Λ, the constant Ccontra in the following lemma is uniform in the whole region.
Proposition 6.4. Suppose the contradiction assumption (6.1) holds. There exists a constant Ccontra > 0
depending on Acontra and the solution such that
|φ|(u, V ) ≤ Ccontrau−min{ω0,3},
whenever r(u, V ) ≥ 2rH+ and u ≥ 1.
Proof. By Proposition 6.2, the conclusion of the proposition holds for 2rH+ ≤ r(u, V ) ≤ ΛrH+ for any fixed
(but otherwise arbitrary) Λ > 1. It therefore suffices to prove the proposition for {(u, V ) : r(u, V ) ≥ ΛrH+}
for some large Λ > 1 to be chosen later. We can assume in particular that Λ is chosen large enough so
that Lemma 6.3 can be applied when r(u, V ) ≥ RI+,0.
It will be convenient in the proof to also restrict to
V − V RI+,0 ≥ 128RI+,0, V ≥ 2V RI+,0 (6.28)
which can be guaranteed by taking Λ large. We will make this assumption for the rest of the proof.
To obtain the desired estimate, we will simultaneously bound φ and ∂V (rφ). First, notice that, for
VΛrH+ (u) being the unique value of V such that r(u, VΛrH+ (u)) = ΛrH+ , we have
|φ|(u, V ) ≤|φ|(u, VΛrH+ (u)) +
1
r(u, V )
∫ V
VΛrH+ (u)
|∂V (rφ)|
∂V r
∂V r(u, V
′)dV ′
≤|φ|(u, VΛrH+ (u)) +
r(u, V )− ΛrH+
r(u, V )
sup
V ′∈[VΛrH+ (u),V ]
|∂V (rφ)|
∂V r
(u, V ′)
≤CΛB′contra(Λ)u−
α
2 +
1
2 + sup
V ′∈[VΛrH+ (u),V ]
|∂V (rφ)|
∂V r
(u, V ′),
(6.29)
where we have used (6.22) in the last line and the fact that u and v are comparable up to a constant
depending on Λ. (This follows from Tr =
(
1
κ∂v − 1γ ∂u
)
r = 0, (5.63) and (5.64)). We used the notation CΛ,
B′contra(Λ) to emphasize the dependence of the constants on Λ.
On the other hand, consider the wave equation
∂u
(
∂V (rφ)
∂V r
)
= −∂V (rφ)
(∂V r)2
2($ − e2r )
r2
∂ur∂V r
1− µ +
2($ − e2r )
r2
∂ur
1− µφ.
Integrating along a constant-V curve from (1, V ) to (u, V ), we obtain
V min{ω0,3}
(
∂V (rφ)
∂V r
)
(u, V )− V min{ω0,3}
(
∂V (rφ)
∂V r
)
(1, V )e−
∫ u
1
2($− e2
r
)
r2
∂ur
1−µ (u
′,V ) du′︸ ︷︷ ︸
:=I(u,V )
= e−
∫ u
1
2($− e2
r
)
r2
∂ur
1−µ (u
′,V ) du′
∫ u
1
e
∫ u′
1
2($− e2
r
)
r2
∂ur
1−µ (u
′′,V ) du′′V min{ω0,3}
2($ − e2r )
r2
(∂ur)
1− µφ(u
′, V ) du′︸ ︷︷ ︸
=:II(u,V )
.
(6.30)
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For Λ sufficiently large, the integral in the exponential factors appearing in (6.30) is bounded above as
follows:∫ u
1
2($ − e2r )
r2
|∂ur|
1− µ (u
′, v) du′ ≤
∫ ∞
r(u,V )
2($i − e2r′ )
(r′)2
1
(1− 2$ir′ + e
2
r′2 )
dr′ ≤ 4$i
ΛrH+
≤ log 4
3
. (6.31)
This implies that
|I(u, V )| ≤ 4
3
V min{ω0,3}
∣∣∣∣∂V (rφ)∂V r
∣∣∣∣ (1, V ) ≤ 83 V min{ω0,3}rmin{ω0,3}(1, V )BηI+ , (6.32)
by (5.36) and (5.37) (recall that ω0 in Section 5 corresponds to min{ω0, 3} here).
For II(u, V ), first note that we can choose Λ sufficiently large so that elementary estimates together with
(6.31) imply that
|II(u, V )| ≤ 4
∫ u
1
V min{ω0,3}
$i
r2
(−∂ur)|φ|(u′, V ) du′. (6.33)
Let u∗(V ) be defined as the unique u value such that
r(u∗(V ), V )−RI+,0 = 116(V − V RI+,0). (6.34)
Divide the integral on the RHS of (6.33) into37
∫ u∗(V )
1
+
∫ u
u∗(V )
. By (6.34) and the monotonicity of r,
r(u, V ) ≥ 116 (V − V RI+,0) ≥
V
32 for u ≤ u∗(V ). Hence, using (5.44), for ω′ ∈ (2,min{ω0, 3}), we have
4
∫ u∗(V )
1
V min{ω0,3}
$i
r2
(−∂ur)|φ|(u′, V ) du′ ≤4Bω′
∫ u∗(V )
1
V min{ω0,3}
($i
r3
(−∂ur)(u′, V )
)
(u′)−ω
′+1 du′
≤8 · (32)3Bω′$i
∫ u∗(V )
1
(u′)−ω
′+1 du′ ≤ 2
18Bω′$i
ω′ − 2 .
(6.35)
To estimate the integral
∫ u
u∗(V )
, we will use the bound (6.29) for φ. For this, we need a bound for
VΛrH+ (u∗(V )). First, the definition (6.34) of u∗(V ) and lower bound in Lemma 6.3 imply that u∗(V ) >
uRI+,0 . Then Lemma 6.3 and (6.28) give
V
64
≤ 1
32
(V − V RI+,0) ≤ (u∗(V )− uRI+,0) ≤
31
8
(V − V RI+,0). (6.36)
Also using Lemma 6.3, and the fact that u∗(V ) ≥ uRI+,0 , we obtain
ΛrH+ = r(u∗(V ), VΛrH+ (u∗(V ))) ≤ RI+,0 + 2(VΛrH+ (u∗(V ))− V RI+,0)−
1
2
(u∗(V )− uRI+,0).
This implies, using (6.36) and (6.28), that
VΛrH+ (u∗(V )) ≥
1
2
(ΛrH+ −RI+,0) + 14(u∗(V )− uRI+,0) + V RI+,0 ≥ −
1
2
RI+,0 +
1
128
(V − V RI+,0) ≥
V
512
.
37We make this division only in the case u > u∗(v). If u ≤ u∗(v), then obviously II(u, V ) can be bounded by the first term
alone.
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This implies that if u′ ≥ u∗(V ) and V ′ ≥ VΛrH+ (u′), we have V ′ ≥ V512 . Hence, after plugging in (6.29), we
obtain
4
∫ u
u∗(V )
V min{ω0,3}
$i
r2
(−∂ur)|φ|(u′, V ) du′
≤CΛB′contra(Λ)V min{ω0,3}$i
∫ u
u∗(V )
(−∂ur)
r2
(u′)−
α
2 +
1
2 du′
+ 4
∫ u
u∗(V )
V min{ω0,3}
$i
r2
(−∂ur) sup
V ′∈[VΛrH+ (u
′),V ]
|∂v(rφ)|
∂vr
(u′, V ′) du′
≤CΛB′contra(Λ)V min{ω0,3} (u∗(V ))−
α
2 +
1
2 $i(ΛrH+)−1
+ 4 · (512)min{ω0,3}$i(ΛrH+)−1
(
sup
u′∈[u∗(V ),u]
sup
V ′∈[VΛrH+ (u
′),V ]
(
(V ′)min{ω0,3}
|∂V (rφ)|
∂V r
(u′, V ′)
))
.
(6.37)
Choosing Λ sufficiently large, we can arrange that ΛrH+ ≥ RI+,0 and moreover that
4 · (512)min{ω0,3}$i(ΛrH+)−1 ≤ 12 .
At this point we fix Λ.
Next, notice the following inclusion (within the maximal globally hyperbolic future development):
{(u′, V ′) : u′ ∈ [u∗(V ), u], V ′ ∈ [VΛrH+ (u′), V ]} ⊂ {(u′, V ′) : r(u′, V ′) ≥ ΛrH+}. (6.38)
Combining the bounds (6.30), (6.32), (6.33), (6.35) and (6.37) and using (6.38), we have
sup
r(u,V )≥ΛrH+ , u≥1
V min{ω0,3}
∣∣∣∣∂V (rφ)∂V r
∣∣∣∣ (u, V )
≤8
3
V min{ω0,3}
rω0(1, V )
BηI+ +
215Bω′$i
ω′ − 2 + CΛB
′
contra(Λ)V
min{ω0,3} (u∗(V ))
−α2 + 12 $i(ΛrH+)−1
+
1
2
(
sup
r(u′,V ′)≥ΛrH+ , u≥1
(
(V ′)min{ω0,3}
|∂V (rφ)|
∂V r
(u′, V ′)
))
.
(6.39)
The first three terms are uniformly bounded: For the first term, this is due to Lemma 6.3; for the second
term, boundedness is obvious; for the third term, we use
(u∗(V ))
−α2 + 12 ≤
(
max{1, 1− uRI+,0}
)α
2− 12 (
u∗(V )− uRI+,0
)−α2 + 12
(which holds since uRI+,0 < 1 and u∗(V ) ≥ 1), (6.36) and α > min{2ω0 + 1, 7}. Hence after subtracting the
last term from both sides, we obtain
sup
r(u,V )≥ΛrH+ , u≥1
V min{ω0,3}
∣∣∣∣∂V (rφ)∂V r
∣∣∣∣ (u, V ) ≤ C ′contra, (6.40)
for some C ′contra > 0.
Returning to (6.29) and multiplying by umin{ω0,3}, we have that for u ≥ 1 and r(u, V ) ≥ ΛrH+ ,
umin{ω0,3}|φ|(u, V ) ≤CΛB′contra(Λ)u−
α
2 +
1
2 +min{ω0,3} + umin{ω0,3} sup
V ′∈[VΛrH+ (u),V ]
|∂V (rφ)|
∂V r
(u, V ′)
≤CΛB′contra(Λ)u−
α
2 +
1
2 +min{ω0,3} + sup
r(u,V ′)≥ΛrH+ , u≥1
umin{ω0,3}
|∂V (rφ)|
∂V r
(u, V ′).
(6.41)
To conclude, it remains to show that for r(u, V ′) ≥ ΛrH+ and u ≥ 1, we have u ≤ CV ′. Clearly, since
∂V r > 0, it suffices to show this for r(u, V
′) = ΛrH+ . By Lemma 6.3, as well as the fact that uRI+,0 < 1
and V RI+,0 ≥ 1, if r(u, V ′) = ΛrH+ , we have
u ≤
(
max{1, (1− uRI+,0)
−1}
)
(u− uRI+,0) ≤ 4(V ′ − V RI+,0) ≤ 4V
′.
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Plugging this into (6.41) and using (6.40), we obtain
umin{ω0,3}|φ|(u, V ) ≤ CΛB′contra(Λ)u−
α
2 +
1
2 +min{ω0,3} + 4min{ω0,3}C ′contra. (6.42)
Finally, recalling that α > min{2ω0 + 1, 7}, we obtain the conclusion. 
6.4. Lower bounds on a constant-r curve. In this subsection, we turn to lower bounds for ∂v(rφ).
First, we derive a sufficiently good approximation formula for ∂V (rφ)∂V r in the asymptotically flat region in
Proposition 6.5. We then take appropriate limits to obtain the desired lower bound in Proposition 6.6.
The lower bound only holds when L(ω0)∞ 6= 0. In the next subsection, we will conclude the proof of
Theorem 4.1 by showing that when L(ω0)∞ 6= 0, this lower bound is inconsistent with the upper bound
derived in Proposition 6.2 and hence the contradiction assumption (6.1) is false.
In Proposition 6.5 below, we will continue to use the (u, V ) coordinate system. This will allow us
to apply Corollary 5.8 and Lemma 6.3.
Proposition 6.5 (Precise estimate for ∂v(rφ) near null infinity). For every uI+ sufficiently large, define
Lapprox(uI+)(V ) as a function of V as follows:
Lapprox(uI+)(V ) = V min{ω0,3}
(
∂V (rφ)
∂V r
)
(u = u(V ), V ) +
∫ uI+
−uI+
V min{ω0,3}
2($ − e2r )
r2
(∂ur)
1− µφ(u
′, V ) du′.
Then, under the contradiction assumption (6.1), the following holds:
For every δL > 0, there exists uI+,0 ≥ 1 sufficiently large and RI+ ≥ RI+,0 sufficiently large such that for
every uI+ ≥ uI+,0, there exists VI+ sufficiently large so that the following bound holds as long as u ≥ uI+ ,
V ≥ VI+ and r(u, V ) ≥ RI+ :∣∣∣∣V min{ω0,3}(∂V (rφ)∂V r
)
(u, V )− Lapprox(uI+)(V )
∣∣∣∣ ≤ δL.
Moreover, all choices of constants may depend on ω0, Acontra and the solution.
Proof. We assume δL > 0 is given and fixed. Without loss of generality, we can assume
RI+ ≥ RI+,0. (6.43)
In the proof, we allow ourselves to take VI+ , uI+,0, uI+ and RI+ larger and larger at various steps until
we explicitly state that we fix the choice of these constants. Notice that the statement of the proposition
requires us to first fix uI+ before choosing VI+ .
Step 1: Integrating the wave equation. We write the wave equation for φ in the following form using (2.8):
∂u
(
∂V (rφ)
∂V r
)
= −∂V (rφ)
(∂V r)2
2($ − e2r )
r2
∂ur∂V r
1− µ +
2($ − e2r )
r2
∂ur
1− µφ.
Integrating along a constant-V curve in a manner similar to (6.30) but starting instead from Σ0, we obtain
V min{ω0,3}
(
∂V (rφ)
∂V r
)
(u, V )− V min{ω0,3}
(
∂V (rφ)
∂V r
)
(u = u(V ), V )e−
∫ u
u(V )
2($− e2
r
)
r2
∂ur
1−µ (u
′,V ) du′
︸ ︷︷ ︸
=:I(u,V )
= e−
∫ u
u(V )
2($− e2
r
)
r2
∂ur
1−µ (u
′,V ) du′
∫ u
u(V )
e
∫ u′
u(V )
2($− e2
r
)
r2
∂ur
1−µ (u
′′,V ) du′′V min{ω0,3}
2($ − e2r )
r2
(∂ur)
1− µφ(u
′, V ) du′︸ ︷︷ ︸
:=II(u,V )
,
(6.44)
where we have used the notation that u(V ) denotes the unique u value such that (u(V ), V ) ∈ Σ0 (in the
(u, V )-coordinate system).
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Step 2: Estimates for the term I in (6.44). Notice that the integrals in the exponential factors appearing in
(6.44) is bounded above as follows:∫ u
u(V )
2($ − e2r )
r2
|∂ur|
1− µ (u
′, V ) du′ ≤
∫ ∞
r(u,V )
2($i − e2r′ )
(r′)2
1
(1− 2$ir′ + e
2
r′2 )
dr′ ≤ 4$i
r(u, V )
, (6.45)
for RI+ sufficiently large and r(u, V ) ≥ RI+ . In particular, (6.45) can be made arbitrarily small by choosing
RI+ sufficiently large.
By (3.3) and Lemma 2.5, V min{ω0,3}
(
∂V (rφ)
∂V r
)
(u = u(V ), V ) is uniformly bounded for large V . Hence, by
(6.45), for RI+ and VI+ sufficiently large, we have∣∣∣∣I(u, V )− V min{ω0,3}(∂V (rφ)∂V r
)
(u = u(V ), V )
∣∣∣∣ < δL5 , (6.46)
whenever r(u, V ) ≥ RI+ and V ≥ VI+ .
Step 3: Preliminary estimates for the term II in (6.44). To control II, we divide the integral into 4 parts:∫ u
u(V )
=
∫ −uI+
u(V )
+
∫ uI+
−uI+
+
∫ min{u∗(V ),u}
uI+
+
∫ u
min{u∗(V ),u}
=: II1(u, V ) + II2(u, V ) + II3(u, V ) + II4(u, V ),
(6.47)
where u∗(V ) is defined as in (6.34), i.e., r(u∗(V ), V )−RI+,0 = 116 (V − V RI+,0). It follows from (6.36) that
for any fixed uI+ ≥ 1, one can choose VI+ sufficiently large such that VI+ ≥ 2V RI+,0 and
u∗(V ) ≥ uI+ (6.48)
for all V ≥ VI+ . In particular, this implies that V −V RI+,0 ≥
V
2 in the region under consideration, and also
that we can indeed divide the integral as in (6.47).
In (6.47), the terms II1(u, V ), II3(u, V ) and II4(u, V ) will be treated as error terms while II2(u, V ) will
be treated as a main term. To deal with the error terms, it suffices to obtain an upper bound. For that
purpose, we define II ′i for i = 1, 3, 4 by
II ′i(u, V ) := 4
∫
V min{ω0,3}
$i
r2
(−∂ur)|φ|(u′, V ) du′,
where the integration is over the corresponding interval for the term IIi(u, V ) (see (6.47)).
By (6.45), if RI+ is sufficiently large, then whenever r(u, V ) ≥ RI+ , we have (for i = 1, 3, 4)
|IIi(u, V )| ≤ II ′i(u, V ). (6.49)
Step 4: Estimating the error terms II ′1, II
′
3 and II
′
4. To handle II
′
1 and II
′
3, we use the decay of r|φ| in u
(see (5.44) in Corollary 5.11) and in υ (see (5.6) in Proposition 5.4) respectively. For the term II ′4, we will
use the decay of |φ| in u that is proven (under the contradiction assumption) in Proposition 6.4.
We first consider II ′1 and II
′
3. By monotonicity of r, (6.34) implies that r(u, V ) ≥ 116 (V − V RI+,0) ≥
V
32
whenever u ≤ u∗(V ). This in particular holds in the domain of integration of II ′1 and II ′3. Moreover,
choosing uI+,0 sufficiently large, the domain of integration of II ′1 lies completely within N . Hence, by (5.5)
and (5.6),
|II ′1(u, V )| ≤4Bi0
∫ −uI+
u(V )
V min{ω0,3}
($i
r3
(−∂ur)υ−ω0+1
)
(u′, V ) du′
≤4 · (32)3Bi0$i
∫ −uI+
u(V )
(
(−∂ur)υ−ω0+1
)
(u′, V ) du′
≤CBi0$i
ω0 − 2 r
−ω0+2(−UI+ , V (−UI+)),
(6.50)
for some universal constant C > 0, where38 UI+ := U(uI+).
38We recall the definitions for the u and U coordinates in Section 5.1.
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The term II ′3 can be estimated in a similar manner using (5.44) and (5.57). Here, we choose uI+,0
sufficiently large39 (and hence uI+ sufficiently large) such that (5.57) in Proposition 5.12 holds. For ω′ ∈
(2,min{ω0, 3}),
|II ′3(u, V )| ≤4Bω′
∫ u∗(V )
uI+
V min{ω0,3}
($i
r3
(−∂ur)(u′, V )
)
(u′)−ω
′+1 du′
≤4 · 4 · (32)3Bω′$i
∫ u∗(V )
uI+
(u′)−ω
′+1 du′
≤CBω′$i
ω′ − 2 u
−ω′+2
I+ .
(6.51)
By (6.50) and (6.51), we can then choose uI+,0 > 0 larger such that
|II ′1(u, v)| ≤
δL
5
, |II ′3(u, v)| ≤
δL
5
(6.52)
whenever uI+ ≥ uI+,0. At this point, we fix uI+,0. We also fix some uI+ satisfying uI+ ≥ uI+,0.
After fixing uI+ , we fix VI+ such that (6.46), (6.48) and VI+ ≥ 2V RI+,0 hold.
We now turn to the term II ′4(u, V ). Note that by (6.36), for any u ≥ u∗(V ), we have
u−1 ≤ (u∗(V ))−1 ≤ max{1, 1− uRI+,0}
(
u∗(V )− uRI+,0
)−1
≤ 64 max{1, 1− uRI+,0}V
−1.
Hence, by Proposition 6.4,
|II ′4(u, V )| ≤4
∫ u
min{u∗(V ),u}
V min{ω0,3}
$i
r2
(−∂ur)|φ|(u′, V ) du′
≤4CcontraV min{ω0,3}$i
∫ u
min{u∗(V ),u}
(−∂ur)
r2
(u′)−min{ω0,3} du′
≤Ccontra · 4 · (64)min{ω0,3} ·
(
max{1, 1− uRI+,0}
)min{ω0,3} $i
r(u, V )
.
Choosing RI+ to be sufficiently large, r(u, V ) ≥ RI+ then implies
|II ′4(u, V )| ≤
δL
5
. (6.53)
Step 5: Estimating the main term II2. II2 is the main term in the statement of the proposition. Our goal
in this step is to isolate the main contribution in II2 (see the term in the first line of (6.55)). To this end,
we first note that the difference between II2(u, V ) and the main contribution has an additional factor of r
in the integrand. Then it is easy to see that the error can be made small by choosing RI+ large.
We now turn to the details. First notice that by Lemma 6.3, on any fixed compact interval (of u)
J = [−uI+ , uI+ ], we have
r(u, V ) ≥ CJV (6.54)
for V ≥ 1 and u ∈ J for some constant CJ depending on J . Therefore, after choosing RI+ to be sufficiently
large, we have for some constant C($i, e) (depending on $i and e) and some constant B (depending on the
39Since we only consider a large-r region such that Lemma 6.3 applies, choosing u to be large implies also that v is large
and hence Proposition 5.12 is applicable.
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constants in Proposition 5.4 and Corollary 5.11) that∣∣∣∣∣II2(u, V )−
∫ uI+
−uI+
V min{ω0,3}
2($ − e2r )
r2
∂ur
1− µφ(u
′, V ) du′
∣∣∣∣∣
≤C($i, e)
∫ uI+
−uI+
V min{ω0,3}
$i
r3
(−∂ur)|φ|(u′, V ) du′
≤C($i, e)B(CJ)−3
∫ uI+
−uI+
(−∂ur)
r
(u′, V ) du′
≤2C($i, e)B(CJ)
−3uI+
r(uI+ , V )
≤ δL
5
,
(6.55)
where in the first inequality we used (6.45), as well as some trivial estimates on e
2
r and 1− µ; in the second
inequality, we used the bounds for |φ| in Proposition 5.4 and Corollary 5.11 and the estimate (6.54); in the
third inequality, we used (5.35).
At this point, we fix RI+ .
Step 6: Putting everything together. By (6.44), (6.46), (6.47), (6.49), (6.52), (6.53) and (6.55), we thus obtain
the desired conclusion. 
We finally conclude this subsection with a lower bound for ∂v(rφ) on the {r = RI+} curve. For this
bound (and its proof), we will switch back to the future-normalized (u, v) coordinate system.
Proposition 6.6 (Lower bound for ∂v(rφ) on the {r = RI+} curve). Suppose the contradiction assumption
(6.1) holds. Then there exists RI+ (sufficiently large) and vI+ sufficiently large such that the following lower
bound for ∂v(rφ) holds
vmin{ω0,3}
∣∣∣∣∂v(rφ)∂vr r=RI+
∣∣∣∣ (u, v) ≥ 12
(
1
B0
)min{ω0,3} ∣∣L(ω0)∞∣∣ (6.56)
for v ≥ vI+ , where B0 > 0 is as in (5.48).
Proof. Without loss of generality, we can assume that L(ω0)∞ 6= 0 for the conclusion is otherwise trivial.
Step 1: Simple geometric bound. As a preliminary step, we show that
lim
V→∞
V
r(u, V )
= 2 uniformly for − uI+ ≤ u ≤ uI+ , (6.57)
where uI+ is any fixed constant. (We will choose uI+ in Step 2 below.) First, we need a slightly improved
estimate over (5.34), which can be proven essentially in the same manner. More precisely, using the equation
for log(∂V r), we have
|∂u log ∂V r| =
∣∣∣∣∂u∂V r∂V r
∣∣∣∣ = 2($ − e2r )r2 (−∂ur)1− µ ≤ 2
(
1− 2$i
r
)−1
$i
r2
(−∂ur).
Using the initial bound (6.26), for V sufficiently large, we have(
1
2
− δ′s(V )
)
e
−2$i
∫∞
r(u,V )
1
((r′)2−2$ir′)
dr′ ≤ (∂V r)(u, V ) ≤
(
1
2
+ δ′s(V )
)
e
2$i
∫∞
r(u,V )
1
((r′)2−2$ir′)
dr′
,
for some δ′s(V )→ 0 as V →∞. Next, note that by Lemma 6.3, for u ≤ uI+ , 2$i
∫∞
r(u,V )
1
((r′)2−2$ir′) dr
′ → 0
uniformly (in u for u ≤ uI+) as V →∞, which gives
1
2
− δs(V ) ≤ (∂V r)(u, V ) ≤ 1
2
+ δs(V ), (6.58)
for some δs(V ) → 0 as V → ∞, when u ≤ uI+ . Fix some large V0 such that −uI+ > u(V0). Integrating
(6.58) from {V = V0}∩{−uI+ ≤ u ≤ uI+} to null infinity, we obtain that for −uI+ ≤ u ≤ uI+ and V ≥ V0,
inf
−uI+≤u′≤uI+
r(u′, V0) +
(
1
2
− δs(V )
)
V ≤ r(u, V ) ≤ sup
−uI+≤u′≤uI+
r(u′, V0) +
(
1
2
+ δs(V )
)
V.
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Dividing by V and noting that r(u′, V ′) is bounded above and below on the compact set {(u′, V ′) : u′ ≤
uI+ , V ′ = V0}, we have thus established (6.57).
Step 2: Application of Proposition 6.5. The estimates in Corollary 5.8 together with the equations (2.8)
imply that the limit 2M(u)Φ(u)Γ(u) := 2 limV→∞($rφν)(u, V ) is well-defined for every u ∈ R and it is
integrable in u. Therefore, given δL > 0, there exists uI+ > uI+,0 sufficiently large such that∫ −uI+
−∞
2M(u)Φ(u)Γ(u) du+
∫ ∞
uI+
2M(u)Φ(u)Γ(u) du ≤ 2−min{ω0,3}−1δL. (6.59)
On the other hand, since $rφν is uniformly bounded, and limV→∞ µ(u, V ) = 0, limV→∞ e
2
r (u, V ) = 0,
limV→∞ Vr(u,V ) = 2 (by (6.58)), by the dominated convergence theorem, on the bounded interval [−uI+ , uI+ ],
we have
lim
V→∞
∫ uI+
−uI+
V min{ω0,3}
2($ − e2r )
r2
(∂ur)
1− µφ(u
′, V ) du′ =
2
3
∫ uI+
−uI+
2M(u)Φ(u)Γ(u) du if ω0 ≥ 3
0 if ω0 < 3.
(6.60)
Recalling the definitions of L(ω0)∞ in (3.10) and (3.11), and of Lapprox(uI+)(V ) in Proposition 6.5, and
using (6.59) and (6.60), we know that for every δL > 0, there exist uI+ and VI+ sufficiently large, such that
whenever V ≥ VI+ , ∣∣∣Lapprox(uI+)(V )− 2min{ω0,3}L(ω0)∞∣∣∣ ≤ δL.
Using Proposition 6.5 (and choosing VI+ larger if necessary), this implies that∣∣∣∣V min{ω0,3} ∣∣∣∣∂V (rφ)∂V r
∣∣∣∣ (u, V )− 2min{ω0,3}L(ω0)∞∣∣∣∣ ≤ 2δL
whenever u ≥ uI+ , V ≥ VI+ and r ≥ RI+ . Hence, for these u and V ,
V min{ω0,3}
∣∣∣∣∂V (rφ)∂V r
∣∣∣∣ (u, V ) ≥ 2min{ω0,3} ∣∣L(ω0)∞∣∣− 2δL.
Since L(ω0)∞ 6= 0, we can choose δL < 2
min{ω0,3}
4
∣∣L(ω0)∞∣∣ so that
V min{ω0,3}
∣∣∣∣∂V (rφ)∂V r
∣∣∣∣ (u, V ) ≥ 2min{ω0,3}−1 ∣∣L(ω0)∞∣∣
whenever u ≥ uI+ , V ≥ VI+ and R ≥ RI+ .
Step 3: Changing to the (u, v) coordinate system. To obtain the lower bound in the (u, v) coordinate system,
first note that ∂v(rφ)∂vr =
∂V (rφ)
∂V r
. Then by (5.48), if V ≥ 2, we have V ≤ 2(V − 1) ≤ 2B0(v − 1) ≤ 2B0v.
Finally, we obtain the desired bound (6.56) using Step 2 (and the easy observation that on {r = RI+},
restricting to large v implies restricting to large u). 
6.5. Putting everything together. Given the estimates proven in the previous subsections, we easily
obtain Theorem 4.1 as a consequence.
Proof of Theorem 4.1. Suppose L(ω0)∞ 6= 0. Our goal is to obtain a contradiction with (6.1). Let v˜ =
max{vI+ , vRI+ (u1)}, where u1 is as in Proposition 6.2, vI+ is as in Proposition 6.6 and vRI+ (u) is defined
by r(u, vRI+ (u)) = RI+ , for RI+ as in Proposition 6.6. By Proposition 6.2, (5.58) (for estimating ∂vr) and
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(5.63), (5.64) (to control the change of variable40 from dv to du), and the fact α > min{2ω0 +1, 7} we obtain∫ ∞
v˜
v2 min{ω0,3}−1
(
∂v(rφ) {r=RI+}
)2
(v) dv
≤
∫ ∞
v˜
v2 min{ω0,3}−1
(
|(∂vr)φ {r=RI+} |2(v) + r2|∂vφ {r=RI+} |2(v)
)
dv
≤4(B′contra)2
∫ ∞
v˜
v−α+2 min{ω0,3} dv + 2R2I+
∫ ∞
u1
(
v {r=RI+}
)2 min{ω0,3}−1 (
∂vφ {r=RI+}
)2
(u) du <∞.
(6.61)
On the other hand, by Proposition 6.6 and (5.58) (for estimating ∂vr), since L(ω0)∞ 6= 0, we have∫ ∞
v˜
v2 min{ω0,3}−1
(
∂v(rφ) {r=RI+}
)2
(v) dv ≥
(
1
B0
)2 min{ω0,3} ∣∣L(ω0)∞∣∣2 ∫ ∞
v˜
v−1 dv =∞. (6.62)
Comparison of (6.61) and (6.62) clearly leads to a contradiction. Hence, under the assumption that L(ω0)∞ 6=
0, the bound (6.1) does not hold. This concludes the proof. 
7. Cauchy and large-r stability results
In this section, we formulate and prove preliminary stability results that serve as basic ingredients for
the proofs of Theorems 4.2 and 4.3 in Sections 8 and 9, respectively. Roughly speaking, these results, in
combination with Price’s law discussed in Section 5, allow us to reduce the proofs of Theorems 4.2 and 4.3 to
analysis of the difference of the solutions in a “neighborhood” of timelike infinity (see Theorem 8.3 below).
In Section 7.1, we state a simple Cauchy stability result (Proposition 7.1), which is a quick consequence of
the standard C1 local well-posedness theory. In Section 7.2, we state and prove (what we call) large-r stability
results, which concern the stability of the background solution (g, φ, F ) in regions where r is sufficiently large
(Propositions 7.3 and 7.5).
The setup of this section will be as follows. Fix ω0 ∈ (2, 3]. We will consider two ω0-admissible
initial data sets (r, f, h, `, φ, φ˙, e) and (r, f , h, `, φ, φ˙, e) which are close to each other (in a way to be made
precise). We will compare subsets of the connected components of the exterior regions with ∂V r > 0 and
∂Ur < 0 of the maximal globally hyperbolic future developments. We will denote the scalar field and the
geometric quantities arising from the “barred” and “unbarred” initial data sets by “barred” and “unbarred”
symbols respectively. In this section, the two solutions will be compared via initial-data normalized double
null coordinates (U, V ) satisfying
dU
dρ
= −1, dV
dρ
= 1 on Σ0. (7.1)
In what follows, we will refer to the “barred solution” as a “background solution” and the “unbarred solution”
as a “perturbed solution” (cf. conventions in Theorem 4.2).
In order to compare the two solutions, it will be convenient to refer to them after reduction to spherical
symmetry, i.e., we will discuss the solutions (Ω, r, φ, e) and (Ω, r, φ, e) on Q and Q instead of (M, g, φ, F )
and (M, g, φ, F ). In this section, we will consider various subsets of (the projection of) the maximal globally
hyperbolic developments in Q and Q and we will moreover identify subsets of Q and Q via the initial-data-
normalized coordinate system (U, V ) as discussed above. Notice that this is not in general possible for the
whole domain Q and Q as the solutions may have different (U, V )-range. Nevertheless, as we will show
below, this can be done for the regions of interest in this section, when the initial data of the two solutions
are sufficiently close to each other.
7.1. Cauchy stability. Here we state a Cauchy stability result for the Einstein–Maxwell–(real)–scalar–field
system in spherical symmetry.
Proposition 7.1 (Cauchy stability). Let (r, f, h, `, φ, φ˙, e) and (r, f , h, `, φ, φ˙, e) be ω0-admissible initial data
sets on Σ0. Let Σ
′
0 = {ρ ∈ (ρ′1, ρ′2)} ⊆ Σ0 be a subset with compact closure. Assume that (D
′
,Ω, r, φ, e)
is a (not necessarily maximal) globally hyperbolic future development of (r, f , h, `, φ, φ˙, e) Σ′0 , where D
′
40To see how these bounds are used for the change of variable, see for example the end of Step 3 of the proof of Proposition 6.1.
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has compact closure in (the quotient manifold of) the maximal globally hyperbolic future development Q of
(r, f , h, `, φ, φ˙, e).
Assume that for a double null coordinate system normalized by (7.1), the following bounds hold on Σ′0:
|r − r| ≤ 1, |∂Ur − ∂Ur| ≤ 1, |∂V r − ∂V r| ≤ 1,
|φ− φ| ≤ 1, |∂Uφ− ∂Uφ| ≤ 1, |∂V φ− ∂V φ| ≤ 1,
| log Ω− log Ω| ≤ 1, |∂U log Ω− ∂U log Ω| ≤ 1, |∂V log Ω− ∂V log Ω| ≤ 1,
|e− e| ≤ 1.
(7.2)
If 1 is sufficiently small (depending on (D′,Ω, r, φ, e)), then a globally hyperbolic future development (D′,Ω, r, φ, e)
of (r, f, h, `, φ, φ˙, e) Σ′0 exists with D′ a subset of (the quotient manifold of) the maximal globally hyperbolic
future development Q of (r, f, h, `, φ, φ˙, e) such that the following hold:
(1) Introducing double null coordinate systems (U, V ) in D′ and D′ with the same initial values on Σ′0
normalized by the conditions (7.1), D′ = D′ as a subset of R1+1.
(2) Moreover, there exists a constant C = C(D′,Ω, r, φ, e) > 0 so that the same bounds as above hold in
D′ with 1 replaced by C1.
This proposition is a straightforward corollary of the standard proof of C1 local well-posedness of (2.4)
by iteration. We omit the details.
We reformulate some conclusions of Proposition 7.1 in a fashion that will be convenient for later applica-
tions.
Corollary 7.2. Under the same assumptions as in Proposition 7.1, the following bounds hold in D′:
|$ −$| ≤C1,∣∣∣∣ 1(−∂Ur)∂Uφ− 1(−∂Ur)∂Uφ
∣∣∣∣ ≤C1,∣∣∣∣1− µ∂V r ∂V (rφ)− 1− µ∂V r ∂V (rφ)
∣∣∣∣ ≤C1.
Here, C = C(D′,Ω, r, φ, e) > 0.
This corollary follows from the bounds in Proposition 7.1, using the formulae
$ =
r
2
(
1 + 4
∂Ur∂V r
Ω2
)
+
e2
2r
,
1− µ
∂V r
= −4∂Ur
Ω2
.
We again omit the obvious details.
7.2. Stability in large-r regions. Given (U, V ), recall that U(V ) and V (U) are defined by the relations
(U(V ), V ) ∈ Σ0 and (U, V (U)) ∈ Σ0, respectively. We define υ(U) with respect to the background solution,
i.e., υ(U) = r(U, V (U)). We also remind the reader that ψ = rφ (Definition 5.2), and introduce the
corresponding notation ψ = rφ for the background solution.
We first state a stability result in the domain of dependence R of a subset of Σ0 on which the background
r is sufficiently large (see Figure 4).
Proposition 7.3 (Large-r stability, Cauchy IVP). Consider a region R ⊆ Q of the form
R = {(U, V ) ∈ Q : U ≤ U0}
for some U0 ∈ R (observe that R is the domain of dependence of Σ0∩R). In R, assume that the background
solution (Ω, r, φ, e) obeys
∂Ur < 0, ∂V r > 0,
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I+
i+
i0
H+
Σ0 R
{r = r0}
U0
Figure 4. Region R
and the following bounds for some r0, $0, δR > 0 and B ≥ 1:
r(U0, V (U0)) ≥ r0, $(U, V ) ≤$0, (7.3)
$0/r0 ≤ δR, |e|/r0 ≤δR, (7.4)
B−1 ≤ −∂Ur(U, V (U)) ≤B, (7.5)
B−1 ≤ −∂Ur(U, V (U))−∂Uυ(U) ≤B, (7.6)
r−10 |ψ|(U, V ) ≤(υ/r0)−ω0+1B, (7.7)∣∣∣∣1− µ∂V r ∂V ψ
∣∣∣∣ (U, V ) ≤(r/r0)−ω0B. (7.8)
Define the initial difference size 2 on Σ0 ∩R by
2 = sup
Σ0∩R
(
r−10 |$ −$|+ r−1|r − r|+ |log(−∂Ur)− log(−∂Ur)|+
∣∣∣∣log ∂V r1− µ − log ∂V r1− µ
∣∣∣∣
+ (r/r0)
ω0
∣∣∣∣1− µ∂V r ∂V ψ − 1− µ∂V r ∂V ψ
∣∣∣∣+ r−10 |ψ − ψ|)+ r−20 ∫
Σ0∩R
|ψ − ψ|(∂ρr) dρ+ r−10 |e− e|.
For sufficiently small δR > 0 (depending on ω0, B) and 2 > 0 (depending on ω0, B, δR), there exists
C = C(ω0, B) > 0 such that the following bounds hold in R:
r−10 |$ −$|(U, V ) ≤C2,
r−1|r − r|(U, V ) ≤C2,
|log(−∂Ur)− log(−∂Ur)| (U, V ) ≤C2,∣∣∣∣log ∂V r1− µ − log ∂V r1− µ
∣∣∣∣ (U, V ) ≤C2,
r−10 |ψ − ψ|(U, V ) ≤r−10 |ψ − ψ|(U, V (U)) + C(υ/r0)−ω0+1(U)2,∣∣∣∣1− µ∂V r ∂V ψ − 1− µ∂V r ∂V ψ
∣∣∣∣ (U, V ) ≤C(r/r0)−ω0(U, V )2.
(7.9)
Furthermore, we have∣∣∣∣∫ −1−∞ 2M(U)Φ(U)Γ(U) dU −
∫ −1
−∞
2M(U)Φ(U)Γ(U) dU
∣∣∣∣ ≤ Cr302. (7.10)
For (7.10), we remind the reader that M(U) = limV→∞$(U, V ), Φ(U) = limV→∞ ψ(U, V ), Γ(U) =
limV→∞ ∂Ur1−µ in the coordinates (U, V ) used in Proposition 7.3, and M(U), Φ(U), Γ(U) are defined analo-
gously.
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Remark 7.4. Note that the initial data difference 2 involves an integrated norm of ψ − ψ, which is weaker
than the pointwise norm in d+1,ω0(Θ,Θ), i.e.,
r−20
∫
Σ0∩R
|ψ − ψ|(∂ρr) dρ ≤ C sup
Σ0∩R
(r/r0)
ω0−1r−10 |ψ − ψ|. (7.11)
The use of the integrated norm is motivated the instability argument in Section 9. More precisely, we
construct a perturbation Θ = Θ of Θ by placing a smooth bump function of amplitude  in the data for
∂U (rφ) around ρ = ρpert, where ρpert is a large parameter chosen at the end of the argument. From this
point of view, the RHS of (7.11) is not very useful as it depends on the choice of ρpert. On the other hand,
observe that the LHS is uniformly small with respect to ρpert. For more details, we refer to Lemma 9.8.
Next, we state a stability result in a characteristic rectangle R (extending all the way to I+) situated in
a region where r is sufficiently large (see Figure 5).
I+
i+
i0
H+
Σ0
R
{r = r0}
U∗
U1
U0
Figure 5. Region R
Proposition 7.5 (Large-r stability, characteristic IVP). Given U0, U1, V0 ∈ R such that U0 ≤ U1, consider
a characteristic rectangle R ⊆ Q of the form
R = {(U, V ) ∈ Q : U0 ≤ U ≤ U1, V ≥ V0}.
In R, assume that the background solution (Ω, r, φ, e) obeys
∂Ur < 0, ∂V r > 0,
and the following bounds for some r0, $0, δR > 0, B ≥ 1 and U∗ ∈ [U0, U1]:
r(U1, V0) ≥ r0, $(U, V ) ≤$0, (7.12)
r−10 $0 ≤ δR, r−10 |e| ≤δR, (7.13)
B−1 ≤ −∂Ur(U, V0) ≤B, (7.14)
B−1 ≤ −∂Ur(U, V0)−∂Uυ(U) ≤B when U < U∗, (7.15)
r−10 |ψ|(U, V ) ≤
{
B when U ≥ U∗,
(υ/r0)
−ω0+1B when U < U∗,
(7.16)∣∣∣∣1− µ∂V r ∂V ψ
∣∣∣∣ (U, V ) ≤(r/r0)−ω0B. (7.17)
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Let Cin = {(U, V0) : U ≥ U0} and Cout = {(U0, V ) : V ≥ V0} be the null curves constituting the past
boundary of R. We define the initial difference size 3 on Cin ∪ Cout as
3 =r
−1
0 |e− e|+ sup
Cin
(
r−10 |$ −$|+ r−1|r − r|
)
+ sup
Cin
|log(−∂Ur)− log(−∂Ur)|
+ sup
Cin∩{U≥U∗}
r−10 |ψ − ψ|+ sup
Cin∩{U<U∗}
r−10 |ψ − ψ|+ r−20
∫
Cin∩{U<U∗}
|ψ − ψ|(−∂Uυ) dU
+ sup
Cout
( ∣∣∣∣log ∂V r1− µ − log ∂V r1− µ
∣∣∣∣+ (r/r0)ω0 ∣∣∣∣1− µ∂V r ∂V ψ − 1− µ∂V r ∂V ψ
∣∣∣∣ ).
For sufficiently small δR (depending on ω0, B) and 3 (depending on ω0, B, U1 − U∗, δR), there exists C =
C(ω0, B, U1 − U∗) > 0 such that
r−10 |$ −$|(U, V ) ≤C3,
r−1|r − r|(U, V ) ≤C3,
|log(−∂Ur)− log(−∂Ur)| (U, V ) ≤C3,∣∣∣∣log ∂V r1− µ − log ∂V r1− µ
∣∣∣∣ (U, V ) ≤C3,
r−10 |ψ − ψ|(U, V ) ≤
{
C3 when U ≥ U∗,
r−10 |ψ − ψ|(U, V0) + C(υ/r0)−ω0+1(U)3 when U < U∗,∣∣∣∣1− µ∂V r ∂V ψ − 1− µ∂V r ∂V ψ
∣∣∣∣ (U, V ) ≤C(r/r0)−ω0(U, V )3.
(7.18)
Furthermore, along I+ we have∣∣∣∣∣
∫ U1
U0
2M(U)Φ(U)Γ(U) dU −
∫ U1
U0
2M(U)Φ(U)Γ(U) dU
∣∣∣∣∣ ≤ Cr303. (7.19)
Propositions 7.3 and 7.5 are proved in essentially the same manner. In what follows, we give a detailed
proof of the characteristic IVP case (Proposition 7.5), and only briefly sketch the proof of the Cauchy case
(Proposition 7.3).
Proof of Proposition 7.5. Without loss of generality, we may assume that U∗ = V0 = 0. Furthermore, since
Proposition 7.5 is formulated so that the assumptions and the conclusions are invariant under the scaling
transformation (Ω, r, φ, e) 7→ (aΩ, ar, φ, ae), (Ω, r, φ, e) 7→ (aΩ, ar, φ, ae), (r0, $0, U, V ) 7→ (ar0, a$0, aU, aV )
(for any a > 0), we will also assume that r0 = 1. Notice that for $ large, one can view this rescaling as
transforming a “large-r regime” to a “small-$ and e regime”.
Step 1: Bounds on the background geometry. We begin by deriving some bounds for ∂Ur in R. For a
sufficiently small δR > 0 (as a universal constant), we claim that
(2B)−1 ≤ −∂Ur ≤2B, (7.20)
(2B)−1(−∂Uυ) ≤ −∂Ur ≤2B(−∂Uυ) when U < 0. (7.21)
By (7.12) and (7.13), note that
|∂V log ∂Ur| =
∣∣∣∣∣2($ − e
2
r )
r2
∂V r
1− µ
∣∣∣∣∣ ≤ CδR ∂V rr2 (7.22)
for a sufficiently small δR (as a universal constant). Integrating this bound from (U, 0) to (U, V ), and using
(7.14) on Cin, (7.20) follows. Moreover, using (7.15), we also obtain (7.21).
Similarly as (7.22), note that the following bound for ∂U log ∂V r also holds:
|∂U log ∂V r| ≤ CδR−∂Ur
r2
. (7.23)
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Step 2: Setting up the main bootstrap argument. Our first goal is to prove (7.18); for this purpose, we use a
bootstrap argument. Let R′ be a subset of R of the form R′ = {(U, V ) ∈ R : U ≤ UB , V ≤ VB} for some
(UB , VB) ∈ R. We make different bootstrap assumptions depending on whether U < 0 or U ≥ 0.
Let A0, A1 > 0 be constants to be specified below, where 1 ≤ A0 ≤ A1. In the region R′ ∩ {U < 0}, we
assume that:
|$ −$|(U, V ) ≤10A03, (7.24)
|log(−∂Ur)− log(−∂Ur)| (U, V ) ≤10A13, (7.25)
|log(−∂V r)− log(−∂V r)| (U, V ) ≤10A13, (7.26)
r−1|r − r|(U, V ) ≤10A13, (7.27)∣∣∣∣ 1∂V r ∂V ψ − 1∂V r ∂V ψ
∣∣∣∣ (U, V ) ≤10A1r−ω03, (7.28)
|ψ − ψ|(U, V ) ≤|ψ − ψ|(U, 0) + 10A1υ−ω0+13. (7.29)
In the region R′ ∩ {U ≥ 0}, we assume that:
|$ −$|(U, V ) ≤10A0eU 3, (7.30)
|log(−∂Ur)− log(−∂Ur)| (U, V ) ≤10A1eU 3, (7.31)
|log(−∂V r)− log(−∂V r)| (U, V ) ≤10A1eU 3, (7.32)
r−1|r − r|(U, V ) ≤10A1eU 3, (7.33)∣∣∣∣ 1∂V r ∂V ψ − 1∂V r ∂V ψ
∣∣∣∣ (U, V ) ≤10A1eUr−ω03, (7.34)
|ψ − ψ|(U, V ) ≤10A1eU 3. (7.35)
Remark 7.6. In our bootstrap argument, the factor eU in (7.30)–(7.35) essentially plays the role of the expo-
nential factor in Gro¨nwall’s inequality. In particular, this factor allows us to close the bootstrap assumptions
(7.30)–(7.35) without taking δR small compared to U1−U∗. In fact, we may use any eaU with a > 0 provided
that δR and 3 are small enough compared to a, but we have fixed a = 1 for concreteness.
Our goal until Step 6 is to establish the following claim: For sufficiently large A0 and A1 (depending
on ω0, B, chosen in the order A0 → A1), and small enough δR (depending on ω0, B) and 3 (depending on
ω0, B,A0, A1, δR), the bounds (7.24)–(7.35) hold in R′ with the constants 10A0 and 10A1 replaced by A0
and A1, respectively.
Step 3: Consequences of the bootstrap assumptions. In the remainder of the proof, we may harmlessly assume
that δR ≤ 1. Since 3 is allowed to depend on A1, U1, and δR, we may also assume that 10A1eU13 ≤ δR
and 3 ≤ δR. Then by (7.12), (7.13), (7.24), (7.30) and |e− e| ≤ 3, we have
$ ≤ δR, |e| ≤ δR, $ ≤ 2δR, |e| ≤ 2δR. (7.36)
Let α ≥ 0. Using (7.24), (7.30), |e2 − e2| ≤ CδR3 ≤ CA03 and (7.36) (see also Lemma 8.14 below), we
may show that ∣∣∣∣$rα − $rα
∣∣∣∣ ≤Cα(A0 + δRA1)eU+3rα , (7.37)∣∣∣∣ e2rα+1 − e2rα+1
∣∣∣∣ ≤Cα(A0 + δRA1)eU+3rα+1 , (7.38)
where U+ = max{U, 0}. Taking 3 smaller if necessary, we may assume that (1+C1)(A0 +δRA1)eU13 ≤ 1100 .
It follows that
1
2
≤ 1− µ ≤ 2, 1
2
≤ 1− µ ≤ 2. (7.39)
Then in combination with the previous bounds, we have
|log(1− µ)− log(1− µ)| ≤ C(A0 + δRA1)eU+3. (7.40)
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Assume furthermore that A1e
U13 ≤ 1. By (7.25) and (7.31), observe that
max
{∣∣∣∣∂Ur∂Ur − 1
∣∣∣∣ , ∣∣∣∣∂Ur∂Ur − 1
∣∣∣∣} ≤ e| log(−∂Ur)−log(−∂Ur)| − 1 ≤ CA1eU+3. (7.41)
Similarly, by (7.26), (7.32) and (7.37), we have
max
{∣∣∣∣∂V r∂V r − 1
∣∣∣∣ , ∣∣∣∣∂V r∂V r − 1
∣∣∣∣} ≤ CA1eU+3, ∣∣∣∣1− µ∂V r ∂V r1− µ − 1
∣∣∣∣ ≤ CA1eU+3. (7.42)
Step 4: Estimate for $−$. Our goal in this step is to improve (7.24) and (7.30), and therefore fix the first
bootstrap constant A0 ≥ 1. We write
∂V ($ −$) = 1
2
1− µ
∂V r
(∂V ψ − r−1(∂V r)ψ)2 − 1
2
1− µ
∂V r
(∂V ψ − r−1(∂V r)ψ)2 = T ′1 + T ′2 + T ′3,
where
T ′1 =
1
2
1− µ
∂V r
(∂V (ψ − ψ)− (r−1(∂V r)ψ − r−1(∂V r)ψ))2,
T ′2 =
1− µ
∂V r
(∂V (ψ − ψ)− (r−1(∂V r)ψ − r−1(∂V r)ψ))(∂V ψ − r−1(∂V r)ψ),
T ′3 =
1
2
(
1− µ
∂V r
− 1− µ
∂V r
)
(∂V ψ − r−1(∂V r)ψ)2.
We claim that, for some universal constant C > 0, we have∫ ∞
0
|T ′1|(U, V ′) dV ′ ≤CB2A21e2U+23, (7.43)∫ ∞
0
|T ′2|(U, V ′) dV ′ ≤CB
√
δRA1eU+3, (7.44)∫ ∞
0
|T ′3|(U, V ′) dV ′ ≤CδRA1eU+3. (7.45)
By hypothesis we have |$−$|(U, 0) ≤ 3. Therefore, once (7.43)–(7.45) are proved, (7.24) and (7.30) would
follow by fixing a large universal constant A0, and taking δR and A1eU13 sufficiently small depending on
A1/A0.
We first prove (7.43). For the contribution of the term ∂V (ψ − ψ), we use (7.17), (7.28), (7.34), (7.39)
and (7.42) to estimate∫ ∞
0
1− µ
∂V r
(∂V (ψ − ψ))2(U, V ′) dV ′
≤C
∫ ∞
0
(
1
∂V r
∂V ψ − 1
∂V r
∂V ψ +
(
1− ∂V r
∂V r
)
1
∂V r
∂V ψ
)2
∂V r(U, V
′) dV ′
≤CB2A21e2U+23.
On the other hand, for the contribution of ψ,ψ, we use (7.16), (7.27), (7.29), (7.33), (7.35), (7.39) and (7.42)
to estimate ∫ ∞
0
1− µ
∂V r
(r−1(∂V r)ψ − r−1(∂V r)ψ)2(U, V ′) dV ′
≤C
∫ ∞
0
r2
r2
∂V r
∂V r
(
ψ − ψ +
(
1− r
r
∂V r
∂V r
)
ψ
)2
∂V r
r2
(U, V ′) dV ′
≤CB2A21e2U+23,
which completes the proof of (7.43).
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To prove (7.44), we use (7.36), (7.42) and (7.43) (that we just established) and Cauchy–Schwarz to
estimate∫ ∞
0
1− µ
∂V r
(
∂V (ψ − ψ)−
(
r−1(∂V r)ψ − r−1(∂V r)ψ
)) (
∂V ψ − r−1(∂V r)ψ
)
(U, V ′) dV ′
≤C sup
V ′∈[0,∞)
(
1− µ
∂V r
∂V r
1− µ (U, V
′)
)1/2(∫ ∞
0
1
2
1− µ
∂V r
(∂V ψ − r−1(∂V r)ψ)2(U, V ′) dV ′
)1/2
BA1e
U+3
=C sup
V ′∈[0,∞)
(
1− µ
∂V r
∂V r
1− µ (U, V
′)
)1/2 (
lim
V ′→∞
$(U, V ′)−$(U, 0)
)1/2
BA1e
U+3 ≤ CB
√
δRA1eU+3.
Finally, for (7.45), we use (7.36) and (7.42) to estimate∫ ∞
0
(
1− µ
∂V r
∂V r
1− µ − 1
)
1− µ
∂V r
(∂V ψ − r−1(∂V r)ψ)2(U, V ′) dV ′ ≤ CδRA1eU+3.
Step 5: Estimate for r− r. In this step, we improve the bootstrap assumptions (7.25), (7.26), (7.27), (7.31),
(7.32) and (7.33). For convenience, we introduce the abbreviations
˜log ∂V r = log ∂V r − log ∂V r, ˜log ∂Ur = log ∂Ur − log ∂Ur.
We start with the bootstrap assumptions (7.26) and (7.32) concerning ˜log ∂V r. On Cout, note that∣∣∣˜log ∂V r∣∣∣ (U0, V ) ≤ ∣∣∣∣log ∂V r1− µ − log ∂V r1− µ
∣∣∣∣ (U0, V ) + |log(1− µ)− log(1− µ)| (U0, V )
≤3 + C(A0 + δRA1)3.
On the other hand, by the preliminary bounds established in the previous steps, we have∣∣∣∂U ˜log ∂V r∣∣∣ =
∣∣∣∣∣2($ − e
2
r )
r2
∂Ur
1− µ −
2($ − e2r )
r2
∂Ur
1− µ
∣∣∣∣∣
≤C(A0 + δRA1)eU+3−∂Ur
r2
. (7.46)
Therefore, we obtain ∣∣∣˜log ∂V r∣∣∣ (U, V ) ≤ ∣∣∣˜log ∂V r∣∣∣ (U0, V ) + ∫ U
U0
∣∣∣∂U ˜log ∂V r∣∣∣ (U ′, V ) dU ′
≤3 + C(A0 + δRA1)eU+3.
Taking A1 large enough (compared to CA0) and δR sufficiently small (as a universal constant), the bootstrap
assumptions (7.26) and (7.32) improve. Moreover, as a consequence of the preceding bound, we also obtain
|r − r|(U, V ) ≤ |r − r|(U, 0) +
∫ V
0
∣∣∣∣∂V r∂V r − 1
∣∣∣∣ ∂V r(U, V ′) dV ′ ≤ C (3 + C(A0 + δRA1)eU+3) r(U, V ),
which also improves the bootstrap assumptions (7.27) and (7.33) for an appropriate choice of A1 and δR.
Finally, we close (7.25) and (7.31) concerning ˜log ∂Ur, which proceeds by a similar argument. In this case,
we have ∣∣∣∂V ˜log ∂Ur∣∣∣ ≤ C(A0 + δRA1)eU+3 ∂V r
r2
. (7.47)
Therefore, ∣∣∣˜log ∂Ur∣∣∣ (U, V ) ≤ ∣∣∣˜log ∂Ur∣∣∣ (U, 0) + ∫ V
0
∣∣∣∂V ˜log ∂Ur∣∣∣ (U, V ′) dV ′
≤3 + C(A0 + δRA1)eU+3,
which improves (7.25) and (7.31) for an appropriate choice of A1 and δR.
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Step 6: Estimate for ψ − ψ. The aim of this step is to improve (7.28), (7.29), (7.34) and (7.35). We first
claim that ∣∣∣∣ 1∂V r ∂V ψ − 1∂V r ∂V ψ
∣∣∣∣ ≤ (C3 + Cω0,B(A0 + δ˜RA1)eU+3) r−ω0 . (7.48)
where δ˜R(≥ δR) is introduced below in (7.50). It turns out that, by choosing δR and 3 appropriately, δ˜R
can be made as small as we want depending on ω0, B.
Assume, for the moment, that (7.48) has already been proved. Then (7.28) and (7.34) would improve by
taking A1 large enough (compared to Cω0,BA0) and δ˜R sufficiently small (depending on ω0, B). Moreover,
since we have
1
∂V r
∂V (ψ − ψ) = ∂V r
∂V r
(
1
∂V r
∂V ψ − 1
∂V r
∂V ψ
)
+
(
∂V r
∂V r
− 1
)
1
∂V r
∂V ψ,
it would follow that
|ψ − ψ|(U, V ) ≤|ψ − ψ|(U, 0) +
∫ ∞
0
∣∣∣∣ 1∂V r ∂V (ψ − ψ)
∣∣∣∣ ∂V r(U, V ′) dV ′
≤|ψ − ψ|(U, 0) + (C3 + Cω0,B(A0 + δRA1)eU+3) r−ω0+1(U, 0)
Since r(U, 0) ≥ max{υ(U), 1}, the desired improvement of (7.29) and (7.35) would follow also by taking A1
large enough (compared to Cω0,BA0) and δ˜R sufficiently small (depending on ω0, B).
In order to establish the claim (7.48), we use the equation
∂U
(
1
∂V r
∂V ψ − 1
∂V r
∂V ψ
)
= −∂U log ∂V r
(
1
∂V r
∂V ψ − 1
r
ψ
)
+ ∂U log ∂V r
(
1
∂V r
∂V ψ − 1
r
ψ
)
,
which we rewrite as
∂U
(
1
∂V r
∂V ψ − 1
∂V r
∂V ψ
)
= −∂U log ∂V r
(
1
∂V r
∂V ψ − 1
∂V r
∂V ψ
)
+ T1 + T2 + T3,
where
T1 =− ∂U ˜log ∂V r 1
∂V r
∂V ψ,
T2 =∂U log ∂V r
(
1
r
ψ − 1
r
ψ
)
,
T3 =∂U ˜log ∂V r
1
r
ψ.
By (7.23) and (7.46), we have
|∂U log ∂V r| ≤ Cδ˜Rr−2(−∂Ur), (7.49)
where
δ˜R = δR + (A0 + δRA1)eU13. (7.50)
By choosing δR and 3 appropriately, we may assume that δ˜R is as small as we want depending on ω0, B.
Since the integral of (7.49) over any CV ∩ R is uniformly bounded, we may apply Gro¨nwall’s inequality to
estimate∣∣∣∣ 1∂V r ∂V ψ − 1∂V r ∂V ψ
∣∣∣∣ (U, V ) ≤ C ∣∣∣∣ 1∂V r ∂V ψ − 1∂V r ∂V ψ
∣∣∣∣ (U0, V ) + C ∫ U
U0
|T1 + T2 + T3|(U ′, V ) dU ′.
On Cout, note that ∣∣∣∣ 1∂V r ∂V ψ − 1∂V r ∂V ψ
∣∣∣∣ (U0, V )
≤C
∣∣∣∣1− µ∂V r ∂V ψ − 1− µ∂V r ∂V ψ
∣∣∣∣ (U0, V ) + C ∣∣∣∣1− µ1− µ − 1
∣∣∣∣ ∣∣∣∣1− µ∂V r ∂V ψ
∣∣∣∣ (U0, V )
≤(C + CB(A0 + δRA1))r−ω03,
56
which is acceptable after taking δR ≤ B−1. On the other hand, for T1, T2 and T3 we have
|T1| ≤CB(A0 + δRA1)eU+r−2−ω0(−∂Ur)3, (7.51)
|T2| ≤
{
CBδ˜RA1eUr−3(−∂Ur)3 when U ≥ 0,(
Cδ˜R|ψ − ψ|(U, 0) + CBδ˜RA1υ−ω0+1(U)3
)
r−3(−∂Ur) when U < 0, (7.52)
|T3| ≤
{
CB(A0 + δRA1)eUr−3(−∂Ur)3 when U ≥ 0,
CB(A0 + δRA1)υ−ω0+1(U)r−3(−∂Ur)3 when U < 0. (7.53)
Indeed, (7.51) follows from (7.17) and (7.46). For the proof of (7.52), we apply (7.49) and∣∣∣∣1rψ − 1rψ
∣∣∣∣ ≤ { CBA1eUr−13 when U ≥ 0,r−1|ψ − ψ|(U, 0) + CBA1υ−ω0+1(U)r−13 when U < 0,
which, in turn, follows from (7.27), (7.29), (7.33) and (7.35). Finally, (7.53) is a consequence of (7.16) and
(7.46).
Integrating (7.51), we obtain∫ U
U0
|T1|(U ′, V ) dU ′ ≤ CB(A0 + δRA1)eU+r−ω0−13,
which is acceptable. On the other hand, integrating (7.52) and (7.53) (using also δ˜R ≥ δR), we obtain∫ U
U0
(|T2|+ |T3|)(U ′, V ) dU ′ ≤
∫ min{U,0}
U0
(|T2|+ |T3|)(U ′, V ) dU ′ +
∫ max{U,0}
0
(|T2|+ |T3|)(U ′, V ) dU ′
≤CBδ˜Rr−3
∫ min{U,0}
U0
|ψ − ψ|(U, 0)(−∂Uυ)(U) dU
+
C
ω0 − 2B(A0 + δ˜RA1)r
−33 + CB(A0 + δ˜RA1)eU+r−33.
In the last inequality, we used (7.20) and (7.21) to estimate −∂Ur. The desired bound (7.48) now follows.
Step 7: Completion of the proof. So far, we have closed the bootstrap assumptions in R′. Note furthermore
that, by the argument so far, the bounds in (7.18) also hold (with C = A1e
U1) on R′. By a standard
continuous induction argument, it follows that (7.18) holds in the whole rectangle R.
To conclude the proof, it remains to establish the bound (7.19). As a consequence of the previous steps,
for M(U), Φ(U) and Γ(U) we have
|M(U)| ≤ sup
R
|$| ≤ C,
|Φ(U)| ≤ sup
V ∈[0,∞)
|ψ(U, V )| ≤
{
CB when U ≥ 0,
CBυ−ω0+1(U)3 when U < 0.
|Γ(U)| ≤ sup
R
|∂Ur| ≤
{
CB when U ≥ 0,
CB(−∂Uυ(U)) when U < 0.
On the other hand, for the corresponding differences, we have
|M(U)−M(U)| ≤ sup
R
|$ −$| ≤ C3,
|Φ(U)− Φ(U)| ≤ sup
V ∈[0,∞)
|ψ(U, V )− ψ(U, V )| ≤
{
C3 when U ≥ 0,
|ψ − ψ|(U, 0) + Cυ−ω0+1(U)3 when U < 0.
|Γ(U)− Γ(U)| ≤ sup
R
|∂Ur − ∂Ur| ≤
{
CB3 when U ≥ 0,
CB(−∂Uυ(U))3 when U < 0,
Putting together these bounds, (7.19) follows. 
Sketch of Proof of Proposition 7.3. Without loss of generality, we may set U0 = 0 and r0 = 1. Then the
proof is entirely analogous to that of Proposition 7.5 in the region U < 0, except that the initial data lie
on Σ0 ∩ R. As a consequence, all instances of (U0, V ), (U, V0) must be replaced by (U(V ), V ), (U, V (U))
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and υ(U), respectively. Moreover, the roles of B and δR are played by B and δR, respectively. We omit the
straightforward details of modifying the proof. 
8. Stability of the backscattering tail: Proof of Theorem 4.2
In this section we prove stability of the quantity L (Theorem 4.2). It will be a consequence of asymptotic
stability, in a suitable sense, of the black hole exterior(s) of the maximal globally hyperbolic future develop-
ment of an admissible initial data set. The tools we develop along the way will also play an important role
in the proof of Theorem 4.3 in Section 9.
8.1. Ideas of the proof. Recall that
L =
∫
I+
2M(u)Φ(u)Γ(u) du
where M(u) = limr→∞$(u, v), Φ(u) = limr→∞ rφ(u, v) and Γ(u) = limr→∞ ∂ur1−µ (u, v). Stability of L is
thus a consequence of appropriate stability of each of the constituents M(u), Φ(u) and Γ(u) defined on I+.
In particular, since M(u) and Γ(u) are not expected to decay to zero towards timelike infinity, we need
to ensure that the difference between the perturbed and the background Φ(u) decays at an integrable rate
towards timelike infinity41.
To establish the above-mentioned stability of M(u), Φ(u) and Γ(u), we prove asymptotic stability of
maximal development of admissible Cauchy data sets in the black hole exterior. Our proof is based on the
following ideas:
(1) To begin with, we use the Cauchy and large-r stability results (i.e., stability in the region close to
I+ where r is large) established in Section 7 to reduce the proof of asymptotic stability of the entire
black hole exterior to showing that of a region near future timelike infinity, where the background
solution is “sufficiently small” by Price’s law (as we have seen in Section 5); see Theorem 8.3. To
formalize the concept of a “sufficiently small” background solution, we introduce the notion of a
(ω, δ,Λ)-admissible solution (Definition 8.1).
(2) The Cauchy and large-r stability results are proved simply using the initial-data-normalized coor-
dinates (U, V ). However, proving stability of L near future timelike infinity (Theorem 8.3) requires
a precise asymptotic decay bound for the difference of radiation fields Φ − Φ (see (8.1) below), for
which it is essential to work in a suitable coordinate system to compare the two solutions (indeed,
an unwise choice of coordinates may easily destroy the desired estimates for Φ− Φ!).
Our choice is to use the future-normalized coordinates for the perturbed and the background
solutions, which were defined in Section 5.1. Under such a choice, the key goal is to show
|Φ(u)− Φ(u)| ≤ Cu−β0 for u large, (8.1)
where 0 is the size of the initial data difference, and β > 1, so that the RHS is integrable in u.
To be able to work in the future-normalized coordinates, we need to relate the size of the initial dif-
ference in the new coordinate systems to that in the original coordinate systems. For this purpose, we
need smallness of higher order (i.e., second order) derivatives of the background (ω, δ,Λ)-admissible
solution, which were derived from the Price’s law theorem of Dafermos–Rodnianski in Section 5.
(3) To efficiently handle the issue of coordinate choice in the proof of Theorem 8.3, we take a modular
approach. First, we establish a weak stability result (Theorem 8.6), which is not as strong as Theo-
rem 8.3 but sufficient to achieve a nice control on the transformation from the initial-data-normalized
coordinates (U, V ) to the future-normalized coordinates. Then, we carry out further arguments in
the future-normalized coordinates to derive the desired decay of Φ−Φ (Propositions 8.48 and 8.55).
(4) At the core of the weak stability result (Theorem 8.6) lie nondegenerate energy and integrated local
energy decay estimates for the difference φ− φ of scalar fields in the future-normalized coordinates.
Through the Raychaudhuri equations (2.7) and the modified mass equations in (2.8), such estimates
imply pointwise and integrated bounds on the difference of geometric quantities (e.g., ∂ur − ∂ur,
∂vr − ∂vr) and the modified masses. These bounds, in turn, control the transformation from the
initial-data-normalized coordinates to the future-normalized coordinates.
41The analogous issue near spacelike infinity is taken care of by Proposition 7.3.
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In the proof, we need to control nonlinear error terms of the form
∫∫
r3−η0
Ω2 (∂vφ˜)
2(∂uφ˜)
2 dudv
(0 < η0  1), where φ˜ = φ−φ. To achieve this without proving additional pointwise bounds for ∂uφ˜
and ∂vφ˜, we use (what we call) an interaction Morawetz estimate, which is obtained by multiplying
the wave equation for φ˜ by f0(r)
(
1−µ
λ ∂v +
1−µ
ν ∂u
)
with an appropriate f0(r).
(5) In Proposition 8.48, using the nondegenerate energy and integrated local energy decay estimates in
Theorem 8.6 as a starting point, we adapt the rp-weighted energy method of Dafermos–Rodnianski
[17] to prove decay of nondegenerate energy of φ − φ in an appropriate foliation. In particular, we
obtain an integrable rate of decay for rφ − rφ along a constant-r curve. Next, in Proposition 8.55,
we use an integration along characteristic argument (similar to [28] and Section 6.4) to propagate
this decay to (Φ− Φ)(u) = limv→∞(rφ− rφ)(u, v).
8.2. Organization of the section. This section is organized as follows.
• Section 8.3. We introduce the notion of an (ω, δ,Λ)-admissible background solution (Definition 8.1).
Then by the consequences of Price’s law discussed in Section 5, and the Cauchy/large-r stability
results in Section 7, we reduce the proof of Theorem 4.2 to showing an asymptotic stability result
(Theorem 8.342) for an (ω, δ,Λ)-admissible background solution.
The remainder of this section is devoted to the proof of Theorem 8.3.
• Section 8.4. We state a weak stability result (Theorem 8.6), which does not imply Theorem 8.3,
but nevertheless gives an adequate control of the coordinate transformation (U, V ) → (u, v), (u, v)
and provides a starting point for the decay arguments later on.
• Sections 8.5–8.12. These subsections comprise the proof of Theorem 8.6. An outline of these
subsections is provided at the end of Section 8.4, after we introduce relevant notation.
• Section 8.13. Using Theorem 8.6 as the starting point, we employ the rp-weighted energy method
of Dafermos–Rodnianski [17] to prove an integrable rate of decay (in a suitable sense) of φ−φ along
a constant-r curve in the future-normalized coordinate systems (u, v), (u, v).
• Section 8.14. Here we propagate the decay of φ − φ along a constant-r curve to that of the
radiation field difference Φ − Φ along I+ (in the future normalized coordinates) by an integration
along characteristics technique similar to [28] (see also Section 6.3 above).
• Section 8.15. Finally, we put together the decay estimates proved so far to complete the proof of
Theorem 8.3.
8.3. Reduction to stability of an admissible background solution. The Cauchy and large-r stability
results in Section 7 allow us to focus on a region near future timelike infinity of the background solution,
where φ and its derivatives are adequately small by Price’s law (see Section 5). Here we formulate a stability
result in this region, which constitutes the key step of the proof of Theorem 4.2. It is most natural and
convenient (in particular, for the proof) to state this result in terms of a characteristic initial value problem.
We begin by specifying precisely the assumptions on the background solution.
Definition 8.1 ((ω, δ,Λ)-admissible background solution). Let ω ∈ (2, 3], δ > 0 and Λ > 1. We say that
a C2 solution (Ω, r, φ, e) in D˜ to the Einstein–Maxwell–(real)–scalar–field system in spherical symmetry is
(ω, δ,Λ)-admissible if the following properties hold:
(1) (D˜, g) is a smooth (1+1)-dimensional Lorentzian manifold with boundary (to be described below),
which is a (non-maximal) globally hyperbolic future development of a characteristic initial value
problem posed on Cin ∪ Cout.
• Cout is a past boundary component of D˜ which is a smooth null ray; more precisely, it has a
past endpoint, which we denote by p, but no future endpoint. It is outgoing (i.e., r is increasing
towards the future), affine complete and satisfies supCout r =∞.
• Cin is a past boundary component of D˜ which is a smooth null segment, and its past endpoint
coincides with that of Cout, which we denoted by p (hence Cin ∩ Cout = {p}). It is incoming,
in the sense r decreases towards the future.
42We note that Theorem 8.3 is quantitative, in the sense that the implicit constant in the conclusion of the theorem is
dependent only on certain explicit parameters of the background solution. This feature is essential for the application of the
theorem in Section 9.
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• D˜ also has a future boundary, which is a spacelike hypersurface.
(2) The event horizon H+, which by definition is the null curve D˜ ∩ ∂(J−(I+)), intersects the interior
of Cin.
(3) Let rH+ = supH+ r be the area-radius of the event horizon and$H+ := supH+ $; these two quantities
obey the relation rH+ = $H+ +
√
$2H+ − e2 (cf. (3.8)). We assume that H+ is subextremal, i.e.,
$−1H+ |e| < 1 (cf. (3.9)).
(4) On H+, the area-radius function r obeys the bound (1− δ)rH+ ≤ r ≤ rH+ .
(5) At the future endpoint of Cin, we have r = (1 − 2δ)rH+ . At the past endpoint of Cin, which is
also the past endpoint of Cout, we have r = ΛrH+ . The future boundary of D˜ intersects Cin at its
future endpoint, i.e., at a point where r = (1 − 2δ)rH+ . Moreover, on the future boundary of D˜,
r = (1− 2δ)rH+ .
(6) In the black hole exterior D := D˜ ∩ J−(I+), we have
|$ −$f | ≤ δ2. (8.2)
(7) There exists a regular null coordinate system (U, V ) covering D˜, such that Cout = {U = 1}, Cin =
{V = 1}, 0 < infCout ∂V r1−µ ≤ supCout ∂V r1−µ <∞ on Cout and 0 < infCin(−∂Ur) ≤ supCin(−∂Ur) <∞
on Cin. Moreover, ∂Ur < 0 on Cout.
(8) Let (u, v) = (u(U), v(V )) denote the future-normalized coordinates covering D := D˜ ∩ J−(I+) so
that u = 1 on Cout,
∂ur
1−µ = −1 along I+ (cf. (8.26)), v = 1 on Cin and ∂vr1−µ = 1 along H+ (cf.
(8.27)). The following smallness conditions hold for φ and its (coordinate-invariant) first derivatives
in D: ∣∣φ∣∣ ≤{ 〈v〉−ωrH+ δ when r ≤ 30rH+〈u〉−ω+1rH+ min{〈u〉−1rH+ , (r/rH+)−1}δ when r ≥ 10rH+ (8.3)
rH+
∣∣∣∣ 1∂Ur ∂Uφ
∣∣∣∣ ≤
{
〈v〉−ωrH+ δ when r ≤ 30rH+
〈u〉−ωrH+ (r/rH+)
−1Λ−1/2δ when r ≥ 10rH+ (8.4)
rH+
∣∣∣∣1− µ∂V r ∂V φ
∣∣∣∣ ≤
{
〈v〉−ωrH+ δ when r ≤ 30rH+
〈u〉−ω+1rH+ (r/rH+)
−1 min{〈u〉−1rH+ , (r/rH+)
−1}δ when r ≥ 10rH+ (8.5)∣∣∣∣1− µ∂V r ∂V (rφ)
∣∣∣∣ ≤min{〈v〉−ωrH+ , (r/rH+)−ω}δ (8.6)
Here 〈·〉rH+ :=
(·)+rH+
rH+
.
(9) The following smallness conditions hold for the second derivatives of φ on the initial characteristic
hypersurface:
sup
Cin
r2H+
∣∣∣∣∣
(
1
∂Ur
∂U
)2
φ
∣∣∣∣∣ ≤Λ−3/2 δ (8.7)
sup
Cout
rω+1
rωH+
∣∣∣∣∣
(
1− µ
∂V r
∂V
)2
(rφ)
∣∣∣∣∣ ≤δ. (8.8)
The Penrose diagram depiction of (D˜, g) is given in Figure 6 below.
Remark 8.2. Some remarks concerning our notion of (ω, δ,Λ)-admissible background solution are in order.
(1) Consider a perturbation of an (ω, δ,Λ)-admissible background solution, given in terms of a perturbed
characteristic initial data set on Cin ∪ Cout. Observe that the new event horizon need not intersect
Cin at the same U -coordinate; in particular, it might happen in the black hole interior region of the
background solution. This is why we consider the initial curve Cin that protrudes a bit into the
black hole interior region, although we are ultimately interested in stability of only the black hole
exterior region.
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I+
i+
H+
Cin
Cout
D
{r = (1− 2δ)rH+}
D˜
{r = ΛrH+}
{r = 10rH+}
{r = 30rH+}
Figure 6. Penrose diagram of a (ω, δ,Λ)-admissible solution. In what follows, Λ will be
taken to be larger than 100.
(2) On the other hand, the precise global structure of the interior region in a (ω, δ,Λ)-admissible back-
ground solution is irrelevant for our stability theorem. Indeed, note that essentially all of the as-
sumptions on φ (see (8.3)–(8.6)) are made only in the black hole exterior region D = D˜ ∩ J−(I+).
The only exception is (8.7), which is also needed in the part of the initial hypersurface in D˜.
(3) In fact, the larger domain D˜ is only needed to compare the initial data, for instance in the statement
of Theorem 8.3. We only need the bound (8.7) on the part of the initial hypersurface in D˜ in
order to guarantee that one can change back and forth between the initial-data-normalized and the
future-normalized coordinates (cf. Section 8.11).
(4) The factors of rH+ ensure that the bounds in Definition 8.1 are dimensionless, i.e., invariant under
the scaling (Ω, r, φ, e) 7→ (aΩ, ar, φ, ae) for any constant a > 0.
(5) The dimensionless quantity Λ can be reexpressed as Λ = (supCin r/ infCin r), i.e., it measures the
ratio of the largest and smallest area-radii on Cin. In (8.4), we have inserted the factor Λ
−1/2 for
technical convenience; see (8.120) below.
Consider a C2 solution (Ω, r, φ, e) to the Einstein–Maxwell–(real)–scalar–field system in spherical sym-
metry on a domain O. Assume that there exist constant-U curves such that r → ∞ towards the future.
Attach an ideal boundary I+ ∩ O of O which is in one-to-one correspondence to constant-U curves along
which r →∞ (cf. Theorem 3.4). Suppose that I+ ∩ O is parametrized by U ∈ [U1, U2]. We define
L O=
∫ U2
U1
2M(U)Φ(U)Γ(U) dU. (8.9)
where M(U) = limr→∞$(U, V ), Φ(U) = limr→∞ rφ(U, V ) and Γ(U) = limr→∞ ∂Ur1−µ (U, V ) as in Defini-
tion 3.8, where the limit is taken with U fixed. In fact, if D is a subset of the maximal globally hyperbolic
future development of an admissible Cauchy data set, then L D is precisely the dynamically-defined quantity
L in Definition 3.8, except that the integral is restricted to I+ ∩ O.
The essential step in our proof of Theorem 4.2 is the following theorem concerning stability of L D for
an (ω, δ,Λ)-admissible background solution.
Theorem 8.3 (Stability of L D for an (ω, δ,Λ)-admissible background solution). Fix ω ∈ (2, 3] and η0 > 0
so that η0 < min{2ω − 4, 1}. Let δ0, δ,Λ satisfy
0 < δ ≤ Λ−100η0δ0, Λ > 100. (8.10)
Assume furthermore that δ0 > 0 is sufficiently small depending on ω, η0 and $
−1
f |e|. Consider an (ω, δ,Λ)-
admissible background solution (Ω, r, φ, e) in D˜ with rH+ = supH+ r. On the characteristic initial hyper-
surface Cin ∪ Cout, consider an initial data set (Ω Cin∪Cout , r Cin∪Cout , φ Cin∪Cout , e) which obeys the
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following difference estimates:
sup
Cin
rH+
∣∣∣∣ 1∂Ur ∂Uφ− 1∂Ur ∂Uφ
∣∣∣∣ ≤Λ−3/20, (8.11)
sup
Cin
∣∣∣∣∂Ur∂Ur − 1
∣∣∣∣ ≤Λ−10, (8.12)
sup
Cout
(
r
rH+
)ω ∣∣∣∣1− µ∂V r ∂V (rφ)− 1− µ∂V r ∂V (rφ)
∣∣∣∣ ≤0, (8.13)
sup
Cout
∣∣∣∣∣
(
∂V r
1− µ
)−1
∂V r
1− µ − 1
∣∣∣∣∣ ≤0, (8.14)∣∣φ− φ∣∣ Cin∩Cout≤Λ−10, (8.15)
r−1H+ |r − r| Cin∩Cout≤0, (8.16)
r−1H+ |$ −$| Cin∩Cout≤0, (8.17)
r−1H+ |e− e| ≤0. (8.18)
Then for 0 > 0 sufficiently small (depending on δ0, $
−1
f |e|, η0, ω and Λ), the maximal globally hyperbolic
future development (Ω, r, φ, e) of (Ω Cin∪Cout , r Cin∪Cout , φ Cin∪Cout , e) has a complete future null infinity
I+ and an event horizon H+. Moreover, for some constant C > 0 that depends only on $−1f |e|, η0, ω and
Λ, the following hold:
• Denoting rH+ = supH+ r, we have
|rH+ − rH+ | ≤ CrH+0. (8.19)
• Denoting D = J−(I+) ∩ D˜ for the (ω, δ,Λ)-admissible background solution, as well as D = J−(I+)
within the maximal globally hyperbolic future development of (Ω Cin∪Cout , r Cin∪Cout , φ Cin∪Cout
, e), we have
|L D −L D | ≤ Cr3H+0, (8.20)
where L D is as in (8.9) and L D is as in (8.9) but with (r, φ,$, e) replaced by (r, φ,$, e).
Remark 8.4. Some remarks concerning Theorem 8.3 are in order.
(1) Note that the bounds in Theorem 8.3 are dimensionless, and invariant under a simultaneous coordi-
nate transform (i.e., same coordinate transform (U, V ) 7→ (U ′(U), V ′(V )) for the two solutions).
(2) In contrast to Theorem 4.2, where the constant CΘ depends on the background solution in a highly
nontrivial fashion, Theorem 8.3 has the feature that the constants in the conclusion (8.19)–(8.20)
have more clear dependence on parameters. This point will be useful in the proof of Theorem 4.3 in
Section 9.
(3) We will show that any solution arising from an ω0-admissible initial data set, after restricting to
a region with sufficiently large U and V , is an (ω, δ,Λ)-admissible solution for any ω < ω0 and
appropriate δ and Λ; see Lemma 8.5. However, the choice of U and V for this depends highly on
the solution, and is part of the reason for the nontrivial dependence of CΘ in Theorem 4.2 on the
background solution.
(4) The reason that we need a parameter Λ in the definition of (ω, δ,Λ)-admissible solutions (as opposed
to using only δ to capture smallness) is that the estimates we proved in Corollary 5.8 do not imply
decay of
(
1−µ
∂V r
∂V
)2
ψ towards future timelike infinity along constant-r curves. In order to obtain
smallness of
(
1−µ
∂V r
∂V
)2
ψ as in (8.8), we need to take Λ large so that Cout lies within a large-r region
(see the proof of Lemma 8.5).
(5) The relation (8.10) is used in our proof below to control various error terms that grow in Λ. In
practice, it will be used to absorb any logarithmically growing terms in Λ. To ensure that an
arbitrary maximal globally hyperbolic future development of an admissible data set approaches
an (ω, δ,Λ)-admissible solution with (8.10) in a neighborhood of timelike infinity, which is crucial in
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application of Theorem 8.3, it is important that η0 > 0 can be chosen arbitrarily small. This requires
us to keep a very careful track of dependence of constants on Λ in some part (namely, Theorem 8.6
below) of the proof of Theorem 8.3.
(6) Finally we note that, obviously, L D˜= L D.
In the remainder of this subsection, we give a proof of Theorem 4.2 assuming Theorem 8.3. We start with
a consequence of Price’s law (see Section 5).
Lemma 8.5. For ω0 > 2, consider a maximal globally hyperbolic future development (Ω, r, φ, e) of an ω0-
admissible Cauchy data. Let ω, η0 be positive numbers obeying 2 < ω < ω0 and η0 <
1
200 (ω0 − ω). Then
given any sufficiently small δ0 > 0, there exists Λ > 100 (depending on ω, ω0, η0, δ0 and the solution) and
a neighborhood D˜ of i+ of the form
D˜ = {(U, V ) ∈ Q : U ≥ Ui+ , V ≥ Vi+ , r(U, V ) ≥ (1− 2δ)rH+}
for some Ui+ , Vi+ (depending on ω, ω0, η0, δ0 and the solution), such that the restriction of (Ω, r, φ, e) to D˜
is (ω, δ,Λ)-admissible with δ = Λ−100η0δ0.
Proof. Since only the background solution (Ω, r, φ, e) is considered, for notational convenience, we omit the
bar above various quantities in this proof. For ω, η0 and δ0 given as in the statement of the lemma, we
need to choose Λ > 100, Ui+ and Vi+ . Notice that once Λ is chosen, δ is fixed according to δ = Λ
−100η0δ0,
which is then a number smaller than δ0.
Step 1: Handling the interior of the black hole and the r value on H+. Definition 8.1 requires that the
solution is C2 in the set D˜ as defined in the statement of the proposition. In particular, we need to control
the region in the interior of the black hole with V ≥ Vi+ and r(U, V ) ≥ (1 − 2δ)rH+ . While the present
paper deals only with the exterior region, because of the Price’s law result in Theorem 5.5, the stability
theorem in our companion paper [26] for the interior region is applicable. By the C0-stability theorem of the
interior of black hole in [26], for Vi+ sufficiently large and U
′
int > UH+ sufficiently close to UH+ , r(U, V ) can
be made arbitrarily close to the corresponding r-value on Reissner–Nordstro¨m spacetime with parameters
(M, e) = ($H+ , e) when u ∈ [UH+ , U ′int] and V ≥ Vi+ . In particular, for any δ > 0 sufficiently small
(depending on $−1H+ |e|), there exists Vi+ sufficiently large (depending on δ and the solution) such that
• On H+, (1− δ)rH+ ≤ r ≤ rH+ .
• In the interior region, the solution remains C2 in {(U, V ) : V ≥ Vi+ , U ≥ UH+ , r(U, V ) ≥ (1 −
2δ)rH+} with {r(U, V ) = (1− 2δ)rH+} being a spacelike hypersurface.
We choose Λ large enough so that δ = Λ−100η0δ0 is small enough to guarantee that the above holds.
Step 2: Fixing Λ. Let X0, N and N be defined as in Section 5.3. By Corollary 5.8, there exists a finite
constant B > 0 such that
rω+1
∣∣∣∣∣
(
1− µ
∂V r
∂V
)2
ψ
∣∣∣∣∣ ≤ rω−ω0B ≤ (ΛrH+)−(ω0−ω)B in N ∩ {r ≥ ΛrH+}.
We fix Λ > 100 to be sufficiently large so that, in addition to the requirement is Step 1, we have that for
every U ∈ R,
sup
CU∩{r≥ΛrH+}
rω+1
rωH+
∣∣∣∣∣
(
1− µ
∂V r
∂V
)2
ψ
∣∣∣∣∣ ≤ Λ−100η0δ0 = δ.
Step 3: Choosing Ui+ depending on Vi+ . For any Vi+ , we choose Ui+ so that (Ui+ , Vi+) ∈ {r = ΛrH+}. Since
Λ is large, note that {r = ΛrH+} is a timelike curve in the black hole exterior, and the point (Ui+ , Vi+) exists
if Vi+ is sufficiently large. Moreover, Ui+ →∞ as Vi+ →∞.
Step 4: Fixing Vi+ . It remains to determine Vi+ . Recall that according to Step 1, we already need to choose
Vi+ large to show that D˜ is a regular region in the maximal globally hyperbolic future development. It
remains to choose Vi+ possibly even larger in order to guarantee that (8.2), (8.3)–(8.6) and (8.7) hold. By
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Corollary 5.6, for Vi+ large enough, we have
sup
V≥Vi+
sup
CV ∩{r≤ΛrH+}
r2H+
∣∣∣∣( 1∂Ur ∂U
)
φ
∣∣∣∣2 ≤ Λ−3/2δ.
Moreover, by Corollary 5.11 (with ω′ chosen so that ω < ω′ < ω0) and Proposition 5.12, we may ensure
that the decay assumptions (8.3)–(8.6) and the mass difference bound (8.2) hold in J−(I+) ∩ {(U, V ) : U ≥
Ui+ , V ≥ Vi+} by taking Vi+ (and thus also Ui+) sufficiently large. Therefore, it follows that the solution
restricted to D˜ (defined in the statement of the lemma) is (ω, δ,Λ)-admissible. 
We now combine Theorem 8.3 with the Cauchy and large-r stability results (Propositions 7.1, 7.3 and
7.5) to prove Theorem 4.2.
Proof of Theorem 4.2 assuming Theorem 8.3. Let ω0 > 2 and consider ω0-admissible Cauchy data sets Θ,Θ
such that d+1,ω0(Θ,Θ) < . Our aim is to show that |L− L| ≤ CΘ for a sufficiently small  > 0 (depending
on Θ). (Observe that the conclusion of the theorem is obvious if  is not small, i.e., for  larger than a fixed
constant depending on Θ.)
Let 2 < ω < ω0 and η0 <
1
200 (ω0−ω) be fixed. Let δ0 > 0 be a constant to be specified below. We consider
a subset (to be defined precisely below as ∪4i=1Ri) of the maximal globally hyperbolic future development
of Θ which contains the connected component of the exterior region with ∂V r > 0 and ∂Ur < 0. Using the
initial-data-normalized coordinates (U, V ), we define the following regions:
I+
i+
i0
H+
Σ0
R3
R2
U0 = U∗
Ui+
V0
Vi+
R4
R1
Uint
Figure 7. Regions R1, . . . ,R4
• R4: We define R4 to be a neighborhood of i+ as in Lemma 8.5, i.e.,
R4 = D˜ = {(U, V ) ∈ Q : U ≥ Ui+ , V ≥ Vi+ , r(U, V ) ≥ (1− 2δ)rH+},
so that the restriction of the background solution to R4 is (ω, δ,Λ)-admissible with δ = Λ−100η0δ0.
We fix δ0 > 0 so that Theorem 8.3 is applicable. We denote the future endpoint of the initial
incoming curve (i.e., CVi+ ∩ {r = (1− 2δ)rH+}) by (Uint, Vi+).• R3: We define R3 to be a characteristic rectangle as in Proposition 7.5, i.e.,
R3 = R = {(U, V ) ∈ Q : U0 ≤ U ≤ Ui+ , V ≥ V0},
for some (U0, V0) ∈ Q. We fix V0 here, and defer the choice of U0 until later.
We choose U∗ = U0 so that (7.15) holds vacuously. By Proposition 5.4, Theorem 5.5 and Corol-
lary 5.8, there exists B ≥ 1 such that (7.16) and (7.17) hold on N ∩{U0 ≤ U ≤ Ui+} for any r0 ≥ 1.
Moreover, by Remark 5.9, (7.14) holds on any CV0 ∩ {U ≤ Ui+} inside N for some B depending on
the background solution and Ui+ . Fixing a large enough V0 > Vi+ (depending on B and ω) so that
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r(Ui+ , V0) is sufficiently large, we may ensure that (7.12) and (7.13) hold with r0 = r(Ui+ , V0) and
an appropriate δR > 0 so that Proposition 7.5 is applicable on R2.
• R2: We define R2 to be as in Proposition 7.3, i.e.,
R2 = R = {(U, V ) ∈ Q : U ≤ U0}.
Observe that R2 is the domain of dependence of Σ0 ∩ R2. Taking U0 sufficiently negative, we may
ensure that R2 ⊆ N , so that by Proposition 5.4, (7.5)–(7.8) hold in R2 for any r0 ≥ 1 for some
B ≥ 0. Choosing U0 even more negative if necessary, we may ensure that (7.3) and (7.4) hold
with r0 = r(U0, V (U0)) and a small enough δR > 0 (depending on ω,B) so that Proposition 7.3 is
applicable.
• R1: Finally, we define R1 to be the domain of dependence of Σ0,∗ = Σ0 ∩ {(U, V ) ∈ Q : U ≤
Uint, V ≤ V0}.
Notice that some of the Ri defined above are not disjoint, but it is clear that their union covers the
connected component of the exterior region of the maximal globally hyperbolic future development of Θ
with ∂Ur < 0 and ∂V r > 0.
We split L− L according to the above decomposition as follows. Given U1 < U2, let
L(U1, U2) =
∫ U2
U1
2M(U)Φ(U)Γ(U) dU, L(U1, U2) =
∫ U2
U1
2M(U)Φ(U)Γ(U) dU.
Then we decompose
L− L = (L− L)(−∞, U0) + (L− L)(U0, Ui+) + (L D −L D),
where we have used the notation43 as in Theorem 8.3, that D denotes both the exterior region of (ω, δ,Λ)-
admissible background in R4 and the exterior region of the perturbed solution restricted to U ≥ Ui+ and
V ≥ Vi+ . We will treat each term on the RHS in order, using Propositions 7.1, 7.3 and 7.5, as well as
Theorem 8.3.
In what follows, we allow the constant C > 0 to depend on the background solution (in particular, on ω,
B or B defined above). We also take  smaller and smaller during the argument (again depending on the
background solution), so that the stated results can be applied.
By Lemma 2.5, Proposition 7.3 is applicable in R2 with 2 ≤ C. Hence, we obtain
|(L− L)(−∞, U0)| ≤ C. (8.21)
Moreover, in combination with Proposition 7.1 and Corollary 7.2 in R1, Proposition 7.5 is applicable in R3
with 3 ≤ C. It follows that
|(L− L)(U0, Ui+)| ≤ C. (8.22)
Next, combining Proposition 7.5 with Proposition 7.1 and Corollary 7.2 in R1, we see that Theorem 8.3 is
applicable in R4 with 0 ≤ C. Therefore,
|L D −L D | ≤ C. (8.23)
Putting together (8.21)–(8.23), the desired estimate for L− L follows. 
The remainder of this section is devoted to the proof of Theorem 8.3.
8.4. Coordinate choice and a weak stability result. To ensure that the difference between the two
solutions decays, which is needed for stability of the quantity L D asserted in Theorem 8.3, it is desirable
to compare the solutions in a coordinate system that is normalized in the future (more precisely, along the
event horizon and null infinity) of each solution. On the other hand, the assumptions (8.11)–(8.18) on the
difference of initial data are made in a different coordinate system (essentially inherited from the coordinates
normalized on the Cauchy initial hypersurface Σ0 in the context of the whole proof of Theorem 4.2). Relating
the initial data differences in these alternate coordinate systems turns out to be a rather delicate issue44, as
43Note that in general, in the perturbed solution, the event horizon does not lie inside {U = UH+}. We therefore do not
compare the solutions in D using the (U, V ) coordinate system.
44In previous works (in particular, see Holzegel [23]) this problem was not as serious, since there existed a coordinate-invariant
way to measure the difference from the background solution.
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it requires us to carefully control the constants (especially their dependence on Λ = r(1,1)rH+
) that arise in the
proof.
We take a modular approach to this issue. First, we will establish a weak stability result (Theorem 8.6),
which is not enough to establish Theorem 8.3, but nevertheless is sufficiently strong to provide a nice control
on the transformation from the original coordinates to the future-normalized coordinates. Then, working
solely in the future-normalized coordinates, and without the need for a careful control of constants anymore,
we will carry out the rp-weighted energy estimate argument a` la Dafermos–Rodnianski (Section 8.13) and
an integration along characteristics argument from [28] (Section 8.14), from which Theorem 8.3 will follow.
The goal of this subsection is to formulate the above-mentioned weak stability result (Theorem 8.6), whose
proof will span Sections 8.5–8.10.
Coordinate choice. To compare the two solutions (g, φ, F ) and (g, φ, F ) so that the decay towards timelike
infinity of the difference is apparent, we utilize the future-normalized null coordinates adapted to each
solution. More precisely, for the perturbed solution (g, φ, F ), we use the double null coordinates (u, v) =
(u(U), v(V )), which are normalized (asymptotically) along I+ and H+, respectively, as follows45:
• At the point (U, V ) = (1, 1), we have (u, v) = (1, 1).
• For U > 1, u(U) is normalized along I+ by the requirement
lim
V→VI+
∂ur
1− µ (u, V ) = −1. (8.24)
• For V > 1, v(V ) is normalized along H+ by the requirement
∂vr
1− µ (UH+ , v) = 1. (8.25)
For the background solution (g, φ, F ), we use the double null coordinates (u, v) = (u(U), v(V )), which is
defined in the same fashion with respect to (g, φ, F ):
• At the point (U, V ) = (1, 1), we have (u, v) = (1, 1).
• For U > 1, u(U) is normalized along I+ by the requirement
lim
V→V I+
∂ur
1− µ (u, V ) = −1. (8.26)
• For V > 1, v(V ) is normalized along H+ by the requirement
∂vr
1− µ (UH+ , v) = 1. (8.27)
Note that the coordinates (u, v) here coincide with the future-normalized coordinates (u, v) in Section 5 up
to an overall translation (u, v) 7→ (u+u∗, v+v∗) for an appropriate (u∗, v∗) ∈ R2. We also remind the reader
that (u, v) and (u, v) only cover the black hole exterior region in (g, φ, F ) and (g, φ, F ), respectively.
Some conventions and definitions. In the remainder of this section, we set rH+ = 1, using the homo-
geneity symmetry (r, φ,$, e) 7→ (ar, φ, a$, ae). Note that our gauge normalization conditions require
us to concurrently make the coordinate transform (u, v) 7→ (au, av). We remark that we have formulated
Definition 8.1 and Theorem 4.3 carefully so that the parameters ω, δ,Λ, 0 and the implicit constants are
independent of these transformations.
Since the numbers46 |e|, ω > 2 and 0 < η0 < min{2ω− 4, 1} are fixed for the purpose of Theorem 8.3, we
henceforth suppress the dependence of constants on |e|, ω and η0, for simplicity of notation.
In what follows, the solution (g, φ, F ) in the (u, v) coordinates will be compared with the background
solution (g, φ, F ) in the (u, v) coordinates. That is, we consider differences such as r(u, v)− r(u, v) with the
same numerical values (u, v) = (u, v). For this reason, from now on, we omit the bar in u, v and
simply write (g, φ, F )(u, v) for (g, φ, F )(u, v) with (u, v) = (u, v).
45The fact that the maximal globally hyperbolic future development (g, φ, F ) possesses complete null infinity I+ and an
event horizon H+ follows from general results about maximal globally hyperbolic future developments of admissible data,
see [26].
46We note that upon fixing rH+ = 1, prescribing |e| is equivalent to prescribing $−1f |e| due to (3.8) and Corollary 5.10.
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With the preceding conventions, we introduce the quantities
λ = ∂vr, ν = ∂ur, κ =
λ
1− µ, γ =
ν
1− µ,
λ = ∂vr, ν = ∂ur, κ =
λ
1− µ, γ =
ν
1− µ.
By the above coordinate choice, we have κ = κ = 1 on H+, which corresponds to {u =∞}, and γ = γ = −1
on I+, which corresponds to {v =∞}.
Statement of weak stability. We introduce the initial difference size 2 in the above coordinates as follows
(recall that rH+ = 1):
2 =
∫
Cout
κ−1(∂v(φ− φ))2r2 dv +
∫
Cout
κ−1
(
∂v(r(φ− φ))
)2
log(1 + (r/rH+)) dv
+
∫
Cin
1
(−ν) (∂u(φ− φ))
2r2 du+ r|φ− φ|2 Cout∩Cin
+ |$ −$|2 Cout∩Cin + |r − r|
2 Cout∩Cin +|e− e|2.
(8.28)
Note that 2 is dependent on the coordinate choice for the two solutions (g, φ, F ) and (g, φ, F ). One of the
consequences of the weak stability theorem (Theorem 8.6) will be a bound for the quantity 2 in terms of
the initial difference 20 in the original coordinates (U, V ); see (8.29) below.
Let R0 = r(1, 1). Given u ∈ [1,∞), let vR0(u) ∈ [1,∞) be defined by the condition r(u, vR0(u)) = R0
(existence of such a vR0(u) is guaranteed by the condition r(1, 1) = R0 and monotonicity of r). In other
words, (u, vR0(u)) is a parametrization of the curve γR0 . We now introduce the foliation (Γτ )τ∈[1,∞) of the
domain D, which is defined as follows:
Γτ =Γ
(in)
τ ∪ Γ(out)τ ,
Γ(out)τ ={(u, v) ∈ D : u = τ, v ∈ [vR0(τ),∞)},
Γ(in)τ ={(u, v) ∈ D : u ∈ [τ,∞), v = vR0(τ)}.
We also introduce the definition
D(τ1, τ2) =
⋃
τ∈(τ1,τ2)
Γτ .
With the above coordinate choice,H+ and I+ are represented by the “curves at infinity” {(∞, v) : v ∈ [1,∞)}
and {(u,∞) : u ∈ [1,∞)} for both the background and perturbed solutions. Accordingly, we define
H+(τ1, τ2) ={(∞, v) : v ∈ [vR0(τ1), vR0(τ2)]},
I+(τ1, τ2) ={(u,∞) : u ∈ [τ1, τ2]}.
I+(τ1, τ2)
i+
H+(τ1, τ2)
Γ
(in)
τ1 Γ
(out)
τ1
D(τ1, τ2)
γR0
u = τ1
u = τ2
Γ
(in)
τ2
Γ
(out)
τ2
v = vR0(τ1)
v = vR0(τ2)
Figure 8. Foliation Γτ = Γ
(in)
τ ∪ Γ(out)τ
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We are now ready to state our weak stability result. Recall the definition of 0 from Theorem 8.3.
Theorem 8.6 (Weak stability). Assume that the hypotheses of Theorem 8.3 hold for sufficiently small δ0 > 0
(depending on |e|, η0 and ω) and 0 > 0 (depending on δ0, |e|, η0, ω and Λ) with the normalization condition
rH+ = 1. Then there exists a constant C > 0 (depending on |e|, η0 and ω) such that the following statements
hold.
(1) The initial difference size 2 in the coordinates (u, v) and (u, v) is bounded by 20:
2 ≤C20. (8.29)
Moreover, the following pointwise estimate for ∂v(rφ) on Cout holds:
sup
Cout
rω
∣∣∣∣ 1λ∂v(rφ− rφ)
∣∣∣∣ ≤ C0. (8.30)
(2) Boundedness of nondegenerate energy and integrated decay of local energy hold for the difference
φ− φ. That is, for any 1 ≤ τ1 ≤ τ2 <∞, we have∫
Γ
(in)
τ2
1
(−ν) (∂u(φ− φ))
2r2 du+
∫
Γ
(out)
τ2
κ−1(∂v(φ− φ))2r2 dv∫
I+(τ1,τ2)
1
(−ν) (∂u(φ− φ))
2r2 du+
∫
H+(τ1,τ2)
κ−1(∂v(φ− φ))2r2 dv
+
∫∫
D(τ1,τ2)
1
r1+η0
(
1
(−ν) (∂u(φ− φ))
2 + κ−1(−ν)(∂v(φ− φ))2 + (−ν)
r2
(φ− φ)2
)
r2 dudv
≤ C
(∫
Γ
(in)
τ1
1
(−ν) (∂u(φ− φ))
2r2 du+
∫
Γ
(out)
τ1
κ−1(∂v(φ− φ))2r2 dv
)
+ C(log2 Λ)τ−2ω+1+η01 δ
22.
(8.31)
Furthermore, ∂v(φ− φ) enjoys an improved integrated decay estimate:∫∫
D(1,∞)∩{r≥20}
1
r
λ−1(∂v(φ− φ))2r2 dudv ≤ C2, (8.32)
and the difference φ− φ obeys the following pointwise estimate:
sup
D(1,∞)
r|φ− φ|2 ≤ C2. (8.33)
(3) The following geometric bounds hold for the perturbed solution:
1/4 ≤ |$| ≤ 1, |e| ≤1, (8.34)
1 ≤ κ ≤2, (8.35)
1/2 ≤ λ ≤2 in {r ≥ 20}. (8.36)
0 < −ν ≤Ce−c(ν)(u−v−Cγ20 ) in {r ≤ 20}, (8.37)
1/4 ≤ −ν ≤1 in {r ≥ 20}, (8.38)
1/2 ≤ 1− µ ≤1 in {r ≥ 20}. (8.39)
where c(ν) > 0 is a constant depending on e, and Cγ20 is defined by r(1 + Cγ20 , 1) = 20.
(4) On γ20 = {r = 20} and γR0 = {r = R0}, we have
sup
γ20
|u− v − Cγ20 | ≤
1
10
, (8.40)
sup
γR0
|u− v| ≤ 1
10
. (8.41)
Moreover, we have
1
4
(v − u+ Cγ20 + 20) ≤ r(u, v) ≤ 2(v − u+ Cγ20 + 20) in D ∩ {r ≥ 20}. (8.42)
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(5) Finally, we have the following difference bounds:
|$ −$| ≤C, (8.43)
|log κ− log κ| ≤C, (8.44)
|r − r| ≤C max{log Λ, log r}, (8.45)∣∣λ− λ∣∣ ≤C log Λ, (8.46)
|ν − ν| ≤
{
C log Λe−
1
2 c(ν)(u−v−Cγ20 ) in {r ≤ 20},
C log Λr−1 in {r ≥ 20}. (8.47)
As it can be inferred from the statement, the proof of Theorem 8.6 relies on establishing L2 estimates
for the scalar field difference φ − φ. These estimates are natural to use for controlling the differences
$ − $, log κ − log κ and log(−γ) − log(−γ), in view of the equations they satisfy. Such a control leads,
in turn, to the geometric difference bounds (8.45)–(8.47) and the control of the coordinate transformations
(U, V )→ (u, v), (u, v) asserted in (8.29), (8.30). Furthermore, the L2 estimate (8.31) sets stage for the decay
argument of Dafermos–Rodnianski, which is the next step of the proof of Theorem 8.3.
Outline of Sections 8.5–8.12. Sections 8.5–8.12 are devoted to the proof of Theorem 8.6. For the convenience
of the reader, we provide below a short outline of these subsections.
• Section 8.5. We set up the main bootstrap argument for the proof of Theorem 8.6. In particular, we
define the bootstrap domain D(tB) and the corresponding coordinates (u(tB), v(tB)) for the perturbed
solution, which approach D and the future-normalized coordinates (u, v), respectively, as tB → ∞.
The bootstrap assumptions include pointwise and integrated bounds for $ − $, log κ − log κ and
log(−γ)− log(−γ).
• Section 8.6. We prove bounds on the background geometric quantities, such as r, λ and ν. We also
show that | log κ− log κ| and | log(−γ)− log(−γ)| are appropriately small on the future boundary of
the bootstrap domain.
• Section 8.7. We prove bounds on the difference of geometric quantities, such as r − r, λ − λ and
ν − ν, from the bootstrap assumptions. Moreover, we show that κ and −γ on the future boundary
of D(tB) asymptote to 1 as tB →∞, which justifies the set-up in Section 8.5.
• Section 8.8. We perform some vector field multiplier computation and derive energy identities that
we use later. We also prove L2-Hardy-type inequalities on null curves.
• Section 8.9. Using the identities in Section 8.8, as well as the geometric difference bounds in
Section 8.7, we show uniform boundedness of nondegenerate energy and integrated decay of local
energy of φ− φ.
• Section 8.10. From the energy estimates established in Section 8.9, we close the bootstrap assump-
tions on $ −$, log κ− log κ and log(−γ)− log(−γ).
• Section 8.11. We use the geometric difference bounds in Section 8.7 to estimate the coordinate
change from (U, V ) to (u(tB), v(tB)) and (u, v). In particular, we estimate the initial difference size
2 in the new coordinates in terms of 20 in the original coordinates.
• Section 8.12. Finally, we put together the results established so far and complete the proof of
Theorem 8.6.
8.5. Setting up a bootstrap argument for weak stability. The proof of Theorem 8.6 proceeds by a
bootstrap argument. The purpose of this subsection is to set up this argument and provide the necessary
tools to close it.
Coordinate choice and bootstrap domain. Recall the notation R0 = r(1, 1). On the perturbed spacetime
(M, g), consider the constant-r curve γR0 = {(U, V ) : r(U, V ) = R0} and the smooth future pointing
time-like vector field T (restricted to γR0):
T = −1− µ
∂Ur
∂U +
1− µ
∂V r
∂V , (8.48)
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which is tangent to γR0 . For t ≥ 0, we denote by γR0(t) (abusing the notation a bit for convenience) the
parametrization of γR0 so that T = γ˙R0 and γR0(0) is the point (1, 1) in the (U, V ) coordinates. We use the
notation (U ◦ γR0 , V ◦ γR0)(t) for the representation of this curve in the (U, V ) coordinates.
Given tB > 0, we define the bootstrap domain D(tB) to be the causal past of the point γR0(tB) in D. We
construct the coordinate u(tB) = u(tB)(U) by normalizing −(1 − µ)−1∂u(tB)r = 1 along the final incoming
curve Cf(tB)in = {(U, V ) : 1 ≤ U ≤ U ◦ γR0(tB), V = V ◦ γR0(tB)} as follows:
du(tB)
dU
(U) =
−∂Ur
1− µ (U, V ◦ γR0(tB)) for 1 < U ≤ U ◦ γR0(tB), u(tB)(1) = 1. (8.49)
Similarly, we construct the coordinate v(tB) = v(tB)(V ) by normalizing (1− µ)−1∂v(tB)r = 1 along the final
outgoing curve Cf(tB)out = {(U, V ) : U = U ◦ γR0(tB), 1 ≤ V ≤ V ◦ γR0(tB)}:
dv(tB)
dV
(V ) =
∂V r
1− µ (U ◦ γR0(tB), V ) for 1 < V ≤ V ◦ γR0(tB), v(tB)(1) = 1. (8.50)
Let (u(tB) ◦ γR0 , v(tB) ◦ γR0)(t) denote the parametrization of the curve γR0(t) in the (u(tB), v(tB)) coordi-
nates. Let (u(tB)f , v(tB)f ) be the (u(tB), v(tB)) coordinate of the final point γR0(tB), i.e.,
u(tB)f = u(tB) ◦ γR0(tB), v(tB)f = v(tB) ◦ γR0(tB).
If R0 is large enough (say greater than 2 supCout $, which will indeed be the case), then the point (U ◦
γR0 , V ◦ γR0)(tB) is well away from the event horizon, and therefore we have u(tB)f , v(tB)f <∞.
The bootstrap domain D(tB) is the following box in the (u(tB), v(tB))-coordinates:
D(tB) = {(u(tB), v(tB)) : 1 ≤ u(tB) ≤ u(tB)f , 1 ≤ v(tB) ≤ v(tB)f}. (8.51)
I+
i+
H+
Cin Cout
D(tB) γR0
Cf(tB)out
Cf(tB)in
γR0(0)
γR0(tB) = (u(tB)f , v(tB)f )
Figure 9. Bootstrap domain D(tB). On Cf(tB)out and C
f
(tB)in
, we normalize κ = 1 and
−γ = 1, respectively.
In what follows, we compare the solution (g, φ, F ) in the coordinates (u(tB), v(tB)) on D(tB) with the back-
ground solution (g, φ, F ) in the coordinates (u, v) on D(tB) (viewed here as a box in the (u, v)-coordinates).
Note that (D(tB), u(tB), v(tB)) has been chosen to (at least formally) approach (D(1,∞), u, v) as tB →∞.
We also remark that the normalization conditions (8.26), (8.27) for (u, v) are approximately satisfied, in the
sense that κ Cf
(tB)out
and −γ Cf
(tB)in
approach 1 as tB →∞; see Proposition 8.22 below.
Some conventions and definitions. Before we state the bootstrap assumptions, we fix some conventions (in
effect for until Section 8.12) to make the exposition simpler.
• To simplify the notation, we omit the tB dependence of (u(tB), v(tB)) and write (u, v) = (u(tB), v(tB)).
Similarly, we omit the bar in (u, v) and write (u, v) = (u, v). Such conventions make sense, since
we will consider the difference between (r, φ,$)(u(tB), v(tB)) and (r, φ,$)(u, v) at points where
(u(tB), v(tB)) and (u, v) have the same numerical values, which we naturally denote by (u, v).
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• We use the notation
λ = ∂v(tB)r, ν = ∂u(tB)r, κ =
λ
1− µ, γ =
ν
1− µ,
to denote quantities in the (u, v) = (u(tB), v(tB)) coordinates.
• We use tilde to refer to differences; for instance, we write
r˜(u, v) = (r − r)(u, v), φ˜(u, v) = (φ− φ)(u, v), $˜(u, v) = ($ −$)(u, v),
λ˜(u, v) = (λ− λ)(u, v), ν˜(u, v) = (ν − ν)(u, v).
We introduce the initial difference size 2(tB) in the above coordinates as follows:
2(tB) =
∫
Cout∩D(tB)
κ−1(∂vφ˜)2r2 dv +
∫
Cout∩D(tB)
κ−1
(
∂v(rφ˜)
)2
log(1 + r) dv
+
∫
Cin∩D(tB)
1
(−ν) (∂uφ˜)
2r2 du+ r|φ˜|2 Cout∩Cin +|$˜|2 Cout∩Cin + |r˜|
2 Cout∩Cin +|e− e|2.
(8.52)
Observe that (formally at this point) 2(tB) → 2 as tB →∞.
Bootstrap assumptions. In order to state our bootstrap assumptions, we need to define another (small)
quantity δ(tB), which is used to capture the error coming from the fact that the future-normalized gauge for
the background solution is fixed at the future event horizon and future null infinity, instead of the future
boundary of D(tB). We will show later in Proposition 8.22 that indeed δ(tB) → 0 as t(B) →∞.
Let
δ2(tB) =δ
2(1 + tB)
−1 + sup
Cf
(tB)out
| log κ|+
∫
Cf
(tB)out
| log κ|dv
+ sup
Cf
(tB)in
r| log(−γ)|+
∫
Cf
(tB)in
| log(−γ)|du.
(8.53)
On D(tB), our bootstrap assumptions are as follows, where A is a bootstrap constant:
• Bootstrap assumption on (tB):
(tB) ≤10A
(
0 + δ
4
(tB)
)
. (8.54)
• Bootstrap assumptions on pointwise difference bounds:
|$˜| ≤10A
(
(tB) + δ
2
(tB)
)
, (8.55)
| log κ− log κ| ≤10A
(
(tB) + δ
2
(tB)
)
, (8.56)
| log(−γ)− log(−γ)| ≤10A
r
(
(tB) + δ
2
(tB)
)
for r ≥ 20. (8.57)
• Bootstrap assumptions on integrated difference bounds:∫ v(tB)f
1
sup
Cv′∩D(tB)
|log κ− log κ| dv
′
(v′ + Λ)η0
≤10A
(
(tB) + δ
2
(tB)
)
, (8.58)∫ tB
0
(|log κ− log κ|+ |log(−γ)− log(−γ)|) (u ◦ γR0 , v ◦ γR0) dt ≤10A
(
(tB) + δ
2
(tB)
)
, (8.59)∫ tB,20
0
(|log κ− log κ|+ |log(−γ)− log(−γ)|) (u ◦ γ20, v ◦ γ20) dt ≤10A
(
(tB) + δ
2
(tB)
)
. (8.60)
Here, we use the parametrization t 7→ γ20(t) of γ20 = {r = 20} such that γ˙20(t) = T and γ20(0) ∈
Cin ∪ Cout. We use the notation tB,20 for the t-value when γ20 exits D(tB).
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• Auxiliary bootstrap assumption controlling47 (u(tB)f , v(tB)f ):
|r(u(tB)f , v(tB)f )− Λ| ≤ 1. (8.61)
Remark 8.7. Observe the anomalous loss of r in the pointwise bound (8.56), i.e., whereas log(−γ)− log(−γ)
exhibits an r−1 decay in {r ≥ 20}, log κ − log κ does not. Such an anomaly arises because log κ − log κ
is controlled by integrating from Cfout(tB) in the direction of increasing r. The purpose of the integrated
bound (8.56) is to recover this loss (up to a small power loss (v′ + Λ)η0). This recovery of loss turns out to
be crucial in closing the bootstrap argument; see Section 8.9.
Our goal until Section 8.10 is to establish the following result, which improves all the bootstrap assump-
tions except for (8.54).
Proposition 8.8 (Improving bootstrap assumptions on the geometric quantities). Assume that the hypothe-
ses of Theorem 8.3 hold with the normalization condition rH+ = 1. For tB > 0, assume in addition that the
bootstrap assumptions (8.54)–(8.61) hold on D(tB), with some large enough constant A > 0 (depending on
|e|, η0, ω). Then for sufficiently small δ0 > 0 (depending on A, |e|, η0, ω) and 0 > 0 (depending on A, δ0,
|e|, η0, ω, Λ), the bootstrap assumptions (8.55)–(8.61) on D(tB) improve as follows:
|$˜| ≤A
(
(tB) + δ
2
(tB)
)
, (8.62)
| log κ− log κ| ≤A
(
(tB) + δ
2
(tB)
)
, (8.63)
| log(−γ)− log(−γ)| ≤A
r
(
(tB) + δ
2
(tB)
)
for r ≥ 20, (8.64)∫ v(tB)f
1
sup
Cv′∩D(tB)
|log κ− log κ| dv
′
(v′ + Λ)η0
≤A
(
(tB) + δ
2
(tB)
)
, (8.65)∫ tB
0
(|log κ− log κ|+ |log(−γ)− log(−γ)|) (u ◦ γR0 , v ◦ γR0) dt ≤A
(
(tB) + δ
2
(tB)
)
, (8.66)∫ tB,20
0
(|log κ− log κ|+ |log(−γ)− log(−γ)|) (u ◦ γ20, v ◦ γ20) dt ≤A
(
(tB) + δ
2
(tB)
)
, (8.67)
|r(u(tB)f , v(tB)f )− Λ| ≤
1
2
. (8.68)
Moreover, the following geometric difference bounds hold on D(tB) for some C > 0 depending on |e|, η0, ω:
|r˜| ≤CAmax{log Λ, log r}
(
(tB) + δ
2
(tB)
)
, (8.69)∣∣∣λ˜∣∣∣ ≤CA(log Λ)((tB) + δ2(tB)) , (8.70)
|ν˜| ≤
{
CA(log Λ)e−
1
2 c(ν)(u−v−Cγ20 )((tB) + δ
2
(tB)
) for r ≤ 20,
CA(log Λ)r−1((tB) + δ
2
(tB)
) for r ≥ 20, (8.71)
|log(−ν)− log(−ν)| ≤CA log Λ(1 + |u− v − Cγ20 |)
(
(tB) + δ
2
(tB)
)
for r ≤ 20. (8.72)
where c(ν) > 0 is specified in Lemma 8.19 below, and Cγ20 is defined by the relation r(Cγ20 + 1, 1) = 20.
Estimates for coordinate transformation in the bootstrap argument. In carrying out the bootstrap argument,
an important point is to understand how 2(tB) is related with 
2
0. This is precisely the content of the following
proposition, which can be viewed as an estimate for the coordinate transformation between the initial-data-
normalized coordinates and the future-normalized coordinates. Note that the following proposition also
improves the remaining bootstrap assumption (8.54).
47Recall that (u(tB)f , v(tB)f ) is defined implicitly using the perturbed solution by r(u(tB)f , v(tB)f ) = 1. This bootstrap
assumption, via the bounds in Section 5, gives an estimate on the u(tB)f and v(tB)f
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Proposition 8.9 (Coordinate transformation in the bootstrap argument). Assume that the hypotheses of
Proposition 8.8 hold. Then for sufficiently small δ0 > 0 (depending on A, |e|, η0 and ω) and 0 > 0
(depending on A, δ0, |e|, η0, ω and Λ), we have
2(tB) ≤ C20 + CA2δ20
(
(tB) + δ
2
(tB)
)2
. (8.73)
Furthermore, we have
sup
Cout∩D(tB)
rω
∣∣λ−1∂v(rφ− rφ)∣∣ ≤ C0 + CAδ0((tB) + δ2(tB)). (8.74)
This proposition is proved in Section 8.11, after Proposition 8.8 is proven.
Beginning in the next subsection until Section 8.11, we will carry out the main part of the bootstrap
argument and prove Propositions 8.8 and 8.9 (see the end of Section 8.4 for an outline of the argument).
Before we proceed, let us emphasize a few points about the constants involved in the argument:
• We will continue to use C to denote an arbitrary constant depending only on ω, η0 and |e|.
• The main small parameters that we can choose are 0 and δ0. Moreover, 0 can be chosen to be
much smaller than than δ0.
• Since the choice of δ0 can depend on A, we will assume that Aδ0 is much smaller than any constant
C by taking δ0 sufficiently small.
• Importantly, by choosing 0 and δ0 small, we can also make the parameters δ, δ(tB) and (tB) small
as follows:
– δ can be made small since δ ≤ Λ−100η0δ0 and Λ > 100 according to the assumptions in Theo-
rem 8.3.
– δ(tB) can be made small as it is controlled by δ, as will be shown in Proposition 8.10 (immediately
below in the beginning of Section 8.6).
– (tB) can be made small because of the bootstrap assumption (8.54) and the preceding bounds.
8.6. Geometric bounds for the background solution. In this subsection, we provide estimates for
various geometric quantities associated to an (ω, δ,Λ)-admissible background solution. We continue to work
in the bootstrap setting as described in Section 8.5. Namely, we have a fixed (ω, δ,Λ)-admissible background
solution and we will be estimating the geometric quantities for this background solution in the domain D(tB),
which is defined by a perturbed solution. We will also use the conventions for various constants discussed
at the end of the last subsection.
We begin with a rough bound for δ(tB). As mentioned at the end of the last subsection, this bound allows
us to take δ(tB) to be small by taking δ (or δ0) to be small.
Proposition 8.10. The following estimate holds:
δ(tB) ≤ Cδ.
Proof. Since t(B) ≥ 1, by definition, it suffices to prove
sup
Cf
(tB)out
| log κ|+
∫
Cf
(tB)out
| log κ|dv ≤Cδ2, (8.75)
sup
Cf
(tB)in
r| log(−γ)|+
∫
Cf
(tB)in
| log(−γ)|du ≤Cδ2. (8.76)
The bound (8.75) follows from (5.64). Notice that for the integral we can divide it into r ≤ 10 and r ≥ 10, and
the integral over r ≤ 10 is clearly bounded by Cδ2. For r ≥ 10, by (8.61), the v-length of Cf(tB)out∩{r ≥ 10}
is bounded by CΛ; it is compensated by either the v decay or the factor Λ−1 in (5.64).
By (8.61), Cf(tB)in ⊆ {r ≥ 10}. Hence, the claim (8.76) follows from (5.63). 
The following is the main result for the geometric quantities associated to an (ω, δ,Λ)-admissible back-
ground solution:
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Proposition 8.11. Let (Ω, r, φ, e) in D˜ be an (ω, δ,Λ)-admissible background solution as in the hypothesis
of Theorem 8.3, and we normalize rH+ = 1. Let (u, v) be a double null coordinate system for this solution
characterized by (8.26) and (8.27). Then the following statements hold.
(1) We have
r ≥1− Cδ in D, (8.77)
0 < 1− µ ≤1 + Cδ in D, (8.78)
1 ≤ κ ≤1 + Cδ2 in D, (8.79)
−1 ≤ γ ≤− 1 + Cδ2 in D ∩ {r ≥ 10}. (8.80)
Furthermore, there exist c(ν), c
′
(ν) > 0 depending on |e| so that
C−1 min{e−c′(ν)(u−v−Cγ30 ), 1} < −ν ≤ C min{e−c(ν)(u−v−Cγ30 ), 1} in D (8.81)
where Cγ30 is defined by r(1 + Cγ30 , 1) = 30.
(2) We have
| log(−γ)| ≤Cu−2ω+2r−2δ2 in D ∩ {r ≥ 10}, (8.82)
| log κ| ≤C (v−2ω + u−2ω+1Λ−1) δ2 in D ∩ {r ≥ 10}. (8.83)
Remark 8.12 (Coordinate invariance of bounds on φ). Before we begin the proof, we remind the reader that
the assumptions (8.3)–(8.8) are invariant under the coordinate transformation (U, V ) 7→ (u, v), since the
vector fields 1∂ur∂u and
1−µ
∂vr
∂v are coordinate invariant. It follows that (8.3)–(8.8) hold with (U, V ) replaced
by (u, v); the latter coordinates coincide with (u, v) in the notation of Proposition 8.11.
Proof. By Definition 8.1, Proposition 5.12 for δ0 sufficiently small. The bound (8.77) follows from the bound
r ≥ 1 − δ on H+ ∩ D˜ and the monotonicity properties of r in D. The upper bound in (8.78) is proved by
combining (8.2) with (8.77), whereas the lower bound follows from (5.56) and (5.60). The upper bounds in
(8.79) and (8.80) trivially follow from (5.64) and (5.63) in Proposition 5.12, respectively, whereas the lower
bounds are consequences of the future normalization κ = 1 at H+ and γ = −1 at I+ together with the
monotonicity of κ and γ that follows from (2.7). The bound (8.81) is a result of combining (5.57) and (5.62).
Finally, (8.82)–(8.83) follow from (5.63)–(5.64). 
8.7. Preliminary geometric difference bounds. In this subsection, we estimate the difference of geo-
metric quantities using the bootstrap assumptions. In particular, we obtain estimates for λ˜, ν˜ and r˜ that
are claimed in Proposition 8.8.
From this subsection until Section 8.11, we assume that the hypotheses of Proposition 8.8 hold.
In particular, we assume throughout that rH+ = 1. We will also use the conventions about the constants
C, δ0, 0, δ, δ(tB) and (tB) as described in the end of Section 8.5. In particular, in what follows we freely
adjust (tB) and δ0 to be small enough for our purposes.
Since tB is fixed throughout the argument, we drop the tB-dependence of (tB) and simply write
 = (tB); this convention will be in effect until Section 8.9.
We start with a collection of simple bounds concerning the geometry of the perturbed solution (g, φ, F ).
Lemma 8.13. The following statements hold.
(1) In the whole bootstrap domain D(tB), we have
1
4
< $ ≤ 1 in D(tB), (8.84)
|e| ≤ 1, (8.85)
1 ≤ κ ≤ 2 in D(tB). (8.86)
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(2) Restricted to the region away from the event horizon, we have
1
2
≤ 1− µ ≤ 1 in D(tB) ∩ {r ≥ 10}, (8.87)
1
2
≤ −γ ≤ 1 in D(tB) ∩ {r ≥ 20}, (8.88)
1
4
≤ −ν ≤ 1 in D(tB) ∩ {r ≥ 20}. (8.89)
(3) Finally, we have
|R0 − Λ| ≤. (8.90)
Proof. Throughout the proof, we will take 0, δ0 small as necessary (and thus also  and δ(tB); see end of
Section 8.5). For (8.84), observe that |$−$| can be made arbitrarily small by (8.55). Since rH+ = 1 by our
normalization, it follows from (3.8) that 12 < $H+ < 1 (with strict inequalities
48). Hence, by Corollary 5.10
and (8.2), (8.84) follows. For (8.85), we simply use (3.9) and |e − e| ≤ . Next, the upper bound in (8.86)
follows from (8.79) and (8.56) by writing κ = elog(κ/κ)κ; whereas the lower bound follows simply from κ = 1
on {u = u(tB)f} and the monotonicity of κ. For (8.87), recall that 1−µ = 1− 2$r + e
2
r2 ; therefore, the desired
bound follows from (8.84) and (8.85). As in the case of (8.86), (8.88) follows from (8.80) and (8.57), as well
as monotonicity of (−γ). Then the bound (8.89) follows from the preceding bounds, since ν = (1 − µ)γ.
Finally, (8.90) follows from the definition (8.52), since r˜(1, 1) = r(1, 1)− r(1, 1) = R0 − Λ. 
Also, the following elementary analytic lemma will be useful.
Lemma 8.14. Given any α ∈ R, there exists Cα > 0 such that∣∣rα − (r)α − αrα−1r˜∣∣ ≤ Cαrα−2|r˜|2 if |r˜| ≤ 1
2
r. (8.91)
Proof. The bound (8.91) simply follows by writing
rα − (r)α = rα
(
1− (1− r˜r )α) ,
and performing Taylor expansion in r˜/r. 
The integral assumption (8.59) leads to the following bounds on the curve γR0 .
Lemma 8.15. On the curve γR0 ∩ D(tB), we have
sup
γR0∩D(tB)
|r˜| ≤CA
(
+ δ2(tB)
)
. (8.92)
Proof. Recall the vector field T from (8.48), which obeys Tr = 0 so that T r˜ = −Tr. Since T γR0 (t)= γ˙R0(t),
we have
d
dt
r˜(u ◦ γR0 , v ◦ γR0) =(T r˜)(u ◦ γR0 , v ◦ γR0)
=(1− µ)
(
γ
γ
− κ
κ
)
(u ◦ γR0 , v ◦ γR0).
Integrating in t, using (8.87) and recalling the bootstrap assumptions (8.56), (8.57), (8.59), and using
|eϑ − 1| ≤ |ϑ|e|ϑ|, it follows that
sup
γR0∩D(tB)
|r˜| ≤|r˜|(1, 1) +
∫ tB
0
∣∣∣∣γγ − κκ
∣∣∣∣ (u ◦ γR0 , v ◦ γR0)(t) dt
≤+ CA(+ δ2(tB))eCA(+δ
2
(tB)
),
which implies (8.92). 
Using Lemma 8.15 as a starting point, we now turn to the task of deriving bounds for r˜, λ˜ and ν˜ on the
whole domain D(tB). We first consider the region {r ≥ 20} away from the event horizon.
48Precisely how far away is $H+ from
1
2
and 1 depends on |e|.
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Lemma 8.16. In the region D(tB) ∩ {r ≥ 20}, the following difference bounds hold:
|r˜| ≤CAmax{log Λ, log r}
(
+ δ2(tB)
)
, (8.93)
|ν˜| ≤CA(log Λ)r−1
(
+ δ2(tB)
)
, (8.94)
|λ˜| ≤CA(log Λ)
(
+ δ2(tB)
)
. (8.95)
Moreover, we have the splitting λ˜ = λ˜g + λ˜b, where λ˜g obeys an analogous estimate as (8.94):
|λ˜g| ≤ CA(log Λ)r−1
(
+ δ2(tB)
)
, (8.96)
and λ˜b obeys an improved integrated estimate:∫ v
1
sup
Cv′∩D(tB)
|λ˜b| dv
′
(v′ + Λ)η0
≤ CA(log Λ)
(
+ δ2(tB)
)
. (8.97)
Finally, on the curves γ20 = {(u, v) : r(u, v) = 20} and γR0 = {(u, v) : r(u, v) = R0}, we have
sup
γ20∩D(tB)
|u− v − Cγ20 | ≤CA(+ δ2(tB)) + Cδ2, (8.98)
sup
γR0∩D(tB)
|u− v| ≤CA(+ δ2(tB)) + Cδ2, (8.99)
where Cγ20 is defined by the relation r(Cγ20 + 1, 1) = 20.
Proof. The most delicate bound is (8.93), since we cannot assume any bound on ν˜ or λ˜. For its proof, we
analyze a nonlinear ODE that r˜ solves, which can be done using only the bootstrap assumptions. As we will
see, the rest of the argument is more routine.
Step 1: Proof of (8.93). Recall that ν = (1− µ)γ. Thus, on the one hand, we have
|γ| = −∂ur
1− µ ≤ 2(−∂ur) (8.100)
in D(tB)∩{r ≥ 20}, thanks to (8.87). On the other hand, taking the difference between (1−µ)γ and (1−µ)γ,
we obtain the ODE
∂ur˜ = ν˜ =
(
−2$˜
r
+
e2 − e2
r2
)
γ + (1− µ)
(
1− γ
γ
)
γ +
2($ − e2r )
r2
γ r˜ + E [∂ur˜], (8.101)
where
E [∂ur˜] =
(−2$(r−1 − r−1 + r−2r˜) + e2(r−2 − r−2 + 2r−3r˜)) γ.
Given any (u, v) ∈ D(tB) ∩ {r ≥ 20}, we will control r˜ by integrating the ODE (8.101) from (uR0(v), v) to
(u, v), where uR0(v) denotes the u-coordinate such that r(uR0(v), v) = R0, so that (uR0(v), v) ∈ γR0 . The
existence and uniqueness of such a uR0(v) is guaranteed by monotonicity of r. At (uR0(v), v), by (8.92) we
have the initial estimate
|r˜|(uR0(v), v) ≤ CA
(
+ δ2(tB)
)
.
For the forcing term, which is the main contribution, we have∣∣∣∣∣
∫ u
uR0 (v)
∣∣∣∣(−2$˜r + e2 − e2r2
)
+ (1− µ)
(
1− γ
γ
)∣∣∣∣ |γ| (u′, v) du′
∣∣∣∣∣ ≤ CAmax{log Λ, log r(u, v)}(+ δ2(tB)) .
This estimate can be proved by first using (8.100) to make a change of variables u′ 7→ r(u′), then using
(8.52) and the bootstrap assumptions (8.55), (8.57).
The linear term in (8.101) (the third term on the RHS) can be dealt with Gro¨nwall’s inequality, since the
integral
∫ u
uR0 (v)
2($− e2)r
r2 |γ|du′ is uniformly bounded.
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For the remaining term E [∂ur˜], we employ a bootstrap argument in u (starting from u = uR0(v)), where
the bootstrap assumption is supu′∈[uR0 (v),u] r
−1|r˜| ≤ ε (where 0 < ε < 1/2 is to be specified below). Using
Lemma 8.14, we have
|E [∂ur˜]| ≤ C
(
$
r3
+
e2
r4
)
|γ||r˜|2. (8.102)
Then by (8.100), we may estimate∣∣∣∣∣
∫ u
uR0(v)
|E [∂ur˜]| (u′, v) du′
∣∣∣∣∣ ≤ C supu′∈[uR0 (v),u] r−1|r˜|2(u′, v).
where we abuse the notation a bit and write u′ ∈ [uR0(v), u] for points u′ between uR0(v) and u (despite the
fact that u may be smaller than uR0(v)).
In sum, we arrive at
|r˜|(u, v) ≤ CAmax{log Λ, log r(u, v)}
(
+ δ2(tB)
)
+ C sup
u′∈[uR0 (v),u]
r−1|r˜|2(u′, v).
Choosing ε in the bootstrap assumption small enough, we may absorb the last term into the LHS. Then
bootstrap assumption can be improved by taking A log Λ( + δ2(tB)) sufficiently small; moreover, it holds
initially thanks to (8.92). The desired estimate (8.93) follows.
Step 2: Proof of (8.94). The bound (8.94) is obtained using the same equation (8.101). We proceed similarly
as before, except that we use the pointwise bound (8.88) in place of (8.100), and insert (8.93) to estimate
|r˜|. We remark that the factor log Λ is inherited from (8.93) through the linear term in r˜.
Step 3: Proofs of (8.95)–(8.97). Next, we turn to the bounds concerning λ˜. As in the case of ν˜, ∂v r˜ = λ˜
obeys the following equation:
λ˜ = ∂v r˜ =
(
−2$˜
r
+
e2 − e2
r2
)
κ+ (1− µ)
(
1− κ
κ
)
κ+
2($ − e2r )
r2
κ r˜ + E [∂v r˜], (8.103)
where
|E [∂v r˜]| ≤ C
(
$
r3
+
e2
r4
)
|κ||r˜|2. (8.104)
The bound (8.95) follows by a similar argument as before, where we use (8.56) and (8.86) instead of (8.57)
and (8.88), respectively.
Observe that, in contrast to (8.94), we do not gain the factor r−1, since
(
1− κκ
)
is only bounded according
to our bootstrap assumption (8.56). We separate out the bad term by defining
λ˜b = (1− µ)
(
1− κ
κ
)
κ
and let λ˜g = λ˜ − λ˜b. Then by the same proof as before, (8.96) follows. On the other hand, (8.97) follows
from the simple pointwise inequality (note |eϑ − 1| ≤ |ϑ|e|ϑ|)∣∣∣∣(1− µ)(1− κκ
)
κ
∣∣∣∣ ≤ |1− µ|| log κ− log κ|e| log κ−log κ||κ|,
and the bounds (8.56), (8.58), (8.78) and (8.86).
Step 4: Proof of (8.98) and (8.99). These bounds are proved in a similar manner as (8.92). In what follows,
we only handle the case (8.98) and leave the similar proof of (8.99) to the reader.
Recall the vector field T from (8.48). As before, we denote by γ20(t) the parametrization of γ20 so that
˙γ20(t) = T (γ20(t)) and γ20(0) ∈ Cin. Note that
−T (u− v − Cγ20) =
1
γ
+
1
κ
=
(
γ
γ
− 1
)
1
γ
+
(
κ
κ
− 1
)
1
κ
+
(
1 +
1
γ
)
+
(
1
κ
− 1
)
.
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By Proposition 8.11, (8.56), (8.57) and (8.60), it follows that
sup
γ20∩D(tB)
|u− v − Cγ20 | ≤
∫ tB,20
0
|T (u− v − Cγ20)|(u ◦ γ20, v ◦ γ20)(t) dt
≤CA
(
+ δ2(tB)
)
eCA(+δ
2
(tB)
) + CeCδ
2
∫ tB,20
0
| log(−γ)|+ | log κ|dt.
Since T (u) = −γ−1 and T (v) = κ−1 are bounded from above and below on γ20, it follow from (8.82) and
(8.83) that ∫ tB,20
0
| log(−γ)|+ | log κ|dt ≤ Cδ2,
which completes the proof. 
As a quick consequence of (8.98) in the preceding lemma, we obtain the following relation between v − u
and r in the region r ≥ 20.
Corollary 8.17. We have
1
4
(v − u+ Cγ20 + 20) ≤ r(u, v) ≤ 2(v − u+ Cγ20 + 20) in D(tB) ∩ {r ≥ 20}. (8.105)
Moreover, it holds that
C−1Λ ≤ Cγ20 ≤ CΛ, (8.106)
|Cγ20 − Cγ30 | ≤ C. (8.107)
Proof. Let v′20(u) = v20(u) (characterized by r(u, v20(u)) = 20) if u ≥ 1+Cγ20 and v′20(u) = 1 if u ≤ 1+Cγ20 .
Note that
r(u, v)− 20 =
∫ 1+Cγ20
min{1+Cγ20 ,u}
−ν(u′, 1) du′ +
∫ v
v′20(u)
λ(u, v′) dv′
By (8.86), (8.87) and (8.89), we have 12 ≤ λ ≤ 2 and 14 ≤ −ν ≤ 1 in {r ≥ 20}. Moreover, by (8.98) and
taking , δ sufficiently small, we have |u − v20(u) − Cγ20 | ≤ 1 when u ≥ 1 + Cγ20 . Then (8.105) follows by
combining these facts.
By (8.90) and (8.105) with u = v = 1, we obtain (8.106). Moreover, (8.107) follows by plugging in v = 1,
u = 1 + Cγ30 (where r(u, v) = 30) and using (8.93). 
Another corollary of Lemma 8.16 is that we can improve the bootstrap assumption (8.61):
Corollary 8.18. We have
|r(u(tB)f , v(tB)f )− Λ| ≤
1
2
.
Proof. This follows from (8.90), (8.93) and that by definition r(u(tB)f , v(tB)f ) = R0. 
Using the bounds in Lemma 8.16 on the curve γ20 (on which r = 20) as a starting point, we now consider
the region {r ≤ 20}. Here we need to crucially exploit the red-shift effect of the event horizon.
Lemma 8.19. In the region D(tB) ∩ {r ≤ 20}, the following difference bounds hold:
sup
D(tB)∩{r≤20}
|r˜| ≤CA log Λ
(
+ δ2(tB)
)
, (8.108)
sup
D(tB)∩{r≤20}
|λ˜| ≤CA log Λ
(
+ δ2(tB)
)
, (8.109)
sup
D(tB)∩{r≤20}
(1 + |u− v − Cγ20 |)−1| log(−ν)− log(−ν)| ≤CA log Λ
(
+ δ2(tB)
)
. (8.110)
Finally, there exists c(ν) > 0, which depends on c(ν) in (8.81) and |e|, η0, ω, such that
sup
D(tB)∩{r≤20}
ec(ν)(u−v−Cγ20 )|ν| ≤ C. (8.111)
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Proof. As before, the key estimate is (8.108), and all other bounds in this lemma rely on it. To ensure
uniform boundedness in u and v, we utilize the red-shift effect enjoyed by r˜ along the event horizon towards
the past; see (8.114) below, which is essentially positivity of surface gravity of the event horizon of the
background solution.
Step 1: Proof of (8.108). Our starting point is the equation for ∂v r˜. This equation was written down in
(8.103); however, in this case it turns out to be a little more convenient to re-express ∂v r˜ as follows:
∂v r˜ =
(
−2$˜
r
+
e2 − e2
r2
)
κ+ (1− µ)
(
1− κ
κ
)
κ+
2($ − e2r )
r2
κ r˜ + E [∂v r˜], (8.112)
where
E [∂v r˜] =
(−2$(r−1 − r−1 + r−2r˜) + e2(r−2 − r−2 + 2r−3r˜))κ.
In order to use the method of an integrating factor, we rewrite (8.112) as
∂v(e
I r˜)(u, v) = eIF (u, v),
where
∂vI =−
2$ − e2r
r2
κ,
F =
(
−2$˜
r
+
e2 − e2
r2
)
κ+ (1− µ)
(
1− κ
κ
)
κ+ E [∂v r˜].
Therefore, r˜(u, v) can be represented by the formula
r˜(u, v) = eI(u,v20(u))−I(u,v) r˜(u, v20(u))−
∫ v20(u)
v
eI(u,v
′)−I(u,v)F (u, v′) dv′. (8.113)
We first bound the exponent I(u, v′)−I(u, v), where we need to use the red-shift effect of the (background)
event horizon. For δ sufficiently small, we claim that there exists a constant cH+ > 0 such that
2($ − e2r )
r2
≥ cH+ > 0 in D ∩ {r ≤ 30}. (8.114)
We first verify this statement on the exact Reissner–Nordstro¨m spacetime (i.e., when δ = 0). By the relation
rH+ = $f +
√
$2f − e2 (where rH+ = 1 by our normalization), when r ∈ [rH+ , 30rH+ ], we have
2($ − e2r )
r2
≥ 2
303r3H+
($frH+ − e2) = 2
303r2H+
√
$2f − e2,
where the last term is positive thanks to the subextremality assumption in Definition 8.1. Then in view of
Definition 8.1, the desired lower bound (8.114) follows by taking δ sufficiently small compared to
√
$2f − |e|2.
We note that the constant cH+ can be chosen to depend only on 1− |e|$f .
By (8.93), (8.54), Proposition 8.10, the smallness of δ0 = Λ
100η0δ and monotonicity of r, note that
D(tB) ∩ {(u, v) : r(u, v) ≤ 20} ⊆ {(u, v) : r(u, v) ≤ 30}.
Therefore, for v′ > v we have the one-sided bound
I(u, v′)− I(u, v) = −
∫ v′
v
2$ − e2r
r2
(u, v′′) dv′′ ≤ −cH+(v′ − v). (8.115)
We now estimate each term in (8.113). For the first term on the RHS, we simply neglect the exponential
and use (8.93) to estimate
|eI(u,v20(u))−I(u,v)r˜(u, v20(u))| ≤ |r˜(u, v20(u))| ≤ CA log Λ(+ δ2(tB)). (8.116)
For the contribution of the forcing term, we crucially use (8.115) to bound∣∣∣∣∣
∫ v20(u)
v
eI(u,v
′)−I(u,v)F (u, v′) dv′
∣∣∣∣∣ ≤ supv′∈[v,v20(u)] |F (u, v′)|.
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To treat the contribution of F (u, v′), which contains nonlinear terms in r˜, we use a bootstrap argument.
Our bootstrap assumption is supv′∈[v,v20(u)] |r˜|(u, v′) ≤ ε (where 0 < ε < 1100 is to be specified below). By
Lemma 8.14, but with the roles of r and r reversed, we have∣∣E [∂v r˜]∣∣ ≤ C ($
r3
+
e2
r4
)
|κ||r˜|2.
Furthermore, by the bootstrap assumption and the lower bound r ≥ 1 − Cδ, we have (for small δ0) r =
r + r˜ ≥ 12 . Then by |e| < 1, (8.2), (8.78), (8.86), (8.52), (8.55) and (8.56), we have
sup
v′∈[v,v20(u)]
|F (u, v′)| ≤ CA log Λ
(
+ δ2(tB)
)
+ Cε sup
v′∈[v,v20(u)]
|r˜(u, v′)|.
In sum, we arrive at the bound
|r˜(u, v)| ≤ CA log Λ
(
+ δ2(tB)
)
+ Cε sup
v′∈[v,v20(u)]
|r˜(u, v′)|.
Choosing ε > 0 small enough, we can absorb the last term into the LHS. The bootstrap assumption can be
improved by taking A log Λ( + δ2(tB)) sufficiently small; moreover, it holds initially thanks to (8.116). The
desired estimate (8.108) now follows.
Step 2: Proof of (8.109). This bound follows immediately by plugging in (8.108) into (8.112) and estimating
the remaining terms as in the previous step.
Step 3: Proof of (8.110). Recall that log(−ν) obeys the equation
∂v(log(−ν)) =
2($ − e2r )
r2
κ.
Therefore, we may write
∂v(log(−ν)− log(−ν)) =2
(
$ −$
r2
− e
2 − e2
r3
)
κ+
2($ − e2r )
r2
(
1− κ
κ
)
κ
+ 2$κ(r−2 − r−2)− 2e2κ(r−3 − r−3).
Proceeding as in Step 1 (in particular, the pointwise estimate for F (u, v′)), it follows that
|∂v(log(−ν)− log(−ν))| ≤ CA log Λ
(
+ δ2(tB)
)
.
Integrating the above inequality to v from v = v20(u), we arrive at
| log(−ν)− log(−ν)|(u, v) ≤ | log(−ν)− log(−ν)|(u, v20(u)) + CA log Λ
(
+ δ2(tB)
)
|v20(u)− v|.
Since −ν,−ν are uniformly bounded away from 0 (by a universal constant), the first term can be bounded
by
| log(−ν)− log(−ν)|(u, v20(u)) ≤ C|ν˜|(u, v20(u)) ≤ CA log Λ
(
+ δ2(tB)
)
,
which is acceptable. On the other hand, since
|v20(u)− u+ Cγ20 | ≤ CA
(
+ δ2(tB)
)
+ Cδ2
thanks to (8.98), the second term contributes the factor (1 + |u− v − Cγ20 |) in (8.110).
Step 4: Proof of (8.111). We begin by writing
(−ν) = ν
ν
(−ν) = elog(−ν)−log(−ν)(−ν).
By (8.81), (8.107) and (8.110), it follows that
(−ν) ≤ eCA log Λ(+δ2(tB))(1+|u−v−Cγ20 |)e−c(ν)(u−v−Cγ20 )ec(ν)C ,
where c(ν) > 0 is the constant from (8.81). Taking A log Λ( + δ
2
(tB)
) in the exponent sufficiently small
(compared to c(ν)), the desired bound follows with c(ν) =
1
2c(ν). 
As a corollary of Lemma 8.19, we obtain the following obvious bounds on r and 1− µ.
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Corollary 8.20. In the region D(tB), we have
r ≥ 1
2
, (8.117)
0 ≤ 1− µ ≤ 20. (8.118)
Proof. For (8.117), we use (8.77) and (8.108). Nonnegativity of 1 − µ follows from (3.6) together with the
positivity of Ω2. For the upper bound in (8.118), we bound 1− µ ≤ 1 + 2e2r3 ≤ 20 by (8.85) and (8.117). 
Another corollary of (the proof of) Lemma 8.19 is a bound which, as we will see later, concerns the
strength of the red-shift effect of the event horizon of the perturbed solution.
Corollary 8.21. There exists a positive constant cH+ , which depends on |e|, η0 and ω, such that
2($ − e2r )
r2
≥ cH+ > 0 in D(tB) ∩ {r ≤ 20}. (8.119)
Proof. The lower bound (8.119) follows from (8.114), using the difference estimates |$˜| ≤ A( + δ2(tB)),
|e− e| ≤  and (8.108). 
Before we end this subsection, let us note that we have already obtained strong enough estimates for the
geometry of the perturbed spacetime to show that δ(tB) → 0 as tB → ∞. This is given by the following
proposition, which improves over the estimates in Proposition 8.10.
Proposition 8.22. There exists cΛ > 0 depending on Λ > 0 so that
δ2(tB) ≤ Cδ2(1 + cΛtB)−1. (8.120)
Proof. By Proposition 8.10, it suffices to prove the proposition for tB ≥ CΛ. Moreover, since Tt(B) = 1 (and
that by (8.48), T = − 1−µ∂Ur ∂U +
1−µ
∂V
∂V = − 1−µ∂ur ∂u +
1−µ
∂v
∂v), by (8.86), (8.88) and (8.90) (to ensure that
γR0 ⊂ {r ≥ 20}), we have
C−1t(B) ≤ u(tB)f , v(tB)f ≤ Ct(B). (8.121)
We can therefore assume that u(tB)f ≥ CΛ. For C30 defined by the intersection of {r = 30} and {v = 1},
we have by (8.2), (8.78) and (8.80) that C30 ≤ 2Λ. Hence, we can assume that u(tB)f ≥ C30 + 1.
Under these assumptions, we claim that
sup
Cf
(tB)out
| log κ|+
∫
Cf
(tB)out
| log κ|dv ≤Cδ2(1 + cΛtB)−2ω+1, (8.122)
sup
Cf
(tB)in
r| log(−γ)|+
∫
Cf
(tB)in
| log(−γ)|du ≤Cδ2(1 + cΛtB)−1. (8.123)
To prove the claim (8.122), we first note that by (5.64),
sup
Cf
(tB)out
∩{r≤30}
| log κ|+
∫
Cf
(tB)out
∩{r≤30}
| log κ|dv ≤ Cδ2(u(tB)f − C30)−2ω,
sup
Cf
(tB)out
∩{r≥30}
| log κ|+
∫
Cf
(tB)out
∩{r≥30}
| log κ|dv ≤ Cδ2
((
v30(u(tB)f )
)−2ω+1
+ u−2ω(tB)f
)
,
where v30(u(tB)f ) is defined by
49 r(u(tB)f , v10(u(tB)f )) = 30. In deriving the bound for the integral term when
r ≥ 30, we use the observation similar to that in Proposition 8.10 that the v-length of Cf(tB)out ∩ {r ≥ 30} is
bounded by CΛ; and that this can be compensated by either the v decay or the factor Λ−1 in (5.64). The
claim (8.122) is then a consequence of (8.121), the fact C−1Λ ≤ C30 ≤ CΛ (which follows from (8.2), (8.78)
and (8.80)) and the fact v30(u(tB)f ) ≥ C−1(u(tB)f − Cγ20) (which follows from (8.105)).
The claim (8.123) follows from (5.63) and the observation that either u ≥ 12 tB or r ≥ Λ + C−1tB on
Cf(tB)in. This final observation follows from a bound for λ away from 0, which is in turn a consequence of
(8.2), (8.79) and Λ > 100. 
49Note that such a v30(u(tB)f ) exists since u(tB)f ≥ C30 + 1.
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8.8. Vector field multipliers and L2-Hardy-type estimates. Equipped with the bounds on the differ-
ence of geometric quantities, we now analyze the difference φ˜(u, v) = φ(u, v) − φ(u, v) of the scalar field.
Clearly, φ˜ solves the equation
∂u∂vφ˜+
λ
r
∂uφ˜+
ν
r
∂vφ˜ = −
(
λ
r
− λ
r
)
∂uφ−
(
ν
r
− ν
r
)
∂vφ. (8.124)
The purpose of this subsection is to derive some basic energy and L2 identities for analysis of (8.124). We
prove four types of energy identities, all by multiplying appropriate vector fields:
• Almost conserved energy (Lemma 8.23). This estimate gives control of the energy on null
curves, with degenerating weight near H+. We use the vector field
T =
1− µ
λ
∂v +
1− µ
(−ν) ∂u, (8.125)
which we already used in Section 8.7.
• Integrated local energy decay (or Morawetz) estimate (Lemma 8.24). This estimate gives
the spacetime term in (8.31). We use the vector field
X = f(r)
(
−1− µ
λ
∂v +
1− µ
(−ν) ∂u
)
(8.126)
for an appropriate choice of f . This vector field also leads to control of
∫∫
r3−η0 λ(−ν)1−µ (∂vφ˜)
2(∂uφ˜)
2 dudv,
which is important for controlling nonlinear terms in φ˜ in the energy estimate (Section 8.9); see Re-
mark 8.34 below.
To control the zeroth order term in the spacetime term in (8.31) in a large-r region, we use
X(rad) =
1
λ
∂v − 1
(−ν)∂u, (8.127)
which approaches X with f = −1 as r → ∞. Note that, when restricted to the Minkowski space
($ = e = 0), X(rad) coincides with the radial vector field 2∂r used by Morawetz [32].
Furthermore, to obtain a refined integrated local energy decay estimate for ∂vφ˜ near H+ (see
Remark 8.33), we use the vector field
Ξ = e−cΞ(u−v−Cγ20 )∂v (8.128)
for some cΞ > 0 to be chosen. Unlike all other vector fields we consider, Ξ is coordinate-dependent
and irregular across H+ in general.
• Red-shift estimate (Lemma 8.27). This estimate provides control of the nondegenerate energy
near H+ in (8.31). We use the vector field
Y =
χH+(r)
(−ν) ∂u (8.129)
where χH+(r) is a suitable cutoff near H+.
• log r-weighted energy (or Dafermos–Rodnianski) estimate (Lemma 8.28). This estimate
is a variant of the rp-weighted energy estimate of Dafermos–Rodnianski. It is used to prove (8.32),
which in turn is important for closing the bootstrap assumptions for log(−γ)− log(−γ). We use the
vector field
Z =
log(1 + r)
λ
∂v. (8.130)
Also, we prove L2-Hardy-type estimates on null curves (Lemma 8.29 and Lemma 8.30). Lemma 8.29 is
used to relate ∂v(rφ˜) with ∂vφ˜, and can be thought of as a variant of the L
2 Hardy inequality. Lemma 8.30
is the optimal L2 Hardy inequality, which is used to control lower order terms involving φ˜ using ∂vφ˜.
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Energy identities. Let O be an open set such that O ⊆ D(tB). In the following six lemmas (Lemmas 8.23–
8.28), we let φ˜ ∈ C2(O) be a solution to the inhomogeneous wave equation
∂u∂vφ˜+
λ
r
∂uφ˜+
ν
r
∂vφ˜ = F. (8.131)
with some forcing term F ∈ C0(O).
We start with the vector field T in (8.125)
Lemma 8.23 (Almost conserved energy). We have
∂u
(
1
2
1− µ
λ
(∂vφ˜)
2r2
)
+ ∂v
(
1
2
1− µ
(−ν) (∂uφ˜)
2r2
)
=F
(
1− µ
λ
∂vφ˜+
1− µ
(−ν) ∂uφ˜
)
r2
+
1
2
1− µ
λ(−ν)r
3
(
(∂uφ)
2 + 2∂uφ∂uφ˜
)
(∂vφ˜)
2 − 1
2
1− µ
λ(−ν)r
3
(
(∂vφ)
2 + 2∂vφ∂vφ˜
)
(∂uφ˜)
2.
(8.132)
Proof. We multiply (8.131) by r2T φ˜ and compute:(
∂u∂vφ˜+
λ
r
∂uφ˜+
ν
r
∂vφ˜
)
r2
(
1− µ
λ
∂vφ˜+
1− µ
(−ν) ∂uφ˜
)
=∂u
(
1
2
1− µ
λ
r2(∂vφ˜)
2
)
+ ∂v
(
1
2
1− µ
(−ν) r
2(∂uφ˜)
2
)
− 1
2
∂u
(
1− µ
λ
r2
)
(∂vφ˜)
2 − 1
2
∂v
(
1− µ
(−ν) r
2
)
(∂uφ˜)
2
+ λr
1− µ
λ
∂uφ˜∂vφ˜+ λr
1− µ
(−ν) (∂uφ˜)
2 − (−ν)r1− µ
λ
(∂vφ˜)
2 − (−ν)r1− µ
(−ν) ∂uφ˜∂vφ˜
=∂u
(
1
2
1− µ
λ
r2(∂vφ˜)
2
)
+ ∂v
(
1
2
1− µ
(−ν) r
2(∂uφ˜)
2
)
− 1
2
∂u
(
1− µ
λ
)
r2(∂vφ˜)
2 +
1
2
∂v
(
1− µ
ν
)
r2(∂uφ˜)
2.
Recalling the equations (2.7) for ∂u
1−µ
λ = ∂uκ
−1 and ∂v 1−µν = ∂uγ
−1, we see that the last line is equal to
1
2
1− µ
λν
r3(∂uφ)
2(∂vφ˜)
2 − 1
2
1− µ
λν
r3(∂vφ)
2(∂uφ˜)
2
=
1
2
1− µ
λν
r3
(
(∂uφ)
2 + 2∂uφ∂uφ˜
)
(∂vφ˜)
2 − 1
2
1− µ
λν
r3
(
(∂vφ)
2 + 2∂vφ∂vφ˜
)
(∂uφ˜)
2,
which completes the proof. 
Next, we consider the vector field X in (8.126).
Lemma 8.24 (Morawetz). Let f be a C2 function on (0,∞). Denoting f = f(r), f ′ = ddrf(r) and
f ′′ = d
2
dr2 f(r), we have
− 1
2
f ′
(
1− µ
λ
(−ν)(∂vφ˜)2 + 1− µ
(−ν) λ(∂uφ˜)
2
)
r2 − 2f 1− µ
r
∂uφ˜∂vφ˜ r
2
+
1
2
f
1− µ
λ(−ν)r
3(∂vφ)
2(∂uφ˜)
2 +
1
2
f
1− µ
λ(−ν)r
3(∂uφ)
2(∂vφ˜)
2
=∂u
(
f
2
1− µ
λ
(∂vφ˜)
2r2
)
− ∂v
(
f
2
1− µ
(−ν) (∂uφ˜)
2r2
)
+ Ff
(
−1− µ
λ
∂vφ˜+
1− µ
(−ν) ∂uφ˜
)
r2.
(8.133)
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Moreover, we also have
− 1
2
f ′
(
1− µ
λ
(−ν)(∂vφ˜)2 + 1− µ
(−ν) λ(∂uφ˜)
2
)
r2 + f
4$ − 2e2r
r2
∂uφ˜∂vφ˜ r
2
+
(
f ′′rλ(−ν) + (f ′r − f)2($ −
e2
r )
r2
λ(−ν)
1− µ
)
φ˜2
+
1
2
f
1− µ
λ(−ν)r
3(∂vφ)
2(∂uφ˜)
2 +
1
2
f
1− µ
λ(−ν)r
3(∂uφ)
2(∂vφ˜)
2
=∂u
(
f
2
1− µ
λ
(∂vφ˜)
2r2 +
1
2
∂v(frφ˜
2)− f ′λrφ˜2
)
− ∂v
(
f
2
1− µ
(−ν) (∂uφ˜)
2r2 − 1
2
∂u(frφ˜
2)− f ′(−ν)rφ˜2
)
+ Ff
(
−1− µ
λ
∂vφ˜+
1− µ
(−ν) ∂uφ˜− 2
φ˜
r
)
r2.
(8.134)
Proof. We multiply (8.131) by r2Xφ˜ and compute:(
∂u∂vφ˜+
λ
r
∂uφ˜+
ν
r
∂vφ˜
)
r2f
(
−1− µ
λ
∂vφ˜+
1− µ
(−ν) ∂uφ˜
)
=− ∂u
(
f
2
1− µ
λ
r2(∂vφ˜)
2
)
− ∂v
(
f
2
1− µ
ν
r2(∂uφ˜)
2
)
+
1
2
∂u
(
f
1− µ
λ
r2
)
(∂vφ˜)
2 − 1
2
∂v
(
f
1− µ
(−ν) r
2
)
(∂uφ˜)
2
− λf 1− µ
λ
r∂uφ˜∂vφ˜+ λf
1− µ
(−ν) r(∂uφ˜)
2 + (−ν)f 1− µ
λ
r(∂vφ˜)
2 − (−ν)f 1− µ
(−ν) r∂uφ˜∂vφ˜
=∂u
(
−f
2
1− µ
λ
r2(∂vφ˜)
2
)
+ ∂v
(
f
2
1− µ
(−ν) r
2(∂uφ˜)
2
)
− 1
2
f ′
(
1− µ
λ
(−ν)r2(∂vφ˜)2 + 1− µ
(−ν) λr
2(∂uφ˜)
2
)
+
1
2
f
1− µ
λ(−ν)r
3(∂vφ)
2(∂uφ˜)
2 +
1
2
f
1− µ
λ(−ν)r
3(∂uφ)
2(∂vφ˜)
2
− 2f(1− µ)r∂uφ˜∂vφ˜.
This proves the first identity. To prove the second identity, we use (8.131) and the equation (2.8) for
∂u∂vr to rewrite the term 2fr∂uφ˜∂vφ˜ as follows:
2fr∂uφ˜∂vφ˜ =∂u
(
2frφ˜∂vφ˜
)
− 2(∂uf)rφ˜∂vφ˜− 2fφ˜∂u(r∂vφ˜)
=∂u
(
2frφ˜∂vφ˜
)
− 2frφ˜
(
∂u∂vφ˜+
λ
r
∂uφ˜+
ν
r
∂vφ˜
)
− f ′rν∂vφ˜2 + fλ∂uφ˜2
=∂u
(
2frφ˜∂vφ˜
)
− 2frφ˜
(
∂u∂vφ˜+
λ
r
∂uφ˜+
ν
r
∂vφ˜
)
+ ∂u
(
fλφ˜2
)
− ∂v
(
(f ′rν)φ˜2
)
+ ∂v(f
′rν)φ˜2 − ∂u(fλ)φ˜2
=∂u∂v
(
frφ˜2
)
− ∂u
(
f ′rλφ˜2
)
− ∂v
(
f ′rνφ˜2
)
− 2frφ˜
(
∂u∂vφ˜+
λ
r
∂uφ˜+
ν
r
∂vφ˜
)
+ f ′′rλνφ˜2 + (f ′r − f)2($ −
e2
r )
r2
λν
1− µφ˜
2.
(8.135)
Finally, splitting the term ∂u∂v(frφ˜
2) = 12∂u(∂v(frφ˜
2)) + 12∂v(∂u(frφ˜
2)), (8.134) follows. 
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We consider now the variant X(rad) of X (with f = −1) defined in (8.127).
Lemma 8.25. We have
1
2
∂u
(
λφ˜2 + 2φ˜∂vφ˜r +
1
λ
(∂vφ˜)
2r2
)
− 1
2
∂v
(
(−ν)φ˜2 − 2rφ˜∂uφ˜+ 1
(−ν) (∂uφ˜)
2r2
)
+
2($ − e2r )
r2
λ(−ν)
1− µ φ˜
2
=F
(
1
λ
∂vφ˜− 1
(−ν)∂uφ˜+ 2
φ˜
r
)
r2 +
($ − e2r )
r2
(
(−ν)
1− µ
1
λ
(∂vφ˜)
2 +
λ
1− µ
1
(−ν) (∂uφ˜)
2
)
r2.
(8.136)
Proof. As in Lemma 8.24, we first compute(
∂u∂vφ˜+
λ
r
∂uφ˜+
ν
r
∂vφ˜
)
r2
(
1
λ
∂vφ˜− 1
(−ν)∂uφ˜
)
=∂u
(
1
2
1
λ
r2(∂vφ˜)
2
)
− ∂v
(
1
2
1
(−ν)r
2(∂uφ˜)
2
)
− 1
2
∂u
(
1
λ
r2
)
(∂vφ˜)
2 +
1
2
∂v
(
1
(−ν)r
2
)
(∂uφ˜)
2
+ λ
1
λ
r∂uφ˜∂vφ˜− λ 1
(−ν)r(∂uφ˜)
2 − (−ν) 1
λ
r(∂vφ˜)
2 + (−ν) 1
(−ν)r∂uφ˜∂vφ˜
=∂u
(
1
2
1
λ
r2(∂vφ˜)
2
)
− ∂v
(
1
2
1
(−ν)r
2(∂uφ˜)
2
)
+ 2r∂uφ˜∂vφ˜
− 1
2
(−∂u∂vr)
(
1
λ2
(∂vφ˜)
2 +
1
(−ν)2 (∂uφ˜)
2
)
r2.
Then for the term 2r∂uφ˜∂vφ˜, we use (8.135) with f = 1 and rearrange terms. 
We also record a computation concerning Ξ defined in (8.128).
Lemma 8.26. For any constant cΞ > 0, we have
∂u
(
1
2
e−cΞ(u−v−Cγ20 )r2(∂vφ˜)2
)
+
cΞ
2
e−cΞ(u−v−Cγ20 )r2(∂vφ˜)2
=e−cΞ(u−v−Cγ20 )F∂vφ˜r2 + e−cΞ(u−v−Cγ20 )λr∂uφ˜∂vφ˜.
(8.137)
Proof. Let h(u, v) = e−cΞ(u−v−Cγ20 ). We compute(
∂u∂vφ˜+
λ
r
∂uφ˜+
ν
r
∂vφ˜
)
hr2∂vφ˜ = ∂u
(
1
2
hr2(∂vφ˜)
2
)
− 1
2
(∂uh)r
2(∂vφ˜)
2 + λrh∂uφ˜∂vφ˜.
Since −∂uh = cΞe−cΞ(u−v−Cγ20 ), the lemma follows. 
Next, we consider the vector field Y in (8.129).
Lemma 8.27 (Red-shift). Let χH+ be a C1 function on (0,∞). We have
∂v
(
1
2
χH+(r)
(−ν) (∂uφ˜)
2r2
)
+ χH+(r)
($ − e2r )κ
r2
1
(−ν) (∂uφ˜)
2r2
=F
(
χH+(r)
(−ν) ∂uφ˜
)
r2
+ χ′H+(r)
λ
2
1
(−ν) (∂uφ˜)
2r2 +
χH+(r)
r2
∂vφ˜∂uφ˜ r
2.
(8.138)
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Proof. We multiply (8.131) by r2Y φ˜ and compute:(
∂u∂vφ˜+
λ
r
∂uφ˜+
ν
r
∂vφ˜
)
r2
(
χH+(r)
(−ν) ∂uφ˜
)
=∂v
(
1
2
r2
χH+(r)
(−ν) (∂uφ˜)
2
)
− 1
2
∂v
(
r2
χH+(r)
(−ν)
)
(∂uφ˜)
2
+ λr
χH+(r)
(−ν) (∂uφ˜)
2 + νr
χH+(r)
(−ν) ∂vφ˜∂uφ˜
=∂v
(
1
2
r2
χH+(r)
(−ν) (∂uφ˜)
2
)
+
(
$ − e
2
r
)
κ
(−ν)χH+(r)(∂uφ˜)
2
− 1
2
λ
χ′H+(r)
(−ν) (∂uφ˜)
2r2 − rχH+(r)∂vφ˜∂uφ˜.
In the last equality, we have used the equation (2.8) for ∂u∂vr. 
Finally, we consider the vector field Z in (8.130).
Lemma 8.28 (log r-weighted energy). We have
∂u
(
1
2
log(1 + r)
λ
(∂v(rφ˜))
2
)
+ ∂v
(
1
2
log(1 + r)
λ
r(−∂u∂vr)φ˜2
)
+
1
2
(−ν)
1 + r
1
λ
(∂v(rφ˜))
2
=F
r log(1 + r)
λ
∂v(rφ˜) +
log(1 + r)
2
−∂u∂vr
λ
1
λ
(∂v(rφ˜))
2 +
1
2
∂v
(
log(1 + r)
r
(−∂u∂vr)
λ
)
r2φ˜2.
(8.139)
Proof. Let g(r) = log(1 + r). We first rewrite (8.131) in the form
∂u∂v(rφ˜)− (∂u∂vr)φ˜ = rF.
We multiply this equation by g(r)λ ∂v(rφ˜). Then(
∂u∂v(rφ˜)− (∂u∂vr)φ˜
) g(r)
λ
∂v(rφ˜)
=∂u
(
1
2
g(r)
λ
(∂v(rφ˜))
2
)
− 1
2
∂u
(
g(r)
λ
)
(∂v(rφ˜))
2
+ ∂v
(
−1
2
g(r)
λ
r(∂u∂vr)φ˜
2
)
+
1
2
∂v
(
g(r)
r
∂u∂vr
λ
)
r2φ˜2.
Expanding the second term on the RHS (by the product rule) and rearranging terms, we arrive at (8.139). 
L2-Hardy-type identities. Next, we state and prove an L2 identity on outgoing null curves, which relates
∂(rf) with ∂f .
Lemma 8.29. Let α ∈ R and 1 ≤ v1 < v2. For any C1 function f on Cu ∩ {v ∈ [v1, v2]}, we have
α
∫ v2
v1
rαλf2(u, v) dv +
∫ v2
v1
rα
λ
(∂v(rf))
2
(u, v) dv + r1+αf2(u, v1)
=
∫ v2
v1
r2+α
λ
(∂vf)
2
(u, v) dv + r1+αf2(u, v2).
(8.140)
Similarly, for any C1 function f on Cv ∩ {u ∈ [u1, u2]}, we have
α
∫ u2
u1
rα(−ν)f2(u, v) du+
∫ u2
u1
rα
(−ν) (∂u(rf))
2
(u, v) du+ r1+αf2(u2, v)
=
∫ u2
u1
r2+α
(−ν) (∂uf)
2
(u, v) du+ r1+αf2(u1, v).
(8.141)
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Proof. We only prove (8.140), as the proof of (8.141) is entirely analogous. We fix u, and omit the u-
dependence of all functions. We compute∫ v2
v1
rα
λ
(∂v(rf))
2
(v) dv =
∫ v2
v1
rα
λ
(λf + r∂vf)
2
(v) dv
=
∫ v2
v1
r2+α
λ
(∂vf)
2(v) dv +
∫ v2
v1
r1+α∂vf
2(v) dv +
∫ v2
v1
rαλf2(v) dv
=
∫ v2
v1
r2+α
λ
(∂vf)
2(v) dv − α
∫ v2
v1
rαλf2(v) dv
+ r1+α(v2)f
2(v2)− r1+α(v1)f2(v1). 
In fact, essentially the same computation proves one-dimensional Hardy-type inequalities.
Lemma 8.30. Let α ∈ R, (u, v) ∈ D(tB), 1 ≤ v1 < v2 and 1 ≤ u1 < u2. For any C1 function f on
Cu ∩ {v ∈ [v1, v2]}, we have
(α+ 1)2
4
∫ v2
v1
rαλf2(u, v) dv +
∫ v2
v1
rα
λ
(
r∂vf +
α+ 1
2
λf
)2
(u, v) dv +
α+ 1
2
r1+αf2(u, v1)
=
∫ v2
v1
r2+α
λ
(∂vf)
2
(u, v) dv +
α+ 1
2
r1+αf2(u, v2).
(8.142)
Similarly, for any C1 function f on Cv ∩ {u ∈ [u1, u2]}, we have
(α+ 1)2
4
∫ u2
u1
rα(−ν)f2(u, v) du+
∫ u2
u1
rα
(−ν)
(
r∂uf +
α+ 1
2
(−ν)f
)2
(u, v) du+
α+ 1
2
r1+αf2(u2, v)
=
∫ u2
u1
r2+α
(−ν) (∂uf)
2
(u, v) du+
α+ 1
2
r1+αf2(u1, v).
(8.143)
Proof. Equation (8.142) is proved by exactly the same computation as Lemma 8.29, except we replace
λf + r∂vf by
α+1
2 λf + r∂vf . Moreover, (8.143) is proved by simply switching u and v. We omit the
details. 
8.9. Proof of the energy estimates. We now put together the identities proved in Section 8.8 and prove
energy estimates. The main result we establish here is Proposition 8.31 below. We also prove the improved
integrated local energy decay for ∂vφ˜, which quickly follows from Lemma 8.28 once Proposition 8.31 is
proved.
Statement of energy estimates. To properly state the energy estimates, we need to define the restriction
(Γ(tB)τ )τ∈[1,∞) of the foliation (Γτ )τ∈[1,∞) to D(tB). More precisely, we define
D(tB)(τ1, τ2) = ∪τ∈(τ1,τ2) Γ(tB)τ , Γ(tB)τ = Γ(in)(tB)τ ∪ Γ
(out)
(tB)τ
,
Γ
(in)
(tB)τ
=Γ(in)τ ∩ D(tB) = {(u, v) ∈ D(tB) : v = vR0(τ), u ∈ [τ,∞)},
Γ
(out)
(tB)τ
=Γ(out)τ ∩ D(tB) = {(u, v) ∈ D(tB) : u = τ, v ∈ [vR0(τ),∞)}.
Moreover, we define the restricted null curves
C(tB)u(τ1, τ2) = Cu ∩ D(tB)(τ1, τ2), C(tB)v(τ1, τ2) = Cv ∩ D(tB)(τ1, τ2).
In particular, we write
H+(tB)(τ1, τ2) =C(tB)u(tB)f (τ1, τ2) = {(u(tB)f , v) : v ∈ [vR0(τ1), vR0(τ2)]},
I+(tB)(τ1, τ2) =C(tB)v(tB)f (τ1, τ2) = {(u, v(tB)f ) : u ∈ [τ1, τ2]}.
Despite the notation, note that H+(tB)(τ1, τ2) [resp. I
+
(tB)
(τ1, τ2)] does not lie in the event horizon [resp. null
infinity] of the background or the perturbed solution. Nevertheless, it tends to H+(τ1, τ2) [resp. I+(τ1, τ2)]
as tB →∞, which justifies our notation.
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With the proper definitions in place, we now make the following simplifying convention: Since tB is fixed
throughout the argument, we drop the tB-dependence of the above objects and simply write D(τ1, τ2) =
D(tB)(τ1, τ2), Γτ = Γ(tB)τ etc. We also write uf = u(tB)f and vf = v(tB)f for the final u = u(tB) and
v = v(tB) coordinates in D(tB).
Proposition 8.31. For every 1 ≤ τ1 ≤ τ2, we have∫
Γ
(in)
τ2
1
(−ν) (∂uφ˜)
2r2 du+
∫
Γ
(out)
τ2
κ−1(∂vφ˜)2r2 dv
+
∫
I+(τ1,τ2)
1
(−ν) (∂uφ˜)
2r2 du+
∫
H+(τ1,τ2)
κ−1(∂vφ˜)2r2 dv
+
∫∫
D(τ1,τ2)
1
r1+η0
(
1
(−ν) (∂uφ˜)
2 + κ−1(−ν)(∂vφ˜)2 + φ˜
2
r2
)
r2 dudv
≤C
(∫
Γ
(in)
τ1
1
(−ν) (∂uφ˜)
2r2 du+
∫
Γ
(out)
τ1
κ−1(∂vφ˜)2r2 dv
)
+ CA2(log2 Λ)τ−2ω+1+η01 δ
2
(
+ δ2(tB)
)2
+ Crφ˜2(τ1, vf ).
(8.144)
Moreover, we also have
sup
v∈[vR0 (τ1),vR0 (τ2)]
∫
Cv(τ1,τ2)
1
(−ν) (∂uφ˜)
2r2 du+ sup
u∈[τ1,τ2]
∫
Cu(τ1,τ2)
κ−1(∂vφ˜)2r2 dv
≤C
(∫
Γ
(in)
τ1
1
(−ν) (∂uφ˜)
2r2 du+
∫
Γ
(out)
τ1
κ−1(∂vφ˜)2r2 dv
)
+ CA2(log2 Λ)τ−2ω+1+η01 δ
2
(
+ δ2(tB)
)2
+ Crφ˜2(τ1, vf ).
(8.145)
Remark 8.32. The zeroth order term rφ˜2(τ1, vf ) at the future endpoint of Γ
(out)
τ1 is needed to control lower
order terms. Note that this term vanishes as tB → 0, since both φ and φ decay with the rate r−1. In the
course of our bootstrap argument, this term is initially controlled by C2; see Corollary 8.40 below.
Our goal is to simultaneously prove (8.144) and (8.145). For the proof of (8.144), and also for later use,
it is convenient to introduce (for any 1 ≤ τ1 ≤ τ2)
E[φ˜](τ1, τ2) = sup
τ ′∈[τ1,τ2]
(∫
Γ
(in)
τ′
1
(−ν) (∂uφ˜)
2r2 du+
∫
Γ
(out)
τ′
κ−1(∂vφ˜)2r2 dv
)
+
∫
I+(τ1,τ2)
1
(−ν) (∂uφ˜)
2r2 du+
∫
H+(τ1,τ2)
κ−1(∂vφ˜)2r2 dv
+
∫∫
D(τ1,τ2)
1
r1+η0
(
1
(−ν) (∂uφ˜)
2 + κ−1(−ν)(∂vφ˜)2 + (−ν) φ˜
2
r2
)
r2 dudv
+
∫∫
D(τ1,τ2)∩{r≤20}
e−
1
2 c(ν)(u−v−Cγ20 )(∂vφ˜)2r2 dudv (8.146)
+
∫∫
D(τ1,τ2)
1− µ
λ(−ν)r
3−η0(∂uφ˜)2(∂vφ˜)2 dudv. (8.147)
where c(ν) > 0 is as in (8.111).
Roughly speaking, the proofs of (8.144) and (8.145) consist of two steps. First, we use the computation
in the previous subsection to show that E[φ˜](τ1, τ2) and the LHS of (8.145) can be controlled by the nonde-
generate energy at τ1 up to some error term E (Lemma 8.35 and Lemma 8.36). Second, we prove that the
error term E is controlled (Lemma 8.37–Lemma 8.39).
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Remark 8.33 (Improved integrated local energy decay of ∂vφ˜ near H+). The term (8.146) in E[φ˜](τ1, τ2)
gives an improved control of ∂vφ˜ near H+, and it plays an important role in handling error terms near H+
(see Lemma 8.39 below). This term is obtained using the irregular vector field Ξ defined in (8.128).
Remark 8.34 (Interaction Morawetz term). The weighted spacetime integral for (∂vφ˜)
2(∂uφ˜)
2 in E[φ˜](τ1, τ2)
(see (8.147)) arises from the Morawetz vector field (see (8.134)), and it is useful for treating error terms in
the T -estimate that are nonlinear in φ˜ (see Lemma 8.39 below). We dub this the interaction Morawetz term,
in view of its resemblance to the interaction potential estimate in the (1 + 1)-dimensional conservation laws
literature.
Combination of the vector field identities. As outlined above, we begin by controlling E[φ˜](τ1, τ2) using the
identities in Section 8.8, up to an error term E(τ1, τ2) that we decompose carefully for the next step.
Lemma 8.35. For every 1 ≤ τ1 ≤ τ2, we have
E[φ˜](τ1, τ2) ≤ C
(∫
Γ
(in)
τ1
1
(−ν) (∂uφ˜)
2r2 du+
∫
Γ
(out)
τ1
κ−1(∂vφ˜)2r2 dv + rφ˜2(τ1, vf ) + E(τ1, τ2)
)
. (8.148)
The error E(τ1, τ2) ≥ 0 admits a decomposition of the form
E(τ1, τ2) = Enear(τ1, τ2) + Efar(τ1, τ2) + Enonlin(τ1, τ2),
where
Enear(τ1, τ2) =
∫∫
D(τ1,τ2)∩{r≤20}
(∣∣∣∣λr − λr
∣∣∣∣ ∣∣∂uφ∣∣+ ∣∣∣∣νr − νr
∣∣∣∣ ∣∣∂vφ∣∣)( 1(−ν) |∂uφ˜|+ |∂vφ˜|+ |φ˜|
)
dudv,
Efar(τ1, τ2) =
∫∫
D(τ1,τ2)∩{r≥20}
(∣∣∣∣λr − λr
∣∣∣∣ ∣∣∂uφ∣∣+ ∣∣∣∣νr − νr
∣∣∣∣ ∣∣∂vφ∣∣)
(
|∂uφ˜|+ |∂vφ˜|+ |φ˜|
r
)
r2 dudv,
Enonlin(τ1, τ2) =
∫∫
D(τ1,τ2)
1− µ
λ(−ν)r
3
(
(∂uφ)
2 + |∂uφ||∂uφ˜|
)
(∂vφ˜)
2 dudv
+
∫∫
D(τ1,τ2)
1− µ
λ(−ν)r
3
(
(∂vφ)
2 + |∂vφ||∂vφ˜|
)
(∂uφ˜)
2 dudv.
Proof. To simplify the notation, in this proof we omit the line and area elements du, dv and dudv. In view
of (8.124), we apply the results in Section 8.8 with
F = −
(
λ
r
− λ
r
)
∂uφ−
(
ν
r
− ν
r
)
∂vφ.
We proceed in several steps.
Step 1: A weaker energy estimate. We begin by proving a weaker version of (8.148), with sub-optimal
weights and no control of φ˜2. More precisely, for any 1 ≤ τ1 ≤ τ2 we define
Ew[φ˜](τ1, τ2) = sup
τ ′∈[τ1,τ2]
(∫
Γ
(in)
τ′
1
(−ν) (∂uφ˜)
2r2 +
∫
Γ
(out)
τ′
κ−1(∂vφ˜)2r2
)
+
∫
I+(τ1,τ2)
1
(−ν) (∂uφ˜)
2r2 +
∫
H+(τ1,τ2)
κ−1(∂vφ˜)2r2
+
∫∫
D(τ1,τ2)
1
r4
(
1
(−ν) (∂uφ˜)
2 + κ−1(−ν)(∂vφ˜)2
)
r2
+
∫∫
D(τ1,τ2)
1− µ
λ(−ν)
(
(∂vφ)
2(∂uφ˜)
2 + (∂uφ)
2(∂vφ˜)
2
)
.
We claim that for every 1 ≤ τ1 ≤ τ2 we have
Ew[φ˜](τ1, τ2) ≤ C
(∫
Γ
(in)
τ1
1
−ν (∂uφ˜)
2r2 +
∫
Γ
(out)
τ1
κ−1(∂vφ˜)2r2 + E(τ1, τ2)
)
. (8.149)
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Let X0 be given by (8.126) with f(r) = r
−3, i.e.,
X0 = r
−3
(
−1− µ
λ
∂v +
1− µ
(−ν) ∂u
)
.
Also, let Y be given by (8.129) with χH+(r) a smooth non-negative function, with 0 ≤ χ ≤ 1, which equals
1 on {r ≤ 10} and 0 on {r ≥ 20}. To prove (8.149), the idea is to use a multiplier of the form
aT + bX0 + cY.
That is, we sum up a× (8.132) + b× (8.133) + c× (8.138), integrate over D(τ1, τ2), obtain boundary terms
from the exact derivatives and choose a, b, c ≥ 0 appropriately.
We start by computing the contribution of the LHSs of these identities. For the T vector field, we observe
that ∫
Γ
(in)
τ2
1
2
1− µ
(−ν) (∂uφ˜)
2r2 +
∫
Γ
(out)
τ2
1
2
κ−1(∂vφ˜)2r2
+
∫
I+(τ1,τ2)
1
2
1− µ
(−ν) (∂uφ˜)
2r2 +
∫
H+(τ1,τ2)
1
2
κ−1(∂vφ˜)2r2
≤
∫∫
D(τ1,τ2)
(LHS of (8.132)) +
∫
Γ
(in)
τ1
1
2
1− µ
(−ν) (∂uφ˜)
2r2 +
∫
Γ
(out)
τ1
1
2
κ−1(∂vφ˜)2r2.
(8.150)
Next, we consider X0. On the LHS of (8.133), since f ≥ 0 and −f ′ ≥ 0, the only term with non-consistent
sign is 2fr−1(1− µ)∂uφ˜∂vφ˜r2. For this term, we apply Cauchy-Schwarz and estimate∣∣∣2r−4(1− µ)∂uφ˜∂vφ˜r2∣∣∣ ≤ r−4(1− µ
λ
(−ν)(∂vφ˜)2 + 1− µ
(−ν) λ(∂uφ˜)
2
)
r2.
On the other hand, since − 12f ′ = 32r−4, the first term on the LHS of (8.133) equals
3
2
r−4
(
1− µ
λ
(−ν)(∂vφ˜)2 + 1− µ
(−ν) λ(∂uφ˜)
2
)
r2.
Therefore, we see that
1
2
∫∫
D(τ1,τ2)
r−4
(
1− µ
λ
(−ν)(∂vφ˜)2 + 1− µ
(−ν) λ(∂uφ˜)
2
)
r2
+
1
2
∫∫
D(τ1,τ2)
1− µ
λ(−ν)
(
(∂vφ)
2(∂uφ˜)
2 + (∂uφ)
2(∂vφ˜)
2
)
≤
∫∫
D(τ1,τ2)
(LHS of (8.133)).
(8.151)
Finally, by (8.119) and our choice of χH+ , we have∫
Γ
(in)
τ2
∩{r≤10}
1
2
1
(−ν) (∂uφ˜)
2r2 +
cH+
2
∫∫
D(τ1,τ2)∩{r≤10}
1
(−ν) (∂uφ˜)
2r2
≤
∫∫
D(τ1,τ2)
(LHS of (8.138)) +
∫
Γ
(in)
τ1
∩{r≤20}
1
2
1
(−ν) (∂uφ˜)
2r2.
(8.152)
We now bound the contribution of the RHSs, using E(τ1, τ2) as well as the preceding lower bounds. For
the T vector field, we simply have the bound∣∣∣∣∣
∫∫
D(τ1,τ2)
(RHS of (8.132))
∣∣∣∣∣ ≤ CE(τ1, τ2), (8.153)
where the contribution of F is controlled by Enear + Efar, and the rest by Enonlin. For X0, the first line
of the RHS of (8.133) contributes boundary integrals, which can be controlled using (8.150) and the initial
90
energy for some CX0 > 0:∣∣∣∣∣
∫∫
D(τ1,τ2)
∂u
(
f
2
1− µ
λ
(∂vφ˜)
2r2
)
−
∫∫
D(τ1,τ2)
∂v
(
f
2
1− µ
(−ν) (∂uφ˜)
2r2
)∣∣∣∣∣
≤CX0
(∫∫
D(τ1,τ2)
(LHS of (8.132)) +
∫
Γ
(in)
τ1
1
2
1− µ
(−ν) (∂uφ˜)
2r2 +
∫
Γ
(out)
τ1
1
2
κ−1(∂vφ˜)2r2
)
.
(8.154)
On the other hand, for the second line of the RHS of (8.133) we have∣∣∣∣∣
∫∫
D(τ1,τ2)
Ff
(
−1− µ
λ
∂vφ˜+
1− µ
(−ν) ∂uφ˜
)
r2
∣∣∣∣∣ ≤ C(Enear(τ1, τ2) + Efar(τ1, τ2)). (8.155)
Finally, we turn to Y . For the first line on the RHS of (8.138), we have∣∣∣∣∣
∫∫
D(τ1,τ2)
F
(
χH+(r)
(−ν) ∂uφ˜
)
r2
∣∣∣∣∣ ≤ CEnear(τ1, τ2). (8.156)
On the other hand, in view of (8.151), the remainder of the RHS of (8.138) can be bounded as follows for
some CY > 0:∣∣∣∣∣
∫∫
D(τ1,τ2)
χ′H+
λ
2r2
1
(−ν) (∂uφ˜)
2r2 +
χH+
r2
∂vφ˜∂uφ˜ r
2
∣∣∣∣∣ ≤ CY
∫∫
D(τ1,τ2)
(LHS of (8.133)). (8.157)
In conclusion, we see that if we choose c = 1, b = 1 + cCY and a = 1 + bCX0 , then (8.149) follows.
Step 2: Control of the zeroth order term. The goal of this step is to get a preliminary control of the zeroth
order term. The key claim is as follows: For any ε > 0 and a sufficiently large number R1 > 40, we have∫∫
D(τ1,τ2)∩{R1≤r≤2R1}
1
r
(
(∂vφ˜)
2 + (∂uφ˜)
2 +
1
r2
φ˜2
)
r2
≤CR1,ε
(
Ew[φ˜](τ1, τ2) + rφ˜
2(τ1, vf )
)
+ CE(τ1, τ2)
+ C
ε1−η0
R1−η01
∫∫
D(τ1,τ2)∩{r≥ε−1R1}
1
r1+η0
(
1
(−ν) (∂uφ˜)
2 + κ−1(−ν)(∂vφ˜)2
)
r2.
(8.158)
Note that the last term on the RHS is multiplied by an arbitrarily small factor ε1−η0 , and is moreover
integrated only over r ≥ ε−1R1, which is well-separated from the region {R1 ≤ r ≤ 2R1} controlled by the
LHS. These features allow us to handle this term in the last step below.
To prove (8.158), we use the vector field X(rad) in (8.127). Let χR1(r) be a smooth non-decreasing function
such that
χR1(r) = 0 in {r ≤
R1
2
}, χR1(r) = 1 in {r ≥ 4R1}, χ′R1 ≥
1
10r
in {R1 ≤ r ≤ 2R1}, |χ′R1 | ≤
10
r
.
We multiply (8.136) by χR1(r) and integrate by parts. Concerning the LHS, we claim that∫∫
D(τ1,τ2)
1
2
χ′R1(r)λ(−ν)φ˜2 +
∫∫
2($ − e2r )
r2
λ(−ν)
1− µ φ˜
2
≤
∫∫
D(τ1,τ2)
χR1(LHS of (8.136)) + C(Ew[φ˜](τ1, τ2) + rφ˜
2(τ1, vf )),
(8.159)
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We show how to treat the first term on the LHS of (8.136) in detail. We have∫∫
D(τ1,τ2)
χR1(r)
1
2
∂u
(
λφ˜2 + 2φ˜∂vφ˜r +
1
λ
(∂vφ˜)
2r2
)
=
∫∫
D(τ1,τ2)
χ′R1(r)
(−ν)
2
(
λφ˜2 + 2φ˜∂vφ˜r +
1
λ
(∂vφ˜)
2r2
)
− 1
2
∫
Γ
(out)
τ1
χR1(r)
(
λφ˜2 + 2φ˜∂vφ˜r +
1
λ
(∂vφ˜)
2r2
)
+
1
2
∫
H+(τ1,τ2)
χR1(r)
(
λφ˜2 + 2φ˜∂vφ˜r +
1
λ
(∂vφ˜)
2r2
)
+
1
2
∫
Γ
(out)
τ2
χR1(r)
(
λφ˜2 + 2φ˜∂vφ˜r +
1
λ
(∂vφ˜)
2r2
)
≥1
4
∫∫
D(τ1,τ2)
χ′R1(r)λ(−ν)φ˜2
− 1
2
∫∫
D(τ1,τ2)
χ′R1(r)
(−ν)
λ
(∂vφ˜)
2r2 − 1
2
∫
Γ
(out)
τ1
(
λφ˜2 + 2φ˜∂vφ˜r +
1
λ
(∂vφ˜)
2r2
)
.
In the last inequality, we used the simple inequality 2φ˜∂vφ˜r ≥ −λφ˜2−λ−1(∂vφ˜)2r2 for the terms
∫
H+(τ1,τ2)(· · · )
and
∫
Γ
(out)
τ2
(· · · ) (ensuring that both have a good sign), and the slight variant 2φ˜∂vφ˜r ≥ − 12λφ˜2−2λ−1(∂vφ˜)2r2
for the term
∫∫
D(τ1,τ2) χ
′
R1
(r)(· · · ). The last line is then bounded from below by −C(Ew[φ˜](τ1, τ2) +
rφ˜2(τ1, vf )), where we use (8.87) and Lemma 8.30 (with α = 0) on Γ
(out)
τ1 to control
∫
Γ
(out)
τ1
λφ˜2.
The second term on the LHS of (8.136) is treated similarly, and we obtain
−
∫∫
D(τ1,τ2)
χR1(r)
1
2
∂v
(
(−ν)φ˜2 − 2φ˜∂uφ˜r + 1
(−ν) (∂vφ˜)
2r2
)
≥1
4
∫∫
D(τ1,τ2)
χ′R1(r)λ(−ν)φ˜2 − C(Ew[φ˜](τ1, τ2) + rφ˜2(τ1, vf )).
We omit the repetitive details, except to note that Lemma 8.30 (with α = 0) is applied both on Γ
(in)
τ1 (to get
a term rφ˜2(τ1, vR0(τ1))) and Γ
(out)
τ1 (to bound the previous term by rφ˜
2(τ1, vf ) and other acceptable terms).
The claim (8.159) follows.
We now estimate the contribution of the RHS of (8.136). Clearly, we have∣∣∣∣∣
∫∫
D(τ1,τ2)
χR1F
(
1
λ
∂vφ˜− 1
(−ν)∂uφ˜+ 2
φ˜
r
)
r2
∣∣∣∣∣ ≤ CEfar(τ1, τ2). (8.160)
For the last term on the RHS of (8.136), we divide the integral into {r ≤ ε−1R1} and {r ≥ ε−1R1}. For the
first integral, by (8.84), (8.85), (8.86), (8.87) and (8.88) we have∣∣∣∣∣
∫∫
D(τ1,τ2)∩{r≤ε−1R1}
($ − e2r )
r2
(
(−ν)
1− µ
1
λ
(∂vφ˜)
2 +
λ
1− µ
1
(−ν) (∂uφ˜)
2
)
r2
∣∣∣∣∣ ≤ Cε−1R1Ew[φ˜](τ1, τ2). (8.161)
In view of (8.84), (8.85), note that |r−2($− e2r )| ≤ Cr−2, which decays faster than r−1−η0 . Again by (8.86)
and (8.87), it follows that∣∣∣∣∣
∫∫
D(τ1,τ2)∩{r≥ε−1R1}
($ − e2r )
r2
(
(−ν)
1− µ
1
λ
(∂vφ˜)
2 +
λ
1− µ
1
(−ν) (∂uφ˜)
2
)
r2
∣∣∣∣∣
≤C ε
1−η0
R1−η01
∫∫
D(τ1,τ2)∩{r≥ε−1R1}
1
r1+η0
(
1
(−ν) (∂uφ˜)
2 + κ−1(−ν)(∂vφ˜)2
)
r2.
(8.162)
Putting together (8.159)–(8.162), we obtain∫∫
D(τ1,τ2)∩{R1≤r≤2R1}
rφ˜2 ≤ (RHS of (8.158)),
which proves a part of (8.158). Observing that the rest of the LHS of (8.158) is obviously bounded by
CR1Ew[φ˜](τ1, τ2), the full claim (8.158) follows.
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Step 3: Optimal integrated local energy decay. We upgrade the non-optimal (as r → ∞) weights in the
spacetime integrals in (8.149) and (8.158) to the (almost) optimal ones. We claim that there exists R1 =
R1(η0) > 40 sufficiently large so that∫∫
D(τ1,τ2)∩{r≥R1}
1
r1+η0
(
1
(−ν) (∂uφ˜)
2 + κ−1(−ν)(∂vφ˜)2 + (−ν) φ˜
2
r2
)
r2
+
∫∫
D(τ1,τ2)∩{r≥R1}
1− µ
λ(−ν)r
3−η0
(
(∂vφ)
2(∂uφ˜)
2 + (∂uφ)
2(∂vφ˜)
2
)
≤Cη0
(
Ew[φ˜](τ1, τ2) + rφ˜
2(τ1, vf ) + E(τ1, τ2)
)
.
(8.163)
We use the identity (8.134) with f = r−η0 , whose LHS has a good sign in the region where r is sufficiently
large. Thus we multiply this identity by χR1(r) for a suitably large R1, integrate by parts over D(τ1, τ2),
and control the error terms using (8.149), (8.158) and E .
In this step, we deviate from our convention and track the dependence of implicit constants on η0 for
logical clarity. We first consider the contribution of the LHS of (8.134). We claim that for R1 sufficiently
large (depending only on η0),
1
2
∫∫
D(τ1,τ2)∩{r≥R1}
(
−1
2
f ′(r)
(
1− µ
(−ν) λ(∂uφ˜)
2 +
1− µ
λ
(−ν)(∂vφ˜)2
)
r2 + f ′′(r)rλ(−ν)φ˜2
)
+
1
2
∫∫
D(τ1,τ2)∩{r≥R1}
f(r)
1− µ
λ(−ν)r
3
(
(∂vφ)
2(∂uφ˜)
2 + (∂uφ)
2(∂vφ˜)
2
)
≤
∫∫
D(τ1,τ2)
χR1(LHS of (8.134)).
(8.164)
Since f = r−η0 , we have f ′ = −η0r−1−η0 and f ′′ = η0(1 + η0)r−2−η0 . Thus we have∣∣∣∣∣f 4$ − 2e
2
r
r2
∂uφ˜∂vφ˜r
2
∣∣∣∣∣ ≤
∣∣∣∣∣2$ − e
2
r
1− µ
∣∣∣∣∣ η−10 r−1
(
−1
2
f ′(r)
(
1− µ
λ
(−ν)(∂vφ˜)2 + 1− µ
λ
(−ν)(∂vφ˜)2
)
r2
)
,∣∣∣∣∣(f ′r − f)2($ − e
2
r )
r2
λ(−ν)
1− µ φ˜
2
∣∣∣∣∣ ≤
∣∣∣∣∣2($ − e
2
r )
1− µ
∣∣∣∣∣ η−10 r−1 (f ′′(r)rλ(−ν)φ˜2) .
In the region {r > 20}, (8.84), (8.85) and (8.87) imply∣∣∣∣∣ 2$ − e
2
r
(1− µ)r2
∣∣∣∣∣+
∣∣∣∣∣2($ − e
2
r )
1− µ
∣∣∣∣∣ ≤ C.
Note that suppχR1 ⊆ {r ≥ R12 }. Choosing R1 sufficiently large depending on η0 and the preceding constant,
(8.164) follows.
We now bound the contribution of the RHS of (8.134). For the first term, we claim that∣∣∣∣∣
∫∫
D(τ1,τ2)
χR1(r)∂u
(
f
2
1− µ
λ
(∂vφ˜)
2r2 +
1
2
∂v(frφ˜
2)− f ′λrφ˜2
)∣∣∣∣∣
≤C
(
Ew[φ˜](τ1, τ2) + rφ˜
2(τ1, vf ) +
∫∫
D(τ1,τ2)∩{ 12R1≤r≤4R1}
1
r
(
(∂vφ˜)
2 + (∂uφ˜)
2 +
1
r2
φ˜2
)
r2
)
.
(8.165)
To see this, we first perform integration by parts for the integral on the LHS of (8.165). The resulting
boundary integrals can be estimated using Ew[φ˜](τ1, τ2) and Hardy’s inequality (Lemma 8.30 with α = 0).
Note that when using Lemma 8.30, we need to apply (8.142) on both the constant-u boundary hypersurfaces
in the future and the past, and then use (8.143) to bound rφ˜2(τ2, vf ) by Ew[φ˜](τ1, τ2) + rφ˜
2(τ1, vf ). On the
other hand, the resulting spacetime integral has χ′R1 in the integrand. Since
suppχ′R1 ⊂ {
R1
2
≤ r ≤ 4R1}, |χ′R1 | ≤
10
r
,
this term can be bounded by the last term on the RHS of (8.165).
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The second term on the RHS of (8.134) can be handled similarly as the preceding case; we have∣∣∣∣∣
∫∫
D(τ1,τ2)
χR1(r)∂v
(
f
2
1− µ
(−ν) (∂uφ˜)
2r2 − 1
2
∂u(frφ˜
2)− f ′(−ν)rφ˜2
)∣∣∣∣∣
≤C
(
Ew[φ˜](τ1, τ2) + rφ˜
2(τ1, vf ) +
∫∫
D(τ1,τ2)∩{ 12R1≤r≤4R1}
1
r
(
(∂vφ˜)
2 + (∂uφ˜)
2 +
1
r2
φ˜2
)
r2
)
.
(8.166)
We omit the proof.
For the last term on the RHS of (8.134), we clearly have∣∣∣∣∣
∫∫
D(τ1,τ2)
χR1Ff
(
−1− µ
λ
∂vφ˜+
1− µ
(−ν) ∂uφ˜− 2
φ˜
r
)
r2
∣∣∣∣∣ ≤ CEfar(τ1, τ2). (8.167)
Finally, we are ready to put together the estimates so far and establish (8.163). By (8.164)–(8.167), where
we recall the choice f = r−η0 and the geometric bounds (8.86)–(8.88), we have
(LHS of (8.163)) ≤Cη−10
(
Ew[φ˜](τ1, τ2) + rφ˜
2(τ1, vf ) + E(τ1, τ2)
)
+ Cη−10
∫∫
D(τ1,τ2)∩{ 12R1≤r≤4R1}
1
r
(
(∂vφ˜)
2 + (∂uφ˜)
2 +
1
r2
φ˜2
)
r2.
Using (8.158) (for R1/2, R1 and 2R1), for any ε > 0 we have
(LHS of (8.163)) ≤CR1,εη−10
(
Ew[φ˜](τ1, τ2) + rφ˜
2(τ1, vf )
)
+ Cη−10 E(τ1, τ2)
+ Cη−10
ε1−η0
R1−η01
∫∫
D(τ1,τ2)∩{r≥(2ε)−1R1}
1
r1+η0
(
1
(−ν) (∂uφ˜)
2 + κ−1(−ν)(∂vφ˜)2
)
r2.
Observe that, by taking ε > 0 sufficiently small depending on R1 = R1(η0) and η0, the last term on the RHS
can be absorbed into the LHS. This concludes the proof of (8.163).
From now on, we again suppress the dependence of constants on η0, as we had done before.
Step 4: Completion of the proof. We now have all we need to finish the proof of (8.148). In view of (8.149)
and (8.163), it remains achieve the following tasks:
• Bound the spacetime integral of φ˜ for r ≤ R1;
• Bound the improved integrated local energy decay for ∂vφ˜ near H+ in (8.146); and
• Bound the interaction Morawetz term (8.147).
To control the zeroth order term for r ≤ R1, we use Hardy’s inequality (Lemma 8.30 with α = 0) and
(8.117) to estimate∫∫
D(τ1,τ2)∩{r≤R}
(−ν)r−(1+η0)φ˜2
≤C
∫∫
D(τ1,τ2)∩{r≤R}
(−ν)φ˜2
≤C
(∫∫
D(τ1,τ2)∩{r≤R}
1
(−ν) (∂uφ˜)
2r2 +R
∫ vR(τ2)
vR(τ1)
φ˜2(uR(v), v) dv +R
∫
Γ
(out)
τ1
∩{r≤R}
φ˜2
)
.
After averaging this inequality over R ∈ [R1, R1+1], we may apply (8.149) and (8.163) together with Hardy’s
inequality (Lemma 8.30 with α = 0) on Γ
(out)
τ1 to conclude that∫∫
D(τ1,τ2)∩{r≤R1}
(−ν)r−(1+η0)φ˜2 ≤ C(RHS of (8.148)).
Notice here that we can allow C to depend on R1, since according to Step 3, R1 depends only on η0.
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Next, we bound (8.146) by the RHS of (8.148). We use the irregular vector field Ξ defined in (8.128). For
R ≤ 20, we integrate by parts the identity (8.137) with cΞ = 12c(ν) over D(τ1, τ2) ∩ {r ≤ R}. Then
1
2
∫
H+(τ1,τ2)∩{r≤R}
e−
1
2 c(ν)(u−v−Cγ20 )r2(∂vφ˜)2 +
c(ν)
4
∫∫
D(τ1,τ2)∩{r≤R}
e−
1
2 c(ν)(u−v−Cγ20 )r2(∂vφ˜)2
≤C
(∫∫
D(τ1,τ2)∩{r≤R}
|F∂vφ˜|r2 +
∫∫
D(τ1,τ2)∩{r≤R}
λr|∂uφ˜||∂vφ˜|+
∫ vR(τ2)
vR(τ1)
(∂vφ˜)
2(uR(v), v) dv
)
≤C
(
Enear(τ1, τ2) + Ew[φ˜](τ1, τ2) +
∫ vR(τ2)
vR(τ1)
(∂vφ˜)
2(uR(v), v) dv
)
.
In the first inequality, we used (8.98) to bound e−
1
2 c(ν)(u−v−Cγ20 ) ≤ C. Note that the boundary terms on
Γ
(out)
τ1 and Γ
(out)
τ2 do not arise, since R ≤ 20 < R0. Averaging this inequality over R ∈ [10, 20], we may bound
the remaining integral by Ew[φ˜](τ1, τ2), and conclude
c(ν)
4
∫∫
D(τ1,τ2)∩{r≤10}
e−
1
2 c(ν)(u−v−Cγ20 )r2(∂vφ˜)2 ≤ C
(
Enear(τ1, τ2) + Ew[φ˜](τ1, τ2)
)
.
The same integral over D(τ1, τ2) ∩ {10 ≤ r ≤ 20} is bounded by Ew[φ˜](τ1, τ2) thanks to (8.98). Then by
(8.149), we see that (8.146) ≤ C(RHS of (8.148)) as desired.
Finally, to control the interaction Morawetz term, note that (8.149) and (8.163) imply∫∫
D(τ1,τ2)
1− µ
λ(−ν)r
3−η0
(
(∂vφ)
2(∂uφ˜)
2 + (∂uφ)
2(∂vφ˜)
2
)
≤ C(RHS of (8.148)). (8.168)
We expand ∂vφ = ∂vφ+ ∂vφ˜, ∂uφ = ∂uφ+ ∂uφ˜ and bound the LHS from below as follows:
(LHS of (8.168)) ≥
∫∫
D(τ1,τ2)
1− µ
λ(−ν)r
3−η0(∂vφ˜)2(∂uφ˜)2
− C
∫∫
D(τ1,τ2)
1− µ
λ(−ν)r
3−η0
(
(∂vφ)
2(∂uφ˜)
2 + (∂uφ)
2(∂vφ˜)
2
)
.
Estimating the last term by Enonlin(τ1, τ2), we obtain the desired control of the interaction Morawetz term.
This completes the proof of (8.148). 
We now state the analogous control of the LHS of (8.145).
Lemma 8.36. For every 1 ≤ τ1 ≤ τ2, we have
sup
v∈[vR0 (τ1),vR0 (τ2)]
∫
Cv(τ1,τ2)
1
(−ν) (∂uφ˜)
2r2 du+ sup
u∈[τ1,τ2]
∫
Cu(τ1,τ2)
κ−1(∂vφ˜)2r2 dv
≤C
(∫
Γ
(in)
τ1
1
(−ν) (∂uφ˜)
2r2 du+
∫
Γ
(out)
τ1
κ−1(∂vφ˜)2r2 dv + rφ˜2(τ1, vf ) + E(τ1, τ2)
)
,
(8.169)
where the error E(τ1, τ2) is defined as in Lemma 8.35.
This lemma is a straightforward corollary of the proof of Lemma 8.35; we simply repeat the proof of
(8.149) above, but with D(τ1, τ2) replaced by rectangles with sides belonging to Γ(in)τ1 , Γ(out)τ1 , Cu and Cv.
We omit the details.
Control of the error terms. We now turn to the control of the error term E(τ1, τ2), which was defined in
Lemma 8.35. We begin with Enear(τ1, τ2).
Lemma 8.37. For any ε > 0, there exists Cε > 0 so that for any 1 ≤ τ1 ≤ τ2, we have
Enear(τ1, τ2) ≤ CεA2(log2 Λ)τ−2ω+11 δ2
(
+ δ2(tB)
)2
+ εE[φ˜](τ1, τ2). (8.170)
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Proof. By Cauchy–Schwarz, (8.79), (8.81), (8.86) and (8.117), we have
Enear(τ1, τ2) ≤ εE[φ˜](τ1, τ2) + Cε(I1 + I2),
where
I1 =
∫∫
D(τ1,τ2)∩{r≤20}
(
λ
r
− λ
r
)2
ν
ν
(−ν) 1
(−ν)2 (∂uφ)
2 dudv,
I2 =
∫∫
D(τ1,τ2)∩{r≤20}
(
1
r
− 1
r
ν
ν
)2
(−ν) 1
κ2
(∂vφ)
2 dudv.
We start with I1. By (8.4), we estimate
I1 ≤ δ2
∫∫
D(τ1,τ2)∩{r≤20}
v−2ω
(
λ
r
− λ
r
)2
ν
ν
(−ν) dudv.
By (8.78), (8.81), (8.91), (8.108), (8.109) and (8.110), we have(
λ
r
− λ
r
)2
ν
ν
(−ν) =
(
λ˜
r
+ κ(1− µ)
(
1
r
− 1
r
))2
ν
ν
(−ν) ≤ CA2 log2 Λ
(
+ δ2(tB)
)2
e−
c(ν)
2 (u−v−Cγ20 ).
By (8.98) and (8.99) (which implies |vR0(τ)− τ | ≤ CA(+ δ2(tB))+Cδ2, so that τ and vR0(τ) are comparable
for τ ≥ 1), we see that∫∫
D(τ1,τ2)∩{r≤20}
v−2ωe−c(u−v−Cγ20 ) dudv ≤ C
∫ vR0 (τ2)
vR0 (τ1)
v−2ω dv ≤ Cτ−2ω+11 . (8.171)
Therefore, I1 is bounded by the first term on the RHS of (8.170), which is acceptable.
Next, we treat I2. By (8.5), we have
I2 ≤ δ2
∫∫
D(τ1,τ2)∩{r≤20}
v−2ω
(
1
r
− 1
r
ν
ν
)2
(−ν) dudv.
By (8.91), (8.108), (8.110) and (8.111), we have(
1
r
− 1
r
ν
ν
)2
(−ν) ≤
((
1
r
− 1
r
)
+
1
r
(
1− ν
ν
))2
(−ν) ≤ CA2 log2 Λ
(
+ δ2(tB)
)2
e−
1
2 c(ν)(u−v−Cγ20 ).
Then again by (8.171), I2 is bounded by the first term on the RHS of (8.170). This completes the proof. 
Next, we handle Efar(τ1, τ2). It is for this error term that we need the integrated local energy decay with
a (near) optimal r-weight. Furthermore, we need to use the decomposition λ˜ = λ˜g + λ˜b in Lemma 8.16,
which allows us to overcome the anomalous loss of r-decay in (8.56).
Lemma 8.38. For any ε > 0, there exists Cε > 0 so that for any 1 ≤ τ1 ≤ τ2, we have
Efar(τ1, τ2) ≤ CεA2(log2 Λ)τ−2ω+1+η01 δ2
(
+ δ2(tB)
)2
+ εE[φ˜](τ1, τ2). (8.172)
Proof. By Cauchy–Schwarz, (8.79), (8.81), (8.86) and (8.89), we have
Efar(τ1, τ2) ≤ εE[φ˜](τ1, τ2) + Cε(I1 + I2), (8.173)
where
I1 =
∫∫
D(τ1,τ2)∩{r≥20}
r1+η0
∣∣∣∣λr − λr
∣∣∣∣2 1(−ν)2 |∂uφ|2r2 dudv,
I2 =
∫∫
D(τ1,τ2)∩{r≥20}
r1+η0
∣∣∣∣νr − νr
∣∣∣∣2 1κ2 |∂vφ|2r2 dudv.
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We start with I1, which is more involved. By (8.4) and (8.93) (which ensures that r, r are comparable), we
have
I1 ≤ CΛ−1δ2
∫∫
D(τ1,τ2)∩{r≥20}
u−2ωr1+η0
∣∣∣∣λr − λr
∣∣∣∣2 dudv. (8.174)
Recalling the decomposition λ˜ = λ˜g + λ˜b in Lemma 8.16, we split∣∣∣∣λr − λr
∣∣∣∣2 ≤ 3
(
λ˜2b
r2
+
λ˜2g
r2
+ λ
2
(
1
r
− 1
r
)2)
.
By (8.78) and (8.79) we have λ ≤ C. Similarly, by (8.86) and (8.87) we have C−1 ≤ ∂vr ≤ C in {r ≥ 20}.
Using (8.91), (8.93) and (8.96), we may estimate∫∫
D(τ1,τ2)∩{r≥20}
u−2ωr1+η0
(
λ˜2g
r2
+ λ
2
(
1
r
− 1
r
)2)
dudv
≤CA2 log2 Λ
(
+ δ2(tB)
)2 ∫∫
D(τ1,τ2)∩{r≥20}
u−2ωr−3+η0 log2 r(∂vr) dudv
≤CA2(log2 Λ)τ−2ω+11
(
+ δ2(tB)
)2
.
(8.175)
In the last inequality, we first performed the v-integral (which is finite and uniformly bounded in u since
r−3+η0 log2 r is integrable in r for r ≥ 20), and then integrated u−2ω over u ≥ τ1.
It remains to treat the contribution of λ˜b. We claim that∫∫
D(τ1,τ2)∩{r≥20}
u−2ωr1+η0
λ˜2b
r2
dudv ≤ CA2(log2 Λ)τ−2ω+1+η01
(
+ δ2(tB)
)2
. (8.176)
In the proof of (8.176), the bound (8.95) without r-decay is (barely) insufficient. Instead, we need to
exploit (8.97). Using the shorthand Cv(τ1, τ2) = Cv ∩D(τ1, τ2) ∩ {r ≥ 20} in this part of the proof, we first
estimate
(LHS of (8.176)) ≤ sup
D(τ1,τ2)∩{r≥20}
|λ˜b|
∫ vR0 (τ2)
vR0 (τ1)
(
sup
Cv(τ1,τ2)
|λ˜b|
∫
Cv(τ1,τ2)
u−2ωr−1+η0 du
)
dv.
By (8.105), we either have v + Cγ20 + 20 ≤ 2u or v + Cγ20 + 20 ≤ 8r(u, v). Thus, we see that∫
Cv(τ1,τ2)
u−2ωr−1+η0 du ≤C
∫
Cv(τ1,τ2)
u−2ω+η0r−1+2η0(v + Cγ20 + 20)
−η0 du
≤C(v + Cγ20 + 20)−η0
∫ ∞
τ1
u−2ω+η0 du ≤ C(v + Λ)−η0τ−2ω+1+η01 .
In the last inequality, we used (8.106). With the factor (v+ Λ)−η0 , we are able to apply (8.97) to bound the
v-integral above. Combined with (8.95) and (8.96), which show that λ˜b = λ˜− λ˜g obeys the same pointwise
estimate as λ˜, we obtain (8.176) as desired.
Finally we bound I2, which is simpler. By (8.5) and (8.93), we have
I2 ≤ Cδ2
∫∫
D(τ1,τ2)∩{r≥20}
u−2ωr1+η0
∣∣∣∣ ν˜r + ν
(
1
r
− 1
r
)∣∣∣∣2 dudv.
Since ν˜ obeys an estimate analogous to λ˜g (see (8.94)), we may bound the integral by exactly the same
argument as (8.175).
In conclusion, we have proved∫∫
D(τ1,τ2)∩{r≥20}
r1+η0
(∣∣∣∣λr − λr
∣∣∣∣2 1(−ν)2 |∂uφ|2 +
∣∣∣∣νr − νr
∣∣∣∣2 1κ2 |∂vφ|2
)
r2 dudv
≤CA2(log2 Λ)τ−2ω+1+η01 δ2
(
+ δ2(tB)
)2
.
(8.177)
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Combined with (8.173), this completes the proof of (8.172). 
Finally, we treat Enonlin(τ1, τ2). Here we crucially use the improved integrated local energy decay (8.146)
and the interaction Morawetz terms (8.147) in E[φ˜]. With these ideas we avoid the use of pointwise decay
bounds for ∂uφ˜, ∂vφ˜, which would have complicated the argument.
Lemma 8.39. For any ε > 0, there exists Cε > 0 so that for any 1 ≤ τ1 ≤ τ2, we have
Enonlin(τ1, τ2) ≤ (Cεδ2 + ε)E[φ˜](τ1, τ2). (8.178)
Proof. We begin by splitting
Enonlin(τ1, τ2) = I(uv) + I(vu) + II(uv) + II(vu),
where
I(uv) =
∫∫
D(τ1,τ2)
1− µ
λ(−ν)r
3(∂uφ)
2(∂vφ˜)
2 dudv,
II(uv) =
∫∫
D(τ1,τ2)
1− µ
λ(−ν)r
3|∂uφ||∂uφ˜|(∂vφ˜)2 dudv,
and I(vu), II(vu) are defined by switching u and v.
Step 1: Bound for I(uv). Here we bound I(uv). In view of later steps, we establish the following slightly
stronger estimate: ∫∫
D(τ1,τ2)
1− µ
λ(−ν)r
3+η0(∂uφ)
2(∂vφ˜)
2 dudv ≤ Cδ2E[φ˜](τ1, τ2). (8.179)
We split the integral on the LHS into
∫∫
D(τ1,τ2)∩{r≤20}(· · · ) and
∫∫
D(τ1,τ2)∩{r≥20}(· · · ). For the former, we
use (8.4) and (8.86) to first estimate∫∫
D(τ1,τ2)∩{r≤20}
1− µ
λ(−ν)r
3+η0(∂uφ)
2(∂vφ˜)
2 dudv ≤ Cδ2
∫∫
D(τ1,τ2)∩{r≤20}
(
ν
ν
)2
(−ν)(∂vφ˜)2 dudv.
Using (8.110) and (8.111) (taking , δ smaller if necessary), we have the pointwise bound(
ν
ν
)2
(−ν) ≤ e− 12 c(ν)(u−v−Cγ20 ) in {r ≤ 20}.
Therefore, the RHS is bounded by Cδ2E[φ˜](τ1, τ2) thanks to (8.146).
It remains to estimate the integral
∫∫
D(τ1,τ2)∩{r≥20}(· · · ). By (8.4), (8.81), (8.89) and (8.93) (which ensures
that r, r are comparable), we have∫∫
D(τ1,τ2)∩{r≥20}
1− µ
λ(−ν)r
3+η0(∂uφ)
2(∂vφ˜)
2 dudv ≤CΛ−1δ2
∫∫
D(τ1,τ2)∩{r≥20}
u−2ωκ−1r1+η0(∂vφ˜)2 dudv
≤CΛ−1δ2E[φ˜](τ1, τ2)
∫ ∞
τ1
u−2ω du.
The last line is bounded by CΛ−1τ−2ω+11 δ
2E[φ˜](τ1, τ2), which is much stronger than what we need. (Note
that this proof works for all η0 ≤ 1.)
Step 2: Bound for I(uv). Next, we bound I(vu). As in the previous step, we establish the following stronger
estimate: ∫∫
D(τ1,τ2)
1− µ
λ(−ν)r
3+η0(∂vφ)
2(∂uφ˜)
2 dudv ≤ Cδ2E[φ˜](τ1, τ2). (8.180)
In this case, we simply use (8.5), (8.86) and (8.93) (the latter ensures that r, r are comparable) to bound
r4(∂vφ˜)
2 ≤ Cδ2. Then by (8.86) again, we have
(LHS of (8.180)) ≤ Cδ2
∫∫
D(τ1,τ2)
r−1+η0
1
(−ν) (∂uφ˜)
2r2 dudv ≤ Cδ2E[φ˜](τ1, τ2).
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Step 3: Nonlinear contribution of ∂φ˜. Finally, we treat the terms II(uv) and II(vu), which are nonlinear in
∂φ˜. Given ε > 0, we use Cauchy–Schwarz to simply estimate
II(uv) ≤ Cε
∫∫
D(τ1,τ2)
1− µ
λ(−ν)r
3+η0(∂uφ)
2(∂vφ˜)
2 dudv + ε
∫∫
D(τ1,τ2)
1− µ
λ(−ν)r
3−η0(∂uφ˜)2(∂vφ˜)2 dudv.
The last term is bounded by εE[φ˜](τ1, τ2) via (8.147), and the first term is bounded by Cεδ
2E[φ˜](τ1, τ2) by
the preceding two steps. Handling II(vu) similarly, the proof of the lemma is complete. 
We are ready to complete the proof of Proposition 8.31.
Proof of Proposition 8.31. We begin with (8.144). By Lemma 8.35 and Lemma 8.37–Lemma 8.39, we obtain
E[φ˜](τ1, τ2) ≤C
(∫
Γ
(in)
τ1
1
(−ν) (∂uφ˜)
2r2 du+
∫
Γ
(out)
τ1
κ−1(∂vφ˜)2r2 dv + rφ˜2(τ1, vf )
)
+ CεA
2(log2 Λ)τ−2ω+1+η01 δ
2
(
+ δ2(tB)
)2
+ C(Cεδ + ε)E[φ˜](τ1, τ2).
Choosing ε small enough and then taking δ small as well accordingly, the last term on the RHS can be
absorbed into the LHS. Therefore,
E[φ˜](τ1, τ2) ≤ C(RHS of (8.144)), (8.181)
which proves (8.144). For (8.145), we simply use Lemma 8.36 together with Lemma 8.37–Lemma 8.39 with
ε = 1 and apply (8.181) that we just closed. 
We record here a pointwise bound for rφ˜2 in terms of 2.
Corollary 8.40. We have
sup
D(tB)
rφ˜2 ≤ C2. (8.182)
Among other things, this corollary allows us to control the last terms on the RHSs of (8.144) and (8.145).
It is also useful for controlling certain nonlinear error terms that arise in the proof of Proposition 8.41 and
Section 8.13 below.
Proof. We start by observing that
sup
Cout∩D(tB)
rφ˜2 ≤ C2.
This bound follows simply from Lemma 8.29 (with α = 0), the definition (8.52) of  = (tB) (in particular,
the term with ∂v(rφ˜)) and (8.87). Then by Proposition 8.31 and (8.143) (with α = 0), (8.182) follows. 
Improved integrated local energy decay estimate for ∂vφ˜. Next, we turn to the proof of improved integrated
local energy decay estimate for ∂vφ˜. Our goal is to establish the following proposition.
Proposition 8.41. We have∫∫
D(tB)∩{r≥20}
1
r
λ−1(∂vφ˜)2r2 dudv ≤ C2 + CA2 log2 Λδ2
(
+ δ2(tB)
)2
. (8.183)
We first establish an integrated energy estimate for ∂v(rφ˜), using the multiplier Z in (8.130).
Lemma 8.42. For any 1 ≤ τ1 ≤ τ2, we have∫∫
D(τ1,τ2)∩{r≥40}
1
r
λ−1(∂v(rφ˜))2 dudv
≤C
∫
Γ
(out)
τ1
κ−1(∂v(rφ˜))2 log(1 + r) dv + CE[φ˜](τ1, τ2) + Crφ˜2(τ1, vf )
+ CA2(log2 Λ)τ−2ω+1+2η01 δ
2
(
+ δ2(tB)
)2
.
(8.184)
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Proof. As before, we omit the line and area elements in the integrals, and denote the RHS of (8.124) by F .
Let χ40(r) be a smooth non-negative function such that χ40(r) = 0 in {r ≤ 20} and χ40(r) = 1 in {r ≥ 40}.
We multiply the identity (8.139) by χ40(r) and integrate by parts over D(τ1, τ2). We claim that
1
2
∫∫
D(τ1,τ2)
χ40
(−ν)
1 + r
(∂v(rφ˜))
2 ≤
∫∫
D(τ1,τ2)
χ40(LHS of (8.139)) + E[φ˜](τ1, τ2) + rφ˜
2(τ1, vf )
+ C
∫
Γ
(out)
τ1
κ−1(∂v(rφ˜))2 log(1 + r).
(8.185)
Indeed, observe that all future boundary integrals are non-negative (we use −∂u∂vr ≥ 0 on the support
of χ40), so they can be thrown away. The past boundary integral on Γ
(out)
τ1 is controlled by the last term
on the RHS above. On the other hand, the past boundary integral Γ
(in)
τ1 is controlled by E[φ˜](τ1, τ2) and
Hardy’s inequality (Lemma 8.30 with α = 0); the latter inequality necessitates the term rφ˜2(τ1, vf ) above.
Note that we use here (−∂u∂vr) ≤ C(−ν), which is a consequence of the equation and Lemma 8.13. The
spacetime term involving χ′40 (which arises from integration by parts) can also be bounded by E[φ˜](τ1, τ2),
since suppχ′40 ⊆ {20 ≤ r ≤ 40}.
Concerning the contribution of the RHS of (8.139), we claim that∫∫
D(τ1,τ2)∩{r≥20}
∣∣∣∣F r log(1 + r)λ ∂v(rφ˜)
∣∣∣∣ ≤E[φ˜](τ1, τ2) + CA2(log2 Λ)τ−2ω+1+2η01 δ2 (+ δ2(tB))2 ,
(8.186)∫∫
D(τ1,τ2)∩{r≥20}
∣∣∣∣∂u∂vrλ log(1 + r)λ (∂v(rφ˜))2
∣∣∣∣ ≤CE[φ˜](τ1, τ2), (8.187)∫∫
D(τ1,τ2)∩{r≥20}
∣∣∣∣∂v ( log(1 + r)r ∂u∂vrλ
)
r2φ˜2
∣∣∣∣ ≤CE[φ˜](τ1, τ2). (8.188)
We prove these claims in order. To prove (8.186) we essentially proceed as in Lemma 8.38, making use of
the room in the r-weight in the argument. More precisely, using (8.86), (8.87), (8.89), Cauchy–Schwarz and
the trivial estimate log(1 + r) ≤ Crη0/2, we have
(LHS of (8.186)) ≤ E[φ˜](τ1, τ2) + C
∫∫
D(τ1,τ2)∩{r≥20}
r1+2η0F 2r2.
Using (8.177) (with η0 replaced by 2η0), the second term on the RHS can be bounded by the last term in
(8.186), as desired.
Next, we prove (8.187). By (8.84), (8.85), (8.86), (8.87) and (8.89), we have, when r ≥ 20,∣∣∣∣∂u∂vrλ log(1 + r)
∣∣∣∣ ≤ C log(1 + r)r2 .
Since this weight decays faster than r−1−η0 , (8.187) follows thanks to the integrated local energy decay term
in E[φ˜](τ1, τ2).
Finally, we establish (8.188). Note first that
∂v
(
∂u∂vr
λ
)
= ∂v
(
2($ − e2r )
r2
γ
)
=
(
−4$
r3
+
6e2
r4
)
γλ+ γκ−1(∂vφ)2 +
2($ − e2r )
r2
γλ−1r(∂vφ)2.
Using the Leibniz rule, φ = φ+ φ˜ and the bounds (8.84), (8.85), (8.86), (8.87), (8.88), it is straightforward
to check that∣∣∣∣∂v ( log(1 + r)r ∂u∂vrλ
)
r2
∣∣∣∣ ≤ C log(1 + r)r2 + Cr log(1 + r)(∂vφ)2 + Cr log(1 + r)(∂vφ˜)2
in {r ≥ 20}. The first term decays faster than r−1−η0 , so its contribution is bounded by E[φ˜](τ1, τ2). By
(8.5) and (8.79), the second term bounded by Cδ2r−3 log(1+r), which again decays faster than r−1−η0 ; thus
100
its contribution is bounded by E[φ˜](τ1, τ2) as well. Thus, it only remains to consider the contribution of the
last term. Using (8.182), we have∫∫
D(τ1,τ2)∩{r≥20}
r log(1 + r)(∂vφ˜)
2φ˜2 ≤C2
∫∫
D(τ1,τ2)∩{r≥20}
log(1 + r)
r2
(∂vφ˜)
2r2,
which can again be bounded by E[φ˜](τ1, τ2), as desired. 
Using Lemma 8.29, Lemma 8.42 and (8.181), we may now prove (8.183) (and hence Proposition 8.41).
Proof of (8.183). By Lemma 8.29 with α = −1, we have, for any v0 ≤ vf ,∫ vf
v0
rλ−1(∂vφ˜)2(u, v) dv ≤ C
(
φ˜2(u, v0) +
∫ vf
v0
1
r
λ−1(∂v(rφ˜))2(u, v) dv
)
.
Let R ∈ [40, 50]. Define v′R(u) = vR(u) if there exists vR(u) such that r(u, vR(u)) = R in D(tB), and
v′R(u) = 1 otherwise
50. Taking v0 = v
′
R(u) and integrating over u ∈ [1, uf ], it follows that∫∫
D(tB)∩{r≥R}
rλ−1(∂vφ˜)2(u, v) dv ≤ C
(∫ uf
1
φ˜2(u, v′R(u)) du+
∫
D(tB)∩{r≥R}
1
r
λ−1(∂v(rφ˜))2 dudv
)
.
We bound the second term by Lemma 8.42. After averaging in R ∈ [40, 50], we can control the first term by
E[φ˜](1, uf ) and obtain∫∫
D(tB)∩{r≥50}
rλ−1(∂vφ˜)2(u, v) dv
≤C
(∫
Γ
(out)
1
κ−1(∂v(rφ˜))2 log(1 + r) dv + E[φ˜](1, uf ) + rφ˜2(1, vf )
)
+ CA2(log2 Λ)δ2
(
+ δ2(tB)
)2
.
On the other hand, we clearly have∫∫
D(tB)∩{20≤r≤50}
rλ−1(∂vφ˜)2(u, v) dv ≤ CE[φ˜](1, uf ).
Combining these bounds with (8.181) and (8.182), we obtain (8.183). 
8.10. Closing the bootstrap assumptions: Proof of Proposition 8.8. Here we prove Proposition 8.8.
This proposition closes all the bootstrap assumptions except (8.54), which is handled in the next subsection.
There are three key ingredients for the proof of Proposition 8.8. The first two ingredients are the geo-
metric difference bounds and the energy-type bounds for φ˜, which were established in Sections 8.7 and 8.9,
respectively. The final ingredient is the following energy-type bounds for the background solution.
Lemma 8.43. The following statements hold.
(1) Let E be a function on D(tB) obeying
|E| ≤ B,
for some B > 0. For any R ≥ 20, the following bound holds:
sup
u∈[1,uf ]
∫
Cu∩D(tB)∩{r≥R}
∣∣∣∣E r2λ (∂vφ)2
∣∣∣∣ dv + ∫∫D(tB)∩{r≥R}
∣∣∣E r
λ
(∂vφ)
2
∣∣∣ dudv ≤ CBδ2. (8.189)
(2) Let E be a function on D(tB) obeying
|E| ≤ Bmax{e
c(ν)
2 (u−v−Cγ20) , 1},
for some B > 0 and the constants c(ν), Cγ20 in Lemma 8.19. Then the following bound holds:
sup
v∈[1,vf ]
∫
Cv∩D(tB)
∣∣∣∣E r2ν (∂uφ)2
∣∣∣∣ dv + ∫∫D(tB)
∣∣∣∣E r1−η0ν (∂uφ)2
∣∣∣∣ dudv ≤ CBδ2. (8.190)
50Notice that by our choice of R0, {r = R} must intersect Cf(tB)out instead of C
f
(tB)in
.
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Proof. In this proof, we omit the line and area elements to simplify the notation. For (8.189), we first
estimate ∣∣∣∣E r2λ (∂vφ)2
∣∣∣∣ ≤ Br2 κ2κ(1− µ)κ−2(∂vφ)2 ≤ CBr2κ−2(∂vφ)2,
where we used (8.79), (8.86) and (8.87) for the last inequality. Then (8.189) is a straightforward consequence
of (8.5), where we remind the reader that C−1 ≤ r/r ≤ C by (8.93). We omit the details.
The proof of (8.190) is a bit more involved. We first treat the region {r ≤ 20}. In this case, we start with
the pointwise bound∣∣∣∣E r2ν (∂uφ)2
∣∣∣∣ ≤CBe c(ν)2 (u−v−Cγ20 ) ν2ν2 (−ν) 1ν2 (∂uφ)2
≤CBe−
c(ν)
2 (u−v−Cγ20 )eCA log Λ(+δ
2
(tB)
)(1+|u−v−Cγ20 |) 1
ν2
(∂uφ)
2,
where we used (8.110) and (8.111). Taking , δ small enough so that CA log Λ(+δ2(tB)) ≤ 14c(ν), and applying
(8.4), we arrive at ∣∣∣∣E r2ν (∂uφ)2
∣∣∣∣ ≤ CBe− c(ν)4 (u−v−Cγ20 )v−2ωδ2.
Then as a consequence, we obtain (8.190) with the integrals (in order) replaced by
∫
Cv∩D(tB)∩{r≤20}
and∫∫
D(tB)∩{r≤20}
.
It remains to handle the region {r ≥ 20}. By (8.98), note that u − v − Cγ20 ≤ C in this region. For the
first term in (8.190), we apply (8.55), (8.87), (8.89), (8.93) and (8.94) to estimate∫
Cv∩D(tB)∩{r≥20}
∣∣∣∣E r2ν (∂uφ)2
∣∣∣∣ ≤ CB ∫
Cv∩D(tB)∩{r≥20}
r2
(−ν) (∂uφ)
2 ≤ CB($(1, v)−$(uf , v)).
In the last inequality, we used the equation for ∂u$. By (8.84), the last expression is bounded by CBδ
2,
which is acceptable.
Finally, for the second term in (8.190), we use (8.4), (8.89), (8.93) and (8.94) to estimate∫∫
D(tB)∩{r≥20}
∣∣∣∣E r1−η0ν (∂uφ)2
∣∣∣∣ ≤CB ∫∫D(tB)∩{r≥20}
r1−η0
ν2
(∂uφ)
2
≤CBδ2
∫∫
D(tB)∩{r≥20}
r−1−η0u−2ω.
Integrating in v first (note that ∂vr ≥ C−1 in this region) and then integrating in u, we see that the integral
on the last line is finite. This completes the proof. 
We now prove Proposition 8.8 in a sequence of lemmas. We start with the modified mass difference on
the initial outgoing curve Cout ∩ D(tB).
Lemma 8.44. On Cout ∩ D(tB), we have
sup
Cout∩D(tB)
|$˜| ≤ |$˜| Cout∩Cin +C(δ + )+ CA(log Λ)δ2
(
+ δ2(tB)
)
. (8.191)
Proof. We use take the difference of the ∂v$ equation, which we write as follows:
∂v($ −$) = 1
2
r2
κ
(∂vφ˜)
2 +
r2
κ
∂vφ∂vφ˜+
1
2
(
r2
κ
− r
2
κ
)
(∂vφ)
2.
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For the contribution of each term, we claim the following estimates, which clearly imply (8.191):∫ vf
1
∣∣∣∣r2κ (∂vφ˜)2
∣∣∣∣ (1, v) dv ≤C2, (8.192)∫ vf
1
∣∣∣∣r2κ ∂vφ∂vφ˜
∣∣∣∣ (1, v) dv ≤Cδ, (8.193)∫ vf
1
∣∣∣∣(1− r2r2 κκ
)
r2
κ
(∂vφ)
2
∣∣∣∣ (1, v) dv ≤CA(log Λ)δ2 (+ δ2(tB)) . (8.194)
Indeed, (8.192) follows immediately from the definition of  = (tB) in (8.52). For (8.193), we first apply
Schwarz’s inequality to estimate
(LHS of (8.193)) ≤
(∫ vf
1
r2
κ2
(∂vφ)
2 dv
)1/2(∫ vf
1
r2
κ2
(∂vφ˜)
2 dv
)1/2
.
By (8.87) and (8.189) with E = 1, the first factor can be bounded by Cδ. Estimating the second factor by
C using (8.192), (8.193) follows. Finally, (8.194) is a consequence of (8.87) and (8.189) with R = R0 and
E =
∣∣∣∣1− r2κ κr2
∣∣∣∣ ≤ CA log Λ(+ δ2(tB)) in D(tB) ∩ {r ≥ R0}.
This pointwise inequality follows from (8.79), (8.86), (8.56), (8.91) and (8.93). We omit the details. 
Next, we propagate the modified mass difference bound to the whole domain D(tB).
Lemma 8.45. In D(tB), we have
sup
D(tB)
|$˜| ≤ |$˜| Cout∩D(tB) +C(δ + )+ CA(log Λ)δ2
(
+ δ2(tB)
)
. (8.195)
Proof. This time we take the difference of the ∂u$ equation, which we write as follows:
∂u($ −$) =1
2
(1− µ)r
2
ν
(∂uφ˜)
2 + (1− µ)r
2
ν
∂uφ∂uφ˜
+
1
2
(
(1− µ)r
2
ν
− (1− µ)r
2
ν
)
(∂uφ)
2.
As before, it suffices establish the following estimates for the contribution of each term:
sup
v∈[1,vf ]
∫
Cv∩D(tB)
∣∣∣∣ (1− µ)r2ν (∂uφ˜)2
∣∣∣∣ du ≤C2, (8.196)
sup
v∈[1,vf ]
∫
Cv∩D(tB)
∣∣∣∣ (1− µ)r2ν ∂uφ∂uφ˜
∣∣∣∣ du ≤Cδ, (8.197)
sup
v∈[1,vf ]
∫
Cv∩D(tB)
∣∣∣∣((1− µ)− (1− µ)r2r2 νν
)
r2
ν
(∂uφ)
2
∣∣∣∣ du ≤CA(log Λ)δ2 (+ δ2(tB)) . (8.198)
Estimate (8.196) follows directly from Proposition 8.31, Corollary 8.40 and (8.52). For (8.197), we apply
Schwarz’s inequality, (8.84), (8.85), (8.190) (with E = 1) and (8.196). Finally, (8.198) follows from (8.190)
with
E =
∣∣∣∣(1− µ)− (1− µ)r2r2 νν
∣∣∣∣
≤ |µ− µ|+
∣∣∣∣(1− µ)(1− r2r2 νν
)∣∣∣∣
≤ |µ− µ|+
∣∣∣∣(1− µ)(r2 − r2r2
)∣∣∣∣+ ∣∣∣∣(1− µ)r2r2 (1− νν )
∣∣∣∣
≤
 CA log Λ
(
+ δ2(tB)
)
(1 + |u− v − Cγ20 |)eCA log Λ(+δ
2
(tB)
)(u−v−Cγ20 ) in D(tB) ∩ {r ≤ 20},
Cr−1A log Λ
(
+ δ2(tB)
)
in D(tB) ∩ {r ≥ 20},
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where we take , δ small enough so that (1 + |u− v −Cγ20 |)eCA log Λ(+δ
2
(tB)
)(u−v−Cγ20 ) < Ce
1
2 c(ν)(u−v−Cγ20 ).
The last inequality is a straightforward consequence of (8.52), (8.55), (8.78), (8.91), Lemma 8.16 and
Lemma 8.19; we omit the details. 
We now consider the difference of log κ.
Lemma 8.46. In D(tB), we have
sup
D(tB)
| log κ− log κ| ≤C
(
δ2(tB) + (δ + )+A(log Λ)δ
2
(
+ δ2(tB)
))
, (8.199)∫ vf
1
sup
Cv′∩D(tB)
| log κ− log κ| dv
′
(v′ + Λ)η0
≤C
(
δ2(tB) + (δ + )+A(log Λ)δ
2
(
+ δ2(tB)
))
. (8.200)
Moreover, for every R ≥ 20, we have∫ vR,f
vR,i
|log κ− log κ| (uR(v), v) dv ≤ Cδ2(tB) + CRη0
(
(δ + )+A(log Λ)δ2
(
+ δ2(tB)
))
, (8.201)
where vR,i and vR,f are the v-coordinates of the points at the intersection γR ∩ (Cout∪Cin) and γR ∩ (Cfout∪
Cfin), respectively.
Proof. We take the difference of the equation for ∂u log κ and integrate from C
f
(tB)out
. The difference equation
can be written as follows:
∂u(log κ− log κ) = r
ν
(∂uφ˜)
2 + 2
r
ν
∂uφ∂uφ˜+
(
1− r
r
ν
ν
)
r
ν
(∂uφ)
2. (8.202)
We claim that:
sup
v∈[1,vf ]
∫
Cv∩D(tB)
∣∣∣ r
ν
(∂uφ˜)
2
∣∣∣ du+ ∫∫
D(tB)
∣∣∣∣r1−η0ν (∂uφ˜)2
∣∣∣∣ dudv ≤C (+ δ2(tB))2 , (8.203)
sup
v∈[1,vf ]
∫
Cv∩D(tB)
∣∣∣ r
ν
∂uφ∂uφ˜
∣∣∣ du+ ∫∫
D(tB)
∣∣∣∣r1−η0ν ∂uφ∂uφ˜
∣∣∣∣ dudv ≤Cδ (+ δ2(tB)) , (8.204)
sup
v∈[1,vf ]
∫
Cv∩D(tB)
∣∣∣E r
ν
(∂uφ)
2
∣∣∣ du+ ∫∫
D(tB)
∣∣∣∣E r1−η0ν (∂uφ)2
∣∣∣∣ dudv ≤CA(log Λ)δ2 (+ δ2(tB)) , (8.205)
where
E =
∣∣∣∣1− rr νν
∣∣∣∣ .
We first show how to establish the lemma once (8.203)–(8.205) are proved. The pointwise estimate (8.199)
is proved by integrating (8.202) on u′ ∈ [u, uf ], bounding the boundary term at uf by δ(tB) using (8.53),
and using the boundary integral terms in (8.203)–(8.205) to control the integral.
For (8.200), we start by writing∫ vf
1
sup
Cv∩D(tB)
|log κ− log κ| dv
(v + Λ)η0
≤
∫ vf
1
∫ uf
1
|∂u(log κ− log κ)| (u, v) du dv
(v + Λ)η0
+
∫ vf
1
|log κ− log κ| (uf , v) dv
(v + Λ)η0
≤
∫ vf
1
∫ uf
1
r−η0 |∂u(log κ− log κ)| (u, v) dudv
+
∫ vf
1
r−η0 |log κ| (uf , v) dv.
In the last inequality, we used (8.105) and (8.106), which implies v + Λ ≥ C−1r(1, v), the monotonicity
r(1, v) ≥ r(u, v), and also log κ = 1 on Cfout by definition. In the last two lines, the first term is bounded
using (8.202) and the spacetime integral terms in (8.203)–(8.205), whereas the second term is bounded by
δ2(tB) thanks to (8.53).
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Lastly, for (8.201), we first estimate∫ vR,f
vR,i
|log κ− log κ| (uR(v), v) dv ≤
∫ vR,f
vRi
∫ uf
uR(v)
|∂u(log κ− log κ)| (u, v) dudv
+
∫ vR,f
vRi
|log κ− log κ| (uf , v)dv
≤Rη0
∫∫
D(tB)∩{r≤R}
r−η0 |∂u(log κ− log κ)| dudv
+
∫
Cfout
|log κ|dv.
In the last expression, the first term can be bounded in the same way as the proof of (8.200) using (8.202)–
(8.205), and the last term by (8.53).
It remains to verify the claims (8.203)–(8.205). As before, (8.203) follows from Proposition 8.31 and
(8.182), and (8.204) can be proved using Schwarz’s inequality, (8.190) with E = 1 and (8.203). Finally,
(8.205) follows from (8.190) and the pointwise estimate∣∣∣∣1− rr νν
∣∣∣∣ ≤ CA log Λ(+ δ2(tB))
which is prove exactly as in the proof of (8.198) above. 
Next we consider the difference of log(−γ), which is handled similarly as log κ.
Lemma 8.47. We have
| log(−γ)− log(−γ)| ≤ Cr−1
(
δ2(tB) + (δ + )+A(log Λ)δ
2
(
+ δ2(tB)
))
in D(tB). (8.206)
Moreover, for every R ≥ 20, we have∫ uR,f
uR,i
|log γ − log γ| (u, vR(u)) du ≤ C
(
δ2(tB) + (δ + )+A(log Λ)δ
2
(
+ δ2(tB)
))
, (8.207)
where uR,i and uR,f are the u-coordinates of the points at the intersection γR∩ (Cout∪Cin) and γR∩ (Cfout∪
Cfin), respectively.
Proof. We take the difference of the ∂v log(−γ) equation, which we write as
∂v(log(−γ)− log(−γ)) = r
λ
(∂vφ˜)
2 + 2
r
λ
∂vφ∂vφ˜+
(
1− r
r
λ
λ
)
r
λ
(∂vφ)
2.
For any R ≥ 20, we claim that
sup
u∈[1,uf ]
R
∫
Cu∩D(tB)∩{r≥R}
∣∣∣ r
λ
(∂vφ˜)
2
∣∣∣ dv + ∫∫
D(tB)∩{r≥20}
∣∣∣ r
λ
(∂vφ˜)
2
∣∣∣ dudv ≤C (+ δ2(tB))2 , (8.208)
sup
u∈[1,uf ]
R
∫
Cu∩D(tB)∩{r≥R}
∣∣∣ r
λ
∂vφ∂vφ˜
∣∣∣ dv + ∫∫
D(tB)∩{r≥20}
∣∣∣ r
λ
∂vφ∂vφ˜
∣∣∣ dudv ≤Cδ (+ δ2(tB)) , (8.209)
sup
u∈[1,uf ]
R
∫
Cu∩D(tB)∩{r≥R}
∣∣∣E r
λ
(∂vφ)
2
∣∣∣ dv + ∫∫
D(tB)∩{r≥20}
∣∣∣E r
λ
(∂vφ)
2
∣∣∣ dudv ≤CA(log Λ)δ2 (+ δ2(tB)) ,
(8.210)
where
E =
∣∣∣∣1− rr λλ
∣∣∣∣ .
As in the proof of Lemma 8.46, the desired bounds (8.206) and (8.207) follow from the claimed estimates.
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We now prove the claimed estimates. The estimate (8.208) follows from Proposition 8.41. Next, (8.209)
can be proven by first applying Schwarz inequality and then using (8.208) and Lemma 8.43. Finally, (8.210)
follows from Lemma 8.43 and the pointwise bound∣∣∣∣1− rr λλ
∣∣∣∣ ≤ CA log Λ(+ δ2(tB)) ,
in D(tB) ∩ {r ≥ 20}, which in turn follows from (8.79), (8.78), (8.86), (8.87), (8.91), (8.93) and (8.95). 
We are now ready to complete the proof of Proposition 8.8.
Proof of Proposition 8.8. The geometric bounds (8.69)–(8.72) follow from Lemma 8.16 and Lemma 8.19. On
the other hand, the improved bootstrap assumptions (8.62)–(8.68) follow from Lemma 8.44–Lemma 8.47 and
Corollary 8.18, once we fix a sufficiently large number A > 0, a small enough number δ0 > 0 (depending on
A, |e|, η0, ω), and assume that 0 > 0 is sufficiently small (depending on A, δ0, |e|, η0, ω,Λ). In particular, to
handle the contribution of | log κ− log κ| in (8.66) and (8.67), we use (8.201) along with the observation that∫ vR,f
vR,i
| log κ− log κ|(uR(v), v) dv ≥ 1
2
∫
γR∩D(tB)∩{v≤vf}
| log κ− log κ|(t) dt
for any R ≥ 20. Indeed, note that v˙(t) = T (v)(t) = κ−1(γR(t)) is bounded below by 12 thanks to (8.86).
Similarly, for the contribution of | log γ− log γ| in (8.66) and (8.67), we use the lower bound u˙(t) = T (u)(t) =
−γ−1(γR(t)) ≥ 1, which follows from (8.88), to replace the line element du in (8.207) by dt. 
8.11. Estimates for the coordinate transformation: Proof of Proposition 8.9. Here we establish
Proposition 8.9, which relates the initial difference 2(tB) in the coordinates (u(tB), v(tB)) and (u, v) with 
2
0
in the original (U, V ) coordinates. This proposition improves the remaining bootstrap assumption (8.54).
Proof of Proposition 8.9. In this proof, to ease the notation, we will omit the subscript (tB) in u(tB), v(tB)
and (tB). We also remind the reader that we work under the normalization rH+ = 1.
Step 1. We consider the data on the incoming initial null curve Cin, on which V = v = v = 1. Our goal in
this step is to prove that, when 0, δ0 are sufficiently small,∫
Cin∩D(tB)
(−ν)−1(∂uφ˜)2r2 du ≤ C20 + CA2δ20
(
+ δ2(tB)
)2
. (8.211)
We claim that∣∣∣∣1ν ∂uφ− 1ν ∂uφ
∣∣∣∣ (u, 1) ≤ CΛ−3/2 ((1 + (log Λ)δ)0 +A(log2 Λ)δ (+ δ2(tB))) . (8.212)
This will be proved in Step 2; here, we assume (8.212) and prove (8.211). We begin by writing∫
Cin∩D(tB)
(−ν)−1(∂uφ˜)2r2 du =
∫
Cin∩D(tB)
(
1
ν
∂uφ˜
)2
r2(−ν) du
≤ 2
∫
Cin∩D(tB)
∣∣∣∣1ν ∂uφ− 1ν ∂uφ
∣∣∣∣2 r2(−ν) du
+ 2
∫
Cin∩D(tB)
∣∣∣∣1− νν
∣∣∣∣2 ∣∣∣∣1ν ∂uφ
∣∣∣∣2 r2(−ν) du
=: I + II.
The first term is bounded using (8.212) and δΛ100η0 ≤ δ0 as
|I| ≤C
(
Λ−3/2(1 + (log Λ)δ)0 +AΛ−3/2(log Λ)δ
(
+ δ2(tB)
))2 ∫
Cin∩D(tB)
r2(−∂ur) du
≤C(R0/Λ)3
(
(1 + δ0)
2
0 +A
2δ20
(
+ δ2(tB)
)2)
,
which is acceptable by (8.90).
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To treat the second term, we split the integral into
∫
Cin∩D(tB)∩{r≤20}
(· · · ) and ∫
Cin∩D(tB)∩{r≥20}
(· · · ).
For the former integral, we first use (8.4) to estimate∣∣∣∣∣
∫
Cin∩D(tB)∩{r≤20}
∣∣∣∣1− νν
∣∣∣∣2 ∣∣∣∣1ν ∂uφ
∣∣∣∣2 r2(−ν) du
∣∣∣∣∣ ≤Cδ2
∫ u(tB)f
1+Cγ20
∣∣∣∣1− νν
∣∣∣∣2 (−ν) du.
By the simple inequality |1− eϑ| ≤ ϑeϑ (ϑ > 0), (8.110) and (8.111), we have∫ u(tB)f
1+Cγ20
∣∣∣∣1− νν
∣∣∣∣2 (−ν) du ≤∫ u(tB)f
1+Cγ20
| log ν − log ν|2e2| log ν−log ν|(−ν) du
≤CA2 log2 Λ
(
+ δ2(tB)
)2 ∫ ∞
1+Cγ20
(1 + |u− 1− Cγ20 |)2e
c(ν)
2 (u−1−Cγ20 ) du
≤CA2 log2 Λ
(
+ δ2(tB)
)2
, (8.213)
which is acceptable since δ log Λ ≤ Cδ0. On the other hand, for
∫
Cin∩D(tB)∩{r≥20}
(· · · ) we use (8.4), (8.89)
and (8.94) and δ log Λ ≤ Cδ0 to bound∣∣∣∣∣
∫
Cin∩D(tB)∩{r≥20}
∣∣∣∣1− νν
∣∣∣∣2 ∣∣∣∣1ν ∂uφ
∣∣∣∣2 r2(−ν) du
∣∣∣∣∣ ≤CAΛ−1(log2 Λ)δ2 (+ δ2(tB))2
∫ 1+Cγ20
1
(−∂ur) du
≤CA(R0/Λ)δ20
(
+ δ2(tB)
)2
,
which is acceptable by (8.90).
Step 2. We now turn to the proof of (8.212). It is convenient introduce a new coordinate U so that ∂Ur = −1
on Cin. More precisely, we set
dU
dU
(U) = −∂Ur(U, 1), U(1) = 1.
By the chain rule, we have
(∂Ur)(U(U), 1) =
(
dU
dU
(U)
)−1
∂Ur(U, 1) = −∂Ur
∂Ur
(U, 1).
Let U(u) be the inverse of the function U 7→ u(U). Abusing the notation a bit, we denote by U(u) the
inverse of the function U 7→ u(U). We define
U(u) := U(U(u)), U(u) := U(U(u)).
Given some functions f, f , let g(u) := f(U(u)) and g(u) := f(U(u)). Then
(g − g)(u) =f(U(u))− f(U(u))
=(f − f)(U(u)) + (U−U)(u)
∫ 1
0
∂Uf(σU(u) + (1− σ)U(u)) dσ.
We apply the above formula with f(U) = ∂Uφ(U, 1) and f(U) = ∂Uφ(U, 1). Using coordinate invariance
of 1∂ur∂u, we see that
g(u) =f(U(u)) =
1
∂ur
∂uφ(u) =
1
∂Ur
∂Uφ(U(u)),
g(u) =
1
∂ur
∂uφ(u), f(U(u)) =
1
∂Ur
∂Uφ(U(u)).
Moreover, we have
∂Uf(U
′) = ∂2Uφ(U
′) =
(
1
−∂Ur ∂U
)2
φ(U′).
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Therefore,∣∣∣∣ 1∂ur ∂uφ− 1∂ur ∂uφ
∣∣∣∣ (u, 1) ≤ ∣∣∣∣ 1∂Ur ∂Uφ− 1∂Ur ∂Uφ
∣∣∣∣ (U(u), 1)
+ |U−U|(u) sup
U′ between U(u),U(u)
∣∣∣∣∣
(
1
−∂Ur ∂U
)2
φ
∣∣∣∣∣ (U′, 1).
For 1 ≤ u ≤ u(tB)f , the first term is at most of size Λ−3/20 by the hypothesis (8.11). By the definition of
(ω, δ,Λ)-admissibility, the second term is bounded by
Λ−3/2δ sup
u:1≤u≤u(tB)f
|U−U|(u),
as long as we can guarantee that (U(u), 1) ∈ Cin. Therefore, to conclude the proof of (8.212), it only remains
to prove that
|U−U|(u) ≤ CA log2 Λ
(
+ δ2(tB)
)
+ C0. (8.214)
Indeed, this estimate also guarantees that (U(u), 1) ∈ Cin. To see this, note that by Definition 8.1, it
suffices to show that r(U(u), 1) ≥ (1− 2δ)rH+ . On the one hand, by Definition 8.1 and the monotonicity of
r, r ≥ (1− δ)rH+ in the exterior region. Hence, r(U(u), 1) ≥ (1− δ)rH+ . On the other hand, by choosing δ0
small and then 0 small (depending on δ0) and then using (8.54) and Proposition 8.10, the RHS of (8.214)
is ≤ δ2 . Hence, since ∂Ur = −1 and (U(u), 1) ∈ Cin ∩ D, we have
r(U(u), 1) = r(U(u), 1)− (U(u)−U(u)) ≥ (1− δ − δ
2
)rH+ ≥ (1− 2δ)rH+ ,
as desired.
To prove (8.214), note that
d
du
(U−U)(u) = ∂ur(u, 1)
∂Ur(U(u), 1)
− ∂ur(u, 1)−1
=∂ur(u, 1)
[(
∂ur
∂ur
(u, 1)− 1
)
+
(
1− ∂Ur
∂Ur
(U(u), 1)
)]
,
and (U−U)(1) = 0. Therefore, the proof of (8.214) is reduced to showing the bounds∫ u(tB)f
1
(−∂ur)(u, 1)
∣∣∣∣1− ∂Ur∂Ur
∣∣∣∣ (U(u), 1) du ≤C0, (8.215)∫ u(tB)f
1
(−ν)
∣∣∣∣νν − 1
∣∣∣∣ (u, 1) du ≤CA log2 Λ(+ δ2(tB)) . (8.216)
To prove (8.215), we use (8.12), the bound
∫ u(tB)f
1 (−∂ur) du ≤ R0 and (8.90). For (8.216), we first split the
integral into
∫ 1+Cγ20
1
(· · · ) (where r ≥ 20) and ∫ u(tB)f1+Cγ20 (·) (where r ≤ 20). The first integral is handled as in
the proof of (8.215), where we use (8.89) and (8.94) in place of (8.12). Finally, the second integral is treated
as in (8.213) using (8.110) and (8.111); we omit the similar details.
Step 3. Next, we consider the data on the outgoing initial null curve Cout, on which U = u = u = 1.
Throughout this step (and the next one), it is useful to recall that infCout∩D(tB) r = R0 > 20 by (8.90).
Moreover, C−1 ≤ r/r ≤ C by (8.93); therefore, the weights rω and rω are comparable.
Our goal is to prove the following bounds:
sup
Cout∩D(tB)
rω
∣∣λ−1∂v(rφ− rφ)∣∣ ≤C0 + CAδ0 (+ δ2(tB)) , (8.217)∫
Cout∩D(tB)
κ−1(∂v(rφ˜))2 log(1 + r) dv ≤C20 + CA2δ20
(
+ δ2(tB)
)2
, (8.218)∫
Cout∩D(tB)
κ−1(∂vφ˜)2r2 dv ≤C20 + CA2δ20
(
+ δ2(tB)
)2
. (8.219)
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Note that (8.217) coincides with (8.74). Moreover, combined with (8.16)–(8.18) and (8.211), it is straight-
forward to prove (8.73) from (8.218) and (8.219).
The key claim for proving these bounds is:
rω
∣∣∣∣ 1κ∂v(rφ)− 1κ∂v(rφ)
∣∣∣∣ (1, v) ≤ C ((1 + δ)0 +Aδ (+ δ2(tB))) . (8.220)
We will prove this claim in Step 4; here, we assume (8.220) and establish (8.217)–(8.219).
For (8.217), we first use (8.87) to estimate
|λ−1∂v(rφ− rφ)| ≤2
∣∣κ−1∂v(rφ− rφ)∣∣
≤2 ∣∣κ−1∂v(rφ)− κ−1∂v(rφ)∣∣+ 2 ∣∣∣∣κκ − 1
∣∣∣∣ ∣∣κ−1∂v(rφ)∣∣ .
Then the first term is bounded by (8.220), whereas the second term is bounded by (8.6) and (8.56).
Next, for (8.218), we again use (8.87) to estimate∫
Cout∩D(tB)
κ−1(∂v(rφ˜))2 log(1 + r) dv ≤ 2
(
sup
Cout∩D(tB)
r2
∣∣∣κ−1(∂v(rφ˜))∣∣∣2)∫ v(tB)f
1
log(1 + r)r−2∂vr(1, v) dv.
The integral is bounded by Λ−1 log Λ, so it only remains to prove
r|κ−1∂v(rφ˜)| ≤ C0 + CA log Λ
(
+ δ2(tB)
)
.
To prove this bound, we first use (8.86) and (8.87) to estimate
rκ−1|∂v(rφ˜)| ≤ rλ−1|∂v(rφ− rφ)|+ r|λ˜||φ|+ r|r˜||∂vφ|
and then invoke (8.3), (8.5), (8.93), (8.95) and (8.217).
Finally, for (8.219), we apply (8.87) and Lemma 8.29 with α = 0 to estimate∫
Cout∩D(tB)
κ−1(∂vφ˜)2r2 dv ≤
∫ v(tB)f
1
1
λ
(∂vφ˜)
2r2 dv ≤
∫ v(tB)f
1
1
λ
(∂v(rφ˜))
2 dv +R0φ˜
2(1, 1).
On the far RHS, the second term is bounded by C20 thanks to (8.15) and (8.90), whereas the first term can
be handled using (8.218) and the bound λ−1(1, v) ≤ 2κ−1(1, v), which follows from (8.87).
Step 4. It remains to establish (8.220); the argument here is similar to Step 2. We introduce a new coordinate
V so that (1− µ)−1∂Vr = 1 on Cout, by setting
dV
dV
(V ) =
∂V r
1− µ (1, V ), V(1) = 1.
By the chain rule, we have
∂Vr
1− µ (1,V(V )) =
(
∂V r
1− µ
)−1
∂V r
1− µ (1, V ).
As before, we denote by V (v) and V (v) the inverses of the functions V 7→ v(V ) and V 7→ v(V ), respectively.
We furthermore define
V(v) := V(V (v)), V(v) := V(V (v)).
Proceeding as in Step 2, we obtain the pointwise estimate∣∣∣∣ 1κ∂v(rφ)− 1κ∂v(rφ)
∣∣∣∣ (1, v) ≤ ∣∣∣∣1− µ∂V r ∂V (rφ)− 1− µ∂V r ∂V (rφ)
∣∣∣∣ (1, V (v))
+ |V −V|(v) sup
V′ between V(v),V(v)
∣∣∂2V(rφ)∣∣ (1,V′)
The first term is bounded by r−ω0 by (8.13) To bound the second term, we need to use
|V −V|(v) ≤ Cr(1, v)
(
0 +A
(
+ δ2(tB)
))
, (8.221)
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which is proved below. Taking C(0 +A(+ δ
2
(tB)
)) < 12 and using (8.8), it follows that
|V −V|(v) sup
V′ between V(v),V(v)
∣∣∂2V(rφ)∣∣ (V′) ≤C|V −V|(v) r(1, v)−(ω+1)δ
≤Cr(1, v)−ωδ
(
0 +A
(
+ δ2(tB)
))
,
which is acceptable.
To conclude the proof, we need to verify (8.221). By definition, we have
d
dv
(V −V)(v) = κ(1, v)
(1− µ)−1∂Vr(1,V(v)) −
κ(1, v)
−1
=κ(1, v)
(
1− κ
κ
(1, v)
)
+ κ(1, v)
((
∂V r
1− µ
)−1
∂V r
1− µ (1, V (v))− 1
)
,
and (V−V)(1) = 0. Then (8.221) can be proved by first integrating the above identity in v from v = 1, then
applying (8.14), (8.56) and the bound κ ≤ 2∂vr (which follows from (8.87)). We omit the straightforward
details. 
8.12. Proof of weak stability (Theorem 8.6). With Propositions 8.8 and 8.9 in hand, we may now
complete the proof of Theorem 8.6.
Proof of Theorem 8.6. We first outline how to initiate and continue the bootstrap argument described in
Section 8.5. As tB → 0, note that
lim sup
tB→0
(tB) ≤ 0, lim inftB→0 (tB) ≥ |$ −$|(1, 1), lim inftB→0 δ(tB) ≥ δ. (8.222)
by (8.52) and (8.53). On the other hand, by (2.7)–(2.8), we have
sup
D(tB)
|$ −$(1, 1)| ≤CD(tB)
(
sup
D(tB)
r3 − inf
D(tB)
r3
)
,
sup
D(tB)
| log κ(tB) − log(κ(tB))(u(tB)f , ·)| ≤CD(tB)
(
sup
D(tB)
r2 − inf
D(tB)
r2
)
,
sup
D(tB)
| log(−γ(tB))− log(−γ(tB))(·, v(tB)f )| ≤CD(tB)
(
sup
D(tB)
r2 − inf
D(tB)
r2
)
,
for sufficiently small tB > 0, where CD(tB) depends on the coordinate-independent quantities
1
λ(tB)
∂v(tB)φ and
1
ν(tB)
∂u(tB)φ on D(tB) (moreover, it is non-decreasing in tB). Indeed, since these inequalities are coordinate-
independent, they can be easily proved in the (U, V ) coordinates.
Note that the RHSs of the preceding inequalities vanish as tB → 0. Furthermore, the normalization
conditions (8.49)–(8.50) imply that log κ(tB)(u(tB)f , ·) = log−γ(tB)(·, v(tB)f ) = 0. It follows that
lim sup
tB→0
sup
D(tB)
(|$ −$(1, 1)|+ | log κ(tB)|+ | log−γ(tB)|) = 0. (8.223)
By a similar argument for the background solution, we obtain
lim sup
tB→0
sup
D(tB)
|$ −$(1, 1)| = 0, lim sup
tB→0
sup
D(tB)
(| log κ|+ | log(−γ)|) ≤ Cδ2, (8.224)
where we used Proposition 8.11 to bound log κ(u(tB)f , ·) and log(−γ)(·, v(tB)f ) by Cδ2 (here, C is as in
(8.120)). Next, notice that by Definition 8.1 and (8.16), for 0 ≤ 14 ,
lim sup
tB→0
|r(u(tB)f , v(tB)f )− Λ| ≤
1
4
. (8.225)
Putting together (8.222), (8.223), (8.224) and (8.225), and using (8.17), we see that the bootstrap as-
sumptions (8.54)–(8.61) hold for small enough tB (where A ≥ 1).
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Taking A sufficiently large and 0, δ0 sufficiently small, we may apply Propositions 8.8 and 8.9, so that
the improved bootstrap assumptions (8.62)–(8.68) and (8.73) hold. Since both sides of (8.54)–(8.61) are
continuous in tB , we may continue the bootstrap argument for arbitrarily large tB .
To conclude the proof, observe that as tB →∞, we have the convergences (uniform on compact subsets)
u(tB)(U) → u(U) and v(tB)(V ) → v(V ) (these are clear from the decay bounds for (r, φ,$) in Section 5).
Note also that δ(tB) → 0 and rφ˜2(u, v(tB)f ) ≤ 2(rφ2 + rφ
2
)(u, v(tB)f )→ 0 as tB →∞ (the former by (8.120)
and the latter by the uniform boundedness of rφ and rφ in Section 5). Finally, by the equations (2.7)–(2.8)
and the normalization conditions (8.49)–(8.50), we can also pass to the limit tB → ∞ of Propositions 8.8,
8.9, 8.41, 8.31 and Corollary 8.40 (as well as the bounds in Section 8.7), which proves Theorem 8.6. 
8.13. Energy decay in the Γτ foliation: r
p-weighted energy estimates. Starting from the weak
stability result (Theorem 8.6), we now prove decay of nondegenerate energy on Γτ . We work under the same
assumptions and conventions as in Theorem 8.6. In particular, we normalize rH+ = 1 by scaling. Moreover,
from now on till the end of the section, unless otherwise stated, we will use C to denote a constant
depending on ω, η0, |e|, Λ (consistent with the conventions in Theorem 8.6). Note that this is different
from the convention in the proof of Theorem 8.6, where we only allowed C to depend on ω, η0, |e|, but not
Λ. We will also take δ0 and 0 sufficiently small depending on (|e|, η0, ω) and (δ0, |e|, η0, ω, Λ)
respectively as necessary without further comment.
The main result of this subsection is as follows:
Proposition 8.48. The following estimate holds for τ ≥ 1:∫
Γ
(in)
τ
1
(−ν) (∂uφ˜)
2r2 du+
∫
Γ
(out)
τ
1
λ
(∂vφ˜)
2r2 dv ≤ Cτ−3+η020. (8.226)
As a quick corollary of Proposition 8.48, Hardy’s inequality (Lemma 8.30 with α = 0) and the (qualitative)
fact that rφ˜2(u, v)→ 0 as v →∞, we obtain the following pointwise decay estimate for φ˜:
Corollary 8.49. The following estimate holds for (u, v) ∈ {u ≥ 1, r(u, v) ≥ R0}:
r
1
2 |φ˜|(u, v) ≤ Cu− 32 + η02 0. (8.227)
Note that the decay rate in u of the RHS is integrable. In the next subsection, we propagate this decay
rate to the radiation field difference by integration along characteristics.
As in Section 7.2, we work with ψ = rφ and its difference ψ˜ = rφ− rφ. Recall that ψ˜ solves
∂u∂vψ˜ − ∂u∂vr
r
ψ˜ = G,
where
G =
(
∂u∂vr
r
− ∂u∂vr
r
)
ψ.
We begin with some preliminary estimates, which essentially identifies ψ˜ with rφ˜.
Lemma 8.50. The following bounds hold for (u, v) ∈ D ∩ {r ≥ 20}:
|ψ˜ − rφ˜| ≤ Cu−ω+1 min{u−1+ η02 , r−1+ η02 }δ0, (8.228)
|∂vψ˜ − ∂v(rφ˜)| ≤ Cu−ω+1r−1 min{u−1+
η0
2 , r−1+
η0
2 }δ0. (8.229)
Moreover, for (u, v) ∈ D, we have∣∣∣∣ 1(−ν)∂uψ˜ − 1(−ν)∂u(rφ˜)
∣∣∣∣ ≤ { Cv−ωe 12 c(ν)(u−v−Cγ20 )δ0 in D ∩ {r ≤ 20},Cu−ωr−1+ η02 δ0 in D ∩ {r ≥ 20}. (8.230)
Proof. Note that ψ˜ − rφ˜ = r˜φ. Therefore, (8.228), (8.229) and (8.230) are straightforwad consequences of
(8.3), (8.4), (8.5), (8.29), (8.45), (8.46) and (8.47), combined with the crude bound log r ≤ Crη0/2. We omit
the straightforward details. 
To prove Proposition 8.48, we adapt the method of rp-weighted energy estimates of Dafermos–Rodnianski
[17] to our problem. We rely on the following energy identity concerning the multiplier r
p
λ ∂v:
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Lemma 8.51. For any p ∈ R, we have
∂u
(
1
2
rp
λ
(∂vψ˜)
2
)
+ ∂v
(
1
2
(−∂u∂vr)
r
rp
λ
ψ˜2
)
+
p
2
rp−1
(−ν)
λ
(∂vψ˜)
2 +
3− p
2
rp−4r2(−∂u∂vr)ψ˜2
=G
rp
λ
∂vψ˜ +
1
2
rp−2r2
(−∂u∂vr)
λ2
(∂vψ˜)
2 +
1
2
rp−3∂v
(
r2
(−∂u∂vr)
λ
)
ψ˜2.
(8.231)
Proof. We compute(
∂u∂vψ˜ − ∂u∂vr
r
ψ˜
)
rp
λ
∂vψ˜ =∂u
(
1
2
rp
λ
(∂vψ˜)
2
)
+ ∂v
(
1
2
(−∂u∂vr)
r
rp
λ
ψ˜2
)
− 1
2
∂u
(
rp
λ
)
(∂vψ˜)
2 − 1
2
∂v
(
rp−1
(−∂u∂vr)
λ
)
ψ˜2
=∂u
(
1
2
rp
λ
(∂vψ˜)
2
)
+ ∂v
(
1
2
(−∂u∂vr)
r
rp
λ
ψ˜2
)
+
p
2
rp−1
(−ν)
λ
(∂vψ˜)
2 +
1
2
rp
∂u∂vr
λ2
(∂vψ˜)
2
+
3− p
2
rp−4r2(−∂u∂vr)ψ˜2 − 1
2
rp−3∂v
(
r2
(−∂u∂vr)
λ
)
ψ˜2. 
In view of the terms on the LHS of (8.231), we introduce the rp-weighted energy flux on Γτ as follows:
Ep[ψ˜](τ) =
∫
Γ
(in)
τ
1
(−ν) (∂uψ˜)
2 du+
∫
Γ
(out)
τ
rp
λ
(∂vψ˜)
2 dv + sup
Γ
(in)
τ
r−1ψ˜2. (8.232)
For any R ≥ R0 + 1, we also introduce the nondegenerate energy flux on Γτ ∩ {r ≤ R} (augmented with a
zeroth order term) as follows:
E˙≤R[φ˜](τ) =
∫
Γ
(in)
τ
1
(−ν) (∂uφ˜)
2r2 du+
∫
Γ
(out)
τ ∩{r≤R}
1
κ
(∂vφ˜)
2r2 dv +
∫
Γ
(out)
τ ∩{R−1≤r≤R}
λrφ˜2 dv. (8.233)
We write E˙[φ˜](τ) = limR→∞ E˙≤R[φ˜](τ) for the nondegenerate energy flux on the whole leaf Γτ , i.e.,
E˙[φ˜](τ) =
∫
Γ
(in)
τ
1
(−ν) (∂uφ˜)
2r2 du+
∫
Γ
(out)
τ
1
κ
(∂vφ˜)
2r2 dv. (8.234)
In the following lemma, we record some basic properties of Ep[ψ˜], E˙≤R[φ˜] and E˙[φ˜].
Lemma 8.52. Let R ≥ R0 + 1 and τ ≥ 1. For p ≥ −1, we have
Ep[ψ˜](τ) ≤
∫
Cτ∩{r≥R}
rp
λ
(∂vψ˜)
2 dv + CR,p
(
E˙≤R[φ˜](τ) + τ−2ω+η0δ220
)
. (8.235)
For p ≥ 0, we have
E˙[φ˜](τ) ≤ CEp[ψ˜](τ) + Cτ−2ω+η0δ220. (8.236)
Finally, let p < 2ω − 1. Then on Γ1 we have
Ep[ψ˜](1) ≤ C20. (8.237)
Proof. We prove (8.235), (8.236) and (8.237) in order.
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Step 1: Proof of (8.235). Since Cτ ∩ {r ≥ R0} = Γ(out)τ , the proof of (8.235) reduces to showing∫
Γ
(in)
τ
1
(−ν) (∂uψ˜)
2 du ≤C
(
E˙≤R[φ˜](τ) + τ−2ωδ220
)
, (8.238)∫
Γ
(out)
τ ∩{r≤R}
rp
λ
(∂vψ˜)
2 dv ≤CRp
(
E˙≤R[φ˜](τ) + τ−2ω+η0δ220
)
, (8.239)
sup
Γ
(in)
τ
r−1ψ˜2 ≤C
(
E˙≤R[φ˜](τ) + τ−2ω+η0δ220
)
. (8.240)
To establish (8.238)–(8.240), we first note that∫
Γ
(in)
τ
(−ν)φ˜2 du+
∫
Γ
(out)
τ
λφ˜2 dv + sup
Γ
(in)
τ
rφ˜2 ≤ CE˙≤R[φ˜](τ). (8.241)
Indeed, by Hardy’s inequality (Lemma 8.30 with α = 0), for any R′ ∈ [R− 1, R] we have
1
4
∫
Γ
(out)
τ ∩{r≤R′}
λφ˜2 dv +
1
2
rφ˜2(τ, vR0(τ)) ≤
∫
Γ
(out)
τ ∩{r≤R′}
1
λ
(∂vφ˜)
2r2 dv +
1
2
rφ˜2(τ, vR′(τ)).
Averaging in R′ ∈ [R− 1, R], the last term on the RHS may be bounded by ∫
Γ
(out)
τ ∩{R1≤r≤R} λrφ˜
2 dv. Then
applying Hardy’s inequality on Γ
(in)
τ as well, (8.241) follows.
To prove (8.238), we first estimate
1
(−ν) (∂uψ˜)
2 ≤ C
(−ν) (∂uφ˜)
2r2 + C(−ν)φ˜2 + C
(−ν) (∂u(ψ˜ − rφ˜))
2.
By (8.37), (8.38), (8.40) and (8.230), the integral of the last term over Γ
(in)
τ is bounded by CvR0(τ)
−2ωδ220;
by (8.41), we also have vR0(τ)
−2ω ≤ Cτ−2ω, so the contribution of the last term is acceptable. On the other
hand, the integral of the remaining two terms can be bounded by E˙≤R[φ˜](τ) thanks to its definition and
(8.241).
Next, to prove (8.239), we start with the pointwise bound
rp
λ
(∂vψ˜)
2 ≤ CR
p
κ
(∂vφ˜)
2r2 + CRpλφ˜2 + CRp(∂v(ψ˜ − rφ˜))2
in Γ
(out)
τ ∩{r ≤ R}. The integral of the last term on the RHS is bounded by CRpτ−2ω+η0δ220 by (8.36) and
(8.229). On the other hand, the integral of the first two terms is bounded by CRpE˙≤R[φ˜](τ) by its definition
and (8.241).
Finally, (8.240) follows from (8.228) and (8.241). This completes the proof of (8.235).
Step 2: Proof of (8.236). Clearly, E0[ψ˜](τ) ≤ Ep[ψ˜](τ) for any p ≥ 0; therefore, we may just consider the
case p = 0. By Lemma 8.50, (8.36), (8.37), (8.38) and (8.39), we have∫
Γ
(in)
τ
1
(−ν) (∂u(rφ˜))
2 du+
∫
Γ
(out)
τ
1
κ
(∂v(rφ˜))
2 dv + sup
Γ
(in)
τ
rφ˜2 ≤ CE0[ψ˜](τ) + Cτ−2ω+η0δ220.
Then applying Lemma 8.29 with α = 0, (8.236) follows.
Step 3: Proof of (8.237). We apply (8.235) with τ = 1 and R = R0+1. Note that E˙≤R0+1[φ˜](1) ≤ C2 ≤ C20
by (8.28), (8.29) and (8.33). Moreover,
∫
Cτ∩{r≥R0+1} r
pλ−1(∂vψ˜)2 dv ≤ C20 for p < 2ω − 1 by (8.30). 
In order to prove rp-weighted energy estimates (see Lemma 8.54 below), we need to bound the RHS of
(8.231). We formulate here a technical estimate, which treats the contribution of G:
Lemma 8.53. For p ≤ 3, we have∫∫
D(τ1,τ2)∩{r≥20}
rp+1|G|2 dudv ≤ Cτ−2ω+max{1,p}1 δ220. (8.242)
We remark that (8.242) is far from optimal (with respect to other estimates we have), but nevertheless
sufficient for our purposes.
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Proof. To prove (8.242), it suffices to verify it in the cases p = 1 and p = 3. Indeed, the case p ≤ 1 obviously
follows from the case p = 1, and the case 1 ≤ p ≤ 3 follows by interpolation; in this context, this simply
means that we split the integration domain into {r ≤ τ1} and {r ≥ τ1}, then use the case p = 1 for the
former and p = 3 for the latter.
We begin with the identity
rp+1|G|2 = rp+1
(
1
r3
(r2∂u∂vr − r2∂u∂vr) +
(
1
r3
− 1
r3
)
r2∂u∂vr
)2
ψ
2
.
Recall that r2∂u∂vr = 2($ − e2r )κν. Hence by (8.29), (8.43), (8.44), (8.45), (8.47), (8.91) and Proposi-
tion 8.11, we have
r−3|r2∂u∂vr − r2∂u∂vr| ≤ Cr−30, (r−3 − r−3)|r2∂u∂vr| ≤ Cr−40.
Combined with (8.3), we arrive at
rp+1|G|2 ≤ Crp−3u−2ω+2 min{u−2, r−2}δ220 in D ∩ {r ≥ 20}.
When p = 1, we use the decay u−2 inside the minimum, whereas in the case p = 3 we use r−2. Integrating
this bound over D(τ1, τ2) ∩ {r ≥ 20} and using (8.36), the desired estimate (8.242) follows. 
We are now ready to state and prove the main rp-weighted energy estimates for ψ˜.
Lemma 8.54. Let 0 < p < 3. For any 1 ≤ τ1 ≤ τ2, we have
Ep[ψ˜](τ2) +
∫ τ2
τ1
Ep−1[ψ˜](τ) dτ ≤ Cp
(
Ep[ψ˜](τ1) + τ
−2ω+max{1+η0,p}
1 δ
220
)
. (8.243)
Proof. In this proof, we omit the line and area elements du,dv,dudv to simplify the notation.
Step 1. Let R2 > 20R0 (to be specified below), and let χR2(r) be a smooth non-negative function such that
χR2(r) = 0 in {r ≤ R2/2}, χR2(r) = 1 in {r ≥ R2} and |χ′R2(r)| ≤ 10r . We multiply (8.231) by χR2 , and
integrate by parts over D(τ1, τ2).
For the contribution of the LHS of (8.231), we claim that
1
2
∫
Γ
(out)
τ2
∩{r≥R2}
rp
λ
(∂vψ˜)
2 +
p
8
∫∫
D(τ1,τ2)
χR2
rp−1
λ
(∂vψ˜)
2 +
3− p
2
c($)
∫∫
D(τ1,τ2)
χR2r
p−4ψ˜2
≤
∫∫
D(τ1,τ2)
χR2(LHS of (8.231)) +
1
2
∫
Γ
(out)
τ1
∩{r≥R2/2}
rp
λ
(∂vψ˜)
2 + CRp+η02
(
E˙[φ˜](τ1) + τ
−2ω+1+η0
1 δ
220
)
,
(8.244)
where c($) is a positive universal constant specified in (8.248) below. On the other hand, for the contribution
of the RHS of (8.231), we claim that∫∫
D(τ1,τ2)
χR2
∣∣∣∣Grpλ ∂vψ˜
∣∣∣∣ ≤Cpτ−2ω+max{1,p}1 δ220 + p16
∫∫
D(τ1,τ2)
χR2
rp−1
λ
(∂vψ˜)
2, (8.245)∫∫
D(τ1,τ2)
χR2
∣∣∣∣rp−2r2 (−∂u∂vr)λ2 (∂vψ˜)2
∣∣∣∣ ≤ CR2
∫∫
D(τ1,τ2)
χR2
rp−1
λ
(∂vψ˜)
2, (8.246)∫∫
D(τ1,τ2)
χR2
∣∣∣∣rp−3∂v (r2 (−∂u∂vr)λ
)
ψ˜2
∣∣∣∣ ≤C ( 1R2 + 20
)∫∫
D(τ1,τ2)
χR2r
p−4ψ˜2
+
C20
R2
∫∫
D(τ1,τ2)
χR2
rp−1
λ
(∂vψ˜)
2. (8.247)
In the remainder of this step, we prove (8.243) assuming these claims. Putting together (8.244)–(8.247), we
obtain
(LHS of (8.244)) ≤C
∫
Γ
(out)
τ1
∩{r≥R2/2}
rp
λ
(∂vψ˜)
2 + CRp+η02
(
E˙[φ˜](τ1) + τ
−2ω+max{1,p}
1 δ
220
)
+
(
1
2
+
C
R2
+ C20
)
× (LHS of (8.244)).
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Choosing R2 sufficiently large and 
2
0 sufficiently small (depending on p, η0, e and Λ), the last line can be
absorbed into the LHS. At this point, we fix R2 and from now on suppress the dependence of constants on
R2 = R2(p, η0, e,Λ). By (8.29), (8.31), (8.235) and the preceding estimate, we furthermore have
Ep[ψ˜](τ2) +
∫ τ2
τ1
Ep−1[ψ˜](τ) dτ ≤Cp(LHS of (8.244)) + Cp
(
E˙≤R2 [φ˜](τ2) +
∫ τ2
τ1
E˙≤R2 [φ˜](τ) dτ
)
+ Cpτ
−2ω+η0+1δ220
≤Cp
(∫
Γ
(out)
τ1
rp
λ
(∂vψ˜)
2 + E˙[φ˜](τ1) + τ
−2ω+max{1+η0,p}
1 δ
220
)
.
Then (8.243) follows from an application of (8.236) to the last line.
Step 2. It remains to verify the claims (8.244)–(8.247). For (8.244), we start by noting that there exist
universal constants 0 < c($) < C such that
c($) ≤ r2 (−∂u∂vr)
λ
≤ C in D ∩ {r ≥ 20}, (8.248)
by (8.34), (8.36) and (8.38). Therefore, using (8.36) and (8.38), we have
(LHS of (8.244)) ≤
∫∫
D(τ1,τ2)
χR2(LHS of (8.231)) +
1
2
∫
Γ
(out)
τ1
rp
λ
(∂vψ˜)
2
+
1
2
∫∫
D(τ1,τ2)
∣∣∣∣χ′R2(−ν)rpλ (∂vψ˜)2
∣∣∣∣+ 12
∫∫
D(τ1,τ2)
∣∣∣∣χ′R2rp ∂u∂vrr ψ˜2
∣∣∣∣ .
Using (8.34), (8.35), (8.38), (8.39), (8.228), (8.229) and the fact that suppχ′R2 ⊆ {R2/2 ≤ r ≤ R2}, we may
show that∫∫
D(τ1,τ2)
∣∣∣∣χ′R2(−ν)rpλ (∂vψ˜)2
∣∣∣∣+ ∫∫D(τ1,τ2)
∣∣∣∣χ′R2rp ∂u∂vrr ψ˜2
∣∣∣∣
≤CRp+η02
(
τ−2ω+η0+11 δ
220 +
∫∫
D(τ1,τ2)∩{R2/2≤r≤R2}
r−1−η0(−ν)
(
κ−1(∂vφ˜)2 + r−2φ˜2
)
r2
)
.
The spacetime integral on the last line is bounded by CE˙[φ˜](τ1) + Cτ
−2ω+η0+1
1 δ
220 thanks to (8.29) and
(8.31), which proves (8.244).
Next, (8.245) is a clear consequence of the Cauchy–Schwarz inequality, (8.36) and (8.242).
For (8.246), we use (8.248) and the fact that suppχR2 ⊆ {r ≥ R2/2}.
Finally, we prove (8.247). We start with the pointwise estimate∣∣∣∣∂v (r2 ∂u∂vrλ
)∣∣∣∣ ≤ Cr−2 + Cr−120 + C(∂vψ˜)2. (8.249)
Indeed, we compute
∂v
(
r2
∂u∂vr
λ
)
= 2∂v
((
$ − e
2
r
)
γ
)
= γκ−1r2(∂vφ)2 + 2
e2
r2
λγ + 2
(
$ − e
2
r
)
γλ−1r(∂vφ)2.
Hence, using (8.34), (8.35), (8.36), (8.38) and (8.39), we may estimate∣∣∣∣∂v (r2 ∂u∂vrλ
)∣∣∣∣ ≤Cr−2 + Cr2(∂vφ)2 + Cr2(∂vφ˜)2
≤Cr−2 + Cr2(∂vφ)2 + Cφ˜2 + C(∂v(rφ˜− ψ˜))2 + C(∂vψ˜)2.
Applying (8.5), (8.29), (8.33) and (8.229), we obtain (8.249).
The contribution of the first two terms on the RHS of (8.249) in (8.247) is bounded by the first term on
the RHS of (8.247). For the contribution of the last term, we use (8.33) and (8.228) to estimate∫∫
D(τ1,τ2)
χR2
∣∣∣rp−3(∂vψ˜)2ψ˜2∣∣∣ ≤ C20 ∫∫
D(τ1,τ2)
χR2r
p−2(∂vψ˜)2 ≤ C
2
0
R2
∫∫
D(τ1,τ2)
χR2r
p−1(∂vψ˜)2,
which concludes the proof. 
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Using the results established so far, we may now establish (8.226) by a pigeonhole argument of Dafermos–
Rodnianski [17].
Proof of Proposition 8.48. We use a hierarchy of rp-weighted energy estimates (8.243), where p = 3−η0, 2−η0
and 1− η0. For these values of p, observe that
τ
−2ω+max{1+η0,p}
1 ≤ τ−(3−η0)+p1 .
Therefore, for any 1 ≤ τ1 ≤ τ2 and p = 3− η0, 2− η0, 1− η0, we have
Ep[ψ˜](τ2) +
∫ τ2
τ1
Ep−1[ψ˜](τ) dτ ≤ CEp[ψ˜](τ1) + Cτ−(3−η0)+p1 δ220. (8.250)
Note that we have suppressed the dependence of C on p, which due to our choice of p depends only on η0.
In the case p = 3 − η0, by (8.237) and (8.250), we have E3−η0 [ψ˜](τ) ≤ C20. Moreover, by the pigeonhole
principle, for every τ ≥ 2 there exists τ ∈ [τ/2, τ ] such that
Ep−1[ψ˜](τ) ≤ 2
τ
∫ τ
τ/2
Ep−1[ψ˜](τ ′) dτ ′.
Applying (8.250) with p− 1 and p, we have
Ep−1[ψ˜](τ) ≤CEp−1[ψ˜](τ) + Cτ−(3+η0)+(p−1)δ220
≤C
τ
Ep[ψ˜](τ/2) + Cτ
−(3+η0)+(p−1)δ220.
Plugging in the bound E3−η0 [ψ˜](τ) ≤ C20 with p = 3− η0, we obtain E2−η0 [ψ˜](τ) ≤ Cτ−120. Then plugging
in the preceding bound with p = 2, we obtain E1−η0 [ψ˜](τ) ≤ Cτ−220.
Applying (8.250) again with p = 2 − η0 and 1 − η0, but now using the decay of Ep[ψ˜](τ1) derived just
now, we obtain
τ21
∫ τ2
τ1
E−η0 [ψ˜](τ) dτ + τ1
∫ τ2
τ1
E1−η0 [ψ˜](τ) dτ ≤ C20. (8.251)
Observe that
E0[ψ˜](τ) ≤
∫
Γ
(in)
τ
1
(−ν) (∂uψ˜)
2 du+ sup
Γ
(in)
τ
r−1ψ˜2
+ τη01
∫
Γ
(out)
τ ∩{r≤τ1}
r−η0
λ
(∂vψ˜)
2 dv + τ−1+η01
∫
Γ
(out)
τ ∩{r≥τ1}
r1−η0
λ
(∂vψ˜)
2 dv
≤(1 + τη01 )E−η0 [ψ˜](τ) + τ−1+η01 E1−η0 [ψ˜](τ).
Therefore, by (8.236) and (8.251), we arrive at∫ τ2
τ1
E˙[φ˜](τ) dτ ≤C
∫ τ2
τ1
E0[ψ˜](τ) dτ + Cτ
−2ω+1+η0
1 δ
220
≤Cτη01
∫ τ2
τ1
E−η0 [ψ˜](τ) dτ + Cτ
−1+η0
1
∫ τ2
τ1
E1−η0 [ψ˜](τ) dτ + Cτ
−2+η0
1 δ
220
≤Cτ−2+η01 20.
By another pigeonhole argument, for every τ ≥ 2 we may find τ ∈ [τ/2, τ ] such that
E˙[φ˜](τ) ≤ 2
τ
∫ τ
τ/2
E˙[φ˜](τ ′) dτ ′ ≤ Cτ−3+η020.
Then by the energy inequality (8.31), we obtain E˙[φ˜](τ) ≤ Cτ−3+η020, which is the desired decay. 
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8.14. Decay of the radiation field difference. Here we use an integration along characteristic argument
(similar to [28] and Section 6.3) to upgrade (8.227) to decay of the radiation field difference Φ˜ = Φ−Φ. We
work under the same assumptions and conventions as in the previous subsection.
We first state the main result of this subsection.
Proposition 8.55. There exists R3 > R0 such that for (u, v) ∈ D ∩ {r ≥ R3}, we have
|ψ˜|(u, v) ≤ Cu−β0, (8.252)
for some β = β(ω, η0) > 1 specified in (8.256). In particular, Φ˜ = Φ− Φ obeys the decay estimate
|Φ˜|(u) ≤ Cu−β0. (8.253)
As in the previous section, we work with ψ = rφ and the corresponding difference ψ˜. We start with the
following preliminary decay estimate for ψ˜, which is a quick consequence of (8.227).
Lemma 8.56. The following estimate holds for (u, v) ∈ {u ≥ 1, r(u, v) ≥ R0}:
r−1/2|ψ˜| ≤ Cu− 12 (3−η0)0. (8.254)
To prove (8.254), we simply apply (8.227) and (8.228); we omit the straightforward details.
Another ingredient we need is an estimate for the contribution of the term G in the wave equation for ψ˜.
Lemma 8.57. For (u, v) ∈ D ∩ {r ≥ 20}, we have∫ u
1
|G|(u′, v) du′ ≤ Cu− 12 (4−η0)r− 12 (2+η0)(u, v)δ0. (8.255)
Proof. By (8.29), (8.34), (8.35), (8.38), (8.43), (8.44), (8.45), (8.47) and (8.91), we have∣∣∣∣∂u∂vrr − ∂u∂vrr
∣∣∣∣ ≤ Cr−30 in D ∩ {r ≥ 20}.
Combined with (8.3) and (8.45) (which ensures that r and r are comparable), we have∫ u
1
|G|(u′, v) du′ ≤ C0
∫ u
1
r−3|ψ|(u′, v) du′ ≤ Cδ0
∫ u
1
r−2(u′)−ω+1 min{(u′)−1, r−1} du′.
We split the integral on the RHS and estimate it using (8.38) (for the second integral) as follows:∫ u
1
r−2(u′)−ω+1 min{(u′)−1, r−1} du′
≤
∫ min{ 12 (v+Cγ20+20),u}
1
r−3(u′)−ω+1 du′ +
∫ max{ 12 (v+Cγ20+20),u}
1
2 (v+Cγ20+20)
r−2−
1
2η0(u′)−ω+
1
2η0 du′
≤Cr−3(min{ 12 (v + Cγ20 + 20), u}, v) + C(v + Cγ20 + 20)−
1
2 (2ω−η0)r−
1
2 (2+η0)(u, v).
On the one hand, r(min{ 12 (v+Cγ20 +20), u}, v) ≥ r(u, v) by monotonicity of r. On the other hand, by (8.42),
we have r(min{ 12 (v + Cγ20 + 20), u}, v) ≥ C−1(v + Cγ20 + 20) and (v + Cγ20 + 20) ≥ C−1u in D ∩ {r ≥ 20}.
Since ω > 2, we have∫ u
1
r−2(u′)−ω+1 min{(u′)−1, r−1} du′ ≤ Cu− 12 (4−η0)r− 12 (2+η0)(u, v),
which completes the proof of (8.255). 
We are now prepared to give a proof of Proposition 8.55.
Proof of Proposition 8.55. Let
β = min{ 12 (3− η0), 12 (2ω − 2− η0)}. (8.256)
By the hypothesis 0 < η0 < min{2ω − 4, 1}, we have β > 1.
For any τ > 1, we introduce the quantity
B(τ) = sup
D(1,τ)∩{r≥R3}
uβ |ψ˜|,
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where R3 ≥ R0 is specified below. Our goal is to show that B(τ) ≤ C0 with a constant C that depends
only on ω, η0, e,Λ (in particular, independent of τ).
For (u, v) ∈ D(1, τ) ∩ {r ≥ R3}, we claim that
|∂vψ˜|(u, v) ≤ Cu−βr− 12 (2+η0)(u, v) + Cu−βr−2B(τ). (8.257)
To prove (8.257), we first use the wave equation for ψ to estimate
|∂vψ˜|(u, v) ≤|∂vψ˜|(1, v) +
∫ u
1
|G|(u′, v) du′
+
∫ min{ 12 (v+Cγ20+20),u}
1
2($ − e2r )
r3
κ(−ν)|ψ˜|(u′, v) du′
+
∫ max{ 12 (v+Cγ20+20),u}
1
2 (v+Cγ20+20)
2($ − e2r )
r3
κ(−ν)|ψ˜|(u′, v) du′.
We bound each term on the RHS. For the first term, we use (8.30) and the simple fact that r(1, v) ≥
C−1 max{u, r(u, v)} (which follows from (8.42)) to estimate
|∂vψ˜|(1, v) ≤ Cr−ω(1, v)0 ≤ Cu−ω+1+ 12η0r− 12 (2+η0)(u, v)0,
which is acceptable. For the second term, we apply Lemma 8.57. For the third term, we use Lemma 8.56
together with (8.34), (8.35), (8.38) to estimate∫ min{ 12 (v+Cγ20+20),u}
1
2($ − e2r )
r3
κ(−ν)|ψ˜|(u′, v) du′
≤C0
∫ min{ 12 (v+Cγ20+20),u}
1
1
(u′)−
1
2 (3−η0)
($ − e2r )
r5/2
κ(−ν)(u′, v) du′
≤Cr− 52 (min{ 12 (v + Cγ20 + 20), u}, v)0 ≤ Cu−(3−η0)/2r−(2+η0)/2(u, v)0,
where we used (8.42) and the monotonicity of r to get r(min{ 12 (v+Cγ20 + 20), u}, v) ≥ C−1 max{u, r(u, v)}
in the final inequality. For the last term, we estimate∫ max{ 12 (v+Cγ20+20),u}
1
2 (v+Cγ20+20)
2($ − e2r )
r3
κ(−ν)|ψ˜|(u′, v) du′
≤C(v + Cγ20 + 20)−βB(τ)
∫ max{ 12 (v+Cγ20+20),u}
1
2 (v+Cγ20+20)
($ − e2r )
r3
κ(−ν)(u′, v) du′
≤Cu−βr−2(u, v)B(τ).
In the last inequality, we used the fact that v + Cγ20 + 20 ≥ u in D ∩ {r ≥ 20} by (8.42).
For any (u, v) ∈ D(0, τ) ∩ {r ≥ R3}, let vR3(u) be defined by r(u, vR3(u)) = R3. Since R3 ≥ R0,
(u, vR3(u)) ∈ D(0, τ) ∩ {r ≥ R3}. Integrating (8.257) from vR3(u) to v, and using (8.36), we obtain
|ψ˜|(u, v) ≤|ψ˜|(u, vR3(u)) +
∫ v
vR3 (u)
|∂vψ˜|(u, v′) dv′
≤Cu− 12 (3−η0)R1/23 0 + Cu−βR−η0/23 0 + Cu−βR−13 B(τ).
In the last inequality, we used Lemma 8.56 for the first term. By the definition of B(τ), we have
B(τ) ≤ C(R1/23 +R−η0/23 )0 + CR−13 B(τ).
Choosing R3 large enough (possibly depending only on ω, η0, e,Λ by our conventions), we may absorb the
last term into the LHS. Since τ > 1 is arbitrary, (8.252) follows. 
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8.15. Proof of Theorem 8.3. We may finally complete the proof of Theorem 8.3.
Proof of Theorem 8.3. Note that (8.19) is an immediate consequence of (8.45); therefore, it only remains to
establish (8.20). In this proof, we abbreviate L = L D and L = L D. In the future-normalized coordinates
(u, v), the quantities L and L can be expressed as
L = −
∫ ∞
1
2M(u)Φ(u) du, L = −
∫ ∞
1
2M(u)Φ(u) du,
and thus
L− L =−
∫ ∞
1
2M(u)Φ(u)− 2M(u)Φ(u) du
=−
∫ ∞
1
2M(u)(Φ− Φ)(u) du−
∫ ∞
1
2(M −M)(u)Φ(u) du.
By $f ≤ rH+ = 1, (8.2), (8.29) and (8.43), we have
|M −M |(u) ≤ C0, |M |(u) ≤ C.
On the other hand, by (8.3) and (8.253), we have
|Φ− Φ|(u) ≤ Cu−β0, |Φ|(u) ≤ Cu−ω+1δ
where β, ω− 1 > 1. As a consequence, M(u)(Φ−Φ)(u) and (M −M)(u)Φ(u) are integrable over u ∈ [1,∞),
with integrals bounded above by C0, and the desired conclusion follows. 
9. Instability of no backscattering: Proof of Theorem 4.3
The goal of this section is to establish Theorem 4.3 concerning instability of the condition L(ω0)∞ = 0
when ω0 ≥ 3. The section is structured as follows:
• Section 9.1. We briefly discuss the ideas of the proof.
• Section 9.2. We discuss some properties of the Einstein–Maxwell–(real)–scalar–field constraint
equations in spherical symmetry, and solve the constraint equations near the asymptotically flat
end.
• Section 9.3. We carry out the proof of Theorem 4.3.
9.1. Ideas of the proof. Given an initial data set Θ with L(ω0)∞ = 0 for ω0 ≥ 3, the goal is to construct
perturbations Θ (for small ) of the initial data Θ, such that L[Θ]− L[Θ] ≥ c for some c > 0. The main
idea of the proof is based on [27, Theorem 1.5], except that now we also need to control all the contributions
coming from both the background and the perturbed geometry. More precisely, the perturbations that we
construct have the following features:
(1) We choose the perturbation to be small, smooth and essentially compactly supported (more precisely,
only the f, h components have a small polynomial tail, which is forced by the constraint equation);
therefore it is small in every topology d+k,ω (as long as the background initial data set is also C
k).
(2) Moreover, we take the φ, φ˙ components of the perturbation to be outgoing and place it in a region
where r is sufficiently large; as a consequence, the leading order effect of the perturbation is localized
in a large-r region, which is close to the Minkowski spacetime (by asymptotic flatness) and thus
explicit computation can be performed.
(3) Finally, we use the stability theorems established in Sections 7 and 8 to show that the contribution
of the remainder is small.
A conceptual difference from [27, Proof of Theorem 1.5], however, is that here we directly perturb the
Cauchy data, whereas in [27] the perturbation was constructed from a characteristic data set; see Section 9.2.
When applied to the linear setting of [27], we remark that this feature trivializes the “proof” of compact
support of the perturbation on Σ0. On the other hand, in order to be able to perturb the Cauchy data, we
will need to solve the constraint equations. This will be achieved in Section 9.2.
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9.2. Constraint equations on a Cauchy hypersurface. In general, prescription of a Cauchy data set
for the Einstein equation is not a straightforward task due to the presence of the constraint equations, which
by themselves form a nontrivial system of underdetermined PDEs. Fortunately, the constraint equations
(2.9) and (2.10) reduce to a system of ODEs under spherical symmetry, and at least in the regime we are
interested in, it is not difficult to identify the part (which we call the reduced initial data set) of the Cauchy
data set which can (essentially) be freely prescribed. What we present below relies on using the modified
mass and requires (1− 2$r + e
2
r2 ) to be non-zero. It works near an asymptotically flat end, which is sufficient
for our purposes in Section 9.3.
Let Θ = (r, f, h, `, φ, φ˙, e) be an admissible Cauchy data set on Σ0. We begin by introducing a double
null coordinate system (U, V ) on a (local) globally hyperbolic future development of Σ0 normalized by the
condition −dUdρ = dVdρ = 1 on Σ0. Consider now the following subset of Σ0:
Σ+0 = {ρ ∈ Σ0 : ∀ρ′ ≥ ρ, r(ρ′) ≥ 10 max{$i, |e|}, ∂Ur Σ0 (ρ′) < 0, ∂V r Σ0 (ρ′) > 0}.
Clearly, Σ+0 is a half-open interval with a finite endpoint on the left, which we denote by ρ
+
∗ .
A reduced initial data set on Σ+0 corresponding to Θ consists of four numbers r∗, ψ∗, $∗, e ∈ R and four
functions λ, ν, α, β : Σ+0 → R given by
r∗ = r(ρ+∗ ), ψ∗ = ψ(ρ
+
∗ ), $∗ = $(ρ
+
∗ ),
λ(ρ) = ∂V r Σ+0 (ρ), ν(ρ) = ∂Ur Σ+0 (ρ), α(ρ) = ∂V ψ Σ+0 (ρ), β(ρ) = ∂Uψ Σ+0 (ρ).
(9.1)
Observe that these numbers and functions obey the following conditions:
r∗ ≥ 10 max{ lim
ρ→∞$(ρ), |e|}, r∗ > 0, $∗ > 0, ν < 0, λ > 0. (9.2)
It turns out that the conditions in (9.2) are enough for the converse direction to hold. More precisely, let
us call a collection (r∗, ψ∗, $∗, e, λ, ν, α, β) of four numbers and four functions on Σ+0 a reduced initial data
set on Σ+0 if they satisfy (9.2). Then we have the following statement:
Proposition 9.1. Given a reduced initial data set (r∗, ψ∗, $∗, e, λ, ν, α, β) on a half-open interval Σ+0 =
[ρ+∗ ,∞) satisfying (9.2) (with $ as in (9.5) below) and
λ, ν ∈ Ck+1(Σ+0 ), α, β ∈ Ck(Σ+0 ) for some nonnegative k ∈ Z,
there uniquely exists a corresponding Cauchy data set (r, f, h, `, φ, φ˙, e) on Σ+0 such that
r ∈ Ck+2(Σ+0 ), `, f, φ ∈ Ck+1(Σ+0 ), h, φ˙ ∈ Ck(Σ+0 ).
Remark 9.2. To have ∂ρf, ` ∈ Ck(Σ+0 ), we need continuity of one higher order derivatives of λ, ν, which
are at the level of ∂ρr, `. In our application below, however, this discrepancy does not arise thanks to the
particular form of our perturbation; see Lemma 9.4.
Proof. The idea is to show that a reduced initial data set gives rise to an initial data set of the system (2.8)
for r, φ and $. Then by the equivalence of (2.8) and (2.4)–(2.5), we may define the desired Cauchy data set
(r, f, h, `, φ, φ˙, e) on Σ+0 .
Step 1: Prescribing (r, f, h, `, φ, φ˙, e). We begin by prescribing e as the given real number.
Next, in view of (9.1), the coordinate normalization conditions −dUdρ = dVdρ = 1 on Σ0 and Lemma 2.5, we
define r and ψ = rφ on Σ+0 by the equations
∂ρr =∂V r − ∂Ur = λ− ν, (9.3)
∂ρψ =∂V ψ − ∂Uψ = α− β, (9.4)
and the initial conditions r(ρ+∗ ) = r∗, ψ(ρ
+
∗ ) = ψ∗. Note that the signs conditions in (9.2) guarantee that r
is increasing. In particular, r > 0, as is required. Then we define $ by solving the ODE ∂ρ$ =∂V$ − ∂U$ =
1
2
(
1− 2$
r
+
e2
r2
)(
λ
(
λ−1α− r−1ψ)2 + (−ν)((−ν)−1β + r−1ψ)2) ,
$(ρ+∗ ) =$∗.
(9.5)
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Clearly, after r and ψ on Σ0 are determined, the ODE for $ is linear and hence a unique solution exists
on Σ+0 . Moreover, it is easy to see that with the sign conditions in (9.2), $ is increasing. Hence, the first
condition in (9.2), together with the monotonicity of r and $ that we just established, guarantees that
1− 2$r + e
2
r2 > 0. Define f by f > 0 and
f2 =
4∂V r(−∂Ur)
1− 2$r + e
2
r2
=
4λ(−ν)
1− 2$r + e
2
r2
. (9.6)
Notice that by λ > 0, ν < 0 (see (9.2)) and 1 − 2$r + e
2
r2 > 0, the RHS is positive. Hence, f is well-defined
and is positive as required. In a manner consistent with Lemma 2.5, we then define ` and φ˙ by
` =
r
f
(λ+ ν), φ˙ =
1
rf
(α− r−1λψ + β − r−1νψ). (9.7)
These are well-defined since r > 0, f > 0. Finally, define h by
h =
rf2
λ− ν
(
∂ρ`
r2
− `(λ− ν)
r3
+ r−1φ˙
(
(α− r−1λψ)− (β − r−1νψ))) . (9.8)
This is well-defined since λ− ν > 0 by (9.2).
Step 2: Checking the constraint equations. We need to check that (r, f, h, `, φ, φ˙, e) defined as above indeed
satisfies the constraint equations (2.9) and (2.10). For convenience, we introduce for the rest of this proof
the notation ′ = ddρ . One computes that
Rgˆ = −4r
′′
f2r
+
4f ′r′
f3r
− 2(r
′)2
f2r2
+
2
r2
, −|kˆ|gˆ + (trgˆkˆ)2 = 4h`
f2r2
+
2`2
r4
.
Therefore, (2.9) can be given as follows
− 2r
′′
f2r
+
2f ′r′
f3r
− (r
′)2
f2r2
+
1
r2
+
2h`
f2r2
+
`2
r4
= φ˙2 +
1
f2
(φ′)2 − e
2
r4
. (9.9)
One also computes that (2.10) is given by
hr′
rf2
− `
′
r2
+
`r′
r3
= φ˙φ′. (9.10)
By (9.8), and expressing α, β, λ and ν in terms of r, `, φ and φ˙ using (9.3), (9.4) and (9.7), one sees that
(2.10) is satisfied.
To check (9.9), we first express $′ using $ = r2 +
e2
2r +
1
2
`2
r − r(r
′)2
2f2 (which follows from (9.6)) and apply
(9.10):
$′ =
r′
2
− e
2r′
2r2
− 1
2
`2r′
r2
+
``′
r
−
(
r(r′)2
2f2
)′
=
r′
2
− e
2r′
2r2
− 1
2
`2r′
r2
+ `r
(
hr′
rf2
+
`r′
r3
− φ˙φ′
)
−
(
(r′)3
2f2
+
rr′r′′
f2
− r(r
′)2f ′
f3
)
=
r′
2
− e
2r′
2r2
+
1
2
`2r′
r2
+
h`r′
f2
− `rφ˙φ′ − (r
′)3
2f2
− rr
′r′′
f2
+
r(r′)2f ′
f3
.
Combining this with (9.5), we thus obtain
0 =
r′
2
− e
2r′
2r2
+
1
2
`2r′
r2
+
h`r′
f2
− `rφ˙φ′ − (r
′)3
2f2
− rr
′r′′
f2
+
r(r′)2f ′
f3
− (r
′ − f`r )(r′ + f`r )
2f2
(
r2
2(r′ + f`r )
(
−φ′ + fφ˙
)2
− r
2
2(−r′ + f`r )
(
φ′ + fφ˙
)2)
=
r′
2
− e
2r′
2r2
+
1
2
`2r′
r2
+
h`r′
f2
− (r
′)3
2f2
− rr
′r′′
f2
+
r(r′)2f ′
f3
− r
2r′
2
(
φ˙2 +
1
f2
(φ′)2
)
,
which is clearly equivalent to (9.9) since r, r′ > 0.
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Step 3: Regularity and uniqueness of the Cauchy data set. The regularity assertions follow directly from
the definitions (9.3), (9.4), (9.5), (9.6), (9.7) and (9.8). Finally, it is easy to see that in order to satisfy the
constraint equations, the definition as in Step 1 is the only choice, and thus the prescription of the Cauchy
data set is uniquely determined by reduced initial data set. 
9.3. Construction of Cauchy data perturbation. Let Θ = (r, f , h, `, φ, φ˙, e) be an ω0-admissible initial
data set on Σ0 for some ω0 ≥ 3 such that the corresponding maximal globally hyperbolic future development
(g, φ, F ) obeys
L(ω0)∞ = L(ω0)0 + L = 0.
Here, we have used the shorthand L(ω0)∞ = L(ω0)∞[Θ], etc. We will use this convention for the rest of this
section. In what follows, we refer to (g, φ, F ) as the background solution.
Let ρ∗ > 1 be a sufficiently large number such that r∗ = r(ρ∗) > 20 max{$i, e}. Define Σ+0 ⊂ Σ0 to be
the set
Σ+0 = {ρ ∈ Σ0 : ∀ρ′ ≥ ρ, r(ρ′) ≥ r∗, ∂Ur Σ0 (ρ′) < 0, ∂V r Σ0 (ρ′) > 0}.
For a large number Rpert > r∗ to be specified below, let ρpert be the unique ρ ∈ Σ+0 such that r(ρpert) =
Rpert. We divide
Σ+0 = Σ
+
0,pert ∪ (Σ+0 \ Σ+0,pert), where Σ+0,pert = Σ+0 ∩ {ρ ≥ ρpert}.
Let χ be a smooth function that satisfies the following properties:
suppχ ⊆ [0, 1], sup |χ| ≤ 1,
∫ 1
0
χ(ρ) dρ = 0,
∫ 1
0
∫ ρ
0
χ(ρ′) dρ′ dρ ≥ 2c0. (9.11)
for some fixed universal constant c0 > 0 (say c0 =
1
20 ). We also introduce the notation
χ˜(ρ) =
∫ ρ
−∞
χ(ρ′) dρ′.
We define a one-parameter family Θ of admissible initial data sets in the following fashion:
• On Σ0 \ Σ+0 , let Θ = Θ for all .
• On Σ+0 , let Θ be determined by the following reduced data set:
r()(ρ
+
∗ ) = r(ρ
+
∗ ), ψ()(ρ
+
∗ ) = ψ(ρ
+
∗ ), $()(ρ
+
∗ ) = $(ρ
+
∗ ), e() = e,
∂Ur() Σ+0 (ρ) = ∂Ur Σ+0 (ρ), ∂V r() Σ+0 (ρ) = ∂V r Σ+0 (ρ),
∂Uψ() Σ+0 (ρ) = −χ(ρ− ρpert) + ∂Uψ Σ+0 (ρ), ∂V ψ() Σ+0 (ρ) = ∂V ψ Σ+0 (ρ),
where (r(ρ+∗ ), ψ(ρ
+
∗ ), $(ρ
+
∗ ), e, ∂Ur Σ+0 , ∂V r Σ+0 , ∂Uψ Σ+0 , ∂V ψ Σ+0 ) is the reduced data set corre-
sponding to Θ on Σ+0 .
By definition, the reduced data set for Θ only differs with that for Θ in Σ
+
0,pert. Moreover, they only differ
in the ∂Uψ() component, by χ(ρ− ρpert). Since ∂ρψ()(ρ) = (∂V − ∂U )ψ() Σ+0 (ρ), we have
(ψ() − ψ)(ρ) = χ˜(ρ− ρpert). (9.12)
For  > 0 sufficiently small, (9.2) indeed holds: r(ρ∗) > max{$i, e} holds for sufficiently small  > 0 by
standard stability results for ODEs, and the other inequalities in (9.2) are easily verified. We can therefore
apply Proposition 9.1 to obtain a unique Cauchy initial data set Θ on Σ0.
Let us collect a few obvious facts about Θ:
Lemma 9.3. The one-parameter family Θ satisfies the following properties:
• Θ0 = Θ,
• L(ω0)0[Θ] = L(ω0)0[Θ] and L′(ω0)0[Θ] = L′(ω0)0[Θ] for each  ∈ R,
• Θ = Θ in {ρ ∈ Σ0 : ρ < ρpert}, and
• φ = φ, fφ˙ = fφ˙ in {ρ ∈ Σ0 : ρ > ρpert + 1}.
Moreover, the following lemma holds:
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Lemma 9.4. For each  ∈ R sufficiently small, Θ is an ω0-admissible Cauchy data set. Moreover, the
mapping  7→ Θ is continuous with respect to the metric d+2,ω for any ω > 2.
Proof. For concreteness, we prove continuity of  7→ Θ at  = 0; as we will see, the general case can be
handled by essentially the same proof. Our goal is to show that for  sufficiently small, d2,ω(Θ,Θ) ≤
CRpert,Θ, where CRpert,Θ may depend both on the background data set Θ and the choice of Rpert. This
clearly implies continuity of  7→ Θ at  = 0. Using moreover that φ − φ and fφ˙ − fφ˙ are compactly
supported (Lemma 9.3), this implies that Θ is an ω0-admissible Cauchy data set.
Let  6= 0 be fixed, and denote by (f, r, h, `, φ, φ˙, e) the components of the Cauchy data set Θ. Note that
Θ = Θ on Σ0 \ Σ+0,pert and (r, f`, e) = (r, f`, e) on Σ0. Hence, we have
d2,ω(Θ,Θ) =‖ρ log(f/f)‖C0(Σ+0,pert) +
2∑
k=1
(
‖ρ1+k∂kρ log(f/f)‖C0(Σ+0,pert) + ‖ρ
1+k∂k−1ρ (h− h)‖C0(Σ+0,pert)
)
+ ‖ρω(φ− φ)‖C0(Σ+0,pert) +
2∑
k=1
(
‖ρω+k∂kρ (φ− φ)‖C0(Σ+0,pert) + ‖ρ
ω+k∂k−1ρ (fφ˙− fφ˙)‖C0(Σ+0,pert)
)
.
Note that by (9.11), φ − φ, fφ˙ − fφ˙ are supported in {ρ ∈ Σ+0,pert : ρpert ≤ ρ ≤ ρpert + 1}; therefore, we
need not worry about the weights and clearly have
‖ρω(φ− φ)‖C0(Σ+0,pert) +
2∑
k=1
(
‖ρω+k∂kρ (φ− φ)‖C0(Σ+0,pert) + ‖ρ
ω+k∂k−1ρ (fφ˙− fφ˙)‖C0(Σ+0,pert)
)
≤ Cω,Rpert,
which is acceptable. We emphasize that this holds for all ω > 2, regardless of the value of ω0 associated to
the decay of the scalar field for the background initial data set.
To bound log(f/f), h− h and their derivatives, it is more convenient to not only consider the definitions
in Proposition 9.1, but also to work with (the restriction of) the local developments (Ω, r, φ) and (Ω, r, φ)
arising from Θ and Θ, respectively, in a neighborhood of Σ
+
0,pert. This has the advantage that we can now
apply (2.8). On Σ+0,pert, we claim that
2 log(f/f) =− log
(
1− 2 $ −$
r(1− µ)
)
, (9.13)
2
(
h
f
− h
f
)
=(∂U + ∂V )
(
log Ω2 − log Ω2
)
=
(
4(∂U + ∂V )r
r2(1− µ) +
8($ − e2r )(∂U + ∂V )r
(1− µ)(1− µ)r3
)
($ −$)− (∂U + ∂V ) log
(
1− 2 $ −$
r(1− µ)
)
. (9.14)
To prove (9.13), recall that (r, ∂Ur, ∂V r, e) = (r, ∂Ur, ∂V r, e) on Σ0. Therefore, by (9.6), we have on Σ0
2 log(f/f) = log
(
4
∂V r(−∂Ur)
1− µ
)
− log
(
4
∂V r(−∂Ur)
1− µ
)
=− log 1− µ
1− µ = − log
(
1− 2 $ −$
r(1− µ)
)
.
For (9.14), we first note that
h
f
− h
f
= Ω−1(∂U + ∂V )Ω− Ω−1(∂U + ∂V )Ω = 1
2
(∂U + ∂V )
(
log Ω2 − log Ω2
)
on Σ0
by Lemma 2.5. Moreover, we have
(∂U + ∂V )
(
log Ω2 − log Ω2
)
=(∂U + ∂V ) log
∂V r
∂V r
+ (∂U + ∂V ) log
∂Ur
∂Ur
− (∂U + ∂V ) log 1− µ
1− µ.
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Note that (∂V − ∂U ) log ∂V r∂V r = ∂ρ log ∂V r∂V r = 0 on Σ0; similarly, (∂V − ∂U ) log ∂Ur∂Ur = 0 on Σ0. Therefore, by
(2.8), on Σ0 we have
(∂U + ∂V )
(
log Ω2 − log Ω2
)
=2∂U log
∂V r
∂V r
+ 2∂V log
∂Ur
∂Ur
− (∂U + ∂V ) log 1− µ
1− µ
=
4($ − e2r )
r2
∂Ur
1− µ −
4($ − e2r )
r2
∂Ur
1− µ
+
4($ − e2r )
r2
∂V r
1− µ −
4($ − e2r )
r2
∂V r
1− µ
− (∂U + ∂V ) log
(
1− 2 $ −$
r(1− µ)
)
.
Rearranging terms, while recalling that (r, ∂Ur, ∂V r, e) = (r, ∂Ur, ∂V r, e) on Σ0, we obtain (9.14).
After writing the differences as in (9.13) and (9.14), the key is now to estimate the mass difference. By
(9.5), it can be shown that ∣∣∣($ −$) Σ+0,pert∣∣∣ ≤ CΘ,
where CΘ is independent of Rpert. Moreover, in view of (2.8) and the fact that ∂ρ = ∂V − ∂U on Σ0, it can
be seen that∣∣∣∂kρ ($ −$) Σ+0,pert∣∣∣+ ∣∣∣∂k−1ρ ((∂U + ∂V )($ −$)) Σ+0,pert∣∣∣ ≤ Ck,Rpert,Θ r−2ω−(k−1)
for any 1 ≤ k ≤ 2. Then by the formulae (9.13) and (9.14), it follows that
‖ρ log(f/f)‖C0(Σ+0,pert) +
2∑
k=1
(
‖ρ1+k∂kρ log(f/f)‖C0(Σ+0,pert) + ‖ρ
1+k∂k−1ρ (h− h)‖C0(Σ+0,pert)
)
≤ CRpert,Θ,
which completes the proof. 
Remark 9.5. Suppose that Θ is moreover Ckω0-regular for some k ≥ 2. Then proceeding as in the previous
proof, it can be shown that  7→ Θ is continuous with respect to d+k,ω for any ω > 2. We omit the
straightforward details.
In view of Lemmas 9.3, 9.4 and Remark 9.5, in order to prove Theorem 4.3, it only remains to establish
the following statement, which in particular implies that L(ω0)∞[Θ] 6= 0 when  6= 0.
Proposition 9.6. Let L() = L[Θ] be defined as in (3.10) from the maximal globally hyperbolic future
development of the Cauchy data set Θ. For Rpert sufficiently large and  small enough (both depending on
the background solution), we have
|L() − L| ≥ c0$i, (9.15)
where c0 is the universal constant in (9.11).
For the proof of Proposition 9.6, we split the background spacetime into four regions R1, . . . ,R4 in a
similar manner as in the proof of Theorem 4.2 in Section 8.3. We introduce a parameter Rpert to be specified
below and define the regions R1, . . . ,R4 as follows:
• We define R4 using Lemma 8.5. More precisely, let 2 < ω < min{ω0, 3} and η0 < 1200 (min{ω0, 3}−ω)
be fixed. By Lemma 8.5, for any δ0 > 0 there exist Λ ≥ 100 and (Ui+ , Vi+) such that the restriction
of the background solution to
R4 := {(U, V ) ∈ Q : U ≥ Ui+ , V ≥ Vi+ , r(U, V ) ≥ (1− 2δ)rH+}
is (ω, δ,Λ)-admissible with δ = Λ−100η0δ0. We fix δ0 sufficiently small (depending on the background
solution) so that Theorem 8.3 is applicable in R4.
• Let (Upert, Vpert) be the (U, V )-coordinates of the point ρpert on Σ+0,pert; hence r(Upert, Vpert) =
Rpert. Since Rpert will later be taken sufficiently large, we may safely assume that Upert < Ui+ and
Vpert > Vi+ . We define
R3 := {(U, V ) ∈ Q : Upert ≤ U ≤ Ui+ , V ≥ Vpert}.
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Figure 10. Regions R1, . . . ,R4. The support of main term χ˜Rpert of the perturbation is
shaded by horizontal wavy lines.
• We also introduce
R2 := {(U, V ) ∈ Q : U ≤ Upert}.
Note that R2 is precisely the domain of dependence of Σ+0,pert.
• Finally, we define
R1 := {(U, V ) ∈ Q : U ≤ Uint, V ≤ Vpert},
where (Uint, Vi+) is the point in CVi+ ∩{r = (1− 2δ)rH+}. Note that we can argue as in Section 8.3
to see that there exists δ > 0 sufficiently small such that we can simultaneously guarantee that such
a point (Uint, Vi+) is in the maximal globally hyperbolic development of the initial data and that
Theorem 8.3 is applicable in R4.
Note that R1 slightly overlaps with R4. Note that, since Θ and Θ coincide in {ρ ∈ Σ0 : ρ < ρpert}, their
developments in the (U, V )-coordinates also coincide in R1. To prove Proposition 9.6, we estimate L() − L
restricted to each of R2, R3 and R4, using the tools developed in Sections 7 and 8.
We start with some preliminary bounds on the background solution.
Lemma 9.7. Let N be as in Proposition 5.4 for the background solution (g, φ, F ). Then there exists B∗ > 0,
which depends on the solution (g, φ, F ) on N , such that the following bounds hold for (U, V ) ∈ N :
B−1∗ ≤ ∂V r(U, V ) ≤B∗, (9.16)
B−1∗ ≤ −∂Ur(U, V ) ≤B∗, (9.17)
B−1∗ ≤
−∂Ur(U, V )
−∂Uυ(U) ≤B∗, (9.18)∣∣ψ(U, V )∣∣ ≤B∗ υ−2(U) (9.19)∣∣∣∣1− µ∂V r ∂V ψ(U, V )
∣∣∣∣ ≤B∗ r−3(U, V ) (9.20)∣∣M(U)−$i∣∣ ≤B∗ υ−3(U), (9.21)∣∣∣∣Γ(U) + 12
∣∣∣∣ ≤B∗ υ−1(U). (9.22)
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Proof. The bounds (9.16)–(9.20) follow from Proposition 5.4 (where ω0 = 3). To prove (9.21) and (9.22),
observe that ∣∣M(U)−$(U, V (U))∣∣ ≤∫ ∞
V (U)
(1− µ)
(
1
∂V r
∂V ψ − 1
r
ψ
)2
∂V r(U, V ) dV ≤ CB2∗υ−3(U),∣∣∣∣log Γ(U)− log ∂Ur1− µ (U, V (U))
∣∣∣∣ ≤∫
V (U)
1
r
(
1
∂V r
∂V ψ − 1
r
ψ
)2
∂V r(U, V ) dV ≤ CB2∗υ−4(U),
where we used (9.19), (9.20) and the bound C−1 ≤ 1− µ ≤ C from (5.10). By Lemma 2.5, (3.1), (3.2) and
(9.5), we have
|$(ρ)−$i| ≤ CΘr−5(ρ),
∣∣∣∣ ∂Ur1− µ (ρ) + 12
∣∣∣∣ ≤ CΘr−1(ρ)
on Σ0 ∩N . Combined with the preceding two bounds, (9.21) and (9.22) follow. 
In R2, we claim the following bounds.
Lemma 9.8. Let Rpert ≥ R∗. For R∗ sufficiently large and  small enough (both depending on B∗,Θ), there
exists C = C(B∗, R∗,Θ) > 0 such that the following bounds hold in R2:
|$ −$| (U, V ) ≤C, (9.23)
r−1 |r − r| (U, V ) ≤C, (9.24)∣∣∣∣log (−∂Ur)1− µ − log (−∂Ur)1− µ
∣∣∣∣ (U, V ) ≤C, (9.25)
|log ∂V r − log ∂V r| (U, V ) ≤Cr−1(U, V ), (9.26)∣∣∣∣log ∂V r1− µ − log ∂V r1− µ
∣∣∣∣ (U, V ) ≤Cr−1(U, V ), (9.27)∣∣∣∣1− µ∂V r ∂V ψ − 1− µ∂V r ∂V ψ
∣∣∣∣ (U, V ) ≤Cr−3(U, V ), (9.28)∣∣ψ(U, V )− ψ(U, V )− χ˜Rpert(U)∣∣ ≤Cυ−2(U), (9.29)
where χ˜Rpert(U) = χ˜(−U + Upert).
This lemma is essentially a corollary of Proposition 7.3. In order to obtain the refined bounds stated above,
we simply reiterate the wave equations for r − r and ψ − ψ using the bounds provided by Proposition 7.3.
We emphasize that the constant C in the lemma is independent of Rpert; it is for this reason that we use the
integrated norm of ψ − ψ in the definition of 2 in Proposition 7.3 (see Remark 7.4).
Proof. In this proof, we denote by C a positive constant that depends on B∗, R∗ and Θ, which may change
from line to line. Again, C is independent of Rpert.
To apply Proposition 7.3, we choose R = R2, ω = 3, $0 = $i, r0 = R∗ and B = B∗; taking R∗ large
enough, note that the assumptions (7.3)–(7.8) are satisfied. By construction, observe that
2 = sup
Σ+0,pert
(
r−10 |$ −$|+ | log(1− µ)− log(1− µ)|
)
+ sup
Σ+0,pert
r−10 |ψ − ψ|+ r−20
∫
Σ+0,pert
|ψ − ψ|∂ρr dρ ≤ CΘ
for some CΘ > 0 independent of Rpert. Then the bounds (9.23) and (9.24) follow directly from Proposi-
tion 7.3. Moreover, making supR2 |µ| sufficiently small by choosing R∗ large enough, we also obtain
1
2
≤ 1− µ ≤ 2, 1
2
≤ 1− µ ≤ 2, |log(1− µ)− log(1− µ)| ≤ Cr−1, (9.30)
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for sufficiently small . Combined with the bound for log(−∂Ur)− log(−∂Ur) in Proposition 7.3, we obtain
(9.25). Moreover, by (9.23), (9.24), (9.25) and (9.30), we have
|∂U (log ∂V r − log ∂V r)| (U, V ) ≤
∣∣∣∣∣2($ − e
2
r )
r2
∂Ur
1− µ −
2($ − e2r )
r2
∂Ur
1− µ
∣∣∣∣∣ (U, V )
≤Cr−2(−∂Ur)(U, V ).
Since ∂V r = ∂V r on Σ
+
0,pert, (9.26) follows after integrating in U from (U(V ), V ) to (U, V ). Furthermore,
in combination with (9.30), we obtain (9.27) as well. Next, by (9.17), (9.18), (9.19), (9.23), (9.24), (9.25),
(9.26), (9.30) and the bound for |ψ − ψ| from Proposition 7.3, we have
∣∣∂U∂V (ψ − ψ)(U, V )∣∣ ≤
∣∣∣∣∣2($ − e
2
r )
r3
∂V r∂Ur
1− µ ψ −
2($ − e2r )
r3
∂V r∂Ur
1− µ ψ
∣∣∣∣∣ (U, V )
≤Cr−3(U, V ) (|ψ − ψ|(U, V (U)) + υ−2(−∂Uυ)(U)) . (9.31)
Since ∂V ψ = ∂V ψ on Σ
+
0,pert, integration in U from (U(V ), V ) to (U, V ) yields∣∣∂V (ψ − ψ)(U, V )∣∣ ≤ Cr−3(U, V ). (9.32)
Combined with (9.20) and (9.27), the preceding bound implies (9.28). Moreover, using (9.16) and integrating
(9.32) in V from (U, V (U)) to (U, V ), then noting that (9.12) holds on Σ0, we obtain (9.29).

We are now ready to complete the proof of Proposition 9.6.
Proof of Proposition 9.6. To ease the notation, we drop the subscripts  and (); hence we write Θ = Θ,
L = L() etc.
We divide the maximal globally hyperbolic future development of Θ into R1, . . . ,R4 as in Figure 10. The
parameter Rpert will be chosen at the end of the proof, so that the error in establishing the lower bound
(9.15) is small, and also Propositions 7.3 and 7.5 are applicable in R2 and R3, respectively.
In the (U, V ) coordinate system, we introduce the notation (cf. the proof of Theorem 4.2 in Section 8.3)
L(U1, U2) =
∫ U2
U1
2M(U)Φ(U)Γ(U) dU, L(U1, U2) =
∫ U2
U1
2M(U)Φ(U)Γ(U) dU.
In order to estimate the LHS of (9.15), we analyze the contribution to L− L from the regions R2, R3 and
R4 separately.
Step 1: Region R2. This is where we obtain the main lower bound. We begin by writing
(L− L)(−∞, Upert) =
∫ Upert
−∞
2M(Φ− Φ)Γ(U) dU
+
∫ Upert
−∞
2((M −M)Γ +M(Γ− Γ))Φ(U) dU
+
∫ Upert
−∞
2((M −M)Γ +M(Γ− Γ))(Φ− Φ)(U) dU.
Clearly, we have the lower bound ∣∣∣∣∣
∫ Upert
−∞
$iχ˜Rpert(U) dU
∣∣∣∣∣ ≥ 2c0$i, (9.33)
127
where c0 is as in (9.11). We claim that, for a sufficiently large Rpert, the following bounds for the error hold:∣∣∣∣∣
∫ Upert
−∞
(
2M(Φ− Φ)Γ +$iχ˜Rpert
)
(U) dU
∣∣∣∣∣ ≤C1R−1pert, (9.34)∣∣∣∣∣
∫ Upert
−∞
((M −M)Γ +M(Γ− Γ))Φ(U) dU
∣∣∣∣∣ ≤C1R−1pert, (9.35)∣∣∣∣∣
∫ Upert
−∞
((M −M)Γ +M(Γ− Γ))(Φ− Φ)(U) dU
∣∣∣∣∣ ≤C12. (9.36)
for some C1 = C1(B∗, R∗,Θ).
We begin with (9.34). We take Rpert ≥ R∗ so that Lemma 9.8 is applicable. Moreover, by (9.21) and
(9.22), for Rpert sufficiently large depending on B∗ and $i, we have
M(U) ≤ 2$i, |Γ(U)| ≤ 1, (9.37)
for (U, V ) ∈ R2. In combination with (9.21), (9.22) and (9.29), we obtain∣∣∣∣M(Φ− Φ)Γ−$i(χ˜Rpert)(−12
)∣∣∣∣ ≤|MΓ| ∣∣Φ− Φ− χ˜Rpert∣∣+ M ∣∣∣∣Γ + 12
∣∣∣∣ |χ˜Rpert| + 12|M −$i| = |χ˜Rpert |
≤CB∗,R∗,Θυ
−2(−∂Uυ)+ CB∗,R∗,Θυ
−1|χ˜Rpert |.
Integrating in U from −∞ to Upert and using (9.11), we arrive at (9.34).
Next, we turn to (9.35). Taking  sufficiently small (depending on B∗,Θ), (9.25) and (9.37) imply
|Γ(U)| ≤ 2. (9.38)
Therefore, in combination with (9.17), (9.18), (9.19), (9.23) and (9.37), we obtain
|(M −M)ΓΦ|+ |M(Γ− Γ)Φ| ≤ CB∗,R∗,Θυ
−2(U)(−∂Uυ).
Integrating in U from −∞ to Upert, (9.35) follows.
Finally, we prove (9.36). By (9.17), (9.18), (9.23), (9.25), (9.29), (9.37) and (9.38), we have(|(M −M)Γ|+ |M(Γ− Γ)|) |Φ− Φ| ≤CB∗,R∗,Θυ−2(−∂Uυ)2 + CB∗,R∗,Θ|χ˜Rpert |2.
Integrating in U from −∞ to Upert, we obtain (9.36).
Step 2: Region R3. We fix U∗ so that CU∗ ⊆ N . By Theorem 5.5, Corollary 5.8, Remark 5.9 and Lemma 9.7,
there exists B∗ ≥ 1 (depending on BηI+ , Bcpt, B∗) so that:
• (7.14)–(7.15) hold on any CV ∩ {U ≤ Ui+} ⊆ N with B = B∗,
• (7.16)–(7.17) hold on N with B = B∗.
Fix r0 sufficiently large such that (7.12)–(7.13) hold with r0, $0 = $i and a small enough δR. By choosing
Rpert sufficiently large, we can guarantee that r(Ui+ , Vpert) ≥ r0. Therefore, Proposition 7.5 is applicable in
R3. From now on, we will allow our constants to depend on the fixed r0.
Our goal is now to apply Proposition 7.5 to show that the contribution to
∣∣L− L∣∣from this region is (much)
smaller than c0. The source of smallness will come from choosing Rpert large, together with exploiting the
freedom of choosing ω in Proposition 7.5. For this purpose, we fix some ω ∈ (2, 3) and estimate 3 (as in
the statement of Proposition 7.5). Note that the difference of the data on the initial incoming curve Cin is
trivial (since the two solutions coincide on R1 by the finite speed of propagation), and on the initial outgoing
curve Cout it is given by Lemma 9.8. Hence
3 ≤ CB∗,R∗,Θ,r0,ω
(
R−1pert +R
ω−3
pert
) ≤ CB∗,R∗,Θ,r0,ωRω−3pert .
Here, we have the smallness factors R−1pert and R
ω−3
pert since in (9.27), (9.28) (which are the only terms we need
to bound on Cout), there are extra factors of infCout r
−1 or infCout r
−3+ωr−ω0 compared to what is needed in
the definition of 3.
By Proposition 7.5, we obtain ∣∣(L− L)(Upert, Ui+)∣∣ ≤ C ′2Rω−3pert , (9.39)
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where C ′2 = C
′
2(B∗, R∗,Θ, r0, ω, Ui+). Moreover, in R3 we have∣∣∣∣∣
(
∂V r
1− µ
)−1
∂V r
1− µ − 1
∣∣∣∣∣ (U, V ) ≤C ′′2Rω−3pert , (9.40)∣∣∣∣1− µ∂V r ∂V ψ − 1− µ∂V r ∂V ψ
∣∣∣∣ (U, V ) ≤C ′′2Rω−3pert (r/rH+)−ω(U, V ), (9.41)
for some C ′′2 = C
′′
2 (B∗, R∗,Θ, r0, rH+ , ω, Ui+).
Step 3: Region R4. By definition, Theorem 8.3 is applicable in R4. As in the previous step, the difference of
the data on the initial incoming curve (which belongs to R1) is trivial, and on the initial outgoing curve Cout
its size is controlled by (9.40)–(9.41). Thus we may apply Theorem 8.3 with 0 = C
′′
2R
ω−3
pert . By Theorem 8.3
we obtain51 ∣∣L D −L D∣∣ ≤ C3Rω−3pert . (9.42)
where C3 = C3(η0, $
−1
f |e|, ω,Λ, rH+ , C ′′2 ).
Step 4: Putting everything together. Choosing Rpert large enough (depending on c0$i, C1, C
′
2, C3) and 
sufficiently small (depending on c0$i, C1), we obtain (9.15) from (9.33), (9.34), (9.35), (9.36), (9.39) and
(9.42). 
51Recall from Section 8 that L D and L D exactly denote the contributions to L and L from R4. Unlike the previous
regions, regions R4 in the solutions arising from Θ and Θ do not have the same U -range.
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Appendix A. List of symbols
For the convenience of the reader, we provide a list of some frequently used symbols.
Symbol Ref. Description
Ω, r, φ, e §2 Metric components and matter fields for spherically sym-
metric solutions to Einstein–Maxwell–(real)–scalar–field
system
Cu, Cv §2 Constant u- and v-hypersurface
m,µ,$ §2 m is the Hawking mass; see (2.6). µ = m
r
, $ = m− e2
r
.
r, f, h, `, φ, φ˙, e §2.2 Initial data set
ω, ω0 §3.1 Parameter for initial decay of scalar field
Σ0,H+, I+ §3.1 Initial curve, event horizon, null infinity
$i, $H+ , $f §3.2 and 5 Various limits of $, see Definition 5.2, (3.7) and Corol-
lary 5.10
Φ(U),M(U),Γ(U) §3.3 Limiting quantities at future null infinity in definition of
L
L,L(ω0)0,L(ω0)∞ §3.3 Quantities capturing lower bound of decay near asymp-
totically flat end, see Definition 3.8
(U, V ) §5.1 Initial-data-normalized double null coordinates
(u, v) §5.1 Future-normalized double null coordinates, also used as
notation for a general double null coordinate system
υ(U) §5.1 υ(U) is the value of r at Σ0 ∩ CU .
ψ §5.2 ψ = rφ
ηi0 , N §5.2 N is a region near spatial infinity in Proposition 5.4 de-
fined by the parameter ηi0
X0, uX0 , VX0 §5.3 X0 is a region in a neighborhood of timelike infinity for the
Dafermos–Rodnianski Price’s law theorem (Theorem 5.5).
(uX0 , VX0) ∈ X0 is a point on the past boundary of X0,
usually normalized to (1, 1).
ηI+ , N §5.3 N is a region near null infinity in Corollary 5.8 defined by
the parameter ηI+
ν, λ, γ, κ §5.4 ν = ∂ur, λ = ∂vr, γ = ∂vr1−µ and κ = ∂vr1−µ in the future-
normalized coordinates
X1 §5.4 X1 ⊆ X0 region in Proposition 5.12
b1, b
′
1, B1, C30 §5.4 Constants in Proposition 5.12
Acontra §6.1 Constant for the contradiction argument in Section 6
Bcontra, B
′
contra, Ccontra §6.2 and 6.3 Large constants in contradiction argument
δr,Λδr §6.2 Constants defining the red-shift region for contradiction
argument
R0,I+ , uRI+,0 , V RI+,0 §6.3 R0,I+ is a large parameter in Lemma 6.3.
(uRI+,0
, V RI+,0
) is the point in Σ0 ∩ {r = RI+,0}.
RI+ , VI+ , uI+,0, uI+ §6.3 and 6.4 Various largeness parameters defining regions near null
infinity for the contradiction argument
Lapprox, δL §6.4 Lapprox is an approximation of L(ω0)∞, with δL quantify-
ing the difference
1, 2, 3 §7.1, 7.2 Initial data difference for Cauchy and large-r stability in
Propositions 7.1, 7.3, 7.5
R,R §7.2 Regions for large-r stability in Propositions 7.3, 7.5
B,B §7.2 Size of the background solution in Propositions 7.3, 7.5
δR, δR §7.2 Upper bounds for $0r0 ,
e0
r0
in in Propositions 7.3, 7.5
A0, A1 §7.2 Large bootstrap constants, chosen in the order A0 → A1
D˜,D §8.3 D˜ is the domain of an (ω, δ,Λ)-admissible solution, and
D ⊆ D˜ is the black hole exterior
δ, δ0 §8.3 δ0 ≥ Λ100η0δ is a smallness parameter for Theorem 8.3
0, , (tB) §8.3, 8.4, 8.5 Initial data differences under difference coordinate nor-
malizations, see Theorem 8.3, (8.28), (8.52)
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Symbol Ref. Description
R1, . . . ,R4 §8.3, 9.3 Regions in the whole exterior region in the proofs of The-
orems 4.2 and 4.3
Λ, R0 §8.3, 8.4 Λ = r(1, 1), R0 = r(1, 1)
Γτ , Γ
(in)
τ , Γ
(out)
τ , D(τ1, τ2) §8.4 Foliations and region of spacetime in Theorem 8.6
D(tB) §8.5 Bootstrap domain for the proof of the weak stability the-
orem (Theorem 8.6)
(u(tB), v(tB)) §8.5 Future-normalized double null coordinates during the
bootstrap argument in §8.5–§subsec:weak-st-pf. We often
abbreviate (u, v) = (u(tB), v(tB))
δ(tB) §8.5 Constant associated to D(tB) in (8.53)
A §8.5 A large bootstrap constant in the bootstrap argument in
§8.5–§8.12
c(ν), c
′
(ν), Cγ30 §8.6 Constants in Proposition 8.11
c(ν), Cγ20 §8.7 Constants in Lemma 8.16 and Lemma 8.19
Γ(tB)τ , Γ
(in)
(tB)τ
, Γ
(out)
(tB)τ
, D(tB)(τ1, τ2) §8.9 Foliation in the bootstrap argument in §8.9 for the energy
estimates. We often omit the subscript (tB).
R1, R2 §8.9, 8.13 Large r parameters for cutoff functions in energy estimates
in Lemma 8.35 and 8.54 respectively
G §8.13 Inhomogeneous term in the wave equation for ψ
R3 §8.14 Large r parameter for proof of decay of difference of radi-
ation field in Proposition 8.55
Σ+0 , ρ
+
∗ §9.2 Σ+0 ⊂ Σ0 on which we solve the constraint equations, ρ =
ρ+∗ denotes the end-point of Σ
+
0
r∗, ψ∗, $∗, e, λ, ν, α, β §9.2 Reduced initial data set
χ, χ˜, c0 §9.3 Functions and parameter used to define perturbation
Rpert, ρpert, Upert §9.3 Parameters for the support of the perturbation, which has
ρ value ≈ ρpert, r value ≈ Rpert and U value ≈ Upert
χ˜Rpert §9.3 Translated version of χ˜
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