e consider multimachine scheduling problems with earliness and tardiness costs. We first analyze problems in which the cost of a job is given by a general nondecreasing, convex function F of the absolute deviation of its completion time from a (common) unrestrictive duedate, and the objective is to minimize the sum of the costs incurred for all N jobs. (A special case to which considerable attention is given is the completion time variance problem.)
gap decreases to zero as a function of N and other model parameters.
In ?3 we address the important special case where the completion time variance is to be minimized, and we report on a numerical study showing that the average gap between the lower bound and the heuristic is less than 1% even for problems with N = 30 jobs, and less than 0.1% when N -90. The above results, important in their own right, directly suggest an effective heuristic for more general cost structures, in particular restrictive due dates and asymmetric structures described by a pair of general, nondecreasing and possibly distinct cost functions: an earliness and a tardiness cost function which applies to the early and tardy jobs, respectively. This heuristic is developed in ?4 and covers the general class of cost structures treated in Kahlbacher (1992) and Federgruen and Mosheiov (1993) for single machine problems. See the latter for a discussion of many important, often asymmetric, earliness and tardiness costs. No efficiently computable and tight lower bounds or practical exact solution methods are available for this general class of cost structures. In the single machine case, we are however able to show that the heuristic performs excellently by comparing it against the cost of optimal schedules, computed with the exact method in Federgruen and Mosheiov. the lower bound for the original instance, equals both the minimum cost value and the cost of the Alternating Schedule in the approximating (perfectly symmetric) instance; moreover, the job sequences generated by the Alternating Schedule for the original instance are identical to those generated for the approximating instance, since the relative ranking of the processing times is unaffected by the transformation. The next two sections provide a rigorous foundation for the above intuition regarding the performance of the lower bound and Alternating Schedule.
The Basic Multimachine

Worst Case Performance Analysis of Lower Bound and Alternating Schedule
In this section we show that the gap between the cost of the Alternating Schedule and the lower bound is bounded by an expression which rapidly decreases to zero as N increases to infinity, if the processing times are uniformly bounded or if they are i.i.d. with finite mean and variance. In other words, the Alternating Schedule is asymptotically optimal, and the lower bound is asymptotically accurate. The optimality and accuracy gaps depend on a, a measure of asymmetry in the processing times defined as follows: 
1=1
To obtain an upper bound for the expression in (7) we maximize this expression over the simplex defined by (8). Since F is convex, this maximum is achieved in one of the extreme points of the simplex. Also, since (9) 
Minimizing the Completion Time Variance
In this section we discuss the special case where the variance of the completion times is to be minimized. This specific objective has received a great deal of attention, all of which has been confined to the single machine problem, i.e., the case where m = 1. Ours appear to be the first lower bound and heuristic for the multimachine variance minimization problem. We first prove that the problem is equivalent to that of minimizing the sum of squared deviations of the jobs' completion times from a (sufficiently large) due date d, i.e., the special case where F(x) = x2. (Bagchi et al. 1987 established this result for m = 1.) Let zd (zar) denote the minimum value of (2) with F(x) = x2 (the minimum completion time variance). PROPOSITION 9. An optimal schedule for problem (2) with F(x) = x2 is also optimal when minimizing the variance of the completion times. Moreover, Zd = z* PROOF. For any given schedule let Zd(lr)(Zvar(lr)) denote the value of (2) with F(x) = x2 (the completion time variance) under this schedule. For both objectives, it is optimal to process the jobs that are assigned to a given machine, without intermittent idle times. Thus, for any given variance minimizing schedule lr*, we obtain a dif- Table 1 exhibits for each set the average value of the ratios (zAs -z) /z, an upper bound for the optimality, and accuracy gap. Our main observation is that these ratios are extremely close to one, even for relatively small size problems. Note that even for problems with N = 30 jobs (i.e., an average of 10 jobs per machine) the gap between the cost of the Alternating Schedule and the lower bound is no more than 0.75% (on average); for N = 300, the average gap is down to 0.008%; and for N = 3,000 it is down to 0.0001%. These results confirm those of Corollary 10, in particular asymptotic optimality with an O ( 0) 
The problem was first introduced in Merten and
Asymmetric General Cost Structures
The basic model treated in the previous sections assumes a symmetric and convex cost structure. In many settings one finds, however, that the cost structure is asymmetric, i.e., it is specified by two distinct, nonnegative and nondecreasing functions F() and G ( Step 1. For j = 1, . .. , m, schedule job j on machine j to be completed at the due date. Next, proceeding in the sequence in which the jobs are numbered, schedule each of the remaining jobs m + 1, m + 2, . ., N either directly preceding or directly following one of the machines' partially constructed schedules, wherever (among the 2m possible choices) the resulting cost for this job is minimal.
Step 2. Shift each of the machines' schedules by varying its starting time to its optimal value.
Case 2. N = 2rm for some r ? 1.
Step 1 Step 2. As in Case 1. Thus, in Step 1 jobs are assigned in a greedy manner.
Observe that (MASH) generates a schedule for each machine which is:
(1) of V-shape, i.e., a (possibly empty) sequence of jobs of decreasing length is followed by a (possibly empty) sequence of jobs of increasing length;
(2) (LPTB/SPTA), i.e., the sequence of jobs completed before (after) the due date has decreasing (increasing) processing times; (3) without intermittent idle times. All these properties are known to hold for an optimal schedule for each of the m machines, see, e.g., Federgruen and Mosheiov.
Observe that ( For the latter, we have conducted a numerical study with 500 (single machine) instances, partitioned into 20 sets of 25 instances each; see Table 2 . In the first ten sets, F and G are both convex; in the first (second) quintuple of sets the tardiness cost function is chosen to increase more (less) rapidly than the (quadratic) earliness cost function. Sets 10-15 have concave cost functions, and the last five sets represent the case of a symmetric (in Table 2 Performance of MASH fact, quadratic) structure except for a restrictive due date, chosen as 0.2 x makespan (=0.2SN). All instances in a set have the same value of N = 25, 50, 75, 100, or 200. The processing times are again generated from the uniform distribution on the integers from 1 to 100. We report for each set, the average value of the minimum cost-value (OPT), that of (MASH)'s cost value and that of the ratios of the latter and the optimal cost value (RATIO). We observe that (MASH) generates close-to-optimal schedules across different cost structures and even for instances with a relatively small number of jobs N. As for the symmetric case, the optimality gap reduces to zero as the number of jobs is increased. Miultimachine Scheduling Problems 
