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5E L Ő S Z Ó
A KGST keretében működő "Automaták általános elméletének kidol­
gozása" /1-15.1/ szakbizottság 1976. május 18-23 között a Szov­
jetunióban tartotta ülését az LTA Elektronikai és Számitástech- 
nikai Intézete szervezésében. A szakbizottsági ülések a részt­
vevő országok munkabeszámolóinak és a következő időszakra vo­
natkozó munkatervnek a megvitatása után mint kollokvium foly­
tatódtak, ahol a témához kapcsolódó, az egyes országokban elért 
legújabb eredményekről és a jövőbeni elképzelésekről előadások 
hangzottak el. Az eddigi gyakorlat szerint az elhangzott előa­
dásokról kiadvány készül. Jelen kiadvány a második.

7ПРОБЛЕМЫ ИСПЫТАНИЙ И ДИАГНОСТИКИ СМОНТИРОВАННЫХ ПЕЧАТНЫХ ПЛАТ 
НА НЕКОТОРОЙ ФАЗЕ ЭЛЕКТРОННОГО ПРОЕКТИРОВАНИЯ ПРИ ПОМОЩИ ЭВМ
К. ПАСТОР, И. ИВИЧ
И сследовательский Институт Вычислительной Техники и Автомати­
зации Венгерской Академии Наук
В вед ен и е .
В будущем нам бы х о тел о с ь  работать  над этой важной и а к т у а л ь ­
ной проблемой электронн ого  проектирования при помощи ЭВМ, и в 
с в я з и  с этим познакомить вас  с нашими представлениями о ее  р е ­
шении, и несколькими вытекающими из нее проблемами, которые 
уже были решены или будут решены.
1 . В мире сложилась проблема автом атизации испытаний, точнее  
т е с т -д и а гн о с т и к и ,  более  сложных электронных с ет ей  с помощью 
одиночных устройств  и систем  управляемых малой или большой ЦВМ.
Учитывая наши сегодняшние возможности, мы считаем  осуществимой 
ниже описанную систем у .
Требования к систем е: 
основным я в л я е т с я  е е  общность
1 .1  Многоуровневое построение и доступ  к отдельным уровням:
-  большая ЦВМ;
-  малая ЦВМ;
-  ручной ввод в исполнитель; 
с точки зрения режима д и ал о га :
-  "малая ЦВМ -  исполн итель";
-  "человек  -  м алая ЦВМ -  исп ол н и тел ь" .
Большая ЦВМ Малая ЦВМ И сполнитель
автом атическая общий язык обработка тестов язык выпол- объект
генерация т е с - описания верификация испол- нение




ч е л о в е к ч е л о в е к ч е л о в е к
9С обеспечением возможности создания -  на уровнях доступа  -  
ги бк ого , расш иряемого-сужаемого входного  язы ка.
1 .2  Возможность подключения любого типа исполнителя.
1 .3  Гибкость системы. Она заклю чается  в возможности расш иряе­
мости ее  т . е .  системы созданные на различных уровнях не т р е б у ­
ют отдельной конструкции, а включаются иерархичести или по дру 
тому, подмножества входного языка соответствую т различным и с ­
полнителям.
1 .4  Возможность встроен ия системы в проектирующую-испытываю- 
щую- производящую систем у , управляемой ЦВМ.
2. На основании этих  требований я с н о ,  что фундаментальным сред  
ством для осущ ествления системы т р е б у е т с я  создание  общей базы  
данных ее  и с о о тв етствен н о  программное обеспечение для обработ 
ки этой общей базы данных.
Для этой цели была р азр аб о тан а  си стем а  обработки общей базы 
данных с помощью списковой структуры , ориентированная на проек 
тирование при помощи ЭВМ, в нескольких вариантах .
Одна из основных целей создания этой  системы, обеспечение  о б ­
мена информацией между частями проектирующей системы, а  также 
решение проблем связанны х с объемом памяти машины.
3. В области  испытаний и диагностики решены ряд общих з а д а ч ,  и 
ряд специальных з а д а ч ,  как  то комбинационная схем а, одиночные 
логи чески е  ошибки.
Новейшие проблемы вызывают большие размеры схем и трудности , 
связанны е с последовательностными схемами.
Одну такую проблему п ред ставл яет  генирация синхронизирующих 
п о сл ед о в ател ь н о стей . Эти п оследовательности  называются линей­
ными, если не з а в и с я т  от значения выходного сигн ала  а в т о м а т а .
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П оследовательность  сч и тается  разветвляющ ейся или адаптивной , 
если в зав и си м о сти  от зн ачен и я  выходного си гн ал а , р а з в е т в л я е т ­
ся на нескол ько  ветвей . У строй ства  управляемые перфолентой мо­
гут обрабаты вать  только линейные п о сл ед ов ательн ости . Р а з в е т в ­
ляющиеся п о сл ед о в ател ь н о сти  можно преобразовать  в к в ази -л и н е й -  
ные, если мы можем обеспечить то , что некоторая в е т в ь ,  выходя­
щая из у зл а  р а зв е т в л е н и я ,  з а к а н ч и в а е т с я  на другой в е т в и ,  исхо­
дящей из т о го  же узла  р а зв ет в л е н и я  /р и с .  а ,  б / .
Мы р азр аб о тал и  алгоритм , выполняющий квази -ли неари зац ию .
А/ Пусть предположим, что состоян и е  q а в т о м ат а ,  я в л я е т с я  про­
извольным элем ентом  подмножества О состояний .
Алгоритм г е н е р и р у е т  такой входной си гн ал  X, при котором чис­
ленность м нож ества  состояний Q' = 6 ( Q , x ) ,  достижимых из множест­
ва состояний Q будет меньше и это  продолжается до т о г о ,  пока 
численность q ' = 1 .
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Если так ого  входного сигнала н е т ,  т . е . ' численность  множества 
Q'  =»6 (Q, X) ,  достижимого из множества Q не уменьш ается, то з н а ч е ­
ние выходного си гн ал а  д а ет  возможность для уменьшения числа 
состоян ий , например по следующему способу.
В/ 1 .  Выбираем состоян и е  a6Q, т а к о е ,  что А( а , х ) = у ,  пусть п о д а ­
ем на вход автом ата  сигнал  х .
2 /  Если значение выходного си гн ал а  у ,  то генерируем  такую в х о д ­
ную п о сл ед овательн ость  Т, которая  переводит состоян ие  а в т а к о е  
состоян ие  r e q ,  для  которого  А( г , х ) ^ у
3 /  Генерируем следующий элемент синхронизирующей п о с л ед о в ат е л ь ­
н ости , предпологая  множество состояний R =* ( q-  v 6(q , т ) )
У > х У t x
численность которого  хотя  бы на единицу меньше численности 
множества Q по сказанном у в пункте А.
= у ,  если  q 6 Q y  х  
*( ч*х)  ^ если  q6Q-
J  п у , X
Если кроме выполнения условий рассм отренного  алгоритм а и м еется  
возможность при заданной  входной п о сл ед ов ательн ости  для и т е р а ­
ции заданн ого  входного  си гн ал а , то  мы можем существенно у п р о с ­
тить ч асть  алгоритм а обеспечивающую р а зв е т в л е н и е  по ветвям а л ­
гори тм а. Упрощение мы можем осущ ествить с помощью специального 
циклового ан ал и за  граф -состояни й  а в т о м ат а ,  в х о д е  чего мы ищем 
длину цикла , полученного при интерации зад ан н о го  входного с и г ­
н ал а , т . е .  мы ищем решение соотношения r = 6 ( r , x n ) по п при з а ­
данном входном си гн ал е  х .
«
При машинной реализации  такого  типа алгоритмов дальнейшие п р о б ­
лемы возникают и з - з а  объема памяти и больших з а т р а т  времени, 
что в этом случае  вынуждает использован ие  функции переходов 
состояний автом ата  вм есто таблицы переходов .
Машинное обслуживание и имитация с в о й с т в ,  вытекающих из машин­
ного обслуживания и технологических  данных сложных схем, в л е ч е т  
з а  собой , в ч а с т н о с т и ,  решение -  при новых у слови ях  -  ряда р а ­
нее решенных проблем и , в ч а с т н о с ти , появление новых проблем. 
Далее нам бы х о тел ось  это  проиллюстрировать несколькими приме­
рами.
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При совместном упрощении неполностью определенных Функций в том 
с л у ч а е ,  если корреллируют о б л а с т и  неопределенности компонентных 
функций / т . е .  функции р еал и зо ван н о го  вида остальных компонент­
ных ф ункций/.
Не решен ряд проблем оп и сан и я , например, описание в закрытой 
форме эл ем е н т о в , имеющих специальные входы /у с т а н о в к а ,  гашение, 
перезапись и т . д . /  Этот к руг  вопросов нап равл яет  нас на т о ,  ч то ­
бы более гибко  применять временный парам етр .
Дать функциональное описание элементов схемы таким образом , что 
бы в этом выражалось и их врем енное п овед ен и е . Это я в л я е т с я  
актуальной тем ой для и ссл едован и я  в мире. П олезность темы не 
оспорима /н а п р и м е р :  моделирование и исследовани я с о с т я з а н и й / .
В ходе этих иссл едован и й , описание  временного х а р ак тер а  решено 
ди скрети зац и ей  времени, к о т о р о е  для схемы о зн а ч а е т  т о ,  что  мы 
разделим ось времени на д о во л ьн о  маленькие интервалы, на осно­
вании данных к а т а л о г а  для отдельных составляющих элементов сх е ­
мы и в то же врем я  мы не решим проблемы общего подхода элем ен­
т о в ,  управляемых фронтами си гн ал ов  и уровнями си гн ал ов . Напри­
м ер , по этой т ем е  выступил с докладом Сифакис на симпозиуме 
ИФАК в 1974 г .
Очевидно, ч то  высказанные проблемы не т о л ьк о  наши проблемы, 
вероятно и з в е с т н о  кроме эт и х  проблем еще ряд  решаемых з а д а ч .  
■Нашей целью я в и л о с ь  не стрем лен ие  к п о л н о те ,  а  ознакомление с 
несколькими проблемами, и мы надеемся, ч то  решение их р е ал и зу ­
е т с я  или о возможных достигн уты х решений мы получим сведен и я .
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MULTITAPE AUTOMATA AND LANGUAGES
P e t e r  H. S t a r k e  
S e k t i o n  M a th e m a t ik  
d e r  H u m b o l d t - U n i v e r s i t ä t  
DDR-1086 B e r l i n ,  PSP 1297
I n  t h i s  p a p e r  we g i v e  a  r e v i e w  o f  some o f  t h e  r e c e n t  r e ­
s u l t s  a c h i e v e d  when m u l t i t a p e  ( r e s p .  m u l t i h e a d )  a u to m a ta  a r e  
c o n s i d e r e d  a s  a c c e p t i n g  d e v i c e s  f o r  l a n g u a g e s .  The s t u d y  o f  
s u c h  d e v i c e s  was beg u n  by  RABIN and  SCOTT ( 5 )  and  c o n t i n u e d  
by  ROSENBERG e t  a l .  ( 2 ) ,  ( 6 )  m o t i v a t e d  by t h e  f a c t  t h a t  t h e  
a c c e p t i n g  c a p a c i t y  o f  m u l t i t a p e  r e s p .  m u l t i h e a d  a u to m a ta  i s  
h ig is  com pared  w i t h  t h e  s i m p l i c i t y  o f  t h e s e  d e v i c e s .
1 .  M u l t i t a p e  a u t o m a t a
I n  t h i s  s e c t i o n  we i n t r o d u c e  t h e  b a s i c  n o t i o n s  and n o t a t i o n s  
and r e v i e w  some o f  t h e  m ain  r e s u l t s  on m u l t i t a p e  a u to m a t a .
L e t  be  X a  f i n i t e  n o n em p ty  a l p h a b e t  and n e  2 a  n a t u r a l  number .  
The s e t  o f  a l l  n - t u p l e s  p = ( p 1 #* « .» P n ) o f  w o rd s  p ^ c  ff(X) i s  
d e n o t e d  by  >£-W(X). C a t e n a t i o n  i s  defilgRji c o m p o n e n tw is e ,  i . e .
CP-j » * • • » P ^ )  ( 9-j , • ♦ • ,  9 д )  3  (P-j 9-| * • • • f PjjQj j ) t
t h u s ,  ^ W ( X )  forrná a s e m ig ro u p  w i t h  i d e n t i t y  e = ( e .......... e )
w h ic h  i s  o b v i o u s l y  n o t  f r e e .  F o r  £  = (? - ]» • • •  *Pn )
^ ( £ )  = { i  I 1 -  i  -  n  л  p ± ф e }.
M o re o v e r  we p u t
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Xjj =* (Х ч Д в})ч {в? .
C l e a r l y ,  Xn  and
3 i î  I A c a r d  ( V ( x )  ) = 1 }
a r e  s e t s  o f  g e n e r a t o r s  f o r  X  W(X). F i n a l l y  we p u t  f o r  £  €
>f W(X), 1 — J ^  n , g  — (p-j » • • • ,P n )
n
( p )  ^ » V a and 1 ( £ )  « ZU K p . )  
3 3 j=»1 J
whereby l ( p )  i s  t h e  l e n g t h  o f  p.
D e f i n i t i o n .
The sy s te m  A =* ( n , X , Z , tr , f  ,Z^ ,M) i s  s a i d  t o  be a  ( w e a k l y - i n i ­
t i a l )  n o n d e t e r m i n i  S t i c  n - t a p e  au to m a to n  ( s h o r t l y :  ND-n-TA) i f
a )  n > 2  i s  a  n a t u r a l  nu tober  ( o f  t a p e s )
b ) X and Z a r e  f i n i t e  nomempty s e t s  ( o f  i n p u t s  and s t a t e s )
c )  tr i s  a  f u n c t i o n  f r o m  Z i n t o  P+ ({ 1 , • . .  , n > ) , t h e  s e t  o f  
a l l  n o n e m p ty  s u b s e t s  o f  { 1 , . . . , n >
d)  f  i s  a  f u n c t i o n  f r o m  Х х Х д  i n t o  P ( Z )  su c h  t h a t  f o r  z ft Z 
X ft Xn i t  h o l d s
f ( z , x )  ^ 0 <— *• y>(x) = r ( z )
e )  0 À Ъл £ Z , M ^ Z .
I n t e r p r e t a t i o n .  The i n p u t  o f  A c o n s i s t s  o f  n  t a p e s  (num bered  
by  1 , . . . , n )  w i t h  a one -w ay  ( l e f t  t o  r i g h t )  r e a d - o n l y  h e a d  on 
e a c h  o f  i t .  I f  a t  t im e  t  t h e  sy s te m  h a s  t h e  s t a t e  z e Z i t  
f i r s t  c o m p u te s  t h e  n o n e m p ty  s e t  r ( z ) .  T h en  e x a c t l y  t h o s e  
h e a d s  w o r k i n g  on t a p e s  w i t h  numbers  i n  ^ ( z )  w i l l  s c a n  one 
l e t t e r  and move one s q u a r e  t o  t h e  r i g h t .  The r e s u l t  o f  t h e  
s c a n n i n g  p r o c e d u r e  i s  a  x  é  X^ w i t h  v>(x) = * r ( z ) .  Now A choo 
s e s  a s t a t e  z '  f rom  f ( z , x )  and goes  t o  s t a t e  z '  a t  t im e  t + 1 .
I f  A i s  s t a r t e d  w i t h i n  a  s t a t e  f rom Z1 w i t h  a  n -w ord  £  on i t s
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t a p e s  and  i f  t h e r e  i s  a t  l e a s t  one^ way t o  r e a c h  a s t a t e  f ro m  M 
r e a d i n g  t h e  whole n -w o rd  £  t h e n  £  i s  a c c e p t e d  by  A, i . e .  £  i s  
an e l e m e n t  o f  t h e  n - a r y  r e l a t i o n  R(A) r e p r e s e n t e d  by A. F o r ­
m a l l y
R(A) = { £  I £  € >< W(X) л ? ( Z 1 , £ ) л  M t  0 } ,  
where  f o r  Z ' £ Z ,  £ €  ;X W(X)
?(Z  ' , £ )  = •{ zm+1 I 3m3z1 . . .  3zm3 x 1 . .  . 3 x ^ ( 0  ^ m e n z  л z.j e Z • *
m
A ^ 1- - * 2S m  =  £ A  A  ZJ+1 e  f ( z j  , X j )  ) } .
The a u to m a t o n  A i s  c a l l e d  i n i t i a l ,  i f  =* {z^}  i s  a s i n g l e t o n  
and d e t e r m i n i s t i c  (D-n-TA) i f  m o re o v e r  a l l e  t h e  s e t s  f ( z , x )  
a r e  em pty  o r  s i n g l e t o n s .  I n  t h i s  c a s e  t h e  t r a n s i t i o n  f u n c t i o n  
f  c a n  be d e s c r i b e d  by a f u n c t i o n  £ which  u n i q u e l y  maps 
D<s 3 { ( z »£) I z e Z A x e X ^ A r i z )  = v>(x)}
i n t o  Z s u c h  t h a t
f ( z , x )  = { S ( z , x ) j  
f o r  a l l  ( z , x ) f c  D .o
F o r  n - a r y  r e l a t i o n s  R,R'fiE X  W(X) c a t e n a t i o n  an d  c a t e n a t i o n  
c l o s u r e  a r e  d e f i n e d  by
R»R ' = { £ £ | £ é R a  £  6 R ' }
m
<R> = { e } u  { £ - , . . . £ m I m > 0  а Л  £ ± e R } .
T h u s ,  i n  a  n a t u r a l  way,  Rn , t h e  s e t  o f  a l l  n - r e g u l a r  r e l a t i o n s
i s  d e f i n e d  a s  t h e  l e a s t  c l a s s  o f  r e l a t i o n s  c o n t a i n i n g  a l l  t h e
f i n i t e  r e l a t i o n s  ( i . e .  a t  l e a s t  t h e  r e l a t i o n s  0 ,  { x }  f o r  ï (
) and  c l o s e d  u n d e r  u n i o n ,  c a t e n a t i o n  and c a t e n a t i o n  c l o s u r e ,  
n
I t  i s  an  i n t e r e s t i n g  f a c t  t h a t  a  n - a r y  r e l a t i o n  R S  W(X) i s  
r e p r e s e n t a b l e  by a  ND-n-TA i f f  i t  i s  n - r e g u l a r  ( c f .  ( 1 ) , ( 4 ) , ( 8 ) ) .  
But i n  c o n s t r a s t  t o  t h e  " c l a s s i c a l "  c a s e  n = 1 , f o r  n  Z2  t h e  s e t
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R^ i s  n o t  a  BOOLEan a l g e b r a  o f  s e t s ,  s i n c e  Rn i s  n e i t h e r  c l o ­
s e d  u n d e r  i n t e r s e c t i o n  n o r  u n d e r  c o m p l e m e n t a t i o n .  The o n ly  
p o s i t i v e  r e s u l t  i n  t h a t  d i r e c t i o n  s a y s  t h a t  t h e  complement 
R = X  W(X) ч R
o f  a  r e l a t i o n  R r e p r e s e n t a b l e  by a d e t e r m i n i s t i c  n-TA i s  a l ­
ways n - r e g u l a r ,  i . e .  r e p r e s e n t a b l e  by a  ND-n-TA. On t h e  o t h e r
(xi )h a n d ,  t h e  c l a s s  Щ  ; o f  a l l  n - a r y  r e l a t i o n s  r e p r e s e n t a b l e  by 
D-n-TA i s  n e i t h e r  c l o s e d  u n d e r  u n i o n ,  n o r  u n d e r  c a t e n a t i o n
/  «n \
n o r  u n d e r  c a t e n a t i o n  c l o s u r e ,  i . e .  Щ  '  i s  n o t  a KLEENEan 
a l g e b r a  ( c f .  ( 1 2 ) ) .
T h i s  i t  makes o b v io u s  t h a t  R^n  ^ cl R a n d  a c h a r a c t e r i z a t i o n—a  —n
f o r  i s  n e e d e d .  Such a  c h a r a c t e r i z a t i o n  i s  g i v e n  i n  t h e
p a p e r  (9 )  by  means o f  t h e  l a n g u a g e  o f  r e g u l a r  e x p r e s s i o n s
o v e r  th e  a l p h a b e t  Yn = X x { 1 , . . . , n }  w h e re b y  t h e  l e t t e r  ( x , i )
i s  u se d  t o  d e s c r i b e  t h e  e l e m e n t a r y  r e l a t i o n
x ( x , i )  = { ( e , . . . , e , x , e , . . . , e ) } .
i
Then e ac h  r e g u l a r  e x p r e s s i o n  T o v e r  Yn  d e s c r i b e s  a n - r e g u l a r  
r e l a t i o n  a n d  v i c e  v e r s a ,  a n d ,  a d e c i d a b l e  p r o p e r t y  o f  r e g u l a r  
e x p r e s s i o n s  i s  g iv e n  s u c h  t h a t  a r e l a t i o n  R i s  r e p r e s e n t a b l e  
b ^  a  D-n-TA i f f  i t  i s  d e s c r i b a b l e  by a  r e g u l a r  e x p r e s s i o n  h a ­
v i n g  t h a t  p r o p e r t y  ( c f .  ( 8 ) ,  ( 9 ) ) .
L e t  u s  r e m a r k  t h a t  th e  b e h a v i o r  o f  i n f i n i t e  n - t a p e  a u to m a ta  
( n o t  c o n s i d e r e d  h e r e )  i s  c h a r a c t e r i z e d  f o r  th e  d e t e r m i n i s t i c  
c a s e  i n  ( 9 ) ;  o b v i o u s l y  e a c h  r e l a t i o n  i s  r e p r e s e n t a b l e  by a 
i n f i n i t e  ND-n-TA.
F i n a l l y  we c o n s i d e r  t h e  common d e c i s i o n  p r o b le m s  f o r  n - t a p e  
a u t o m a t a .  I t  h a s  been  shown ( c f .  ( 2 ) ,  ( 1 2 ) )  t h a t  most  o f  them 
a r e  u n 3 o l v a b l e .  I n  d e t a i l ,  i f  X i s  n o t  a  s i n g l e t o n ,  o n l y  t h e
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e m p t i n e s s  p ro b le m  ( R(A) =* 0 ? )  and t h e  f i n i t e n e s s  p ro b lem  ( I s  
R(A ) f i n i t e  ? )  a r e  s o l v a b l e  w h i l e  t h e  u n i v e r s e  p ro b lem  (R(A)  =» 
>< W(X) ? ) ,  t h e  c o - f i n i t e n e s s  p r o b le m  ( I s  RCA) f i n i t e  ? ) ,  t h e  
d i s j o i n t n e s s  p r o b le m  ( R ^ )  0 R ( A o ) = 0 ? )  a n d  t h e  c o n t a i n m e n t  
p r o b l e m  ( R U ^ C  R(A2 ) ? )  a r e  a l l  u n s o l v a b l e  e v e n  f o r  D-n-TA. 
The e q u i v a l e n c e  p r o b l e m  ( R(A1 ) = R(A2 ) ? )  i s  s t i l l  open f o r  
D-n-TA and i s  u n s o l v a b l e  f o r  ND-n-TA. F o r  a u to n o m o u s  ND-n-TA 
( i . e .  Ï  = { i }  i s  a  s i n g l e t o n )  a l l  t h e  p r o b l e m s  a r e  s o l v a b l e  
( c f .  ( 1 3 ) ) .
2 .  L an g u a g es
I n  t h i s  s e c t i o n  we c o n s i d e r  t h e  r e l a t i o n  b e tw e e n  l a n g u a g e s  on 
t h e  one hand  and n - r e g u l a r  r e l a t i o n s  on t h e  o t h e r  h an d .  F i r s t  
we h a v e
Theorem  1 ( s e e  ( 1 ) )
A r e l a t i o n  R i s  n - r e g u l a r  i f f  t h e r e  e x i s t  a  f i n i t e  a l p h a b e t  Y, 
a r e g u l a r  l a n g u a g e  L o v e r  Y and ( a l p h a b e t i c )  homomorphisms 
h^ , . . .  , h n : Y —*• X«{e} s u c h  t h a t  
R = { ( h 1 ( q ) . , iin ( q )  ) I q 6 L}.
The th e o r e m  can  be g e n e r a l i z e d  t o  t h e  c a s e  when r e g u l a r  s u b ­
s t i t u t i o n s  Y ^ ( X )  a r e  u s e d  i n  plsce o f  h 1 , .  •
• • ’hn*
T h i s  t h e o r e m  i s  a  u s e f u l  t o o l  i n  t h e  t h e o r y  o f  n - r e g u l a r  r e l a ­
t i o n s  b u t  i t  g i v e s  no i n s ^ i g h t  how t o  u se  n - t a p e  a u to m a ta  t o  
a c c e p t  ( i . e .  t o  d e c i d e  upon)  l a n g u a g e s .  The f i r s t  and v e r y  
n a t u r a l  way i s  t o  e o n s i d e r  t h e  c a s e  when t h e  r e l a t i o n  R i t s e l f  
c a n  be c o n s i d e r e d  a s  a  l a n g u a g e ,  i . e .  a s  a s u b s e t  o f  a f r e e
s e m i g r o u p .  T h i s  i s  t h e  c a s e ,  e . g . ,  when R i s  s y n c h r o n o u s ,  i . e .
VgViVjC £ € R  л 1 — i »j  — n  — ► 1 ( ( £ ) ± ) = К  ( £ ) . - ) )
s i n c e  t h e n  R i s  a  s u b s e t  o f  W( >< X) w h ich  i s  a  f r e e  sem ig ro u p .  
B u t  a p p l y i n g  ND-n-TA t o  s y n c h r o n o u s  r e l a t i o n s  we g e t  n o t h i n g  
new:
Theorem 2 ( s e e  ( 4 ) )
A s y n c h r o n o u s  n - a r y  r e l a t i o n  R o v e r  'vY(X) i s  n - r e g u l a r  i f f  R 
i s  a  r e g u l a r  l a n g u a g e  o v e r  Ж X.
A n o t h e r  p o s s i b i l i t y  t o  r e l a t e  a  l a n g u a g e  w i t h  a  r e l a t i o n  c o n ­
s i s t s  i n  t h e  s t u d y  o f  t h e  p r o j e c t i o n s
P^(R )  = { P I 3p.j . .  • * • 3Pn (P i  » • • • »P-j__-| »P»Pj^+-j » • • •
• • • » Pn ) ^ R  } ♦
B u t  a g a i n  we g e t  n o t h i n g  new:
Theorem  3 ( s e e  ( 2 ) , ( 5 ) )
I f  R i s  a n - r e g u l a r  r e l a t i o n  o v e r  W(X) t h e n  a l l  t h e  p r o j e c ­
t i o n s  (R) a r e  r e g u l a r  l a n g u a g e s  o v e r  X.
L e t  u s  f i n a l l y  c o n s i d e r  d i a g o n a l i z a t i o n .  By t h e  d i a g o n a l  D(R) 
o f  t h e  r e l a t i o n  R we u n d e r s t a n d  t h e  l a n g u a g e  
D(R) = { p J ( p , . . . , p ) € R } .
I t  i s  e a s y  t o  s e e  ( c f .  ( 1 1 ) )  t h a t  t h e  b i n a r y  r e l a t i o n  
R = { (0m10n 10lc, 0 l 10m10n ) { к , 1 , m, n ^ 0 } 
i s  r e p r e s e n t a b l e  by a d e t e r m i n i s t i c  t w o - t a p e  a u to m a to n ,  t h u s  
R i s  2 - r e g u l a r ,  b u t
D(R) = { 0 m10m10m I m > 0 }
i s  a  c o n t e x t - s e n s i t i v e  l a n g u a g e  which i s  n o t  c o n t e x t - f r e e .  
T h e r e f o r e  we s h a l l  s t u d y  t h e  c l a s s e s  r e s p .  o f  a l l
l a n g u a g e s  L s u c h  t h a t  t h e r e  i s  a d e t e r m i n i s t i c  r e s p .  n o n d e t e r ­
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m i n i s t i c  n - t a p e  a u to m a to n  A w i t h  L = D( R( A) ) .
C o n s i d e r i n g  o n l y  t h e  d i a g o n a l s  o f  t h e  r e l a t i o n s  r e p r e s e n t e d  
by n - t a p e  a u t o m a t a  we a r e  a b l e  t o  s i m p l i f y  t h e  i n t e r p r e t a t i o n  
o f  t h e  t u p l e  A = ( n , X , Z , t  , f , Z ^ , M ) .  We can i m a g i n e  A as t h e  
d e s c r i p t i o n  o f  a s y s t e m  o p e r a t i n g  w i t h  n i n d e p e n d e n t l y  r u n n i n g  
one -w ay  r e a d - o n l y  h e a d s  on one t a p e  i n  th e  m a n n e r  d e s c r i b e d  
a b o v e .  I n  t h e  b e g i n n i n g  a l l  t h e  h e a d s  a re  c o n c e n t r a t e d  on t h e  
f i r s t  s q u a r e  and n e c e s s a r y  f o r  a c c e p t i o n  i s  t h a t  a l l  t h e  h e a d s  
a r e  a s s e m b le d  a g a i n  on t h e  s q u a r e  j u s t  r i g h t  o f  t h e  l a s t  l e t ­
t e r  o f  t h e  w o rd .  Under  t h i s  i n t e r p r e t a t i o n  A i s  c a l l e d  a  n -  
- h e a d  A u tom aton  ( c f .  ( 6 ) ) .  I n  t h e  s e q u e l  we r e v i e w  some o f  
t h e  r e s u l t s  a c h i e v e d  i n  t h e  s t u d y  o f  n - h e a d  a u t o m a t a .
Theorem 4 ( s e e  ( 1 1 ) ,  ( 6 ) )
I f  R i s  a  n - r e g u l a r  r e l a t i o n  t h e n  D(R) i s  a  d e t e r m i n i s t i c  
c o n t e x t - s e n s i t i v e  l a n g u a g e .
The c o n v e r s e  i s  n o t  t r u e ,
L = -fp£ I p 6 W( X ) }
(where  p d e n o t e s  t h e  m i r r o r  image o f  p) i a  a  c o n t e x t - f r e e
( h e n c e ,  d e t e r m i n i s t i c  c o n t e x t - s e n s i t i v e )  l a n g u a g e  which i s  
/ n \
i n  f o r  n0 i n t e g e r  n .
I f  we r e s t r i c t  o u r s e l f s  t o  an  o n e - l e t t e r  a l p h a b e t  we o b t a i n  
t h e  s t r o n g e r  r e s u l t
Theorem 5 ( s e e  ( 1 1 ) )
I f  X = \  x )  t h e n  = oC3 f o r  a l l  n = 1 , 2 , . . .
where  d e n o t e s  t h e  c l a s s  o f  a l l  r e g u l a r  l a n g u a g e s  o v e r  X.
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I n  th e  g e n e r a l  с а з е  ( c a r d ( X ) ^  2 ,  n ^ 2 )  we have
Theorem 6 ( s e e  (13) )
L e t  u s  r em a rk  t h a t  t h e  c l a s s e s  and  r e a l l y  d ep en d
on  n :
Theorem 7 ( s e e  ( 6 ) ,  ( 1 3 ) )
a)  i W C X W )  b ) = C ^ ) C 4 S +1)
T h i s  f o l l o w s  f r o m  t h e  f a c t  t h a t  i f  H i s  a  n - a r y  r e l a t i o n  r e ­
p r e s e n t a b l e  by a  D-n-TA ( г е з р .  by a ND-n-TA) th e n
R ' = { ( p 1 . >Pn »Pn+1 ) I ( p 1 . . . . , p n ) e R  a  pn = pn + 1 }
i s  r e p r e s e n t a b l e  by  a D - (n + 1 ) -T A  ( r e s p .  ND-(n+1 ) - T A ) . I n  ( 6 )  
a n d  (13) l a n g u a g e s  Ln a r e  g i v e n  which a r e  i n  X ^n+1  ^ b u t  n o t  
i n  M o r e o v e r ,  th e  l a n g u a g e
L" = \ psp  I p , s  e  W({o,1) ) /ч p ф e } 
i s  an  e lem en t  o f  f o r  a l l  n ,  h e n c e ,  t h e  two h i e ­
r a r c h i e s  o f  T h eo re m  7 a re  i n c o m p a r a b l e .
The r e s u l t s  c o n c e r n i n g  th e  c l o s e d n e s s  p r o p e r t i e s  o f  X 
and
( n )
с -  и  4 1 > . ( i )
■d •  Й  ~ d  ’ X =  Ы  ^
a r e  g iv e n  by t h e  f o l l o w i n g  t a b l e  ( s e e  n e x t  p a g e ) .  I n  a d d i t i o n  
t o  t h a t  t a b l e  l e t  u s  r em ark  t h a t  i t  i s  s t i l l  open w h e t h e r  one 
o r  t h e  o t h e r  o f  t h e s e  c l a s s e s  i s  c l o s e d  u n d e r  c a t e n a t i o n  o r  
c a t e n a t i o n  c l o s u r e .  We s h a l l  g i v e  a b r i e f  s k e t c h  o f  t h e  p r o o f .
-  i n t e r s e c t i o n  w i t h  r e g u l a r  l a n g u a g e s
T h a t  a l l  t h e  c l a s s e s  u n d e r  c o n s i d e r a t i o n  a r e  i n v a r i a n t  u n d e r
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Theorem В A n )°M nd £ *nd
i n t e r s e c t i o n  w i t h  
r e g u l a r  l a n g u a g e s y e s y e s y e s y e s
u n i o n no no y e s y e s
i n t e r s e c t i o n no y e s no y es
c o m p l e m e n t a t i o n no no no ?
m arked  c a t e n a t i o n y e s y e s y e s y e s
m arked  c a t e n a t i o n  c l o s u r e y e s y es y e s y e s
e - f r e e  homomorphisms no no no no
i n v e r s e  homomorphisms y e s y e s y e s y e s
l e f t - q u o t i e n t  w i t h  
r e g u l a r  l a n g u a g e s no no no no
u n d e r  i n t e r s e c t i o n  w i t h  r e g u l a r  l a n g u a g e s  i s  n e a r l y  o b v io u s  
s i n c e  i t  i s  p o s s i b l e  t o  f e e d  a d d i t i o n a l l y  a l l  t h e  symbols  t h e  
n-TA A s c a n s  on i t s  f i r s t  t a p e  i n t o  an o r d i n a r y  ( o n e - t a p e )  
a u to m a t o n  r e p r e s e n t i n g  t h e  r e g u l a r  l a n g u a g e  L u n d e r  c o n s i d e r a ­
t i o n .  The whole  s y s te m  i s  an n-TA A ’ w i t h  D ( R ( A ' ) )  = D( R ( A ) ) n  
O L i f  a c c e p t i o n  by A' means t h a t  b o t h  a u t o m a t a ,  A and th e  
o n e - t a p e  a u to m a t o n ,  a c c e p t .
-  u n i o n
Prom t h e  n o n - c l o s e d n e s s  o f  oCd u n d e r  u n io n  t h e  n o n - c l o s e d n e 3 S  
o f  by  Theorem 7 f o l l o w s .  I t  i s  e a s y  t o  s e e  t h a t
L1 = ■( 0k 10k I k l O } e  , a n d ,
L2 = -{0k 102k I к > 0 }  £
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We show t h a t  и Lg ^ .
Assume the  c o n t r a r y  and l e t  be A = ( n ,  { 0 , 1 }  ,Z ,  r  , 5 , z 1 ,M) a 
D-n-TA w i t h  D( R( A) )  = L - j u L g .  Then f o r  a l l  k > 0  t h e  s t a t e  
&( z ^ , ( 0 ^ 1 0 ^ , . . .  , 0 ^ 1 0 ^ ) )  i s  d e f i n e d  and  an  e lem en t  o f  M. S in c e  
Z i s  f i n i t e  t h e r e  a r e  n u m b ers  i , , j  w i t h  i  < j  and
= á ( z 1 , ( 0 l 10i , . . . , 0 l 101 ))  = i ( z 1 f ( 0 J 1 o J f . . . fo J l o J ) ) - 2 s j .
Prom О'Чо2'*' e Lg we o b t a i n  t h a t  £(z^ , ( 0 ^ 1 0 ^ ^  » . . .  »O'Ho2^)  ) i s  
d e f i n e d  and a n  e l e m e n t  o f  M. S in ce  £ (z^ , ( 0 ^ 1 0 ^ , . . . , 0 ^ 1 0 ^ ) )  
i s  d e f i n e d  i t  h o l d s
6r( z l , ( 0 i 1 0 2 i , . . . , 0 l 1 0 2 1 ) )  = M z ' . C O 1 .......... 01 ))
-  « ( z î . C O 1 , . . . . O 1 ) )J
= £ ( z 1 , ( 0 l 10l + j , . . . , 0 l 10l + j ) ) •
T h e r e f o r e ,  £ ( z ^  , (0 ^ 1 0 ^ +  ^ , .  . . , 0^10^+^ ) )  i s  d e f i n e d  and an e l e ­
m ent  o f  M c o n t r a d i c t i n g  0 i 10i + '-* ф u Lg .
-  i n t e r s e c t i o n
The p r o o f  t h a t  and  a re  n o t  c l o s e d  u n d e r  i n t e r s e c ­
t i o n  i s  c o n t a i n e d  i n  ( 1 3 ) .
The c l o s e d n e s s  o f  and  u n d e r  i n t e r s e c t i o n  i s  s e e n  a s
f o l l o w s .  L e t  b e  L = D( R) ,  L ’ = D( R’ ) t h e  l a n g u a g e s  u n d e r  c o n ­
s i d e r a t i o n .  By Theorem 7 we can  assume t h a t  R and R '  a r e  b o t h  
n - a r y  r e l a t i o n s  f o r  some i n t e g e r  n .  L e t  be A = ( n , X , Z , Z ^ , 
M) ,  A'  = ( n , X , Z  ' , <r ' , f  ' ,Z^' ,M' ) two n - t a p e  a u to m a ta  w i t h  R =
= R(A) ,  R'  = R ( A ' )  and w h ic h  a r e  d e t e r m i n i s t i c  i f  L , L '  € o t^ .  
Now c o n s i d e r
Ax A' = ( 2 ц , X , Z X Z ' ,  t x , f  x , Z1 X Z j  ,M X M ' ) 
w i t h
Tr*( ( z , z  ' ) ) = r ( z ) u {  j + n  I j  Ê r ’ ( z  * )J
and
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f  ( ( z , z  • ) ,  (°^  * • • • » n »cr^ 1^ .-| » • • • *°2i ^  3
= f  ( z , (otj * • • • » ) ) X f 1 ( z * t t • • • » ) ) •
O b v i o u s l y ,  A x A '  i s  d e t e r m i n i s t i c  i f  A and A' a r e .  One shows 
D(R(A X A ’ ) ) = D ( R ( A ) ) r t D ( R ( A ' ) )  = L n L ' .
-  c o m p l e m e n t a t i o n
I f  i s  c l o s e d  u n d e r  c o m p l e m e n ta t i o n  t h e n  i s ,  t h u s ,
i t  i s  s u f f i c i e n t  t o  p ro v e  t h a t  i s  n o t  c l o s e d  u n d e r  com­
p l e m e n t a t i o n .  O b v i o u s l y ,
L = { 0 k 10k I к > 0  } fc
Now assume t h a t  L = W ( { 0 , 1 } ) \ L  i s  an e le m e n t  o f  «=£^  , t h e n  
L 1 = L r > O 0 } ) * { l  } .<{0}> = { 0 k 101 1 k , l  2 0 л  к £  1} € oC* . 
Now l e t  be A = ( n , { 0 , 1 } , Z ,  *f , <S ,z^ ,M) a D-n-TA w i t h  D(R(A) ) = 
= L f . Then f o r  a l l  к > 0 we have  0 k 1 6 L '  t h u s ,  t h e  s t a t e  
6 ( z ^ , ( 0 ^ 1 , . . . , 0 ^ 1 ) )  i s  d e f i n e d  and  an e l e m e n t  o f  M. S i n c e  Z 
i s  f i n i t e  t h e r e  a r e  num bers  i , j  w i t h  0 < i < j  and
z+ = 5 ( Z l , (O1 ! , . . • , 0 * 1 ) )  = 6 ( Z l , CoJ 1 , . . . . o h ) ) = ■ J -
From i < j  we o b t a i n t h a t  <S(z.j , ( 0 * 1 0 ^ , . . . , 0i 10’^  ) ) i s d e f i n e d
and an element  of  M. Since <5 ( Z-j»(0 1 , • . . , 0l 1 ) )  = +Zi i s  d e -
f i n e d  i t  ho ld s
^ ( z 1 , ( 0 i 10J , . . . , 01 10^))  = t f ( a + , ( 0 J , . . . , o J ) )
= d ( z + , ( O á t . . . , 0 J ) )
= £ ( z 1 ,(0^10^ .  • . . 10J ) ) .
Hence d‘( z 1 , (0^ 10^ , . . .  , 0 J 10^ ) ) i s  d e f i n e d  and an  e le m e n t  o f  M, 
i . e .  0^10^ 6 D( R( A) ) ,  w h ich  i s  i n  c o n t r a d i c t i o n  w i t h  D(R(A))  =
= L ' .
T h a t  i s  n o t  c l o s e d  u n d e r  c o m p l e m e n ta t i o n  i s  a  c o n s e ­
quence  o f  i t s  c l o s e d n e s s  u n d e r  u n i o n ,  i t s  n o n - c l o s e d n e s s  u n d e r
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i n t e r s e c t i o n  a n d  t h e  DeMORGAN la w s .
-  marked c a t e n a t i o n ,  m arked  c a t e n a t i o n  c l o s u r e  
O b v i o u s l y  i t  s u f f i c e s  t o  p r o v e  t h e  c l o s e d n e s s  o f  and
i . e .  t o  show t h a t
L * { c } * L ' , < L M c } > €  < 4 П) r e a p .  L - { c } *L ' ,< L - { c j>  €
/ n \ / n N
i f  L , L ’ é r e s p .  b . b * * - 4 S ' .  where  c i s  a  l e t t e r  n o t  c o n ­
t a i n e d  i n  X.
L e t  be R , R '  n - r e g u l a r  r e l a t i o n s  o v e r  W(X) w i t h  L = D(R) and 
L* = D ( R ' ) .  T h e n  R»{ ( c , . . .  , c)} *R’ and < ( R*{ ( c , . . . , c ) }> a r e  
n - r e g u l a r  a g a i n  and
D (R* { ( c , • .  • , c  )} »R ' ) = L e { c } eL ' ,  D(<^R« { ( c , . .  . ,c)}^> ) =*
Prom t h i s  t h e  p r o p o s i t i o n  on f o l l o w s .  To p r o v e  t h e  p r o -
p o s i t i o n  on <£^  ' one shows t h a t  R * { ( c , . . .  , c ) } «R' and 
<R* { ( c , . . .  , c ) } ^  a r e  r e p r e s e n t a b l e  by d e t e r m i n i s t i c  n - t a p e  a u t o ­
m a ta  i f  R,R* a r e .
e - f r e e  homomorphisms
I n  (11)  i t  i s  shown t h a t  t h e  l a n g u a g e
L = { x ^ x 2x 1x ^ x 2x ^ x ^ x ^ x 2x 1 . .  . x nxn _ 1 . .  . х 1хдхп_ 1 . .  . x 1 I п > 2 л
n
л  Л  X . € { a , b }  
i=1 1
_ ( 2 )
o v e r  t h e  a l o h a b e t  { а , а , Ь , Б }  i s  an e l e m e n t  o f  ' .  Now c o n ­
s i d e r  t h e  e - f r e e  homomorphism h  w i t h  
h ( a ) =  a ,  h ( b )  = b ,  h ( a )  = h ( b )  = c .
We o b t a i n
2 3 xi**1h(L) = { x 1x 2 c x 3c x ^ c A . . x n c ^ nx n _-, 
The same o b s e r v a t i o n s  w h ic h  show t h a t  
[PP I p t  W ( { a , b } ) } ^
. X. I nk2 A A  X .€ { a ,b i j  
1 i=1 1
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w i l l  l e a d  t o  t h e  r e s u l t  t h a t  h ( L ) ^  ( c f .  ( 6 ) ) .
-  i n v e r s e  hom omorphism s, l e f t  q u o t i e n t
The p r o o f  g i v e n  i n  ( 11)  fox- t h e  n o n d e t e r m i n i s t i c  c a s e  a p p l i e s  
t o  t h e  d e t e r m i n i s t i c  с а з е  t o o .
From Theorem  8 we can  c o n c l u d e  t h a t  a l l  t h e  c l a s s e s d ’
°^d * °^nd * nd c o n s i d e r e d  a s  f a m i l i e s  o f  l a n g u a g e s  a r e  
p r e - A F L ' s  ( c f .  ( 7 ) ) .
F i n a l l y  l e t  u s  r e m a rk  t h a t  a l l  t h e  common d e c i s i o n  p ro b lem s  
a r e  u n s o l v a b l e  w i t h i n  t h e  c l a s s e s  u n d e r  c o n s i d e r a r t i o n  ( 1 3 ) .
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On Theory  o f  s t a t e - i d e n t i f i c a t i o n  e x p e r i m e n t s  a t  
f i n i t e  n o n - d e t e r m i n i s t i c  a u to m a t a
H a n s - D i e t e r  B u r k h a r d ,  B e r l i n
The p a p e r  g i v e s  a n  a b s t r a c t  o f  some r e s u l t s  i n  t h e o r y  o f  
s t a t e - i d e n t i f i c a t i o n  e x p e r i m e n t s  a t  f i n i t e  n o n - d e t e r m i n i s t i c  
a u t o m a t a .  D i a g n o s i n g  e x p e r i m e n t s  f o r  i d e n t i f i c a t i o n  o f  t h e  
i n i t i a l  s t a t e  and  hom ing  e x p e r i m e n t s  f o r  i d e n t i f i c a t i o n  a n d  
c o n t r o l  o f  t h e  f i n a l  s t a t e  a r e  c o n s i d e r e d .  E x p e r im e n t s  may 
be p e r f o r m e d  a s  p r e s e t  o r  a d a p t i v e  e x p e r i m e n t s .  The e x i s t e n c e  
o f  i d e n t i f i c a t i o n  e x p e r i m e n t s  i s  a l g o r i t h m i c a l l y  d e c i d a b l e .
I f  i d e n t i f i c a t i o n  e x p e r i m e n t s  e x i s t ,  t h e i r  l e n g t h  can be 
bounded  and su c h  e x p e r i m e n t s  c a n  be c o n s t r u c t e d .
1. I n t r o d u c t i o n
The s t a r t i n g  p o i n t  o f  t h e  t h e o r y  o f  i d e n t i f i c a t i o n  e x p e r i ­
m e n t s  a t  a u to m a t a  i s  an  " i d e n t i f i c a t i o n  t a s k " :  Given i s  a n  
a u t o m a t o n  ( w i t h  a  w e l l - k n o w n  s t r u c t u r e )  and  t h e  s t a t e  o f  
t h i s  a u to m a to n  i s  t o  be i d e n t i f i e d  w i t h  h e l p  o f  an e x p e r i ­
m e n t .  T hereby  an  i d e n t i f i c a t i o n  e x p e r i m e n t  i s  a  s u i t a b l e  
i n p u t  s e q u e n c e  s u c h  t h a t  t h e  e x p e r i m e n t a l i s t  i s  a b l e  t o  
d e t e r m i n e  t h e  s t a t e  o f  t h e  a u to m a t o n  a f t e r  o b s e r v a t i o n  o f
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t h e  o u t p u t  w o r d  (which, d e p e n d s  on th e  s t a t e  t o  be I d e n t i f i e d ) .  
The main g o a l s  o f  t h e  t h e o r y  a r e  a l g o r i t h m s  f o r  s o l v i n g  t h e  
e x i s t e n c e  a n d  c o n s t r u c t i o n  p r o b l e m s  and a l s o  f o r  s o l u t i o n s  
o f  c e r t a i n  c o m p l e x i t y  p r o b l e m s .  By t h e  e x i s t e n c e  p r o b le m  i s  
m ea n t  th e  p r o b l e m  o f  d e c i s i o n  w e t h e r  t h e r e  e x i s t  i d e n t i f i ­
c a t i o n  e x p e r i m e n t s  o r  n o t .  M ore  e x a c t l y ,  we c o n s i d e r  a  c l a s s  
o f  i d e n t i f i c a t i o n  t a s k s  3* , t h e r e b y  a n  i d e n t i f i c a t i o n  
t a s k  can be g i v e n  by d e s c r i p t i o n  o f  t h e  a u t o m a t o n  and  t h e  
k i n d  o f  e x p e r i m e n t s  (w h ich  w i l l  be e x p l a i n e d  l a t e r  o n ) .
Then  th e  s o l u t i o n  o f  t h e  e x i s t e n c e  p ro b le m  f o r  a
r e c u r s i v e  f u n c t i o n  (an  a l g o r i t h m )  A f r o m  &  i n t o  t h e  s e t  
{ y e s ,  no J  s u c h  t h a t  A ( 3 )  = y e s  i f  i d e n t i f i c a t i o n  
e x p e r i m e n t s  f o r  3  e x i s t  a n d  A ( J )  * no  o t h e r w i s e .
The s o l u t i o n  o f  t h e  c o n s t r u c t i o n  p rob lem  i s  a  p a r t i a l  
r e c u r s i v e  f u n c t i o n  В o u t  o f  t h e  c l a s s  dC i n t o  t h e  s e t  o f  
e x p e r i m e n t s  w i t h  domain A ~ ^ ( y e s )  s u c h  t h a t  B ( 3 )  i s  an  
i d e n t i f i c a t i o n  e x p e r i m e n t  f o r  3  i f  su ch  e x p e r i m e n t s  e x i s t .  
N o t e ,  t h a t  i f  t h e  s e t  o f  e x p e r i m e n t s  i s  r e c u r s i v e l y  e n u m e ra b le  
and  t h e  s e t  o f  i d e n t i f i c a t i o n  e x p e r i m e n t s  i s  r e c u r s i v e l y  
d e c i d a b l e  ( f o r  e a c h  3  by u n i  v e r s a i  m e th o d s  f o r  t h e  w h o le  
c l a s s  ) ,  t h e  c o n s t r u c t i o n  p r o b le m  c a n  be  s o l v e d  by 
s u c c e s s i v e  t e s t i n g  a l l  e x p e r i m e n t s .
The s o l u t i o n  o f  t h e  c o m p l e x i t y  p rob lem  i s  a  p a r t i a l  r e c u r s i v e  
f u n c t i o n  C o u t  o f  é t  i n t o  t h e  s e t  o f  c o m p l e x i t y  v a l u e s  such  
t h a t  0 ( 3  ) i s  t h e  c o m p l e x i t y  ( f o r  i n s t a n c e  t h e  l e n g t h )  o f  
s i m p l e s t  i d e n t i f i c a t i o n  e x p e r i m e n t s  f o r  Э" i f  t h e y  e x i s t .
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The a im  o f  t h i s  p a p e r  i s  t o  g i v e  d e s c r i p t i o n s  o f  some 
s o l u t i o n s  o f  t h e s e  p r o b l e m s  f o r  e x p e r i m e n t s  on f i n i t e  
n o n - d e t e r m i n i s t i c  a u t o m a t a .  ( F o r  e x p e r i m e n t s  on f i n i t e  
d e t e r m i n i s t i c  a u t o m a t a  c f .  /11/,  / 2 / ,  / 4 / ,  / 6 / ,  / 8 /  -  / 11i/ . )
A f i n i t e  s y n c h r o n o u s  t o t a l  d e f i n e d  w e a k l y - i n i t i a l  n o n -  
d e t e r m i n i s t i c  a u to m a t o n  ( s h o r t l y  NDA) i s  d e s c r i b e d  by 
•&■=* £ x ,  Y, Z, h ,  ZQ ]  • T h ereb y  X, Y, Z a r e  f i n i t e  n on-em pty  
s e t s  ( t h e  s e t s  o f  i n p u t  s y m b o ls ,  o u t p u  - sym bols  a n d  i n t e r n a l  
s t a t e s ) ,  h  i s  a  f u n c t i o n  f ro m  Z * X  i n t o  t h e  s e t  (D ,
( t h e  s e t  o f  a l l  n o n -e m p ty  s u b s e t s  o f  t h e  s e t  Y X 2  ) ,  and 
ZQ £  Z d e s c r i b e s  t h e  p o s s i b l e  i n i t i a l  s t a t e s  o f  t h e
ry
a u t o m a t o n  (o n e  c o u l d  a l s o  c o n s i d e r  a  s e t  S  2 \ { !  o f
" n o n - d e t e r m i n i s t i c * 1 i n i t i a l  s t a t e s ) .
A Y*
The o u t p u t  f u n c t i o n  v î Z >TX —► 2. i s  d e f i n e d  by 
v ( z ,  e )  =Df {  e }
v ( z , x p )  = D f  V.— J  -Гу / f y , z 0 6 h ( z , x )  J • v ( z ' ,  p )  ,  
z *6 Z
and t h e  t r a n s i t i o n  f u n c t i o n  w i t h  r e s p e c t  t o  t h e  o u t p u t  i s  
d e f i n e d  by h g ( z ,  e )  { z  }
hy q ( z , x p )  =Df
[y,zJéïïTz7x) q
h  ( z ' ,  p)
su c h  t h a t  h q ( z ,  p)  d e n o t e s  a l l  s t a t e s  i n  w h ich  t h e  NDA may 
be a f t e r  s t a r t i n g  i n  z,, i n p u t  p and  o u t p u t  q ( i n  t h e  
d e f i n i t i o n s  we h a v e  made u s e  o f  z ^ Z ,  x ç X ,  y  €  Y, p e  X*, 
q g Y  , e t h e  empty word  ) .  F o r  f u n c t i o n s  which  d e p e n d  on Z
zwe s h a l l  make u s e  o f  e x t e n s i o n s  i n  2 , i n  t h e  s e n s e  o f  u n i o n ,  
i . e .  f o r  exam p le  v ( M, p)  =Df. v ( z , p )  ( M § Z ,  p €  X* )•
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2 .  D i a g n o s i n g  p r e s e t  e x p e r i m e n t s
The aim o f  d i a g n o s i n g  e x p e r i m e n t s  i s  t h e  d e t e r m i n a t i o n  o f
t h e  i n i t i a l  s t a t e ,  by a p r e s e t  e x p e r i m e n t  i s  m eant  a f i x e d
w o rd .  (F o r  a d a p t i v e  e x p e r i m e n t s  , a t  w h ic h  t h e  i n p u t  s e q u e n c e
i s  d e t e r m i n e d  w i t h  r e s p e c t  t o  t h e  o u t p u t  w h i l e  t h e  e x p e r i m e n t
i s  g o in g  o n ,  s e e  4 .  o f  t h i s  p a p e r .  -  lie o n ly  c o n s i d e r  s im p le
e x p e r i m e n t s ,  a  d i a g n o s i n g  m u l t i p l e  e x p e r i m e n t  may be
c o n s i d e r e d  a s  a  s e t  o f  s i m p l e  e x p e r i m e n t s .  F o r  s p e c i a l
m e th o d s  due t o  d i a g n o s i n g  m u l t i p l e  p r e s e t  e x p e r i m e n t s  a t
NDA see / 6 /  . )  F o r  d i a g n o s i n g  e x p e r i m e n t s  l e t  be a t  l e a s t
2 s t a t e s  i n  Z .о
( 1 )  D e f i n i t i o n
An i n p u t  word  p € X* i s  a d i a g n o s i n g  p r e s e t  e x p e r i m e n t
( d . p . e . )  f o r  &  = f X ,  Y, Z, h ,  Z o ]
i f f  t h e r e  e x i s t s  a f u n c t i o n  î v (Zq , P) —** z 0
such t h a t  h o l d s  : V z V q ( z € Z 0A q c v ( z , p )  —► ^ ? ( q ) * z  ) .
( 2 )  C o r o l l a r y
p i s  a  d . p . e .  f o r
i f f  V z , z '  ( z ,  z *«Z0 a z / z i •— >  v ( z , p )  n  v ( z*  , p )  = 0 >.
I n  / 6 / ,  / 7 / *  / 1 2 /  a r e  a l s o  c o n s i d e r e d  d . p . e .  w i t h  t h e  
c o n d i t i o n s  v ( z , p )  /  v ( z ' , p )
sind v ( z , p ) ^ v ( z '  , p )  a  v ( z*  , p )  ^ | v ( z , p )  r e s p e c t i v e l y  
i n s t e a d  o f  v ( z , p )  n  v ( z * , p)  =» 0 i n  C o r o l l a r y  ( 2 ) .
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Р о г  a  g i v e n  i d e n t i f i c a t i o n  t a a k  3- i n  t h e  s e n s e  o f  d i a g n o s i n g  
e x p e r i m e n t s  a s  d e f i n e d  i n  (11) f a r  a  NDA we c o n s i d e r  t h e
s e t  o f  a l l  d . p . * .  f o r  &  :
( 4 )  Theorem
F o r  e a c h  b g  X^ * w h ich  s a t i s f i e s  t h e  c o n d i t i o n s  ( a ) ,  
( b ) ,  ( c )  o f  ( 3 )  t h e r e  e x i s t s  a  NDA i S  w i t h  « L*
(5 )  Theorem (o n  e x i s t e n c e  and c o n s t r u c t i o n  p r o b l e m )
P o r  e a c h  NDA ï ô  i t  i s  a l g o r i t h m i c a l l y  d e c i d a b l e  i f  
t h e r e  e x i s t s  a  d . p » e .  ( i . e .  i f  /  0 ) and
s u c h  an  e x p e r i m e n t  can  be c o n s t r u s t e d  i f  i t  e x i s t s .
( 6 )  Theorem (o n  l e n g t h  p ro b lem )
. ФI f  L j  /  0 t h e n  t h e r e  i s  a  d . p . e .  w i t h  l e n g t h  | p | < 2  ,
t h e r e b y  n i s  t h e  number o f  s t a t e s  i n  Z. T h i s  bound i s  
s t r o n g .
P o r  p r o v i n g  t h e s e  t h e o r e m s  one c a n  d e f i n e  a f u n c t i o n  P f rom 
X *  i n t o  t h e  s e t  o f  a l l  sym m etr ic  an d  r e f l e x i v e  b i n a r y  
r e l a t i o n s  o v e r  Z a s  f o l l o w s :
Then t h e  f o l l o w i n g  t h e o r e m s  h o l d :
(3 )  Theorem
( a )  L3 = L^-X*
(b )  L j . e X 3 ( CHOMSKY-HIerarchy )
( c )  ( e d e n o t e s  t h e  empty word ) •
Then one c a n  show:
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( 7 )  Lemma
(ot) F ( p )  * F(p* ) —>  F ( r p )  * F ( r p ' )
С/Й • (р (р )  /  | p l < i }  -  { p ( p )  /  I p l á  i }  - >
- H  F ( p ) /  | p | < i }  = { f ( p > /  pi2?} 
(tf) P e L 3 <-> (Z QX г о ) л  F ( p )  * { [ z , z l  /  z  € 2 q j  
( p ,  p * ,  r  f  Ï * ,  i  c  nz;, |p  1 t h e  l e n g t h  o f  p ) .
From Lemma ( 7 )  f o l l o w s  t h a t  ÍT-j'Э **Df
c a n  be a c c e p t e d  by t h e  f i n i t e  a c c e p t o r
{  V X1 f V ■ V l j }
01 Df £ x ,  S ,  J " ,  80 , w i t h  s e t  o f  s t a t e s  S * { F ( p )  4>eX |^»
i n i t i a l  s t a t e  8Q » F ( e )  ,
a c c e p t i n g  s t a t e s  » { F ( p )  /  piL*} 
and t r a n s i t i o n  f u n c t i o n  <ft  S x X - ^ S  w i th 5 C F ( p )  ,x )= F (x p V  
S in c e  Z i s  f i n i t e ,  OL m u s t  be  f i n i t e .  F o r  each  i d e n t i f i c a t i o n  
t a s k  Э 1 a s  c o n s i d e r e d  h e r e ,  a n  a c c e p t o r  0 1  f o r  t h e  s e t  
c a n  be c o n s t r u e t e d .
I t  i s  w e l l  known t h a t  w i th ^ tT j ,  t h e  s e t  L ^  i s  r e g u l a r  t o o ,  
and  i t  i s  a l s o  w e l l  known, t h a t  a  l a n g u a g e  L a c c e p t e d  by an 
a c c e p t o r  OL i s  n o t  em p ty  i f  and  o n l y  i f  i n  L i s  a  word p 
w i t h  l e n g t h  Ip I - ^ I s I С I s |  t h e  nu m b er  o f  s t a t e s  i n  S )*
Hence by c o n s t r u c t i o n  o f  O t  t h e  r e g u l a r i t y  o f  L h o l d s ,  
and  a l s o  T h e o re m s  (5 )  a n d  ( 6 ) .  I n  / 6 /  a r e  c o n s t r u e t e d  
exam ples  f o r  p r o v i n g  T heorem  ( 4 ) ,  a n d  i n  / 1 2 /  f o r  Theorem (6)  
( t h a t  t h e  b o u n d  i s  s t r o n g ) .
N o te  t h a t  many s o l u t i o n s  o f  e x i s t e n c e  a n d  c o n s t r u c t i o n  
p ro b lem s  f o r  o t h e r  c l a s s e s  o f  i d e n t i f i c a t i o n  t a s k s  c a n  be 
g i v e n  by u s i n g  su ch  f u n c t i o n s  F ( f r o m  X ^  i n  a  f i n i t e  s e t )
I n  a  v e r y  s i m i l a r  way. I n  / 6 / ,  / 7 /  w as  shown t h a t  f o r
33
c o n s t r u c t i o n  o f  a c c e p t o r s  i n  t h i s  m anner i t  i s  s u f f i c i e n t  t o
show c o n d i t i o n s  l i k e  (oO and (* )  o f  Lemma ( 7 )  f o r  P . P o r
i n s t a n c e ,  th e  m e th o d s  g i v e n  by GILL i n  / 2 /  ( d i a g n o s in g  t r e e ,  
hom ing  t r e e )  may be i n t e r p r e t e d  by su c h  f u n c t i o n s  P.
Y*u7
P o r  a s y n c h ro n o u s  a u to m a ta  ( b : Z x X  —>■ 2 ) such
m e th o d s  a r e  n o t  u s e f u l  ev en  i n  c a s e  h ( z , x )  f i n i t e  f o r  a l l  
x€Z and  xeX , t h e r e b y  th e  s e t s  6f  i d e n t i f i c a t i o n  e x p e r im e n t s  
m u s t  n o t  be r e g u l a r .  F o r  su c h  a s y n c h ro n o u s  a u to m a ta  th e  
e x i s t e n c e p r o b le m  i s  n o t  d e c i d a b l e  ( / 6/ ,  / 8 / ,  on th e  b a se  
o f  / 3/  )» b u t  f o r  f i n i t e  a s y n c h ro n o u s  d e t e r m i n i s t i c  a u to m a ta  
i t  i s  d e c i d a b l e  ( / 6/ ,  / 8 /  ) .  But e v en  i n  c a s e  o f  such
d e t e r m i n i s t i c  a u to m a ta  t h e  s e t s  o f  d . p . e .  m u s t  n o t  be
c o n t e x t - f r e e  ( / 9 /  ) •
3* Homing p r e s e t  e x p e r i m e n t s
( 8 ) D e f i n i t i o n
An i n p u t  word p * X *  i s  a  hom ing p r e s e t  e x p e r im e n t  ( h . p . e . )  
f o r  %  = £x, Y» z ,  h ,  Z0 J and a  g i v e n  f i n i s h  s e t  
S  2 * 4 { M  /  Zo Ê l ]
i f f  t h e r e  e x i s t s  a  f u n c t i o n  ^ : v (Z Q, p )  —► 9 Щ
s u c h  t h a t  h o l d s :  ( q € v ( Z 0 , p )  — *\ i ( Z0 , p )  ^
By u s i n g  th e  f i n i s h  s e t  su c h  h . p . e .  c a n  p e r fo rm  b o t h :  
i d e n t i f i c a t i o n  o f  t h e  s t a t e  ^ f t e r  th e  end  o f  t h e  e x p e r im e n t  
and  c o n t r o l  o f  t h i s  s t a t e .  P o r  /W f  = ^  {z:} /  z € Z j. we 
h a v e  o n ly  i d e n t i f i c a t i o n  and i f  w t  c o n s i s t s  o f  o n ly  one  
e le m e n t  M we h a v e  o n ly  c o n t r o l  ( i n  a  s t a t e  o u t  o f  M).
34
Of c o u r s e ,  i d e n t i f i c a t i o n  a n d  c o n t r o l  may b e  a l s o  c o n n e c te d  
by p e r f o r m in g  a  h . p . e .  .  The t r i v i a l  c a s e  Л {  M /
w i l l  n o t  be  c o n s i d e r e d ,  t h e r e f o r e  th e  em pty  word e c a n  n o t  
be  a  h . p . e .  •
( 9 )  Theorem
L e t  be th e  s e t  o f  a l l  h . p . e .  f o r  a  i d e n t i f i c a t i o n
t a s k  3  w i th  a g i v e n  HBA *  and a  g i v e n  f i n i s h  s e t  
Then i n  c a s e  o f  /  z « z ]  Theorem s (3 )»  ( 4 )
and ( 5 ) h o l d ,
a n d , o m i t t i n g  c o n d i t i o n  ( a )  i n  ( 3 ) ,  ( 4 ) ,  t h e y  a l s o  h o ld  
f o r  any  f i n i eh s e t s  » i f .
An u p p e r  bound ( b u t  p r o b a b l y  n o t  a  s t r o n g )  f o r  t h e  l e n g t h
2no f  s h o r t e s t  h . p . e .  i s  ( n  t h e  num ber  o f  s t a t e s  i n
Z ) .
P o r  p r o v i n g  t h e s e  Theorem s f o r  h . p . e .  ( c f .  / 6/ ,  / 7 /  ) c a n
*  2®be u s e d  t h e  f u n c t i o n  P : X —> 2
w i t h  P ( p )  *Df {  \ ( Z0 ’ p) /  q f i v ( Z Q, p ) }  .
P s a t i s f i e s  t h e  c o n d i t i o n s
(oO P ( p )  » P ( p ' )  — >  P ( p r )  = F ( p ' r )  ( p , p ' , r «  X* )„
a s  i n  Lemma (7 )  (o n e  c a n  show t h a t  (Д) f o l l o w s  from  (aÖ ) 
( tf)  p C YM ( H €  p ( P ) 3 N  ( N C 'i f t f  Л M gN ) ) .
T h u s ,  an  a c c e p t o r  01  f o r  L j .  c a n be c o n s t r u c t e d  i n  a 
s i m i l a r  way l i k e  f o r  d . p . e .  (b e c a u s e  o f  (ot) h e r e b y  i s  to  
d e f i n e  ( F ( p ) , X )  » F ( p x ) ,  a n d  th u s  (X, d i r e c t l y  a c c e p t s
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4. A d a p t iv e  e x p e r im e n t s
An a d a p t i v e  e x p e r im e n t  c a n  be d e s c r i b e d  a s  a  s t r a t e g y  o f  
th e  e x p e r i m e n t a l i s t  f o r  f i n d i n g  t h e  n e x t  i n p u t  sym bol w i th  
r e s p e c t  t o  t h e  o u t p u t  u n t i l  t h i s  moment. T hus , ^  i s  a 
f u n c t i o n  from  th e  s e t  Y o f  o u t p u t  words i n t o  th e  s e t  
X vy-{stop}  • The e x p e r i m e n t a l i s t  b e g in s  w i th  x^ =» Д  ( e )  
and l a t e r  on a f t e r  o b s e r v a t i o n  o f  t h e  o u tp u t  У-1»‘ *УП G Y* 
he  c o n t i n u e s  th e  e x p e r im e n t  w i th  i n p u t  x^+.j =* j j  (У-|»**УП) 
o r  he  s t o p s  t h e  e x p e r im e n t  i f  Д  Су^»»»Уп ) * s t o p  »
The b e l o n g i n g  s e q u e n t i a l  f u n c t i o n  we d e n o te  by » we can  
d e f i n e  j j* (e )  e
£ * (q y )  “ Df J * ( q ) * £ ( q >  » q « Y ¥ , y £ Y  .
N ote  t h a t  by t h i s  d e f i n i t i o n  j-* tqy )  n o t  d e p e n d s  01» у .  
^ ( q y )  i s  t h e  i n p u t  word t h a t  th e  e x p e r i m e n t a l i s t  h a s  p u t  i n  
th e  a u to m a to n  when t h e  a u to m a to n  h a s  p u t  o u t  t h e  th e  w hole  
word qy . The n e x t  a c t i o n  o f  th e  e x p e r i m e n t a l i s t  t h e n  w i l l  
be | j ( q y )  w h ich  a l s o  d e p e n d s  on y .
£ (у,У2уз)
y,  e V( z , XJ)
У2 e V(hy J ( z , X j ) , x 2 
У3 e v ( h y ]y2 (z , x | x2 ) j X 3)
36
By ) we d e n o te  t h e  s e t  o f  a l l  o u t p u t  w ords w h ich  th e
a u to m a to n  c a n  p u t  o u t  d u r i n g  th e  work o f  t h e  s t r a t e g y  
a f t e r  th e  s t a r t  I n  z :
? ( z , p  =»Df *f q /  q «  Y* л  |* ( q )  «  Х * л  q € v ( z , j j ^ ( q ) ) ^  
by ^ ( 2 , Д  ) we d e n o te  t h o s e  o f  theses  w o rd s ,  f o r  w h ic h  th e  
s t r a t e g y  s t o p s :
$ ( * , ? >  - Df { q  /  Q € ? l » .  У  Л f  (q )  * s t o p  ^  •
(10), D e f i n i t i o n
( a )  A s t r a t e g y  ^  i s  an  a d a p t i v e  e x p e r im e n t  ( a . e . )  f o r  
£  = [X , Y, Z, h ,  Zo 3
i f f  t h e  s t r a t e g y  s t o p s  f o r  a l l  s t a t e s  z 6 ZQ a f t e r  a  
f i n i t e  t im e  ( i . e .  ( ^ ( Z ^ i ^ )  i s  f l n i 'fce
(b )  An a . e .  f o r  i s  a  d i a g n o s i n g  a d a p t i v e  e x p e r im e n t
( d . a . e . ) f o r  &
i f f  t h e r e  e x i s t s  a  f u n c t i o n  ^  : ^ ( & о » Д )  *-“>  ZQ
such  t h a t  h o l d s :  V z V q ( z « Z 0 A q £ ^ ( q ) - z  ).
( c )  An a . e »  f o r  J 5  i s  a  hom ing a d a p t i v e  e x p e r im e n t  
( h . a . e . )  f o r  and  a  g iv e n  f i n i s h  s e t  m c 
i f f  t h e r e  e x i s t s  a  f u n c t i o n
such  t h a t  h o l d s :  ^  ( q € < ^ .(Z o , ^ )  h Q(ZQ,^ ( q ) ) S ^ ( q ) )
We c a n  rem a rk  t h a t  h ^ ( z , ^ ( q ) )  i s  t h e  s e t  o f  a l l  p o s s i b l e  
s t a t e s  a f t e r  s t a r t  i n  z, and  p e r f o r m in g  j |  when t h e  o u t p u t
was q »
W ith  h e lp  o f  t h e  f o l l o w i n g  c o n s t r u c t i o n  o f  c l a s s e s  
% fti £ 2 Z \ 0  t h e  e x i s t e n c e  p ro b lem  f o r  h . a . e .  a t  NDA 
c a n  be s o lv e d  :
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'$ rta - Df {  M /  a MfiN )
W i + I  - Df 7 Л  i  U  {  M /  0 ^ M f i Z A
A 3 x  ( x«X  A V y  ( y€v(Mr x )  - >  hy (M ,x ) e ‘ï ÿ t i ))J
T h e re b y  i  = 0 ,  1 , 2 ,  . . .  an d  i t  c a n  be p r o v e d :
(1 1 )  Lemma
( a )  « i  -  m i+1 — *  ' t n ± > Ö 1 ,
QQ
(b )  T h e re  e x i s t s  a  h . a . e .  f a x  i f f  Zq £  U  « l j .
S in c e  th e  c o n s i d e r e d  a u to m a ta  a r e  f i n i t e ,  we h a v e
a f t e r  f i n i t e  t im e  and so we c a n  s o l v e  t h e  e x i s t e n c e  p ro b le m .
F o r  M € Щ . l e t  b e  ^c(M) s t o p  and f o r  O t h e r  M
( i  *  1! ,2 , 3 , . . . )  l e t  be ^*(M ) a  f i x e d  i n p u t  sym bol x w h ic h
s a t i s f i e s  t h e  c o n d i t i o n  V y  ( У6  v (M ,x )  h  (M ,x) 6 « L ) .
V1
Then i n  c a s e  o f  e x i s t e n c e  o f  a  h . a . e .  f o r  X r  and  a n f  
su c h  h . a . e .  ^  c a n  be r e a l i z e d  by th e  f o l l o w i n g  f i n i t e  
p a r t i a l  d e f i n e d  d e t e r m i n i s t i c  i n i t i a l  MOORE-automaton
- n r  [  * .  X u { s t o p } , W ,  , * 0 ]  w i t h  i n p u t  s e t  Y,
o u t p u t  s e t  X u n s t o p } ,  s e t  o f  s t a t e s  m ,  i n i t i a l  s t a t e  ZQ , 
p a r t i a l  d e f i n e d  t r a n s i t i o n  f u n c t i o n  <T: ^ x Y  8 - »  4 f t ,  
o u t p u t  f u n c t i o n  î “ ► X ^ { . s t o p }  • T h e re b y  we d e f i n e
<F(M, y )  - Df h  (M,£c(M)> i f  h y ( M ,^ ( M ) )  /  0 and  М ф 7 Л 0 , 
and  <T n o t  d e f i n e d  o t h e r w i s e .  'S f l  i s  d e f i n e d  a s  th e
zs m a l l e s t  s u b s e t  o f  2  w h ich  c o n t a i n s  an d  i s  c l o s e dо
u n d e r  ci~ •
Then 0 ( д  a s  e x p e r i m e n t a l i s t  b e g i n s  w i th  j j ( e )  (ZQ) ,
and  a f t e r  t h e  o u t p u t  o f  an  o u t p u t  word q £ Y *  by Í V  ( i n  t h e
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seime tim e q i s  t h e  i n p u t  w ord  f o r  Q.£ ) t h e  s t a t e  o f  i s
< T u 0 , q) a n d  t h e  n e x t  a c t i o n  o f  t h e  e x p e r i m e n t a l i s t  %  i s  
^ ( q >  ^ C Z 0 , q ) )  a s  i n p u t  sym bol f o r  o r  s t o p  r e s p e c ­
t i v e l y .
One can show t h a t  <T(Z0 , q )  -  h q (Z0 , j f C q )  )•  T hus, when Otj^ie 
i n  a  s t a t e  M £ by d e f i n i t i o n  o f  th e  e x p e r im e n t  J-“ s t o p s
and  i s  i n  a  s t a t e  o f  M. By d e f i n i t i o n  o f  f o r  M a  s e t
w i t h  M gN  e x i s t s ,  a n d  t h i s  N i s  t o  be i d e n t i f i e d  
by th e  f u n c t i o n  . B e c a u se  o f  <$~(M,q)^M f o r  a l l  q c Y *  
an d  M ^ t  t h e  a u to m a to n  0[jj m ust  come i n  a s t a t e  MéTfflQ 
a f t e r  f i n i t e  t im e  (no more t h e n  2n - 2  i n p u t  s t e p s  a r e  
n e ed e d  when n  i s  th e  num ber o f  s t a t e s  i n  Z ) .
The s o l u t i o n  o f  t h e  c o n s t r u c t i o n  and  e x i s t e n c e  p ro b le m  f o r  
d . a . e .  a t  NDA c a n  be g iv e n  i n  a  s i m i l a r  way ( c f .  / 6 /  )*
So we have  sh o w n :
(1,2) Theorem
The e x i s t e n c e  and  c o n s t r u c t i o n  p ro b le m  f o r  h . a . e .  o r  
d . a . e .  r e s p e c t i v e l y  a t  NDA i s  a l g o r i t h m i c a l l y  s o l v a b l e .  
The l e n g t h  o f  s h o r t e s t  e x p e r i m e n t s  o f  t h e s e  k i n d s  c an  
be b o u n d e d  by 2n  -  2 , t h e r e b y  n  i s  th e  num ber o f  
o f  s t a t e s  o f  th e  ex am in ed  autom ation* The bound i s  
s t r o n g  i n  c a s e  o f  h . a . e .  ( c f .  / 11/  ) .
5 F u r t h e r  p ro b le m s
To th e  t a s k  o f  an  i d e n t i f i c a t i o n  e x p e r im e n t  c a n  be added  
some c o n d i t i o n s .  F o r  i n s t a n c e ,  one c an  f o r b i d  th e  a u to m a to n  
t o  a r r i v e  some s t a t e s  i n  some s i t u a t i o n s .  By t h i s  c o n d i t i o n  
o n ly  w ords o u t  o f  a  c e r t a i n  s e t  L f iX *  can  become an 
i d e n t i f i c a t i o n  e x p e r i m e n t ,  su ch  t h a t  th e  s e t  o f  th o s e  
i d e n t i f i c a t i o n  e x p e r im e n t s  i s  t h e  s e t  L a L ^  ( L j i n  t h e  
e a r l i e r  s e n s e ) .  S in c e  L i s  r e g u l a r  i n  "ev iden t**  c a s e s ,  no 
s p e c i a l  p ro b le m s  h a v e  to  be c o n s i d e r e d  h e r e .
A n o th e r  c o n d i t i o n  may come from  t h e  pow er o f  th e  e x p e r im e n ­
t a l i s t  t o  d i s t i n g u i s h  be tw een  some o u t p u t  w o rd s .  T h is  pow er 
c a n  be g iv e n  by a  b i n a r y  r e l a t i o n  U £Y*xY*, su c h  t h a t  
D b q ' J c U  m eans t h e  a b i l i t y  o f  t h e  e x p e r i m e n t a l i s t  t o  
d i s t i n g u i s h  b e tw e e n  q and q* . I n  / 6/  and  a l s o  i n  / 5 /  
and  / 7 /  i t  was shown t h a t  f o r  r e g u l a r  U ( i n  th e  s e n s e  o f  
o n ly  U § (  Y > Y  ) w h ich  i s  s u f f i c i e n t  f o r  sy n c h ro n o u s  
a u to m a ta )  t h e  s e t s  o f  i d e n t i f i c a t i o n  p r e s e t  e x p e r im e n t s  
a t  Ш)А a r e  r e g u l a r  t o o .  The e x i s t e n c e  and  c o n s t r u c t io n  p ro b le m  
c a n  be a l g o r i t h m i c a l l y  s o lv e d  by u s i n g  f u n c t i o n s  F l i k e  show n 
h e r e  f o r  d . p . e .  • F o r  c h a r a c t e r i z a t i o n  o f  t h e  s e t s  o f  
i d e n t i f i c a t i o n  e x p e r im e n t s  a t  d e t e r m i n i s t i c  a u to m a ta  i n  c a s e  
o f  c o n t e x t - f r e e  and  o t h e r  r e l a t i o n s  U c f .  / 1 0 /  •
The s tu d y  o f  i d e n t i f i c a t i o n  e x p e r i m e n t s  a t  p a r t i a l  d e f i n e d  
a u to m a ta  c a n  be r e d u c e d  to  t h e  s t u d y  o f  t o t a l  d e f i n e d  
a u to m a ta  w i t h  r e s p e c t  t o  th e  i n t e r p r e t a t i o n  o f  th e  work o f  
p a r t i a l  d e f i n e d  a u to m a ta  ( c f .  / 6/  ) .
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Open p ro b le m s  a r e  c o n n e c te d  w i t h  c o m p le x i ty  p r o b le m s :  I t  
w ould  be i m p o r t a n t  to  know some s u b c l a s s e s  o f  a u to m a ta  f o r  
w h ich  th e  c o m p l e x i t y  o f  i d e n t i f i c a t i o n  e x p e r im e n t s  i s  
e s s e n t i a l l y  s i m p l e r  th a n  i n  g e n e r a l  c a s e s .
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КЁГСТ, Манфред; ФРАНКЕ, Гюнтер, ГДР, г .  Дрезден
ВЛИЯНИЕ ДРЕБЕЗГА ВХОДНЫХ СИГНАЛОВ НА ПОВЕДЕНИЕ 
АСИНХРОННЫХ АВТОМАТОВ
При применении в технике  контактных д а т ч и к о в  двоич­
ных сигн алов  необходимо в общем случае  с ч и т а т ь с я  с их д р е ­
б е з г о м .  Это о з н а ч а е т ,  что при включении / о т к л ю ч е н и и /д а т ч и к а
может происходить не однозначное  изменение с и г н а л а ,  а много­
кр атно е  изменение е г о ,  до тех  пор ,  пока  после окончания д р е ­
б е з г а ,  он наконец примет желаемого з н а ч е н и я .
Если элементы асинхронного  управляющего автом ата  
имеют меньшее или равное  время срабатывание  по сравнению с 
протяженностью д р е б е з г а ,  то возможны ошибки в р аботе  авто м а­
т а ,  т . е ,  автомат  ч у в с т в и т е л е н  к д р е б е з г у  на рассматриваемых 
в х о д а х .
Д ребезг  входных сигналов  можно у с т р а н и т ь ,  используя 
дополнительно  некоторые технические  у с т р о й с т в а ,  например 
фильтры. С точки зрен ия  уменьшения этих дополнительных з а ­
т р ат  существенным я в л я е т с я  решение следующих з а д а ч :
1 .  Выявление множества входных с и г н а л о в ,  к д р е б е з г у  
которых автом ат  ч у в с т в и т е л е н .
2 .  В пр акти ке  п роекти ровани я  автом атов  устранение  
влияния д р е б е з г а  обычно п р о и зво д и тс я  уже после 
по стр о ен ия  его  схемы, что приводит к большим д о ­
полнительным з а т р а т о й . Поэтому существенной я в л я ­
е т с я  з а д а ч а  р а з р а б о т к и  методов у ч е т а  д р е б е з г а  
входных с игн ал о в  на  этапе  п р о ек ти р о ван и я  а вт о м а т а ,  
например на  этапе  с о с т а в л е н и я  таблицы переходов 
а в т о м а т а ,  с целью п остроен ия  а в т о м а т а ,  ч у вств и ­
т ел ь н о го  к д р е б е з г у  возможно меньшего числа в х о д ­
ных сигналов
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Будем р а с с м а т р и в а т ь  автоматы, заданные таблицами п е ­
р е х о д о в .  П редполагаем ,  ч т о  одновременно может изм еняться  зна  
чение только  одной перем енной .
В данной работе  таблица  переходов  р а с с м а т р и в а е т с я  без  
о тносительно  к возможностям её минимизации, поэтому любые 
две  разные строки  её считаю тся  несовместными.
В данной  работе  п р е д л а г а е т с я  метод доопределения т а ­
блицы п е р ех о д о в  с точки зрения  у с тр а н е н и я  влияния д р е б е з г а ,  
который, н е см о т р я  на внешнее сходство  с методами устранения  
со ст яза н и й  при кодировании внутренних состояний а в т о м ат а  / 2 ,  
3J  существенно о т л и ч а е т с я  от них. Различие  это вы звано ,  на ­
пример, тем ,  что  число изменений с и гн ал о в  при д р е б е з г е  в 
принципе н е п р е д с к а зу е м о  в то время как  возможные переходы 
при с о с т я з а н и я х  в кодированном автом ате  могут быть точно опи 
саны.
Определение I : П е т ёр к а  ( X , Y , Z , f , g )  описывает конеч­
ный автомат А, если Х={Х^} , Y={Y^} , Z={Z^} есть  не пустые ко­
нечные м ножества  и f  , с о о т в е т с т в е н н о  g есть  однозначное 
отображение из X * Z в Z с о о т в е т с т в е н н о  Y .
Для f  и g в в о д я т с я  области опр еделени я  D^.,D^A X * Z и 
D g íL X x Z  , следующим образом
VX1 VZ1 (X1 eXAZ1 eZ —► ((X^ , Z^)eDf  —  3Z2 ( Z 2 6ZAf  ^  , Z1 ) =Z2 ) ) )  и
VX1 Уг2 (Хя eXAZ2 e Z —  ( ^  , Z2 ) eDg—  ( Y ^  eYAg(X1 , Z2) =Y1 ) ) )
В дальнейшем р а сс м а т р и в аю т с я  асинхронные автоматы, т . е .
1 .  YX1VZ1VZ2 (X16XAZ1eZ AZ2 eZAf  (X,, , Z.,) =Zg — f  (X., , Z2 ) = z p
2 .  Dg C Df
Если а вто м ат  имеет n  двоичных в х о д о в ,  то это о б о з н а ­
ч а е т с я  Х = { 0 ,1 } П , а множество входных переменных записы ва­
е т с я  как Е = Ц  хп ).
Следующие рисунки / р и с .  I  и 2 /  пояснают понятие ч у в с т в и т е л ь ­
но сти  а в т о м а т а  к д р е б е з г у  входных с и г н а л о в .
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Р и с , Р и с ,
При пер ех о д е  от набора значений  входных с игн ал о в  х^ и
Хд /  левый р и с у н о к /  при д р е б е з г е  изменяемого с и гн а л а  произой­
дет  переход не в состоян ие  Zp » как  п р е д п о л а г а е т с я  п р о е к ти р о в ­
щиком, а в со ст о ян и е  и далее  в неопределенное  для  п р о е к т и ­
ровщика с о с т о я н и е .  В данном случае  однако возможно такое  д о ­
определение  а в т о м а т а  /правый р и с у н о к / ,  что автомат  с т а н о в и т с я  
нечувствтельным к д р е б е з г у  р ассм атр и в аем о го  с и г н а л а .
Теперь можно точнее  определить  понятие ч у в с т в и т е л ь ­
ности к д р е б е з г у ,  и спользуя  понятие  множества Ü переходов  
между состояниями а в т о м а т а ,  о т н о с и т е л ь н о  которого  о п р е д е л я ­
е т с я  ч у в с т в и т е л ь н о с т ь  авто м ата  к д р е б е з г у .  Множество U выби­
р а е т с я  проектировщиком.
Определение 2 : Автомат A = ( X , Y , Z , f , g )  н а з ы в а е т с я  о т -Оносительно х^,х^е.И h (J,Ü^(Xx Z) нечувствительным к дре­
безгу, если имеет место:
1 . U CD?
2 .  V((X1 ,Z 1) , ( X 2 ,Z 2 ) ) ( ( ( X 1 ,Z1) , ( X 2 , Z 2 ) ) e U  —
f ( x 1 , ъл ) =z1 a  f ( x 2 , z 1 ) =z2 a f ( x 2 , z 2 ) = z 2)
3 .  v (  (X1 , z 1 ) , (X2 , Z2 ) ) С ( (Хя , Z2 ) , (X2 , Z2 ) ) e , X2) eX2 ( i )  
—  a z 3 (Z 3eZ A f ( X 3 , Z2) = ( Z3 A f ( X 2 , Z3)=Z2) )
2 2 2
При этом X ( i ) , X  ( i ) e X  , есть  множество всех  пар наборов 
значений входных переменных различающихся только значением 
переменной х^. Используя это о пределени е  можно п р о в ер ять  з а ­
данный автомат  на н е ч у в с т в и т е л ь н о с т ь  к д р е б е з г у .  Для авто м а­
т а  А, ч у в с т в и т е л ь н о г о  д р е б е з г у  в множестве Ü с т р е м я т с я  полу­
чить до о п ределени е  а в т о м ат а  А -  а в т о м а т  А*, который о тн о си ­
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тельно р а с с м а т р и в а е м о го  множества  U переходов был ч у в с т в и ­
телен для возможно меньшего ч и с л а  переменных.
Определение 3 : Автомат А = ( X , Y , Z , f , g )  о тносительно
р
Е ' , Е * £  Е и Ü ,U c ( X * Z )  , н а з ы в а е т с я  доопределимым / д л я  д о ­
стижения н е ч у в с т в и т е л ь н о с т и  к д р е б е з г у / ,  если су щ ествует  а в ­





V ( (Х1 , Z1 ) , (Х2 , Z2) ) ( ( (Х1 , Z1 ) , (Х2 , Z2) ) е Ü
f  ( х 1 , z 1 ) = z 1 a  f  ( х 2 , z 1 ) =z2 a f  ( х 2 , z 2 ) =z2 )
Df CDf l  , D ^ D gt , f - f ,  g - g * /совместимость.7
4 .  Для каждого  x . , x . e E '  , автом ат  А относительно  x .  и мно-X X  X
ж ества  Ü ч у в с т в и т е л е н  к д р е б е з г у ,  но автомат к *  относительно  
x i  и множества  н е ч у в с т в и т е л е н  к д р е б е з г у .  
к *  н а з ы в а е т с я  доопределенным А о тн о си тель н о  Е* и U .
Предложение I : Если автом ат  А доопределим о т н о с и т е л ь ­
но Е*, Е ’ -  Е ,  и Ü а также о т н о с и т е л ь н о  Е " ,Е " С  Е и U , то 
из этого  в общем случае не с л е д у е т ,  что  автомат А д о о п р е д е ­
лим также о т н о с и т е л ь н о  Е 'О 'Е "  и Ü.
Пример I  служит д о к а з а т е л ь с т в о м  этого  предлож ения.  
Пример I : Выделим из таблицы п е р ех о д о в ,  приведенной 
на р и с .  3 множество п е р е х о д о в ,  существенных для д о к а з а т е л ь с т  
ва  предложения I :
U = { ( ( 0 1 ,Z 3) , ( 1 1 , Z ^ ) ) , ( ( 0 1 , Z5) , ( 1 1 , Z4 ) ) , ( ( 0 0 , Z1) , ( 0 1 ,Z 2) ) }
Автомат, заданный таблицей п ереход ов  р и с .  4 ,  ч у в с т в и т е л е н  к 
д р е б е з г у  о т н о с и т е л ь н о  обеих  входных переменных. Он д о о п р ед е ­
лим о т н о с и т е л ь н о  х^ и Ü / в  к л е т к у  с координатами ( 0 1 , Z^) нуж 
но з ап и сать  Z2 _7» он доопределим также относительно  х 2 и U 
/ в  клетку  с координатами ( 0 1 , Z^) нужно записать  Z ^ jZ ^  или 
Z^_7 ,  но он недоопределим одновременно относительно  х ^ , х 2 и ()
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Рис,  3 :Т абл иц а  переходов  а в т о м а т а  для примера I
При до о п р еделен и и  авт о м ат а  А о тно сительно  множества  U 
можно п о с л е д о в а т е л ь н о  д о о п р ед е ля ть  автом ат  А о тно сительно  о т ­
дельных переходов  из множества U, Доопределение а вт о м а т а  А 
о тно сительно  одного  пер ех о д а  о с у щ е с т в л я е т с я  на  основании
определения  4 .
Определение 4 : Автомат А = ( X , Y , Z , f , § ) н а з ы в а е т с я  о т н о ­
с и т ел ь н о  ( ( X ^ Z ^ )  , ( X 2 ,Z 2 ) )  , ( (X.J , ( Х 2 , Z2 ) ) e ( X * Z ) 2 , 
доопраделимым, е с л и  имеет м есто :
1 .  (X1 ,X2)eX 2 ( i )
2 .  f  (X1 , Z1 ) =Z 1 a f  (X2 , Z1 ) =Z2 a  f  (X2 , Z2) =Z2
3 . ( x 1 , z 2 )^Df v a z 3 ( z 3e z A f ( x 1 , z 2 )=:Z3 A ( x 2 , z 3) 4Df )
При таком доопределении  а в т о м а т а ,  с л е д у ет  однако 
у ч е с т ь ,  что  в с о о т в е т с т в и и  с предложением I  может быть п о ­
лучено неоптимальное  решение. Для улучшения эт о го  решения 
можно и с п о л ь зо в а т ь  различные э в р и с т и ч е с к и е  процедуры.
Так как  при минимизации ч и с л а  состояний  с одной с т о р о ­
ны некоторые возможности д о о п р еделен и я  а вт о м а т а  могут быть 
у тер я н ы ,  а с д р у г о й  стороны п о я в и т ь с я  новые возможности д о ­
определения  с то ч ки  зрения у с т р а н е н и я  влияния д р е б е з г а ,  р е к о ­
м ен ду ется  и с п о л ь зо в ан и е  при п р о е к ти р о ва н и я  следующей с т р а т е ­
гии:
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Данный автомат А п р и в о д и т ся  доопределением к автомату 
. П р о и зво д и тс я  минимизация числа  состояний и п о л у ч а е т с я  
. Автомат Aj^p вновь  д о о п р е д е л я е т с я  до а в т о м ат а  
, ч у в с т в и т е л ь н о г о  к д р е б е з г у  возможно минимального ч ис -
автомат А
АКРК 
ла  входов .
Проиллюстрируем изложенное  выше на  прим ере .
Пример 2 : Имеются три наполняемых жидкостью с о су да ,
Наполнение с о с у д а  контроли р у е т с я  специальным датчиком,
x i X1 X2 . .  x 3. _ X4 X5 x 6 X7 X8
0  0  0 0  0  1 0  1 0 1 0  0 1 0  1 0  1 1 1 1 0 1 1 1
Z1 1 /0 0 0 2 3 4
Z2 1 2 /0 0 1 5 7
Z3 1 3 /0 1 0 8 9
Z4 1 4 /1 0 0 6 10
Z5
?• 4 5 /001 11
Z6 2
7 6 /1 0 0 12
Z7
V« 3 7 /0 0 1 16
Z8 2
7 8 /0 1 0 15
Z9









7 7 1 2 /1 0 0
Z13
8 7 1 3 /1 0 0
Z14 6
7 1 4 /0 1 0
Z15 5
7 1 5 /0 1 0
Z16
7 9 16 /001
Р и с , 4 : Таблица п е р ех о д о в  а в т о м ат а  для примера 2 .
Автомат ч у в с т в и т е л е н  к д р е б е з г у  в с е х  входных
сигналов X j ,  Xg, х^
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При достижении высшего уровня  значение с и гн а л а  на вы­
ходе д а т ч и к а  равно О, при достижении нижнего уровня  значение  
си гн ал а  равно  I ,  а в промежуточных точках с о х р а н я е т с я  прежнее 
значение  с и г н а л а .
Три с о с у д а  должны н ап о л н яться  в той п о с л е д о в а т е л ь н о с т и ,  в к о -
торой
Х1
они опустош ались .  
X1 X2 X3 4 x 5 x 6 x 7 X8
х^х2х 1 0 0 0 0 0 1 0 1 0 1 0  0 1 0  1 0 1 1 1 1 0 1 1 1
21 1 / 0 0 0 2 3 4
Z2 1 2/001 5 7
Z3 1 3 /0 1 0 8 9
1 4-/100 6
оV
Z5 2 4 5 /001 11
z6 2 4 6 /1 0 0 12
Z7 2 3 7 /0 0 1 16
Z8 2 3 8 / 0 1 0 15
Z9 3 4 9 /0 1 0 14
Z10 3 4 1 0 /1 0 0 13
z i i 5 10 1 1 /0 0 1
Z12 6 7 1 2 / 1 0 0
Z13 8 10 1 3 / 1 0 0
Z14 6 9 1 4 / 0 1 0
Z15 5 8 1 5 / 0 1 0
z 16 7 9 1 6 /0 0 1
Р и с .  5: Таблица п ереход ов  авто м ата  дл я  примера 2 .
Таблица получ ен а  при доопределении авт о м ат а  
р и с .  4 .  Автомат н е ч у в с т в и т е л е н  к д р е б е з г у  
входных с и г н а л о в .
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Необходимо п о с т р о и т ь  а в т о м а т ,  управляющий вентилями для  н а ­
полнения с о с у д о в  в с о о т в е т с т в и и  с описанными условиями.
Пусть при проектировании п о л у ч е н а  таблица переходов  
/ р и с .  4 /  б е з  у ч е т а  влияния возможного д р е б е з г а  входных с и г ­
н а л о в .  П р о в ер к а  таблицы в с о о т в е т с т в и и  с определением 2 по­
к азы в ае т ,  ч т о  автом ат  ч у в с т в и т е л е н  к д р е б е з г у  в с е х  входных 
сигналов X j ,  Xg,  х^ о тно сительно  множества  переходов Ü .  
Множество п е р е х о д о в  Ü с о о т в е т с т в у е т  з д е с ь  множеству в с е х  
возможных п е р е х о д о в  в таблице  р ис .  4 ,  поэтому его  можно не 
выписывать•
Неопределенные переходы ,  которым в таблице р и с .  4 со ­
ответствуют к л е т к и ,  отмеченные знаком " ? " ,  определяют п о в е ­
дение  а в т о м а т а  при д р е б е з г е .  При дооп ределени и  а в т о м а т а  
р и с .  4 в с о о т в е т с т в и и  с определением 4 будет  получен н е ч у в с т ­
вительный к д р е б е з г у  автом ат  р и с .  5 .
Авторы б л а г о д а р я т  к . т . н .  Е. Пупырева з а  помощь при п е р е в о д е .
Ц итированная  л и т е р а т у р а
/ 1 /  F r a n k e ,G. und  M .K oegst
Zum E i n f l u ß  von P r e l l e r s c h e i n u n g e n  d e r  E i n g a n g s s i g n a l e
a u f  d a s  V e r h a l t e n  a s y n c h r o n e r  A u to m a ten
AdW d e r  DDR, Z K I - I n f o r m a t io n e n  2 / 1 9 7 6 ,  S .34— 37
/ 2 /  U n g e r ,S .H .
A row a s s i g n m e n t  f o r  d e l a y - f r e e  r e a l i z a t i o n s  o f  f lo w
t a b l e s  w i t h o u t  e s s e n t i a l  H a s a rd s
IEEE T r a n s ,  on C . , V o l . 0 - 1 7 ( 1 9 6 8 ) 2 ,1 4 6 - 1 5 1
/ 3 /  Z an d e r ,  H . J .
E n tw u rf  v o n  F o lg  e s c  ha I t  ungen
B e r l i n ,  V e r l a g  T e c h n ik  1 9 7 4 , R e ih e  A u t o m a t i s i e r u n g s t e c h n i k  
Bd. 158
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Р а б о т ы  п о  т е о р и и  а в т о м а т о в  
П о з н а н ь с к о г о  п о л и т е х н и ч е с к о г о  и н с т и т у т а
Е .  Г р ж и м а л а - Б у с с е  
А .  В о з н и к
П о з н а н ь с к и й  п о л и т е х н и ч е с к и й  и н с т и т у т  
6 0 - 9 f 5  П о з н а н ь ,  П о л ь ш а
Р е з ю м е
В  н а с т о я щ е й  с т а т ь и  б у д у т  р е ф е р и р о в а н ы  р а б о т ы  р о  т е о р и и  
а в т о м а т о в  П о з н а н ь с к о г о  п о л и т е х н и ч е с к о г о  и н с т и т у т а  з а  г о д ы  
1 9 7 4 - 1 9 7 5 ,  н о  з а  и с к л ю ч е н и е м  р а б о т  п о  т е о р и и  а в т о м а т о в  с  п е ­
р е м е н н о й  с т р у к т у р о й ,  к о т о р ы е  р е ф е р и р о в а н ы  в  о т д е л ь н о й  р а б о т е *
В  с т а т ь и  / I /  р а з р а б о т а н ы  н е к о т о р ы е  у с л о в и я  к в а з и у п р а в ­
л я е м о с т и  к о н е ч н ы х  а в т о м а т о в .  П о н я т и е  к в а з и у п р а в л я е м о с т и  б ы л о  
в в е д е н о  в  р а б о т е  / 4 / .
В  / I /  п о д а н о  т о ж е  к р и т е р и й  к в а з и у п р а в л я е м о с т и  а в т о м а ­
т о в .
Д в е  к л а с с ы  а в т о м а т о в  т а к и е ,  ч т о  п р я м о е  п р о и з в е д е н и е  
в с я к о й  п а р ы  а в т о м а т о в  т а к о й ,  ч т о  п е р в ы й  а в т о м а т  п р и н а д л е ж и т
к  п е р в о й  к л а с с е ,  а  в т о р о й  а в т о м а т  к  в т о р о м у  к л а с с у ,  с и л ь н о  
с в я з н о е  н а й д е н ы  в  р а б о т е  / 2 /  .  В  э т о й  ж е  р а б о т е  п о к а з а н о  
н е к о т о р ы е  а л г е б р а и ч е с к и е  с в о й с т в а  п р я м о г о  п р о и з в е д е н и я  т а к и х  
а в т о м а т о в .
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С л е д у ю щ и й  в о п р о с :  д л я  з а д а н н о г о  м о н о и д а  М  п р е о б р а з о в а н и й  
н е к о т о р о г о  м н о ж е с т в а  Т  н а й т и  в с е  а в т о м а т ы  с  м н о ж е с т в о м  с о с ­
т о я н и й  Т  и  м о н о и д о м  в с е х  э н д о м о р ф и з м о в  р а в н ы м  М  б ы л  р а з р е ­
ш е н  в  р а б о т е  / 3 /  .
В  р а б о т е  / 4 /  к р о м е  н е к о т о р ы х  у с л о в и й  к в а з и у п р а в л я е м о с т и  
к о н е ч н ы х  а в т о м а т о в  п о д а н о  т о ж е  у с л о в и я ,  п р и  и с п о л н е н и и  к о т о ­
р ы х  д л я  з а д а н н о г о  м н о ж е с т в а  А  а в т о м а т о в  с у щ е с т в у е т  т а к о й  
а в т о м а т  В  ,  ч т о  д л я  в с я к о г о  а в т о м а т а  С  и з  А  с у щ е с т в у е т  
п о д а в т о м а т  а в т о м а т а  В  ,  с в я з а н н ы й  с  п р е о б р а з о в а н и е м  т а к т -  
н о с т и .
О б о б щ е н и я  п о н я т и я  э н д о м о р ф и з м а  и  к о н г р у э н ц и и  а в т о м а т а  в в е ­
д е н о  в  / 5 /  .  В  р а б о т е  / б /  п о д а н о  н е к о т о р ы е  с в о й с т в а  р а з б и ­
е н и й  м н о ж е с т в а  с о с т о я н и й  а в т о м а т а  т а к и х ,  к о т о р ы е  н е  о б я з а т е л ь ­
н о  и  к о н г р у э н ц и и .
Н е к о т о р ы е  т е х н и ч е с к и е  п р о б л е м ы  р а с с м о т р е н ы  в  / 7 /  ,  а  
и м е н н о  к а к и е  к л а с с ы  а в т о м а т о в  р е а л и з о в а н ы  в  з а д а н н ы х  к л а с с а х
с е т е й  и т е р а т и в н ы х .
С п и с о к  ц и т и р о в а н н о й  л и т е р а т у р ы
r d1 . L . B e g a .  On th e  q u a s i - c o n t r o l l a b i l i t y  o f  a u to m a ta .  3
Symp. M ath . F o u n d .  Com puter S e i . ,  J a d w i s i n ,  Ju n e  17- 
2 2 ,  1 9 7 4 .  L e c t u r e  N o te s  i n  C om puter S c i e n c e .  V o l .  28, 
2 3 - 2 5 .  S p r in g e r  V e r l a g ,  B e r l i n - H e id e lb e r g - N e w  Y o r k ,1975
2 .  J . Ï Ï .  G r z y m a la - B u s s e . On t h e  s t r o n g l y  r e l a t e d  a u to m a ta .  P ro c
I n t e r n a t .  Symp. IFAC " D i s c r e t e  S y s te m s " ,  v o l . 4 , 118-127 
" Z i n a t n e " ,  R ig a ,  1 9 7 4 .
3 .  J . Ï Ï .  G r z y m a la - B u s s e .  On th e  s e t  o f  a l l  a u to m a ta  w i t h  th e
same m onoid o f  e n d o m o rp h ism s . 4 t h  Symp. M ath . F ound .
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Com puter S e i . ,  M a r ia n sk e  L a z n e ,  S e p te m b e r  1 - 5 ,  1975 . 
L e c t u r e  N o tes  i n  Com puter S e i . .  V o l .3 2 ,  2 4 6 -2 5 1 .
S p r i n g e r  V e r l a g ,  B e r l i n - H e id e lb e r g - N e w  Y o rk ,  1975.
4 . J .W . G r z y m a la - B u s s e . P ro b le m s  o f  t h e  c h an g e  o f  o p e r a t i n g
t im e  o f  f i n i t e  a u to m a ta .  P r o c .  5th  C o n g r e s s  G e s e l .  
I n f o r m a t i k ,  D ortm und , O c to b e r  8 - 1 0 ,  1975- L e c tu r e  
N o te s  i n  C om puter S e i . ,  v o l .  3 4 , 2 6 1 -2 6 8 .  S p r in g e r  
V e r l a g ,  B e r l i n - H e id e lb e r g - N e w  Y ork .
5 . J .W . G rz y m a la - B u s s e . G e n e r a l i z e d  e n d o m o rp h ism s , c o n g r u e n c e s ,
and  s u b a u to m a ta  a s s o c i a t e d  w i t h  th e  c h a n g e  o f  o p e r a t i n g  
t im e  o f  f i n i t e  a u to m a ta .  F o u n d . C o n t r o l  Engng 1, 1 / 1 9 7 5 / ,  
3 - 1 4 .
6 .  E . B .  Г р ж и м а л а - Б у с с е .  О  р а з б и е н и я х  м н о ж е с т в а  с о с т о я н и й  и
о т н о ш е н и я х  н а  в х о д н о й  п о л у г р у п п е  а в т о м а т о в .  E I K  I I ,
1 0 / 1 2  / 1 9 7 5 / ,  5 8 1 - 5 8 2 .
7 .  Z. M i^dow icz . The s y n t h e s i s  o f  a u to m a ta  r e a l i z e d  by some
i t e r a t i v e  n e tw o r k s .  F ound . C o n t r o l  Engng 1 , 1 / 1 9 7 5 / ,  
3 7 -4 5 .
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Дискретное управление медленным асинхронным 
процессом с помощью конечного автомата
Р.Новански
Институт по испольвованию вычислительной техники  
в управлении (ИИВТУ), ЧССР -  Прага
В настоящем докладе описано одно применение модуляр­
ного си н тева , которое было равработано в нашем и н сти туте. 
Конкретно речь идет о синтеве дискретного управляющего 
устр ой ства  автоматического электрокардиограф а, управля­
ющего процессом автоматического съема и иаготовления  
электрокардиограмм. Эти электрокардиограммы предназначены  
как для вивуального аналива врачом, так и для обработки 
на вычислительной машине. Общая структура автоматического  




Как видно иэ чертеж а, автоматический электрокардио­
граф состои т  иэ :
-  управляющего автомата (УА)
-  аналоговой части (A4)
-  регистрационного прибора (РП)
-  записывающего магнитофона (ЗМ ).
На р и с .1  показана кроме того  глобальная структура управля­
ющего автомата и е г о  соединение с остальными частями элек­
трокардиографа .
Управляющий автомат состоит иэ : 
а )  операционной части ( 0 4 ) ,  в которой осуществляются опе­
рации над дискретными данными; 
б 5 управляющей части (У Ч ), служащей для управления дей ­
ствием в се х  ч астей  автом атического электрокардиогра­
фа (АЭ);
в ) панели (П ) , преднааначенной для свя зи  АЭ с обслужива­
ющим персоналом (м едсестр ой  Mű). Панель позволяет  
проивводить контроль и управление процессом и зготов л е­
ния электрокардиограмм и сигнализацию особенно важных 
состояний системы АЭ.
Прежде, чем приступить к описанию основных принципов 
работы, с л е д у е т  остановиться на сп о со б е  упорядочения дан­




Как видно ив рисунка, данные изображаются на шести 
дорожках. В первом отсеке (вертикальном) ваписываются 
идентификационные данные пациента (ПЦ) -  (д а т а  /Д Т /, г о д  
рождения /Г Р /  и частота пульсирования сердца /ЧП / -  на 
2 -о й , 4 -ой  и 6 -о й  дорожках)#
Во втором отсек е  ваписываются кардиопотенциали конечнос­
тей ( I ,I I #I I I ,  aVR, aVL, aVF).
В третьем отсек е записываются кардиопотенциали грудной  
клетки ( V V W W *
ДТ и ГР вводятся в прибор при помощи клавиши на панели,
Реально наготовленная влектрокардиограмма, получен­
ная на автоматическом влектрокардиографе, ивображена на 
прилагаемой диаграмме.
Для ивгоровления электрокардиограмм необходим о, 
чтобы потенциалы требуемой формы появились на выходах 
усилителей A 4. В свяви с этим аналоговая часть сделана  
т а к , что обеспечивает переключение в четыре основные 
состояния -  к, z , lil f  Mg.
Состояние К служит для ваписи идентификационных данных 
(ИД).
Состояние Z для проверки подсоединения электродов к ко­
нечностям пациента#
Съем кардиопотенциалов осущ ествляется в состояниях  
М^  и Mg, как покавано на р и с .4 .
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Рис .4
З а п и сь  а ти х  потен ц и алов  должна быть синхронизирована  
с к - в о л н а м и ,  чтобы при переходной п р о ц ессе  напряжение 
на у с и л и т е л я х  не превышало рабочие ен ач ен и я  и чтобы не 
осущ ествилось  их п ер ев о зб у ж д ен и е . Функционирование УА 
о п р е д е л я е т с я  требуем ой с тр у к т у р о й  п р о ц ес са  п о д го то вк и  
и а в т о м а т и ч е с к о го  и з г о т о в л е н и я  електрокард и ограм ы .
Д ей стви е  УА можно п р о с л ед и ть  на р и с .5 ,  на котором 
у к а з а н а  упрощ енная схем а алгори тм а  у п равл ен и я  АЭ. Б олее 
подробно р а б о т у  АЭ можно наблю дать на р и с . 6 ,  который п р к -  
л а г а е т с я  т о л ь к о  для иллю страции .
Б л о к -с х е м у  алгоритм а функционирования АЭ можно р а з ­
д ел и ть  на д в е  ч а с т и :
-  левую, описывающую ф азу  п о д го то вк и  електрокардиограм ьш ;
-  правую, к о т о р а я  п р е д с т а в л я е т  собой ф азу  ав т о м ат и ч е ск о го  
и в го т о в л е н и я  електрокардиограм м ы  (ЭКГМ) -  автом ати ч еск и й  
ц и к л . УА п е р е х о д и т  из фавы под готовки  в  ф азу  а в т о м а т и ч е с ­
к о го  цикла п о с л е  нажатия на  освещенную кнопку СТ (т о л ь к о  
лишь после выполнения у с л о в и й  под готовки  и ее  о к о н ч а н и я ) .  
Возвращение УА ив а в т о м а т и ч е с к о го  цикла в  фаву п о д г о т о в -
£ -o n j
-  L S  -
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Рис. 6 .




ки может происходить в случав прерывания (ПР) или в слу­
чае  нормального окончания цикла (К Ц ). Причинами прерывания 
м огут  быть а в то м ати ч е ск и  определяемые неисп равн ости  в р а ­
боте  АЭ и нажатие некоторых кнопок на п а н е л и .  К автом ати­
ч е с к и  обнаруживаемым неисправн остям  о т н о с я т с я  следующие :
-  неправильное  подключение эл ек тр о д о в  к п ац и ен ту  (НПЭ Z, 
НПЭ Mg)
-  погреш ности дрейфа и коэффициента усли лен и я  усилителей
(ОДНУ),
-  ваканчивание ленты магнитофона и т д .
Прерыванием ав т о м ат и ч е ск о го  цикла мы предотвращ аем и в г о -  
товлен ие  ошибочной электрокардиограм м ы .
Для объяснения фаэы под готовки  необходимо подчерк­
нуть  следующие моменты:
а )  вывов фавы путем  нажатия освещенной кнопки "П одготовка"
(ПДГ),
б) п араллельн ое  протекани е  операции изм ерен ия частоты 
пульсации серд ц а  (ЧП) с операциями обнаружения непра­
ви л ьн ого  подключения эл ек тр о д о в  (НПЭ) к пациенту  и 
вложения даты рождения ( Г Р ) ,
в )  применение д и сп лея  панели в равличных операциях  п о д го ­
то ви тел ьн о й  фавы.
Пояснение сущности фавы а в т о м а т и ч е с к о го  цикла (АЦ) :
а )  вызов фавы п р о в о д и тся  путем нажатия освещ енной кнопки
"С тарт"  (С Т );
б )  появление  н еи сп равн ости  некоторой  ч а с т и  прибора в е д е т
к прерыванию АЦ
в )  операции а в т о м а т и ч е с к о го  цикла  осущ ествляю тся в с л е д у ­
ющей п о с л е д о в а т е л ь н о с т и :
1 .  Контроль погреш ности дрейфа и коэффициента усиления 
у си л и тел ей  A4 (ЦДКУ)
2» Зап и сь  содерж ания памяти СЗП) идентификационных д а н ­
ных
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3« З а п и с ь  би опотен ци алов  в со сто ян и и  
4* З а п и с ь  биопотен ци алов  в со сто ян и и  
5« Конец цикла (К Ц )•
Из т о г о ,  что было с х а в а н о  о д е й с тв и и  и свяви  A3 
с обслуживающим персон алом  в ы те к ае т ,  что  АЭ вм есте  с об­
служивающим персоналом образую т простую а в т о м а т и зи р о в а н -  
ную с и с т е м у  у п р авл ен и я , п оскольку  в э т о й  си стем е  предпо­
л а г а е т с я  в за и м о д е й с тв и е  ч ел о век а  с а в т о м ат о м .
Для т о г о ,  чтобы о б ъ я с н и т ь ,  каким образом  была осу ­
щ ествлена  р еал и зац и я  выше описанного а л г о р и т м а ,  с л е д у е т  
о с т а н о в и т ь с я  на с т р у к т у р е  операционной и управляющей 
ч астей  управляющего а в т о м а т а .  С труктура  операционной 
части  о п р е д е л е н а  с о с т а в о м  р е г и с т р о в ,  а н а л и за т о р о в  н е и с ­
п р а в н о с т е й ,  д екодеров  и некоторых д р у г и х  блоков и схемой 
их с о е д и н е н и я .  С труктура  управляющей ч а с т и  ф актически  
оп ределен а  подробной б л о х -сх ем о й  а л го р и т м а  у п равл ен и я  
в с о о т в е т с т в и и  с р и с .  6'» Например, осущ ествление  двух  
п осл едовательн ы х  операций 0 ^ ,  ° ы  п о к а за н о  на р и с .7 6 .
6) V *1
Рис. 7.
В данном  случае мы п р ед п о л агаем , что и 
п р ед ставл яю т  в8аимоневависимые компоненты операционной 
части  а в т о м а т а ,  операционные модули и -  специ­
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альные управляющие модули. Р а б о т а  этих  управляющих моду­
лей х а р а к т е р и а у е т с я  временной диаграм м ой, у к азан н о й  на 
р и с . 8 .




Р и с .  8 .
Импульс должен при вести  соответствующий блок а^ 
осуществляющий операцию в начальное  состоян ие  (о ч и с т ­
ка р е г и с т р о в ,  начальное  со сто ян и е  т р и г г е р о в ,  счетч и ко в  
и т . п . ) .  Операция О^  в соответствующем блоке А^, о су ­
щ ес т в л я е т ся  ф актически  при с и гн ал е  1*1•
После окончания операции зн ач ен и е  q переход и т  с 1 —* О, 
что  вы зы вает переход  l i  1 —* О.
Управляющие модули работают в управляющей цепи п о с ­
л ед о в ат е л ь н о  т а к ,  что  сн ач ала  работы изм енится  вход п е р ­
в о го  модуля х^ с 0 на 1 и в этом  состоянии вход  модуля 
должен о с т а т ь с я ,  пока не нужно работу  а в т о м ат а  н а ч ать  
с н о в а .  После окончания первой операции выход с о о т в е т ­
ствующего операционного модуля изм енится тоже из 0 —*1 и 
о с т а е т с я  постоян но  в этом с о с т о я н и и . И з м е н е н и е ^ *  0 - ^ 1  
я в л я е т с я  условием  для изменения х ^ :  О —*-1. Этого с в о й с т в а  
можно и с п о л ь в о в а т ь  тоже для индикации т е х  операц ий , ко­
торые з а к о н ч и л и с ь .  Таким образом  с входа управляющего 
а в то м ата  п остеп ен н о  расш иряется в управляющей цепи единица 
на вы ход-в с л е д ств и и  с последовательны м  окончанием преды­
дущих оп ерац ий , пока не з а к о н ч и т с я  последн яя  операция 
в управляющей ц еп и .
Следующим нажиманием подходящей кнопки ПАГ, СТ,
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можно соответствующ ую управляющую ц еп ь  операций (см отри 
рис*5) с п у с к а т ь  снова таким  о б р азо м , ч то  все  операцион­
ные модули п р и во д я тся  в нулевое  со сто ян и е  (кроме входного  
си гн ал а  соответствую щ ей ч а с т и  цепи)*
Принцип реализации  н е к о т о р о г о  множества б езу сл о вн о  
зависимых от  времени синхронных операционных модулей 
показан  на  рис*9*  В таком  операционном модуле сч етч и к  
н асч и ты вает  синхронизационны е импульсы * и в  з а в и с и ­
мости от с о с т о я н и я  с ч е т ч и к а  генерирую тся декодером Д 
желаемые д л я  осущ ествления и окончания операции А с и г ­
налы*
С остояни е  реализации  прототипа*
В н асто я щ ее  время р а з р а б о т к а  а в т о м а т а  зак о н ч е н а  и 
п роводятся  е г о  клинические и спы тани я . Одновременно про­
и зводи тся  п о д го т о в к а  докум ентации  для  введения у с та н о в к и  
в п р о и зво д ство *
Внешний в и д  а в т о м а т и ч е с к о го  эл ек трокард и ограф а  п р е д с т а в ­
лен на п р ед л агаем ы х  ф отограф и ях .
Рис. 9.
6 3
Возможные направления дальнейших р а б о т .
а )  При и спользован ии  АЭ в автономном режиме ( « ff*  
l in e )  в АСУ здравоохран ен и я  (су б си ст ем а  ди агн ости ки  и
предупреждения забол еван и й  с е р д ц а )  было бы ж елательно 
производить з а п и с ь  на магнитофонную л ен т у  не в а н ал о го во й  
форме, а  в циф ровой. Кроме т о г о  ж ел а тел ьн о , чтобы эти 
магнитофонные ленты можно было и с п о л ь зо в а т ь  непосред­
ствен но  в м агнитоленточны х п ам ятя х  вычислительных машин. 
Для это го  было бы ц е л ес о о б р азн о  снаб дить  АЭ ан ал ого -ц и ф ­
ровым п р е о б р а зо в а т е л е м .
б) Р е а л и зац и я  выше описанного  алгори тм а  была бы 
возможна путем применения подходящ его м икропроц ессора .
в) Съемка и вал и сь  электрокардиограм м  я в л я е т с я  д о ­
вольно медленным процессом , поэтом у  было бы ц ел есооб­
р а зн о  соединить АЭ с подходящим процессором  для прове­
дения п р е д в а р и т е л ь н о го  а н ал и за  электрокарди ограм м .
Таким образом бы ан ал и з  электрокардиограм м  происходил 
в м есте  съема и во  время его  п р о в е д е н и я . На магнитофонную 
л е н т у  можно было бы записы вать  лишь результирующую д и а г ­
ностическую  информацию в сжатой форме.
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СРАВНЕНИЕ ВЛИЯНИЯ КРИТЕРИЕВ S И R НА СЛОЖНОСТЬ 
СТРУКТУРЫ ЛОГИЧЕСКОЙ СЕТИ
Ян Коленичка
Кафедра вычислительных машин ПИ Брно,  ЧССР
1 .  В в е д е н и е
В р аботах  [ l , 2 ]  описывается  метод поиска  минимальной или 
близкой  к минимальной формы непольностью определенной булевой 
функции. Метод п р едн азнач ен  для функций с большим количеством 
независимых л о ги ч е ск и х  переменных и о б о з н а ч а е т с я  тем, что  мно­
ж ество  вс ех  заданых независимых переменных р едуци руется  на 
меньшее множество переменных. Это п р о и зво д и тс я  т а к ,  что из 
множества  вс ех  независимых переменных выбираются только т а к и е  
переменные, которые по наибольшей в е р о я т н о с т ь и  будут в к о н е ч ­
ной минимальной форме. С обственная  минимизация потом проис -  
х о д и т  тольло  с этим редуцированным подмножеством независимых 
переменных, в с л е д с т в и е  чего  процесс  минимизации значительно  
у с к о р я е т с я .
В приведенных р а б о т ах  [1 ,2 ]  для подбора  переменных в р е ­
дуцированное  множество применяются критерии или Sq , к о т о ­




n l + n0
гд е  n i  -  число рабочих  со ст о ян и й ,  в которых р а сс м атр и в аем ая
переменная  х .  принимает значение  единицы, и
Пф -  число нерабочих  с о с т о я а н и й ,  в которых р а с с м а т р и в а ­
емая переменная  х^ принимает зн а ч е н и е  нул я .
Величину будем н азы вать  критерием неинверсности  п е р е ­
менной .
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n i  + n o
гд е  -  число  рабочих с о с т о я н и й ,  в которых переменная х^ при­
нимает значени е  н у л я  , и п 1 _ число нерабочих  с остоян ий ,  в ко­
торых перем енная  х^ принимает значение  единицы.
В рассматриваемом методе  п р е д п о л а г а е т с я ,  что неполностью 
определенная  л о г и ч е с к а я  функция y = F (x ^ ,X 2 » . . . , х п ) з ад а н а  т а ­
блицей со сто ян ий  (обозначим е е  напр .  Т 1 ) ,  ко то р ая  р а зд е л е н а  
в д в а  поля:  множество рабо чи х  состояний о б р а з у е т  рабо чее  по­
ле  и подобно тому множество нерабочих состояний  о б р а зу е т  не ­
р а б о ч е е  поле функции.  На первом этапе  минимизации - к о р о т к о  
г о в о р я -  надо в т а б л .Т 1  и с к а т ь  обязательны е  переменные, сто л б ­
цы которых потом надо из т а б л .  Т1 выбрать и включить в новую 
таблицу  Т2. Для каждого с о с т о я н и я  т а б л .  Т2 потом надо п р о в е ­
р и т ь ,  на х о д и тс я  ли оно в противоположном поле этой таблицы. 
Если его  там н е т ,  то соответсвующую строку  в т а б л .  Т1 можно 
вы черкнуть .  Но если о б я за т ел ьн ы е  переменные не существуют, 
или еще все  с т р о к и  т а б л .  Т1 не вычеркнуты, то  новый столбец  
т а б л .  Т2 надо выбрать  по максимальному значению к р итери ев  Sjj 
или S0 j (S0 j т о г д а ,  когда  мы хотим,  чтобы в конечной схеме бы­
ло  наименшее ч и с л о  и н в е р т о р о в ) .  Опять п р о в е р я е т с я  каждое с о с ­
то ян и е  т а б л .  Т2 ( с  этим новым столбцом ) ,  н ах о ди тся  ли оно в 
противоположном поле таблицы. Если е го  там н е т ,  мы можем вы­
ч ер к н у т ь  соответствующую с т р о к у  из т а б л .  Т1 .  Этот процесс  
со здани я  т а б л .  Т2 п о в т о р я е т с я  до тех  пор ,  пока  не все  строки 
и з  т а б л .  Т1 вычеркнуты.
Р е з у л ь т а т о м  это го  п р о ц е с с а  я в л я е т с я  т о ,  что  т а б л .  Т2 с о ­
держит только  р едуци рован ное  множество к независимых логи -  
ч ес к и х  переменных, при чем к $ п . Создание минимальной формы 
происходит потом только  при помощи т а б л .  Т 2 .
Автор настоящ ей с т а т ь и  с о зд а л  в [з ]  критерий R , который в 
рассматриваем ом  методе з а м е н я е т  критерий S ,  и п о к а з а л ,  что 
число переменных в т а б л .  Т2,  определенноепри помощи критерия 
R может быть меньше чем при помощи критери я  S .
Значение к р и тер и я  Rj дл я  переменной {х-^, хп )
можно вычислить очень л е г к о :  оно равно числу  со сто ян ий ,  к о то ­
рые мы можем вы черкнуть  из т а б л .  Т1 включением переменной х^
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в т а б л .  T2. В к а ч е с т в е  нового  столбца  мы в т а б л .  Т2 о к о н ч ат е л ь ­
но включим столбец  той переменной,  у  которой значение  критерия 
R м аксим альное .  Иначе,  алгоритм  минимизации с критерием R не 
о т л и ч а е т с я  от алгоритм а  с критерием S .
Как мы у ж е  с к а з а л и ,  с о б с т в е н н а я  минимизация происходит по­
том известным способом (Г аврилов)  только при помощи т а б л .  Т2.
В р е з у л ь т а т е  э т о г о  мы получим логическую с е т ь ,  структуру  к о ­
торой можно в общем виде п о к а з а т ь  например на  р и с .  1, где  3-ий 
л о ги ческ и й  у р о ве н ь  п р е д с т а в л я е т  собой реализацию дополнитель­
ных функций (которые в рассматриваемом методе могут  возникнуть  
в т еч ен и е  минимизации).
Замечание : Если мы п р е д п о л а га ем ,  что  число в х о д о в  логических
элементов,  которыми можно созданную минимальную форму р еал и зо  -  
вать ,  о гр а н и ч ен о ,  то  каждый л о ги ч е ск и й  ур о вень  р а с п а д а е т с я  в н е ­
сколько  подуровней ,  которые мы назовем  ступ ен ям и ;  потом тоже 
число л о ги ч е ск и х  элементов на одном уровне б у д е т  больше. (В н е ­
большой ниже приведенной с т а т и с т и ч е с к о й  р а б о т е  мы предполагали,  
что  максимальное допустимое ч и с л о  входов э л е м е н т а  равно восьми).
2 .  С р а в н е н и е___ в л и я н и я к р и т е р и е в
В следующих а б з а ц а х  мы хотим п о к а з а т ь  влияние  критериев 
S и R на некоторые избранные параметры.  Нам и н т е р е с н о ,  как 
пр о яви тся  наличие критериев  S и R в отношении к числу логи -  
ческих  переменных в редуцированной таблице Т2, д а л е е  какое 
влияние имеют эти критерии на общее число л о г и ч е с к и х  элементов 
в конечной л оги ческой  с е т и ,  на число  элементов в отдельных у -  
ровнях и на время вычисления конечной (минимальной) формы и з о ­
бражения л о ги ческ о й  функции.
В к а ч е с т в е  основы этой малой статистики  мы взяли  25 л о г и ­
ческих булевых функций, таблицы состояний которых случайно г е ­
нер ир о вал ись  вычислительной машиной и которые были упорядоче­
ны по повышающейся сложности исходной таблицы с о с т о я н и й .  Слож­
ностью таблицы мы будем понимать произведение  ч и с л а  н е з а в и с и ­
мых переменных на число их с о с т о я н и й .  Сложность у  самой прос­













Р и с .  1 .
у  самой сложной потом 4800 (в  примерах она  несет  номер 2 5 ) .
2 . 1 .  Число л о г и ч е с к и х  переменных в таб л и ц е  Т2
В т а в л . 1  н а х о д и тс я  для  отдельных з а д а ч  отношение Xg/ х ^ д е  
Xg п р е д с т а в л я е т  собой число л о г .  переменных в т а б л .  Т2, по с т р о ­
енной при помощи критерия  S, и а н ал о ги ч н о  xR п р е д с т а в л я е т  со­
бой число переменных в т а в л .  Т2, построенной  при помощи к р и т е ­
рия R .
Как мы видим, то л ьк о  в трех  с л у ч а я х  одинаково число п е р е ­
менных в т а в л .  Т2 по критериям R и S \  в остальных с лу ч аях  чис­
ло  переменных в т а б л .  Т2 больше по критерию S чем по критерию 
R .
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2 . 2  Число вс ех  л о ги ческ и х  э л е ­
ментов в конечной л о г и ч е с ­
кой сети
На р и с .  2 п о к а за н о  абсолютное 
число  всех  л о ги ч е с к и х  элементов в 
конечной л о ги ч е ск о й  сети для отдель­
ных з а д а ч .  Задачи упорядочены по по ­
вышающейся слож ности .  И н т ер е сн о , что  
от сложности 880 уже в каждой из 
приведенных з а д а ч  число всех  эле  -  
ментов в сети,  построенной при помо­
щи критерия R, меньше чем в сети ,  
построенной при помощи критерия S .
Для отдельных задач  обозначим 
число всех  эл ем ентов  в сети, с о з д а н ­
ной при помощи критерия  S, символом 
Mg и аналогично  число всех  э л е ­
ментов в сети, созданной  при помощи 
критерия  R, символом Мр. Потом мы 
можем вычислить отношениеM g/M p д л я  каждой з а д а ч и ,  которое  
приведено в т а б л . 2 .  Как видно, с р ед н ее  значение  э т о г о  отноше­
ния равно  1 , 3  и с в и д е т е л ь с т в у е т  о том ,  что при испо л ьзо ван ии  
критери я  R мы поличим в большинстве случаев  бо лее  простую л о ­
гическую с е т ь .
номер
задачи *S/ * R
ср ед н ее
значение
1 1 , 3 4
2 1 , 2 5
3 1 , 2 5
4 1
5 1 , 5 0
6 1 , 1 6
7 1 , 2 0
8 1
9 1 , 1 6
10 1
11 1 , 2 0
12 1 , 4 5 1 , 2 5
13 1 , 5 0
14 1 , 1 6
15 1 , 7 5
16 1 , 2 5
17 1 , 3 0
18 1 , 1 2
19 1 , 3 0
20 1 , 1 2
21 1 , 3 4
22 1 , 2 6
23 1 , 1 1
24 1 , 2 0
25 1 , 2 3
Табл .1
2 . 3  Число л о г и ч е с к и х  ступеней
В т а б л . З  н ах о ди тся  пер еч ень  ч и с ел  всех  л о г и ч е с к и х  с т у п е ­
ней в конечной л о ги ческ о й  сети  для  обоих к р и т е р и е в .  Число в с е х  
с ту п ен ей  в сети  созданной при помощи критерия S о бозначен о  сим­
волом Pg и анал о гич но  введен символ 1р.
Как видно,  ч а с т н о е Pg^/Pp = 1 , 2 8 8  говорит о п я т ь  в пользу  
критерия  R , который в большинстве слу ч а ев  п о з в о л я е т  по с т р о и т ь  
с е т ь  с меньшим числом ступеней, с л е д о в а т е л ь н о  тоже с меньшей 




задачи m s / m r
1 1 ,3 3
2 1 , 2 0
3 0 , 8 0
4 0 ,8 8
5 1 ,2 5
6 0 ,7 5
7 1 ,2 5
8 1 ,7 4
9 1 ,6 7
10 1 , 2 0
11 1 ,6 7
12 1 ,2 7
13 0 ,8 2
14 1 .0 8
15 1
16 1 ,7 5
17 1 ,3 2
18 1 ,1 7
19 1 ,1 5
20 1 ,1 7
21 1 ,5 5
22 1 ,8 4
23 1 ,2 5
24 1 ,2 7
25 2 ,0 5
с р ед н ее 1 , 3значени е
номер
задач и 's PR Ps / ' r
1 2 2 1
2 3 2 1 , 5
3 3 2 1 , 5
4 4 4 1
5 3 2 1 , 5
6 3 4 0 ,7 5
7 3 2 1 , 5
8 5 4 1 , 2 5
9 3 3 1
10 3 2 1 , 5
11 4 2 2
12 4 3 1 , 3 3
13 3 3 1
14 4 4 1
15 5 5 1
16 3 2 1 , 5
17 6 5 1 , 2
18 5 5 1
19 4 4 1
20 4 3 1 , 3 3
21 5 3 1 ,6 6
22 6 4 1 , 5
23 6 5 1 , 2
24 6 4 1 , 5
25 8 6 1 , 3 3
с р ед н ее
значение 1 ,2 8 8
Т абл .  2 Табл .3
2 . 4  Числа элементов на  отдельных уровнях
Обозначим число элементов на 1 и 2 у р о вн ях  сети  ссвданной 
при помощи критерия S символом NL и а н а л о г и ч н о м ,  0 D .
В т а б л . 4 п р е д с та в л е н  п ер еч ен ь  значений отношения М, ос,/М, OD 
с р е д н е е  значение  к о т о р о г о  равно 0 , 9 7 0  и с в и д е т е л ь с т в у е т  о том ,  
что  ч исла  л о ги ческ и х  элементов  на 1 и 2 у р о вн ях  в с етях  с о з ­
данных при помощи к р итер и ев  S ,R не наемного отличаю тся .  Но 
мы тоже видим, что от задачи  18 ( т . е .  от сложности около 1100)  
уже число  элементов по критериюR постоянно больше на первых 
у р о в н я х .
Обозначим а нал о гич но  числа элементов на 3 .  уровне ( т . е .
у р о в е н ь  реализации  дополнительных функций) ч е р е з  символы М, Q
J » ^
и Мл D . Как видно из  т а б л . 4 ,  с р ед н ее  значени е  ч ас тн о го
J ,к
М /М-. = 2 , 0 8  -  с л е д о в а т е л ь н о ,  р е а л и з а ц и я  дополнительных
функций я в л я е т с я  -  что к а с а е т с я  числа  элем ентов  -  в среднем 
приблизительно  в два р а з а  сложнее по критериюЭ-Начиная з а д а ­
чей 18 ( т . е .  сложностью 11 0 0 )  уже с р е д н е е  значение  э т о г о  о т ­
ношения равно  2 ,  9 и мы можем п р е д п о л а г а т ь ,  что с повышающейся 
сложностью з а д а ч и  оно б у д е т  еще в о з р а с т а т ь .  Из э т о г о  в ы те к ае т ,  
что  на основе  и с п о л ь зо в а н и я  критерия R мы можем получить 
бо лее  простую реализацию дополнительных функций (на 3-ем  уро­
вне)  и э т о т  р е з у л ь т а т  с о о т в е т с т в у е т  р е з у л ь т а т у  у числа  л о ги ­
ческих  сту п ен ей  ( т а б л . З ) .
номер задачи M1,2,S / М 1,2Д M 3,S /  м з д
1 1 ,3 3 -  н е о п р е д .
2 1 , 0 -
3 0 ,6 -
4 1 , 0 0 ,7 5
5 1 ,0 -
6 1 , 0 0 ,3 3
7 1 ,0 -
8 1 ,6 6 1 ,7 5
9 1 , 0 5 , 0
10 1 , 0 -
11 1 ,5 -
12 0 ,8 5 2 , 5
13 1 , 0 0 , 0
14 1 , 0 0 ,1 1
15 0,75 -
16 1 ,5 -
17 1 , 0 1 , 5 0
18 0 ,6 5 2 , 0 0
19 0 ,7 5 1 , 5 0
20 0 ,7 5 2 ,7 5
21 0 ,8 2 7 , 0 0
22 0 ,9 3 , 0 0
23 0 ,8 2 1 , 5 0
24 0 ,5 6 1 ,5 6
25 0 ,8 2 3 .6 5
с р е д н е е  значение 0 ,9 7 0
00ОСЧ2
Т абл .  4
3 . 5  Время вычисления
В т а б л .  5 н а х о д и тс я  п еречень  времени вычисления ко­
нечной формы заданных функций для отдельных задач  при исполь­
зовании ЦВМ СААБ Д -2 1 .  Символ Tg о б о з н а ч а е т  машинное время 
при создании формы по критерию S и а н ал о ги ч н о  введен  сим­
вол Тд.
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1 2 3 4 5 6
номер
Ts T R T s / t сложность Ф Т 8 O Ï Rзадачи 0 3 Cs] / 1 R [ s  J [ SJ
1 10 7 1 ,4 3 77 10 7
2 15 9 1 ,6 6 112
3 11 7 1 ,5 7 112 Q *7
4 14 10 1 ,4 0 192 JL J 8 ,  J
3 12 9 1 .3 3 198
6 34 56 0 ,6 1 200
7 18 11 1 ,6 4 220
8 25 14 1 ,79 224
9 20 11 1 ,8 2 261 2 2 ,1 1 7 ,7
10 14 11 1 ,2 7 264
11 14 11 1 ,2 7 360
12 30 10 3 .0 0 378
14 11 1 ,2 7 625
14 18 21 0 ,86 645 9 A 9 * 7  A
15 68 58 1 ,2 1 750 J 4 2 I ,4
16 40 25 1 ,6 0 800
17 30 22 1 .3 6 880
18 118 145 0 ,8 1 1140
19 105 235 0 ,4 5 1400 1 1 O
20 130 320 0 ,4 1 2030 L X . C .
21 95 120 0 ,7 9 2500
22 345 512 0 ,6 7 3385
23 250 600 0 ,4 2 4000 C~\ c;
24 455 880 0 ,5 2 4800 J J-L o i u ,  p
25 275 450 0 ,61 4800
Табл.  5
В 3-М' столбце  т а б л .  5 п р е д с т а в л е н  п ер еч ен ь  значений 
части  ого Т^/Т^ и эти значения тоже изображены на р и с . З .
В 4-ом столбце  таблицы 5 записан п ер еч ен ь  значений сложности 
исходной таблицы состояний отдельных ло ги ческих  функций и 
задачи  разделены в группы по сложности следуюшим образом:
+
1 0 0  2 0 0 400 1000 3000 сложность
В столбце  5 потом приведены средние значения  времени 
вычисления для отдельных групп при применении критерия S 
и обозначены символом ФТ„ ; в с то л б ц е  6 аналогично  н а х о -  
д я т с я  значения ФТ^, Эти значения потом изображены на р и с .
3 и соединены в кривую.
Из. р и с . З  мы наглядно видим, что  сложность около 1000 
опять  я в л я е т с я  з н ачи тел ь н о й ,  потому что при больших з н а ч е -
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больше чем ФТ„ и оно тоже повышается бы стрее .
О
3 .  З а к л ю ч е н и е
Из в с его  выше с к а за н н о го  в ы те к а е т ,  что при и с п о л ь зо в а ­
нии критери я  S может быть в среднем :
1) число  переменных в таблице Т2 приблизительно  на 25% больше 
чем при использовании  критерия R ;
2) число всех  л о ги ч е ск и х  элементов в конечной с е т и  приблизи­
т е л ь н о  на 30% больше чем по критерию R ;
3) число  ло ги ческих  ступеней приблизительно на 30% больше чем 
по критерию R ;
4) число л о ги ческ и х  элементов на 1 -ом  и 2-ом у р о в н я х  конечной 
с е т и  может быть меньше чем по критерию R , но на 3-ем 
у р о вн е  оно уже в д в а  р а з а  и больше превосходит  критерий R3
5) время вычисления до сложности около 1000 г о в о р и т ,  правда ,
в п о л ь зу  критерия R , но разл и чи я  не являю тся  зн а ч и т ел ь ­
ными; однако у сложности над 1000  время вычисления по кри­
терию S уже в среднем на половину ниже врем ен и ,  д о с т и г ­
н у т о г о  при использовании  критерия  R.
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СИНТЕЗ СТРУКТУР МНОГОФУНКЦИОНАЛЬНЫХ ЛОГИЧЕСКИХ МОДУЛЕЙ
Э.А. Якубайтис, А.Я. Калнберзинь, В.П.Чапенко
(СССР, Рига)
Технология изготовления больших интегральных схем 
(БИС) оказывает существенное влияние на принципы проек­
тирования логических модулей для дискретных автоматов. 
Модули, выполненные в виде БИС, содержат большое коли­
чество компонент,функционально связанных между собой, 
и могут реализовать сложные логические функции. Вместе 
с тем технологические соображения и требования надежно­
сти накладывают ограничения на количество внешних вы­
водов модуля. На первый план выдвигается требование ми­
нимизации числа внешних выводов, даже за счет введения 
некоторой структурной избыточности в схему модуля.Однако 
усложнение логической схемы ведет к "специализации" мо­
дуля,уменьшению их серийности и, следовательно, к уве­
личению стоимости БИС. Избежать этой отрицательной тен­
денции позволяет применение многофункциональных логи­
ческих модулей (МЛМ), настраиваемых извне на выполнение 
той или иной требуемой логической функции [1 ,2 ] .Такие 
модули должны обладать способностью реализации большого 
числа функций при возможно меньшем числе внешних вводов. 
Частным случаем МЛМ являются универсальные логические 
модули, настраиваемые на реализацию любой функции неко­
торого числа переменных.
На основе МЛМ возможно строить дискретные автоматы, 
обладающие следующими положительными свойствами: а) вы­
сокая повторяемость модулей в автомате; б) адаптивность 
логических автоматов, достигаемая настройкой или "обу­
чением"; в) высокая "живучесть" автоматов, базирую­
щаяся на том, что модули могут иметь структуру, обеспе-
по
чивающую при появлении неисправностей лишь некоторое 
уменьшение числа реализуемых функций; г ) облегчается 
контроль и диагностика неисправностей.
Рассмотрим схему МЛМ, имеющую ÿ входов, один выход 
и описываемую булевой функцией
2 - V -  ( I )
Назовем настройкой операцию замены каждого аргумента 
Ьк) к= 2, •• • » д ,  функции ( I )  некоторым элементом из 
конечного множества: __ __
^_= {  А1г А,, Az , Az , . . . ,  АП) An , 0, 1 } ,
где A i , А ( -  двоичные переменные, п < ÿ  .
Пусть задан список и различных булевых функций:
/г  (Ai, А2 , •••, ^nj ,  (Ai, A2t ..., Ап) , t Jv (Ai, Аг , ... , An), 
где J < v  2* . Предположим, что рассматриваемый МЛМ
реализует любую из этих функций при соответствующей на­
стройке. Это означает, что при соответствующей настройке 
для каждой функции выполняется условие
'f ( &2, - , V  = -fi (А,, ........ Ап ).  (2 )
Исходя из специфических требований к МЛМ, при синтезе 
структуры МЛМ желательно найти такую функцию Y , кото­
рая содержит минимальное число ^  аргументов и удов­
летворяет при этом условию (2 ) для каждой функции /<• 
из списка. Однако для поиска структуры МЛМ с минимальным 
числом входов (то есть для точного решения задачи) тре­
буется провести большое количество вычислений, трудно 
реализуемое даже на современных; вычислительных машинах 
[4 ]. Поэтому ниже рассматривается приближенное решение 
этой задачи, состоящее в нахождении структуры МЛМ, реа­
лизующего любую функцию из заданного списка, с чис­
лом входов, близким к минимальному.
Минимальное число входов МЛМ находится в пределах:
Cjm = п  + l l o t j  г v [  ÿ min ? ÿ  к , ( 3)
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где cjK определяется как наименьшее значение ^ ,
при котором количество различных разрешенных настроек 
не меньше числа v  [5 ].
Следует отметить, что МЛМ, реализующий заданное 
множество булевых функций, всегда можно реализовать с 
использованием двух внешних настроечных входов, вне­
ся в структуру модуля элементы памяти, образующие, на­
пример, (ÿm-nJ -разрядный регистр сдвига и запоминаю­
щие сигналы настройки О и I .  Этот метод обсужден в ра­
боте [3] , мы же будем рассматривать схемы МЛМ без па­
мяти.
Точное решение задачи синтеза МЛМ состоит |Ч ,5 ] в 
последовательном рассмотрении значений $ = * Л
При фиксированном значении ^ каждой функции / t- 
с б а в л я е т с я  множество М( = { Л*, ^2 , - ,  м^(9,п) )  недоопре­
деленных функций Vj , где у, 2 , . . . ,  N(ÿ,nJ-
-  номер настройки. Любая функция Vj не определена на 
2 * - 2 п наборах аргументов и такова, что при / -й 
настройке выполняется 
Две функции
*1 1 d i t  и д  f Ч JL U iljJl/l J  "“W
; условие Ÿj (B<t ...t 5^)= / i An). 
и У}* ( if * <2 ;U> I1«/' ■' éx
называются совместимыми, если множество всех наборов, 
на которых функция V’j '  равна 1 (0 ), не пересекается с 
множеством всех наборов, на которых функция 
равна 0(1) соответственно. Синтез МЛМ сводится к пои­
ску при каждом рассматриваемом значении ^ множества 
попарно совместимых функций Vj  , включающего в себя 
по одной функции из каждого множества Mi  . Объедине­
ние найденных функций У * / ЧJv в одну функцию
yjb '-'-Jr = 2  дает структуру искомого МЛМ.
В работе [ 5] предложена последовательность синтеза 
структуры МЛМ с минимальным числом входов, состоящая 
при каждом фиксированном значении ^ в нахождении 
множества 7П всех максимально совместимых множеств 
функций /у  и поиске кратчайшего покрытия множества 
{ М2}... t Mv }  некоторым подмножеством множества 77} .
Очевидно, при больших значениях величин у, N(g,n) и v  
поиск всех максимально совместимых множеств связан с 
большим перебором, который не всегда осуществим даже 
при использовании вычислительной машины. Поэтому в ряде 
случаев целесообразно ограничить список настроек 
и искать приближенное решение задачи покрытия методами 
направленного перебора. Направленности перебора можно 
достичь за счет использования некоторых критериев выбора 
функций и настроек на каждом шаге решения.
Рассмотрим процедуру синтеза, основанную на поиске
некоторого максимально совместимого множества MÚ £ 771 ,
по возможности большей мощности. Предлагаемая процедура
является пошаговой,и каждый к -й шаг заканчивается
выбором некоторой функции У-* , включаемой в искомое« * ,
множество совместимых функций Ми . Выбор каждой сле­
дующей функции У •* и объединение её со всеми выбран­
ными на предыдущих шагах функциями Уу,',..., Уу*~,' доопреде­
ляют значения функции ^ // , \ . . 'у  *-/ на некоторых наборах, 
разрешенных /* -й настройкой. Критерием выбора функции 
vy* , включаемой в искомое множество Ми , может слу­
жить минимальное число доопределяемых на к -м шаге зна­
чений функции </('>■■•> . Это обусловлено тем, что
У'»
функция Ч*)1/  \ , имеющая большее число неопределен-3TV J  1 г •• ■ t J  К-1
ных значений, дает больше возможностей для выбора сов­
местимой с ней функции Vy* .
Рассмотрим таблицу, состоящую из 2 ^  строк и М($,п) 
столбцов. Строки таблицы соответствуют различным наборам 
значений переменных , а столбцы - рассматри­
ваемым настройкам. Элемент таблицы, на пересечении стро­
ки /  и столбца j  , каким-либо образом отмечается, 
если /  -й набор является разрешенным при /  -й нас­
тройке. В каждом столбце j  отмечены (обведены замкнутой 
линией) все элементы, соответствующие наборам, на кото­
рых может быть определена функция VJ . Таблицу рас­
сматриваемого вида назовем таблицей совместимых функций 
и будем ее использовать при синтезе МЛМ для выбора и 
записи совместимых функций Уу
Процедура поиска множества MJ £ Л \  , использующая 
указанный выше критерий, может выполняться следующим об­
разом.
Принимается значение ^= ^*и  строится таблица совме­
стимых функций. Выбирается функция у , из списка и на­
ходится соответствующая ей функция У/ . Заданные зна­
чения функции Уу записываются в отмеченные клетки перво­
го столбца таблицы. Таким образом, принимается,что функ­
ция у  реализуется при первой настройке, и функция У/ 
включается в искомое множество Ми • Каждое значение 
О и I ,  записанное в отмеченную клетку некоторой строки, 
переписывается во все остальные отмеченные клетки дан­
ной строки. Затем подсчитывается вес (число отмеченных 
клеток, заполненных значениями Û и I )  каждого столбца.
Вес столбца указывает число наборов, на которых опреде­
лена функция, задаваемая значениями О и I этого столбца. 
Рассматривается j  -й столбец с максимальным весом.Про­
веряется, существует ли такая функция Vj (ï= 2 , 3 , j - 2,ъ,..
которую можно задать путем дописывания значений 
О и I  в оставшиеся незаполненными отмеченные клетки 
/  -го  столбца. Если такая функция не существует, то 
есть если в /  -м столбце нельзя представить функцию VJ , 
то j  -й столбец исключается из последующего рассмотрения 
Тогда выбирается первый из нерассмотренных столбцов с 
максимальным весом и вновь проводится вышеуказанная про­
верка. Если же такая функция существует, то в соответ­
ствующие строки j  -го  и остальных столбцов дописываются 
её значения. Функция Ÿj  включается в искомое множество 
MÚ . Следовательно, функция /<• реализуется при j  -й 
настройке. Затем вновь подсчитываются веса столбцов таб­
лицы, выбирается столбец с максимальным весом и осуществ­
ляется вышеописанная проверка. На этом шаге не рассматри-
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ваются столбцы, задающие значения найденных совместимых 
функций и 4 j . Процедура итеративно продолжается 
до тех пор, пока для каждой функции из списка не бу­
дет найдена соответствующая функция или пока не
будут исключены из рассмотрения все столбцы таблицы.
В последнем случае возможны два продолжения решения 
задачи.
1) Значение ^ увеличивается на I и процедура повто­
ряется или сначала, или с использованием предыдущего ре­
зультата до тех пор, пока для каждой функции / 4- не бу­
дет найдена функция VJ .
2) Функции /•  , которым были сопоставлены найденные
совместимые функции VJ , удаляются из списка. Для ос­
тавшихся в списке функций вновь выполняется процедура 
синтеза при том же значении у , и т .д . до тех пор, 
пока не будут найдены множества совместимых функций Ми 
/У/,..., ( 6 * 4 )  такие, что их объединение М(УМ)и... U
включает в себя функцию из каждого множества Mi .Затем 
осуществляется объединение функций, входящих в каждое 
найденное множество М' (и= /, 2 ,.... 6)  . в результате
образуются функции У*/, ^ ..., , где 4>'и = V' ßyu + t ) -
-  функция,полученная объединением всех функций, принад­
лежащих множеству Мц t 0^ t  < ]ù>g2 ví  . Далее находится 
функция
.. .  B g ' t . r  W
где r * ] i o g t A [ ;  (uiUt ... иг ) -  двоичная запись числа и. 
Функция (4 ) описывает структуру МЛМ с числом входов, 
находящимся в пределах (3) [ 5 ] .
Предлагаемая процедура позволяет найти решение с ма­
лыми затратами времени. Однако качество решения, получае­
мого при этом, зависит от порядка следования функций в 
списке и настроек. В частности, при g=n+i представляется 
целесообразным в качестве первой настройки рассматривать 
подстановки вида = 0 или &^  = 1 . Для выбора I -Й настрой­
ки возможен предварительный анализ функций . Для
функции /у находятся 2п  подфункций вида
/у Му, ■■, } I j\f . О И 'i1 *> 1  ^I , 17 ,
полученных разложением функции f t  по переменной А < .
Для остальных функций /< ( i - 2 t3t...t v ) находятся подфунк­
ции /< (Аи Ап-,, 0) и fi (Ai,..., An-i, i) . Среди т- i  
подфункций yí Му, - . , Ап-i,о) может оказаться N, подфункций, 
совпадающих с подфункциями функции /у . Аналогично, 
среди т- i  подфункций -fiМу,...,An-i, i)  может быть A/z 
подфункций, совпадающих с подфункциями функции / ,
Если Nf >N2 (N<* Nz ) , то в качестве I -й настройки вы­
бирается подстановка Вд = О (By = i j  соответственно. В слу­
чае /Vy =//г * 0 выбирается любая из двух настроек. И, на­
конец, если /Vy = /V2 = 0 , то целесообразно в качестве пер­
вой функции из списка выбрать другую функцию. Но аналогии 
с вышеприведенными соображениями предварительный анализ 
может быть проведен в случае ^  = . Следует
лишь отметить, что полный анализ по объему требуемых вы­
числений может оказаться соизмеримым с поиском всех мак­
симальных множеств совместимых функций.
Пример.Задано 10 функций,являющихся представителями 
различных типов бесповторных функций 4-х переменных:
/ у =  А  4 А г  A i  А < , , f 2 = А 1 А  2 V ( \ ч  > / 3 = М у A z v  А у )  А ц } - Д  *  А ,  А 2 v А ъ * A t , ,  
' f s  ~ (  A i  v  A  i )  A i  Aif  f = (  A 1 y A z  )  A  i  * A  I, j f 7  = ( A 1 ^ A î v A j J A j f ) 
f t  = A f *  A z * A 3 v  Aj f  , / ÿ  =  A f  A2 V A j A j f  ,  f 10 =  (  A  t v  А  г ) (  A b v  A j .
Эти функции представлены в табл. I .  Требуется найти 
структуру МЛМ вышеописанным методом с использованием нас­
троек вида ßkcOt ßif = i  при фиксированной перестановке пе­
ременных Af, . . . ,An на входах модуля. Число настроек за­
данного вида N fÿ,n)= Су [2].  Условие N(an)z гг выпол­
няется при n + i - 5  . Принимаем g = 5 и строим таб­
лицу совместимых функций (табл. 2 ) .  Настройки приведены 
в верхней части табл. 2. Например, во 2-м столбце приве­
дена настройка Bs = ^  ß ^=A/ft Вг = А3 j В2 = Аг > бу^йу.
Для выбора I -й настройки рассмотрим таблицу I .  Опре­
деляем числе подфункций / 2 г- f i0 , совпадающих с подфунк-
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циями функции : Nt ~ ** t Nz ~ 0 . Так как Nt > Л/2 ,то 
в качестве первой выбираем настройку b 5 =0,
£2 = ^2 , СI—й столбец таб л .2 ).
Значения функции из таблицы истинности записы­
ваются в отмеченные клетки I -го стс$5ца табл. 2. Таким 
образом, I -й  столбец задает функцию У7/  . Каждый сим­
вол 0 или I ,  записанный в некоторой строке I -го столбца, 
записывается также во все остальные отмеченные клетки 
данной строки. Эту операцию далее будем называть запол­
нением строк. Под каждым столбцом табл. 2 приведен его 
вес. Среди множества столбцов с максимальным весом выби­
раем 5-й столбец. Ищем функцию / £- [ï=2,3,...,io)i значения 
которой совпадают с соответствующими значениями в отме­
ченных клетках 3-го столбца. Находим / 3j / 7 и выби­
раем / 5 . Дописываем недостающие значения функции {5
в свободные отмеченные клетки 3-го столбца»получая таким 
образом, на 2-м шаге функцию VI  . Затем выполняем 
операцию заполнения строк и подсчет весов столбцов.Ре­
зультат 2 -го  шага приведен в табл. 3.
Среди столбцов с максимальным весом рассматриваем 
5-й столбец. Проверка показывает, что не существует функ 
ции VLS которая может быть представлена в 5-м
столбце. Поэтому 5-й столбец исключается из дальнейшего 
рассмотрения. По той же причине исключается из рассмотре 
ния и б-й столбец. Для 7 -го  столбца находим, что его эле 
менты совпадают с соответствующими значениями функции 
^.Дописав недостающие значения в 7-й столбец, получаем 
на 3-м шаге функцию У7/  . Затем выполняем операцию
заполнения строк и подсчет весов столбцов.Результат вы­
полнения 3 -го  шага приведен в табл. 4 . На 4-м шаге нахо­
дим функцию , на 5-м шаге -  функцию V%2
(табл. 5 ) .  Таким образом, найдено множество совмести­
мых функций М/  « { Ч>!, У /, V *, V ‘ , Ч>1) .
Функции f i  (i= /, 2 ,3, s } 6 )  исключаем из списка и повто­
ряем процедуру синтеза. В результате находим множество
-  У7 -
{ У 2 , V t ,  4*1}  • Следующее повторение процедуры
дает множество А// = { У’Д . После объединения функций,
входящих в множества А//, Л//, /Ч' , и минимизации полу-
ч ае м : V ' / l ' ï t ’l  « B>i ß 2 ßb ß ^ ( ( 5 ^ B > i ) ß i v 5 li) b S)
г ; . ' ;  -  ( в ^ в г - в 3) в ч- - b , ) b s .
Согласно выражению (4-) находим функцию, описывающую 
МЛМ: 2  = {в1ь г ь , ь ч ' ' ( ( & ^ ß 2] ß j ' ß < , ) ß j 3 6 ß 7 '
u (( Bi» Вг^Ь J 5ч - В7Вг V ( b ^ ß 4) ß s) ß c ß7 *
V ([ B i  V в г V Bi)ßii v ( b ' V  ß 2 V ß s ) ß s )  ßc ß 7 .
Применение рассмотренного приближенного метода синтеза 
позволило получить МЛМ с числом ^ = 7 , в то время как 
верхняя оценка равна 4 + J -  8 . Заметим, что при 
возможности использования для настроек всех сигналов из 
множества J  полученная структура представляет МЛМ,уни­
версальный в классе бесповторных функций от 4-х пере­
менных.
Таблица I
Ан А3 4, А , А А /з 4ч 1S А А и А <(ю
О О О О О О О О О О О О О О
О О О I О О О О О о Ü I О О
О О I О О О О О О О О I О О
О О I I О О О I О О О I I О
О I О О о О О I О Û О I О О
О I О I О О О I О I О I О I
О I I Ü Û Ü О I Û I О I Ü I
Ü I I I О I Û I О I Ü I I I
I О Û Ö т у I ТУ г ТУ 1 Ü г Ü о
I Ü О I О I Û I О I I I О I
I О I о Û I О I Ü I I I Û I
I О I I Û I I I Ü I I I I I
I I Û о О I I I Ü I I I I О
I I О I О I 1 I I I I I I I
I I I О О I I I I I I I I I
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Изготовление и техническое обслуживание больших интеграль­
ных схем предполагает использование эффективных проверяющих и 
диагностических тестов.
В настоящем докладе развивается структурно-аналитический 
метод, позволяющий аналитически решать большой круг задач, 
связанных с отысканием таких тестов. В основе метода — ис­
пользование структурно-операторной модели конечного автомата 
с возможными нарушениями с и .
В соответствии с этой моделью в каждой линии е  передачи 
сигнала допускается наличие логических неисправностей — /с0е 
( „ s o ”), Ki e l 9, =  1 , Ке (дополнительное инвертирование сигнала
в линии). Исправное состояние линии обозначается Ne •
Так как возможны четыре технических состояния линии, их 
можно закодировать двумя логическими символами Loe , Lie  . 
Будем считать, что сочетания Loe. Lie , Loe, Lie ,  LoeLie, LoeLie 
соответственно, определяют исправность линии Ne  » наличие в 
ней нарушения Ki e , No e , K e . Тогда функционирование линии с 
возможными нарушениями определяется формулой
и  — L ое 'Х V L ie  •“£ = R е  ^^
где ^e=^ oev ^ie^ ~ оператор преобразования входной переменной 
линии е в выходную переменную и  { Л  -  оператор инвертирова­
ния) .
Вводя в каждую линию передачи сигнала в схеме автомата опе­
ратор R с соответствующим индексом, получим схему автомата с 
возможными нарушениями (АЕН). Чтобы раскрыть особенности ме­
тода, последовательно рассмотрим случаи, когда автомат явля­
ется комбинационным, элементом памяти, автоматом с элементом
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памяти. Если т -  множество входных наборов комбинационного 
автомата М  , то его исправное функционирование описывается 
формулой п1
Z  = ,
L — i
где суммирование производится по входным наборам, которым от­
вечает единичный выход автомата. Соответственно, функциониро­
вание АБН описывается формулой
и  = У  4>l í m )AL , (2 )1=1
где логическое суммирование проводится по всему множеству 
входных наборов и компонент 4>i м  описывает все технические 
состояния АВН, при которых выходной сигнал автомата на набо­
ре Ai  равен I .
Найдя функцию различимости сигналов £  и U , получим
í ü v z u  = У  d t ( M ) A i  (3)
L= 1
где cf[(M) определяет все нарушения, при которых выходные 
сигналы исправного и анализируемого автоматов отличаются на 
наборе Ai  . Естественно составляющую d [ ( Л7) называть прове­
ряющей возможностью входного набора A i  в автомате. Характе­
ристики 1^ь(Л7)и clj_(M) связаны зависимостями
d i  СМ = ■
' 4 > i ( v )  , n i .  í n . (4)
.Ti C M ) ,  n , * i & i é n
согласно которым легко находятся их схемные представления.Так, 
схема, представляющая характеристику d [ (Л7) , находится, если 
ко входам схемы АВН приложить набор А[  и оставить его выход­
ной канал неизменным, если набору A i  соответствует нулевой 
выход исправного автомата. Если же ему соответствует единич­
ный выход, то в полученной схемз необходимо предусмотреть ин­
вертирование выходного сигнала.
Характеристики для входных наборов автомата связаны зависи­
мостями с аналогичными характеристиками наборов подавтоматов, 
подключенных к его выходному элементу. Такие зависимости про­
веряющих возможностей для двухвходовых элементов И, ИЛИ при­
ведены в табл .1 .
Столбец I  этой таблицы содержит структурную схему автомата, 
столбцы 3, 4 — проверяющие характеристики в зависимости от 
сочетания сигналовZ1t ï z (столбец 2) в исправном автомате на 
данном наборе.
Так как выход подавтомата может считаться выходом автомата, 
данные зависимости являются рекуррентными. Рекуррентная мето­
дика отыскания характеристик может использоваться,если они 
известны для подавтомата низшего уровня. Таким можно считать 
линию подачи входного набора. Согласно ( I )  , для входного ка­
нала е  d e ~Lo ç , ^ ё  ■
По характеристикам отдельных наборов определяются характе­
ристики множества Т  входных наборов:
Q { M)  = Ä  d t { M)  , , (5 )
описывающие соответственно: технические состояния, не обна­
руживаемые данным множеством; неисправности, обнаруживаемые 
каждым из наборов этого множества.
Найдя характеристику для полного множества входных на­
боров автомата, можно ввести понятия избыточного и неизбыточ­
ного, достаточного и недостаточного множества входных наборов. 
Множество входных наборов будем считать достаточным,если его 
проверяющая возможность Ж м ) = й ( м )  совпадает с проверяющей 
возможностью полной последовательности.В противоположном слу­
чае множество входных наборов не считается достаточным.
Множество входных наборов является избыточным,если в нем 
существует набор A'L , исключение которого не вызывает изме­
нения соответствующей множеству функции .Если такого на­
бора нет, множество входных наборов неизбыточно. Достаточное 
неизбыточное множество входных наборов составляет тупиковый 
тест проверки автомата.Чтобы найти такое множество,нет необ­
ходимости анализировать все множество характерно тик d'L(^M) и 
конъюнкцию #(Л7) .Достаточно установить рекуррентные зависи­
мости между характеристикой Q(M)  для автомата и аналогич­
ными характеристиками подавтоматов М1, М2 , подключенных к 
выходному элементу автомата N  .
Во многих случаях такие зависимости представляются равен­
ством
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Q ( M ) = N i Q(M1)Q(Mz)  , (6)
из которого следует,что тест проверки автомата Л7 может быть 
образован путем рационального сочетания (склеивания) наборов 
теста проверки подавтомата М1 с наборами теста проверки под­
автомата Мг .Правила склеивания следуют из развернутого пред­
ставления функции Q(M) через характеристики d'L автомата и под­
автоматов.То же имеет место и в других случаях,когда характе- 
ристика Q(M)выражается более сложным образом через характерис­
тики входных наборов подавтоматов.
Из формул (6) могут быть получены правила склеивания теста 
проверки автомата из наборов тестов проверки подавтоматов для 
случаев,когда в автомате возможны только неисправности 
и когда в автомате возможна только одиночная неисправность.
Для общего случая комбинационного автомата эти правила отлича­
ются от правил склеивания в классе одиночных неисправностей.
Рассмотрим теперь элемент памяти (автомат с обратной связью) 
Задержку сигнала будем считать сосредоточенной в линии обрат­
ной связи.Если у  -  выход исправного элемента памяти (ЭП), то 
его функционирование на такте гп описывается формулой
Q ^ V A i S v V A i d - v  V A ; y m_, V A i ÿ m - ,  (? )
где сГ=/ и первач (вторая) сумма в правой части распространена 
по входным наборам А[ , которым независимо от выходного сигна­
ла ЭП на предыдущем такте соответствует единичный (нулевой) 
выход,третья (четвертая) сумма -  по входным наборам A'L , кото­
рым соответствует единичный выход при единичном (нулевом) вы­
ходном сигнале ЭП на предыдущем такте.Во многих случаях форму­
ла ( 7 ) .соответствующая реальным автоматам,не содержит отдель­
ных сумм.
Для того,чтобы получить схему элемента памяти с возможными 
нарушениями (ЭПЕН).необходимо во все линии передачи сигналов 
схемы ЭП,в частности,и в линию обратной связи,ввести операто­
ры R . функционирование ЭПВН описывается равенством
( 8 )
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где суммирование осуществляется по всем возможным входным со­
стояниям автомата.функции (у>щ) описывают технические со­
стояния ЭП, при которых его выходной сигнал равен 1,если этот 
сигнал на предыдущем такте был равен 1(0) .Подавая на входы 
ЭПВН набор A l  ,на вход обратной связи сигнал ит _1 (£ 7^ ) , полу­
чаем схемное представление функции ‘
Найдя функцию различимости выходных сигналов исправного ЭП 
и ЭПВН,получим п
v ^ гп~ }^ /<^1 fam-f »У/77) ^m~iVc ù^(^т-1> Ут)^m- i3AL  » (9 )  
где di(um_t1^ y  условные проверяющие возможности на­
бора A'l , определяющие технические состояния ЭП,при которых 
различны выходные сигналы исправного и анализируемого ЭП.
Термином "условные" подчеркивается,что они зависят не толь­
ко от входного набора,но и от действующего совместно с набо­
ром сигнала обратной связи , определяемого выходным сигналом ЭП 
на предыдущем такте работы.Согласно (9) .условные проверяющие 
возможности набора зависят от действующего вместе с набором 
сигнала обратной связи и от выходного сигнала исправного эле­
мента памяти на такте т .Связи между характерно тиками cJi(um4,ym) 
и функциями ty 'LU, у>щ представляются табл.2 .
Чтобы найти проверяющие возможности последовательности 
входных состояний ЭП,необходимо учесть зависимости между его 
полными состояниями.Для этого построим граф переходов ЭПВН 
при подаче наборов последовательности.Будем считать заданными 
условные проверяющие характеристики ^ ( ^ ^ у ^ н а б о р о в  последо­
вательности .начальные установки исправного у 0 и
анализируемого и 0 ЭП.
По значению y Q и наборам А[  последовательности вычислим по­
следовательные значения у 'L выходного сигнала исправного ЭП. 
Тогда в верхней линии графа переходов ЭПВН (рис.1) расположим 
узел,отражающий начальное состояние (U0f y 0 ) , если U0=yo , и 
у злы, соответствующе состояниям, последовательно получаемым 
при исправной работе ЭП,в нижней линии графа -  узел начально­
го состояния, если ^0~у0^  узлы других состояний с выходным сиг­
налом U'L .отличным от выходного сигнала y i  .соответствующего 
при исправности ЭП тому же набору .Входные наборы обозначены
S ^ U g ff l  S 2 (u 0 ,i ï)  s e (u 0 ,V)
P u e. /  Г р а ер  п е р е х о д о в  3  П ß H
9 8
стрелками.У каждой линии перехода указана функция,описывающая 
технические состояния ЭП,при которых осуществляется переход. 
Если характеризуется переход в состояние нижней (верхней) ли­
нии, то такой функцией является условная проверяющая возмож- 
ноотьdi(Ui.„ÿi)  / d i (U t -„ { / i )  /.при этом (“ l - r ÿ i - , ) ,
если переход осуществляется от узла верхней (нижней) линии.
Пусть S[(u0pi)~ описание технических состояний ЭПВН,при ко­
торых значение его выходного сигнала на такте Z отличается от 
значения выходного сигнала исправного ЭП.Тогда технические со­
стояния ЭП,при которых на всех тактах подачи последовательнос­
ти наблюдается правильное значение выходного сигнала, описыва­
ется формулой £ _
0 ( ^ 0  Д )  = Д  ( /Jo,‘Tl)■ (IO)
Характеристика,дополнительная к этой,является характеристикой 
проверящих возможностей последовательности.Taie как согласно 
р и с . I  _  _ _
(и0,midizi.,,у ; (Ш
O/L-h ’d i )  f
то после преобразований получим
Q {u „ ,ü í )= d 1( u 0 , i / i ) £ 3 i { t i i . t , y L )  ■ И 2)
Таким образом, технические состояния,не выявляемые последо­
вательностью по отличию хотя бы на одном такте выходных сиг­
налов исправного и анализируемого ЭП,описываются конъюнкцией 
дополнений условных проверяющих возможностей ее наборов при 
аргументах, отражающих правильное изменение состояний ЭП при 
подаче последовательности.
Но верхняя линия графа работы ЭПВН отражает работу соот­
ветствующего комбинационного устройства (СКУ) с возможными 
нарушениями,получаемого из ЭП путем разрыва линии обратной 
связи и имеющего дополнительный, по сравнению с ЭП,вход,если 
на входы этого устройства подается последовательность входных 
состояний,совпадающая с последовательностью входных и внутрен­
них состояний исправного ЭП.Определив для этой последователь­
ности невыявляемые технические состояния,получим,что они опи­
сываются той же формулой (1 2 ) ,что и ддя ЭП.
Так как полученный результат справедлив для любой последо­
вательности, то он применим и к полной последовательности вход­
ных состояний.Отсюда следует,что входные состояния,избыточные 
для проверки СКУ,не являются необходимыми,если нет других ос­
нований для их использования,при проверке ЭП.
Таким образом,чтобы найти состояния,которые должны быть 
включены в тест проверки ЭП,нужно найти входные состояния СКУ, 
составляющие тест его проверки.Задача отыскания теста проверки 
ЭП свелась в этой части к задаче отыскания теста проверки СКУ. 
Но этим задача отыскания теста проверки ЭП не исчерпалась.Со­
стояния, составляющие этот тест,должны подаваться в такой по­
следовательности, что выходной сигнал,отвечающий данному состо­
янию, определял бы значение сигнала на входе обратной связи при 
последующем состоянии.Если следование входных состояний теста 
проверки СКУ можно упорядочить так,чтобы это правило выполня­
лось, задача построения теста проверки ЭП будет решена.Если нет 
необходимо использовать дополнительные,устанавливающие требу­
емое соответствие состояний,или же предусматривать повторную 
установку анализируемого ЭП в известное исходное состояние.
Дополнительно проанализировав структуру тестов проверки ЭП 
при различных исходных состояниях,можно найти тест проверки 
ЭП,когда его исходное состояние неизвестно.
Аналогичное положение имеет место и для автоматов с ЭП. В 
этом случае граф его переходов представляется р и с .2 ,гд еу ,£  -  
выходные сигналы исправного ЭП и автомата, t i , г  -  выходные сиг­
налы ЭПШ и АЕН (элемента памяти с возможными нарушениями, ав­
томата с возможными нарушениями).
Из ри с .2 следуют формулы для определения проверяющих воз­
можностей L-го  набора последовательности,проверяющих возмож­
ностей всей последовательности,правила отыскания теста провер­
ки автомата,которые и в этом случае заключаются в отыскании 
теста проверки СКУ и дальнейшем упорядочении следования его 
наборов,правила отыскания теста проверю! автомата по тестам 
проверки составляющих его подавтоматов, а также и другие выво­
ды, связанные с решением различных задач по анализу проверяюцих
и диагностических возможностей последовательностей при задан­
ных условиях.
-  90 -
рцС> 2 Граер работ ы  СкУ !ЪН при Подаче ^слоёной последовательности.
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СТАНДАРТНАЯ РЕАЛИЗАЦИЯ АСИНХРОННЫХ АВТОМАТОВ 
ПРИ МАШИННОМ ПРОЕКТИРОВАНИИ
Амбарцумян А.А., Потехин А.И.
I .  Постановка задачи.
С появлением и развитием систем машинного проектирования 
в значительной степени изменились требования к методам синте­
за асинхронных дискретных управляющих устройств.
Проектировщик при ’'ручном'' синтезе в соответствии о суще­
ствующими методиками синтеза [ í j  последовательно получает от­
дельные блоки структуры будущего устройства (память, логичес­
кий преобразователь, из последнего -  блоки входной и выходной 
логики и т .д .  до элементарной структуры). При этом проектировщик 
знает функцию каждого блока (элемента) в структуре и возмож­
ности ее , видоизменения. Кроме того, создавая макет устройства, 
проектировщик одновременно с логическим проектировщиком осуще­
ствляет временное моделирование, при этом в его распоряжении 
находятся как средства временного согласования различных цепей 
(задержки, фильтры) гак и достаточное значение структуры и ее 
поведения, что позволяет ему обеспечить необходимую коррекцию в 
алгоритме функционирования и требуемую устойчивость устройства 
путем изменения логической структуры и/или использования филь­
тров и задержек.
Совсем по другому обстоит дело при машинном проектирова­
нии, когда невозможно не только изменить полученную структуру 
с целью коррекции алгоритма функционирования и/или обеспечения 
требуемой устойчивости, но также трудно разобраться в самой схе­
ме, вследствие различных преобразований исходного описания, 
осуществляемых машиной.
В связи с этим при создании систем машинного проектиро­
вания возникла потребность в разработке новых алгоритмов син­
теза , отличающихся простотой, высоким быстродействием, примене­
ние которых обеспечивало такие свойства структурам как хорошая 
наблюдательность: соответствие состояний устройства состояниям 
объекта управления (или, что то же элементам списывания поведе­
ния объекта управления), достаточная гибкость при изменении
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по тем или иным причинам требуемого поведения объекта управ­
ления, логическая структура не должна целиком подвергаться из­
менению (заново проектироваться), достаточный запас устойчивос­
ти к реальному разбросу временных параметров логических элемен­
тов и их изменению во времени.
Свойство устойчивости связано с существующим разбросом 
временных параметров логических элементов. В работе [ 2 отме­
чается, чтр только вследствие технологического разброса пара­
метров элементов временное рассогласование сигналов, следующих 
по двум параллельным цепям, каждая из которых содержит два и 
более логических элементов, может достигать критической величи­
ны и приводить к сбою устройства, если не принять специальных 
мер.
В работе [ЗД  , по-видимому, впервые был описан алгоритм 
построения логической структуры, обладающий в некоторой мере 
вышеописанными свойствами, устойчивость обеспечивается за счет 
использования естественных ненулевых задержек логических элемен­
тов путем специальной организации соединений элементов.
Попытки распространить идею алгоритма на случай когда 
задан граф переходов натолкнулись на значительные трудности.
В работе £4 ]  предложен другой способ соединений между 
элементами логической структуры, обеспечивающий устойчивость 
устройства при любом наперед заданном разбросе временных пара­
метров логических элементов. Однако изложенный в работе метод 
построения структуры применим лишь к таблице переходов устрой­
ства, точнее необходимое знание переходов между полными устой­
чивыми состояниями. Поэтому представляет практический и теоре­
тический интерес развитие этого подхода, а именно, разработка 
метода построения структуры по заданному графу переходов.
В обеих указанных работах логическая структура проекти­
руется путем сопоставления каждому элементу описания алгоритма 
функционирования устройства типовой ячейки, построенной опре­
деленным образом из логических элементов типа ШШ-НЕ, и органи­
зации соединений между ними регулярным образом. Такой способ 
построения структуры будем называть стандартной реализацией. 
Естественно, что стандартные реализации, обеспечивающие одно­
временно устойчивость устройства, могут быть с успехом исполь­
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зованы в системах машинного проектировании.
В настоящей работе излагаются основы двух стандартных 
реализаций логической структуры устройства асинхронного типа, 
используемых в системе машинного проектирования, разрабатывае­
мой под руководством член-корреспондента АН СССР М.А.Гаврилова.
2 . Основные понятия и определения
Обычно математической моделью дискретного устройства управ­
ления асинхронного типа является асинхронный автомат LUI • 
Алгоритм функционирования автомата задан в виде графа переходов 
( ô  , V  ) ,  где Ô  -  множество вершин графа, соогветствущее 
множеству внутренних состояний, У  -  множество ребер графа. 
Ориентированное ребро ( &£ , 6 i  ) выходит из вершин и
входит в вершину ê j  . Каждому ребру ( ^  - 4 '  ] <=У  
сопоставлена реберная функция / v  ? ( X , , * т )  • вы­
ходные состояния автомата сопоставлены вершинам графа (модель 
Мура).
Структуру для определенности будем строить на элементах 
типа ИлИ-НЕ, однако излагаемые ниже реализации двойственным 
образом могут быть сформулированы в случае элементов типа И-НЕ.
Некоторый логический элемент структуры обозначим через 
> выход 2 ^  которого может принимать значение 0 и I .  
Входы этого элемента, соединенные с выходами , 2  у
элементов ^  , обозначим через ß  , »
где второй индекс указывает на гот единственный элемент, выход 
которого соединения с данным входом. Булеву функцию, реализуе -  
мую элементом обозначим через 2 * , 2 ^  = X j .ß
Временную задержку элемента обозначим через A jl ,
через AP'ju -  задержку соединительного проводника от выхода 
HyS до входа X i , /5
Рассмотрим кратко способ обеспечения устойчивости струк­
туры (этот способ подробно изложен в работе [ A l  ) ,  используе­
мый в нижеследующих реализациях. Обозначим через Ь множест­
во логических элементов некоторой структуры, £ = £ е )) . . . . , £ „ 3  
Если 2 ^ = 2 ^  для всех е. 6? » го говорят, что
структура находится в устойчивом состоянии, при этом совокуп-
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ность значения , л т  ? определяет пол­
ное устойчивое состояние структуры, множество которых обозна­
чим через Р ^ £ ж , . . , д е м }  ,. Значение выхода 2~ в  состоя­
нии обозначим через . Рассмотрим переход
3&С — • Пусть каждый элемент структуры в этом перехо­
де должен (согласно заданного алгоритма функционирования струк­
туры) либо сохранить свое состояние, либо изменить состояние, 
но не более_одного раза. Тогда относительно данного перехода 
множество Ь  можно разбить на два подмножества Е а  и Е % : 
1 ) ^ 6 ^  , если ; 2 ) ^ 6  6 ^  , если
щ2. Обозначим через £. -  начало переходного
процесса^* ( Е  -*■ Тп )  -  конец переходного процесса.
В идеальной структуре предполагается, что значение выхо­
да каждого элемента из E j  остается постоянным в течение вре­
мени То , то время как значение выхода каждого элемента из 
E z, изменяется в точности один раз. Это можно записать в ви­
де следующих двух свойств поведения элементов идеальной струк­
туры, В любом заданном переходе имеет место:
1) для каждого ё ^ £ Е ,  г *  * * (£ -£ .) )£  > 0  в интервале
2) для каждого Е д  существует Е * 6  г/-
такое, что 2 ^ ,6 0  и g f e ) = * A ( é * )
в интервале Е  ^  Е  +*Т7п
В реальной структуре при наличии разброса временных пара­
метров логических элементов возможно нарушение свойств ( I )  и 
(2 ) .  Так, например, значение выхода 2U, , ^  » равное
О в состояниях и , может изменяться следующим об­
разом: 0 — —•» 0 . Эта кратковременная " I"  может изменить значе­
ние выхода структуры или перевести ее в состояние отличное от 
заданного. В этих случаях говорят о наличии в структуре опасных 
состязаний сигналов и соответственно об отсутствии устойчивости 
структуры.
В работе С О  было показано, что в структуре на элементах 
типа ШШ-НЕ источником ложных "I"  являются такие элементы
* z . € £ f нулевое значение выхода которых в переходеи д  {  »
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Действительно, неодновременное изменение значений i ß  . « г  
(10 00 -* 01) приводит к ложной '’I ” на выходе 2 ^  . Было по­
казано, что обеспечив свойство ( I )  для указанных элементов, 
получаем структуру со свойствами ( I )  и (2 ) . При этом естествен­
но предполагается, что одновременно может изменяться значение 
только одного внешнего входа структуры. Предложенный там же 
способ устранения ложной "I" состоит в том, что значения 
K j .ß  и принудительным образом изменяются в следую­
щей последовательности: lO -* -II~ * -O l, причем промежуточное
состояние ( I I )  удерживается достаточное время. Это достигается 
применением специальной схемы соединения элементов структуры, 
показанной на рисунке I ,  которую в дальнейшем будем называть 
основной схемой соединения элементов. В приложении дан времен­
ной анализ основной схемы соединения. В том случае, когда ос­
новная схема соединения не обеспечивает надежного сохранения 
О на выходе && (при очень большом разбросе параметров эле­
ментов) можно применить модифицированную схему соединения вклю­
чением четного числа элементов в линию ( jt> )
(р и с .1 ) . В нижеследующих стандартных реализациях связи между 
элементами осуществляются таким образом, чтобы обеспечить, по 
крайней мере, основную схему соединения во всех переходах.
3 . Описание стандартных реализаций*). Стандартная реали­
зация № I .
Ооновным конструктивным модулем для построения логической 
структуры по заданному графу переходов устройства является 
ячейка, построенная из трех элементов типа ИИИ-НЕ (рис.2 ) . 
Элемент -é  является выходным элементом ячейки, элементы t ?  
и  •€" и связь между ними образуют триггер типа t f S  •
Каждой вершине d i  графа переходов сопоставим столько 
ячеек, сколько она имеет выходящих ребер, т .е .  можно говорить 
о реализации типа "ребро-ячейка". Ячейку, сопоставленную ребру 
( d i  , Í J  ) обозначим через » в соответствии с ри­
сунком 2 можно написать, что
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где J i J, , ‘l}J. , Ÿïf j. -  Функции связи.
функция связи элемента ячейки есть дизъюнкция выходных 
переменных ячеек, выходы которых соединены со входами данного 
элемента. Найти функции связи -  это значит установить соедине­
ние между ячейками и наоборот.
Так как выходные состояния автомата сопоставлены только 
вершинам графа (модель Мура), то выходной преобразователь мож­
но легко реализовать на триггерах типа R-jS*  , управляемых 
выходными элементами ячеек, поэтому в дальнейшем его реализа­
цией заниматься не будем. Реберные функции . j ,  L * ;  у 
реализуем отдельным блоком, в котором устраним статистические и 
динамические состязания известными методами. Однако, как будет 
следовать из дальнейшего изложения, рассматриваемые стандартные 
реализации допускают наличие статического I  -  риска в блоке, 
реализующем реберные функции, поэтому его можно реализовать бо­
лее экономно, например, представить реберные функции в виде 
ДНФ и реализовать известными методами в виде двухъярусной струк­
туры.
В зависимости от значений функций связи и состояния тригге­
ра будем различать основные устойчивые состояния ячейки (табл, ÿ, 
где знак " ^  " означает безразличное значение функции связи.
Таблица I ,
F + t  Ÿ 2. ír и г Состояние ячейки
0 0 ~  0 I 0 I Рабочее состояние
0 0 - 0 I 0 Нерабочее состояние
I I  0 0 0 I Подготовительное состояние
*** I 0 I 0 I 0 Нерабочее состояние с запре­
том
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Рассмотрим связи, обеспечивающие переход ячейки в го или 
иное устойчивое состояние. Пусть автомат находится в вершине 
A i  графа переходов, в этом случае все ячейки, сопоставлен­
ные этой вершине (или просто ячейки вершины 6^ ) ,  находятся
в рабочем состоянии при этом имеет место единичное значение 
выходов этих ячеек. Пусть в графе существуют переходы 
и ü i  — êc  * в этом случае ячейка устанавливает неко­
торую ячейку £ i , p  вершины í j  в подготовительное сос­
тояние, для чего выход 2. ячейки í-i^ j необходимо одно­
временно соединить со входами элементов €  и I?  ячейки 
é j j  Р  » ЦРД этом выход сохраняет нулевое
значение, так как указанные связи образуют основную схему сое­
динения элементов (р и с .1 ) . Аналогично, ячейка устанав­
ливает некоторую ячейку вершин/ Вс. в подготовитель­
ное состояние. Пусть осуществился переход . Это озна­
чает, что F ; ; —_F , вследствие чего (согласно системе урав-J у  Л
нений ( I )  ) изменится из I  в 0 выход 2  ячейки . При
этом создаются условия перехода ячейки в рабочее сос­
тояние, который произойдет только тогда, когда значение функ- 
ции станет равным 0, таким образом исключается возмож­
ность ложного перехода через вершину í j  в другую вершину, 
присущая классическим автоматным реализациям и известная в ли­
тературе как возможность ложного перехода и з-за  наличия ан ге- 
ровских состязаний £ l j  » После того как ячейка £ t ,p  устано­
вилась в рабочем состоянии, она переводит другие ячейки верши­
ны í j  в рабочее состояние, для этого между ячейками вершины 
ß j  устанавливаются следующие связи: выход одной ячейки необ­
ходимо соединить со входом элемента £ '  другой ячейки, выход 
которой -  соединить со входом элемента Ê 1 третьей ячейки и 
т .д . ,  в результате чего образуется замкнутый контур ячеек и 
переход любой из ячеек в рабочее состояние обеспечивает после­
довательный переход в рабочее состояние всех остальных ячеек 
этой вершины. Возможны другие способы соединения ячеек вершины, 
например, каждый выход ячейки можно сое,динить со всеми элемен­
тами £ '  других ячеек, что позволит увеличить быстродействие
автомата. Ячейка £ :  п  , перейдя в рабочее состояние, устано-
J  'Г
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вит ячейку в нерабочее состояние (при отсутствии пере­
хода ^  -»*ê i  в графе переходов), для чего ее выход необходи­
мо соединить со входом элемента ■е» ячейки . Кроме то­
го , ячейка L j устанавливает одновременно ячейку в
нерабочее состояние и ячейку с  в нерабочее состоя­
ние с запретом, для чего выход £  ячейки необходимо
одновременно соединить со входами элементов и ячейки
этом выход ячейки сохраняет нулевое значение, так как
элементы , £  '/  с  , Q с  и <  образуют модифици­
рованную схему соединения элементов.
В дальнейшем будем говорить, что "ячейка устанавливает 
другую ячейку в такое то состояние" имея ввиду при этом нали­
чие соответствующих соединений между ними.
Рассмотрим правила взаимодействия ячеек, сопоставленных 
вершинам некоторого графа переходов. Естественно, что возмож­
но отступление от нижеизлагаемых правил, но в любом случае не­
обходимо обеспечивать надежное сохранение нулевого значения 
выходов ячеек в переходах между устойчивыми состояниями, кото­
рым сопоставлены £ —О  (табл . I ) .
Правила соединения ячеек рассмотрим относительно пары пе­
реходов -нр•‘é j  и fi;  .
Правило I .  Это правило устанавливает связи между ячейками, 
сопоставленными одной вершине : первая ячейка устанавливает в 
рабочее состояние вторую ячейку, которая в свою очередь уста­
навливает в рабочее состояние третью и т .д .  последняя ячейка 
устанавливает в рабочее состояние первую ячейку.
Правило 2 . Ячейка устанавливает некоторую ячейку
& в подготовительное состояние, аналогично, ячейка 
g  с устанавливает некоторую ячейку ^  в подготови­
тельное состояние, при этом если в графе переходов существует
I l l
гояние; Ö) при отсутствии в графе перехода êj. или цри
наличии обоих переходов и Вс  ячейка
устанавливает одновременно ячейку â c^ /c  в нерабочее состоя­
ние с запретом и ячейку ^  -  в нерабочее состояние;
в) цри наличии в графе перехода й ДРИ отсутствии
хотя бы одного перехода êç  Ч- или ê a -у. ячейка
( р ~ с )  устанавливает одновременно ячейку €с.,*с. в подгото­
вительное состояние и ячейку £ i }c. -  в нерабочее состояние.
В качестве примера рассмотрим граф переходов, изображен­
ный на рисунке 3 . В соответствии с вышеприведенными правилами 
на рисуЦке 4 показаны связи между ячейками, каждой связи сопо­
ставлено номер соответствующего правила. С целью экономии чис­
ла входов логических элементов некоторые связи можно совмес­
тить, например, точку (а) можно совместить с точкой ) (б)
(см. р и с .4 ) .
В случае полных графов переходов, связи между ячейками 
достаточно просто можно выразить аналитически, определив функ­
ции связи. Пусть имеется полный граф переходов, содержащий 
вершины . • ' . , £ / ?  • Найдем функции связи •
элементов ячейки £? : / /  j  — î f i  J  t
^  v  V ï , ; ,  г  ,
* Ы ' * ~ * ы * * а ,  v  . .
*  y ^  ) г - V z ^  j, n0 BOeM )
y / '  * П0 BCÔM K  ~  CV  *
Поясним некоторые функции. Функция и Равная 6Й
функция y-v  , \ л  обращаются в I  на множестве связей , устанав­
ливающих ячейку £  с] j  в нерабочее состояние с запретом,
sf'LAf 4 —  на множестве связей, устанавливающих ячей­
ку £ i  j. в нерабочее состояние. В выражении функции 'P ijj
не отражена связь ячейки t i  I с другими ячейками, сопос­
тавленной вершине t i  (правило I ) ,  эту связь надо иметь в 
виду цри построении структуры. В качестве примера найдем функ­
ции связи между ячейками структуры, реализующей полный граф 






Стандартная реализация № 2 .
Задание автомата такое же как в предшествующей реализа­
ции. Каждую вершину ê L графа переходов автомата в зави­
симости от свойств предшественников (множества K i  ) и после­
дователей (множества L : ) будем относить к одному из 4 типов
вершин: вершины типа А, вершины типа В , вершины типа С , 
вершины типа А  . Каждый тип вершин реализуем ячейкой соот­
ветствующего типа ( Я , ß  , С , Д  ) .
Будем говорить, что вершина ê i  относительно множества Ki обладает свойством ( I ) ,  если, для каждого верши­
на i'L является единственным последователем. Иными словами 
h  z î k ]  для всякого í j  К  f в противном случае верши­
на 6С относительно множества ic i  обладает свойством (2 ) .
Относительно множества L*  вершина ê i  также может 
обладать одним из двух свойств, а именно, вершина в i  облада­
ет свойством ( 3 ) ,  если множество L l состоит из единственной 
вершины , которая одновременно является единственным по­
следователем для каждого своего предшественника. Иными словами 
L l -  í f y j  И L K - £ £ , ]  для каждого ёчсв Kj . В
противном случае вершина^ £ L обладает свойством (4 ) .  Вершину 
со свойствами ( I )  и (3) назовем вершиной типа / }  , вершину со 
свойствами ( I )  и (4) -  типа ß  , вершину со свойствами (2) и 
(4) -  типа С  » вершину со свойствами (2) и (3) -  типа . Каж­
дому типу вершины можно сопоставить типы вершин предшественни­
ков и последователей. Если вершина графа переходов автомата при­
надлежит к типу Д  , то по определению ее последователями могут 
быть только вершины типа ß  или ß  , в том время как ее пред­
шественниками могут быть только вершины типа Л  или Д  . Пост­
роим таблицу, в которой каждому типу вершин сопоставим типы 
вершины последователей и предшественников.
Таблица 3
Тип Тип Тип вершин-предшест-
вершин вершин-последователей венников
f l Л  &







В качестве ячейки типа А используем ячейку, применяе­
мую в предшествующей реализации (р и с .2 ) . Ячейки остальных ти­
пов показаны на р и с .5.
Сформулируем для каждого типа вершин и соответствующих 
ячеек правила определения функций связи.
Правило I .  Пусть вершина S i  является вершиной типа /4  , 
тогда функции связи ячейки типа А  определяются следующим 
образом: -  >? -- по всем j. таким, что
^  =  V по всем ^  таким, что £  & U \ K l
Правило 2 . Пуоть вершина S /  является вершиной типа £  . 
Ячейка типа В  отличается от ячейки типа А дополнительным 
триггером ( ф -ф '! ) (ри с .5 ). Функции связи ячейки типа В оп­
ределяются следующим образом: —Л ,  /
^ l ~ V  по всем J- таким, что
% r -  v f i i  по всем j  таким, что е  L>i
s V l b j  п0 всем /  таким, что ÍJ  е  В i \  K i
y f «  I/  ПО всем j  таким, что £ j  g
Правило 3 . Пусть вершина é l  является вершиной типа С  . 
Ячейка типа С  состоит из двух триггеров типа Я~$ ;
с е - e ' )  К ( $ ' - ? ' )  (ри с .5 ) . Функции управления триггерами 
(функции связи ячейки) определим следующим образом:
/ 'v / í / z
где £ i / = f  п0 всем ^  таким, что é j  6  h i
по всем ^ таким, что ê i e  k l
V i  =  vUj-Fj \у£ по всем j  таким, что te  i
г д е  L/,j -  вы ход д о п о л н и т ел ь н о г о  т р и г г е р а  (  fySj — ty j )  
ячейки  £j ти п а ß  или типа С
по всем J  таким, что é j  Э / j^
Правило 4 . Ячейка типа Д  (р и с .5) является обычным 
триггером типа R -«У , функции управления которого определим 
следующим образом и>. ~ v l J -  * f  • по всем i таким, что
Y<- -  Y u à  <t>L 0
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> таким, что L i
J  таким, что é , é K c J
и Д  существенно отличаются от ячеек типа Д  
и д  . Для построения ячеек этого типа требуются дополнитель­
ные двухвходовые конъюнкторы (для реализации функций f i  ) ,  
Чиоло конъюнкторов равно числу вершин в множестве &  , кото­
рые согласно таблицы № 3 являются вершинами типа или С  
Элементы e j , f  , e i  « e r  образуют модифицирован­
ную схему соединения элементов, обеспечивающую сохранение 
значения 0 на выходе ê  L элемента в переходах в вершину
@У »
Предлагаемый метод реализации заключается в последова­
тельном просмотре состояний, при котором для каждого состояния 
определяется его тип (по множествам L i  , ) ,  со­
поставляется соответствующая ячейка (где J  -  тип ячей­
ки) и определяются функции связи. Покажем работу метода на 
примере синтеза структуры памяти автомата, заданного графом 
переходов (см . ри с.6а).
Классифицируем состояние автомата: типа А - 6<, , тип
ß - i j  , Т И П С - < 2 . , ^ 3  , ТИП ^  .
Сопоставим состояниям соответствующие ячейки £ £  , ,
e i . ^  , £ %  . £ î  и, руководствуясь сформулирован­
ными правилами, определим функции связи.
Для ячейки е ? : к ,  - £ « j ,  4 е ь  é í J ;  VFu  ^
'Л г г *> 7</ = Д ,г  V i t ,  > У у - v - 2 3
Лля ячейки е * *  Кцг / 6ít 4 J ;  £ ч = v  й6 = 2  , ,
для ячейки £.% ’. к , - £ Д  4 > 7 ; * < /
A =Fi . * y F z . s v 'e i> =
Для ячейки Д  г Ц / ,  у - г  ;  / г  г - г ’у К?:
Д  = Д з -  И  г ,  г 4  ;  у з  =  и < F-,.3 vU 2  . / Г г  3  .  у ,*  _  г
Для ячейки ^  - Д  = f  <<1,  / 3 J  ; = /  <?. J  ;  / Д  = Д  v .
■ ^ 2  ~ ; з^т = Fs,*/ * г 3 ) 5~
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Для ячейки &6 : ^ б - З ^ ^ З  ;  4  —í £ / ] >  ^*,/ = = <?,,
Структура представлена на ри с.66.
Анализ устойчивости функционирования структур, получае­
мых при стандартной реализации 3, проведем на примере струк­
туры, представленной на ри с.66.
Рассмотрим переход из состояния типа А в состояние 
типа 3  (переход типа А - ^ ô ) .  А
В нашем примере это переход . Ячейка ,
находясь в рабочем состоянии ( = 1 »  Щ = 4 , U%,=I) устанав­
ливает ячейку iff/5 в подготовительное состояние ( 2 /  = О,
0у=  0, £#= I ,  ц ,=  0 ) . При изменении из 0 в I  значения функ­
ции f t , /  значение выхода 2  у  становится равным 0, что вы­
зывает переход ячейки ё ?  в рабочее состояние ( г?/ = I»
= 0, íZ£= I ,  £/у = I ) ,  что, в свою очередь, вызывает пе­
реход ячейки в нерабочее состояние ( = 0 ,  / 4 = 1 ,
Щ .  0 ) .
Такой процесс будет происходить всегда при переходах типа 
А -*~3 , ( 4  ) ,  поскольку вершина типа ß  не может быть
предшественником вершины типа А  (см. табл. № 3 ) .
Выход з*/ соединен со входами выходных элементов ячеек 
f U Z b  (где ■ 4  множество ячеек последователей ,
в нашем примере ячейки f t  * f t  у f t  ) ,  при этом элементы
. 2  у » ^  и ^  образуют модифицированную схему
соединения, поэтому в течение времени переходного процесса 
обеспечивается значение 0 на выходе элементов (в нашем при­
мере на выходе элементов f t .  , f t  , f t  ) .  &
Рассмотрим переход типа 3  -*»С1 • Ячейка f t  , находясь
в рабочем состоянии, в отличие от предыдущего типа ячеек, не 
изменяет состояния ячеек 4 ^ 4  ( £ £  , . <?/* ) .  КО-
торые при этом находятся в нерабочем состоянии ( = О,
= 0 ) . При изменении из 0 в1некоторой f t (например,
^  ) -г* станет равным 0, что разрешает триггерам
__ изменить свое состояние, но это произойдет
только для одной ячейки, а именно для ячейки f t  , после того 
как У , • /f t  изменит свое значение из 0 в I ,  в результате
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чего ячейка перейдет в рабочее состояние ( = I ,
<^г= I)* что вызовет переход ячейки ß p  в нерабочее состоя­
ние ( а 0 , í/Ja  I ,  0 , U i-  0 ) : так как У
Выход 2- го соединен со входами выходных элементов ячеек ^ 5  , 
, обеспечивая 2 ? = 0 и г^-= 0 во время переходного 
процесса за счет модифицированной схемы соединения элементов 
К ? -* , e ' ^ ( e l )  » , которая будет иметь
место при переходе из ячеек типа В всегда, поскольку как 
это видно из таблицы № 3, последователями ячейки типа Ô  
могут быть только ячейки типа О  или А  . Переходы типа 
£  -Н? , С  аналогичны переходу ß  , перехо­
ды типа А  »д£ ~ r ß  аналогичны переходу типа / )  ~%rß 
и поэтому переходные процессы в этих переходах происходят по 
основной либо модифицированной схеме. Таким образом при все­
возможных переходах в структуре состояния на входах выходных 
элементов ячеек изменяются по основной либо модифицированной 
схеме, что является гарантией отсутствия опасных состязаний 
в получаемой структуре.
Практическое применение
На основе предложенных методов разработаны программы (об­
щий объем ■rv'lOOO операторов Фортрана), которые являются основ­
ными в подсистеме стандартной реализации Диалоговой автоматизи­
рованной системы проектирования дискретных устройств (ДАСП). 
Подсистема воспринимает описание устройства (в виде графа пере­
ходов либо системы функций возбуждения и выходов), директивы 
о методе ( e r .  № I  либо ст . 2) и структуру базиса реализации 
(тип элементов И-НЕ,Ш1И-НЕ, их размещение в корпусах и т .д . ) .
В подсистеме осуществляется реализация: памяти устройства одним 
из описанных методов, реберных функций в виде двухъярусной 
ДНФ с предварительной алгебраической оптимизацией и выходных 
функций.
Выходной информацией подсистемы является структура уст­
ройства, описанная в виде перечня корпусов и таблиц их соеди­
нений. Подсистема отлажена и испытана на потоке из 9 реальных 
задач. Всего было синтезировано 32 блока, средняя сложность 
блоков 9 корпусов, самый сложный блок -  44 корпуса. Базис реа­
1 1 7
лизации -  Логика-2.
Проведенный эксперимент хорошо подтвердил одно из основ­
ных требований к алгоритмам для машинного проектирования -  ли­
нейность затрат машинного времени и памяти относительно сложнос­
ти исходного описания. Процессорное время синтеза самого слож­
ного блока около 5 сек.
В заключение следует отметить важное свойство структур, 
построенных по любой из рассмотренных стандартных реализаций. 
Помимо высокой устойчивости к разбросу временных параметров 
логических элементов структура обладает повышенной устойчиво­
стью к внешним помехам. В самом деле, выходные воздействия, 
ячейки, находящиеся в рабочем состоянии, можно использовать 
для удержания триггеров и выходных элементов остальных ячеек 
в нужном состоянии, не нарушая алгоритма функционирования 
структуры.
ПРИЛОЖЕНИЕ
Дади/tf краткий временный анализ основной схемы соединения 
элементов (р и с .1 ) . Для элемента (элемента типа ИЯИ-НЕ)
требуется обеспечить отсутствие ложного "О” на выходе той час­
ти его структуры, где реализуется операция ИЛИ, $то достигает­
ся при выполнении неравенства
А У,# +-Д/5 ■+ ^  ( * )
где и ' Z j ' t c  означают соответственно задержку от
входов элемента до выхода
указанной части структуры этого элемента. С другой стороны, 
величину задержки Д элемента можно представить как
А -  А  (или) + Л  (НЕ),
где ^  (Ш И), А  (НЕ) -  величины задержки тех частей .струк­
туры элемента, где реализуются соответственно операции ИЛИ,
НЕ. Можно написать, что
â  (ИЛИ) — ^  "> 4  (НЕ)’= ^ / - 4  > Р ^ О
Разброс величины Д запишем как
'Ti 4  ^Д /  2^
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Подставим в неравенство ( у- ) самые неблагоприятные 
значения параметров элементов:
Д р  -  Ti 7 “  Р + / '  / у ? ~ р й ' % .  > A yb+ A pjt = А
После ряда преобразований нетрудно получить, что неравенство 
( 4- ) будет выполняться при . На р и с .7
зависимость Г* Л /  Ч (г> ) обозначена цифрой I .  Для основных 
схемотехнических реализаций функции ШШ-НЕ (диодно-транзис­
торных, резистивно-транзисторных, транзисторных, с эмитгерны- 
ми связями между логическими элементами и т .д .)  величина
Р ^  4 , поэтому такой способ соединения элементов, как
видно из рисунка, будет "эффективным" при значительном разб­
росе временных параметров элементов.
Если величины Ту , » Р  таковы, что неравенство
( -Р ) не выполняется, то включением 'т. четного числа до­
полнительных элементов в линию ( -Z/b — ß  ) (ри с .I )
всегда можно обеспечить его выполнение, в этом случае число 
определяется из следующего неравенства:
г * - á z р t z  +  г ( р + / ) .
Схему соединения элементов в этом случае будем называть 
модифицированной.
Для сравнения проведен аналогичный временный анализ схе­
мы соединения, используемой в работе , получено, что не­
равенство ( ) выполняется при
é  1 + P±L
На рисунке 7 зависимость 
изображена кривой 2 .
T * /T <  -  /  + p  + i
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ПОСТРОЕНИЕ КОНЕЧНОГО АВТОМАТА ПО ОПИСАНИЮ 
АЛГОРИТМ ФУНКЦИОНИРОВАНИЙ ДИСКРЕТНОГО 
устройства на языке ОСПАП.
В.В.Девятков
I .  Введение.
Теория конечных автоматов накопила довольно много методов 
оптимизации и преобразований, которые могут быть успешно ис­
пользованы при логическом проектировании дискретных устрой­
ств. Однако эти методы в своём подавляющем большинстве свя­
заны с такими языками описания конечных автоматов (автомат­
ными языками), как таблицы переходов, графы переходов, мат­
рицы переходов и т.ги Описание реальных дискретных устройств 
большой размерности сразу на автоматных языках вызывает 
большие трудности. Б последнее время, особенно в связи с 
развитием автоматизированного логического проектирования, 
появилось много языков описания дискретных устройств и сис­
тем, являющихся входными (первичными) языками для последующе­
го логического проектирования обладающих широкими изобрази­
тельными возможностями и удобных для описания дискретных 
устройств. Однако вследствие их широты и "неавтоматности" 
методы теории автоматов становятся трудноприменимыми к опи­
санию на этих языках. Для разрешения этой трудности идут 
различными путями.
Один из таких путей состоит в том, что непосредственно 
в первичном языке разрабатываются процедуры эквивалентных 
преобразований, используемые, в частности,для целей оптими­
зации проектируемого устройства. Эти процедуры иногда интер­
претируются в автоматных языках [ i ] .
Другой путь состоит в том, что разрабатываются эвристи­
ческие процедуры перехода от описания в данном первичном 
языке к описанию в автоматном языке, на уровне последнего 
либо осуществляются преобразования по известным методам тео­
12 G
рии автоматов, либо вообще никаких преобразований не произ 
водится И -
Основной недостаток первого пути состоит в том, что сме­
на первичного языка требует разработки новых методов преобра 
зований. Недостаток второго пути состоит в том, что преобра­
зования, если они есть, носят далеко невсеобъемлющий и не­
достаточно объективный характер, вследствие эвристичности 
процедур перехода к автоматным языкам.
Один из подходов, исключающий указанные недостатки, со­
стоит в следующем. Разрабатывается некоторый формальный 
базовый язык, достаточно гибкий, широкий, пригодный служить 
в качестве модели для интерпретации первичных языков раз­
личного назначения и возможностей.
Для базового языка разрабатывается процедура перевода 
его в автоматный, а для каждого нового первичного языка раз­
рабатывается процедура перевода его в базовый, в то время 
как процедура перевода базового языка в автоматный остаётся 
всё время одной и той же.
При этом обе процедуры должны гарантировать сохранение 
всей информации, которая может быть использована при преоб­
разованиях, производимых на уровне автоматного языка.
Описанный подход реализован в диалоговой автоматизирован 
ной системе проектирования (ДАСП) логики дискретных управля­
ющих устройств [ з ] .  Одним из первичных языков этой системы 
является близкий к естественному язык описания архитектуры 
и алгоритма функционирования УСЛОВИЕ W .  Базовым языком си­
стемы является язык операторных схем параллельных алгоритмов 
с памятью (ОСПАП) [ б] .
В настоящей статье рассматриваются принципы перехода 
от базового языка ОСПАП к автоматному языку.
2. Краткие сведения о языке ОСПАП.
Описание на языке ОСПАП (или просто ОСПАП) может быть 
представлено в виде графа с пятью типами вершин-операторов 
(р и с .1 ): стартёр , предикат, функтор, развЕтвитель и останов.
Вершины-операторы (или jb дальнейшем просто операторы) могут 
соединяться друг с другом дугами с учётом следующих ограниче­
ний (входящие и выходящие дуги операторов также показаны на 
р и с Л ): стартёр не имеет входящих дуг и должен иметь только 
одну выходящую; останов не может иметь выходящих дуг и должен 
иметь одну или более входящих; предикат должен иметь не менее 
одной входящей и не менее одной выходящей дуги; функтор имеет 
одну входящую и одну выходящую дугу; разшвитель имеет одну 
входящую и не менее двух выходящих дуг.
С Т А Р Т Е Р  О С Т А Н О В  П Р Е Д И К А Т  Ф У Н К Т О Р  РА С  TS Н 7£ А Ь
Рис Л .
Стартёр в UC11AII может быть только один, разветвитель не 
может быть соединён с другим разветвителем или с самим собой, 
функтор не может соединяться непосредственно с другим функтором, 
с самим собой или только через разветвитель ( т .е .  между двумя 
функторами должен быть предикат).
Каждой UCIIAII соответствует множество входных переменных 
If , внутренних переменных У *  
и множество выходных переменных Z  = ? . Каж­
дой выходящей дуге предиката взаимнооднозначно соответствует 
булевая функция f ( a c r9. , а каждому
функтору соответствует некоторое множество выражений вида 
2  %,) или - / О)
где x'( e X ) ‘fy&Y'^A € r Z .  Некоторые переменные в функциях 
могут быть несущественными.
Каждая 0СПА11 задаёт алгоритм функционирования дискретного 
устройства, имеющего множество входов J C  и множество выхо-
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дов Z  . Считается, что этот алгоритм должен выполняться 
в дискретном времени, а его выполнение, в некоторый момент 
времени состоит в выполнении в течении этого момента одновре­
менно некоторой группы операторов, после выполнения которых 
в следующий момент времени выполняется другая группа опера­
торов (в которой один, несколько или даже все операторы могут 
совпадать с выполняемыми в предыдущий момент времени).
Выполнение каждого оператора S(- в некоторый момент вре­
мени состоит в следующем.
Если -стартёр, то выполнение его в некоторый момент
времени состоит в указании оператора (предиката, функтора или 
разделителя), который должен выполняться в следующий момент 
времени. Этим оператором является тот, для которого выходя­
щая дуга стартёра является входящей.
Если -  Функтор, то он по множеству значений входных
и внутренних переменных вычисляет в один и тот же момент вре­
мени множество значений выходных и внутренних переменных и 
указывает оператор, к выполнению которого следует приступить 
в тот же момент времени. Этим оператором является тот, для 
которого выходящая дуга функтора является входящей.
Если S í  -  предикат, то он по множеству значений вход­
ных и внутренних переменных вычисляет значения функций, соот­
ветствующих его выходящим дугам.
При этом только одна из этих функций должна принимать 
единичное значение (в противном случае описание на языке 
0С11АП считается некорректным) и дуга, которой она соответст­
вует, указывает на оператор, к выполнению которого следует 
перейти в следующий момент времени.
Этим оператором является тот, для которого указанная 
дуга является входящей.
Если S í  -  разветвитель, то он указывает множество опе­
раторов, к одновременному выполнению которых следует перейти 
в тот же момент времени. Этими операторами являются те, для 
которых выходящие дуги разветвителя являются входящими.
Если S f  -  останов, то он не указывает ни на какой one-
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ратор, который после него должен выполняться. Если в данный 
момент выполняются только остановы, то в последующие момен­
ты либо вообще никакие операторы не будут выполняться, либо 
будут выполняться операторы, указываемые некоторым особым 
образом.
Алгоритм функционирования, задаваемый ОСПАП, указывает, 
каким образом в каждый данный момент времени должно вычисля­
ться множество значений выходных переменных и,может
быть,множество значений внутренних переменных, если известно 
множество значений входных переменных и может быть, множество 
значений внутренних переменных, вычисленное в предыдущий мо­
мент времени.
3. Постановка задачи.
ОСПАП как язык описания алгоритма функционирования дискрет 
ного устройства не использует понятия внутреннего состояния.
В нас оящее время имеется довольно много работ, исследующих 
вопросы построения абстрактного конечного автомата по описа­
нию алгоритма функционирования автомата множеством входо-вы­
ходных последовательностей, которые он должен реализовать 
[ 6  * 10]. Достоинством этих работ является то, что в них 
построены конструктивные алгоритмы перехода к таблицам или 
графам переходов абстрактных автоматов от задания на языке 
описания множеств входо-выходных последовательностей, а так­
же то, что в них разработаны процедуры, позволяющие выявить 
непосредственно в этих языках те или иные свойства автомата.
Недостаток указанных языков как первичных тот же, что и 
таких автоматных языков как таблицы переходов: прежде всего 
это бедность их изобразительных средств и практическая не­
возможность описания поведения автоматов большой размерности. 
Последнее в значительной степени связано с тем, что эти языки 
имеют дело с абстрактными входными и выходными состояниями. 
Вследствие указанных недостатков такие языки не могут быть 
использованы в качестве базовых.
Пашей задачей является построение инициального детермини­
рованного конечного автомата (1/1ДКА), который бы выполнял ал­
горитм функционирования, задаваемый ОСПАП. Ото означает, что 
множеством входов этого автомата должно быть множество X,
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множеством выходов -  множество г  , и этот автомат, будучи 
установленным в некоторое началвное состояние в момент начала 
отсчёта времени, точно также должен перерабатывать множество 
значений входных переменных в множество значений выходных пе­
ременных,как это задается 0СПА11.
Конечной целью решения этой задачи должно быть построе­
ние алгоритма, который бы непосредственно по ОСПАП, не пере­
ходя от неё к какому-либо языку, оперирующему с понятиями 
абстрактных входных, выходных и внутренних состояний, позво­
лял получать ЙДКА, представляемый системой булевых функций.
Для того, чтобы более подробно изложить суть метода пост­
роения МДКА, ограничимся ОСПАП без разветвителей, с функтора­
ми, допускающими только выражения вида 9  • (Р ? 
и с предикатами, имеющими функции, зависящие только от 
входных переменных, такие ОСПАП будем называть простыми,
4. Построение автомата по множеству функциональных 
вв -  последовательностей.
На рис.2 показана простая ОСПАП. На дугах, выходящих из 
предикатов поставлены соответствующие им булевые функции, вы­
ражения вида ( I )  записаны внутри функторов.
Пусть функтору Ф,- соответствует множество выражений 
. . 4 ^  -■•■= 0+ , где &е € \°>  * }  . Обозначим
через функцию - > где , если
и ***'=% ' » если
Дугу, выходящую из стартёра,будем считать помеченной сим­
волом е  , а дугу, выходящую из функтора У £- будем считать 
помеченной функцией , учитывая это, выпишем все пути, ваш
ведущие от стартёра к останову:
G ’Л г 9 * *
2 . € У '* '* 9*2. Л , 7 Ъ
2 . ■е У г . Ъ У * . У з X 9 ° * С 2 )
У. е У г * . 9 Ъ У г . 9 ° * У з 2 . Г *
S '. е У г л , 9 % У  2. У з
é . е* У * ?*2Г
* 2-
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По путям (2) могут быть получены все вв-последовательности, 
которые должен реализовать автомат, алгоритм функционирования 
которого задан ОСПАП на рис.2.
В (2) ниже всех последовательностей проставлены моменты 
времени, в которые происходит выполнение операторов, соответ­
ствующих функциям при выполнении алгоритма функционирования 
ОСПАП. Рассмотрим одну из этих последовательностей, например, 
вторую. В момент времени т?0 выполняется оператор М  . Мно­
жество значений входных переменных, определяющее структурное 
входное состояние автомата в этот момент может считаться 
неопределенным, если на то нет специальных указаний. Точно 
также в этот момент выходное структурное состояние может 
считаться неопределенным. В момент времени -éf  входным 
структурным состоянием автомата может быть любое из состоя­
ний, на которых функция ffZ  принимает единичное значение и 
при любом из этих состояний автомат должен выдавать выходное 
состояние I ,  поскольку ОСПАП на р и с .2 имеет только одну 
выходную переменную 2  и при выполнении функтора осу­
ществляется присвоение единичного значения этой переменной.
В момент времени ^  входным структурным состоянием автомата 
может быть любое из состояний, на которых функция при­
нимает единичное значение и при любом из этих состояний авто­
мат должен выдавать выходное состояние I .  В любой момент вре­
мени , Æ входное и выходное состояния, про­
должающие данную последовательность неопределены. Обозначим 
через -  множество всех структурных входных состоя­
ний, на которых функция принимает единичное значение,
-  множество всех структурных выходных состояний, на 
которых функция ^  принимает единичное значение^, и Л -  
символы соответственно неопределенных входного и выходного 
состояний. ¥ерез f  обозначим множество всех вв-после- 
довательностей, полученных по данной ОСПАП. Функции £  бу- 
дем называть входными, -  выходными, через или
просто через будем обозначать множество всех последова­
тельностей - •& ' - f à  ?
полученных по последовательностям ---- Л
и их собственным началам. Последовательности будем на-
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зывать входными, ^ерез будем обозначать функцию ^.
Будем говорить, что вв-последовательность 
реализуется в некотором автомате, если после подачи на вход 
этого автомата любой последовательности е < = гае 
£ -< 7 ,...?  ,  <=>£> €
на выходе появляется выходное состояние / -  & * Г » ) ‘
Множество реализуется некоторым автоматом, если каждая 
вв-последовательность этого множества реализуется в этом авто­
мате.
Сформулируем теперь алгоритм построения автомата, реализу­
ющего множество а затем покажем, что этот алгоритм
действительно позволяет построить автомат, реализующий множе­
ство .
Алгоритм I .
а) Пронумеровать числами 1 , 2 , 3 , . . .  входные функции всех 
входных последовательностей множества таким образом, что 
каждой определенной функции взаимнооднозначно соответствует 
свой номер, а нумерация входных функций каждой последователь­
ности идёт подряд слева направо. Функции е  присвоить номер 
0.
б) Каждой входной последовательности У*-
множества з® ( г  -  номер входной функции ) сопоставить
множество функций ^  » гДе
/ g  , если £  »  / .
—-
_ О , если £  о.
в) Получить функции -&JT , I = 1 , 2 , . . . , / *  Каждая 
функция Зф получается как дизъюнкция всех тех переменных
, входящих в правые части функций » Для
которых имеет место У *  {■*/*■■ - / е )  =
4т --*-
г) Принять ^  =1, у  =Ü, &Z- — -Zz .
д) Получить функцию как дизъюнкцию всех тех пере­
менных у  , введенных в п .б ) ,  начиная с любой, не вошед­
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шеи ещё ни в одну функцию , для которых наборы значений
Ъ 7 е , Ъ Я , - - -  , * / &  при ^  =1 одинаковы (при усло­
вии, что =0, если Ж ) .
е) Если имеются внутренние переменные ^  , не вошедшие
ни в одну функцию у ?  , то принять Ъ -  í  +1 и перейти к 
и . д . ).  Б противном случае перейти к следующему пункту.
ж) Получить функции , как дизъюнк­
цию всех тех функций возбуждения , которым в функции
/ X)  &
Зг- соответствуют переменные (конъюнкции) у  . Принять
Л V .  £
'  > s  ff)
з) Поместить функцию в множество А у
и) Найти все функции У = s  2 , . . . .  £-
для каждой функции У /  •
/Д*)
к) Если в п.Н) для некоторой функции ^ -  найдены не­
равные нули функции
о - 1 , .m> г  } , число которых не менее двух и
существуют пары функций ^ 'Ур ' >
такие, что хотя бы для одной пары 
имеет место ^  ^  & » то разбить функцию
на подфункции, каждая из которых является дизъюнкцией 
всех ? Для которых ^ д л я  всех
различных пар, а дизъюнкция этих подфункций даёт
yf f&y ^Заменить в множестве А  • функцию у .  '  полученными под-(/
функциями.
Б противном случае перейти к следующему пункту.
л) Принять /  -  / + f  . Бели у У  ъ  , то перейти к
п . з ) .  Б противном случае перейти к следующему пункту.
м) Если суммарное число подфункций в множествах
4 ? \  . . .  , А ^  равно 2 , то перейти к п .н ) .  Б про-
тивном случае перенумеровать все подфункции множеств 4+ ;
числами 1 , 2 , . . . ,  , принять * =• тг ,
присвоить им обозначения , где S  = *У=
перейти к п .ж .).
н) Конец. Функции у  , . .  - ,  задают детерминирован­
ный конечный автомат.
Пример I .  I  P А  У’,  ? A ^ U . ? / з  f
Аз At А* у Хз/з?°+ ’ AAAíft у XsAiftfjL, A A t/s р>* }/ ф
A ~ * r * í  ,  А  = *г*Ь. > А =  9 ° г - ^ с  ,  — *>•
Согласно и .а )  алгоритма I перенумеруем входные функции 
последовательностей мнолшстваС^ f  ) следующим образом:
А  ~ /г? ? А з ~ u*i ? fs  f r  * ■  ? A A  * •  ? А  А  - *  ^
A  A  fs  ~ frr  s Аз A A  ~
Получим согласно п.б) множество функций ^  :
у ;  -  &  % * « * & -* * ? *  > ^  = Ъ л ? г
Ул  = * у у +  > X* = *>*?'*
^3 ~ *ЬУт =  ^ У т  > А  ~ **-У<Г ; A s- **■ 6*у&у'*
Уу С^Г3^ = ^ у у X* = Ч гУ  ~ >
А  = “ у у  у = f r , -= ****&», У ? "  = ****& ,
V* = УгУ, -  хгу 7 , Хлг — х7/у Ау = f У/j -  s^ .y /y -
Поскольку в данном примере только два выхода, то согласно 
и.в) будем иметь:
^  = У з  ^  А  ^  te r  * t e  ^  t e  " У г. г  У з  ^Угз- L 'teC ; ф  
А  =  у ,  w  t e  ^ te  ''У*  * "  ter ху?у  ^У,у ^ te s .
Значения функции А у ^  при , требуемые
согласно п .г )  для всех «?х  и у £  будут следующими
У Г , ,  У* Ä  ? , /у  /> Г» У». У» У-У
%
0  0  f  f f l 0 ï é ? l O f y & - f f o o
3 1  0 0 O O - / O f O - / ' c ? C ? Y C ? t 7 /  /
Согласно п . г ) ,  д) ,  е) при т =1, ^  =0 будем иметь
y f J = 7 ? J =  7 ,  " Ä  " Л -  " ,?>  “ Л /  • 'Ä »  *?Т Г ,
а при г  = ^  sr^ о
У  А  = ^  * ?у " te~ ^ Уе *" У  г  ^ te e  u с^2-
По п.ж) получим
)С &У-  ►' " ^ Ч # - -  Ъ * * ? ,*  • '^ Т г .Я г  -
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= <ГгУг t'Xr&z.pr r& r& tP f, •= ^
^  f  V y L'#*,') ^ ^r ^ ^ y r .
Согласно п .з )  поместим функцию в множество
* ? =  \ ? Л -
По II. и) вычислим
■7?}  К а' ~ * г7 „  г -г ,* * .? ,,
7 * 0 - У?* =  * ,* * .? *  -
Поскольку ? р . YpJ. y - v =  эГт7,&* ‘'-Ъ Ъ Я -Я г  
то согласно п.и) переменные у ?  и и
должны входить в разные подфункции функции . Заменим в
множестве функцию на две подфункции
~  *Уг " ^  "  f r  ^%,г }
~  ( С , Л»!
в результате чего получим множество ^  = \ ”ъг s fr r ,z  J . 
Переменная помещена в функцию , но точно также она'  (&J
могла быть помещена вместо этого в функцию f r r
Далее снова возвращаемся к п .з )  по которому получим мно­
жество
По п.и) вычислим
% ?’■ Y /a)=- ^  У  у*  *•% г) "  *,■** • ' f r  "  Я г*),
? f - У ?* = * ,* * ■ & .
Нетрудно видеть, что У ^ -У ^  — û  . Следовательно,
согласно п.к) множество AJ? не должно расширяться. Посколь­
ку все функции рассмотрены, то можно переходить к п.м)
Согласно этому пункту вследствие увеличения суммарного 
числа функций в множествах ? переобозначим функции
этих множеств следующим образом
{ ж ? - * , ? ,  \
’ т , е -
-у ?  =■%<'?* " Л  г  Я г ,  2 4 'j= ■'Яг 1' я * ,
У ? =  Я  " А  " А  " А  "  А  * У л ,‘'2?л  “А *  "А *- "А »  •
Переходя снова к п.ж) вычисляем функции
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-  *,■*-*■?*>
'*?■> -  Ъ Х г * -* r * í С1Г* - Р г г )  "  -^Mz X /y .
Если провести ещё один цикл вычислений, то можно убедить­
ся,  что число функций равно числу функций Функции
(4) и (5) задают детерминированный конечный автомат, реализу­
ющий множество вв-последовательностей
Функции (4) и (5) могут быть преобразованы к каноничес­
кому виду соответственно в функции (ъ) и (7) подстановкой 
вместо каждой переменной у той переменной 7 *  , в которую 
эта у  входит
y f J= У /'^ ^ x P
По функциям (6) и (7) может быть построен граф переходов 
конечного автомата А /®  , если каждой переменно « г ?  - 
с -  1,2,3 взаимнооднозначно сопоставить вершину графа пере­
ходов (внутреннее состояние этого автомата).
Покажем теперь, что алгоритм I действительно позволяет 
по заданному множеству вв-последовательностей У  построить 
инициальный детерминированный конечный автомат, реализующий 
множество У  . Для этого докажем ряд утверждений.
УТВЕРЖДЕНИЁ I . Алгоритм I позволяет построить по задан­
ному множеству У  автомат функция переходов которого
может быть задана выражением
v f )  us  7 / 1- ,  ( s )
где в общем случае
Доказательство. Утверждение справедливо по построению 
функций и y V  с помощью алгоритма I .  Действительно




с внутренним состоянием автомата Л / ^  . Будем считать, что 
автомат находится в состоянии , если ff* ^ -£
Поскольку f f f  } = f f * ‘' f f f t'" 1'ff f  , где { { <,
то для того, чтобы I  v£«>Sjc.‘o’à/1McfyL<ù крайней мере одна пе­
ременная Уе Будем считать, что автомат переходит из не­
которого состояния в состояние f f f  , если 1.
Поскольку K i ' m* + r *  * ', " l'^ ffé -  э то s f '  =1» если по 
крайней мере для одного f f  имеет место =1.
Следовательно, если ^  =1 и ff?  =1, то ff* ffJ =1, y f J  =1, 
т . е .  автомат из состояния f f  У* переходит в состояниеí/ г  А*
при ^  =1
Если не только одна переменная , входящая в функцию
« V принимает единичное значение, то может быть и не одна
функция =1, т .е .  f f  У'* будет переходить во все ff^
такие, что ,
- y / JJ  =  { y J ° \ * > f f > í 0 - A
СЛЕДСТВИЕ I . Функция i где & * -
определяется рекурсивно следующим образом
(9)
■ ? / > е / гг < > у ; ° )
где f f f  -  функция, в которую входит переменная f f? .
УТВЕРЖДЕНИЕ 2. Функция выходов автомата Мура f f / &^  , 
построенного по алгоритму I
V
_ j t  ^
может быть задана выражением
л ? .
Доказательство. Согласно алгоритму I каждая функция
» ff* ) получается как дизъюнкция всех тех ff^ y 
для которых наборы значений при ff^  =1 одина­
ковы. Функция f f V  получается как дизъюнкция некоторых 
конъюнкций (переменных), входящих в д.н.ф. одной и той же 
функции ff*** и, следовательно, сохраняет свойство функции 
f f (af о равенстве наборов значений * ;ffe , • •• ,  ^ f f e  для всех
1 3 3
переменных у  , входящих в . Следовательно^ значение
функции , вычисляемой по выражению (ICJ)
однозначно, что и требовалось доказать.
СЛЕДСТВИЕ 2 . , где f
определяется рекурсивно следующим образом
У 10( e j  — {  (С ‘> (¥ ? J \ ,
'fVfcs'-J ~ U y ^ í y f j  ( I I )
Z ? Jе  f ' J
Таким образом был определен своими функциями переходов 
выходов автомат . Как следует из (8)
этот автомат необзяательно детерминированный. Нашей задачей 
является построение 1/1ДКА по множеству У  . Следующие утвер­
ждения гарантируют, что алгоритм I позволяет построить такой 
автомат.
УТВЕРЖДЕНИЕ 3 . Если , то существует
€  такое, что *J <£ ~  У
Доказательство. Согласно определению функция
где ^  ^  ^ у } . Пусть ^  *"=. ^
Тогда функция ^  содержит конъюнкцию у ^  , если ^  =1 
и не содержит её ,  если =0. Одна из функции 
обязательно содержит конъюнкцию все такие функции
получены в результате разбиения на подфункции некоторой 
функции , содержащей конъюнкцию . Ото означает сог­
ласно (10), что в функции 4 ^ ? ^
где y j °  содержит конъюнкцию у ,  , если Л- =1, то 
что и доказывает утверждение.
УТВЕРЖДЕНИЕ Д. Если ^  больше или равно длине самой 
длинной последовательности & * е У у у }  , то
=- { 7 y J\ .  '
Доказательство. Ограничимся идеей доказательства. Причина 
того, что функция может быть неоднозначна
состоит в том, что могут существовать две и более пары после­
довательностей * У  & У *  » которым соответствуют конъюн­
кции ^  и ^fr » входящие в одну и ту же функцию и
-  1 3 9
при этом существует функция такая, что и *и . , е
' Ÿ *C  <*/и)  ^  и  J  , причем может быть, что
или . Чтобы устранить указанную
неоднозначность функции У 73*'* нужно разместить переменные
в различные подфункции , что и делается на
каждом шаге алгоритма I .  Поскольку длина любой последователь­
ности не превосходит ^  , то достаточно /  шагов работы
алгоритма, чтобы выполнить все разнесения переменных.
5. Построение автомата непосредственно 
по ОСПАП.
Алгоритм I требует для своей работы описания алгоритма 
функционирования автомата в виде множества вв-последователь- 
ностей . Такое описание может быть чрезмерно громоздким, 
т .к .  требует перечисления всех допустимых вв-последовательно- 
стей. Кроме того, последовательности могут быть бесконечными 
и алгоритм I не содержит указаний, как быть в этом случае.
В то же время ОСПАП позволяет компактно описывать множе­
ство вв-последовательностей, в том числе бесконечных. Спраши­
вается, нельзя ли модифицировать алгоритм I таким образом, 
чтобы он позволял получать ИДКА без перехода от ОСПАП к мно­
жеству вв-последовательностей?
Алгоритм I ,  начиная с п.б, имеет дело с функциями У Ф  
и Sf® . Поэтому для решения поставленного вопроса получим 
непосредственно по ОСПАП функции аналогичные этим и будем 
идти по пути модификации алгоритма I  таким образом, чтобы 
его можно было применять к этим новым функциям и в результате 
получался МДКА, реализующий множество вв-последовательностей, 
задаваемое ОСПАП. При модификации алгоритма I будем говорить, 
что он инвариантен к некоторому его изменению, если резуль­
тат его работы остаётся прежним.
Введём ещё одно обозначение: если
/
К 'Будем считать, что 1 CD ,
/  ^  ИИ
• ^
если хотя бы для одной пары
1 4 0
» где / < -é имеет место —<?.J *- г ot
Докажем следующие утверждения.
УТВЕРЖДЕНИЕ 5 . Если для любых двух последовательностей 
« j f  е- Т У Т ) таких, что
^A /f ®  ^Wz. ^  ^ tx'/lvz. —  ^W/' ~  ^Оге. *  •  '  , >  ^Ar-Z  ■ = -
<fee. №  я всех
^ £  » то алгоритм I инвариантен к замене каждой
нары переменных ^  , соответствующих функциям 4$^, 4 ^ ,
одной переменной .
Доказательство. Пусть входные функции последовательностей 
имеют соответственно различные номера и
4е • ^огда этим номерам по алгоритму I соответству­
ют переменные f a ,  f a  ^  , 7+*> 7*&  » • • • . # 6 -
Поскольку ^ * 7 Для любого ✓ '£-
то по п.д алгоритма I каждая пара переменных 
^  и войдёт в одну и ту же функцию . По условию
утверждения • Поэтому при выполнении п .к .  алго­
ритма I не будет существовать ни одной пары Х п?  таких,
410 У е 0- > 2?  и У ® - K Ï  содержат соответственно 
и fa n . такие, что • Следовательно пере­
менные f a „  и могут быть оставлены в одной и той же
функции . Переменные и могут быть оставлены
в одной и той же функции , т .к .  и *éU .'fa.
сходят в одну и ту же У ^ / , f a f  и могут быть
оставлены в одной и той же f é V  , т .к .  f a  
входят в одну и ту же у р 9  и т .д .  до f a f  , fa jb  . Индук­
тивно, если У г  . ^  ( '■ = ) входят в
одну и ту же функцию » ТО  ^ входят в одну
и ту же функцию У7~0 и , следовательно, f a  , могут
быть оставлены в одной и той же функции для любого <?
и заменены фракции одной переменной .
УТВЕРЖДЕНИЕ 6 . Если входная последовательность
а  где ^  означает входную периодическую 
последовательность с периодом ^  , повторен­
ным £ раз ,  и f V )  =  X мÍ )  ,
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то алгоритм I инвариантен к замене каждого множества перемен­
ных У г*' * £ в 1,2 , . . . , £  , соответствующих входной Функ­
ции в последовательности -•
• • • • - ■ tt& e............., где для
всех /  , одной переменной ^  .
Доказательство. Пусть входные функции последовательности
^с£ = ^/*г/ - * • - - • ^Vr
имеют соответственно номера /яг , . . . у v
- Тогда этим номерам по алгоритму I
соответствуют переменные , где ,
t  ^  2) • ■ ■ > £ \  . Поскольку и»*и *)  =
г* С * £ * & « £ ) , то по п.д. алгоритма I множество всех пере­
менных для каждого фиксированного €  • v*"i и
всех  ^ войдёт в одну и ту же функцию f f ,  . Тогда все 
и? < ? р  входят в одну и ту же функцию , посколь-
ку для всех е. входят в одну и ту же f é 0) . Следова- 
тельно, все f f  с могут быть оставлены в одной и той же .
Индуктивно, если входят в одну и ту же «э
в одну и ту же у 3’-^  » то входят в одну и ту
же последовательно, ^  ~ для всех е могут
быть оставлены в одной и той же Для любого f  и за­
менены одной переменной У*- ■
Прежде, чем показать возможность применения алгоритма I 
непосредственно к системе функций У ’^  % , получаемой
по ОСПАП, покажем как эта система получается.
Для получения системы функций производится разметка ОСПАП, 
которая состоит в простановке пометок на дугах ОСПАП, входящих 
в предикат, причём дугам входящим в один и тот же предикат ста 
вится в соответствие одна и та же пометка. перед остановом 
также ставится пометка. Пример разметки показан на рис.2 (по­
метки обозначены крестиками и нумеруются подряд). Каждой помет 
кв /  ставится во взаимнооднозначное соответствие переменная 
(пометке на дуге, выходящей из стартёра,для удобства со­
поставлена переменная ).
Б ОСПАП могут быть следующие случаи:
1 4 2
а) Входящая дуга предиката /9 /  является выходящей дугой
предиката /7 у  или функтора , имеющего входящую дугу,
являющуюся выходящей для предиката /7г• .
б) Входящая дуга останова является выходящей дугой 
предиката /7 у  или функтора, имеющего входящую дугу, являю­
щуюся выходящей для предиката /7 у  .
в) Входящая дуга предиката /£• является выходящей для 
стартёра /У  или для функтора, имеющего входящую дугу, являю­
щуюся выходящей для стартёра.
В первых двух случаях будем говорить, что предикат /7 у  
предшествует пометке ^  дуги^входящей в предикат / 7 или 
останов У?/ , а в третьем случае, что стартёр предшествует
пометке у -  предиката / у  .
Пусть пометке у предшествуют предикаты /7£>г^
Для каждой У у  получим функцию
Уу — \ /  X, у . ,
'  S7„ ,à- 7 c ií
где -  функция предиката > ооответстБующая дуге,
помеченной переменной 'У  - .
Каждая функция Зу  , Z  = 1 , 2 получается как 
дизъюнкция всех тех переменных , которые соответствуют 
дугам, выходящим из функторов с выражениями £ ^ ; = 1 .
Доказательство того, что функции Уу * £jr » полученные 
непосредственно по СЮ ПАП описанным образом, задают тот же 
алгоритм функционирования, что и 0СГ1АП, опустим.
Докажем утверждение о том, что эти функции могут быть ис­
пользованы для построения ИДКА без получения по ОСДАП множест­
ва вв-последовательностей.
УТВЕРЖДЕНИЕ 7. Алгоритм I инвариантен к замене функции 
г  , получаемых в п .а ,  б и функций , получаемых в п.в. 
по множеству вв-последовательностей, задающих тот же алгоритм 
функционирования, что и ОСПАП, системой функций получаемой 
непосредственно по ОСПАП.
Доказательство. Пусть некоторая переменная соответ-
1 4  3
ствует входящей дуге предиката /7  с s  выходящими дугами, 
которым соответствуют функции . к предикату
77е' от стартёра ведёт один или несколько путей, которым 
соответствует входная последовательность (получение вход­
ных последовательностей для простых ОСПАП описано выше). От 
предиката к нему же может идти один или несколько путей,
которым соответствуют последовательности и от предика­
та /7г - остановам ведут один или несколько путей, которым 
соответствуют последовательности • Таким образом вход­
ные последовательности, которые задает ОСПАП и которые соот­
ветствуют путям, проходящим через предикат /7- могут быть
Если строить мдКА по алгоритму I по вв-последовательнос- 
тям, реализуемым данной ОСПАП, то входным Функциям ^  сле­
дует сопоставить переменные ^  . Но каждая пара последова-
Следовательно, согласно утверждениям 5 и 6 переменные 
можно заменить одной переменной . Очевидно, что эту пере­
менную можно считать одинаковой с переменной, соответст­
вующей пометке дуги, входящей в предикат /£• . Этим завершае­
тся доказательство первой части утверждения относительно воз­
можности замены функций Y  , получаемых в п .а ,б  алгоритма I ,  
функциями Y  , получаемыми непосредственно но ОСПАП.
Доказательство второй части относительно возможности заме­
ны функций выходов, получаемых в п.в алгоритма I ,  на функции 
выхода, получаемые непосредственно по ОСПАП, после доказатель­
ства первой части очевидно.
Утверждение ? позволяет применять алгоритм I ,  начиная с 





Алгоритм, изложенный в статье, рассчитан только на простые 
ОСПАП, а получающийся в результате работы алгоритма автомат 
является автоматом Мура. В описанном переходе от ОСПАП к функ­
циям происходит некоторое доопределение этого автомата, кото­
рое нельзя считать наилучшим в смысле минимизации числа внут­
ренних переменных. Однако подход, положенный в основу алгорит­
ма, может быть с тем же успехом использован для ОСПАП другого 
типа.
Доопределение может быть сделано более эффективным, а 
вместо автомата Мура может получаться автомат Мили. Изменения 
алгоритма, которые требуется для этого провести, довольно не­
значительны.
Кроме уже отмеченных достоинств подхода можно также отме­
тить возможность регулирования трудоёмкости построения ЩКА 
за счёт более "компактного" описания алгоритма функционирова­
ния на языке ОСПАП и минимизацию числа внутренних переменных 
в результирующих функциях по сравнению с исходными.
1 4 e.
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Закревский А .Д .
ОПТИМ ИЗАЦИОННЫ Е П РЕ О Б Р А ЗО В А Н И Я  С ЕК ВЕН Ц И АЛ ЬН Ы Х
А В Т О М А Т О В
При проектировании д и ск р ет н ы х у с т р о й с т в  с  больш им  числом  п ер ем ен н ы х т р а ­
диционны е функциональны е м о д ел и , св я зан н ы е с  р а с с м о т р е н и е м  м н о ж е с т в а  входны х, 
вы ходны х и внутренних с о ст о я н и й , о к азы в аю т ся  явно непригодны м и, поскольку эти  
м н о ж е с т в а  м о г у т  с о д е р ж а т ь  м н о го  э л е м е н т о в , п ер еч и сл и т ь  которы е практически н е ­
в о зм о ж н о . В э т о м  с л у ч а е  м о ж е т  бы ть р ек ом ен дов ан а  м о д ел ь , опираю щ аяся н еп о ср ед ­
ств ен н о  на н ек о т о р о е  м н о ж е с т в о  бул евы х п ер ем ен н ы х и н а зы в а ем а я  секвенциальны м  
а в т о м а т о м . Т ак ая  м о д е л ь  р а ссм а т р и в а л а сь , н ап р и м ер , в р абот ах  [ 1 - 3 ] .  Н астоящ ая  
ст а т ь я  посвящ ена уточ н ен и ю  э т о й  м одел и  и н ек отор ы м  оп тим изационны м  за д а ч а м  
на ней .
С еквенциальны й а в т о м а т  я в л я ется  с р е д с т в о м  описания функционирования д и с к р е т  -  
ны х техн и ч еск и х  с и с т е м , состоя щ и х  и з  входны х д атч и к ов  и и сполнительны х м е х а н и з­
м ов  ( с  цепями обр атн ой  с в я з и ) ,  состоя н и я  которы х м ож но п р ед ст а в и т ь  с о о т в е т с т в е н ­
но знач ен и ям и  бул ев ы х  п ер ем ен н ы х X, , х  2 , . . . , х  п и 10 1 , W г ...................
U) т , обр азую щ и х м н о ж е с т в а  X и W Т а к а я  с и с т е м а  р а с с м а т р и в а е т с я  как
о б ъ ек т  управления , секвенц и альн ы й  а в т о м а т  -  как ал гор и тм  управления, задаю щ ий  
п р и ч и н н о-сл едств ен н ую  с в я з ь  м еж д у  собы ти ям и, происходящ им и в с и с т е м е . С обы тия  
м о г у т  бы ть  эл ем ен тар н ы м и  и слож ны м и. В п ер в ом  с л у ч а е  они за д а ю т с я  отдельны м и  
комбинациями зн ач ен и й  в с е х  п ер ем ен н ы х и з м н о ж е с т в а  X U W  , т .е .  с о о т в е т с т в у ­
ют полны м состоя н и я м  а в т о м а т а . В о  втором  сл у ч а е  они п р ед ст а в л я ю т ся  булевы м и  
функциями некоторы х п ер ем ен н ы х  и з м н о ж ест в а  X U W  . И м енно р а ссм о т р ен и е  с л о ж ­
ны х собы тий и за д а н и е  п р и ч и н н о-сл едств ен н ы х с в я з е й  м еж д у  ними о б есп еч и в а ю т о п ­
р ед ел ен н ы е п р еи м ущ еств а  сек в ен ц и ал ь н ого  а в т о м а т а  п ер ед  др уги м и  функциональными  
м о д ел я м и  ди ск р етн ы х у с т р о й с т в .
С еквенциальны й а в т о м а т  -  э т о  некоторая с и с т е м а  S , представляю щ ая со б о й  
н еу п о р я д о ч е н н о е  м н о ж е с т в о  вы раж ений типа f   ^ »—  к{ , н а зы в а ем ы х  сек в ен ц и я м и .
Ч е р е з  f  i о б о зн а ч а е т с я  б у л е в а  функция п ер ем ен н ы х , вы бираем ы х и з  м н о ж ест в а  X U W, 
а ч е р е з  Аг- -  эл е м е н т а р н а я  конъюнкция п ер ем ен н ы х , вы бираем ы х и з  м н о ж ест в а  W . 
При э т о м  с ч и т а ет с я , что функция f • не равна т о ж д е с т в е н н о  н ул ю , а р ан г э л е м е н ­
тарной  конъюнкции к ; (ч и сл о  си м вол ов  в н ей ) н е  м е н е е  1 .
Секвенция f----- kj з а д а е т  н е п о с р е д с т в е н н о е  сл ед о в а н и е  д в у х  собы тий: собы т и е^ .
д ол ж н о соп р ов ож д ат ь ся  со б ы т и ем  к j . Э то  о з н а ч а е т , ч то  есл и  в некоторы й м о м е н т  
в р ем ен и  п ер ем ен н ы е ДС 7 , X г ............... X п , W , , Ю г , . ■ . , ш т  приним а­
ют зн ач ен и я , обращ аю щ ие функцию f  в единицу, т о  н еп о с р е д с т в е н н о  в сл ед  з а  эт и м  
д ол ж н а принять зн а ч ен и е  1 э л ем ен т а р н а я  конъюнкция /с £ и, с л е д о в а т е л ь н о , о д н о зн а ч ­
но о п р едел я ю тся  зн ач ен и я  в с е х  п ер ем ен н ы х, входящ их в с о с т а в  э т о й  конъюнкции. К аж ­
д у ю  и з  секвенций  м ож н о р а сс м а т р и в а т ь  как о п р е д е л е н н о е  т р еб о в а н и е , п р едъ я в л я ем ое  
к с п о с о б у  функционирования тех н и ч еск о й  с и с т е м ы  с о  сторон ы  проектировщ ика. С и с т е ­
м а  S в делом  з а д а е т  с о в о к у п н о ст ь  таких тр ебов ан и й .
С и ст ем а  S дол ж н а  бы ть  н еп р оти вор ечи ва , для ч ег о  н е о б х о д и м о , чтобы  для  
лю бы х е е  секвенций  S j и Sj вы полнялось у с л о в и е  ( к t Л к j  = 0)->( f ,  Л f  j = 0 ) ,  
г д е  = >  -  си м вол  ф ормальной импликации. Н иже мы б у д е м  п р ед п о л а га т ь , если  н е  
о г о в а р и в а е т с я  п р оти в н ое, что э т о  у сл ов и е вы пол н яется  в с е г д а .
К с и с т е м е  S м о г у т  п р едъ явл яться  и н ек о т о р ы е доп ол н и тел ь н ы е тр ебов ан и я , 
св я за н н ы е , наприм ер, с  у ст р а н ен и ем  оп асны х с о с т я за н и й , возникаю щ их при о д н о в р е ­
м ен н ом  и зм енен и и  зн ач ен и й  н еск ол ьк и х  п ер ем ен н ы х. В данной с т а т ь е  они р а с с м а т р и ­
в а т ь ся  н е б у д у т .
Е сли  т р еб о в а н и е , п р ед ст а в л ен н о е  сек в ен ц и ей  S { , я в л я ет ся  расш ирением  т р е ­
бов ан и я , п р ед ст а в л ен н о го  сек в ен ц и ей  S j ( т .е .  п о с л е д н е е  ав т о м а т и ч еск и  у д о в л е т в о ­
р я ет ся  при удов л ет в ор ен и и  п е р в о г о ) , б у д ем  го в о р и т ь , что сек в ен ц и я  Si  р е а л и зу е т  
сек в ен ц и ю  S j . О тнош ение реал и зац и и  тр ан зи ти в н о: есл и  Sj  р е а л и зу е т  Sj  , и 
S j р е а л и зу е т  S к , т о  S ( р е а л и зу е т  S  ^ .
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Т е о р е м а  1 . Секвенция S г р е а л и зу е т  сек в ен ц и ю  Sj , есл и  и только есл и  f  = > f  
и к , =  > к j .
Н ап р и м ер , секв енц и я х ,  v W( ( ос, v и>г )\— w, ьо3 р е а л и зу е т  сек в ен ц и ю  х,  v ьо,
(х,  v X г W г ) \—  и) з и>4  , а п о сл ед н я я  р е а л и зу е т  сек в ен ц и ю  w , ( х ,  v х г и>г )»— и>3 .
Д в е  сек в ен ц и и  S {. и S j  н а з о в е м  эквивалентны м и, есл и  к аж дая  и з  них реали­
з у е т  др угую . О ч ев и д н о , что при э т о м  f  i ~ f j  и к,  = к j , т .е .  S ; = S j  .
Н а зо в ем  эл ем ен т а р н о й  т а к у ю  сек в ен ц и ю  S i , у  которой функция f  ■ принима­
е т  зн ач ен и е 1 р о в н о  на одн ом  н а б о р е  зн ач ен и й  в с е х  п ер ем ен н ы х м н о ж е с т в а  X и W 
(так ую  функцию м ож н о  п р ед ст а в и т ь  полной эл ем ен т а р н о й  к онъ ю н кц и ей ,содер ж ащ ей , 
как и зв е с т н о , си м в о л ы  в с е х  п е р е м е н н ы х ) , а эл ем ен т а р н а я  конъюнкция к, и м е е т  р анг  
1 , т .е .  с о д е р ж и т  си м в ол  только од н о й  п ер ем ен н ой .
Т е о р е м а  2 .  Е сл и  эл е м е н т а р н а я  секвенция Sj р е а л и зу е т  сек в ен ц и ю  S j , то  
п осл едняя эк в и в а л ен т н а  ей и т а к ж е  я в л я ет ся  эл ем ен т а р н о й .
П ер ей д ем  к оп р едел ен и ю  отн ош ен ий  м еж д у  секвенциальны м и а в т о м а т а м и , р а с ­
см атр и вая  п о с л е д н и е  как н еуп ор я д оч ен н ы е м н о ж ест в а  б е з  п овторений  и о бозн ач ая  
верхним  и н д е к с о м  Э л ем ен т а р н ы е  сек в ен ц и ал ьн ы е а в т о м а т ы , как мы б у д е м  н азы вать  
ав том аты , п р е д с т а в л я е м ы е  с и с т е м а м и  эл ем ен та р н ы х  секвенц и й .
Э л е м ен т а р н ы е  секв енц и ал ьн ы е а в т ом ат ы  S ; и »5 j эквивален тны , если
и только есл и  S  ,• = Sj  ( т . е .  со о т в ет ст в у ю щ и е  м н о ж е с т в а  р а в н ы ). А втом ат S , 3
р е а л и зу е т  а в т о м а т  S j , есл и  и тол ь к о  есл и  Sj  Q S (d . А в т о м а т  S ( р еа л и зу ет  
а в т о м а т  £> j  , е с л и  и только есл и  кажды й э л е м е н т  м н о ж ест в а  S  j р е а л и зу е т с я  
н екоторы м  э л е м е н т о м  м н о ж ест в а  $ j . А втом ат >5* j  р е а л и зу е т  а в т о м а т  ,
есл и  в с е  э л е м е н т а р н ы е  секвенц и и , р е а л и зу е м ы е  эл е м е н т а м и  м н о ж е с т в а  S , , принад­
л е ж а т  м н о ж е с т в у  S j  . А втом аты  S , и S j  эквивален тны , е с л и  и только  
есл и  /S j р е а л и з у е т  S j  и S j р е а л и зу е т  S  £'
О тсю да с л е д у е т ,  что для к а ж д о г о  сек в ен ц и он ал ь н ого  а в т о м а т а  S j су щ е с т в у е т
единственны й экви в ал ен тн ы й  е м у  эл ем ен та р н ы й  секвенциальны й а в т о м а т  S j .
А втом аты  S ; и S , экв и в ал ен тн ы , есл и  и только е с л и  S , = S } . А втом ат S ,о э  э  1
р е а л и зу е т  а в т о м а т  S j , есл и  и т ол ь к о  если  S j Я S, .
Э л ем ен т а р н ы й  секвенциальны й а в т о м а т  м ож н о р а ссм а т р и в а т ь  как каноническую  
ф орму п р о и зв о л ь н о г о  сек в ен ц и он ал ь н ого  а в т о м а т а . Э т а  ф орм а м о ж е т  бы ть получен а  
п у т е м  о б ъ еди н ен и я  м н о ж ест в  эл е м е н т а р н ы х  секвенц и й , п ол учаем ы х в р е зу л ь т а т е  р а зл о ­
ж ения о тдел ь н ы х секвенц и й  f t 1— к ,■ м н о ж е с т в а  $ по правилам  "секвенция V 
I—  k j эк в и в ал ен т н а  п ар е секвенций  ( 1— 1—  k j ) "  и " секвенция 1— к ( , А к , г
эк в ивал ен тна п а р е  секвенций ( f  k j ,  > f- 1— к , г )"> позволяю щ им  п о сл ед о в а т ел ь н о  
расщ еплять с е к в ен ц и и  п р е о б р а зу е м о й  с и ст е м ы , пока они  н е  с т а н у т  в с е  эл ем ен тар н ы м и . 
М н о ж еств о  э л е м е н т а р н ы х  секвенц и й  м ож н о  получить и б ы с т р е е , есл и  и м ет ь  в виду, 
ч то  они о б р а з у ю т с я  в сев о зм о ж н ы м и  п ар ам и , первый э л е м е н т  которы х в ы би р ается  и з  
м н о ж ест в а  ч л ен о в  соверш енной  дизъ ю нк ти вн ой  н орм альной  формы функции f . , а 
втор ой  -  ср еди  с о м н о ж и т ел ей  эл е м е н т а р н о й  конъюнкции к ,
Э л ем ен т а р н ы й  секвенциальны й а в т о м а т  о к а зы в а е т с я  удобн ой  формой для т е о р е ­
ти ч еск и х  п о с т р о е н и й , для о п р ед ел ен и я  см ы сл а  вводим ы х отнош ений м е ж д у  секвенц и ал ь­
ны ми а в т о м а т а м и . О днако для п р ак ти ч еск и х  п рим енений , связан н ы х с  р а ссм о т р ен и ем  
реальны х т е х н и ч е с к и х  с и с т е м , э т а  ф орм а слиш ком г р о м о зд к а . В св я зи  с  эт и м  п ред­
ст а в л я е т  и н т е р е с  сл едую щ и е д в е  ф ормы  секвенц и альн ы х а в т о м а т о в .
Одна и з  н и х  з а д а е т с я  м н о ж е с т в о м  секвенций, левы м и ч астям и  которы х сл уж ат  
п олны е э л е м е н т а р н ы е  конъюнкции п ер ем ен н ы х  и з  м н о ж е с т в а  X U W , причем  в с е  
э т и  конъюнкции р азл и ч н ы . Э то м н о ж е с т в о  н а зо в е м  точ ечн ы м  секвенц и ал ьн ы м  ав т о м а  -  
т о м  (в с е  т р еб о в а н и я  за д а ю т ся  на о т д ел ь н ы х  точ к ах б у л е в а  п р о ст р а н ст в а  п ер ем ен н ы х  
м н о ж ест в а  X U W ) и б у д е м  о б о з н а ч а т ь  е г о  с  пом ощ ью  в ер х н ег о  и н д ек са  .
Д р угая  ф о р м а  з а д а е т с я  м н о ж е с т в о м  секвенций с  различны м и правы ми ч астям и , 
которы ми с л у ж а т  си м вол ы  п ер ем ен н ы х  и з  м н о ж ест в а  -W , в зя т ы е  с о  зн ак ом  отр и ­
цания или б е з  н е г о .  Э т о  м н о ж ест в о  н а з о в е м  функциональны м секвенциальны м  а в т о м а ­
т о м  (каж дая п е р е м е н н а я  и,  о п р е д е л я е т с я  в н ем  как части чн ая  функция, за д а в а ем а я  
парой п олностью  о п р едел ен н ы х б у л ев ы х  функций) и б у д е м  о б о зн а ч а т ь  е г о  с  помощ ью  
в е р х н е г о  и н д ек са  Ф
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Точечны й секвенциальны й и втом ат S м о ж е т  быть пол учен  и з  эл ем ен т а р н о ­
го ав т о м а т а  S ' п у т ем  р азбиения п о с л е д н е г о  на группы эл ем ен т а р н ы х  секвенций с  
общ ей левой ч аст ь ю  и за м ен ы  каждой и з эти х  групп одной сек в ен ц и ей  с  той же левой  
ч астью . П равая ч а ст ь  данной секвенции о п р е д е л я е т с я  как конъюнкция правы х ч астей  
секвенций  со о т в ет ст в у ю щ ей  группы . А в т ом ат  8 м ож но получить т а к ж е  п утем  р а з ­
лож ения секвенций  а в т о м а т а  S п о с р е д с т в о м  дизъю нктивного р асщ еп л ен и я их левы х  
ч а ст е й .
Ф ункциональный секвенциальны й а в т о м а т  S 1 такж е м о ж ет  бы ть  получен из 
э л ем ен т а р н о г о  а в т о м а т а  $  ' , п утем  группирования эл ем ен тар н ы х секв енц и й  по пра­
вым ч астя м  и п осл ед ую щ ей  за м ен ы  групп сек в ен ц и я м и , левая ч а ст ь  к о т о р о й  п р ед ст а в ­
л я ет ся  дизъю нкцией, левы х ч астей  секвенций со о тв ет ств у ю щ ей  группы . Н етрудно полу­
чить а в т о м а т  S и и з  ав т о м а т а  S , р а зл а г а я  секвенции п о с л е д н е г о  п утем  
конъю нктивного р асщ еп лен и я правы х ч а ст ей .
Т е о р е м а  3 . С еквенциальны е ав том аты
StTД е й с т в и т е л ь н о , о б о зн а ч а я  ч ер ез  
ы, эк в и в ал ен тн ы е н ек от ор ом у  се  
что есл и  дв а  а в т о м а т а  S , и S , эквивалентн^.1, то
S Ф
то м а т к в ен ц и ал ьн ом у  автом ату
í i T =
есл и  ж е S ,■ и S j  не эквивалентны , то $  , Ф
< т*-> и и я в л я ю тся  каноническими.
S { точечный и функциональный а в -  
S , м ож н о утв ер ж д а т ь , 
$ ;т и = S J ,ti  Г->  ù(.
*?,Ф* S j Ф.
Р а с с м а т р и в а я  некоторы й конкретный секвенциальны й а в т о м а т  S , разум н о  
за д а т ь с я  в о п р о со м  о  е г о  п ол ноте. О чевидно, ч то  п осл едняя б у д е т  о б е с п е ч е н а , если  
V f , = 1 и каж дая эл ем ен т а р н а я  конъюнкция к содер ж и т си м вол ы  в с е х  п ерем ен н ы х  
и з м н о ж еств а  IV . При рассм отр ен и и  б о л е е  о б щ е г о  случая т р е б у е т с я  уточнить и нтер ­
п ретацию  м н о ж е с т в а  секвенций  S . Н иж е п р едл агаю тся  два с п о с о б а  т а к о г о  уточнения.
Н а зо в ем  инерционны м  секвенциальны м  а в т о м а т о м  си ст ем у  сек в ен ц и й , интерпре­
ти р уем ую  следую щ и м  о б р а зо м : есл и  во в с е х  эл ем ен т а р н ы х  конъю нкциях к j , с о о т ­
ветствую щ их функциям f  , , принимающим в текущ ий м ом ен т в р ем ен и  зн ач ен и е  1 ,
о т с у т с т в у е т  си м в ол  н екотор ой  п ер ем ен н ой  и)} , то  сч и т а ет ся , ч то  э т а  п ер ем ен н ая  
со х р а н я е т  с в о е  зн а ч е н и е . О чевидно, что ф ункциональны е св ой ств а  т а к о г о  ав т о м а т а  
оп р едел ен ы  т е м  са м ы м  п ол н остью . ,
П р е о б р а зу е м  инерционны й секвенциальны й а в т о м а т  к ф орме S  ^ , п р едстави в  
е е  в сл едую щ ем  виде:
-  - f ,
-  t o ,  , f  ’
2 тг
-  f m  > f ' m
to
to
п ер ем ен н ой  to ; ) . ФS  ‘ з а м е -  
у д о в л е т в о -
S Ф н ек о-
Т е о о е м а  4 . В с е  ав том аты , полученны е и з  инерционного а в т о м а т а  
ной функций f  • и f  ’■ со о т в ет с т в е н н о  на л ю бы е функции у* • и <f ■ , 
ряюшие усл ови ям  _
» i f i  = >  = >  “ i f i  V “ i f i
»if' i  = >  V'i = >  “ i f i  У " i f i  >
в заи м н о  эк вивал ен тны .
К онкретны й вы бор м о ж е т  подчиняться з а д а ч е  реализации с и с т е м ы  
тор ой  ком бинационной л оги ч еск ой  с х е м о й , на вы ходны х полю сах к о т о р о й  п р ед ст а в л я ет ­
ся  зн ач ен и е функций Ф, , <jP , Ÿ г < Y г • . .  • f  • управляю щ их п е­
реклю чением  т е х  э л е м е н т о в  техн и ч еск ой  с и с т е м ы , состояни я к отор ы х за д а ю т с я  з н а ч е ­
ниями п ер ем ен н ы х to , , ю г .................. ш m ( е с л и  f  ■ и <jpi о д н о в р ем ен н о  прини­
м аю т зн а ч ен и е  0 , с о с т о я н и е  со о т в ет с т в у ю щ е го  э л е м е н т а  не и з м е н я е т с я ) .
В  ч а ст н о ст и , при вы боре конкретны х функций f , и <р ! м о ж н о  ст р ем и т ь ся  к 
ум еньш ению  числа сущ еств ен н ы х п ер ем ен н ы х в э т и х  функциях.
П усть  функция f  п р едстав л ен а  ф орм улой ф  , в к отор ой , в ч а ст н о ст и , ф игу­
р и рует си м вол  п ер ем ен н о й  X . П одставляя в сю д у  в ф ормуле в м е с т о  э т о г о  си м вол а
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константу 1, м ы  получим  ф ор м ул у , которую  о б о зн а ч и м  ч ер ез  Ф : х  и которая  б у д е т  
п р едставл я ть  ф ункцию , о б о зн а ч а е м у ю  ч е р е з  f  : х  . П одстановка в м е с т о  jc з н а ­
чения 0 п р и в оди т с о о т в е т с т в е н н о  к формуле ф  : х  и f  : х
Т е о р е м а  5 . Е сл и  н ек от ор ы е функции f  ■ и f  ; инерционного сек в ен ц и ал ьн о­
го ф ункционального а в т о м а т а  S *  у д о в л ет в о р я ю т  услови ю  ( f ,  : ю ; ) л ( f ' : w  ) 0 ,
то  за м ен а  их с о о т в е т с т в е н н о  на : w j и ft : w  приводит к п ол учен и ю  а в т о м а ­
т а , эк в и в а л ен т н о го  и сх о д н о м у .
Ч асти ч н ы м  сек в ен ц и ал ьн ы м  а в т о м а т о м  н а з о в е м  си ст ем у  S , и н т ер п р ети р уе­
м ую  следую щ им  о б р а з о м :  есл и  во в с е х  э л ем ен т а р н ы х  конъюнкциях к- , с о о т в е т с т в у ю ­
щих функциям fi .п р и ни м аю щ и м  в текущ ий м о м е н т  врем ени зн ач ен и е  1 , о т с у т с т в у е т  
сим вол н ек о т о р о й  п ер ем ен н о й  w  ^ , то  п о с л ед у ю щ е е  зн ач ен и е этой  п ер ем ен н о й  сч и т а ет ­
ся  н ео п р ед ел ен н ы м . К ак ое бы  зн а ч ен и е  не приняла э т а  п ер ем ен н ая , п р ед ста в л ен н у ю  
си стем ой  £> с в я з ь  собы ти й  б у д е м  сч и тать  р еа л и зо в а н н о й . В  с о о т в ет с т в и и  с  этой  
и нтерпретацией  б у д е м  сч и т а т ь , что с и с т е м а  S з а д а е т  функциональные св о й ст в а  
р а ссм а т р и в а ем о й  тех н и ч еск о й  с и с т е м ы  (о б ъ ек т а  уп р авл ен и я ) лишь ч аст и ч н о , и их 
м ож но п р ои зв ол ь н о  д о о п р е д е л я т ь  при п остр оен ии  у с т р о й с т в а  .р еал и зую щ его  ал гор и тм  
управления.
При т е х н и ч е с к о й  р еал и зац и и  инерционного сек в ен ц и ал ь н ого  а в т о м а т а  ц е л е с о о б ­
р азн о сн ачал а  м и н и м и зи р о в а т ь  е г о ,  то е с т ь  найти минимальны й (с  м иним альны м  ч и с­
лом  секвенц и й) с р е д и  в с е х  а в т о м а т о в , эк в и в ал ен тн ы х и сходн ом у. Е сл и  ж е а в т о м а т  
частичны й, п о и ск  реш ения в е д е т с я  ср еди  сек в ен ц и ал ьн ы х автом атов , реализую щ их е г о .
О бозн ач и м  ч е р е з  S  ортогональны й секвенц и ал ьн ы й  а в т о м а т , эквивалентны йт
и сходном у а в т о м а т у  S  и пол учаем ы й  из S  п у т е м  слияния (в зя т и я  дизъюнкции  
левы х ч а ст ей ) сек в ен ц и й  с  одинаковы м и правы ми ч а ст я м и . В с е  функции f L , с л у ж а ­
щие левыми ч а с т я м и  секвенц и й  а в т о м а т а  5  , ок азы ваю тся  взаи м н о ор тогон ал ьн ы м и , 
т.е.конъю нкция л ю бы х д в у х  и з  н их т о ж д ест в ен н о  р ав н а  нулю. А в т ом ат  5 м ож но  
получить и н е п о с р е д с т в е н н о  и з  и сх о д н о г о  а в т о м а т а  S  п утем  е г о  о р т о го н а л и за ц и и , 
при которой с т р о и т с я  б у л ев о  п р о ст р а н ст в о  зн ач ен и й  функций f t и уда л я ю тся  е г о  
п усты е э л е м е н т ы . Р е з у л ь т а т  т а к о г о  п остр оен и я  о д н о зн а ч ен  -  ор тогон ал ьн ы й  а в т о м а т  
каноничен.
С о в о к у п н о ст ь  правы х ч а ст е й  секвенций а в т о м а т а  S удобн о и зо б р а зи т ь  в ви­
д е  троичной м а тр и ц ы  К , с п о с о б  п остр оен и я  к отор ой  можно п онять и з  р а с с м о т р е  
ния сл едую щ его  п р и м ер а:
w w „ W . г  з  4
Ç 0 1 - 1 -
Г 1 - 1 - 1
- 1 0 0 -
f : - 1 0 0 1
п 0 1 0 0 -
г ; 0 - - 1 -
К 1 - 1 0 1
П ервая стр ок а  м атр и ц ы  п р е д с т а в л я е т  э л ем ен т а р н у ю  конъюнкцию ш1 и>г w4 (и з  с е к ­
венции f°\ ------ ш ( ш г W4 в тор ая  -  ívt W3 w 5 и т .д .
Минор м атр и ц ы  К , в с е  стр ок и  к о то р о го  равны  и со д ер ж а т  лишь нули и 
единицы , н а зо в е м  правильны м  . С ов ок уп н ость  п равильны х миноров м атрицы  К 
н а зо в е м  е е  м и н ор н ы м  п ок р ы ти ем , есл и  каждый э л е м е н т  этой  м атрицы , имею щ ий з н а ­
ч ен и е 0 или 1, п р и н адл еж и т  по крайней м ер е  о д н о м у  и з  миноров. П ок ры тие, с о с т а в ­
л ен н ое из м и н и м а л ь н о го  числа м и н ор ов , н а зо в е м  кратчайш им .
Т ео р ем а  6 . М иним изация сек в ен ц и а л ь н о го  а в т о м а т а  в к л а ссе  эквивал ен тны х  
св о д и т ся  к н а х о ж д ен и ю  кратчайш его м инорного п окр ы тия матрицы К ■
Н апример, м о ж н о  у к а за т ь  на сл едую щ ее к р а тч а й ш ее  м инорное п окр ы ти е р а с с м о т ­
ренной троичной м атр и ц ы : ( 1 , 5 )  ( 1 , 2 )  (м инор о б р а зу е м ы й  п е р есеч ен и ем  ст р о к  с  но­
м ер ам и  1,5  и с т о л б ц о в  с  н ом ер ам и  1 ,2 )  , ( 3 , 4 , 5 )  ( 2 , 3 , 4 ) ,  (1 ,6 )  ( 1 , 4 ) ,  ( 2 , 7 )
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( 1 , 3 , 5 )  и ( 4 , 7 )  ( 4 , 5 ) .  П р едстав л я я  каждый и з  э т и х  пяти м иноров со о т в ет ст в у ю щ ей
сек в ен ц и ей , мы получим  секвенциальны й а в т о м а т , эквивалентны й и сходн ом у  и яв л яю ­
щийся при э т о м  м иним альны м :
»о rw, шг шз w4
f, 0 1 - -
g - 1 0 0
fi 0 - - 1
п 1 - 1 -
п - - 0
Функции f'L оп ределяю тся  при э т о м  как дизъю нкции левы х ч а ст ей  секвенц и й , п р е д ­
ставл ен н ы х стр ок ам и  со о т в ет ст в у ю щ и х  м иноров: f! =  f “ V f l  , = flv fîvflvi  т . д .
Б у д е м  гов ор и ть , что троичная м атрица яв л яется  д о о п р ед ел ен и ем  м а т р и -
цы Kj , есл и  она м о ж е т  бы ть  получен а и з  п о сл ед н ей  см ен ой  зн ач ен и й  н ек отор ы х  
э л е м е н т о в  с  ' - '  на 0  или 1 .
Т е о р е м а  7 . М иним изация сек в ен ц и ал ьн ого  а в т о м а т а  в к л а с с е  реализую щ их с в о ­
ди тся  к н ахож ден и ю  к р атч айш его ср еди  м инорны х покрытий в сев о зм о ж н ы х  д о о п р е д е л е ­
ний м атрицы  К .
Э т а  к ом бинаторная з а д а ч а  довольно сл о ж н а . П р оц есс  е е  реш ения м ож но с у щ е с т ­
венно уп р о ст и т ь , есл и  о т к а за т ь с я  о т  гарантий оп ти м ал ь н ости  п о л уч аем ы х реш ений и о г ­
раничиться р а с с м о т р е н и е м  стр оч н ы х м иноров (в  обр азов ан и и  которы х уч аств ую т в с е  
стол бц ы  м а т р и ц ы ).В  э т о м  с л у ч а е  за д а ч а  с в о д и т с я  к р азби ен ию  м атрицы  К на м и ­
н им альн ое число строч н ы х м и н о р о в ,со ст а в л ен н ы х  и з  взаим н о н еор тогон ал ьн ы х с т р о к . 
О ч ев и дн о ,ч то  за д а ч у  м ож н о сф ор м улировать как з а д а ч у  о н ахож дении  м инимальной п р а­
вильной раск р аски  н еор и ен ти р ован н ого  граф а,верш ины  к отор ого  п остав л ен ы  во в з а и м н о ­
о д н о зн а ч н о е  с о о т в е т с т в и е  с о  стр ок ам и  м атрицы  -А  ,а  ребра о т м е ч а ю т  пары в за и м н о  — 
ор тогон ал ьн ы х стр ок .
П р и м ен ен и е д а н н о го  м е т о д а  к приведенной  выш е конкретной м атр и ц е К 
п р иводит к е е  р а зб и ен и ю  на три строчны х м и н о р а , обр азов ан н ы х группам и ст р о к  ( 1 ,6 ) ,  
( 2 , 7 ) ,  ( 3 , 4 , 5 )  и получению  сл едую щ ей  м атрицы , п р едставл яю щ ей  один и з м иним альны х  
а в т о м а т о в , реали зую щ их исходны й:
п» w, W3 ш4  w
f, 0 1 - 1 -
f"1 г 1 - 1 0  -
f" 
' 3 0 1 0 0  1
Функций f" о п р ед ел я ю т ся  при э т о м  следую щ им  о б р а зо м :
„О п О L п И р О по /» О- U  V f7 И  f3 = f 3 V  f4 v f 5. n -
f V r r ; -
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НОВЫЕ НАПРАВЛЕНИЯ В ТЕОРИИ АВТОМАТОВ С ПЕРЕМЕННОЙ СТРУКТУРОЙ 
3.  МИАДОВИЧ
Познаньский Политехнический Институт
В этой с т а т ь е  будут реферированы работы, связанные с новыми 
направлениями в теории автоматов с переменной структурой ,  ко­
торые выполнены в Познаньском Политехническом Институте в 
197^-1975  г г .  Речь и д ет ,  именно, о теории периодических сумм 
конечных автоматов ,  теории расширений конечных автоматов и 
других .
В р а б о т е  -  "On th e  p e r i o d i c  e q u i v a l e n t s  o f  f i n i t e  au to m ata"  -
представлены резу л ьтаты ,  относящиеся к ( т ,  t )  -  эквивалентнос­
ти конечных автоматов .  Представлены также алгоритм нахождения 
( т ,  Т) -  эквивалентов конечных автом атов .
В р або те  -  "On th e  p e r i o d i c  sum and e x t e n s i o n s  o f  f i n i t e  
a u to m a ta "  даны резу л ьтаты  о периодических суммах, связанных с 
изоморфизмами конечных автоматов и расширением конечных а в т о ­
матов .
Как периодическая сумма конечных автоматов так  и расширение 
конечного автомата  е с т ь  автомат с переменной структурой .  Р ас ­
смотрены также проблемы связности  и а л г е б р а ги ч е с к и е  свойства  
таких  автом атов .
Некоторые свойства  расширений, независимых от состояний а в т о ­
м атов ,  были найдены в работе  -  "On t h e  e x t e n s i o n s  o f  s t a t e  
i n d e p e n d e n t  a u to m a ta " .
В наших работах автомат  -  это тройка ( S , £  , м ) , где  s -  конеч­
ные, непустое множество состояний,  Е -  конечное ,  непустое мно­
жество входов,  м : SxE -*■ S -  /прямое п р о и зв е д ен и е /  функция 
п е р е х о д о в .
Пусть Т будет положительным числом. Точно периодический а в т о -
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мат w /дальше просто - периодический автомат/ - определяется
тройкой (S+, Е , м+), где s+ есть последовательность 
+ + +
So, Sj................ sT_j конечных, непустых множеств состояний, Е -
конечное, непустое множество входов, м+ есть последовательность
м . м!................ м* функций переходов, где м* : S*xE s*. ,  .o l  I -1 t t t+1 (mod T)
a t *= 0 , 1 ...........т-l . Число T будем называть периодом w.
Пусть q будет натуральным числом. Пусть А °  = (s°, Е , м°) будет 
автоматом и пусть g°,g1, . . .  gq 1 соответственно изоморфизмы из 
А° на А°, а1 = (S1, Е , м1) , . . . ,  Aq_1 = (Sq_1, Е , М4"1)
Расширением А° связанным с изоморфизмами g°, g1.. .  gq_1 есть 
периодический автомат w  = (s+, Е , м+) с периодом q где s+ есть 
последовательность s°, s1, . . . ,  sq 1, и м+ есть последователь­
ность м+, м*. . . .  м+ , и 
о 1 q -1
+ , i-1(mod q) , i 4-l „V , чMi (s, a ) = g (g ) M (s, a )
где ses1, СТ0Е, a ie { o , i , . . . ,  q-i}
Периодический автомат W приводим к автомату А тогда и только 
тогда, если w является расширением а.
Пусть А = (S°,E, М°), А 1= (S1 , Е , М1) , . . . ,  АТ~1 = (ST_ Í Е ,МТ~1)
будут автоматами. Пусть ф ss0-»^ 1, ф  ^: s ^S2 , . . . ,  Фт_ j : ST_ 1 -* ■ S°
будут функциями, имеющие взаимно однозначное изображение.
о 1 т  — 1Периодическая сумма автоматов А , А , . . . ,А связанная с функ­
циями ф , ф . ......... ф есть периодический автомат v=(s+, Е , м+)
® о  I т - 1
с периодом т, где s есть последовательность s , s s ,
а м+ есть последовательность м+, м* . . ., м* , где для всех
t  ^ + ûs0S , a6E, a t = 0,1, . . . ,  т- l  имеем Mt (s, a ) = Фьм (s, a)






1 2  1 21. Пусть А , А , В , в , будут взаимно изоморфными автоматами,
] 1 ?пусть h 6 i z  (А -+ А ) (принадлежит к множеству всех  изоморфиз-
1 2 2 2 1мов из автом ата  А на автомат  А ) ,  h e i z  ( а -*■ а ) ,
3 1 2 А 2 1п 6 1 z (в в ) и h e i z  ( в -*■ в ) . Тогда авто м ат ,  равный объе­
динению неприводимых автоматов
V = A l / h  \ 2 И W = В 1' h  V
е ст ь  приводимый тогда  и только тогда  если существуют 
Фб1г (А1 -*■ в1) и Ф2е I z (в2 -*■ а 2 ) так и е ,  что
, 2. 2,  3 , - 1  / , К - 1  , 4 , 2, -1 1 .h f h f  = ( f )  h ( f  ) h = i d .
2. Пусть a будет множеством связанных неприводимых периодичес­
ких автоматов  с тем же периодом т. Объединение всех  автоматов 
из a приводимое к обычному автомату ,  равному объединению с в я ­
занных подавтоматов,  для которых максимальны периодические 
представления  имеют периоды D,, D D  то гд а  и только т о г -  
д а ,  если существует разбиение  тг на множестве a т а к о е ,  что бло­
ки разбиения  тг составлены с периодом (Т- l ) ,  и которые адаптив­
ны, взаимно изоморфные автоматы при чем мощность блоков соот­
в етствен н о  равна наибольшим общим делителям ( t . D j ) ,
(T,D2) , . . . ,  (T,Dn).
J>. Пусть w будет периодическим автоматом с периодом Т а W* / с о  
з в е з д о ч к о й /  будет закрепленным аналогом авто м ата  w. Если w 
е с т ь  независим от состояний ,  тогда  все  закрепленные компонен­
ты w*, w*.......... j авт о м ат а  w будут независимыми от состояний.
4 .  Пусть w будет расширением независимого от состояний автом а­
т а .  Тогда закрепленный анал о г  wx автом ата  w е с т ь  независимый 
от состояний .
Условия, при выполнении которых периодический автомат  я в л я е т с я
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расширением некоторого  конечного а в т о м а т а ,  были даны в работе  
"On the reducibility of periodic automata".
В этой р а б о т е  определены, между прочим, условия приводимости 
прямого произведения  неприводимых периодических автом атов .  Эти 
условия будут в точном соотношении с проблемами параллелной 
декомпозиций а вт о м ат о в .  Если данный периодический автомат е с т ь  
приводимый, т о г д а  сущ ествует  параллельная  декомпозиция т а к а я ,  
что один из компонентов е с т ь  автономный авто м ат .
Следующий вопрос:  как найти для неприводимого периодического
автом ата  V 1 23 = (s,  I , м) такой  другой периодический автомат
2 1 2V = (и,  I , N) что прямое произведение v х v связанное  и
приводимое, был разрешен в цитированной р а б о т е .
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