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A Customizable Simulator for Workstation Networks Mustafa Uysal, Anurag Acharya, Robert Bennett, Joel SaltzComputer Science DepartmentUniversity of Maryland, College Park, MD 20742fuysal,acha,robertb,saltzg@cs.umd.eduAbstractWe present a customizable simulator called netsim for high-performance point-to-point work-station networks that is accurate enough to be used for application-level performance analysis yetis easy enough to customize for multiple architectures and software congurations. Customiza-tion is accomplished without using any proprietary information, using only publicly availablehardware specications and information that can be readily determined using a suite of testprograms. We customized netsim for two platforms: a 16-node IBM SP-2 with a multistagenetwork and a 10-node DEC Alpha Farm with an ATM switch. We show that netsim success-fully models these two architectures with a 2-6% error on the SP-2 and a 10% error on the AlphaFarm for most test cases. It achieves this accuracy at the cost of a 7-36 fold simulation slowdownwith respect to the SP-2 and a 3-8 fold slowdown with respect to the Alpha Farm. In addition,we show that the cross-trac congestion for today's high-speed point-to-point networks haslittle, if any, eect on application-level performance and that modeling end-point congestion issucient for a reasonably accurate simulation.1 IntroductionThe performance of workstation clusters with high-performance interconnects has improved to thepoint that they are gradually replacing the traditional tightly-coupled dedicated multicomputersas the platform of choice for parallel computation. Most contemporary commercial and researchparallel platforms fall into this category (e.g. the IBM SP-2, the DEC Alpha Farm, the BerkeleyNOW [4], the Wisconsin COW [14], the CESDIS Beowulf [20]).Unlike multicomputers, each processing node of a workstation cluster is a complete machine withits own operating system, often with multiple users and signicant I/O resources. Analyzing theperformance of applications on such machines is signicantly harder than doing so on the traditionalmulticomputers. More so since access to hardware has to pass through many layers of systemsoftware none of which can be looked at by a non-privileged user. We can testify rst-hand aboutthe six months we spent trying to track down performance problems in a set of communication-intensive programs with irregular communication patterns1 [2].A fast and reasonably accurate simulator would signicantly simplify this task. However, build-ing a simulator for the communication subsystem, let alone the entire machine is not feasible forthe average user. In addition to the enormous time and eort, a non-privileged user does notThis research was supported by ARPA under contract No. #DABT63-94-C-0049, Caltech Subcontract #9503,by NASA under contract No. NASA #NAS5-32337, USRA/CESDIS Subcontract #555541 and by grants from IBMCorporation and Digital Equipment Corporation1And about the large number of conditional compilation statements which were quite dicult to clean up later.1
have access to detailed information about the hardware and the operating system. Furthermore,whenever the application of interest is ported to a new platform, a new simulator would be needed.We are led, then, to consider several questions. Is it possible to build a customizable simulatorfor workstation networks which is accurate enough to be used for performance analysis yet is easyenough to customize so that it is worth doing so even for a single application? Is it possible todo so without using any proprietary information, that is, using information that is either publiclyavailable or can be determined using test programs? Would such a simulator be fast enough to bepractical?There is some a priori reason to believe that at least some of these questions can be answeredin the armative. There is a convergence in design of both the interconnects used for worksta-tion networks and the messaging software used on these networks. Modern workstation networkinterconnects are designed using switching elements and point-to-point links with a regular, low-dimension topology and aggressive cut-through routing and ow-control [11, 21]. Data rates arehigh and the error rates are low. Communication is either packet-based, with an upper bound onthe packet size, or cell-based with a xed packet size. Many network adapters provide outboardbuering where the adapter buers are large enough to function as retransmit and receive buers.DMA is almost universally supported for transfers between host memory and adapter buer. Fewsystems provide protocol processing on the adapter, leaving the protocol overheads to software [19].On the messaging software side, standardization eorts has produced the Message Passing Inter-face (MPI) standard which has been largely accepted by users and vendors [8]. While it is possiblethat dierent vendors could implement the interface in completely dierent ways, the commonsoftware interface and relatively similar networking hardware (as described above) indicates thatmost implementations on workstation clusters can be expected to be not signicantly dissimilar.In this paper, we address these questions by describing our experience building and evaluatingnetsim, a customizable network simulator for workstation networks. Netsim models point-to-point dedicated links, network adapters with an outboard buer and a DMA engine and bueredcommunication software. The network is assumed to be lossless. Netsim models the connectionbetween any pair of hosts as a dedicated link and ignores congestion due to cross-trac. It does,however, model end-point congestion which occurs when several nodes try to communicate with asingle node. It has six hardware parameters, which specify the characteristics of the interconnectand the adapter, and ve software parameters which specify the characteristics of the memory andthe messaging software. The hardware parameters can be easily obtained from information madepublic by the manufacturer; the software parameters can be determined by a small set of controlledexperiments on the selected platform.We have customized netsim for two dierent platforms: the IBM SP-2 with the IBM High Per-formance Switch, the i860-based communication adapter and IBM's MPL message-passing library;and a cluster of DEC Alpha 2100 4/275 four-processor workstations with the GIGAswitch/ATMnetwork, the ATMworks 750 adapter and the portable MPI-CH message-passing library from theArgonne National Lab. We believe that these are important platforms and are currently inuse at a large number of sites worldwide. We would also like to point out that these two sys-tems dier in many aspects { host architecture (uniprocessor/SMP), network architecture (mul-tistage/crossbar, packet-based/cell-based), I/O peripherals bus (MCA/PCI) and communicationsoftware (native/portable). If netsim is able to achieve reasonable performance for both platforms,this would be evidence for its customizability.To evaluate the customized simulators, we used a suite of microbenchmarks representing com-mon low-level network operations. Our results show that netsim is able to achieve reasonableaccuracy for both platforms. For the SP-2, netsim was successfully able to model the application-2
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(b) DEC Alpha FarmFigure 2: Eect of cross-trac congestion.assumption. In these experiments, two selected nodes exchange a sequence of messages and theremaining nodes ood the network by repeatedly sending 8 MB messages to each other. Remainingnodes also change their communication peers after every iteration in a round-robin fashion so asto apply the maximum load on the interconnection network. On the SP-2, we considered twocases based on the distance between the selected nodes { nodes attached to the same switchingelement(intra-switch), nodes connected to dierent switches but within the same frame (inter-switch). Results in Figure 2 show that for high-performance point-to-point networks cross-traccongestion contributes little to application-level performance. We obtained similar results from anexperiment which tried to measure the eect of congestion for nodes located in dierent switchframes in a 128-node SP-2 conguration at NASA Ames. We did not detect any signicant eect.Network adapters are assumed to be bi-directional, dual-ported devices with an outboard buer.The DMA port of a network adapter is used to copy network packets between the processor andthe network adapter, and the network port is used for communicating with other network adapters.The unit of transfer in either port is a packet. A packet consists of a packet header, containingrouting information, and a payload. Both ports can be simultaneously active, but only one packetcan be in transit on each port at any given time. The link between the adapter and the hostmemory (used by DMA) is assumed to be characterized by bandwidth alone.The simulator also models several software layers: (1) a synchronous messaging library layerwhich copies data to and from system buers, initiates sends and selects the appropriate messagefor a receive call, (2) the ow-control layer that maintains buers corresponding to dierent peersand schedules message sends, and (3) the interaction layer that controls the interaction betweenthe messaging library and the adapter.2.1 CustomizationNetsim has six hardware parameters and ve software parameters (see Table 1). The hardwareparameters can be easily obtained from information made public by the manufacturer; the software4
parameters are to be determined using a suite of controlled experiments on the selected platform.We have developed three programs, bcopy, send and recv, for determining the values of thesoftware parameters. The rst of these is used to determine the in-memory copy bandwidth usingthe bcopy() function. Together with the packet size, the copy bandwidth is also used to computethe packet copy cost parameter.The send and recv programs are used to determine the other four parameters. We determinedthe system buer size as follows: (1) we ran send for increasing powers-of-two message sizes tillthe point where the application-level bandwidth drops, (2) we use the message size just before thishappens as the system buer size. This works because for messages smaller than system buer size,a send() operation returns after copying the message to the system buer whereas for messageslarger than this size, some packets need to be transferred to the adapter, a signicantly sloweroperation.The protocol processing costs for a message are assumed to t a linear model with a xedcomponent corresponding to the cost of entry into the messaging layer and a variable componentthat depends on the number of packets. We determined OS send cost as follows: (1) we ran send forall powers-of-two message sizes smaller than the packet size, (2) for each message size, we computedthe average time to return from the send() call, and (3) using these numbers, we computed theaverage time to complete a send() call for messages smaller than the packet size. We used thisvalue as an estimate of the OS send cost. The OS recv cost was determined in a similar fashion.We determined the packetization cost in the following way: (1) we ran send for all multiplesof the packet size that are less than the combined capacity of the system buer and the adapterbuer; (2) for each message size, the OS send cost is subtracted from the time to complete thesend operation and the remaining quantity is divided by the number of packets in the message; thisyields the overall per packet cost; nally (3) the in-memory copying cost per packet is subtractedfrom the overall per packet cost to yield the packetization cost.3 EvaluationIn order to evaluate netsim, we used a set of three network operations commonly used in distributedand parallel applications as microbenchmarks. The rst microbenchmark, point-to-point sendsa sequence of messages from a source to a sink and computes the average time spent at both endswaiting for communication calls to complete. This is the simplest possible messaging benchmarkand provides the baseline numbers for other benchmarks. The second microbenchmark, exchange,exchanges a sequence of message between a pair of nodes and computes the average round-trip time.This benchmark provides a measure of the application-level bandwidth and latency. It is also is aprimitive building block of most collective communication operations. The nal microbenchmark,many-to-one, sends messages from multiple sources to a single sink. This corresponds to a client-server scenario in distributed systems and a hotspot node in a parallel application. It also allowsus to measure the eect of end-point congestion as the incoming bandwidth of the sink node canusually be saturated by one, at most two, source nodes.We selected two systems for evaluating netsim's modeling accuracy and simulation speed. Therst was a 16-processor IBM SP-2 with the High Performance Switch, the i860-based communicationadapter and IBM's MPL message-passing library and the second was a cluster of ten DEC Alpha2100 4/275 four-processor workstations with the GIGAswitch/ATM network, the ATMworks 750adapter and the MPI-CH message-passing library from the Argonne National Lab.For all our experiments, we varied the message size from 1 byte to 8 MB. For the many-to-onebenchmark, the number of source nodes was varied between 2 and 4. All experiments were repeated5
Hardware Parametersthe latency between two network adapters.Wire latency We ignore the internal structure of the network and assumethat the latency is the same for all host-pairs.Wire bandwidth the bandwidth between two network adapters.The bandwidth is assumed to be the same for all host-pairs.DMA bandwidth the bandwidth between the adapter buer and host memory.Packet size the packet size can be a constant (for cell-based networks)or variable with an upper bound (for packet-based networks).Packet header size the header size can be a constant or it can be variable witha lower and upper bound.Adapter buer size size of the outboard buer.Software ParametersOS Send cost xed time spent in the messaging layer for every send call.xed time spent in the messaging layer for every receive call.OS Recv cost The recv cost is usually higher than the send cost as it includesthe cost of searching messages to match an incoming messageand the cost of interrupts from the network adapter.cost of allocating and managing the buer space for each packet.Packetization cost This cost is applied only till enough packets have been createdto ll the packet pipeline from/to processor.cost of an in-memory copy for each packet. This cost is paid whenthe data is copied between the system and user buers. This costPacket-copy cost is applied only for messages that t into the system buer.Larger messages are assumed to be transferred directly to/fromthe user buer, a typical optimization commonly found inhigh-performance communication software.System buer size the system buer is assumed to be pinned in memory.Table 1: Parameters for netsim.6


































































































































































































































































































































































































(b) Packetization (per packet)Figure 10: Messaging send/recv and packetization costs for DEC Farm12



























































































































































































































































































(b) Receiver SideFigure 16: many-to-one results for the Alpha Farm, 4 senders.16
specications.Customizable simulators are not a new idea. Customizable simulators, such as Proteous [10]and Tango [7] have been built previously. The dierence between Proteous and netsim is thatthe former is an execution-driven simulator for k-ary hypercubes that can be customized by pro-gramming the architecture in the simulator whereas netsim is built for point-to-point high-speedworkstation networks and can be easily customized by setting a small set of parameters. Tangosimulates shared memory multiprocessors.Fast and accurate network simulators are a desirable commodity and various techniques havebeen proposed to speed up complex simulations, such as parallel and distributed simulation [6, 12].Literature in this area has been focused on techniques for parallelization and synchronization ofsimulation events on large parallel machines, achieving reasonable speedups for most of the cases.At this point, we do not consider using a parallel simulation infrastructure for netsim.5 ConclusionsIn this paper we described netsim, a customizable simulator for modern packet-switched worksta-tion networks that is accurate enough to be used for application level performance analysis yet iseasy enough to customize for multiple architectures and software congurations. Netsim can berapidly customized, even by application programmers. Customizing netsim for a new platformrequires the user to determine the values for six hardware and ve software parameters. The hard-ware parameters can be obtained from information made publicly available by the vendor and thesoftware parameters can be determined by running a small number of test programs.We presented two customization case studies: a 16-node SP-2 with a multistage switch anda 10-node four processor Alpha workstation farm having a cross-bar ATM switch. We evaluatedthe customized versions of netsim using a suite of low-level network microbenchmarks commonlyused for building higher levels of networking software. Our results suggest that netsim is accurateenough for application-level performance analysis, successfully modeling the two test platformswith a 2-6% and a 10% error rate, respectively, for most test cases. We also show that it is ofpractical use, with a 7-36 fold slowdown for SP-2 simulations and a 3-8 fold slowdown for Alphafarm simulations.As an important side result, we showed that for high-performance point-to-point networks,modeling end-point congestion is sucient for a reasonably accurate simulation and that cross-trac congestion contributes little, if any, to application-level performance.AcknowledgmentsWe would like to thank Alan Sussman for his comments on a previous version of this paper andJe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