I. INTRODUCTION

NTROPY
coding is now being used frequently in conjunction with vector quantization (VQ) for image coding. Its use is motivated by the fact that the probability distribution of VQ coded images is generally skewed or nonuniform.
While the average bit rate can most often be reduced by entropy coding the VQ codewords, improvement in rate-distortion performance is usually attainable by embedding the entropy coding in the design process such that both the VQ codebook and entropy coder are optimized jointly.
By generalizing the entropy-constrained scalar quantization design [1]-[3] to the vector case, Chou et al. introduced an iterative descent algorithm for the design of entropy-constrained vector quantizers (EC-VQ's) [4] . Later, Chou applied EC-VQ to image coding [5] and showed that the entropy-constrained optimization yields a significant performance gain. More recently, the entropy-constrained optimization was applied to residual VQ (RVQ), which is also known as multistage VQ [6] , [7] . This form of VQ, which is called entropy-constrained residual VQ (EC-RVQ) [ where j" is a realization of J'_ and a member of the set 
The design algorithm for the ruth-order conditional EC-RVQ. which we will call the CEC-RVQ algorithm, minimizes the Lagrangian (1), as
where L* satisfies (1). Since exact analytical descriptions for 
(4,L4) [_ Each state defines a unique set of codeword probabilities for the pth stage. The number of conditioning states S v for the pth stage is given by
It is clear from the above equation that the number of conditioning states increases rapidly with the number of neighboring blocks, the number of stages P, and the stage code- In this paper, we introduce an effective and efficient algorithm that can achieve a performance arbitrarily close to that of the exhaustive search technique. This algorithm is based on the idea of tree search and is illustrated with the aid of Fig.   3 . The tree shown in Fig. 3 
subject to the constraint that
where 5_ is the size of the pth-stage codebooL A_ = SpNp, and N __ is the maximum allowed number of conditional probabilities or variable length codes. N m_× provides some control over the system cost because it is a measure of complexity and memory required by the entropy coder.
A solution to (5) can be found by constructing another tree, which is shown in Fig. 4 . % a'(S) < N m_×, where N m_× is the maximum allowed number of conditional probabilities over all pruned subtrees S _ 7-.
Note that the depth Lp of the BFOS tree surely needs to be << (rap + p -1). Due to obvious exponential dependencies, increasing L v will quickly increase both the search complexity and memory required to store the estimated probabilities. In fact, there is usually not enough image data to obtain rea- allows CEC-RVQ to exploit more spatial dependencies, which are usually stronger that interstage dependencies.
In fact, such a conditioning structure is shown experimentally to lead to a 1-5% reduction in average entropy for the same complexity.
A negative consequence of this approach, however, is that noncausal encoding/decoding procedures cannot be accommodated. In particular, neither M-search nor joint RVQ decoder optimization should be used. This is because we do not know when transmission is going to be halted. Abandoning these noncausal procedures has the disadvantage of lowering the overall rate-distortion performance but, on the positive side, has the potential for better reconstruction quality at the an extra set of tables, but the additional menIory involved is not significant.
To _ze the output entropy for a fixed maximum number of 4096 conditional probabilities, a balanced tree with depth 6 is constructed, where the best six conditioning stage symbols are used. The BFOS algorithm described in the previous section is used producing the results shown in Comparing CEC-RVQ with JPEG, we first observe a large image reproduction quality difference in favor of CEC-RVQ.
In terms of implementation costs, JPEG's decoding complexity is sligJafly higJaer than that of EC-RVQ and CEC-RVQ, but its encoding complexity and memory are substantially smaller.
Finally, the same 8 x 8 CEC-RVQ described above was modified and tested in a full-resolution progressive transmission environment. More specifically, the conditioning structure of Fig. 2 was replaced with the one in Fig. 5 
