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In this paper, we use the so-called conformality method of smoothing cofactor (abbr. CSC)
and hyperplane arrangements to study truncated powers and box splines in R2. By the
relation between hyperplane arrangements and truncated powers, we give the expressions
of the truncated powers. Moreover, by means of the CSC method, the least smoothness
degrees of the truncated powers and the box splines on each direction of partition edges
are studied.
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1. Introduction
The box spline BX was presented in [1,2], which is defined as follows: for a s × n matrix X with columns in Rs \ 0, the
distribution of BX is given by
BX : C(Rs)→ R :
∫
Rs
BX (x)ϕ(x)dx =
∫
[0,1)n
ϕ(Xt)dt. (1)
The relation between box splines and hyperplane arrangements is closed due to the following truncated power TX [1,2],
which is defined by the rule
TX : C(Rs)→ R :
∫
Rs
TX (x)ϕ(x)dx =
∫
[0,+∞)n
ϕ(Xt)dt. (2)
To see the relations between TX and BX , we set ∇X = Πa∈X∇a to be the differential operator with respect to the matrix X ,
where Πa∈X represents the product with a being all the column vectors of X , and ∇af = f (x) − f (x − a) is the backward
difference operator. Then we have
∇XTX = BX . (3)
In other words, to compute BX can be translated to compute TX . Traditionally, TX is computed by using its recursive property
TX∪a =
∫ +∞
0
TX (· − ta)dt,
where a is a vector in Rs. On the other hand, TX can also be computed via its Laplace transform∫
Rs
e−⟨x,y⟩TX (y)dy =
∏
a∈X
1
⟨a, x⟩ ,
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where ⟨·, ·⟩ is the inner product. The right hand side of the preceding identity cannot be directly used to compute TX unless
it can be decomposed into−
A
ca
Πa∈A⟨a, x⟩na ,
where A are some bases of the columns of X, ca ∈ R, na ∈ N. This decomposition is one of research topics in hyperplane
arrangements. Although truncated powers and hyperplane arrangements are studied by many scholars, very few studied
the relations between them. To the best of our knowledge, the pioneer work on their relations was done in [3], who gave
the method to compute truncated powers and box splines using the properties of their Laplace transforms.
Now let us turn back to the multivariate spline functions. In 1975, Wang established a new approach to study the basic
theory of multivariate spline functions using the knowledge of function theory and algebraic geometry, and presented the
so-called method of conformality of smoothing cofactor (abbr. CSC method) [4,5]. In this paper, we use the CSC method and
hyperplane arrangements to study truncated powers and box splines. For the matrix formed by columns vectors (which
can be repeated in the columns of the matrix) in R2, the expression of the associated truncated power is given, which
develops the result of Xu [6] (where he gave the formula of truncated powers associated with the matrix X ⊂ R2 whose
columns cannot be repeated). Moreover, we present the least smoothness degrees of truncated powers and box splines on
each direction of partition edges, which improves de Boor’s result in [1] (where he gave the least smoothness degree of box
spline on all the partition edges).
The remainder of this paper is organized as follows. In Section 2.1, we introduce the bivariate splines and CSC method.
In Section 2.2, we recall the definitions and some basic properties of truncated powers and box splines. In Section 2.3,
the combinatorial nature of hyperplane arrangements and the previous work on relations between truncated powers and
hyperplane arrangements are presented. In Section 3, we give the expressions of truncated powers, and present the least
smoothness degrees of truncated powers and box splines on each direction of partition edges.
2. Preliminaries
2.1. The method of conformality of smoothing cofactor
Multivariate splines, as piecewise polynomials, are defined on a partition of a higher dimensional domain. For
convenience, we consider bivariate splines here.
Let D be a domain in R2 and ∆ a partition of D consisting of finite irreducible algebraic curves Γi : li(x, y) = 0, i =
1, . . . ,m, where the coefficients of li(x, y) are real numbers.
Denote by Di, i = 1, . . . ,N , all the cells of∆. For integer k > µi ≥ 0, i = 1, . . . ,m, let−→µ = (µ1, . . . , µm). We say that
S
−→µ
k (∆) :=

s ∈ C−→µ (D)|s|Di ∈ Pk, i = 1, . . . ,N

is a bivariate spline space with degree k and different smoothness−→µ , where Pk denotes the collection of polynomials
Pk :=

p =
k−
i=0
k−i−
j=0
cijxiyj|cij ∈ R

if k > 0, and Pk = {0} if k < 0.
By using Bezout’s theorem in algebraic geometry, Wang obtained the following fundamental theorem on multivariate
splines [4,5].
Theorem 1 ([4,5]). s(x, y) ∈ S−→µk (∆) if and only if the following conditions are satisfied:
(1) For each interior edge of ∆, which is defined by Γi : li(x, y) = 0, there exists a polynomial qi(x, y) called the smoothing
cofactor such that
pi1 − pi2 = lµi+1i · qi,
where the polynomials pi1 and pi2 are determined by the restriction of s(x, y) on the two cells Di1 and Di2 with Γi as the
common edge and qi ∈ Pα−(µi+1)ni , α = max{deg(pi1), deg(pi2)}, ni = deg(li).
(2) For any interior vertex vj of ∆, the following conformality conditions are satisfied−
i
[l(j)i (x, y)]µij+1 · q(j)i (x, y) ≡ 0
where the summation is taken over all the interior edges Γ ji passing through vj, and the signs of the smoothing cofactors q
(j)
i
are refixed in such a way that when a point crosses Γ ji from Di2 to Di1, it goes around vj in a counter-clockwise manner.
Theorem 1 shows that themultivariate spline, in principle, is equivalent to an algebraic subject. Furthermore, Theorem 1
has also shown a most general method for studying multivariate splines over any given partition. It was called the method
of conformality of smoothing cofactor, abbreviated as the CSC method.
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2.2. Box splines and truncated powers
For the matrix X = [a1a2 · · · am] where ai ∈ Rs \ 0, according to Eq. (1), the box spline BX is a piecewise polynomial
which is supported in the box:
B(X) :=
m−
i=1
tiai, 0 ≤ ti ≤ 1, i = 1, . . . ,m.
The truncated power TX is closely related to the box spline BX . According to Eq. (2), TX is a piecewise polynomial which is
supported in the cone of linear combinations of vectors in X with positive coefficients:
C(X) :=
m−
i=1
tiai, ti ≥ 0, i = 1, . . . ,m.
Using Eqs. (1) and (2), we have a simple and useful method for computation as described in the following theorem, which
shows the Laplace transforms of BX and TX .
Theorem 2.∫
Rs
e−⟨x,y⟩BX (y)dy :=
∫ 1
0
· · ·
∫ 1
0
e
−
m∑
i=1
ti⟨ai,x⟩
dt1 · · · dtm =
m∏
i=1
1− e−⟨ai,x⟩
⟨ai, x⟩ ,∫
Rs
e−⟨x,y⟩TX (y)dy :=
∫ ∞
0
· · ·
∫ ∞
0
e
−
m∑
i=1
ti⟨ai,x⟩
dt1 · · · dtm =
m∏
i=1
1
⟨ai, x⟩ .
From the properties of the Laplace transform, we know that e⟨a,x⟩ is a translation operator under the Laplace transform.
The above theorem also shows that BX can be represented as the summand of the shifts of TX .
2.3. Hyperplane arrangements
In this section, we introduce the previous work on relations between multivariate spline functions and hyperplane
arrangements. Before we start to study multivariate splines, we introduce the basic definition of combinatorial nature.
Assume that X spans Rs. Let
c := {ai1 , ai2 , . . . , ais} ⊆ X, i1 < i2 < · · · < is,
be a sublist of linearly independent elements.
Definition 3 ([3]).We say that ai breaks c if there is an index 1 ≤ e ≤ s such that:
(1) i ≤ ie.
(2) ai is linearly dependent on aie , . . . , ais .
In particular, given any basis b := ai1 , . . . , ais extracted from X , we set B{a ∈ X | a breaks b} and n(b) =| B(b) | the
cardinality of B(b).
Definition 4 ([3]).We say that b is no broken if B(b) = b or n(b) = s.
Next, we give a theorem that is well-known in hyperplane arrangements.
Theorem 5 ([3]). Every expression 1∏m
j=1⟨aj,x⟩hj
can be expressed as a linear combination of expressions 1∏s
j=1⟨aij ,x⟩
mj , with no broken
circuit ai1 , . . . , ais and
∑s
j=1 mj =
∑m
i=1 hi.
Let
W (x) := {p(x, ∂x), p is a polynomial in2s variables}
be a ring of differential operators with polynomial coefficients and
RX :=

p(x, ∂x)
∏
a∈X
⟨a, x⟩−1

, p(x, ∂x) ∈ W (x)

.
Now we introduce the main results of Concini and Procesi in the following two theorems.
Theorem 6 ([3]). Under the Laplace transform, TX is mapped isomorphically onto RX .
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Fig. 1. The vectors a1, a2, a3 ∈ R2 .
It means that for any TX , under the Laplace transform,
L(P(x, ∂x)TX ) −→ P(−∂x, x)
∏
a∈X
⟨a, x⟩−1

.
As the corresponding result, under the inverse Laplace transform,
L−1P(x, ∂x)
∏
a∈X
⟨a, x⟩−1

−→ (P(∂x,−x)TX ).
We introduce some geometric properties of the cone C(X), which is important for computing TX .
Definition 7. Let A = {a1, a2, . . . , as} be a basis in Rs. We call
C(A) = C(a1, a2, . . . , as) :=
N−
i=1
tiai, ti ≥ 0, i = 1, . . . , s
a positive cone generated by A.
If C(b) denotes the positive cone spanned by the no broken circuit basis b, then C(b) covers the cone C(X) and induces a
decomposition of C(X) into the no broken circuits. Then by Theorems 5 and 6, we have the following theorem.
Theorem 8 ([3]). Given a point x in C(X), we have
TX (x) =
−
b
pb,X (x),
where for each no broken basis b, pb,X (x) is a uniquely defined homogeneous piecewise polynomial of degree |X | − s lying on
domain C(b).
3. Main results
In this section, we present our main results. Firstly, we give the definition of generic matrices.
Definition 9. Let X be a 2 × m real matrix with m ≥ 2. If dim Z = dim X for every square Z ⊆ X , then X is in the generic
case.
We denote Xr to be the matrix made up from the columns of X , with ai ∈ X repeated with multiplicity ri. Obviously,
ri ∈ Z+, where Z+ denotes the positive integers. For example, if X = [a1a2 · · · am] and r = {r1, r2, . . . , rm}, then
Xr = [a1 · · · a1a2 · · · a2 · · · am · · · am] such that the number of ai in Xr is ri. We set
 n
m
 = n!m!(n−m)! and 0! = 1.
In the following theorem, we show the expression of truncated powers associated with three vectors in R2, which is
helpful to study the general case.
Theorem 10. Let X = [a1a2a3] be a 2 × 3 matrix in the generic case and r = {r1, r2, r3} ∈ Z3+. If ai was shown as Fig. 1 and
a1 = α2a2 + α3a3 where αi ∈ R \ {0}, then the truncated power TXr can be given as follow:
TXr (x) =

P13 + P12, x ∈ C(a1, a2),
P13, x ∈ C(a2, a3),
where
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P12 =
r2−1−
i=0

r3+i−1
i

α
r3
3 α
i
2⟨a⊥1 , x⟩r2−i−1⟨a⊥2 , x⟩r1+r3+i−1
(r1 + r3 + i− 1)!(r2 − i− 1)!⟨a1, a⊥2 ⟩r1+r3+i−1⟨a2, a⊥1 ⟩r2−i−1
,
P13 =
r3−1−
i=0

r2+i−1
i

α
r2
2 α
i
3⟨a⊥1 , x⟩r3−i−1⟨a⊥3 , x⟩r1+r2+i−1
(r1 + r2 + i− 1)!(r3 − i− 1)!⟨a1, a⊥3 ⟩r1+r2+i−1⟨a3, a⊥1 ⟩r3−i−1
.
Proof. From Definition 3 we know that for the sequence
{a1, . . . , a1, a2, . . . , a2, a3, . . . , a3},
{a1, a2} and {a1, a3} are not broken bases. Then by Theorem 5, we can get
1
⟨a1, x⟩r1⟨a2, x⟩r2⟨a3, x⟩r3
=

r3−1
0

α
r3
3
⟨a1, x⟩r1+r3⟨a2, x⟩r2 +
 r3
1

α2α
r3
3
⟨a1, x⟩r1+r3+1⟨a2, x⟩r2−1 + · · · +

r3+r2−2
r2−1

α
r2−1
2 α
r3
3
⟨a1, x⟩r1+r2+r3−1⟨a2, x⟩
+

r2−1
0

α
r2
2
⟨a1, x⟩r1+r2⟨a3, x⟩r3 +
 r2
1

α
r2
2 α3
⟨a1, x⟩r1+r2+1⟨a3, x⟩r3−1 + · · · +

r2+r3−2
r3−1

α
r2
2 α
r3−1
3
⟨a1, x⟩r1+r2+r3−1⟨a3, x⟩
=
r2−1−
i=0

r3+i−1
i

α
r3
3 α
i
2(−Da⊥1 )r2−i−1(−Da⊥2 )r1+r3+i−1
(r1 + r3 + i− 1)!(r2 − i− 1)!⟨a1, a⊥2 ⟩r1+r3+i−1⟨a2, a⊥1 ⟩r2−i−1
· 1⟨a1, x⟩⟨a2, x⟩
+
r3−1−
i=0

r2+i−1
i

α
r2
2 α
i
3(−Da⊥1 )r3−i−1(−Da⊥3 )r1+r2+i−1
(r1 + r2 + i− 1)!(r3 − i− 1)!⟨a1, a⊥3 ⟩r1+r2+i−1⟨a3, a⊥1 ⟩r3−i−1
· 1⟨a1, x⟩⟨a3, x⟩ , (4)
where D is differential operator and a⊥ is a vector orthogonal to the vector a.
From Theorem 2, we know the inverse Laplace transform of Eq. (4) is TXr . Denote by P12 the polynomial whose Laplace
transform is the terms of the expansion of 1⟨a1,x⟩r1 ⟨a2,x⟩r2 ⟨a3,x⟩r3 which has the factor
1
⟨a1,x⟩n1 ⟨a2,x⟩n2 . Then
P12 =
r2−1−
i=0

r3+i−1
i

α
r3
3 α
i
2⟨a⊥1 , x⟩r2−i−1⟨a⊥2 , x⟩r1+r3+i−1
(r1 + r3 + i− 1)!(r2 − i− 1)!⟨a1, a⊥2 ⟩r1+r3+i−1⟨a2, a⊥1 ⟩r2−i−1
,
which is supported in C(a1, a2).
Similarly, we denote by P13 the polynomial whose Laplace transform is the term of the expansion of 1⟨a1,x⟩r1 ⟨a2,x⟩r2 ⟨a3,x⟩r3
which has the factor 1⟨a1,x⟩n1 ⟨a3,x⟩n3 . Then
P13 =
r3−1−
i=0

r2+i−1
i

α
r2
2 α
i
3⟨a⊥1 , x⟩r3−i−1⟨a⊥3 , x⟩r1+r2+i−1
(r1 + r2 + i− 1)!(r3 − i− 1)!⟨a1, a⊥3 ⟩r1+r2+i−1⟨a3, a⊥1 ⟩r3−i−1
,
which is supported in C(a1, a3). Then, we have
TXr (x) =

P13 + P12, x ∈ C(a1, a2),
P13, x ∈ C(a2, a3).
The theorem is proved. 
For X in the generic case generated by vectors in R2, Xu gave the expression of TX in [6]. For the more general matrix,
i.e. Xr , we will present the expression of TXr in the next theorem in the similar way of Theorem 10.
Firstly, we give some definitions about the matrix X , which will be used in all the following theorems. Let X =
[a1a2 · · · am] be a matrix in the generic case formed by vectors in R2, and r = {r1, r2, . . . , rm} ∈ Zm+. We will present
the expression of TXr in the following theorem.
Theorem 11. Let ai ∈ X be the vectors as shown in Fig. 2, and a1 = αijai + αjiaj for i ≠ j where αij ∈ R \ {0}. Then we have
TXr (x) =

P1m, x ∈ C(am−1, am),
P1m + P1(m−1), x ∈ C(am−2, am−1),
. . . ,
P1m + · · · + P12, x ∈ C(a1, a2),
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Fig. 2. The vectors a1, . . . , am ∈ R2 .
where
P1i =
ri−1−
n=0
cin⟨a⊥1 , x⟩ri−n−1⟨a⊥i , x⟩
m∑
j=1
rj−ri+n−1
n∑
j=1
rj − ri + n− 1

!(ri − n− 1)!⟨a1, a⊥i ⟩
m∑
j=1
rj−ri+n−1⟨ai, a⊥1 ⟩ri−n−1
,
cin =
∑
dk=n−
dk≥0
k∈{2,...,m}\{i}
∏
k∈{2,...,m}\{i}

rk + dk − 1
dk

α
rk
kiα
dk
ik .
Proof. Firstly, let us consider the expansion of 1⟨a1,x⟩r1 ⟨a2,x⟩r2 ···⟨am,x⟩rm . It is obvious that no broken basis of
{a1, . . . , a1, a2, . . . , a2, . . . , am, . . . , am}
are
{a1, ai}, i = 2, . . . ,m.
With Eq. (4) and the induction onm, we can get
1
⟨a1, x⟩r1⟨a2, x⟩r2 · · · ⟨am, x⟩rm
=
m−
i=2
ri−1−
n=0
Σdk=n∑
dk≥0
k∈{2,...,m}\{i}
∏
k∈{2,...,m}\{i}

rk+dk−1
dk

α
rk
kiα
dk
ik
⟨a1, x⟩
m∑
j=1
rj−ri+n⟨ai, x⟩ri−n
. (5)
By the relation between hyperplane arrangements and truncated powers (Theorem 6), then the theorem holds. 
In [1], de Boor et al. gave the lowest degree of truncated powers and box splines, as stated in the following theorem.
Theorem 12 ([1]). BXr , as a function on the B(Xr) =
∑m
i=1
∑rj
j=1 tijai, 0 ≤ tij ≤ 1, j = 1, . . . , ri, i = 1, . . . ,m, is a piecewise
on the complement of local mesh Γloc(Xr) =∑mi=1∑rjj=1 tijai, tij ∈ {0, 1}, j = 1, . . . , ri, i = 1, . . . ,m, and each piecewise is in
Pk, k =∑mj=1 rj − 2. Furthermore, BXr ∈ C r−2, where r = min ∑mj=1 rj − ri|i ∈ {1, . . . ,m}.
A natural question arisen: what is the smoothness degree on each partition edge? In what follows, we give the answer
with the CSC method. This result develops de Boor’s. Firstly, we give a definition about the smoothness degree of truncated
powers and box splines.
Definition 13. The least smoothness degree of TXr (or BXr ) on the edges paralleling a1, a2, . . . , am is µ1, µ2, . . . , µm
respectively. We say that the smoothness degree of TXr (or BXr ) is µi on the partition edges of the direction of ai, and denote
TXr (or BXr ) ∈ CX (µ1, µ2, . . . , µm).
The following theorems give the least smoothness degrees of TXr and BXr on each direction of partition edges.
Theorem 14. TXr is in CX
∑m
i=1 ri − r1 − 2,
∑m
i=1 ri − r2 − 2, . . . ,
∑m−1
i=1 ri − 2

.
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Proof. Without loss of generality, let ai be the vectors as shown in Fig. 2. We carry out our result for different orders of
{a1, a2, . . . , am}.
For the sequence
{ad, . . . , ad, a1, . . . , a1, . . . , ad−1, . . . , ad−1, ad+1, . . . , ad+1, . . . , am, . . . , am},
it is obvious that its no broken bases are
{ad, ai}, i ∈ {1, . . . , n} \ {d}.
Similarly to Theorem 11, we can get
TXr (x) =

Pdm, x ∈ C(am−1, am),
. . . ,
Pd(d+1) + · · · + Pdm, x ∈ C(ad, ad+1),
Pd1 + · · · + Pd(d−1), x ∈ C(ad−1, ad),
. . . ,
Pd1, x ∈ C(a1, a2),
where Pdi = pdi⟨a⊥i , x⟩Σ
m
j=1rj−ri−1, pdi is a polynomial. Choosing some Pij, we can get
TXr (x) =

P1m = P2m, x ∈ C(am−1, am),
P2m + P2(m−1) = P3m + P3(m−1), x ∈ C(am−2, am−1),
. . . ,
P(m−2)1 + P(m−2)2 = P(m−1)1 + P(m−1)2, x ∈ C(a2, a3),
P(m−1)1 = Pm1, x ∈ C(a1, a2).
Then, by the CSC method (Theorem 1), we have
0 = (0− Pm1)+ (P(m−1)1 − (P(m−1)1 + P(m−1)2))+ · · · + (P1m − 0)
=
m−
i=1
(−pmi)⟨a⊥i , x⟩
m∑
j=1
rj−ri−1
,
which implies that TXr ∈ CX
∑m
i=1 ri − r1 − 2,
∑m
i=1 ri − r2 − 2, . . . ,
∑m−1
i=1 ri − 2

. 
Because BXr is a linear combination of shifts of TXr , we can get the following theorem directly.
Theorem 15. BXr is in CX
∑m
i=1 ri − r1 − 2,
∑m
i=1 ri − r2 − 2, . . . ,
∑m−1
i=1 ri − 2

.
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