Classifying rendezvous tasks of arbitrary dimension  by Liu, Xingwu et al.
Theoretical Computer Science 410 (2009) 2162–2173
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Classifying rendezvous tasks of arbitrary dimension
Xingwu Liu a,∗, Zhiwei Xu a, Jianzhong Pan b
a Institute of Computing Technology, Chinese Academy of Sciences, China
b School of Mathematics and System Sciences, Chinese Academy of Sciences, China
a r t i c l e i n f o
Article history:
Received 20 August 2007
Received in revised form 16 January 2009
Accepted 24 January 2009
Communicated by D. Peleg
Keywords:
Distributed computing
Loop agreement
Rendezvous
Computability
Classification
a b s t r a c t
The rendezvous is a type of distributed decision tasks including many well-known
tasks such as set agreement, simplex agreement, and approximation agreement. An n-
dimensional rendezvous task, n ≥ 1, allows n + 2 distinct input values, and each
execution produces at most n + 2 distinct output values. A rendezvous task is said to
implement another if an instance of its solution, followed by a protocol based on shared
read/write registers, solves the other. The notion of implementation induces a classification
of rendezvous tasks of every dimension: two tasks belong to the same class if they
implement each other. Previous work on classifying rendezvous tasks only focused on 1-
dimensional ones.
This paper solves an open problemby presenting the classification of nice rendezvous of
arbitrary dimension. An n-dimensional rendezvous task is said to be nice if the qth reduced
homology group of its decision space is trivial for q 6= n, and free for q = n. Well-known
examples are set agreement, simplex agreement, and approximation agreement. Each n-
dimensional rendezvous task is assigned an algebraic signature, which consists of the nth
homology group of the decision space, as well as a distinguished element in the group. It is
shown that an n-dimensional nice rendezvous task implements another if and only if there
is a homomorphism from its signature to that of the other. Hence the computational power
of a nice rendezvous task is completely characterized by its signature.
In each dimension, there are infinitely many classes of rendezvous tasks, and exactly
countable classes of nice ones. A representative is explicitly constructed for each class of
nice rendezvous tasks.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A distributed computing system consists of finitely many sequential processes communicating via shared read/write
registers and other mechanisms [16]. The mechanisms include communication channels, synchronizing primitives, and
general services [1,9]. The processes are asynchronous and may fail by stopping, so it is indistinguishable whether an
irresponsive process has failed or is only running slowly. A protocol is a distributed program in such a system. A task is
a distributed coordination problem where each process starts with a private input value and decides an output value such
that the decisions of all processes meet some specification [10]. Well-known examples of tasks include consensus [8], set
consensus[5], and renaming [2]. A protocol is said to solve a task if, starting with any legal input assignment, the outputs
produced in any execution of the protocol meet the task specification.
This paper focuses on rendezvous tasks [11,15], which intuitively model the scenarios where autonomous agents move
around in a specific space to meet one another. The significance of rendezvous lies in three aspects. First, it can be used
in many applications, for example web-crawling, peer-to-peer lookup, and meeting scheduling. Second, it includes many
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well-known tasks such as set agreement and approximation agreement, so the research will provide an underlying theory
and systematic methods for these tasks. Third, it plays a critical role in proving the undecidability of a variety of distributed
tasks [10].
Computability and efficiency [3,7,12] are important topics on rendezvous tasks. Work on these topics (for example [14,
17]), except [10,11], mainly considered specific rendezvous tasks, and not general theory or systematic methods.
In [10], Herlihy and Rajsbaum investigated the computability of loop agreement — a type of rendezvous tasks. A loop
agreement task is defined in terms of an edge loop in a 2-complex, with three distinguished points on the loop. It stands for
a task with the distinguished points as input values and the vertices of the 2-complex as output values. In an execution, if
the inputs are the same, the outputs all coincide with the input; if the inputs have two distinct values, the outputs span a
simplex along the segment of the loop connecting the two points; otherwise, the outputs span an arbitrary simplex in the
complex. [10] showed that a loop agreement task is solvable in certain models if and only if the loop is contractible in the
2-complex, so the solvability of loop agreement tasks in these models is undecidable.
In [11], a classification of loop agreement tasks was presented based on their relative computability. It considered
whether a task T1 can implement T2, i.e. T2 can be solved by calling an instance of a solution to T1, followed by a protocol
based on shared read/write registers. Loop agreement tasks can be classified according to the equivalence relation induced
by implementation. [11] assigned an algebraic signature to each loop agreement task, which is a pair consisting of the
fundamental group of the 2-complex and the path class represented by the loop. It was shown that T1 can implement T2 if
and only if there is a homomorphism from the signature of T1 to that of T2. As a result, the signature completely characterizes
the computability of a loop agreement task.
[10,11] only considered loop agreement. We call loop agreement the 1-rendezvous (rendezvous of dimension 1), since a
loop is a 1-dimensional topological space. Any task withmore than three input values cannot be cast as a 1-rendezvous task,
including the well-known (n+ 1, n)-agreement[6] for n ≥ 3. In addition, the classification in [11] was not constructive, in
the sense that a representative was not constructed for each class. Hence, this paper explores an open problem proposed by
[11], trying to extend the results in [11] from dimension 1 to arbitrary dimension.
Surprisingly, this seemingly natural extension is still pending, possibly due to the following obstacle. The power of
the signatures of 1-rendezvous tasks comes from the fact that any homomorphism between signatures is induced by a
continuous map between the 2-complexes. But this fails in higher dimensions, no matter whether signatures are defined
in terms of homotopy groups or homology groups. Hence, the ‘‘if’’ part of the main result in [11] does not hold generally
in higher-dimensional cases. Proper constraints must be imposed on the complexes in order to guarantee the power of
signatures.
This paper defines an n-dimensional rendezvous task, or n-rendezvous task, in terms of an (n + 1)-complex and a
simplicial embedding of a subdivided n-sphere to the complex. The (n + 1)-complex is called its decision space. Given a
generator of the nth homology group of the n-sphere, the embedding uniquely determines an element in the nth homology
group of the decision space, so the definition of signatures of 1-rendezvous can be adapted to the n-dimensional case. To
retain the power of the signatures, we require the decision space to be simply connected, withmth reduced homology group
trivial for m 6= n, and free Abelian otherwise. A rendezvous task satisfying this constraint is said to be nice. The niceness
property enables any signature homomorphism to be induced by a continuous map.
The main contribution lies in the following aspects.
• For rendezvous tasks of arbitrary dimension, their algebraic signatures are defined. We show that, generally, one
rendezvous task implements another only if there is a homomorphism from its signature to that of the other, and vice
versa if the tasks are nice. So, the signatures of nice rendezvous tasks completely characterize their computability.
• The nice rendezvous tasks are divided into infinitely many, countable classes, according to the equivalence relation
determined by mutual implementation.
• A representative is constructed for each class of nice rendezvous tasks.
The rest of this paper is organized as follows. In Section 2, preliminaries on topology and distributed tasks are presented. In
Section 3, rendezvous tasks and their algebraic signatures are defined. Sections 4 and 5 respectively deal with the necessary
and sufficient conditions of implementing one task from another. Section 6 provides further observations based on ourmain
results in Section 5. Section 7 concludes this paper.
2. Preliminaries
This section will introduce our distributed computing model and formalize the notion of a task. Necessary material from
algebraic topology is also presented, because our main techniques come from homology theory and some from homotopy
theory. There is a long line of work in distributed computability (for example, [4,13,18]) also borrowing tools from algebraic
topology.
2.1. System model and task formalization
The computingmodel and task formalization coincide with those in [11], so wewill present them very briefly. Interested
readers should please refer to Subsection 3.1 of [11].
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We adopt the shared-memory model [16] for distributed computing, where a system consists of a finite set of
asynchronous sequential processes, which communicate through shared memory. The shared memory includes read/write
registers and possibly more powerful objects and services. A process may delay indefinitely, or fail by stopping.
A task is a distributed coordination problem in which each process starts with a private input value, communicates with
others via shared memory, produces an output value, and halts.
Formally, an m-process task T is specified by a triple (I,O,∆), where I ⊆ (DI⋃ {⊥})m \ {(⊥, . . . ,⊥)} is the set of
input vectors, O ⊆ (DO⋃{⊥})m \ {(⊥, . . .⊥)} is the set of output vectors, and∆ ⊆ I× O is the task specification. DI and
DO are the input and output data types, respectively. I and O are both prefix-closed [11]. An element I ∈ I represents an
assignment of input values in an execution: if Ii 6= ⊥, the ith process starts with input Ii, otherwise it does not participate
in that execution. The meaning of output vectors can be likewise understood.∆ carries an input vector to a set of matching
output vectors, specifying the legal outputs for that input assignment. Here, vectors I ∈ I and O ∈ O are said to match
when, for any i, Ii = ⊥ if and only if Oi = ⊥.
Anm-process protocol is said to r-resiliently solve a task (I,O,∆) if, for every execution where the input vector is I and
at least n− r processes decide, the decision vector is a prefix of some output vector in∆(I). When r = n− 1, the protocol
is said to be wait-free.
We also borrow the notion of implementation from [11]. A task T is said to be implementable from task T ′ if T can
be solved by calling an instance of a protocol that solves T ′, possibly followed by accessing shared read/write registers.
Implementation naturally induces an equivalence relation where two tasks are equivalent if and only if they are mutually
implementable.
2.2. Some concepts and facts in algebraic topology
We recall necessary preliminaries in algebraic topology. For further information, please refer to [19,20].
2.2.1. Simplicial complexes and quotient spaces
For n ≥ 0, the standard n-sphere is the subspace Sn = {(t0, t1, . . . , tn) ∈ Rn+1|∑ni=0 t2i = 1} of (n + 1)-dimensional
Euclidean space Rn+1.
Arbitrarily choose a finite set of points {v0, v1, . . . , vd} ⊂ Rn. If they are affinely independent, the convex closure
s =
{∑d
i=0 λivi|
∑d
i=0 λi = 1 and each λi ≥ 0
}
is called the simplex spanned by {v0, v1, . . . , vd}, and is denoted by
{v0, v1, . . . , vd}. The simplex spanned by any subset of {v0, v1, . . . , vd} is called a face of s. Each vi is called a vertex of s.
The dimension of s is defined to be d.
A finite set ofwell-positioned simplexes in a Euclidean space, togetherwith all their faces, is called a (simplicial) complex.
A complex is said to be an n-complex if each simplex in it is of dimension no more than n. A complex K ′ is said to be a
subcomplex of K if K ′ ⊆ K .
A map f from complex K to K ′ is simplicial if, for each vertex v of K , f (v) is also a vertex of K ′, and, for each simplex
s = {v0, v1, . . . , vd} ∈ K , f (s) is spannedby the set of f (v0), f (v1), . . . , f (vd). An injective simplicialmap is called a simplicial
embedding.
For any complex K in Rn, the subspace |K | = ⋃s∈K s of Rn is called the polyhedron of K . A simplicial map f : K → K ′
induces a continuously map |f | : |K | → |K ′|, |f |(v) =∑di=0 λif (vi) for each v =∑di=0 λivi ∈ {v0, v1, . . . , vd} ∈ K .
A complex σ(K) is called a subdivision of complex K if any simplex in σ(K) lies in a simplex in K , and any simplex in K
is the union of some simplexes in σ(K).
Given topological spaces X, Y and a continuous map f : A ⊆ X → Y , let Rf be the smallest equivalence relation over
X
⊔
Y such that x and f (x) are equivalent for x ∈ A, where X⊔ Y is the disjoint union of X and Y . Endow (X⊔ Y )/Rf with
the most refined topology such that the quotient map ρ : X⊔ Y → (X⊔ Y )/Rf is continuous. Then the topological space
(X
⊔
Y )/Rf is called the quotient space of X and Y under f , and simply denoted (X
⊔
Y )/f , or X/f when f is surjective.
Example 1. Let X = Sn × {1, 2, . . . , r}, ∗ be the singleton space, A = {v0} × {1, 2, . . . , r}, where v0 = (1, 0, . . . , 0) ∈ Sn,
and f : A → ∗. The quotient spaceW nr = X/f is called the wedge sum of r n-spheres. Generally, given topological spaces
Xi, 1 ≤ i ≤ m, and A = {v0, . . . , vr}with vi ∈ Xi for each i, then the quotient space (⊔mi=1 Xi)/f , where f : A→ ∗, is called
the wedge sum of Xi’s.
Fig. 1 is an illustration of the wedge sum of r 2-spheres.
2.2.2. Homotopy
Consider topological spaces X, Y with subsets A ⊆ X and B ⊆ Y , and two continuous maps f , g : X → Y . Let [0, 1] stand
for the segment from 0 to 1 on the real line. If there is a continuous map H : [0, 1] × X → Y such that H(0, ·) = f and
H(1, ·) = g , then f and g are homotopic, denoted f ∼H g or simply f ∼ g . When H([0, 1] × A) ⊆ B, f and g are homotopic
relative to A and B, denoted f ∼H g rel A, B or f ∼A,B g . If there is a map h : Y → X such that hf ∼ idX and fh ∼ idY , then X
and Y are said to be homotopy equivalent, denoted X w Y , and f is called a homotopy equivalence. Hereunder, the symbol
idX denotes the identity map on space X .
Both homotopy and relative homotopy are equivalence relations.
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Fig. 1. The wedge sum of r 2-spheres.
(Homotopic Extension Theorem). Given complexes X, Y , and a subcomplex A ⊆ X, if maps f : X → Y and g : A→ Y satisfy
that f |A ∼H g, then there is H ′ : [0, 1] × X → Y such that H ′(0, ·) = f , H ′(1, ·)|A = g, and H ′|[0,1]×A = H.
Let pin(X, x0) = {f |f : (Sn, v0)→ (X, x0)} / ∼v0,x0 , where v0 = (1, 0, . . . , 0) ∈ Sn, x0 ∈ X . There is a canonical binary
operation ‘‘+’’ such that (pin(X, x0),+) is a group, which is still denoted by pin(X, x0) and is Abelian when n > 1. For a path-
connected space X , different choices of x0 always produce isomorphic pin(X, x0), so it is justified to write pin(X) for pin(X, x0)
for such X . Hereunder, given f : (Sn, v0)→ (X, x0), the symbol [f ] denotes the element of pin(X, x0) that contains f .
Example 2. For n > 0, pin(Sn) is isomorphic to the integer group Z , generated by [idSn ].
A map f : (X, x0)→ (Y , y0) induces a homomorphism f ]n : pin(X, x0)→ pin(Y , y0), [g] 7→ [fg]. If f ∼x0,y0 g : (X, x0)→
(Y , y0), then f
]
n = g]n .
2.2.3. Homology
A simplex s = {v0, v1, . . . , vm}, with the vertices ordered into v0v1 · · · vm, is called an oriented simplex, denoted−→s = −−−−−−→v0v1 · · · vm.
A singular n-simplex α of a topological space X is a continuous map α : −→s → X , where −→s is an oriented simplex.
Let C−1(X) = 0, and let Cn(X) be the free Abelian group generated by all singular n-simplexes. For n ≥ 0, define
the boundary homomorphism ∂n : Cn(X) → Cn−1(X) such that, for each singular n-simplex α : −−−−−−→v0v1 · · · vn → X ,
∂n(α) =∑ni=0(−1)ifacei(α), where facei(α) = α|−−−−−−−−−−−−→v0···vi−1vi+1···vn .
Since, for all n ≥ 0, Bn(X) = ∂n+1(Cn+1(X)) is a subgroup of Zn(X) = {α ∈ Cn(X)|∂n(α) = 0}, we define the group
Hn(X) = Zn(X)/Bn(X), which is called the nth homology group of X . Each element in Hn(X) is called an n-homology class of
X , and 〈z〉 represents the n-homology class of X containing z ∈ Zn(X).
Example 3. For n > 0, Hn(Sn) is isomorphic to the integer group Z . When 0 < m 6= n, Hm(Sn) = 0.
A map f : X → Y induces a homomorphism f ∗n : Hn(X) → Hn(Y ), 〈
∑
λiαi〉 7→ 〈∑ λif αi〉, where each αi is a singular
n-simplex. There are some facts:
• If f ∼ g , then f ∗n = g∗n .• (fg)∗n = f ∗n g∗n .• If f : X → Y is a homotopy equivalence, then f ∗n is an isomorphism.
(Whitehead Theorem). Consider the polyhedron |K | of an n-complex K . If it is connected and simply connected and has trivial
homology groups at dimensions 1 ≤ m ≤ n− 1, then |K | is homotopy equivalent to W nr for some r.
For any topological space X and integer n > 1, there is a canonical homomorphismH : pin(X) → Hn(X).H is called a
Hurewicz homomorphism. It is natural in the sense that f ∗nH = H f ]n for any continuous map f and n > 1.
(Hurewicz Theorem). For any topological space X and integer n > 1, if X is connected and simply connected and has trivial
homology groups at dimensions 1 ≤ m ≤ n− 1, thenH : pin(X)→ Hn(X) is an isomorphism.
3. Rendezvous and its signature
Definition 1. An n-rendezvous task T is defined as a triple (K , σ (Σn), ϕ), where the decision space K is an (n+1)-complex,
σ(Σn) is a subdivision of the complexΣn, and ϕ : σ(Σn)→ K is a simplicial embedding. The complexΣn is the boundary
of the simplex ∇n+1 = {v0, v1, . . . vn+1} where v0 = (1, 0, . . . , 0), v1 = (0, 1, 0, . . . , 0), . . . , vn = (0, . . . , 0, 1) and
vn+1 = (−1,−1, . . . ,−1). We assume that |K | is connected and simply connected.
For a topological illustration of rendezvous, please refer to Fig. 2.
Let KU = ϕ(σ({vi0 , vi1 , . . . , vik})) ⊂ K , for U = {i0, i1, . . . , ik} ⊂ {0, . . . , n + 1}. Let DI = {0, . . . , n + 1}, and DO be
the set of vertices of K . For any positive integerm, them-process task represented by the rendezvous task (K , σ (Σn), ϕ) is
T = (I,O,∆), where I = (DI⋃ {⊥})m \ {(⊥, . . . ,⊥)}, O = (DO⋃ {⊥})m \ {(⊥, . . . ,⊥)}, and
∆(I) =
{{O|Omatches I, and val(O) ∈ Kval(I)} if val(I) 6= {0, . . . , n+ 1}
{O|Omatches I, and val(O) ∈ K} otherwise. (3.1)
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Fig. 2. A rendezvous task (K , σ (Σn), ϕ).
Fig. 3. (4, 3)-agreement and trivial 3-simplex agreement.
Fig. 4. An illustration of |ϕ|η.
Here val(I) stands for the set of values in DI appearing in I , and likewise for val(O). Intuitively, in each execution, the
processes converge on a simplex.
Example 4. The task of (n+2, n+1)-agreement, whichmeans the set agreementwhose set of input values is {0, . . . , n+1}
and each of whose executions produces at most n+ 1 distinct values, is described by the rendezvous task (Σn,Σn, idΣn).
Example 5. The task of trivial (n + 1)-simplex agreement, where the input data type is {0, 1, . . . , n + 1} and the output
values in each execution are among the assigned input values, is described by the rendezvous task (∇n+1,Σn, iΣn), with iΣn
denoting the inclusion map fromΣn to ∇n+1.
The two tasks are illustrated in Fig. 3, with Σ2 and the embedding maps omitted. The left one is a hollow tetragon,
representing (4, 3)-agreement, while the right one is solid, representing trivial 3-simplex agreement.
Definition 2. An n-dimensional rendezvous task (K , σ (Σn), ϕ) is said to be nice if
Hq(|K |) =
{
a free Abelian group if q = n or q = 0
0 otherwise. (3.2)
Example 6. Both (n+ 2, n+ 1)-agreement and (n+ 1)-simplex agreement are nice n-rendezvous tasks.
Hereunder, the symbol τ stands for a fixed generator of Hn(Sn) ∼= Z , and η represents a fixed homeomorphism from Sn to
|Σn|.
Consider an arbitrary rendezvous task T = (K , σ (Σn), ϕ). Since |σ(Σn)| = |Σn|, the map η : Sn → |σ(Σn)| makes
sense. And (|ϕ|η)∗n(τ ) is an element in Hn(|K |). See Fig. 4 for an illustration of |ϕ|η. We are ready to assign T an algebraic
signature, denoted sig(T ).
Definition 3. sig(T ) = (Hn(|K |), (|ϕ|η)∗n(τ )) for rendezvous task T = (K , σ (Σn), ϕ).
Example 7. The signature of (n + 2, n + 1)-agreement is (Hn(Σn), η∗n(τ )), where Hn(Σn) is isomorphic to the group of
integers, with η∗n(τ ) as a generator.
Example 8. The signature of trivial (n+ 1)-simplex agreement is ({0}, 0).
Given topological spaces X, Y , and A, a map f : X → Y is said to be a map from (X, ϕ : A → X) to (Y , ϕ′ : A → Y ) if it
satisfies that f ϕ = ϕ′.
Given groups G, G′, and e ∈ G, e′ ∈ G′, then (G, e) and (G′, e′) are said to be homomorphic (respectively, isomorphic) if
there is a homomorphism (respectively, isomorphism) h : G→ G′ such that h(e) = e′. And h is said to be a homomorphism
(respectively, isomorphism) from (G, e) to (G′, e′).
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Fig. 5. An illustration of Lemma 3.
4. Necessity for general rendezvous
Arbitrarily choose two rendezvous tasks T = (K , σ (Σn), ϕ) and T ′ = (K ′, σ ′(Σn), ϕ′). In this section, we claim that,
if T implements T ′, then there is a homomorphism from sig(T ) to sig(T ′). The reasoning process includes two parts: on
the one hand, the implementability implies the existence of a map. On the other hand, the existence of a map implies a
homomorphism.
Lemma 1. T implements T ′ if and only if there is a map from (|K |, |ϕ|) to (|K ′|, |ϕ′|).
Proof. Theproof of Lemma6.7 in [11] is independent of dimension, so it can be adapted to our casewithout anymodification.
We omit the proof here. 
Lemma 2. Amap from (|K |, |ϕ|) to (|K ′|, |ϕ′|) induces a homomorphism from (Hn(|K |), (|ϕ|η)∗n(τ )) to (Hn(|K ′|), (|ϕ′|η)∗n(τ )).
Proof. This is well known in topology. 
Corollary 1. Rendezvous task T = (K , σ (Σn), ϕ) implements T ′ = (K ′, σ ′(Σn), ϕ′) only if there is a homomorphism from
sig(T ) to sig(T ′).
Example 9. The signatures of (n+ 2, n+ 1)-agreement and trivial (n+ 1)-simplex agreement are (Z, 1) and ({0}, 0) up to
isomorphism, respectively, where Z is the group of integers. Of course there is no homomorphism from ({0}, 0) to (Z, 1). As
a result, one cannot implement (n+ 2, n+ 1)-agreement from trivial (n+ 1)-simplex agreement.
5. Sufficiency for nice rendezvous
It is known that, for general n-rendezvous tasks (K , σ (Σn), ϕ) and (K ′, σ ′(Σn), ϕ′), the inverse of Lemma 2 does not
hold. However, if both of them are nice, then it does hold, so the implementability of one nice rendezvous task from another
is completely determined by their signatures. To prove this fact, we first show that |K | and |K ′| are homotopy equivalent to
the wedge sums of some n-spheres, and then show that, for two wedge sumsW np andW
n
q of n-spheres, any homomorphism
from Hn(W np ) and Hn(W
n
q ) can be induced by a continuous map fromW
n
p toW
n
q . These two aspects eventually lead to the
desired map from (|K |, |ϕ|) to (|K ′|, |ϕ′|). By default, all the rendezvous tasks discussed in this section are of dimension
higher than 1.
Lemma 3. Given a nice rendezvous task (K , σ (Σn), ϕ), there is a positive integer r such that |K | ' W nr , where W nr is the wedge
sum of r n-spheres.
Proof. The proof can be figured out by following the techniques used in the proof of Whitehead Theorem, so it is omitted
here. 
The meaning of Lemma 3 is illustrated in Fig. 5.
Nowwe have to set some notations. For a natural number r , letNr = {1, 2, . . . , r}. Recall thatW nr = (Sn×Nr)/fr , where
fr : {v0} × Nr → ∗ with v0 = (1, 0, . . . , 0) ∈ Sn. Let ρr : Sn × Nr → W nr be the quotient map. For any positive integer
i ≤ r , let θi : Sn → Sn × Nr , v 7→ (v, i). Hn(W nr ) is a free Abelian group generated by r generators {α1, . . . , αr}, where
αi = (ρrθi)∗n(τ ). Define %i : W nr → S,
ρr(v, j) 7→
{
v if j = i
v0 otherwise.
(5.1)
An important property of %i is that α = Σ r1λiαi ∈ Hn(W nr ) if and only if (%i)∗n(α) = λiτ for all 1 ≤ i ≤ r .
Lemma 4. Given wedge sums W np and W
n
q of n-spheres, any homomorphism from Hn(W
n
p ) to Hn(W
n
q ) can be induced by a
continuous map from W np to W
n
q .
Proof. Consider an arbitrary homomorphism h : Hn(W np )→ Hn(W nq ), and suppose, for 1 ≤ i ≤ p, h(αi) =
∑q
j=1 λi,jαj. Now
we construct a map which induces h. Fix some i.
2168 X. Liu et al. / Theoretical Computer Science 410 (2009) 2162–2173
Fig. 6. An illustration of Xi,j .
Fig. 7. The illustration of ψi .
Fig. 8. The diagram for %j, γi, ψi, γi,j , and ζi,j .
LetMi =∑qj=1 |λi,j|, and ki : NMi → Nq be such that∑ki(j)−1l=1 |λi,l| + 1 ≤ j ≤∑ki(j)l=1 |λi,l| for all j ∈ NMi . It always holds
that λi,ki(j) 6= 0.
Recall that Sn = {(t0, . . . , tn−2, tn−1 sinβ, tn−1 cosβ) ∈ Rn+1|tn−1 ≥ 0, 2pi ≥ β ≥ 0,∑n−1j=0 t2j = 1}. For 1 ≤ j ≤ Mi,
let Xi,j be the subspace of Sn with 2(j − 1)pi/Mi ≤ β ≤ 2jpi/Mi, as illustrated in Fig. 6. Let Xi = ⋃Mij=1 ∂Xi,j, where ∂Xi,j is
the boundary of Xi,j. Consider the quotient space Yi = Sn/ξi, where ξi : Xi → ∗. Let ψi : Sn → Yi be the quotient map. See
Fig. 7. Note the facts:
• ψi(Xi,j) is homeomorphic to Sn.
• ψi|X˙i,j : X˙i,j → ψi(Xi,j)− ψi(v0) is a homeomorphism, where X˙i,j is the interior of Xi,j.• Yi is the wedge sum of all ψi(Xi,j) at ψi(v0), 1 ≤ j ≤ Mi.
Assume γi,j : ψi(Xi,j) → Sn to be a homeomorphism. Without loss of generality, assume γi,jψi(v0) = v0. Define
ζi,j : Sn → ψi(Xi,j),
v 7→
{
ψi(v) if v ∈ Xi,j
ψi(v0) otherwise.
(5.2)
Then γi,jζi,j : Sn → Sn satisfies that γi,jζi,j|X˙i,j = γi,j|ψi(Xi,j)−ψi(v0)ψi|X˙i,j : X˙i,j → Sn − v0 is a homeomorphism, and
γi,jζi,j(S
n− X˙i,j) = {v0}. See the top part of Fig. 8. One can show that γi,jζi,j is homotopic to a homeomorphism g : Sn → Sn.
So, γi,j can be properly chosen such that (γi,jζi,j)∗n = idHn(Sn). For each 1 ≤ j ≤ Mi, choose γi,j in this way.
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Fig. 9. An illustration of ιi .
Fig. 10. The diagram for ω, ι, ρ, µ, and δ.
Fig. 11. An illustration of the map f .
Now, define γi : Yi → W nMi ,
ψi(v) 7→ ρMi(γi,j(ψi(v)), j) if v ∈ Xi,j. (5.3)
An important property of γi is that, for any 1 ≤ j ≤ Mi, %jγiψi = γi,jζi,j. See Fig. 8. Hence, for 1 ≤ j ≤ Mi,
(%j)
∗
n(γiψi)
∗
n(τ ) = (%jγiψi)∗n(τ ) = (γi,jζi,j)∗n(τ ) = idHn(Sn)(τ ) = τ , which means that (γiψi)∗n(τ ) =
∑Mi
j=1 αj.
Define δi : Sn ×NMi → Sn ×Nq,
(t0, . . . , tn, j) 7→
{
(t0, . . . , tn, ki(j)) if λi,ki(j) ≥ 0
(t0, . . . , tn−1,−tn, ki(j)) otherwise. (5.4)
Then there is a unique ιi : W nMi → W nq such that ρqδi = ιiρMi . See Fig. 9. For 1 ≤ j ≤ Mi and 1 ≤ l ≤ q, consider
(%l)
∗
n(ιi)
∗
n(αj) = (%lιi)∗n(αj) = (%lιiρMiθj)∗n(τ ) = (%lρqδiθj)∗n(τ )
=
{
(idSn)∗n(τ ) if l = ki(j) and λi,ki(j) > 0
(id′Sn)
∗
n(τ ) if l = ki(j) and λi,ki(j) < 0
0 otherwise
(5.5)
where id′Sn : (t0, . . . , tn) 7→ (t0, . . . , tn−1,−tn). Because (id′Sn)∗n(τ ) = −τ ,
(ιi)
∗
n(αj) =
{
αki(j) if λi,ki(j) > 0−αki(j) otherwise. (5.6)
Now, let M = ∑pi=1Mi, and ρ : ⊔pi=1W nMi → W nM be the obvious quotient map, i.e. for any y = ρi(v, j), ρ(y) =
ρM(v,
∑i−1
l=1Ml + j). Here,
⊔
stands for disjoint union.
Let ωi = γiψi. Define ω = ∏pi=1 ωi : Sn × Np → ⊔pi=1W nMi , (v, i) 7→ ωi(v) ∈ W nMi . We have ωθi = ωi. Then there is a
unique map µ : W np → W nM such that µρp = ρω. See the left part of Fig. 10.
Define ι :⊔pi=1W nMi → W nq , which satisfies ι|WnMi = ιi for each 1 ≤ i ≤ p. There is a uniquemap δ : W nM → W nq satisfying
δρ = ι. See the right part of Fig. 10.
Let f = δµ : W np → W nq . See Fig. 11. We proceed to show that f ∗n = h. For any 1 ≤ i ≤ p, f ∗n (αi) = (δµ)∗n(αi) =
(δµρpθi)
∗
n(τ ) = (ιωθi)∗n(τ ) = (ιiωi)∗n(τ ) = (ιiγiψi)∗n(τ ) = (ιi)∗n(γiψi)∗n(τ ) = (ιi)∗n(
∑Mi
j=1 αj) =
∑Mi
j=1(ιi)∗n(αj) =∑Mi
j=1 di,jαki(j), where
di,j =
{
1 if λi,ki(j) > 0−1 if λi,ki(j) < 0. (5.7)
As a result, f ∗n (αi) =
∑q
j=1 λi,jαj, which means that f ∗n = h. 
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Fig. 12. The homomorphism h is induced by the map f .
Fig. 13. The maps ν, ω,µ, and g .
Fig. 14. The continuous map g ′ .
Lemma 4 is illustrated in Fig. 12.
Lemma 5. Given nice rendezvous tasks T = (K , σ (Σn), ϕ) and T ′ = (K ′, σ ′(Σn), ϕ′), any homomorphism from sig(T ) to
sig(T ′) can be induced by a map from (|K |, |ϕ|) to (|K ′|, |ϕ′|).
Proof. Let sig(T ) = (G, e) and sig(T ′) = (G′, e′), i.e. e = (|ϕ|η)∗n(τ ), e′ = (|ϕ′|η)∗n(τ ). Consider a homomorphism
h : (G, e)→ (G′, e′). We proceed to construct a map from (K , ϕ) to (K ′, ϕ′) which induces h. According to Lemma 3, there
are integers p and q, and maps ν : |K | → W np and ω : W nq → |K ′|, which induce isomorphisms ν∗n : Hn(|K |)→ Hn(W np ) and
ω∗n : Hn(W nq )→ Hn(|K ′|). Let ε = ν∗n (e) and ε′ = (ω∗n)−1(e′). Let h′ = (ω∗n)−1h(ν∗n )−1 : (Hn(W np ), ε)→ (Hn(W nq ), ε′).
By Lemma 4, there is a continuous map µ : W np → W nq , such that µ∗n = h′. Let g = ωµν : |K | → |K ′|. See Fig. 13. We
have g∗n = ω∗nµ∗nν∗n = ω∗nh′ν∗n = h. Now, we show that there is a map from (|K |, |ϕ|) to (|K ′|, |ϕ′|) which is homotopical
to g .
Let A = image(ϕ) and ϕ˜ : σ(Σn)→ A, s 7→ ϕ(s). Then |ϕ˜|−1 exists because ϕ is an embedding. Define g ′ = |ϕ′||ϕ˜|−1 :
A→ |K ′|. g ′ is illustrated in Fig. 14.
By Lemma 3 and the Hurewicz Theorem, the Hurewicz homomorphismH : pin(|K ′|) → Hn(|K ′|) is an isomorphism. It
follows from g∗n (e) = e′ thatH−1g∗n (e) = H−1(e′).
On the one hand,H−1g∗n (e) = H−1g∗n (|ϕ|η)∗n(τ ) = H−1(g|ϕ|η)∗n(τ ) = (g|ϕ|η)]nH−1(τ ). BecauseH : pin(Sn)→ Hn(Sn)
is also an isomorphism and τ is a generator of Hn(Sn), H−1(τ ) = d[idSn ], where d is either 1 or −1. Then, H−1g∗n (e) =
(g|ϕ|η)]nH−1(τ ) = (g|ϕ|η)]n(d[idSn ]) = d[g|ϕ|η]. On the other hand, we can show that H−1(e′) = d[|ϕ′|η]. As a result,
[g|ϕ|η] = [|ϕ′|η] ∈ pin(|K ′|), which means that g|ϕ|η ∼ |ϕ′|η. Hence, g|ϕ| ∼ |ϕ′|, g|A|ϕ˜| ∼ |ϕ′|, and g|A ∼ |ϕ′||ϕ˜|−1 = g ′.
According to the Homotopic Extension Theorem, there is a continuous map f : |K | → |K ′|which satisfies that f ∼ g and
f |A = g ′. See Fig. 15. Then we have two facts. First, f ∗n = g∗n = h. Second, f |ϕ| = f |A|ϕ˜| = g ′|ϕ˜| = |ϕ′|. Altogether, f is a
map from (|K |, |ϕ|) to (|K ′|, |ϕ′|)which induces h. 
Theorem 1. Given nice rendezvous tasks T = (K , σ (Σn), ϕ) and T ′ = (K ′, σ ′(Σn), ϕ′), T implements T ′ if and only if there is
a homomorphism from sig(T ) to sig(T ′).
Proof. The necessity follows from Corollary 1. The sufficiency follows from Lemma 1 and Lemma 5. 
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Fig. 15. The extension f of g ′ is homotopic to g .
Fig. 16. The two different tasks are equivalent because image(ϕ) = image(ϕ′).
6. Examples and further facts
In this section, some facts are presented to illustrate the power of Theorem 1. By default, all the tasks in the following
are n-rendezvous, for some fixed n > 1.
Implementability induces an equivalence relation R = {(T , T ′)| the tasks T and T ′ can implement each other} among
rendezvous tasks. We use T̂ to denote the equivalence class containing task T .
The following proposition claims that the power of a nice rendezvous task (K , σ (Σn), ϕ) depends on image(ϕ), rather
than on σ or ϕ.
Proposition 1. Given two nice rendezvous tasks T = (K , σ (Σn), ϕ) and T ′ = (K , σ ′(Σn), ϕ′), T̂ = T̂ ′ if image(ϕ) =
image(ϕ′).
Proof. Let X = image(|ϕ|) and iX : X → |K |, x 7→ x. For any map f : A → B, we use f˜ to denote the map
f˜ : A → image(f ), x 7→ f (x). On the one hand, (|ϕ|η)∗n(τ ) = (iX |˜ϕ|η)∗n(τ ) = (iX )∗n(|˜ϕ|η)∗n(τ ). On the other hand,
(|ϕ′|η)∗n(τ ) = (iX )∗n(|˜ϕ′|η)∗n(τ ). Because |˜ϕ′||˜ϕ|−1 : X → X is a homeomorphism and Hn(X) = Hn(Sn) = Z , (|˜ϕ′||˜ϕ|−1)∗n =
k · idHn(X), where k is either 1 or−1. Then, (|˜ϕ′|η)∗n(τ ) = (|˜ϕ′||˜ϕ|−1 |˜ϕ|η)∗n(τ ) = (|˜ϕ′||˜ϕ|−1)∗n(|˜ϕ|η)∗n(τ ) = k(|˜ϕ|η)∗n(τ ). As a
result, we have (|ϕ′|η)∗n(τ ) = k(|ϕη|)∗n(τ ).
There is an isomorphism h : (Hn(|K |), (|ϕ|η)∗n(τ )) → (Hn(|K |), (|ϕ′|η)∗n(τ )), α 7→ kα. It follows from Theorem 1 that
T̂ = T̂ ′. 
Proposition 1 is illustrated by Fig. 16. In this figure, nice 2-rendezvous tasks T = (K , σ (Σ2), ϕ) and T ′ = (K , σ ′(Σ2), ϕ′)
are presented. σ and σ ′ are different; the dark lines illustrate the 1-skeleton ofΣ2. The dark lines in K and K ′ respectively
illustrate the images of the 1-skeleton of Σ2 under ϕ and ϕ′. T and T ′ stand for two different tasks, but, according to
Proposition 1, they are equivalent.
Proposition 2. For any integer m ≥ 1, there is a nice rendezvous task Tm with the signature (Z,m), where Z is the group of
integers. And T̂m 6= T̂m′ for m 6= m′.
Proof. Because the signature of (n+ 2, n+ 1)-agreement is isomorphic to (Z, 1), let T1 stand for (n+ 2, n+ 1)-agreement.
Now go on with the case wherem ≥ 2. The proof is done in three steps.
First, consider the standardn-sphereSn. For any integerm ≥ 2, choose a subspaceX ⊆ Sn such thatX is the union of some
(n−1)-spheres and Sn \X is the disjoint union ofm open n-disks. Arbitrarily orient Sn, and orient each component (which is
an n-disk) of Sn \X with the inherited orientation. Define f : Sn → Sn, such that image(f |X ) = {v0}, and f |C : C → Sn \ {v0}
is an orientation-preserving homeomorphism, for each connected component C of Sn \ X . Obviously, Sn/f ∼= Sn.
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Second, consider space Y = [0, 1] × Sn. Choose X ⊂ {0} × Sn as in step 1, and accordingly define f : {0} × Sn → Sn. It
can be proven that Y/f ' Sn, and the proof is omitted here. Let ρ : Y → Y/f be the quotient map.
Third, triangulate the topological space Y/f into a complex K , such that there is a subdivision σ(Σn) of Σn and a
simplicial embedding ϕ : σ(Σn) → K satisfying that image(|ϕ|) = image(ρ|{1}×Sn). Consider the rendezvous task
Tm = (K , σ (Σn), ϕ). Since |K | = Y/f ' Sn, Tm is a nice n-rendezvous task. Furthermore, Hn(|K |) is isomorphic to Z ,
and (|ϕ|η)∗n(τ ) = mα, where α is a generator of Hn(|K |). As a result, sig(Tm) = (Z,m) up to isomorphism.
Because there is a homomorphism from (Z,m) to (Z,m′) if and only ifm|m′, Tm 6= Tm′ form 6= m′. 
Proposition 3. The following statements hold.
• There are infinitely many classes of rendezvous tasks.
• There are infinitely many classes {c1, c2, . . .} of rendezvous tasks such that ci cannot implement cj for i 6= j.• There is an infinite hierarchy c1c2 · · · of classes of rendezvous tasks such that ci can implement ci+1, but not vice versa, for
i ≥ 1.
Proof. To prove the first two statements, let ci = T̂pi , where pi is the ith smallest prime number. Because there is a
homomorphism from (Z, i) to (Z, j) if and only if i|j, ci cannot implement cj for i 6= j.
To prove the last statement, let ci = T̂2i . Of course, ci can implement ci+1, but not vice versa, for i ≥ 1. 
Let T0 be the trivial (n+ 1)-simplex agreement.
Proposition 4. The set {T̂m|m ≥ 0} exhausts the equivalence classes of nice n-rendezvous tasks.
Proof. Arbitrarily choose a nice n-rendezvous task T with sig(T ) = (G, e). The rest of the proof is divided into two cases.
Case 1: e = 0. Then there are homomorphisms both from (G, e) to (0, 0) and from (0, 0) to (G, e), so T ∈ T̂0.
Case 2: e 6= 0. Then e has the form e = ∑li=1 λiαi, where {αi|1 ≤ i ≤ l} is a set of generators of G, and there is at least
one i such that λi 6= 0.
Now we claim that, if the generators are properly chosen, there can be only one i such that λi 6= 0. We prove this claim
by induction on d = |{1 ≤ i ≤ l|λi 6= 0}|.
Step 1. If d = 1, the claim trivially holds.
Step 2. Hypothesize that the claim holds for all d < j, where 2 ≤ j ≤ l, and we show that it holds for d = j. Without
loss of generality, assume that λ1, λ2 6= 0. There must be integers k1, k2, k3, λ′1, and λ′2 such that λi = k3λ′i for i = 1, 2, and∑
i=1,2 kiλ
′
i = 1.
Let α′1 =
∑
i=1,2 λ
′
iαi, α
′
2 = −k2α1 + k1α2, and α′i = αi for 3 ≤ i ≤ l. Because k1α′1 − λ′2α′2 = α1 and
k2α′1 + λ′1α′2 = α2, {α′i |1 ≤ i ≤ l} is also a set of generators of G. Then e =
∑l
i=0 λiαi = k3α′1 +
∑l
i=3 λiα
′
i . Because|{i|λi 6= 0, i ≥ 3} ∪ {1}| = j− 1 < j, the claim holds by the induction hypothesis.
Thus, we assume that the generators {αi|0 ≤ i ≤ l} are such that e = kα0 for some integer k. We can construct
homomorphisms h : (G, e)→ (Z, k),∑li=0 λiαi 7→ λ0, and h′ : (Z, k)→ (G, e), λ 7→ λα0. As a result, T ∈ T̂k.
To sum, in either case, there always exists k ≥ 0 such that T ∈ T̂k. 
Proposition 5. (n+2, n+1)-agreement can implement any nice n-rendezvous task, and any n-rendezvous task can implement
trivial (n+ 1)-simplex agreement.
Proof. The signature of (n + 2, n + 1)-agreement is isomorphic to (Z, 1). Assume (G, e) to be the signature of a nice n-
rendezvous task T . Themap h : k 7→ ke is a homomorphism from (Z, 1) to (G, e), so (n+2, n+1)-agreement implements T .
The second part of this proposition follows from this fact: the trivial (n + 1)-simplex agreement can be wait-freely
implemented from read/write registers (each process simply outputs its private input value). 
7. Conclusion
This paper completely characterizes the computational power of nice rendezvous tasks of arbitrary dimension by their
signatures. Intuitively, niceness of an n-rendezvous task means nonexistence of holes in its decision space, except at
dimension n. Despite this connectivity constraint, nice rendezvous includes many interesting tasks such as set agreement,
simplex agreement, and approximation agreement. Thus, this work also provides an insight into the computational power
of general rendezvous tasks.
Our main techniques come from algebraic topology. Generally, homology groups are conceptually simpler than
homotopy groups; they are easier to calculate and even are computable for finite simplicial complexes. Hence, we make
an effort to bypass homotopy groups in formulating the definitions and presenting the results, including the lemmas,
the propositions, and the theorem. Also, we use homology groups in the reasoning process whenever possible. The only
exception is the proof of Lemma 5, where homotopy groups are still involved. This involvement may be necessary, because
it is hard to derive homotopy relation of maps only through homology theory.
For a more comprehensive understanding of general rendezvous, it is interesting to study the following issues. First,
how much can the niceness requirement be relaxed, without invalidating Theorem 1? Second, exactly which rendezvous
tasks break the equivalence between signatures and computational power? Third, how can the notion of rendezvous be
generalized so as to include more significant tasks such as renaming and consensus?
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