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We investigate two numerical procedures for the Cauchy problem in linear elasticity, involving the relax-
ation of either the given boundary displacements (Dirichlet data) or the prescribed boundary tractions
(Neumann data) on the over-speciﬁed boundary, in the alternating iterative algorithm of Kozlov et al.
(1991). The two mixed direct (well-posed) problems associated with each iteration are solved using
the method of fundamental solutions (MFS), in conjunction with the Tikhonov regularization method,
while the optimal value of the regularization parameter is chosen via the generalized cross-validation
(GCV) criterion. An efﬁcient regularizing stopping criterion which ceases the iterative procedure at the
point where the accumulation of noise becomes dominant and the errors in predicting the exact solutions
increase, is also presented. The MFS-based iterative algorithms with relaxation are tested for Cauchy
problems for isotropic linear elastic materials in various geometries to conﬁrm the numerical conver-
gence, stability, accuracy and computational efﬁciency of the proposed method.
 2010 Elsevier Ltd. All rights reserved.1. Introduction Theﬁrst classmentioned above is usually based oneither themin-In some inverse boundary value problems in solid mechanics
boundary conditions are incomplete, in the sense that a part of
the boundary of the solution domain occupied by the solid is un-
der-speciﬁed since both the traction and the displacement vectors
are unknown and have to be determined on this portion of the
boundary. It is well-known that such inverse problems are in gen-
eral ill-posed, in the sense that the existence, uniqueness and sta-
bility of their solutions are not always guaranteed, see Knops and
Payne (1971). The lack of complete boundary conditions, encoun-
tered in the case of inverse boundary value problems, is usually
overcome by supplying additional information in the form of either
internal displacement, strain or stress measurements, or over-
speciﬁed boundary conditions on the aforementioned boundary,
the latter being referred to as the Cauchy problem. There are
numerous important contributions in the literature (for an exten-
sive overview of inverse problems in solid mechanics over the last
decades, we refer the reader to Bonnet and Constantinescu (2005),
as well as various approaches, devoted to theoretical and numeri-
cal solutions of inverse boundary value problems in elasticity. In
general two major classes of regularization methods are employed
for the stable solution of inverse boundary value problems in linear
elasticity, namely non-iterative (direct) and iterative methods.ll rights reserved.
36.
imsar.bu.edu.ro (L. Marin),imization of a Tikhonov functional (or, equivalently, the resolution of
the normal equation; Tikhonov and Arsenin, 1986) or the decompo-
sition of the matrix corresponding to the discretised system of equa-
tions, for example using the singular value decomposition (SVD)
(Hansen, 1998), which is successively used to solve a sequence of
well-conditioned problems depending on the regularization parame-
ter. Finally, the optimal value of the regularization parameter and,
consequently, the corresponding optimal solution, are selected using
an appropriate criterion, such as the discrepancy principle (Morozov,
1966), the generalized cross-validation (GCV) criterion (Wahba,
1977) or Hansen’s L-curve method (Hansen, 1998).
In elasticity Maniatty et al. (1989) employed the ﬁnite element
method (FEM) and a ﬁrst-order spatial regularization scheme using
the measurements of internal strains, as well as displacements, to
solve for the boundary traction reconstruction in terms of shape
and magnitude. Schnur and Zabaras (1990) presented the bound-
ary condition reconstruction and the so-called keynode method,
which consists of specifying a polynomial to represent the missing
boundary condition. Spatial regularization and the boundary ele-
ment method (BEM) were also used by Zabaras et al. (1989) to
solve a similar problem. Later, Maniatty and Zabaras (1994) ap-
plied the Bayesian statistical theory for general inverse problems
to inverse elasticity problems and also compared it to the method
proposed in Schnur and Zabaras (1990). Gao and Mura (1991) for-
mulated for the ﬁrst time the Cauchy problem in two-dimensional
elasticity in terms of both its integral representation (i.e. using the
two-dimensional Kelvin solution) and the Tikhonov regularization
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mulation to inverse problems associated with elastoplasticity, as
well as the presence of cracks in elastic materials. Martin et al.
(1995) combined the BEM and the SVD to determine the numerical
solution of Cauchy problems in two-dimensional elasticity. How-
ever, in all of the above papers, no automatic criterion to efﬁciently
select the regularization parameter was used. Both Turco (1999)
and Marin and Lesnic (2002a) used the BEM to discretise the prob-
lem along with the Tikhonov regularization method completed by
the GCV criterion and Hansen’s L-curve rule, respectively, in order
to make the solution process entirely automatic. The BEM-based
system of linear equations was successfully solved with the conju-
gate gradient method (CGM) and a stopping criterion based on a
Monte–Carlo simulation of the GCV by Turco (2001). The SVD, in
conjunction with the BEM, was employed by Marin and Lesnic
(2002b) to determine the numerical solutions to Cauchy problems
in linear elasticity. Bilotta and Turco (2009) solved the Cauchy
problem in two-dimensional isotropic linear elasticity by using a
standard FEM approach, together with the Tikhonov regularization
method and the GCV criterion for the optimal choice of the regular-
ization parameter. Marin and Lesnic (2004) and Marin (2005) pro-
posed a meshless method, namely the method of fundamental
solutions (MFS), in conjunction with the Tikhonov regularization
method, for solving the Cauchy problem in two- and three-dimen-
sional isotropic linear elasticity, respectively.
In the case of iterative methods, it should be mentioned that
each iteration consists of the resolution of two or three well-posed
direct problems and the iterative procedure has to be ceased
according to a suitable regularizing stopping criterion. For this
class of regularization methods, the regularization parameter is
the iteration number at which the iterative process is stopped.
Both the non-iterative (direct) and the iterative methods work in
a very similar manner as far as regularization is concerned and
the choice of one method over another is usually related to the spe-
ciﬁc problem under investigation.
The Cauchy problem in elasticity was studied theoretically by
Yeih et al. (1993), who analysed its existence, uniqueness and con-
tinuous dependence on the data and proposed an alternative regu-
larization procedure, namely the ﬁctitious boundary indirect
method, based on simple and double layer potential theory. The
numerical implementation of the aforementioned method was
undertaken by Koya et al. (1993), who employed the BEM and
the Nyström method for discretising the integrals. The iterative
algorithm of Kozlov et al. (1991), which reduces the Cauchy prob-
lem to solving a sequence of well-posed boundary value problems,
was implemented using the BEM for linear elastic materials by
Marin et al. (2001, 2002a) and Comino et al. (2007), respectively.
Ellabib and Nachaoui (2008) investigated numerically the relaxa-
tion of the alternating iterative algorithm of Kozlov et al. (1991),
while further investigations were carried out by Marin and Johans-
son (in press) who also proposed alternative ways of relaxation of
both the prescribed displacements and tractions on the over-spec-
iﬁed boundary. Moreover, Marin and Johansson (in press) also
proved the convergence of these schemes, introduced appropriate
optimal stopping rules and implemented these algorithms with
relaxation using the BEM. Huang and Shih (1997) and Marin
et al. (2002) used the CGM, as a result of the variational approach,
combined with the BEM in order to solve the two-dimensional
Cauchy problem in linear elasticity. Four regularization methods
for solving stably the Cauchy problem in linear elasticity, namely
the Tikhonov regularization method, the SVD, the CGM and the
alternating iterative algorithm of Kozlov et al. (1991), were com-
pared in Marin et al. (2002b). It was found in Marin et al.
(2002b) that the truncated SVD outperforms the Tikhonov regular-
ization method, whilst the latter outperforms the CGM. The Cauchy
problem in elasticity with L2-boundary data was approached bycombining the BEM with the Landweber–Fridman method and
the minimal error method by Marin and Lesnic (2005) and Marin
(2009), respectively. Delvare and Hanus (2005) introduced an eva-
nescent regularization method combined with the FEM to solve the
Cauchy problem in two-dimensional linear elasticity. The ideas of
the alternating iterative algorithm of Kozlov et al. (1991), com-
bined with the minimization of the associated Kohn–Vogelius
and reciprocity gap functionals, were employed by Schnack et al.
(2006) and Tsotsova and Schnack (2006), respectively, to develop
an iterative algorithm for the stable detection of internal defects
in an anisotropic linear elastic layered material from Cauchy data.
Baranger and Andrieux (2008) and Andrieux and Baranger (2008)
reformulated the Cauchy problem for two- and three-dimensional
elastic media, respectively, as an energy error minimization prob-
lem, with the unknowns given by the surface displacement and
traction vectors on the under-speciﬁed boundary of the solid. Red-
dy and Ananthasuresh (2008) considered the Cauchy problem for
geometrically nonlinear elastic deformations and used it as a vi-
sion-based force-sensing technique, in conjunction with the FEM,
to determine in a stable manner the unknown applied forces.
The MFS is a simple but powerful technique that has been used
to obtain highly accurate numerical approximations of solutions to
linear partial differential equations. However, the MFS is applicable
only when a fundamental solution of the governing partial differ-
ential equation is explicitly known. Since its introduction as a
numerical method by Mathon and Johnston (1977), the MFS has
been successfully applied to a large variety of physical problems,
an account of which may be found in the survey papers by Fair-
weather and Karageorghis (1998), Golberg and Chen (1999), Fair-
weather et al. (2003) and Cho et al. (2004). The ease of
implementation of the MFS and its low computational cost make
it an ideal candidate for inverse problems as well. For these rea-
sons, the MFS, mostly in conjunction with the Tikhonov regulariza-
tion method or the SVD, have been used increasingly over the last
decade for the numerical solution of inverse problems.
In this study, we investigate the numerical implementation of
the alternating iterative algorithm of Kozlov et al. (1991) for the
Cauchy problem in two-dimensional isotropic linear elasticity using
the MFS. At each iteration, two mixed well-posed and direct prob-
lems are solved using the MFS, in conjunction with the Tikhonov
regularizationmethod,while the optimal value of the regularization
parameter is selected according to the GCV criterion. An efﬁcient
regularizing stopping criterionwhich ceases the iterative procedure
at the point where the accumulation of noise becomes dominant
and the errors in predicting the exact solutions increase, is also pre-
sented. In this way, an iterative procedure, which provides the
selection of the optimal regularization parameter, occurs within
each step of the iterative algorithm of Kozlov et al. (1991) and hence
the computational cost of the iterative MFS-based algorithm is in-
creased. In order to overcome this inconvenience and encouraged
by the recent results ofMarin and Johansson (in press), we shall em-
ploy the two relaxation procedures, as proposed and investigated
using the BEM in Marin and Johansson (in press), for the iterative
MFS-based algorithm and study the inﬂuence of the relaxation
parameter upon the rate of convergence of themodiﬁedmethod. Fi-
nally, the iterative MFS algorithms with relaxation are tested for
Cauchy problems in isotropic linear elasticity in simply and doubly
connected domains with smooth or piecewise smooth boundaries.2. Mathematical formulation
2.1. Notation and function spaces
Consider a bounded Lipschitz domain X  Rd, where d 2 {1,2,3}
is the dimension of the space where the problem is posed, occupied
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bounded by a smooth or piecewise smooth curve @X, such that
oX ¼ C1 [ C2, where C1–£, C2–£ and C1 \C2 =£. Let
H1(X) be the Sobolev space of real valued functions in X endowed
with the standard norm. We denote by H10ðXÞ and H1Ci ðXÞ; i ¼ 1;2,
the subspaces of functions from H1(X) that vanish on @X and Ci,
i = 1, 2, respectively.
The space of traces of functions from H1(X) to @X is denoted by
H1/2(@X), while the restrictions of the functions belonging to the
space H1/2(@X) to the subset Ci  @X, i = 1, 2, deﬁne the space
H1/2(Ci), i = 1, 2. The set of real valued functions in @X with com-
pact support in Ci, i = 1, 2, and bounded ﬁrst-order derivatives
are dense in H1/2(Ci), i = 1, 2. Furthermore, we also deﬁne the space
H1=200 ðCiÞ; i ¼ 1;2, that consists of functions from H1/2(@X) and van-
ishing on C3i, i = 1, 2. The space H
1=2
00 ðCiÞ; i ¼ 1;2, is a subspace of
H1/2(@X) with the norm given by:
kfkH1=200 ðCiÞ ¼
Z
Ci
f 2ðxÞ
distðx;CiÞdCðxÞ
 
þ
Z
Ci
Z
Ci
jf ðxÞ  f ðyÞj2
jx yjd
dCðxÞdCðyÞ
!1=2
: ð1Þ
It should be mentioned that the space of restrictions from
H1=200 ðCiÞ to Ci, i = 1, 2, is dense in H1/2(Ci), i = 1, 2. Nonetheless,
H1=200 ðCiÞ– H1=2ðCiÞ. Herein we use the following notation:
H1ðXÞd ¼ H1ðXÞ     H1ðXÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
d times
;
and similar notations for the other spaces used. Finally, we denote
by ðH1=200 ðCiÞdÞ the dual space of H1=200 ðCiÞd; i ¼ 1;2.
2.2. The Cauchy problem
In the absence of body forces, the equilibrium equations are gi-
ven by, see Landau and Lifshitz (1986),
LuðxÞ  r  rðuðxÞÞ ¼ 0; x 2 X: ð2Þ
Here L is the Lamé (Navier) differential operator, r(u(x)) =
[rij(u(x))]16i,j,6d is the stress tensor associated with the displace-
ment vector u(x) = (u1(x), . . . ,ud(x))T, whilst on assuming small
deformations, the corresponding strain tensor (u(x)) =
[ij(u(x))]16i,j,6d is given by the kinematic relations:
ðuðxÞÞ ¼ 1
2
ruðxÞ þ ruðxÞT
 
; x 2 X ¼ X [ @X: ð3Þ
These tensors are related by the constitutive law, namely
rðuðxÞÞ ¼ CðuðxÞÞ; x 2 X; ð4Þ
where C = [Cijkl]16i,j,k,l6d is the fourth-order elasticity tensor which is
symmetric and positive deﬁnite.
We let n(x) = (n1(x), . . . ,nd(x))T be the outward unit normal vec-
tor at x 2 @X, and t(x) = (t1(x), . . . , td(x))T be the traction vector at a
point x 2 @X, deﬁned by:
tðxÞ  rðuðxÞÞ  nðxÞ; x 2 @X: ð5Þ
In the direct problem formulation, the knowledge of the displace-
ment and/or traction vectors on the whole boundary @X gives the
corresponding Dirichlet, Neumann, or mixed boundary conditions
which enable us to determine the displacement vector in the do-
main X. Then, the strain tensor, , can be calculated from Eq. (3)
and the stress tensor, r, is determined using the constitutive law
(4).
If it is possible to measure both the displacement and traction
vectors on a part of the boundary @X, say C1, then this leads tothe mathematical formulation of the Cauchy problem consisting
of the partial differential equation (2) and the boundary conditions
uðxÞ ¼ ~uðxÞ; tðxÞ ¼ ~tðxÞ; x 2 C1; ð6Þ
where ~u and ~t are prescribed vector valued functions for the un-
known displacement and boundary vectors on C1, respectively. In
the above formulation of the boundary conditions (6), it can be seen
that the boundary C1 is over-speciﬁed by prescribing both the dis-
placement ujC1 ¼ ~u and the traction tjC1 ¼ ~t vectors, while the
boundary C2 is under-speciﬁed since both the displacement ujC2
and the traction tjC2 vectors are unknown and have to be deter-
mined. We also assume that data are chosen such that there exists
a solution to this Cauchy problem. This solution is unique according
to the so-called unique continuation properties for elliptic
equations.
It should be mentioned that in the case of a homogeneous iso-
tropic linear elastic material, the components of the fourth-order
elasticity tensor, C, are given by:
Cijkl ¼ G 2m1 m dijdkl þ dikdjl þ dildjk
 
; ð7Þ
where G is the shear modulus, m is Poisson’s ratio and dij is the Kro-
necker delta tensor. Consequently, the constitutive law (Hooke’s
law) for homogeneous isotropic linear elastic materials can be ex-
pressed as:
rðuðxÞÞ ¼ G ruðxÞ þ ruðxÞT
 
þ 2mG
1 m ðr  uðxÞÞId; x 2 X; ð8Þ
with Id = [dij]16i,j6d the identity matrix in Rdd. The Lamé (Navier)
differential operator, L, and the boundary traction vector, t, in the
case of homogeneous isotropic linear elastic materials can be ob-
tained by inserting Hooke’s law (8) into relations (2) and (5),
respectively.
3. Description of the iterative algorithms with relaxation
In this section, we present two alternating iterative algorithms
with relaxation, as proposed by Marin and Johansson (in press),
which aim to reduce the computational time of the alternating
iterative algorithm introduced by Kozlov et al. (1991) for the
simultaneous and stable reconstruction of both the unknown dis-
placement ujC2 and traction tjC2 vectors on the under-speciﬁed
boundary:
3.1. Alternating iterative algorithm with relaxation I
Step 1.(i) If k = 1 then specify an initial guess for the traction
vector on C2, namely tð2k1Þ 2 H1=200 ðC2Þd
 
.
(ii) If kP 2 then solve the following mixed, well-posed, direct
problem:Luð2k1ÞðxÞ ¼ 0; x 2 X; ð9aÞ
tð2k1ÞðxÞ ¼ ~tðxÞ; x 2 C1; ð9bÞ
uð2k1ÞðxÞ ¼ uð2k2ÞðxÞ; x 2 C2; ð9cÞto determine u(2k1)(x), x 2X, and t(2k1)(x)  r(u(2k1)(x)) 
n(x), x 2 C2.
Step 2.Update the unknown Neumann data on C2 by settingnðkÞðxÞ ¼ t
ð2k1ÞðxÞ for k ¼ 1;
xtð2k1ÞðxÞ þ ð1xÞnðk1ÞðxÞ for kP 2;
(
x 2 C2;
ð10Þ
where x 2 (0,2) is a ﬁxed relaxation factor.
Having constructed the approximation u(2k1), kP 1, the follow-
ing mixed, well-posed, direct problem:
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uð2kÞðxÞ ¼ ~uðxÞ; x 2 C1; ð11bÞ
tð2kÞðxÞ ¼ nðkÞðxÞ; x 2 C2; ð11cÞis solved in order to determine u(2k)(x), x 2X, and u(2k)(x),
x 2 C2.
Step 3.Set k = k + 1 and repeat Steps 1 and 2 until a prescribed
stopping criterion is satisﬁed.
Remark 3.1. The value x = 1 in Eq. (10) corresponds to the alter-
nating iterative algorithm introduced by Kozlov et al. (1991) with
an initial guess for the Neumann data, whilst values x 2 (0,1) and
x 2 (1,2) in Eq. (10) correspond to the alternating iterative algo-
rithm introduced by Kozlov et al. (1991) with an initial guess for
the Neumann data and a constant under- and over-relaxation fac-
tor, respectively.
3.2. Alternating iterative algorithm with relaxation II
Step 1.(i) If k = 1 then specify an initial guess for the displace-
ment vector on C2, namely u(2k1) 2 H1/2(C2)d.
(ii) If kP 2 then solve the following mixed, well-posed, direct
problem:Luð2k1ÞðxÞ ¼ 0; x 2 X; ð12aÞ
uð2k1ÞðxÞ ¼ ~uðxÞ; x 2 C1; ð12bÞ
tð2k1ÞðxÞ ¼ tð2k2ÞðxÞ; x 2 C2; ð12cÞto determine u(2k1)(x) for x 2X and u(2k1)(x) for x 2 C2.
Step 2.Update the unknown Dirichlet data on C2 by settinggðkÞðxÞ¼ u
ð2k1ÞðxÞ for k¼1;
xuð2k1ÞðxÞþð1xÞgðk1ÞðxÞ for kP2;
(
x2C2;
ð13Þwhere x 2 (0,2) is a ﬁxed relaxation factor.
Having constructed the approximation u(2k1), kP 1, the follow-
ing mixed, well-posed, direct problem:Luð2kÞðxÞ ¼ 0; x 2 X; ð14aÞ
tð2kÞðxÞ ¼ ~tðxÞ; x 2 C1; ð14bÞ
uð2kÞðxÞ ¼ uð2k1ÞðxÞ; x 2 C2; ð14cÞis solved in order to determine u(2k)(x) for x 2X and
t(2k)(x)  r(u(2k)(x))  n(x) for x 2 C2.
Step 3.Set k = k + 1 and repeat Steps 1 and 2 until a prescribed
stopping criterion is satisﬁed.
Remark 3.2. The value x = 1 in Eq. (13) corresponds to the alter-
nating iterative algorithm introduced by Kozlov et al. (1991) with
an initial guess for the Dirichlet data, whilst values x 2 (0,1) and
x 2 (1,2) in Eq. (13) correspond to the alternating iterative algo-
rithm introduced by Kozlov et al. (1991) with an initial guess for
the Dirichlet data and a constant under- and over-relaxation factor,
respectively.
It is important to mention that Marin and Johansson (in press)
have proven the following convergence theorem corresponding
to the alternating iterative algorithm with relaxation II described
above, with the mention that a similar result can also be obtained
for the alternating iterative algorithm with relaxation I. The result
below is obtained by reformulating the Cauchy problem as a ﬁxed
point operator equation with a self-adjoint, injective, positive def-
inite, and non-expansive operator and the scheme is a ﬁxed point
iteration for that equation:Theorem 3.1. Let ~u 2 H1=2ðC1Þd and ~t 2 H1=200 ðC1Þd
 
. Assume that
the Cauchy problem (2) and (6) has a solution u 2 H1(X)d. Let u(k) be
the k-th approximate solution in the alternating procedure II described
above. Then there exists a number 1 < b 6 2 such that when the
relaxation parameter x is chosen with 1 6x 6 b, then
lim
k!1
ku uðkÞk H1ðXÞd ¼ 0 ð15Þ
for any initial data element g(1) 2 H1/2(C2)d.4. The method of fundamental solutions
The fundamental solution U = [Uij]16i,j62 of the two-dimensional
Lamé system of isotropic linear elasticity (2), i.e. d = 2, for the dis-
placement vector is given by, see Aliabadi (2002)
Uijðx; nÞ ¼  18pGð1 mÞ ð3 4mÞ ln kx nkdij 
xi  ni
kx nk
xj  nj
kx nk
 
ð16Þ
for x 2 X; n 2 R2 nX and i, j = 1, 2, where n is a singularity or source
point, and m ¼ m in the plane strain state and m ¼ m=ð1þ mÞ in the
plane stress state.
The main idea of the MFS consists of the approximation of the
displacement vector in the solution domain and on its boundary
by a linear combination of fundamental solutions with respect to
M singularities n(m), m = 1, . . . ,M, in the form
uðxÞ  uMðc; n;xÞ ¼
XM
m¼1
Uðx; nðmÞÞcðmÞ; x 2 X; ð17Þ
where c 2 R2M is a vector containing the components of the un-
known two-dimensional vectors cðmÞ ¼ cðmÞ1 ; cðmÞ2
 T
;m ¼ 1; . . . ;M,
i.e. c ¼ cð1Þ1 ; cð1Þ2 ; . . . ; cðMÞ1 ; cðMÞ2
 T
2 R2M , and n 2 R2M is a vector con-
taining the coordinates of the singularities n(m), m = 1, . . . ,M.
Taking into account the deﬁnitions of the stress tensor (3), the
traction vector (5) and the fundamental solution for the displace-
ment vector (16) then the traction vector at a point x on boundary
@X deﬁned by the outward unit normal vector n(x) can be approx-
imated by:
tðxÞ  tMðc; n; xÞ ¼
XM
m¼1
Tðx; nðmÞÞcðmÞ; x 2 @X; ð18Þ
where T = [Tij]16i,j62 is the fundamental solution for the traction
vector, whose components are given by:
T1jðx; nÞ ¼ 2G1 2m ð1 mÞ
@U1jðx; nÞ
@x1
þ m @U2jðx; nÞ
@x2
 
n1ðxÞ
þ G @U1jðx; nÞ
@x2
þ @U2jðx; nÞ
@x1
 
n2ðxÞ ð19aÞ
and
T2jðx; nÞ ¼ 2G1 2m
@U1jðx; nÞ
@x2
þ @U2jðx; nÞ
@x1
 
n1ðxÞ
þ G m @ U1jðx; nÞ
@x1
þ ð1 mÞ @U2jðx; nÞ
@ x2
 
n2ðxÞ ð19bÞ
for x 2 @X, n 2 R2 nX and j = 1, 2.
Next, we select the N1 MFS collocation points fxðnÞgN1n¼1 on the
boundary C1 and the N2 MFS collocation points fxðnÞgN1þN2n¼N1þ1 on
the boundary C2, such that the total number of MFS collocation
points used to discretise the boundary @X of the solution domain
X is given by N = N1 + N2.
According to the MFS approximations (17) and (18), the discre-
tised versions of the boundary value problems (9a)–(9c) and (11a)–
(11c), or (14a)–(14c) and (12a)–(12c), recast as:
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and
Að2Þc ¼ bð2kÞ; kP 1 ðor kP 2Þ; ð21Þ
respectively. Here the components of the MFS matrices and right-
hand side vectors corresponding to Eqs. (20) and (21) are given by:
Að1Þði1ÞNþn; ðj1ÞMþm ¼
UijðxðnÞ;nðmÞÞ; i¼ 1;2; n¼ 1; . . . ;N1;
j¼ 1;2; m¼ 1; . . . ;M;
TijðxðnÞ;nðmÞÞ; i¼ 1;2; n¼N1þ1; . . . ;N1þN2;
j¼ 1;2; m¼ 1; . . . ;M;
8>><>>:
ð22aÞ
bð2k1Þði1ÞNþn ¼
~uiðxðnÞÞ; i¼ 1;2; n¼ 1; . . . ;N1;
tð2k2Þi ðxðnÞÞ; i¼ 1;2; n¼N1þ1; . . . ;N1þN2;
(
ð22bÞ
and
Að2Þði1ÞNþn; ðj1ÞMþm ¼
TijðxðnÞ;nðmÞÞ; i¼ 1;2; n¼ 1; . . . ;N1;
j¼ 1;2; m¼ 1; . . . ;M;
UijðxðnÞ;nðmÞÞ; i¼ 1;2; n¼N1þ1; . . . ;N1þN2;
j¼ 1;2; m¼ 1; . . . ;M;
8>><>>:
ð23aÞ
bð2kÞði1ÞNþn ¼
etiðxðnÞÞ; i¼ 1;2; n¼ 1; . . . ;N1;
uð2k1Þi ðxðnÞÞ; i¼ 1;2; n¼N1þ1; . . . ;N1þN2;
(
ð23bÞ
respectively.
Each of Eqs. (20) and (21) represents a system of 2N linear alge-
braic equations with 2M unknowns, namely the MFS coefﬁcients
c 2 R2M . It should be noted that in order to uniquely determine
the solutions to the systems of linear algebraic Eqs. (20) and
(21), respectively, the number N of MFS boundary collocation
points on the boundary @X and the numberM of singularities must
satisfy the inequality M 6 N. However, the systems of linear alge-
braic Eqs. (20) and (21) cannot be solved by direct methods, such
as the least-squares method, since such an approach would pro-
duce a highly unstable solution in the case of noisy Cauchy data
on C1.
In order to implement the MFS, the location of the singularities
has to be determined and this is usually achieved by considering
either the static or the dynamic approach. In the static approach,
the singularities are pre-assigned and kept ﬁxed throughout the
solution process, whilst in the dynamic approach, the singularities
and the unknown coefﬁcients are determined simultaneously dur-
ing the solution process, see Fairweather and Karageorghis (1998).
Thus the dynamic approach transforms the inverse problem into a
more difﬁcult nonlinear ill-posed problem which is also computa-
tionally much more expensive. The advantages and disadvantages
of the MFS with respect to the location of the ﬁctitious sources are
described at length in Heise (1978) and Burgess and Maharejin
(1984). Recently, Gorzelan´czyk and Kołodziej (2008) thoroughly
investigated the performance of the MFS with respect to the shape
of the pseudo-boundary on which the source points are situated,
proving that, for the same number of boundary collocation points
and sources, more accurate results are obtained if the shape of
the pseudo-boundary is similar to that of the boundary of the solu-
tion domain. Therefore, we employ the static approach in our com-
putations, at the same time accounting for the ﬁndings of
Gorzelan´czyk and Kołodziej (2008).
5. The Tikhonov regularization method
The accurate and stable solutions of Eqs. (20) and (21) are very
important for obtaining physically meaningful numerical results. Itis well-known that the MFS discretisation matrices A(i), i = 1, 2, are
severely ill-conditioned and, therefore, a regularization method
should be employed when solving Eqs. (20) and (21). Several reg-
ularization techniques used for the stable solution of systems of
linear and nonlinear algebraic equations are available in the liter-
ature, such as the SVD (Hansen, 1998), the Tikhonov regularization
method (Tikhonov and Arsenin, 1986) and various iterative meth-
ods (Kunisch and Zou, 1998).
Consider the following system of linear algebraic equations
Ac ¼ b; ð24Þ
where A 2 R2N2M , c 2 R2M , b 2 R2N and M 6 N. Note that Eq. (24)
may describe each of the MFS systems of linear Eqs. (20) and
(21). The Tikhonov zeroth-order regularized solution to the generi-
cally written system of linear algebraic Eq. (24) is sought as, see Tik-
honov and Arsenin (1986),
ck : F kðckÞ ¼ min
c2R2M
F kðcÞ; ð25Þ
where F k represents the Tikhonov zeroth-order regularization func-
tional given by:
F kðÞ : R2M ! ½0;1Þ; F kðcÞ ¼ kAc bk2 þ k2kck2; ð26Þ
and k > 0 is the regularization parameter to be prescribed. Formally,
the Tikhonov regularized solution ck of the problem (24) is given as
the solution of the normal equation
ATAþ k2I2M
 
c ¼ ATb: ð27Þ
More precisely, ck is obtained as:
ck ¼ Ayb; Ay  ATAþ k2I2M
 1
AT: ð28Þ
To summarize, the Tikhonov regularization method solves a con-
strained minimization problem using a smoothness norm in order
to provide a stable solution which ﬁts the data and also has a min-
imum structure.
If the Cauchy data on the over-speciﬁed boundary C1 are noisy
and hence the right-hand side of Eq. (24) is corrupted by noise, i.e.
kbe  bk 6 e; ð29Þ
then the following stability estimate holds, see Engl et al. (2000),
kcek  ckk 6
e
k
: ð30Þ
The performance of regularization methods depends crucially
on the suitable choice of the regularization parameter. One exten-
sively studied criterion is the discrepancy principle (Morozov,
1966). Although this criterion is mathematically rigorous, it re-
quires a reliable estimation of the amount of noise added into
the data that may not be available in practical problems. Heuristic
approaches are preferable in the case when no a priori information
about the noise is available. For the Tikhonov zeroth-order regular-
ization method, several heuristic approaches have been proposed,
including the L-curve rule (Hansen, 1998) and the GCV criterion
(Wahba, 1977). In this paper, we employ the GCV criterion to
determine the optimal regularization parameter, kopt, for the Tik-
honov zeroth-order regularization method, namely
kopt : GðkoptÞ ¼min
k>0
GðkÞ: ð31Þ
Here
GðÞ : ð0;1Þ ! ½0;1Þ; GðkÞ ¼ kAck  b
ek2
½traceðI2N  AAyÞ	2
; ð32Þ
where ck is given by Eq. (28) with b = b.
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In this section, we present the performance of the proposed
numerical method, namely the alternating iterative MFS algo-
rithms with relaxation presented in Section 3. To do so, we solve
numerically the Cauchy problem given by Eqs. (2) and (6) for a
two-dimensional isotropic linear elastic material in the geometries
described below and analyse the numerical convergence and sta-
bility of this procedure, as well as the inﬂuence of the constant
relaxation parameter, x.
6.1. Examples
We consider an isotropic linear elastic medium characterised by
the material constants G = 3.35  1010 N/m2 and m = 0.34 corre-
sponding to a copper alloy, and we solve the Cauchy problem given
by Eqs. (2) and (6) for three typical examples in both smooth and
piecewise smooth, as well as simply and doubly connected
geometries:
Example 1 (Doubly connected domain with a smooth bound-
ary). We consider the following analytical solution for the
displacements:
uðanÞi ðxÞ ¼
1
2Gð1þ mÞ Vð1 mÞxi Wð1þ mÞ
xi
x21 þ x22
 
;
x ¼ ðx1;x2Þ 2 X; i ¼ 1;2; ð33Þ
with
V ¼ ror
2
o  rir2i
r2o  r2i
; W ¼ ðro  riÞr
2
or
2
i
r2o  r2i
;
ri ¼ 1:0 1010 N=m2; ro ¼ 2:0 1010 N=m2; ð34Þ
in the annular domain X ¼ fx 2 R2jri < qðxÞ < ro:g, where qðxÞ ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x22
q
is the radial polar coordinate of x, ri = 2 and ro = 4, which
corresponds to constant internal and external pressures ri and ro,
respectively, for which the stress tensor is given by:
rðanÞij ðxÞ ¼ Vþ ð1Þiþ1W
x21  x22
ðx21 þ x22Þ2
" #
dij þ 2Wx
2
1  x22
x1 x2
ð1 dijÞ;
x ¼ ðx1;x2Þ 2 X; i; j ¼ 1;2: ð35Þ
Here C1 = Ci = {x 2 @Xjq(x) = ri} and C2 = Co = {x 2 @Xjq(x) = ro}.
Example 2 (Simply connected domain with a smooth boundary). We
consider the following analytical solution for the displacements:
uðanÞi ðxÞ ¼
1 m
2Gð1þ mÞr0xi; x ¼ ðx1;x2Þ 2 X; i ¼ 1;2; ð36Þ
in the disk X ¼ fx 2 R2jqðxÞ < r:g, where r0 = 1.5  1010 N/m2 and
r = 1, which corresponds to the uniform hydrostatic stress
rðanÞij ðxÞ ¼ r0dij; x ¼ ðx1; x2Þ 2 X; i; j ¼ 1;2: ð37Þ
Here C1 = {x 2 @X j0 6 h(x) < p/8} [ {x 2 @Xj3p/8 < h(x) < 2p} and
C2 = {x 2 @Xjp/8 6 h(x) 6 3p/8}, where h(x) is the angular polar
coordinate of x.Example 3 (Simply connected domain with a piecewise smooth
boundary). We consider the following analytical solution for the
displacements:
uðanÞi ðxÞ ¼
1
2Gð1þ mÞr0ð x1di1  mx2di2Þ; x¼ ð x1;x2Þ 2X; i¼ 1;2;
ð38Þin the square X = (1,1)  (1,1), where r0 = 1.5  1010 N/m2,
which corresponds to a uniform traction stress given by
rðanÞij ðxÞ ¼ r0di1dj1; x ¼ ðx1;x2Þ 2 X; i; j ¼ 1;2: ð39Þ
Here C1 = [1,1]  {±1} [ {  1}  (1,1) and C2 = {1}  (1,1).Example 4 (Simply connected domain with a piecewise smooth
boundary). We consider the same geometry as in Example 3, i.e.
the square X = (1,1)  (1,1), and the following analytical solu-
tion for the displacements:
uðanÞi ðxÞ ¼
1
2Gð1þ mÞr0 x1x2di1 
1
2
x21  1

 þ mx22 di2 ;
x ¼ ðx1;x2Þ 2 X; i ¼ 1;2; ð40Þ
where r0 = 1.5  1010 N/m2, which corresponds to a shear stress
state given by:
rðanÞij ðxÞ ¼ r0x2di1dj1; x ¼ ðx1; x2Þ 2 X; i; j ¼ 1;2: ð41Þ
Again C1 = [1,1]  { ± 1} [ {1}  (1,1) and C2 = {1}  (1,1).
The inverse problems investigated in this paper have been solved
using a uniform distribution of both the MFS boundary collocation
points x(n), n = 1, . . . ,N, and the singularities n(m), m = 1, . . . ,M. Fur-
thermore, the numbers of MFS boundary collocation points N1 and
N2 corresponding to the over- and under-speciﬁed boundaries C1
and C2, respectively, and singularities M, as well as the distance dS
between the physical boundary @X and the pseudo-boundary @XS
on which the singularities are located, were set to:(i) N1 = 60, N2 = 30, M = N1 + N2/2 = 75, and dS = ri/2 = 1.0 and
dS = ro = 4.0 for the inner and outer boundaries, respectively,
in the case of Example 1
(ii) N1 = 60, N2 = 20, M = N/2 = 40 and dS = 2 r = 2.0 for Example
2;
(iii) N1 = 57, N2 = 19, M = N/2 = 38 and dS = r = 1.0 in the case of
Examples 3 and 4.It is important to mention that all numerical computations have
been performed in FORTRAN 90 in double precision on a 3.00 GHz
Intel Pentium 4 machine.
6.2. Initial guess
An arbitrary vector valued function u(1) 2 H1/2(C2)d may be
speciﬁed as an initial guess for the unknown displacement vector
on the under-speciﬁed boundary C2 in the case of the alternating
iterative algorithm with relaxation II. In order to improve the rate
of convergence of this algorithm, one may choose a vector valued
function which ensures the continuity of the boundary displace-
ment vector at the common endpoints of the over- and under-
speciﬁed boundaries C1 and C2, respectively, and which is also lin-
ear with respect to either the angular polar coordinate h for Exam-
ple 2, or the Cartesian x2-coordinate in the case of Example 3, see
e.g. Marin et al. (2001) and Comino et al. (2007). More precisely, for
the alternating iterative algorithm with relaxation II applied to
Examples 2–4 the following initial guesses for the unknown dis-
placement vector on C2 may be chosen:
uð1ÞðxÞ ¼ hðx
ð2ÞÞ  hðxÞ
hðxð2ÞÞ  hðxð1ÞÞu
ðanÞðxð1ÞÞ þ hðxÞ  hðx
ð1ÞÞ
hðxð2ÞÞ  hðxð1ÞÞu
ðanÞðxð2ÞÞ;
x 2 C2; ð42aÞ
and
uð1ÞðxÞ ¼ x
ð2Þ
2  x2
xð2Þ2  xð1Þ2
uðanÞ xð1Þ

 þ x2  xð1Þ2
xð2Þ2  xð1Þ2
uðanÞ xð2Þ

 
;
x 2 C2; ð42bÞ
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Fig. 1. The accuracy errors (a) eu, and (b) et, as functions of the number of iterations, k, obtained using the MFS-based alternating iterative algorithm with relaxation I, exact
Cauchy data on C1 and various of the relaxation parameter, x, namely x 2 {0.25,0.50,1.00,1.25, 1.50}, for Example 1.
Fig. 2. The analytical and numerical displacements (a) u1jC2 and (b) u2jC2 , and tractions (c) t1jC2 and (d) t2jC2 , obtained using the MFS-based alternating iterative algorithm
with relaxation I, exact Cauchy data on C1, x = 1.50 and various numbers of iterations, namely k 2 {1,10,100,200}, for Example 1.
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over- and under-speciﬁed boundaries, i.e. C1 \ C2 ¼ fxð1Þ;xð2Þg.However, in the general situation when the over- and under-
speciﬁed boundaries have no common points, as is the case of
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fore, in this case, the initial guess for the unknown displacement
vector on the under-speciﬁed boundary C2, in the case of the alter-
nating iterative algorithm with relaxation II, is chosen as:
uð1ÞðxÞ ¼ 0; x 2 C2; ð43aÞ
while the initial guess for the unknown traction vector on C2 corre-
sponding to the associated alternating iterative algorithm with
relaxation I is chosen as:
tð1ÞðxÞ ¼ 0; x 2 C2: ð43bÞ
In this study, we have decided to use the initial guesses (43a) and
(43b) for the alternating iterative algorithms with relaxation II
and I, respectively. In this way, the most general situations regard-
ing the geometry of the solution domain are accounted for and the
robustness of the alternating iterative algorithms with relaxation
with respect to the initial guess for the unknown traction or dis-
placement vector on C2 is also tested.
6.3. Results obtained with exact Cauchy data: Convergence of the
algorithms
If Ni MFS collocation points, fxðnÞgNin¼1, are considered on the
boundary Ci  @X then the root mean square error (RMS error)Fig. 3. The accuracy errors (a) eu and (b) et, and (c) the convergence error E, as function
algorithm with relaxation I, x = 1.50 and various amounts of noise added into the tractassociated with the vector valued function
vðÞ ¼ v1ðÞ; . . . ; vdðÞð ÞT : Ci ! Rd on Ci is deﬁned by:
RMSCi ðvÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
Ni
XNi
n¼1
1
d
Xd
i¼1vi x
ðnÞð Þ2
 s
: ð44Þ
In order to investigate the convergence of the algorithm, at each
iteration, kP 1, we evaluate the following accuracy errors corre-
sponding to the displacement and traction vectors on the under-
speciﬁed boundary, C2, which are deﬁned as relative RMS errors, i.e.
euðkÞ ¼
RMSC2 u
ð2kÞ  uðanÞ
 =RMSC2 uðanÞ
 
for the alternating iterative algorithm with relaxation I;
RMSC2 u
ð2k1Þ  uðanÞ
 =RMSC2 uðanÞ
 
for the alternating iterative algorithm with relaxation II
8>><>>:
ð45aÞ
and
etðkÞ ¼
RMSC2 t
ð2k1Þ  tðanÞ
 =RMSC2 tðanÞ
 
for the alternating iterativealgorithm with relaxation I;
RMSC2 t
ð2kÞ  tðanÞ
 =RMSC2 tðanÞ
 
for the alternating iterative algorithm with relaxation II:
8>><>>:
ð45bÞ
Here u(2k)(u(2k1)) and t(2k1)(t(2k)), kP 1, are the displacement and
traction vectors on the boundary C2 retrieved after k iterationss of the number of iterations, k, obtained using the MFS-based alternating iterative
ion vector tjC1 , i.e. pt 2 {1%,3%,5%}, for Example 1.
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respectively, noting that each iteration consists of solving two
direct well-posed mixed boundary value problems, namely
Eqs. (11a)–(11c) and (9a)–(9c) and for the alternating iterative
algorithm with relaxation I (Eqs. (12a)–(12c) and (14a)–(14c) for
the alternating iterative algorithm with relaxation II).Fig. 4. The analytical and numerical displacements (a) u1jC2 and (b) u2jC2 , and tractions
with relaxation I, x = 1.50 and various amounts of noise added into the displacement v
Table 1
The values of the optimal iteration number, kopt, the corresponding accuracy errors, eu(ko
algorithm I, the stopping criterion (49), various amounts of noise added into ujC2 , i.e. pu 2
Cauchy problem given by Example 1.
x pu pt kopt
0.25 1% 0% 216
3% 0% 278
5% 0% 139
0.50 1% 0% 174
3% 0% 262
5% 0% 122
1.00 1% 0% 110
3% 0% 151
5% 0% 102
1.50 1% 0% 24
3% 0% 19
5% 0% 23Figs. 1(a) and 1(b) show, on a logarithmic scale, the accuracy er-
rors eu and et, as functions of the number of iterations, k, obtained
using the alternating iterative algorithm I, exact Cauchy data and
various values of the relaxation parameter x, in the case of Exam-
ple 1. It can be seen from these ﬁgures that, for all values of the
relaxation parameter used in this paper, both errors eu and et keep(c) t1jC2 and (d) t2jC2 , obtained using the MFS-based alternating iterative algorithm
ector ujC1 , i.e. pu 2 {1%,3%,5%}, for Example 1.
pt) and et(kopt), and the computational time, obtained using the alternating iterative
{1%,3%,5%} and pt = 0%, and various values for the relaxation parameter, x, for the
eu(kopt) et(kopt) CPU time [s]
0.22630  101 0.40743  101 9281.50
0.37377  101 0.53456  101 11883.82
0.39733  101 0.65816  101 5931.85
0.22639  101 0.40759  101 7367.95
0.37239  101 0.53274  101 11113.09
0.39829  101 0.66152  101 5086.06
0.22610  101 0.40968  101 4603.95
0.37149  101 0.53397  101 6375.57
0.39002  101 0.65952  101 4248.25
0.15000  101 0.18036  101 1010.78
0.23886  101 0.26225  101 776.40
0.31394  101 0.34092  101 950.81
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convergence rate of the aforementioned accuracy errors becomes
very slow and they reach a plateau. As expected, for each value
of the relaxation parameter employed, eu(k) < et(k) for all kP 1,
i.e. displacements are more accurate than tractions on the under-Fig. 5. The analytical and numerical displacements (a) u1jC2 and (b) u2jC2 , and tractions
with relaxation I, x = 1.50 and various amounts of noise added into the traction vector
Table 2
The values of the optimal iteration number, kopt, the corresponding accuracy errors, eu(ko
algorithm I, the stopping criterion (49), various amounts of noise added into tjC2 , i.e. pu =
Cauchy problem given by Example 1.
x pu pt kopt
0.25 0% 1% 1087
0% 3% 847
0% 5% 33
0.50 0% 1% 939
0% 3% 712
0% 5% 28
1.00 0% 1% 613
0% 3% 472
0% 5% 18
1.50 0% 1% 117
0% 3% 120
0% 5% 6speciﬁed boundary; also, the larger the parameter x, the lower
the number of iterations and, consequently, computational time
are required for obtaining accurate numerical results for both the
displacement and the traction vectors on C2. Therefore, choosing
x 2 (1,2) in the alternating iterative algorithms I and II results in(c) t1jC2 and (d) t2jC2 , obtained using the MFS-based alternating iterative algorithm
tjC1 , i.e. pt 2 {1%,3%, 5%}, for Example 1.
pt) and et(kopt), and the computational time, obtained using the alternating iterative
0% and pt 2 {1%,3%,5%}, and various values for the relaxation parameter, x, for the
eu(kopt) et(kopt) CPU time[s]
0.86006  102 0.13720  101 46080.04
0.21490  101 0.33154  101 35701.12
0.96459  101 0.18223  100 1395.40
0.86007  102 0.13737  101 39898.06
0.21490  101 0.33155  101 30194.79
0.91726  101 0.17287  100 1192.82
0.86007  102 0.13729  101 25917.26
0.21490  101 0.33158  101 19941.84
0.87812  101 0.16491  100 748.26
0.86010  102 0.13792  101 4973.59
0.21490  101 0.33165  101 5122.89
0.42385  101 0.64766  101 232.84
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with the corresponding original alternating iterative algorithms
proposed by Kozlov et al. (1991), i.e. for x = 1.
The same conclusions can be drawn from Figs. 2(a) and (b),
which illustrate the analytical and numerical displacements and
tractions, obtained using the alternating iterative algorithm I with
x = 1.50 and various numbers of iterations, namely k 2 {1,10,
100,200}, for Example 1. From Figs. 1 and 2, it can be concluded
that the alternating iterative algorithm with relaxation I described
in Section 3 provides excellent approximations for the unknown
Dirichlet and Neumann data on C2 and is convergent with respect
to increasing the number of iterations, k, provided that exact
Cauchy data are prescribed on the over-speciﬁed boundary C1.
Although not presented, it should be mentioned that similar re-
sults have been obtained for Examples 2–4, and all admissible
values of the relaxation parameter, as well as the alternating
iterative algorithm with relaxation II applied to all examples
investigated in this study.6.4. Regularizing stopping criterion
Once the convergence of the numerical solution to the exact
solution, with respect to the number of iterations performed, k,
has been established, we investigate the stability of the numericalFig. 6. The analytical and numerical displacements (a) u1jC2 and (b) u2jC2 , and tractions
with relaxation II, x = 1.50 and various amounts of noise added into the traction vectorsolution for the examples considered. In what follows, the dis-
placement, ujC1 ¼ uðanÞjC1 , and/or the traction vectors,
tjC1 ¼ tðanÞjC1 , on the over-speciﬁed boundary have been perturbed
as:
~uei jC1 ¼ uijC1 þ dui; dui ¼ G05DDFð0;rui Þ;
rui ¼maxC1 juij  ðpu=100Þ; i ¼ 1;2; ð46Þ
andetei jC1 ¼ tijC1 þ dti; dti ¼ G05DDFð0;rti Þ;
rti ¼maxC1 jtij  ðpt=100Þ; ð47Þ
respectively. Here dui and dti are Gaussian random variables with
mean zero and standard deviations rui and rti , respectively, gener-
ated by the NAG subroutine G05DDF (NAG Library Mark 21, 2007),
while pu% and pt% are the percentages of additive noise included into
the input boundary displacement, ujC1 , and traction vectors, tjC1 ,
respectively, in order to simulate the inherent measurement errors.
Figs. 3(a) and (b) present, on a logarithmic scale, the accuracy er-
rors eu and et, respectively, as functions of the number of iterations,
k, obtained using the alternating iterative algorithm I,x = 1.50 and
various levels of Gaussian random noise pt 2 {1%,3%,5%} added into
the traction data tjC1 , for the Cauchy problem given by Example 1.
From these ﬁgures it can be seen that, for each ﬁxed value of pt,(c) t1jC2 and (d) t2jC2 , obtained using the MFS-based alternating iterative algorithm
tjC1 , i.e. pt 2 {1%,3%, 5%}, for Example 2.
Fig. 7. The analytical and numerical displacements (a) u1jC2 and (b) u2jC2 , and tractions (c) t1jC2 and (d) t2jC2 , obtained using the BEM-based alternating iterative algorithm
with relaxation II, x = 1.50 and various amounts of noise added into the traction vector tjC1 , i.e. pt 2 {1%,3%,5%}, for Example 2.
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the under-speciﬁed boundary C2 decrease up to a certain iteration
number and after that they start increasing. If the iterative process
is continued beyond this point then the numerical solutions lose
their smoothness and become highly oscillatory and unbounded,
i.e. unstable. Therefore, a regularizing stopping criterion must be
used in order to cease the iterative process at the point where the
errors in the numerical solutions start increasing.
To deﬁne the stopping criterion required for regularizing/stabi-
lizing the iterative methods analysed in this paper, after each iter-
ation, k, we evaluate the following convergence error which is
associated with the displacement vector on the over-speciﬁed
boundary, C1, namely
EðkÞ ¼
RMSC1 u
ð2k1Þ  ~u
 =RMSC1 ð~uÞ
for the alternating iterative algorithm with relaxation I;
RMSC1 u
ð2kÞ  ~u
 =RMSC1 ð~uÞ
for the alternating iterative algorithm with relaxation II:
8>><>>>:
ð48ÞHere u(2k1)(u(2k)) is the displacement vector on the boundary C1,
retrieved numerically after k iterations by solving the well-posed
mixed direct boundary value problem (9a)–(9c) [(14a)–(14c)], in
the case of the alternating iterative algorithm I (II). This error E
should tend to zero as the sequences {u(2k1)}kP1 and {u(2k)}k P 1
tend to the analytical solution, u(an), in the space H1(X)d and hence
it is expected to provide an appropriate stopping criterion. Indeed, if
we investigate the error E obtained at each iteration for Example 1,
using the alternating iterative algorithm I, x = 1.50 and various lev-
els of Gaussian random noise pt 2 {1%,3%,5%} added into the bound-
ary traction data tjC1 , we obtain the curves graphically represented
in Figs. 3(c). By comparing Figs. 3(a)–(c), it can be noticed that the
convergence error E, as well as the accuracy errors eu and et, attain
their corresponding minimum at around the same number of itera-
tions. Therefore, for noisy Cauchy data a natural stopping criterion
ceases the MFS alternating iterative algorithms with relaxation I
and II at the optimal number of iterations, kopt, given by:
kopt : EðkoptÞ ¼ min
kP1
EðkÞ: ð49Þ
Fig. 8. The analytical and numerical displacements (a) u1jC2 and (b) u2jC2 , and tractions (c) t1jC2 and (d) t2jC2 , obtained using the MFS-based alternating iterative algorithm
with relaxation II, x = 1.50 and various amounts of noise added into the displacement vector ujC1 , i.e. pu 2 {1%,2%,3%}, for Example 3.
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sults and conclusions have been obtained for the other examples
considered and various x 2 (0,2).
As mentioned in the previous section, for exact data the itera-
tive process is convergent with respect to increasing the number
of iterations, k, since the accuracy errors eu and et keep decreasing
even after a large number of iterations, see e.g. Figs. 1(a)–(b) corre-
sponding to Example 1. It should be noted in this case that a stop-
ping criterion is not necessary since the numerical solution is
convergent with respect to increasing the number of iterations.
However, even in this case the errors E, eu and et have a similar
behaviour and the error E may be used to stop the iterative process
at the point where the rate of convergence is very small and no
substantial improvement in the numerical solution is obtained
even if the iterative process is further continued. Therefore, it can
be concluded that the regularizing stopping criterion (49) pro-
posed for the alternating iterative algorithms with relaxation I
and II is efﬁcient in locating the point where the errors start
increasing and the iterative process should be ceased.
6.5. Results obtained with noisy Cauchy data: Stability of the
algorithms
Based on the stopping criterion described in Section 6.4, the
analytical and numerical values for the displacement, u, and trac-tion vectors, t, on the under-speciﬁed boundary C2, obtained using
the alternating iterative algorithm I, x = 1.50, the initial guess
(43b) and various levels of noise added into the Dirichlet data on
the over-speciﬁed boundary C1 for Example 1, are illustrated in
Figs. 4(a)–(d). From these ﬁgures it can be seen that the numerical
solution is a stable approximation for the exact solution, free of un-
bounded and rapid oscillations. It should also be noted from
Figs. 4(a)–(d) that the numerical solution converges to the exact
solution as the level of noise, pu, added into the input displacement
data decreases.
The values of the optimal iteration number, kopt, the corre-
sponding accuracy errors, eu(kopt) and et(kopt), and the CPU time,
obtained using the alternating iterative algorithm I, the stopping
criterion (49), various levels of noise added into the Dirichlet data
on C1 and various values of the relaxation parameter,x 2 (0,2), for
the Cauchy problem given by Example 1, are presented in Table 1.
The following major conclusions can be drawn from this table:
(i) For all ﬁxed values of the relaxation parameter x 2 (0,2),
both accuracy errors eu(kopt) and et(kopt) decrease as pu
decreases (i.e. the algorithm I is stable with respect to
decreasing the level of noise added into the Dirichlet data
on C1), while the optimal number of iterations kopt and, con-
sequently, the CPU time required for the alternating iterative
algorithm I to reach the numerical solutions for the
Fig. 9. The analytical and numerical displacements (a) u1jC2 and (b) u2jC2 , and tractions (c) t1jC2 and (d) t2jC2 , obtained using the BEM-based alternating iterative algorithm
with relaxation II, x = 1.50 and various amounts of noise added into the displacement vector ujC1 , i.e. pu 2 {1%,2%,3%}, for Example 3.
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as pu decreases;
(ii) For all ﬁxed amounts of noise added into the displacement
data on the over-speciﬁed boundary C1, pu 2 {1%,3%,5%},
the accuracy errors eu(kopt) and et(kopt),the optimal number
of iterations, kopt and the CPU time required for the alternat-
ing iterative algorithm I to reach the numerical solutions for
the unknown boundary displacements and tractions on C2
slightly decrease as x increases, i.e. as more over-relaxation
is introduced in the algorithm I. However, it should be
stressed out that the differences, in terms of accuracy,
between the numerical results for both ujC2 and tjC2 ,
obtained for various values of the relaxation parameter, x,
are not very signiﬁcant.
In order to assess the performance of the alternating iterative
algorithm I with under-, no and over-relaxation, we exemplify by
considering Example 1 with p u = 1%: In this case, the CPU times
needed for the alternating iterative algorithm I with x = 0.50 (un-
der-relaxation), x = 1.00 (no relaxation) and x = 1.50 (over-relax-
ation) to reach the numerical solutions for the displacement and
traction vectors on C2 were found to be 7367.95, 4603.95 and
1010.78 s, respectively, while the corresponding values for the
optimal iteration number required,kopt, were found to be 174,110 and 24, respectively. This means that, to attain the numerical
solutions for the unknown Dirichlet and Neumann data on C2, the
alternating iterative algorithm I with over-relaxation (x = 1.50)
requires a reduction in the number of iterations performed and
CPU time by approximately 78% and 86% with respect to those
corresponding to the standard iterative algorithm II as proposed by
Kozlov et al. (1991), i.e. without relaxation (x = 1.00), and the
alternating iterative algorithm II with under-relaxation (x = 0.50),
respectively.
Similar conclusions to those obtained from Figs. 4(a)–(d) can be
drawn from Figs. 5(a)–(d), which present the numerical values for
the components of the displacement and traction vectors obtained
on the under-speciﬁed boundary C2, in comparison with their ana-
lytical counterparts, using the alternating iterative algorithm I, the
regularizing stopping criterion (49), x = 1.50 and various amounts
of noise added into the traction vector tjC1 , i.e. pt 2 {1%,3%,5%}, for
Example 1. By comparing Figs. 4 and 5, it can be observed that, as
expected, the alternating iterative algorithm I applied to Example 1
is more sensitive to noise added into the tractions tjC1 than to per-
turbations of the displacements ujC1 , as the level of noise added
into the Cauchy data increases.
Table 2 tabulates the values of the optimal iteration number,
kopt, according to the stopping criterion (49), the corresponding
accuracy errors given by Eqs. (45a) and (45b), and the CPU time,
Fig. 10. The analytical and numerical displacements (a) u1jC2 and (b) u2jC2 , and tractions (c) t1jC2 and (d) t2jC2 , obtained using the MFS-based alternating iterative algorithm
with relaxation I, x = 1.50 and various amounts of noise added into the displacement vector ujC1 , i.e. pu 2 {1%,2%,3%}, for Example 4.
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of noise added into the Neumann data on C1 and various values
of the relaxation parameter, x 2 (0,2), for the Cauchy problem gi-
ven by Example 1. From Tables 1 and 2 it can be noticed that the
sensitivity of the alternating iterative algorithm I with respect to
noisy Dirichlet and Neumann data on C1, for Example 1, results
in the following:
(i) More inaccurate numerical results for both ujC2 and tjC2 are
obtained for a perturbed traction vector on C1 than for a
noisy displacement vector on C1, as the amount of noise
added into the Cauchy data increases;
(ii) The optimal number of iterations kopt and hence the CPU
time required for the alternating iterative algorithm I to
reach the numerical solutions for the unknown displace-
ments and tractions on C2 for perturbed Neumann data
on C1 are, in general, larger that those for noisy Dirichlet
data on C1.
Accurate, convergent and stable numerical results for both the
unknown displacement, ujC2 , and traction vectors, tjC2 , which are
at the same time free of unbounded and rapid oscillations, have
been obtained for the Cauchy problem (2) and (6) corresponding
to an isotropic linear elastic solid occupying a simply connected
domain with a smooth boundary, namely the disk considered inExample 2. Figs. 6(a)–(d) illustrate the numerical results for the
displacements and tractions on the boundary C2, obtained using
the alternating iterative algorithm II with relaxation, the initial
guess (43a), the stopping criterion (49), x = 1.50 and various
amounts of noise added into the traction data on C1, namely
pt 2 {1%,3%,5%}, in comparison with their corresponding analytical
values, in the case of Example 2.
Accurate, convergent and stable numerical results for both the
temperature and the normal heat ﬂux on C2 have also been ob-
tained for the Cauchy problem associated with the modiﬁed Helm-
holtz equation analysed in this paper, when using the alternating
iterative algorithm II, various values for the relaxation parameter,
x 2 (0,2), and various amounts of noise added into the Dirichlet
or Neumann data on the over-speciﬁed boundary C1. Based on
the stopping criterion described in Section 6.4, the analytical and
numerical values for the displacement, u, and traction, t, vectors
on the under-speciﬁed boundaryC2, obtained using the alternating
iterative algorithm II, x = 1.50 and various levels of noise added
into the Neumann data on the over-speciﬁed boundary C1 for
Example 2, are illustrated in Figs. 6(a)–(d). The numerical results
presented in Figs. 6(a)–(d) and obtained using the MFS-based alter-
nating iterative algorithm I of Kozlov et al. (1991) with relaxation
for Cauchy problems in isotropic linear elasticity in simply con-
nected domains with a smooth boundary, such as the disk consid-
ered in Example 2, are remarkable. More speciﬁcally, both the
Fig. 11. The analytical and numerical displacements (a) u1jC2 and (b) u2jC2 , and tractions (c) t1jC2 and (d) t2jC2 , obtained using the MFS-based alternating iterative algorithm
with relaxation II, x = 1.50 and various amounts of noise added into the displacement vector ujC1 , i.e. pu 2 {1%,2%,3%}, for Example 4.
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iterative algorithm with relaxation II described in Sections 3–5
are more accurate than their counterparts retrieved by employing
a similar but BEM-based alternating iterative algorithm and shown
in Figs. 7(a)–(d), see also Marin et al. (2001), Comino et al. (2007)
and Marin and Johansson (in press).
The proposed MFS-alternating iterative algorithm with relaxa-
tion II, in conjunction with the stopping criterion (49), works in a
similar manner also for the Cauchy problem (2) and (6) associated
with an isotropic linear elastic material occupying a simply con-
nected domain with a piecewise smooth boundary, such as the
rectangle investigated in Example 3. Figs. 8(a)–(d) illustrate the
numerical results for the components of the displacement and
traction vectors on the boundary C2, obtained using the stopping
criterion (49), x = 1.50 and various amounts of noise added into
the boundary displacement data on C1, namely pu 2 {1%,2%,3%},
in comparison with their corresponding analytical values, in the
case of Example 3. Again, the numerical results for both the un-
known displacement and traction vectors on the under-speciﬁed
boundary C2, obtained using the MFS-based alternating iterative
algorithm with relaxation II, are also remarkable in the case of
Example 3, in the sense that they are much more accurate than
their counterparts retrieved by employing the BEM-based iterative
algorithm I with relaxation, as can be seen from Figs. 9(a)–(d).Figs. 10(a)–(d) present the reconstructed displacement and
traction vectors on C2, retrieved using the MFS-alternating itera-
tive algorithm with relaxation I, the stopping criterion (49) and
various levels of noise added into boundary displacement data on
C1, in comparison with their corresponding analytical solutions, in
the case of Example 4. It can be seen from these ﬁgures that the
proposed MFS-based iterative algorithm produces good numerical
approximations for the unknown boundary data on C2 also for lin-
ear (u1) and quadratic (u2) displacements, and constant (t1) and
linear (t2) tractions on the under-speciﬁed boundary C2, as given
by Eqs. (40) and (41), respectively. Similar accurate and stable
numerical approximations for both the unknown displacements
and tractions on C2 have been obtained when solving the same
problem by employing the MFS-based alternating iterative algo-
rithm with relaxation II and these are illustrated in Figs. 11(a)–
(d). It should be noted from Figs. 10 and 11 that, as expected, the
numerical reconstructions for ujC2 and tjC2 retrieved using the
alternating iterative algorithm with relaxation I (i.e. start with an
initial guess for the unknown tractions) are more inaccurate than
the corresponding numerical approximations obtained using the
alternating iterative algorithm with relaxation II (i.e. start with
an initial guess for the unknown displacements).
Finally, from the numerical results presented in this section, it
can be concluded that the stopping criterion developed in
3478 L. Marin, B.T. Johansson / International Journal of Solids and Structures 47 (2010) 3462–3479Section 6.4 has a regularizing effect, while the numerical solutions
obtained by the iterative MFS algorithms with relaxation described
in this paper are very accurate, convergent and stable with respect
to increasing the number of MFS boundary collocation points and
decreasing the level of noise added into the Cauchy input data,
respectively.7. Conclusions
In this paper, two algorithms involving the relaxation of either
the given Dirichlet data (displacement vector) or the prescribed
Neumann data (traction vector) on the over-speciﬁed boundary,
in the case of the alternating iterative algorithm of Kozlov et al.
(1991) applied to Cauchy problems in linear elasticity, were inves-
tigated and numerically implemented. The two mixed well-posed
and direct problems corresponding to every iteration of the numer-
ical procedure were solved using a meshless method, namely the
MFS, in conjunction with the Tikhonov regularization method.
For each direct problem considered, the optimal value of the regu-
larization parameter was automatically selected based on the GCV
criterion. An efﬁcient regularizing stopping criterion that ceases
the iterative procedure at the point where the accumulation of
noise becomes dominant and the errors in predicting the exact
solutions increase, was also presented. The MFS-based iterative
algorithms with relaxation were tested for Cauchy problems asso-
ciated with isotropic linear elastic materials in two-dimensional
simply and doubly connected domains, with smooth and piecewise
smooth boundaries.
The numerical results obtained using these procedures, in the
case of both doubly and simply connected domains with (piece-
wise) smooth boundaries, showed the numerical stability, conver-
gence, accuracy, consistency and computational efﬁciency of the
proposed method. More speciﬁcally, both alternating iterative
algorithms with constant over-relaxation of either the given dis-
placement vector or the prescribed traction vector on the over-
speciﬁed boundary signiﬁcantly reduced the number of iterations
performed in order to achieve the numerical solutions for the dis-
placement and traction vectors on the under-speciﬁed boundary,
as well as the CPU time allocated for this purpose. Furthermore,
it was shown that the limitation of the proposed algorithms with
relaxation, emphasized by Marin and Johansson (in press) when
using the BEM for solving Cauchy problems in two-dimensional
simply connected domains, can be overcome by employing the
MFS.Acknowledgement
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