Abstract. The work shows how a meta-learning technique can be successfully applied to decide when to prune, how m uch pruning is appropriate and what the best pruning technique is for a given learning task.
The meta-learning system
The Entrencher system learns to choose the best learning bias for a learning task among the ones provided in a bias pool 1 . Therefore, it performs a kind of meta-learning. It contrasts with other methods see 2 because it uses induction on training problem descriptions. The Entrencher uses the decision tree generated from the training set and related information to describe a learning task. The Entrencher then performs a supervised meta-learning on a set of classi ed problems divided into training and test sets. The system acts as follows:
1. Applies all the learners in the bias pool to the training problems and tests their performance; 2. Classi es the problems in terms of the best performing bias; 3. Applies a meta-learning procedure to the classi ed training set of problems, generating a bias classi er; The performance of the system is tested by assessing the average accuracy achieved by the bias classi er in a set of test problems 2 The system then comprises the following components:
A baseline learner generates consistent h ypotheses that are the working representations of the problems.
A problem descriptor generates values for the descriptor vector. A bias pool manager classi es the training problems by accuracy and sim- A meta-learner generates a bias classi er.
The Entrencher uses a decision tree baseline learner similar to a nonpruning C4.5 7 . The descriptor vector consists of the following real-valued descriptors: Tree nodes per attribute, tree nodes per instance, the average strength of support of each tree leaf, di erence in goodness-as-a-splitting-point b e t ween the attributes, maximum depth of the tree, number of repeated nodes, shape of the tree, number of leaves divided by tree shape, balance of the tree, number of subtrees with more than two possibly internal nodes repeated in the tree. The shape of the tree by the probability of arriving at each leaf given a randomly chosen path from the root to the leaf. This probability pN i of arriving at node N i among the m sibling nodes from the ancestor N A is given by pN i = pN A =m. The shape is then measured from the probability of the leaves pL j , given a tree with x leaves, by , P x j=0 pL j log 2 pL j . Balance is measured as follows.
Given all the possible values V i for pL j , calculate GV i a s GV i = nV i where n is the number of times V i occurs in the set of all the leaves of the tree. The balance is then measured by sum P x j=0 GV j log 2 GV j for all the x possible values for pL j . 1 The system is a development of the one described in 1 . 2 Notice that the meta-learner misclassi cations might h a ve di erent impact on the overall system performance. 3 Notice that the meta-learning system itself assumes a simplicity bias. A meta-learner, as any learner, requires biases.
Experiments with pruning strategies
Learning builds daily accumulation, but the practice of pruning builds daily simpli cation.D'apr es Lao Tzu
The Entrencher system can be applied to a simplicity bias pool to produce a learned bias classi er that can decide between di erent pruning options. Di erent pruning strategies have been proposed 4 . Quinlan's C4.5 system popularised error-based pruning. A major alternative to the error-based approach i s the cost-complexity pruning approach that has been adopted by some decision tree learning systems including Quinlan's own ID3.
The cost-complexity pruning technique considered here, as Quinlan's errorbased strategy, admits of di erent levels of pruning according to the di erent values of the acceptable cost threshold. Pruned trees are generated by replacing subtrees by a leaf labeled by the majority class that covers all but exception E majority cases of the subtree coverage X subtree , whenever the cost of the subtree is greater than the acceptable cost threshold. Let D subtree be the depth of a subtree, D tree the depth of the whole tree and S subtree the size in terms of the number of nodes of the subtree. Cost is then de ned as Cost subtree = Dtree,Dsubtree+1 2 Ssubtree Emajority=Xsubtree . Pruning proceeds from the leaves to the root of the tree.
The experiments reported in this paper involve learning tasks from an articial domain consisting of Monk-like problems 3 . Given the original 6 attributes of the Monk problems, there are 2 4 32 possible classi cations. For the current experiments, 100 classi cations were randomly chosen and 10 problems, composed by training and a test sets of 50 instances, were constructed for each classi cation. The meta-learning system was trained on an increasing number of problems and then tested on di erent test sets of problems randomly drawn from the 1000 existing problems. The performances were compared to the best possible pruning option available for each problem and with the xed di erent pruning options. In the graphs that report the experiments, the X-axis represents the training set sizes and the Y -axis the accuracy in the test sets of 50 problems. Each point represents the average of 10 runs under a xed training set size.
Learning when to prune
It is clear that there a r e n o g r ounds for believing that the simplest course of events will really happen. Ludwig Wittgenstein
For each pruning strategy considered, a rst question to ask is when pruning will enhance performance. In the rst experiment, the meta-learning system is applied to decide between pruning with con dence level of 25, C4.5's default value, and leaving the original C4.5 tree unpruned. In another experiment, the appropriateness of cost-complexity pruning has been considered. Here the metalearner decides between pruning with a xed acceptable cost threshold of 150 and leaving the original tree unpruned. Fig. 1 shows the result. The two bottom lines represent pruning and no pruning. In the case of cost-complexity, unpruned trees have the worse performance all along whereas in the error based pruning case, the bottomost line is the performance of pruned trees. In both cases the top line is the best pruning option for each problem and the second line approaching it is the performance of The Entrencher. Another question is how m uch simplicity is good enough. Fig. 2 plots the performance of the meta-learning system when selecting between di erent condence levels for error-based pruning 0, 25, 50, 75. Fig. 3 plots the curves for selecting the amount of cost-complexity pruning that the 50 test problems require by considering di erent acceptable cost thresholds 50, 150, 250. A third question concerns simplicity is related to the choice between di erent pruning strategies. An informed choice between C4.5 trees with no pruning, cost-complexity pruning with acceptable cost threshold of 150 and error-based pruning with con dence level of 25 can be provided by the use of The Entrencher, as Fig. 4 reports.
Conclusion
Since simplicity is not a universal bias, the question is: How d o w e nd out when, how m uch and how to apply it? The experiments in this paper show that The Entrencher allows for a successful inductively informed choice between different learning options as the system performance curves tend towards the best curve as training set size increases. It is therefore possible to learn about the appropriateness of di erent simplicity biases. Whitehead once said seek simplicity and distrust it. W e should understand that since God doesn't always shave with an Occam razor and Occam razors don't come with user's manuals, we are left to grope with nothing but induction to aid us. 
