Microsimulation models (MSMs) are used to predict population-level effects of health care policies by simulating individual-level outcomes. Simulated outcomes are governed by unknown parameters that are chosen so that the model accurately predicts specific targets, a process referred to as model calibration. Calibration targets can come from randomized controlled trials, observational studies, and expert opinion, and are typically summary statistics. A well calibrated model can reproduce a wide range of targets. MSM calibration generally involves searching a high dimensional parameter space and predicting many targets through model simulation. This requires efficient methods for exploring the parameter space and sufficient computational resources. We develop Incremental Mixture Approximate Bayesian Computation (IMABC) as a method for MSM calibration and implement it via a high-performance computing workflow, which provides the necessary computational scale. IMABC begins with a rejection-based approximate Bayesian computation (ABC) step, drawing a sample of parameters from the prior distribution and simulating calibration targets. Next, the sample is iteratively updated by drawing additional points from a mixture of multivariate normal distributions, centered at the points that yield simulated targets that are near observed targets. Posterior estimates are obtained by weighting sampled parameter vectors to account for the adaptive sampling scheme. We demonstrate IMABC by calibrating a MSM for the natural history of colorectal cancer to obtain simulated draws from the joint posterior distribution of model parameters.
Introduction
Microsimulation models (MSMs) are useful tools for predicting population-level effects of medical interventions on health outcomes because they synthesize information from randomized controlled trials, observational studies, and expert opinion. MSMs are characterized by simulation of agents that represent individual members of an idealized population of interest. For each agent, the model simulates event histories that catalog landmarks in the disease process, such as the development of an incident cancer In general, the mechanisms driving these processes are not directly observable, though outcomes from these processes can be observed. Model calibration involves selecting parameter values that result in model predictions that are consistent with observed data and expected findings. Once parameters are selected, MSMs can be used to make predictions about population trends in disease outcome, population-level effectiveness of interventions, and for estimating the comparative effectiveness of interventions that cannot otherwise be directly compared. For example, models have been used to inform U.S. Preventive Services Task Force screening guidelines for breast (Mandelblatt et al., 2016) , cervical (Kim et al., 2017) , colorectal , and lung cancer (de Koning et al., 2014) .
MSM calibration involves searching a high dimensional parameter space to predict many targets; Several approaches have been proposed. The simplest calibration method involves perturbing parameters one at a time and evaluating the goodness of fit to calibration data, but this is only feasible when calibrating a few parameters. Directed searches, such as the Nelder-Mead algorithm (Nelder and Mead, 1965) , provide a derivative free hill-climb to identify a single best value for each parameter. Kong et al. (2009) used automated parameter search algorithms from engineering (simulated annealing and a genetic algorithm) to find the optimal parameter set that yields the best fit.
Bayesian calibration methods estimate joint posterior distributions of model parameters. Estimated posterior distributions are useful because they provide information about parameter uncertainty. Markov Chain Monte Carlo (MCMC) algorithms are a standard tool for simulating draws from a posterior distribution of model parameters conditional on observed data. However, MCMC can be difficult and costly to apply to MSM calibration (Rutter et al., 2009 ) and because MCMC is based on a process of sequentially updating draws, it is not easy to parallelize the process to take advantage of modern computing resources.
Approximate Bayesian Computation (ABC) offers an alternative approach to MSM calibration.
ABC is a suite of techniques used to simulate draws from the posterior distribution of model parameters given calibration targets that avoids estimation of the likelihood (Marin et al., 2012) .
However, ABC is inefficient and can fail when the parameter space is high dimensional, when there are many calibration targets, or when the prior distributions are very different from the posterior distributions. McKinley et al. (2017) found that popular ABC variants did not provide a computationally feasible approach for calibrating stochastic epidemiological models.
We propose an Incremental Mixture ABC (IMABC) for MSM model calibration. IMABC begins with a basic rejection-sampling ABC step (e.g., Pritchard et al., 1999) and then incrementally updates samples by adding points to regions of model fit. In the next sections we describe the CRC-SPIN MSM for the natural history of colorectal cancer (CRC) ( §2), calibration targets used to inform CRC-SPIN model parameters ( §3), the IMABC calibration approach ( §4), and results of CRC-SPIN model calibration based on IMABC ( §5). We conclude with general remarks about the proposed approach and discussion of future work ( §6).
Microsimulation Model for the Natural History of Colorectal Cancer
The ColoRectal Cancer Simulated Population Incidence and Natural history model (CRC-SPIN) (Rutter et al., 2009; Rutter and Savarino, 2010) describes the natural history of CRC based on the adenoma-carcinoma sequence (Muto et al., 1975; Leslie et al., 2002) . Four model components describe the natural history of CRC: 1) adenoma risk; 2) adenoma growth; 3) transition from adenoma to preclinical cancer; and 4) transition from preclinical to clinical cancer (sojourn time).
Model validation revealed that while CRC-SPIN predicted many aspects of disease well, it predicted too few preclinical cancers, indicating that simulated sojourn times were too short . In this paper we present CRC-SPIN 2.0, a revised version of the original CRC-SPIN 1.0 model with an updated sojourn time model. Table 1 summarizes CRC-SPIN 2.0, which contains a total of 21 calibrated parameters. Because this is a model recalibration, prior distributions are based on results from the previous calibration of CRC-SPIN 1.0 (Rutter et al., 2009 ).
Adenoma Risk Model
The occurrence of adenomas is modeled using a non-homogeneous Poisson process with a piecewise age-effect. The ith agent's instantaneous risk of an adenoma at time t is given by
where α 0i ∼ N (A, σ α ) describes an agent's baseline risk, α 1 describes the difference in risk for men (sex i = −1) versus women (sex i = +1), α 2k describes changes in risk with age (in years)
in the kth interval, and δ k (age i (t)) = 1 when a k < age i (t) ≤ a k+1 and is zero otherwise. The change-point model for adenoma risk specifies that agents are not at risk of developing adenomas until age a 1 = 20 and that risk changes at ages a 2 = 50, a 3 = 60, and a 4 = 70, with a maximum age of a 5 = 120. This is the same adenoma risk model used in CRC-SPIN 1.0, with the exception that age-effects can be negative after age 60 years to allow declining risk of adenoma initiation.
Once adenomas are initiated they are assigned a location. The distribution of adenomas throughout the large intestine follows a multinomial distribution based on data from 9 autopsy studies (Blatt, 1961; Chapman, 1963; Stemmermann and Yatani, 1973; Eide and Stalsberg, 1978; Rickert et al., 1979; Williams et al., 1982; Bombi, 1988; Johannsen et al., 1989; Szczepanski et al., 1992) . The probabilities associated with six sites in the large intestine (from distal to proximal) are: P(rectum) = 0.09; P(sigmoid colon) = 0.24; P(descending colon) = 0.12; P(transverse colon) = 0.24; P(ascending colon) = 0.23; and P(cecum) = 0.08. For many purposes it is important to distinguish between colon and rectal locations; more detailed location information is sometimes used for determining screening test accuracy. 
Adenoma Growth Model
Adenoma growth is modeled using an extension to the Janoschek growth curve model (Janoschek, 1957; Gille and Salomon, 2000) . For the jth adenoma in the ith agent at time t after onset, the diameter of the adenoma is equal to
is the maximum adenoma diameter in millimeters (mm), d 0 = 1mm is the minimum adenoma diameter, and λ ij is the growth rate for the jth adenoma within the ith agent. This model is asymmetric, with exponential growth early that slows to allow an asymptote at d ∞ .
To improve our ability to relate adenoma growth to observable data and clinical knowledge, we parameterize the growth model in terms of the time it takes for the adenoma diameter to reach
. We assumed that t 10mm has a Frèchet (or type II extreme value) distribution with shape parameter α, scale parameter β, and cumulative distribution function given by
for t ≥ 0. The Frèchet distribution has a long right tail, with skewness that can persist as the mean moves away from zero, allowing for a large proportion of slow growing adenomas. Under this model, E(t 10 ) = βΓ(1 − 1/α), with median β/ ln(2) 1/α . Prior distributions for adenoma growth parameters specify that most adenomas grow very slowly, with at most 29% of adenomas reaching 10mm within 10 years, and potentially far fewer growing this quickly. This is the same model used in CRC-SPIN 1.0. We allow the scale and shape parameters to be location-specific.
Model for Transition from Adenoma to Preclinical Invasive Cancer
The CRC-SPIN 2.0 uses a reparameterized version of the CRC-SPIN 1.0 model for adenoma transition, restated as a regression model to better evaluate differences based on agent and adenoma characteristics. The size at transition to preclinical cancer (in mm) for each adenoma is simulated using a lognormal distribution. The underlying (exponentiated) normal distribution has standard deviation 0.5 and mean
Where δ f = 1 if the agent is female and is zero otherwise and δ r = 1 if the adenoma is located in the rectum and is zero otherwise. Based on this model, the expected size at transition is given by exp(µ γ + 0.125), with median exp(µ γ ) and variance 0.28 exp(2µ γ + 0.25). Negative parameter values indicate that transition tends to occur at smaller adenoma sizes. Under this model, most adenomas do not reach transition size and small adenomas are unlikely to transition to cancer. For example, if µ γ = 3.5 then the probability of transition to preclinical cancer is less than 0.00001 at 10mm, 0.008 at 15mm and 0.16 at 20mm.
Model for Sojourn Time
Sojourn time is modeled using a Weibull distribution with shape parameter fixed at 5, given by:
with E(x) = τ Γ(1.2) and V ar(x) = τ 2 Γ(1.4) − Γ(1.2) 2 . By fixing the shape parameter, we focus on distributions with a limited range of skewness, disallowing distributions with heavy right tails while allowing sufficient flexibility to model plausible sojourn time distributions. Sojourn time is assumed to be independent across preclinical cancers within agents, and depends on location (colon or rectum). Prior distributions for sojourn time parameters allow mean sojourn time to range from 1.4 (with SD 0.32) to 6.4 years (SD equal to 1.5). Other-cause mortality is modeled using survival probabilities based on product-limit estimates for age and birth-year cohorts from the National Center for Health Statistics Databases (National Center for Health Statistics, 2000).
Simulation of Lifespan and Colorectal Cancer Survival

Calibration Data
Calibration data are derived from published studies, and typically take the form of summary statistics with known distributions, such as binomial, multinomial, and Poisson. We calibrate to 37 targets from six sources: SEER registry data (16 targets) (National Cancer Institute, 2004) , four epidemiologic studies (19 targets), and a case series (two targets). We also incorporated information about adenoma growth from a recent study that examined individuals with two screening colonoscopies that were approximately ten years apart (Ponugoti and Rex, 2017) . The second screening colonoscopy detected advanced adenomas (defined as adenomas ≥ 10mm in size, or with villous features or high-grade dysplasia) in 3% of individuals overall and in 9% of individuals with at least one adenoma. Based on this, we bounded adenoma growth parameters so that the percent of adenomas reaching 10mm within 10 years ranged from 1% to 25%.
Below we describe each of the calibration sources and information used to simulate corresponding calibration targets. 
Aggregated Individual-level data
Calibration to individual-level data requires simulating a set of agents with risk that is similar to the study population based on age, gender, and prior screening patterns. Simulations also account for the time period of the study, which affects both overall and cancer-specific mortality. In general, studies describe their samples by reporting the percentage of men and women, their average age, and the standard deviation of age. Unless information was provided by sex, we assumed the same age distribution for men and women. We modeled age distributions used in simulations using truncated normal distributions based on the reported means, standard deviations, and age ranges.
SEER Data
SEER colon and rectal cancer incidence rates in 1975-1979 are a key calibration target (Table 2) .
Incidence rates reported are per 100,000 individuals. These rates are based on the first observed invasive colon or rectal cancer during the years 1975-1979, the most recent period prior to dissemination of CRC screening tests. We assume that given the SEER population size, the number of cancer cases in any year follows a binomial distribution.
To simulate SEER incidence rates, we generate a population of individuals from 20 to 100, with an age-and sex-distribution that matches the SEER 1978 population who are free from clinically detected CRC. Model-predicted CRC incidence is based on the number of people who develop CRC in the next year. Table 3 summarizes calibration targets from epidemiologic studies. To simulate these targets, we generated separate populations for each target that match the age and gender distribution of study participants.
Data from Epidemiologic Studies
Because participants in the Pickhardt et al. (2003) study underwent both colonoscopy and CT colonography, with a focus on comparing the sensitivity of these two modalities, we assume that in this study all adenomas were detected (i.e., perfect sensitivity). Studies by Corley et al. (2013) , Im-periale et al. (2000) , and Lieberman et al. (2000) report findings from colonoscopy. Our simulations assume no screening prior to this exam, and that study participants are free from symptomatic (clinically detectable) CRC at the time of colonoscopy. When simulating model predictions for these studies the model incorporates colonoscopy sensitivity. We assumed a quadratic model for colonoscopy sensitivity based on lesion (i.e., adenoma or preclinical cancer) size (s). For adenomas, we assume P (miss|size = s < 20mm) = 0.34 − 0.0349 + 0.0009s 2 and P (miss|size = s ≥ 20mm) = 0.
This function results in sensitivity that is consistent with observed findings from the 1990's (Hixson et al., 1990; Rex et al., 1997) : sensitivity is 0.76 for a 3mm adenoma, 0.87 for a 7.5mm adenoma, and 0.95 for a 12mm adenoma. For preclinical cancers, we assume sensitivity that is the maximum of 0.95 and sensitivity based on adenoma size, so that colonoscopy sensitivity is 0.95 for preclinical cancers 12mm or smaller, and sensitivity is greater than 0.95 for preclinical cancers larger than 12mm.
Adenoma Data
Data from a case series (Church, 2004) , describes the pathology of 2,980 lesions (i.e., adenomas and preclinical cancers) removed between January 1995 and September 2002 in a single endoscopist's practice. For the purpose of calibration, we focus on preclinical cancer rates in lesions ≥ 6mm because very few cancers were detected in lesions < 6mm (2 in 2066). Among 418 lesions 6 to 10mm, 1 cancer was detected (0.24%) and among lesions 10mm or larger 21 adenomas were detected (4.2%). Because this study did not provide information about the age or sex of patients, we calibrate to these targets by simulating a population that was 50% male with an average age of 65 with a standard deviation of 5, and an age range of 20 to 90 years. We assume that all adenomas are detected via colonoscopy, which may impact the size distribution.
Posterior Inference via Incremental Mixture Approximate Bayesian Computation (IMABC)
Approximate Bayesian computation methods are likelihood-free techniques for simulating draws from the posterior distribution of model parameters given data. The general idea is to replace the calculation of a likelihood with an approximation based on matching model simulations to the observed data using a set of goodness-of-fit metrics (Conlan et al., 2012) . Using the basic rejectionbased ABC algorithm (Tavare et al., 1997; Pritchard et al., 1999) , the model parameter vector θ is generated from the prior distribution π(θ) and the model is used to simulate data, y * . Draws that result in simulated data that are similar to observed data, y, are accepted. Similarity between y * and y is based on user-defined summary statistics, f (y), a distance metric, ρ, and a tolerance level, .
In practice, simulating θ from the prior distribution can be very inefficient, because the prior and posterior distributions are often poorly aligned Many versions of ABC have been developed (Sisson et al., 2007; Toni et al., 2009 ).
ABC-MCMC involves proposing a new value of θ by sampling from a Markov kernel that is typically centered at the previous draw, θ (t−1) , q(θ | θ (t−1) ). If a new draw yields simulated data y * that is not close to the observed data y (ρ(f (y), f (y * )) > ), it is immediately rejected. Otherwise, the probability of acceptance depends on the ratio of q(θ | θ (t−1) )π(θ) to q(θ (t−1) | θ)π(θ (t−1) ).
Drawbacks of ABC-MCMC include the usual problems with MCMC, such as correlated samples, low acceptance rates, the possibility of getting stuck in low posterior probability regions, and slow mixing requiring very long chains.
ABC-SMC is a parallel sequential ABC algorithm. The algorithm begins by simulating an initial set of draws. At each subsequent iteration, t, a new set of values θ The population Monte Carlo ABC algorithm (ABC-PMC) is closely related to ABC-SMC, drawing on ideas of importance sampling (Beaumont et al., 2009; Marin et al., 2012) . At each iteration, ABC-PMC uses a kernel approximation to the target distribution based on previous iterations New points are sampled via a component-wise independent random walk, a normal distribution centered at a previously accepted point chosen using importance weights. This effectively yields a normal mixture sampling distribution.
In general, ABC and its variants can be impractical or can fail when the parameter space is high dimensional (Blum and Francois, 2010) , or there are many summary statistics that the simulated data must approximate. As discovered by McKinley et al. (2017) , this precludes their use in the context of MSMs, where there are usually many calibration targets. To address the problems with ABC and MCMC in the context of MSMs, we propose a new ABC approach that we call incremental mixture approximate Bayesian computation (IMABC).
The IMABC algorithm
The IMABC algorithm begins with a rejection-sampling ABC step, and updates draws by adding points near draws that are nearest to targets. Because calibration targets are summary statistics from published studies, we directly compare simulated targets to published targets. We base the ABC distance metric and tolerance levels on the (1 − α j ) × 100% confidence intervals of calibration targets, allowing tolerance levels to vary across targets. Let O 1 , . . . , O J indicate calibration targets and let S ij be the jth simulated target (corresponding to O j ) for the ith sampled point. We use an intersection approach for our distance metric (Conlan et al. (2012) , Ratmann et al. (2014) ) and define δ(θ i , α) = 1 if all S ij , j = 1, . . . , J fall within the (1 − α j ) × 100% confidence intervals for the targets O j . Larger values of α j imply tighter confidence intervals, i.e., more stringent requirements for acceptance of points. For a given value of α, tolerance limits will be wider for less precisely estimated targets.
At the first IMABC step, a sample of N 0 points, θ 1 , . . . , θ N 0 , is drawn from the prior distribution of model parameters, π(θ). Latin hypercube sampling can be used to ensure coverage of the parameter space. After this first step, the IMABC algorithm begins an updating phase, adding points in the neighborhood of N (c) "best" points, those that result in simulated targets, S ij , closest to the observed targets, O j . At each iteration, the α (a) Identify i associated with median p ij . For each potentially updated tolerance level, set
Otherwise leave α unchanged, letting α
4. If α (t) = α * , determine whether the stopping criteria based on the effective sample size (ESS) has been met.
(a) Calculate sampling weights that account for the difference between the prior and mixture sampling distributions, w i = π(θ i )/q t (θ i ). The mixture sampling distribution, q t is given
(k) ), and N t = N 0 + N (c) Bt, the total number of draws through iteration t.
(b) Calculate the effective sample size (ESS) for the N t draws, ( (Kish, 1965; Liu, 2004) .
(c) If ESS ≥ N post , the desired number of draws from the posterior distribution, the algorithm is complete. Otherwise, continue to iterate, but without further updates to the tolerance level at step 3.
Once the IMABC algorithm is complete, independent draws from the posterior distribution are simulated by taking a weighted sample from accepted points with replacement, using the w i . These weights account for sampling of points from the normal mixture rather than the prior distribution.
The IMABC algorithm includes several tuning parameters: N 0 , the initial number of draws from the prior distribution; N (α) , the number of points that must be accepted before possibly updating the tolerance level; α (0) , the initial tolerance level; α * , the target tolerance level; N (c) , the number of normal mixtures used to draw new points at each step; N (B) the number of draws used to calculate the covariance matrix for each normal mixture; B, the number of points drawn at each of the N (c) mixture distributions; and N post the effective sample size of the final set of accepted points. We recommend using a large initial sample size N 0 when using noninformative priors, because most initial sampled points will not lie in high posterior probability regions.
CRC-SPIN 2.0 Calibration Results
IMABC Implementation
In our application, we set N 0 = 10, 000; N (α) = 100; N (c) = 10; N (B) = 980; B = 1, 000; and N post = 5, 000. Using N (c) = 10 centers allowed us to take advantage of processor concurrency. In
Step 1(b) we chose to summarize p ij by p i· = min i (p ij ), i.e., by the worst fitting target, but other choices such as p i· = mean i (p ij ) may also be reasonable. We set α (0) = α * = 0.001 for Corley et al. (2013) , Imperiale et al. (2000) , Church (2004) , and Lieberman et al. (2008) targets. We use a wider tolerance for the Pickhardt et al. (2003) target, with α (0) = α * = 0.0001, because it was difficult to reconcile these targets with bounds specified for the fraction of adenomas reaching 10mm within 10 years. For SEER data we began with α (0) = 1 × 10 −20 and worked toward α * = 1 × 10 −9 . While this is a small α level, it still results in narrow bands around registry-based incidence rates.
When simulating calibration targets, we assumed no prior screening. Colorectal cancer screening guidelines have been in place since the late 1990s (Winawer et al., 1997) , and screening rates have since risen steadily (Meissner et al., 2006; Centers for Disease Control & Prevention, 2011) .
Most studies were conducted prior to widespread screening, making this a generally reasonable assumption. However, the Corley et al. (2013) study is based on insured patients who underwent colonoscopies from 1/1/2006 to 12/31/2008. While this sample was selected to be minimally screened, when calibrating to this target we allowed tolerance limits to be up to 50% higher than expected, to acknowledge that adenoma prevalence in this study may be lower than expected in a completely unscreened population.
Using IMABC to calibrate an MSM requires multiple model evaluations at each parameter draw, and the user needs to specify the size of draws used to simulate S ij . These embedded simulation sizes, m, need to be large enough to allow accurate estimation of calibration targets at each parameter value. Setting m too low will result in inaccurate identification of acceptable θ i .
Setting m too large will unnecessarily slow the algorithm. We used embedded simulation sizes of 5 × 10 4 for Pickhardt et al. (2003) ; 2 × 10 5 for Corley et al. (2013) and Imperiale et al. (2000) ; 3 × 10 5 for Church (2004) , 5 × 10 5 for Lieberman et al. (2008) and 5 × 10 6 for the SEER registry data.
When implementing the IMABC algorithm we recommend sequentially evaluating the targets at step 1, beginning with targets that are less computationally intensive (with smaller m). Once any simulated target is out of bounds, the point is rejected and there is no need to simulate the remaining, more computationally intensive, targets.
Programming and Computing Environment
Both the IMABC algorithm and the CRC-SPIN 2.0 model were implemented in the R programming language. We utilized the Extreme-scale Model Exploration with Swift (EMEWS) framework (Ozik et al., 2016) to implement a dynamic HPC workflow controlled by the IMABC algorithm. EMEWS, built on the general-purpose parallel scripting language Swift/T (Wozniak et al., 2013) 
Estimated Posterior Distributions
Posterior estimated means and 95% credible intervals (CIs) for mode parameters were based on weighted means and percentiles of accepted draws from the joint posterior distriubtion (shown in Table 1 ). Alternatively, one can simulate independent draws from the posterior by taking a weighted sample with replacement from the set of accepted points.
Estimates indicate that adenoma risk is higher for men than women, and continues to rise to age 70, when risk stabilizes. However, estimated 95% CIs indicate that we have little information about how adenoma risk changes after age 70.
Parameters that govern the time for an adenoma to reach 10mm were tightly estimated, with adenomas in the rectum reaching 10 mm faster than those in the colon. Under this model, most adenomas do not reach 10mm. The posterior 95% CIs for the median time to reach 10mm is 36.6 years with 95% CI (33.7,39.7) for adenomas in the colon and 17.3 years with 95% CI (15.8,19.6) for adenomas in the rectum. The posterior estimates of the proportion of adenomas that reach 10mm within 10 years is 0.025 with 95% CI (0.011,0.044) for adenomas in the colon and 0.155 with 95% CI (0.081,0.216) for adenomas in the rectum.
Model calibration results indicate that adenomas transition to preclinical cancer at smaller sizes for women, for adenomas in the rectum, and for adenomas initiated at later ages. We did not find evidence of differntial effects of age at adenoma initiation on size at transition by adenoma location or agent sex (based on interaction terms γ 5 , γ 6 , and γ 7 ). When baseline risk is lower, risk increases more rapidly from 20 to 50 years (correlation is -0.67).
As the shape parameter increases, the scale parameter must decrease in order to have significant mass at small values, which is required to allow some faster growing adenomas (with shorter time to reach 10mm).
Discussion
In previous work, we proposed an MCMC algorithm to calibrate MSM model parameters (Rutter et al., 2009) . While this method was successful in obtaining draws from the posterior distribution, it had a number of drawbacks stemming from poor mixing and high correlation between sequential iterations, as well as subjectivity in determining convergence. We developed an ABC algorithm that avoids these difficulties, built on the ideas of incremental mixture importance sampling (IMIS) (Steele et al., 2006; Raftery and Bao, 2010) , an adaptive Sampling Importance Resampling algorithm (SIR; Rubin, 1987) . Like IMIS, the IMABC algorithm iteratively updates the proposal distribution at each iteration to obtain samples from regions of the parameter space that are con- sistent with calibration targets. Advantages of IMABC include clear stopping rules based on the a specified effective sample, the ability to specify which targets are most important through tolerance intervals, and the ability to take advantage of parallelized code. We illustrated the use of IMABC by calibrating a MSM for colorectal cancer, a real-world problem with a relatively high dimensional parameter space and multiple calibration targets.
The validity of ABC algorithms, in the sense that they result in samples from the approximate posterior distribution f (θ | ρ(y, y * ) < ), relies on the validity of the corresponding exact algorithms.
IMABC is an approximate Bayesian version of adaptive importance sampling, similar to IMIS, with samples drawn from the parameter space using a proposal distribution that is a mixture of normal distributions. Posterior estimates are based on accepted draws that are weighted to account for differences between the prior and proposal distrbutions. In terms of ABC approaches, IMABC is most similar to the ABC-PMC approach (Beaumont et al., 2009) . IMABC adds new points in the region near a subset of points that produce simulated targets closest to observed targets, whereas ABC-PMC samples points based on an approximation to the joint distribution using importance weights. The IMABC algorithm allows for locally adaptive covariance matrices that vary across components, and uses a new approach to selecting tolerance levels, based on α-levels associated with a test of equality between the simulated and observed targets, which implicitly incorporation of the precision of calibration targets.
A limitation of the IMABC algorithm as applied to MSM calibration is that it is computationally demanding. We implemented IMABC as a dynamic high-performance computing (HPC) workflow via the EMEWS framework (Ozik et al., 2016) . Future work will explore the release of publicly available code to allow others to utilize these approaches in other computing environments. Because calibration to summary statistics requires simulation of a large number of model evaluations, each with a large number of agents, we plan to explore ways to improve the efficiency of IMABC model calibration, such as guidance regarding user-selected tuning parameters. Finally, we plan to examine efficient approaches to parameter updating when new targets become available, and sequential calibration approaches that can be used to build from simple to more complex models.
