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Re´sume´
Le proble`me de la combinaison des services, autrement appele´ proble`me
de la composition, constitue le foyer d’une intense activite´ de recherche.
Composer les services entre eux, c’est entrelacer leurs se´quences d’actions,
de manie`re a` obtenir des se´quences qui satisfassent les exigences des clients.
Le proble`me de la composition de services est difficile a` re´soudre en ge´ne´ral.
Dans cette the`se nous conside´rons des services qui peuvent a` la fois
exe´cuter des actions de communications ainsi que des actions internes. De
plus, des conditions peuvent eˆtre exige´es et des effets peuvent eˆtre applique´s
sur les transitions. Formellement, les services sont repre´sente´s par des auto-
mates communicants conditionnels.
Nous de´finissons, pour ce mode`le, le proble`me de la composition et
nous e´tudions sa de´cidabilite´ pour diffe´rentes relations d’e´quivalence et de
pre´ordre a` savoir : l’inclusion de traces, l’e´quivalence de traces, la simulation
et la bisimulation.
Suite aux re´sultats de de´cidabilite´ obtenus, nous proposons trois va-
riantes pour le mode`le initial. Pour chacune d’elles, nous de´finissions le
proble`me de la composition et nous e´tudions sa complexite´ pour les rela-
tions cite´es ci-dessus.
Mots-cle`s
Composition de services, automates, relations d’e´quivalence et de
pre´ordre, de´cidabilite´ et complexite´.
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Abstract
The problem of combining services, also called the services composi-
tion problem, constitutes the centre of intense research activity. To compose
services consists of merging their action sequences in order to obtain new
sequences that satisfy the client requirements. This problem is in general
difficult to solve.
In this thesis, we consider services that are able to perform two kinds of
actions : communication actions and internal actions. Moreover, services are
able to verify conditions before an action execution and to change the value
of variables after an action execution. Formally, services are represented by
conditional communicating automata.
We define for this model the services composition problem and we study
its decidability for the following preorder and equivalence relations : traces
inclusion, trace equivalence, simulation and bisimulation.
Further to the decidability results obtained we propose three variants of
the initial model. For each variant we define the composition problem and
we study its complexity regarding the relations cited above.
Key-words
Services composition, automata, equivalence relations, preorder rela-
tions, decidability and complexity.
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Chapitre 1
Introduction
1.1 Programmation oriente´e services
La programmation oriente´e service [SH05] (SOC, Service Oriented Com-
puting) est un paradigme de programmation qui utilise les services comme
des constituants e´le´mentaires a` partir desquels sont re´alise´es des applications
re´parties. En particulier, afin de cre´er un nouveau service qui peut re´aliser
une taˆche complexe que les services existants ne peuvent pas re´aliser, une
des solutions est de composer ces services.
Par conse´quent, l’architecture des services Web est une architecture
oriente´e composant [MMM06] (SOA, Service Oriented Architecture). Les
concepts de bases de cette architecture sont les trois e´le´ments suivants :
– Service fournisseur,
– Service annuaire et
– Service client.
Les services fournisseurs sont des services qui proposent des fonctionnalite´s
que d’autres services peuvent utiliser. Lorsque les services fournisseurs sont
cre´e´s, le but est qu’ils soient accessibles par le maximum d’utilisateurs. Pour
cela, il faut que ces services puissent eˆtre facilement retrouve´s. En effet, les
services sont re´pertorie´s dans un service particulier appele´ annuaire. Dans
cet annuaire se trouve l’adresse et la description des services fournisseurs
re´pertorie´s. Les utilisateurs des services fournisseurs sont appele´s services
clients.
Il existe diffe´rents proble`mes concernant les services du mode`le SOA.
Parmi ces travaux nous citons : la description de services [CCMW01], la
de´couverte de services [Dra01], la validation et le test de services [PBL08]
et la composition de services [Ber05, MPT08].
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Dans le cadre de cette the`se, nous sommes inte´resse´e par l’e´tude de la
complexite´ du proble`me de la composition.
1.2 Les services et le proble`me de la composition
de services
Le proble`me de la combinaison des services, autrement appele´ proble`me
de la composition [BCGM06, PMBT05], constitue le foyer d’une intense
activite´ de recherche. Ce proble`me peut eˆtre de´crit comme suit : e´tant donne´s
un ensemble de services disponibles et un but, est-il possible de combiner les
services disponibles afin de re´aliser le but ? Pour avoir une description plus
pre´cise, il faut d’abord de´finir les services.
Il existe diffe´rentes de´finitions pour les services [ACKM03]. Certaines
sont plus ge´ne´rales que d’autres. Par exemple, dans certaines de´finitions,
un service repre´sente toute application accessible sur internet. Dans des
de´finitions plus spe´cifiques, comme celle propose´e par [JC], les services sont
de´finis comme des applications base´es sur le langage XML (Extensible Mar-
kup Language). Plus pre´cise´ment, un service doit utiliser le langage WSDL
(Web Services Description Language) pour sa description statique, il doit
utiliser le protocole de communication SOAP (Simple Object Access Proto-
col) pour communiquer et il doit utiliser l’annuaire UDDI (Universal Des-
cription, Discovery and Integration) pour eˆtre re´pertorie´ et pour rechercher
d’autres services.
D’un point de vue formel, il existe aussi plusieurs repre´sentations des
services. Souvent, les services sont vus comme des automates finis. Dans
ces automates, il est possible d’effectuer uniquement des actions de commu-
nication [PTBM05], d’exe´cuter uniquement des actions internes [BFDP08,
BCGM06] ou d’exe´cuter les deux types d’actions [BCG+05]. Parfois, ces
automates sont enrichis par l’ajout de conditions et d’effets sur les transi-
tions [BCG+05].
Les re´seaux de Petri sont e´galement utilise´s pour repre´senter formellement
les services [HB03, MPPP02]. Par ailleurs, les re´seaux de Petri permettent
aussi la description des conditions et des effets pour les transitions. Dans
d’autres approches, les services sont repre´sente´s par des axiomes de la lo-
gique line´aire [RKM04].
Par conse´quent, la description formelle du proble`me de la composition
est diffe´rente d’un formalisme a` l’autre. Par exemple, lorsque les services sont
des automates, le proble`me de la composition devient celui de l’e´quivalence
entre un automate est un produit d’automate [BFDP08, MW08]. Lorsque
11
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les services sont repre´sente´s par des axiomes, le proble`me de la composition
consiste a` prouver un se´quent a` partir d’un ensemble d’axiomes.
Cependant, meˆme si le formalisme choisi pour repre´senter les services
est le meˆme, les approches pour le re´soudre ne sont pas force´ment iden-
tiques. Par exemple, dans [PTBM05] et [BCG+05], les services sont for-
malise´s par des automates, mais dans [PTBM05] les auteurs utilisent une
me´thode base´e sur la planification pour re´soudre le proble`me de la compo-
sition et dans [BCG+05], les auteurs utilisent une me´thode base´e sur la sa-
tisfaction d’une formule dans la logique dynamique propositionnelle (PDL).
Ainsi, des techniques de re´solution de diffe´rents domaines peuvent eˆtre ap-
plique´es afin de re´soudre le proble`me de la composition.
1.2.1 Notre approche
En ce qui nous concerne, nous repre´sentons les services par des auto-
mates communicants conditionnels CCA [BCF08a, BCF08b]. Ces automates
sont capables d’exe´cuter des actions internes ainsi que des actions de com-
munication. De plus, ils contiennent des pre´conditions et des effets sur les
transitions. Notre mode`le s’inspire du mode`le COLOMBO [BCG+05]. Plus
particulie`rement, il utilise certaines de ses notions :
– service client,
– service but,
– services disponibles et
– service me´diateur.
L’objectif de la composition est d’utiliser les services disponibles afin de cre´er
un service qui peut effecteur les taˆches que le service client veut re´aliser. La
structure du service souhaite´ est repre´sente´e par le service but. Ce dernier
communique uniquement avec le client. Quant au service me´diateur, c’est
celui qui sera synthe´tise´ afin de re´aliser le but. Plus pre´cise´ment, le service
me´diateur peut effectuer uniquement des actions de communication. Par
conse´quent, afin de simuler les actions internes que le but effectue, il devra
invoquer les services disponibles.
En termes de niveaux d’abstraction, notre mode`le se situe entre le mode`le
COLOMBO [BCG+05] et le mode`le Romain [Ber05, BCGM06]. Effective-
ment, il est plus abstrait que le mode`le COLOMBO par le fait de conside´rer
des messages sans contenu et des actions sans parame`tres. De plus, a` la
diffe´rence du mode`le COLOMBO dans lequel les services partagent une base
de donne´es, dans notre mode`le les services partagent un ensemble fini de va-
riables propositionnelles. Toutefois, notre mode`le est moins abstrait que le
mode`le Romain, car dans ce dernier les actions internes et les actions de
12
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communication ne sont pas distinguables. De plus, dans le mode`le Romain,
il n’existe ni de pre´conditions ni d’effets sur les transitions. Par conse´quent,
notre mode`le est plus re´aliste que le mode`le Romain.
Le proble`me de la composition que nous conside´rons est e´galement ins-
pire´ du mode`le COLOMBO et il est de´fini de la fac¸on suivante :
E´tant donne´s un service but, un service client et des services disponibles,
de´terminer l’existence d’un service me´diateur tel que : le syste`me compose´
du service but et du service client soit e´quivalent au syste`me compose´ du
service me´diateur, du service client et des services disponibles.
L’une des diffe´rences entre ce proble`me et celui de´crit dans COLOMBO est le
type d’e´quivalence conside´re´. En effet, dans notre mode`le nous conside´rons :
l’inclusion de traces, l’e´quivalence de traces, la simulation et la bisimulation.
Tandis que, dans COLOMBO, l’isomorphisme est la relation d’e´quivalence
conside´re´e. L’isomorphisme entre les automates est une relation plus restric-
tive que les relations que nous avons cite´es, ci-dessus. L’isomorphisme peut
eˆtre vue comme une e´galite´ entre deux syste`mes, modulo le renommage des
e´tats d’un des syste`mes par les e´tats de l’autre. Dans notre approche, l’ob-
jectif est de pouvoir exe´cuter les actions dans l’ordre exige´ par l’utilisateur,
mais pas force´ment avec le meˆme nombre d’e´tats que le service but.
Une autre diffe´rence re´side dans le fait que dans COLOMBO les services
conside´re´s sont de´terministes. En effet, toutes les actions effectue´es par les
services sont suppose´es observables. Ce qui n’est pas le cas dans la re´alite´. De
plus, dans le mode`le COLOMBO, des restrictions ont e´te´ conside´re´es afin de
re´soudre le proble`me. Nous n’avons pas conside´re´ ces restrictions, spe´cifiques
aux services Web, car nous voulons apporter des re´sultats qui peuvent eˆtre
applique´s dans d’autres domaines. Comme le domaine des syste`mes multia-
gents en intelligence artificielle.
Dans le Chapitre 2, nous donnons une comparaison de´taille´e de notre
mode`le avec le mode`le COLOMBO. Nous verrons e´galement plus en de´tail
les diffe´rents formalismes utilise´s pour repre´senter les services. Ainsi que les
diffe´rentes approches utilise´es pour re´soudre le proble`me de la composition.
Nous verrons a` partir des re´sultats de´crits que le proble`me de la composition
n’est pas un proble`me facile a` re´soudre.
1.3 Objectif et contribution de la the`se
L’objectif de cette the`se n’est pas de cre´er un nouveau mode`le pour
repre´senter les services. Toutefois, il faut nous abstraire du mode`le CO-
LOMBO afin de re´duire la complexite´ du proble`me de la composition. Cette
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abstraction, nous permettra e´galement de re´soudre le proble`me de la com-
position pour des relations d’e´quivalences et de pre´ordre non e´tudie´es dans
d’autre travaux.
En effet, le proble`me de la composition pour la simulation [BFDP08] a
e´te´ e´tudie´ mais dans un mode`le plus abstrait que celui conside´re´ dans cette
the`se. Les re´sultats concernant la simulation sont donne´s dans le cas ou` les
services n’effectuent pas d’action de communication.
Quant au proble`me de la composition pour la relation de bisimulation
il a e´te´ e´tudie´ [PBLH06] avec un mode`le inspire´ du mode`le COLOMBO,
cependant les auteurs conside`rent certaines restrictions : les services sont
de´terministes et apre`s l’envoi d’un message le service se retrouve dans un
e´tat a` partir duquel il ne peut plus effectuer d’action, ou bien l’unique action
qu’il peut effectuer est la re´ception d’un message. Ces restrictions permettent
de re´duire le nombre de transitions possibles a` partir d’un e´tat donne´.
Quant au proble`me de la composition avec les relations d’inclusion de
traces et l’e´quivalence de traces, il n’a pas e´te´ conside´re´. Cependant, souli-
gnons que dans le cas ou` les automates repre´sentant les services disponibles
sont de´terministes ainsi que leur produit alors : le proble`me pour la simula-
tion (resp. bisimulation) est e´quivalent au proble`me pour l’inclusion de traces
(resp. e´quivalence de traces). Dans le Chapitre 3, nous donnons la de´finition
formelle de ces relations. Dans le Chapitre 4, a` la suite de la de´finition for-
mel du proble`me de la composition, nous expliquons la diffe´rence entre ces
relations d’un point de vue pratique.
Notre objectif est donc de pouvoir analyser le proble`me de la composi-
tion pour diffe´rentes relations : inclusion de traces, e´quivalence de traces,
simulation et bisimulation.
De plus, ayant comme but de re´soudre le proble`me de la composition
pour un mode`le de service proche de la re´alite´, nous conside´rons : des ac-
tions de communication et des conditions et des effets sur les transitions,
sans pour autant conside´rer les restrictions spe´cifiques aux services. En ef-
fet, nous voulons avoir un mode`le et des re´sultats qui peuvent s’appliquer
dans d’autres domaines. Ce mode`le est proche des re´seaux de Petri, nous
verrons dans les Chapitre 4, 5 et 6 qu’il est possible d’associer a` un automate
communicant conditionnel un re´seau de Petri dont l’exe´cution est isomorphe
a` celle de l’automate communicant conditionnel1.
Effectivement, nous apporterons les contributions suivantes :
1L’exe´cution d’un re´seau de Petri est repre´sente´e par son graphe de marquage. Dans le
Chapire 3, nous donnons une de´finition formelle de l’exe´cution d’un ACC et d’un re´seau
de Petri.
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1. Dans le cas ou` les services communiquent a` travers des ports non-
borne´s (voir Chapitre 4), nous avons montre´ que le proble`me de la
composition est inde´cidable pour l’e´quivalence de traces et la bisimu-
lation et nous avons montre´ qu’il est de´cidable pour l’inclusion de
traces et la bisimulation.
2. Nous avons conside´re´ trois variantes de notre mode`le. La premie`re va-
riante (voir Chapitre 5) est une abstraction de notre mode`le initial.
Plus pre´cise´ment, dans ce mode`le, les actions de communication sont
conside´re´es comme des actions internes [BCF07, CGM06, BFDP08].
Dans la seconde variante (voir Chapitre 6), nous conside´rons a` nouveau
la communication entre les services [BCF09, BCF08b, BCF08a]. Ce-
pendant, cette communication est effectue´e a` travers des ports borne´s.
Dans la troisie`me variante (voir Chapitre 7), nous conside´rons une
communication synchrone entre les services. C’est-a`-dire, qu’un ser-
vice ne peut envoyer de message que s’il existe un autre service pour
le recevoir. Re´ciproquement, un service ne peut recevoir de message
que s’il existe un service preˆt a` l’envoyer.
Pour ces trois variantes nous avons re´solu le proble`me de la composi-
tion en conside´rant : l’inclusion de traces, l’e´quivalence de traces, la
simulation et la bisimulation. Plus particulie`rement, nous donnons des
re´sultats de complexite´ en termes de bornes infe´rieures et supe´rieures.
Dans le Chapitre 8 nous donnons le de´tail des re´sultats obtenus.
3. Dans la seconde variante, afin de re´soudre le proble`me de la composi-
tion, nous l’avons re´duit a` un proble`me de satisfaction d’une formule
du µ-calcul [BCF08a]. L’avantage de cette re´duction est qu’elle nous
permet d’exprimer en plus de l’e´quivalence entre deux syste`mes, le
fait qu’un syste`me ve´rifie certaines proprie´te´s. Une de ces proprie´te´s
peut eˆtre la vivacite´ du syste`me ou sa tole´rance aux fautes. Ainsi, la
me´thode que nous avons propose´e permet de re´soudre un proble`me
plus ge´ne´ral que le proble`me de la composition initial.
4. Dans la troisie`me variante, nous avons introduit une nouvelle descrip-
tion pour le proble`me de la composition. Cette description permet de
prendre en conside´ration des aspects de se´curite´ [BCHK09]. Comme
nous l’avons de´ja` pre´cise´, les services peuvent exiger des conditions
pour effectuer des transitions. Ces conditions peuvent concerner des
certificats que les utilisateurs doivent posse´der [CGM06]. Dans la nou-
velle description du proble`me de la composition, au lieu de se focaliser
sur l’existence d’un me´diateur, on se focalise sur l’existence d’une for-
mule caracte´ristique de la composition. Cette formule, lorsqu’elle est
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satisfaite, garantit que le syste`me compose´ des services disponibles est
e´quivalent au service but. En pratique, cette formule permet d’expri-
mer des restrictions sur les certificats que le client doit posse´der. Nous
avons propose´ des proce´dures pour re´soudre ce proble`me pour : l’in-
clusion de traces, la simulation, la bisimulation et l’inclusion de trace.
Cependant, il reste des proble`mes pour lesquels nous n’avons pas trouve´
de solution. Par exemple, nous n’avons pas de complexite´ exacte pour le
proble`me de la composition de la seconde variante, lorsque les relations
d’e´quivalence de traces et de bisimulation sont conside´re´es. De plus, il y a
certaines notions importantes qui ne sont pas conside´re´es dans notre mode`le.
Par exemple, la notion de contraintes de dure´e sur les transitions dans les
automates. Enfin, dans notre approche, les services sont suppose´s parfaits
et ne peuvent subir de panne. Ce qui n’est pas le cas dans la re´alite´. Dans
le Chapitre 8, nous discutons plus en de´tails ces diffe´rents points.
1.4 Organisation de la the`se
Dans le Chapitre 2, nous donnons des notions de base concernant la
description des services et nous pre´sentons diffe´rentes approches existantes
pour la re´solution du proble`me de la composition. Dans le Chapitre 3, nous
donnons les de´finitions de base concernant les automates et les re´seaux de
Petri. Ensuite, dans le Chapitre 4, nous de´crivons notre mode`le des services
et nous pre´sentons nos re´sultats concernant la de´cidabilite´/inde´cidabilite´ du
proble`me de la composition. Dans les Chapitres 5, 6 et 7, nous pre´sentons
les premie`re, deuxie`me et troisie`me variantes de notre mode`le ainsi que les
re´sultats de complexite´ que nous avons obtenus Enfin, dans le Chapitre 8,
nous e´tablissons un bilan sur les re´sultats obtenus et nous discutons des
travaux futurs que nous envisageons.
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Travaux voisins
2.1 Description des services
Les services sont cre´e´s pour eˆtre e´ventuellement utilise´s par des humains
ou par d’autres services. Pour que cela soit possible, il faut que les services
soient de´crits avec pre´cision. Par exemple, il faut que les services publient les
ope´rations qu’ils peuvent re´aliser, le type de donne´es qu’ils manipulent ainsi
que les e´changes de messages qu’ils effectuent. Il existe diffe´rents langages
pour la description d’un service Web. Parmi ces langages, nous citons : Web
Services Description Language (WSDL) [CCMW01], Web Service Choreo-
graphy Interface (WSCI) [BS02], Web Services Choreography Description
Language (WSCDL) [KBR04] et Business Process Execution Language for
Web Services (BPEL4WS) [IBM07].
Il existe d’autres langages pour la description de services Web. Parmi
eux il y a ceux base´s sur l’utilisation d’ontologie, comme OWL-S [DM04]1
(Ontology Web Language for Services). OWL-S est muni d’un langage pour
de´crire la se´mantique des services appele´s SWS (Semantic Web Services).
Description WSDL
Un document WSDL de´finit un service en de´finissant les ope´rations qu’il
fournit, les messages qu’il e´change, les donne´es qu’il utilise, l’adresse du
re´seau ainsi que le protocole utilise´ pour le transfert de donne´es. La des-
cription WSDL est une description statique de l’interface d’un service. Cela
signifie que dans cette description l’ordre des ope´rations n’est pas de´termine´.
1OWL-S e´tait a` l’origine appele´ DARPA Agent Markup Language for Services (DAML-
S) [ABH+02].
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Les ope´rations sont conside´re´es uniquement d’un point de vue atomique.
Pour une meilleure compre´hension nous pre´sentons l’exemple suivant [BS02].
Exemple 2.1.1. Le service Travel Agent de´crit par le document WSDL de la
Figure 2.1, est un service d’agence de voyage. Ce service peut effectuer plu-
sieurs ope´rations a` savoir : OrderTrip, BookTickets et SendStatement. Pour
effectuer l’ope´ration OrderTrip, le service doit recevoir le message tripOrder-
Request pour ensuite envoyer le message tripOrderAcknowledgement. De la
meˆme fac¸on, pour effectuer l’ope´ration bookTickets, le service doit recevoir
le message bookingRequest pour ensuite envoyer le message bookingConfir-
mation. Concernant l’ope´ration SendStatement le service n’attend pas de
recevoir un message pour l’effectuer, cependant il envoie le message Send-
Statement. Tous les messages rec¸us et envoye´s par le service sont de´finis
dans la partie message. Chaque message contient des informations d’un cer-
tain type. Par exemple, le message tripOrderRequest qui sera envoye´ par le
client du service, doit contenir les informations sur le voyageur (traveler)
ainsi que des informations sur le voyage (trip). Les types traveler et trip
sont de´finis dans la partie types. Par exemple, les informations concernant
le voyageur seront son nom et son identifiant, de type chaˆıne de caracte`res.
Dans la Figure 2.2, est repre´sente´e la se´quence d’e´change d’informations
effectue´e entre le service Travel Agent et un client/utilisateur de ce ser-
vice. Ne´anmoins, cette se´quence n’est pas de´crite dans le fichier WSDL. Par
conse´quent, un client du service Travel Agent ne peut pas savoir dans quel
ordre il doit e´changer ces messages avec le service. De plus, a` partir du fi-
chier WSDL les de´pendances entre les ope´rations ne sont pas spe´cifie´es. En
effet, il n’est pas clair comment le service relie la requeˆte de confirmation
avec la requeˆte du voyage pre´alablement soumise. Enfin, dans le document
WSDL il n’existe pas de proposition d’alternative pour ge´rer les erreurs.
L’utilisateur ne sait pas ce qui peut se produire dans le cas d’une erreur du-
rant l’exe´cution d’un service. Le service Travel Agent doit e´galement avoir
la possibilite´ de choisir entre le fait d’accepter un paiement ou pas, en se
basant sur les informations contenues dans la carte de cre´dit de l’utilisateur
du service. Afin de reme´dier a` ces proble`mes, la description dynamique de
l’interface des services appele´ WSCI a e´te´ mis au point. Nous pre´sentons
cette description dans la section suivante.
Description WSCI
La description WSCI permet de comple´ter la description statique d’un
document WSDL. Comme nous l’avons signale´ dans la section pre´ce´dente,
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< ? xml version = "1.0"?>
<definitions name = "Travel Agent Static Interface"
targetNamespace = "http ://example.com/consumer/TravelAgent"
... >
< !-- ****COMPLEX TYPES **** -->
</types>
<complexType name = "Traveler">
<sequence>
<element name = "name" type = "xsd :string" />
<element name = "travelerID" type = "xsd :string" />
</sequence>
</complexType>
<complexType name = "trip">
<sequence>
<element name = "itineraryID" type = "xsd :string" />
<element name = "startDate" type = "date" />
...
</sequence>
</complexType>
...
</types>
< !-- **** MESSAGES **** -->
<message name = "tripOrderRequest">
<part name = "traveler" type = "tns :traveler"/>
<part name = "trip" type = "tns :trip"/>
</message>
...
<-- ****TRAVEL AGENT PORT TYPES ****-->
<portType name = "TAtoTraveler">
<operation name = "OrderTrip">
<input message = "tns :tripOrderRequest"/>
<output message = "tns :tripOrderAcknowledgement"/>
</operation>
<operation name = "bookTickets">
<input message = "tns :bookingRequest"/>
<output message = "tns :bookingConfirmation"/>
</operation>
<operation name = "SendStatement">
<output message = "tns :statement"/>
</operation>
</portType>
</definitions>
Fig. 2.1 – Document WSDL du service Travel Agent.
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Travel AgentClient du service
Travel, Trip
ProposedItinerary
ItineraryID
BookingID,Status
BookingID,Statement
Fig. 2.2 – Se´quence d’e´change de messages entre le service Travel Agent et
un client.
dans le cadre d’une collaboration entre services, il est parfois ne´cessaire que
les services participants de´crivent leur comportement. En effet, l’ordre dans
lequel ils effectuent leurs ope´rations, les de´pendances entre leurs ope´rations
ainsi que leur gestion des erreurs doivent eˆtre spe´cifie´s. Lorsqu’un service
de´crit tous ces e´le´ments, cela permet a` ses collaborateurs d’e´viter d’invoquer
les ope´rations dans un mauvais ordre et ainsi d’e´viter certaines erreurs. De
plus, si ce service bloque et qu’il pre´vient ses collaborateurs que dans ce
cas un message particulier est envoye´, cela leur permettra de prendre leurs
dispositions dans le cas ou` ils rec¸oivent un tel message. Ainsi la description
WSCI permet de caracte´riser le comportement observable d’un service Web
et non pas ses ope´rations internes. Conside´rons l’exemple suivant [BS02].
Exemple 2.1.2. Dans cet exemple, nous repre´sentons, en utilisant la des-
cription WSCI, les e´changes de messages de la Figure 2.2. Le document
repre´sente´ dans la Figure 2.3 est le document repre´sente´ dans la Figure 2.1
comple´te´ par une description dynamique de l’interface. Comme nous pouvons
l’observer, la description WSCI est emboˆıte´e dans la description WSDL (il
n’est pas ne´cessaire de cre´er un nouveau fichier pour la description WSCI).
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La description des parties complexType, message et portType reste identique
a` celle de l’exemple pre´ce´dent. La corre´lation nomme´e itineraryCorrelation
indique que les messages qui ont le meˆme itineraryID repre´sentent le meˆme
voyage (trip). Cela permettra au service de ge´rer des exe´cutions paralle`les
du meˆme e´change de messages. La partie interface contient la de´finition de
tous les processus du service. Si le processus a l’attribut instantiation e´gal a`
message, cela signifie que l’exe´cution du processus sera de´clenche´e de`s que
la premie`re action peut eˆtre effectue´e. C’est-a`-dire, dans notre exemple, de`s
re´ception du message tripOrderRequest. Dans le cas du BookSeats processus
on a l’attribut instantiation e´gal a` other, cela signifie que ce processus n’est
pas instancie´ graˆce a` la re´ception d’un message mais lorsqu’il est explici-
tement invoque´. Dans notre exemple, il est invoque´ dans la partie call de
l’action ReceiveConfirmation. Chaque processus contient un ensemble d’ac-
tions. Ces actions peuvent eˆtre exe´cute´es selon une se´quence, un choix ou
de fac¸on re´pe´te´e. Dans notre exemple, les actions ReceiveTripOrder, Recei-
veConfirmation, et SendStatement doivent eˆtre effectue´es en se´quence.
Lorsque des services de´cident de collaborer, afin de re´aliser une taˆche
complexe, qui ne peut eˆtre effectue´e que partiellement par chaque service, il
faut que ces services soient chore´graphie´s. En d’autres termes, ces services
doivent respecter certaines re`gles et contraintes concernant les messages ob-
servables qu’ils e´changent. Pour de´crire ces re`gles il faut utiliser un lan-
gage de description de chore´graphie comme WSCDL. Une fois la description
WSCDL e´tablie, il faut que la description WSCI de chaque membre de la
chore´graphie respecte ces re`gles. Ainsi, dans la description WSCI de l’inter-
face de chaque service nous avons la description d’une partie des e´changes de
messages et de leurs de´pendances. Chaque service ne de´crit que les e´changes
qui le concernent dans la chore´graphie. Lorsque la collaboration est effectue´e
entre diffe´rents partenaires, posse´dant chacun un ensemble de services, les
re`gles vont eˆtre e´tablies apre`s un accord entre ces derniers.
Description BPEL4WS
Le roˆle de la description BPEL4WS est de de´finir un nouveau service,
en utilisant des services existants. Contrairement a` WSCDL et WSCI qui
ne sont pas exe´cutables, BPEL4WS est un langage d’imple´mentation de
processus. Cependant, comme pour WSCDL et WSCI, la description de
l’interface statique du service compose´ est de´crite en utilisant WSDL. Le
document BPEL4WS de´crit le comportement interne du service, en plus
de la description des e´changes de messages entre le nouveau service et les
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< ? xml version = "1.0"?>
<wsdl :definitions name = "Travel Agent Dynamic Interface"
targetNamespace = "http ://example.com/consumer/TravelAgent"
... >
< !-- WSDL complex types -->
< !-- WSDL message definitions -->
< !-- WSDL operations and port types -->
<correlation name = "itineraryCorrelation"
property = "tns :itineraryID">
</correlation>
<interface name = "TravelAgent">
<process name = "PlanAndBookTrip"
instantiation = "message">
<sequence>
<action name = "ReceiveTripOrder"
role = "tns :TravelAgent"
operation = "tns :TAtoTraveler/OrderTrip">
</action>
<action name = "ReceiveConfirmation"
role = "tns :TravelAgent"
operation = "tns :TAtoTraveler/bookTickets">
<correlate correlation="tns :itineraryCorrelation"/>
<call process = "tns :BookSeats" />
</action>
<action name = "SendStatement"
role = "tns :TravelAgent"
operation = "tns :TAtoTraveler/SendStatement"/>
</action>
</sequence>
</process>
<process name = "BookSeats" instantiation = "other">
<action name = "bookSeats"
role = "tns :TravelAgent"
operation = "tns :TAtoAirline/bookSeats">
</action>
</process>
</interface>
</wsdl :definitions>
Fig. 2.3 – Description, en utilisant WSCI, de la se´quence d’e´change de
messages de la Figure 2.2. 22
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services existants. Ce comportement interne n’est pas utile pour les utilisa-
teurs du service. Cependant, il permet au service de re´aliser ces fonctions.
A` la diffe´rence de WSCDL qui est un langage pour la chore´graphie de ser-
vice, BPEL4WS est un langage d’orchestration de services. La diffe´rence est
que le service de´crit en BPEL4WS est celui qui orchestre les e´changes de
messages. En d’autres termes, il participe a` tous les e´changes de messages.
Quant aux communications effectue´es entre les services existants, elles ne
sont pas conside´re´es. Conside´rons l’exemple suivant2.
Exemple 2.1.3. Conside´rons le document repre´sente´ dans la Figure 2.4. Ce
service autorise ou non ses utilisateurs a` faire un preˆt. Pour cela il fera appel
au service Loan approver qui lui est capable de de´cider si un preˆt doit eˆtre
autorise´ ou non. Ainsi, le processus de la Figure 2.4 n’aura qu’a` transmettre
la requeˆte de son client au service Loan approver et ensuite a` transmettre la
re´ponse du Loan approver a` son client. Par conse´quent, il lui suffit de jouer
le roˆle de me´diateur entre son client et son fournisseur. Bien-entendu, il est
possible d’imaginer des exemples plus complexes, dans lesquels on a plusieurs
fournisseurs, chacun permettant de re´aliser une ope´ration diffe´rente.
Dans le fichier WSDL du service se trouve le de´tail de la description
du PortType loanApprovalPT , des messages CreditInformationMessage
et approvalMessage, et du LinkType loanApprovaLinkType. Plus
pre´cise´ment, le Port Type loanApprovalPT contient une seule ope´ration
appele´e approve, cette ope´ration a comme input message CreditInforma-
tionMessage 3 et comme out put message approvalMessage4. En ce qui
concerne la notion de Link Type, elle est utilise´e pour lier le client ainsi
que le fournisseur (Loan approver) au processus que nous de´crivons. Dans
le fichier WSDL du processus, le linktype loanApprovaLinkType est de´fini
de la fac¸on suivante :
<slnk :serviceLinkType name="loanApprovalLinkType">
<slnk :role name="approver">
<portType name="apns :loanApprovalPT"/>
</slnk :role>
</slnk :serviceLinkType>
Cette de´finition permet de spe´cifier que le loanApprovalLinkType concerne
le port Type loanApprovalPT .
Conside´rons la de´finition d’un processus BPEL. Dans la description du
2Voir : http ://www.ibm.com/developersworks/library/ws-bpelcol1.
3Ce message contient, le pre´nom (FirstName), le nom (Name) et le montant du prix
(Amount).
4Ce message contient la valeur de la donne´e Accept.
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processus il faut suivre les e´tapes suivantes :
1. Il faut commencer par de´finir les diffe´rents partenaires du processus,
en spe´cifiant leur nom, le service linkType ainsi que les diffe´rents roˆles.
My role de´signe le roˆle du processus et partner role celui du partenaire.
2. Une fois les partenaires de´finis, il faut de´finir les containers. Un
container permet de stocker les donne´es rec¸ues par le service afin de
les re´utiliser. Par exemple, le message CreditInformationMessage
est rec¸u par le processus et ensuite transmit au fournisseur. Il faut
donc le stocker dans un container (nomme´ request).
3. Maintenant, il est possible de de´crire la se´quence de messages entre
le processus et les diffe´rents partenaires. La se´quence contient une
re´ception de message (receive), une invocation (invoke) et une re´ponse
(reply). Concernant l’activite´ invoke, il faut indiquer le nom de l’acti-
vite´, le partenaire invoque´ (approver), le portype (loanApprovalPT) et
plus pre´cise´ment l’ope´ration (approve) pour laquelle le partenaire est
invoque´, le container qui contient les donne´es que le processus envoie
a` son partenaire et le container dans lequel sera de´pose´e la re´ponse du
partenaire.
Une repre´sentation de l’e´change effectue´ entre le processus, le client et le
fournisseur est donne´e dans la Figure 2.5
2.2 Composition de services
Les services Web peuvent eˆtre combine´s afin de cre´er de nouveaux ser-
vices capables de re´aliser des taˆches complexes. Le proble`me de la composi-
tion de services peut eˆtre e´nonce´ comme suit :
e´tant donne´s un ensemble de services disponibles et un but, est-il possible de
combiner les services disponibles afin de re´aliser le but ?
Dans ce qui suit, nous pre´sentons brie`vement, les travaux existants pour
la re´solution du proble`me de la composition. Ensuite, nous pre´sentons notre
approche afin de la comparer aux approches existantes pre´sente´es.
2.2.1 Approches existantes
Diffe´rents travaux de recherche s’inte´ressent au proble`me de la compo-
sition de service. Ces approches ont chacune des manie`res diffe´rentes de
conside´rer les services, la notion de composition et la repre´sentation du but.
Nous allons de´crire quelques-uns de ces travaux.
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<process name="loanApprovalProcess"
targetNamespace="http ://acme.com/simpleloanprocessing"
xmlns="http ://schemas.xmlsoap.org/ws/2002/07/
business-process/"
xmlns :lns="http ://loans.org/wsdl/loan-approval"
xmlns :loandef="http ://tempuri.org/services/loandefinitions"
xmlns :apns="http ://tempuri.org/services/loanapprover">
... >
<partners>
<partner name="customer"
serviceLinkType="lns :loanApprovaLinkType"
myRole="approver"/>
<partner name="approver"
serviceLinkType="lns :loanApprovalLinkType"
partnerRole="approver"/>
</partners>
<containers>
<container name="request"
messageType="loandef :CreditInformationMessage"/>
<container name="approvalInfo"
messageType="apns :approvalMessage"/>
</containers>
<sequence>
<receive name="receive1" partner="customer"
portType="apns :loanApprovalPT"
operation="approve" container="request"
createInstance="yes">
</receive>
<invoke name="invokeapprover"
partner="approver"
portType="apns :loanApprovalPT"
operation="approve"
inputContainer="request"
outputContainer="approvalInfo">
</invoke>
<reply name="reply" partner="customer"
portType="apns :loanApprovalPT"
operation="approve" container="approvalInfo">
</reply>
</sequence>
</process>
Fig. 2.4 – De´scription BPEL du service Loan Approval.
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Client
Processus
Loan approval
FirstName, Name, Amount FirstName, Name, Amount
AcceptAccept
Fig. 2.5 – Se´quence d’e´change de messages entre le client, le processus et le
fournisseur.
Approche de Pistore, Traverso et Bertoli
Dans l’approche propose´e par Pistore, Traverso et Bertoli dans [PTB05]
ou` celle propose´e dans[PTBM05], les auteurs conside`rent les services Web
comme des documents BPEL. Ces documents sont formellement repre´sente´s
par des syste`mes de transition dans lesquels les actions exe´cute´es sont
l’e´mission et la re´ception de messages. Des actions internes sont e´galement
exe´cutables, mais elles sont repre´sente´es par des !-transitions. C’est-a`-dire
que ces actions ne sont pas observables. De plus, les e´tats du syste`me de tran-
sition sont e´tiquete´s par des ensembles de variables propositionnelles. Dans
cette approche, le but est de´fini par une formule du langage EaGLe [LPT02]
a` satisfaire5. Intuitivement, cette formule peut, par exemple, exprimer le fait
qu’aucun des services disponibles ne doit atteindre un e´tat bloquant.
Dans cette approche, le proble`me de la composition est de´fini comme
suit :
e´tant donne´s un ensemble de services disponibles et un but, synthe´tiser un
processus qui interagit de fac¸on asynchrone avec les services disponibles et
5Le langage EaGle est une extension de CTL (Computational Tree Logic)
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qui satisfait le but.
Pour re´soudre ce proble`me, les auteurs le re´duisent a` un proble`me de
planification. Rappelons, qu’e´tant donne´s un domaine de planification et une
formule a` satisfaire, un planificateur permet de synthe´tiser un plan solution.
Dans la re´duction propose´e par les auteurs, le domaine de planification est
repre´sente´ par le produit asynchrone des services disponibles et la formule a`
satisfaire est repre´sente´ par la formule but. Le service compose´ est repre´sente´
par un syste`me de transition, obtenu a` partir du plan solution synthe´tise´ par
le planificateur.
Le produit synchrone, sur la communication, entre le service compose´ et
les services disponibles permet d’obtenir un syste`me qui satisfait le but. In-
tuitivement, cela veut dire que le but est satisfait lorsque le service compose´
communique avec les services disponibles.
Les auteurs pre´sentent leurs re´sultats expe´rimentaux applique´s a`
diffe´rentes applications. Ne´anmoins, ils ne pre´sentent pas de re´sultat
the´orique concernant les bornes infe´rieures et supe´rieures de complexite´ du
proble`me de la composition.
Afin de re´duire le temps de calcul ne´cessaire pour l’obtention d’une com-
position, les auteurs ont propose´ [BPT06] une approche dans laquelle au lieu
de construire le domaine de planification explicitement ils le construisent a`
la vole´e au moment ou` ils construisent le plan solution. Pour cela, ils utilisent
des algorithmes de recherche de type et-ou [BCR01].
Dans d’autres articles, les auteurs ont e´galement propose´ des variantes de
leur mode`le en ajoutant aux services des bases de connaissances [PMBT05]
ou en ajoutant des the´ories (conjonction de clauses) [HBP07]. Pour plus
d’information concernant l’outil que les auteurs ont mis au point, afin de
re´soudre le proble`me de la composition, ainsi que son utilisation sur un
sce´nario concret, il faut consulter les articles [TPC+05, MPT08, MPPT07].
Approche de Berardi, Calvanese, De Giacomo, Hull et Mecella
Dans l’approche propose´e par Berardi, Calvanese, De Giacomo, Hull et
Mecella [BCG+05], les auteurs conside`rent les services Web comme des do-
cuments OWL-S. Ces documents sont formellement repre´sente´s par des au-
tomates conditionnels. Dans ces automates, il est possible d’exe´cuter des
actions de communication ainsi que des actions internes, a` la diffe´rence du
mode`le propose´ par Pistore et al. Une autre diffe´rence est que la communi-
cation est effectue´e a` travers des ports, ces derniers peuvent eˆtre vus comme
des files d’attente de messages. Dans les automates conditionnels, comme
leur nom l’indique, des conditions sur les variables internes peuvent eˆtre
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exige´es pour l’exe´cution d’une action.
Le mode`le COLOMBO propose´ est constitue´ des e´le´ments suivants : une
base de donne´es, des services disponibles qui partagent la base de donne´es,
un service client qui peut exe´cuter uniquement des actions de communication
et qui repre´sente l’utilisateur du service a` composer, un service but qui
repre´sente la requeˆte du client et un service me´diateur qui repre´sente le
service a` composer et qui a pour roˆle de s’interposer entre le service client
et les services disponibles.
Dans cette approche, le proble`me de la composition est de´fini comme
suit :
e´tant donne´s un service but, un service client et des services disponibles,
se´lectionner un ensemble de services, parmi les services disponibles et
synthe´tiser un service me´diateur tels que le produit asynchrone du service but
et du service client est isomorphe au produit asynchrone du service client,
du service me´diateur et des services disponibles.
L’isomorphisme entre les deux syste`mes est un isomorphisme modulo la
communication entre les services disponibles. C’est-a`-dire, que la communi-
cation entre les services disponibles est non observable.
Afin de re´soudre ce proble`me, les auteurs proposent une re´duction vers
le proble`me de satisfiabilite´ d’une formule de la logique dynamique proposi-
tionnelle (PDL). Cependant, ils conside`rent les restrictions suivantes :
– La me´diation stricte : les services disponibles ne peuvent pas commu-
niquer entre eux, ils ne peuvent communiquer qu’avec le me´diateur,
– le service me´diateur a un nombre borne´ de variables internes et d’e´tats,
– les services disponibles sont de´terministes,
– comportement bloquant : lorsqu’un service disponible envoie un mes-
sage, deux cas sont possibles : le service se retrouve dans un e´tat a`
partir duquel il ne peut plus effectuer d’action, ou bien l’unique action
qu’il peut effectuer est la re´ception d’un message.
– acce`s borne´ : le nombre de messages envoye´s par le client est borne´ par
le nombre de messages qu’il rec¸oit. De plus, le nombre de recherches
effectue´es par le service but sur la base de donne´es est borne´ par le
nombre de messages envoye´s par le client.
Lorsque toutes ces restrictions sont conside´re´es, les auteurs ont prouve´ que
le proble`me de la composition peut eˆtre re´solu en un temps doublement
exponentiel.
Les auteurs se sont e´galement inte´resse´s au proble`me de la composition
lorsque la relation de simulation est conside´re´e [BFDP08]. Ils ont montre´ que
le proble`me est dans EXPTIME. Ne´anmoins, le mode`le conside´re´ est plus
abstrait que le mode`le COLOMBO. En effet, dans ce mode`le les auteurs
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ne distinguent pas les actions internes des actions de communication et les
transitions ne contiennent ni de pre´conditions ni d’effets.
Il existe d’autres variantes du proble`me de la composition auxquelles
les auteurs se sont inte´resse´s. Par exemple, dans [SPG08] le proble`me de
la composition prend en conside´ration le cas ou` les services peuvent deve-
nir de´faillants. Par exemple, si les services ou leur environnement changent
d’e´tats de fac¸on inattendue. Pour re´soudre ce proble`me, les auteurs pro-
posent une re´duction base´e sur la relation de simulation entre automate
non-de´terministes. Ils proposent aussi des algorithmes, qui permettent la
re´solution du proble`me pour diffe´rentes failles possibles des syste`mes.
Dans [GdLMP07], les auteurs s’inte´ressent au proble`me de la composi-
tion lorsque les services peuvent se de´placer. Cette composition est effectue´e
dans le contexte d’une gestion de situation d’urgence. Ce qui implique la
prise en compte de contraintes d’environnement. Le proble`me de la compo-
sition dans cette approche consiste a` synthe´tiser des me´diateurs distribue´s
au lieu d’un unique me´diateur centralise´.
Approche de Pathak, Basu, Lutz et Honavar
Dans l’approche propose´e par Pathak, Basu, Lutz et Honavar [PBLH06],
les auteurs conside`rent les services Web comme des documents BPEL. Cette
approche est inspire´e du mode`le propose´ par Berardi, Calvanese, De Gia-
como, Hull et Mecella, de´crit ci-dessous. Plus pre´cise´ment, les services sont
de´finis par des automates conditionnels qui peuvent effectuer des actions de
communication ainsi que des actions internes.
Dans cette approche, le proble`me de la composition est de´fini comme
suit :
e´tant donne´s un service but est un ensemble de services disponibles,
se´lectionner un ensemble de services parmi les services disponibles et
cre´er un service me´diateur tels que la composition des services disponibles
se´lectionne´s et du me´diateur est bisimilaire au service but.
Composer des services est formellement repre´sente´ par un produit asyn-
chrone pour les actions internes et synchrone pour les actions de communi-
cation.
Les auteurs proposent un algorithme correct et complet pour re´soudre le
proble`me de la composition. De plus, cette approche permet de de´terminer
les causes d’e´chec de la mode´lisation du me´diateur. Une fois les causes
de´termine´es il est possible d’aider l’utilisateur a` reformuler sa spe´cification
du service but. La complexite´ de l’algorithme propose´ est exponentielle par
rapport a` la taille des services.
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Approche de Mitra, Kumar et Basu
Dans les travaux de Mitra, Kumar et Basu [MKB07], les auteurs
pre´sentent une me´thode pour re´soudre le proble`me de la composition dans
le cas ou` des interfaces de services sont conside´re´es. Dans la pratique ces
interfaces sont de´crites par les langages BPEL, OWL-S et WSDL. Formel-
lement, les services sont repre´sente´s par des automates d’entre´e/sortie (I/O
automata). Plus pre´cise´ment, les actions effectue´es par les services sont uni-
quement des actions de communication6. Le but est e´galement repre´sente´
par un automate d’entre´e/sortie.
Dans cette approche, le proble`me de la composition est de´fini comme
suit :
e´tants donne´s un service but et des services disponibles, ve´rifier l’existence
d’un chore´graphe/me´diateur qui communique avec les services disponibles
tel que le service but est simule´ par le produit asynchrone du chore´graphe et
des services disponibles.
Les auteurs s’inte´ressent a` deux types de chore´graphe, le chore´graphe
simple et chore´graphe transducteur. Le chore´graphe simple est seulement
capable de relier la sortie d’un service a` l’entre´e d’un autre service. Tandis
que le chore´graphe transducteur est capable de stocker et de re´utiliser les
entre´es et les sorties des autres services. Les auteurs proposent une me´thode
de re´solution du proble`me de la composition dans ces deux cas. Ne´anmoins,
deux restrictions sont conside´re´es. Un service disponible ne peut commu-
niquer qu’avec le chore´graphe7 et le chore´graphe ne peut produire seul des
entre´es.
Afin de re´soudre ce proble`me, les auteurs prouvent qu’il est ne´cessaire et
suffisant de ve´rifier que le service but est simule´ par la fermeture du produit
asynchrone des services disponibles. Intuitivement, la fermeture de l’auto-
mate produit va contenir en plus des transitions effectue´es par les servies
disponibles, celles qui vont eˆtre effectue´es par un service chore´graphe qui re-
lie toutes les sorties d’un service avec les entre´es d’un autre. Par conse´quent,
pour re´soudre le proble`me de la composition, il suffit d’utiliser les proce´dures
existantes pour la re´solution du proble`me de la simulation entre automates.
Cependant, les auteurs ne donnent pas de re´sultat concernant la complexite´
du proble`me.
6Les actions d’entre´e sont les re´ceptions de messages et les actions de sortie sont les
e´missions de messages.
7Cette restriction est appele´e stricte me´diation dans le mode`le COLOMBO.
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Approche de Rao, Kungas et Matskin
Dans les travaux de Rao, Kungas et Matskin [RKM04], les auteurs pro-
posent une me´thode pour re´soudre le proble`me de la composition dans le
cas ou` des services Web se´mantiques sont conside´re´s. Les services sont for-
mellement repre´sente´s par des axiomes de la logique line´aire et le but est
repre´sente´ par un se´quent de cette logique.
Dans cette approche, le proble`me de la composition est le suivant :
e´tant donne´s un ensemble de services disponibles et un but, trouver une
composition des services disponibles qui satisfasse le but.
Pour re´soudre ce proble`me, les auteurs utilisent le prouveur de the´ore`me
de la logique line´aire. L’approche consiste a` suivre les e´tapes suivantes :
1. Dans un premier temps, les services, de´crit en langage DAML-S sont
traduit en axiomes.
2. Ensuite, le but est spe´cifie´ sous forme de se´quent a` prouver.
3. Pour finir, le prouveur de the´ore`me de la logique line´aire ve´rifie si
le se´quent peut eˆtre prouve´ a` partir des axiomes conside´re´s. Dans
le cas ou` le se´quent a e´te´ prouve´ et que la preuve est ge´ne´re´e, un
processus de calcul est extrait de la preuve. Ce processus de calcul
repre´sente le service compose´, il sera traduit dans le langage DAMLS
ou BEPEL4WS.
La me´thode propose´e est correcte et comple`te. Cela est duˆ au fait que le
fragment de la logique utilise´e est correct et complet.
Dans tous les travaux cite´ ci-dessus, pour composer des services, il est
ne´cessaire d’avoir un but a` satisfaire. Ce dernier peut eˆtre repre´sente´ par
un automate ou par une formule logique. Ne´anmoins, il existe d’autres ap-
proches qui s’inte´ressent a` la composition sans avoir a` formaliser le but.
Parmi ces approches nous citons celle propose´e par Hamadi et Benatal-
lah [HB03].
Dans cette approche les services sont mode´lise´s par des re´seaux de Petri.
Composer des services revient a` cre´er un nouveau service en utilisant des
ope´rateurs alge´briques sur les services existants. Les ope´rateurs alge´briques
permettent de repre´senter des notions comme la se´quence, l’alternative,
l’ite´ration, etc. La se´mantique de ces expressions alge´briques est donne´e
par un re´seau de Petri.
L’objectif des auteurs est de cre´er un cadre formel pour la de´finition d’un
service compose´. Ce cadre e´tant base´ sur les re´seaux de Pe´tri, cela permet
l’utilisation des outils de ve´rification existants afin d’analyser le service. Avec
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cette formalisation il est aussi possible de ve´rifier si un service peut eˆtre
remplace´ par un autre. Le proble`me revient a` de´terminer si les re´seaux de
Petri qui les repre´sentent sont e´quivalents. Les auteurs proposent e´galement
des proprie´te´s sur les ope´rations de leur alge`bre. Ces proprie´te´s permettent
de transformer une expressions alge´brique en une autre expression ayant la
meˆme se´mantique, mais de taille infe´rieure.
2.2.2 Notre approche
Dans les approches que nous avons de´crites pre´ce´demment, sauf celle
propose´e par Hamadi et Benatalah, il y a deux cate´gories.
Dans la premie`re cate´gorie [PTB05, RKM04], l’objectif est de cre´er un
orchestrateur/me´diateur qui coordonne des services existants de sorte a` sa-
tisfaire une formule d’une logique donne´e. Cette formule peut repre´senter
une exigence de l’utilisateur. Dans un exemple d’agence de voyage, cette
exigence peut concerner la destination du voyageur ou l’heure de son ar-
rive´e. La formule a` satisfaire peut aussi repre´senter une proprie´te´ que le
syste`me doit satisfaire. Par exemple, le syste`me ne doit pas atteindre des
e´tats bloquants ou le syste`me doit eˆtre vivace.
Dans la seconde cate´gorie [BCG+05, MKB07], la composition est base´e
sur le mode`le d’un service souhaite´ appele´ aussi service but. L’objectif de
ces approches est de cre´er un orchestrateur/me´diateur qui coordonne des
services existants de sorte a` re´aliser les fonctionnalite´s du service but. For-
mellement, cela sera repre´sente´ par une relation d’e´quivalence entre deux
syste`mes.
Notre approche se situe dans la seconde cate´gorie. Plus pre´cise´ment, elle
est inspire´e par la me´thode pre´sente´e dans [BCG+05]. Notre mode`le contient
les e´le´ments suivants :
– un ensemble de variables propositionnels ,
– un service client qui repre´sente toute, les communications qui peuvent
eˆtre effectue´es avec un client potentiel,
– un service but qui repre´sente le service que nous de´sirons re´aliser, et
qui ne peut communiquer qu’avec le service client,
– des services disponibles et
– un service me´diateur.
Comme dans l’approche de Be´rardi et al. [BCG+05], nous repre´sentons les
services par des automates qui peuvent effectuer des actions internes ainsi
que des actions de communication. Aussi, nous conside´rons des conditions
et des effets dans les transitions.
Nous avons conside´re´ trois variantes de notre mode`le. La premie`re va-
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riante (voir Chapitre 5) est une abstraction de notre mode`le initial. Plus
pre´cise´ment, dans ce mode`le, les actions de communication sont conside´re´es
comme des actions internes [BCF07, CGM06, BFDP08]. Dans la seconde
variante (voir Chapitre 6), nous conside´rons a` nouveau la communication
entre les services [BCF09, BCF08a, BCF08b]. Cependant, cette communi-
cation est effectue´e a` travers des ports borne´s, comme dans [BCG+05]. Dans
la troisie`me variante (voir Chapitre 7), nous conside´rons une communication
synchrone entre les services [BCHK09], comme dans [PTB05]. C’est-a`-dire,
qu’un service ne peut envoyer de message que s’il existe un autre service
pour le recevoir. Re´ciproquement, un service ne peut recevoir de message
que s’il existe un service preˆt a` l’envoyer.
Le proble`me de la composition est e´galement diffe´rent pour les trois
variantes.
Dans la premie`re variante, le proble`me de la composition consiste a`
de´terminer l’e´quivalence entre deux syste`mes. Le premier syste`me est com-
pose´ du service but et le second syste`me est compose´ des services disponibles.
Dans la deuxie`me variante, le proble`me de la composition consiste a`
synthe´tiser un service me´diateur tel que le syste`me compose´ du service client
et du service but soit e´quivalent a` celui compose´ du service client, du service
me´diateur et des services disponibles. Nous verrons dans le Chapitre 6, que
le proble`me de la composition se re´duit a` un proble`me de satisfaction d’une
formule du µ-calcul [BCF08a]. L’avantage de cette re´duction est qu’elle nous
permet d’exprimer en plus de l’e´quivalence entre deux syste`mes, le fait qu’un
syste`me ve´rifie certaines proprie´te´s. Une de ces proprie´te´s peut eˆtre la viva-
cite´ du syste`me ou sa tole´rance aux fautes.
Dans la troisie`me variante, le proble`me de la composition consiste a`
synthe´tiser une formule caracte´ristique pour la composition. Cette formule
est satisfaite ssi le syste`me compose´ du service but est e´quivalent au syste`me
compose´ des services de la communaute´. La formule caracte´ristique concerne
des proprie´te´s que le client doit satisfaire. Par exemple, l’aˆge du client ou le
type de la carte de paiement qu’il posse`de.
Nous nous inte´ressons a` l’e´tude de la complexite´, en termes de bornes
infe´rieures et supe´rieures, du proble`me de la composition pour les trois va-
riantes. Pour comparer les syste`mes, nous utilisons : l’inclusion de trace,
l’e´quivalence de traces, la simulation et la bisimulation.
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2.2.3 Comparaison de notre approche avec les approches
existantes
Comme nous l’avons souligne´ pre´ce´demment, notre approche est
diffe´rente des approches [PTB05, RKM04] car elles n’appartiennent pas a` la
meˆme cate´gorie. Ainsi, les auteurs de [PTB05, RKM04] conside`rent pas le
proble`me de la composition de la meˆme fac¸on. Cependant, d’un point de vue
formel, un proble`me d’e´quivalence entre des automates peut eˆtre re´duit a` un
proble`me de satisfaction de formule. En effet, comme nous le verrons dans le
Chapitre 6, afin de re´soudre notre proble`me de la composition, pour la bisi-
mulation, nous le re´duisons au proble`me de la satisfaction d’une formule du
µ-calcul. E´galement, le proble`me de la composition pre´sente´ dans [BCG+05],
se re´duit au proble`me de la satisfaction d’une formule de la logique dyna-
mique propositionnelle.
Notre approche est aussi diffe´rente de celle propose´e dans [MKB07].
Dans cette approche, les auteurs ne conside`rent une abstraction des ser-
vices dans laquelle les actions internes ne sont pas conside´re´es. Les auteurs
ne s’inte´ressent qu’aux actions de communication. De plus, dans cette abs-
traction, les conditions et les effets sur les transitions ne sont pas conside´re´s.
Une autre diffe´rence avec notre mode`le est qu’ils conside`rent que les services
disponibles ne peuvent pas communiquer entre eux. Ce qui n’est pas le cas
dans la re´alite´.
Comparons notre mode`le avec le mode`le COLOMBO [BCG+05]. Comme
pour le mode`le COLOMBO, nous conside´rons que les services Web peuvent
effectuer des actions internes ainsi que des actions de communication. La
communication dans les deux mode`les s’effectue a` travers des ports. Les no-
tions de service client, service but, services disponibles et service me´diateur
sont identiques dans les deux approches.
L’une des diffe´rences entre notre mode`le et le mode`le COLOMBO est
que nous ne conside´rons pas une base de donne´es partage´e entre les services.
La raison est que nous conside´rons que les services sont inde´pendants et
n’utilisent pas ne´cessairement les meˆmes donne´es. Ne´anmoins, nous avons
un ensemble de variables propositionnelles, partage´ par les services. Cet
ensemble repre´sente les donne´es du client, mais il peut eˆtre vu comme une
abstraction de la base de donne´es.
Une autre diffe´rence est le fait que dans COLOMBO les services
conside´re´s sont de´terministes. En effet, toutes les actions effectue´es par les
services sont suppose´es observables. Ce qui n’est pas le cas dans la re´alite´.
De plus, dans le mode`le COLOMBO les auteurs conside`rent certaines
restrictions, pour re´soudre le proble`me de la composition. Par exemple, il
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conside`rent que la taille du me´diateur est initialement connue et que les ser-
vices ne peuvent pas communiquer entre eux (la me´diation stricte). D’autre
restrictions spe´cifiques aux service Web ont e´te´ conside´re´es comme : le com-
portement bloquant et l’acce`s borne´. Ces restrictions permettent de diminuer
le nombre de transitions possibles a` partir d’un e´tat donne´.
Nous n’avons pas conside´re´ ces restrictions, spe´cifiques aux services
Web car nous voulons apporter des re´sultats qui peuvent eˆtre utilise´s dans
d’autres domaines. Effectivement, le proble`me de la composition n’est pas
spe´cifique aux services Web. Dans le domaine des syste`mes multiagents,
il existe des travaux [Cha07, MKB06] qui s’inte´ressent a` la composition
d’agents. Il existe e´galement des travaux sur la composition de service dans
le domaine de l’intelligence ambiante [Opr07, MM07].
La dernie`re diffe´rence est que nous n’avons pas conside´re´ la meˆme rela-
tion d’e´quivalence. Dans [BCG+05], les auteurs conside`rent un isomorphisme
entre le syste`me contenant le service but et celui qui contient les services
disponibles et le me´diateur. L’isomorphisme entre les automates est une re-
lation plus restrictive que les relations de pre´ordre et d’e´quivalence que nous
conside´rons. En effet, l’isomorphisme peut eˆtre vu comme une e´galite´ entre
deux syste`mes, modulo le renommage des e´tats d’un des syste`mes par les
e´tats de l’autre. Dans notre approche, l’objectif est de pouvoir exe´cuter les
actions dans l’ordre exige´ par l’utilisateur mais pas force´ment avec le meˆme
nombre d’e´tats que le service but.
Cependant, dans l’approche propose´e par Mitra et al. les auteurs
conside`rent un mode`le proche de celui de COLOMBO avec la bisimulation
comme relation d’e´quivalence entre les automates. Mais ils conside`rent aussi
les restrictions cite´es ci-dessus. Ce qui permet de re´duire la complexite´ de
leur proble`me.
Soulignons que dans [BCG+05], le proble`me de la composition de ser-
vices est ouvert, dans le cas ou` les ports sont non borne´s. C’est pour cette
raison que nous avons e´tudie´ ce cas, dans le Chapitre 4. Nous avons montre´
que, dans ce cas, le proble`me de la composition est inde´cidable pour la bisi-
mulation et l’e´quivalence de traces et qu’il est de´cidable pour l’inclusion de
traces et la simulation.
2.3 Proble`me de la composition versus synthe`se
de controˆleurs
Dans la section pre´ce´dente, nous avons pre´sente´ diffe´rentes approches
pour re´soudre le proble`me de la composition. Ensuite, nous les avons com-
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pare´es a` notre approche. Dans cette section, nous nous inte´ressons a` un
proble`me dual au proble`me de la composition, a` savoir le proble`me de la
synthe`se de controˆleurs, pour les syste`mes a` e´ve´nements discrets. Nous com-
menc¸ons par pre´senter brie`vement quelques travaux dans ce domaine. En-
suite, nous expliquerons ou` re´side la dualite´ entre le proble`me de la compo-
sition et le proble`me de controˆle.
2.3.1 Synthe`se de controˆleurs
La the´orie du controˆle des syste`mes a` e´ve´nements discrets a e´te´ introduite
par Ramadge et Wonham [RW89] et a fait l’objet de diffe´rents travaux de
recherche [KG95, CS06]. Dans cette the´orie, les syste`mes a` e´ve´nements dis-
crets repre´sentent des syste`mes dynamiques qui e´voluent selon l’occurrence
de certains e´ve´nements. Concre`tement, ces syste`mes peuvent repre´senter :
un re´seau routier, un re´seau de communication ou un syste`me robotique.
Formellement, ces syste`mes sont repre´sente´s par des automates finis sur
une alphabet d’e´ve´nements. Par ailleurs, le comportement d’un syste`me est
repre´sente´ par le langage reconnu par l’automate.
Dans l’approche propose´e par Ramadge et Wonham, le proble`me
de la synthe`se de controˆleurs consiste a` de´terminer l’existence d’un
syste`me, nomme´ controˆleur, qui a pour objectif de restreindre le comporte-
ment/langage d’un syste`me donne´, appele´ plant, afin que le comportement de
ce dernier soit inclus dans un comportement dit admissible. Formellement,
le controˆleur est e´galement repre´sente´ par un automate fini. Quant a` la no-
tion de controˆle elle est repre´sente´e par le produit synchrone du controˆleur
et du plant. Cependant, le controˆleur ne peut ni controˆler ni observer tous
les e´ve´nements. D’ou` les notions de contraintes de controˆlabilite´ et d’ob-
servabilite´, que le controˆleur doit satisfaire8. Ramadge et Wonham se sont
e´galement inte´resse´s a` la synthe`se de controˆleur maximal. Ce dernier permet
de restreindre le comportement du plant de sorte a` avoir un comportement
e´quivalent a` un comportement souhaite´. Il existe une autre variante de ce
proble`me, celle qui consiste a` restreindre le comportement du plant de sorte
a` obtenir un comportement appartenant a` un intervalle de comportements.
L’objectif de cette variante est d’e´viter d’avoir un controˆleur qui n’exe´cute
aucun e´ve´nement.
Il existe d’autres variantes du proble`me de la synthe`se de controˆleurs.
Parmi elles, nous citons celle propose´e par Arnold, Vincent et Walukie-
wicz [AVW03]. Dans cette approche, l’objectif est de controˆler le plant afin
8Ces notions sont de´finies formellement dans le Chapitre 6. Plus pre´cise´ment, dans la
de´finition 6.5.2.
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de satisfaire une formule du µ-calcul. Cette formule, peut repre´senter par
exemple des proprie´te´s de vivacite´ de syste`me. Dans le cas de programmes in-
formatiques, une proprie´te´ de vivacite´ serait que le syste`me termine. D’autres
approches base´es sur la logique sont de´crites dans [FP07, PR05b, JK06].
Dans l’approche propose´e dans [AVW03], ainsi que l’approche de base
propose´e par Ramadge et Wonham, le plant est repre´sente´ par un auto-
mate de´terministe. Le cas ou` le plant est non de´terministe a e´te´ conside´re´
dans [ZKJ06, BK06, PR05a]. La spe´cification non de´terministe est utile, pour
la description d’un syste`me d’un haut niveau d’abstraction. Une autre raison
serait que certains e´ve´nement effectue´s par le plant ne soit pas mode´lise´s,
a` cause d’un manque d’information. Dans [ZKJ06], le proble`me de la
synthe`se de controˆleurs devient : e´tant donne´s un plant et une spe´cification,
de´terminer l’existence d’un controˆleur qui restreint le plant pour obtenir un
syste`me bisimilaire a` la spe´cification.
2.3.2 Relation entre composition et controˆle
Dans la section ci-dessus, nous avons vu qu’il existe des approches
dans lesquelles le proble`me de la synthe`se de controˆleurs est de´crit comme
suit : e´tant donne´s un automate P, repre´sentant le plant, un automate S,
repre´sentant la spe´cification a` re´aliser et des contraintes de controˆlabilite´
et d’observabilite´, de´terminer l’existence d’un automate C, repre´sentant le
controˆleur tel que : C satisfait les contraintes et le produit synchrone de P
et C est e´quivalent a` S. Ici, l’e´quivalence peut eˆtre l’e´quivalence de traces
ou la bisimulation. Il est e´galement possible de conside´rer des relations de
pre´ordre comme l’inclusion de traces et la simulation.
Une description abstraite9 du proble`me de la composition, que nous
conside´rons, serait la suivante : e´tant donne´s un automate D, repre´sentant
le syste`me disponible10 et un automate B, repre´sentant le but a` re´aliser,
de´terminer l’existence d’un automate M, repre´sentant le me´diateur11 tel
que : le produit asynchrone de D et M est e´quivalent a` B.
La diffe´rence e´vidente entre ces deux proble`mes est le produit conside´re´.
Dans la description du proble`me de la synthe`se de controˆleurs, le produit
synchrone permet de restreindre le comportement du plant en utilisant le
9Dans le mode`le que nous conside´rons, nous distinguons les actions de communication
et les actions internes des services. De plus, nous conside´rons des pre´conditions et des
effets, dans les transitions.
10L’automate D repre´sente un ensemble de n services disponibles. Formellement c’est
un produit asynchrone de n automates.
11Dans notre mode`le, le me´diateur permet aux services disponibles de communiquer. Il
est repre´sente´ par un automate qui ne peut effectuer que des actions de communication.
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controˆleur. En revanche, dans la description du proble`me de la composition,
le produit asynchrone permet d’enrichir le comportement du syste`me dis-
ponible en utilisant le me´diateur. C’est pour cette raison que nous pouvons
dire que le proble`me de la composition est le dual du proble`me de la synthe`se
de controˆleurs.
Dans le Chapitre 6, nous donnons le de´tail de la re´duction du proble`me
de la composition vers le proble`me de la synthe`se de controˆleurs, en
conside´rant un proble`me de la composition moins abstrait que celui de´crit
ci-dessus. L’ide´e intuitive de la re´duction est la suivante. Nous conside´rons
un me´diateur, appele´ large me´diateur. Ce dernier, peut exe´cuter toutes les
actions a` partir de son e´tat initial. L’objectif est de controˆler le syste`me
compose´ de ce me´diateur et du syste`me disponible, en conside´rant que les
actions effectue´es par le large me´diateur sont les seules actions observables
et controˆlables.
2.4 Conclusion
Dans ce chapitre, nous avons d’abord pre´sente´ les diffe´rents langages
utilise´s pour la description de services Web, a` savoir WSDL,WSCI,WSCDL
et BPEL4WS. Ensuite, nous avons de´crit les diffe´rentes approches for-
melles pour la re´solution du proble`me de la composition de services.
Plus pre´cise´ment, pour chacune de ses approches, nous avons de´crit la
mode´lisation des services conside´re´s, la formulation du but a` satisfaire
ainsi que le proble`me de la composition. Pour finir, nous avons compare´ le
proble`me de la composition avec le proble`me de la synthe`se de controˆleurs,
qui est largement e´tudie´. Dans le Chapitre 6 nous donnons le de´tail de la
re´duction du proble`me de la composition vers le proble`me de la synthe`se de
controˆleurs.
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Automates et re´seaux de
Petri
Le mode`le que nous conside´rons pour repre´senter les services Web est
base´ sur les automates. Plus pre´cise´ment, les services sont repre´sente´s par
des automates communicants conditionnels (ACC) [BCF08b, BCG+05]. Ce-
pendant, nous verrons dans les Chapitres 4, 5 et 6, qu’il est possible d’as-
socier aux ACC des re´seaux de Petri ayant la meˆme exe´cution1. Dans ce
chapitre, nous faisons d’abord un rappel sur les automates et leur produits.
Plus exactement, on s’inte´resse aux produits synchrone et asynchrone. On
s’inte´resse e´galement aux relations d’e´quivalences et de pre´ordres suivantes :
l’e´quivalence de traces, la bisimulation, l’inclusion de traces et la simulation.
Ensuite, nous de´finissons les notions d’automate communicant condition-
nel (ACC) et d’exe´cution d’ACC. Enfin, nous donnons des rappels sur les
re´seaux de Petri.
3.1 Les automates
Un automate, ou machine a` e´tats, est une machine abstraite utilise´e en
the´orie de la calculabilite´ et dans l’e´tude des langages formels. Un auto-
mate est constitue´ d’e´tats et de transitions [Koz97]. Un e´tat de l’automate
est une description instantane´e de cet automate, elle donne les informa-
tions ne´cessaires pour de´terminer comment l’automate e´volue a` partir de
cet e´tat. Les transitions sont des changements d’e´tats, elles peuvent arriver
spontane´ment ou comme re´ponse a` des entre´es externes. Conside´rons un
1Ici, exe´cution des re´seaux veut dire graphe de marquage des re´seaux.
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ensemble fini d’actions Σ.
De´finition 3.1.1 (Automate). Un automate sur Σ est une structure A
= (Q, q0,→) telle que :
– Q est un ensemble d’e´tats,
– q0 est l’e´tat initial et
– →⊆ Q× Σ×Q est la relation de transition.
On dit que l’automate A est fini lorsque son ensemble d’e´tats Q est fini.
La taille d’un automate A sera la somme du cardinal de Q et du cardinal
de →. Plus pre´cise´ment, Taille(A) = Card(Q) + Card(→) avec Card(→
) ≤ Card(Q × Σ × Q). Pour toutΣ ′ ⊆ Σ, la relation →Σ′A ⊆ Q × Q de´crit
le changement d’e´tat de l’automate suite a` l’exe´cution d’une action deΣ ′.
Formellement, (q, q′) ∈ →Σ′A ssi il existe a ∈ Σ′ tel que (q, a, q′) ∈ →. On note
(q, q′) ∈ →Σ′A par q →Σ
′
A q
′. On note →Σ′A
! la fermeture reflexive transitive
de →Σ′A . Pour toutΣ ′ ⊆ Σ, nous dirons que A boucle surΣ ′ ssi pour tout a
∈ Σ′,→{a}A = IdQ2. Un automate sera repre´sente´ par un graphe oriente´. Les
noeuds du graphe sont les e´tats de l’automate et les arcs sont ses transitions.
L’e´tat initial sera repre´sente´ par un noeud particulier dans le graphe, de´signe´
par un arc entrant. Plus pre´cise´ment, cet arc n’aura aucun e´tat de de´part
et son e´tat d’arrive´ sera l’e´tat initial.
Remarque 3.1.2. Concernant les e´tats finaux des automates, notons que :
1. dans la de´finition 3.1.1 l’ensemble des e´tats finaux n’est pas repre´sente´.
Cela signifie que tous les e´tats sont finaux. Cependant, dans les Cha-
pitres 6, 7 il est ne´cessaire de repre´senter les e´tats finaux. Dans ce
cas nous ajoutons a` la de´finition des automates, un ensemble F ⊆ Q.
Soulignons, que dans le reste des chapitres, le fait de conside´rer ou non
l’ensemble F ne change pas les re´sultats obtenus et
2. dans le graphe qui repre´sente l’automate, les e´tats finaux sont
repre´sente´s par des e´tats avec un arc sortant.
De´finition 3.1.3 (Automate de´terministe). Soit A = (Q, q0,→) un
automate sur Σ. On dit que l’automate A est de´terministe lorsque pour tout
e´tat q ∈ Q et pour toute action a ∈ Σ, il existe au plus un e´tat q′ ∈ Q tel
que (q, a, q′) ∈ →.
Exemple 3.1.4. Conside´rons l’automate fini et de´terministe
A1 = ({q10 , q11}, q10, →A1) sur Σ = {a1, a2, a3} tel que :
→A1= {(q10 , a1, q11), (q11 , a2, q11), (q11 , a3, q10)}.
L’automate A1 est repre´sente´ par le graphe oriente´ de la Figure 3.1.
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q10 q
1
1a1
a3
a2
Fig. 3.1 – Automate fini A1
De´finition 3.1.5 (Trace d’automate). SoientΣ ′ un ensemble fini d’ac-
tions et A = (Q, q0,→) un automate sur Σ. Un chemin pour A moduloΣ ′
est une se´quence finie de la forme (q0, a1, q1), (q1, a2, q2),. . ., (qn−1, an, qn)
telle que :
qi →Σ′A
!◦ →{ai+1}A ◦→Σ
′
A
!
qi+1 ∀i ∈ {0, . . . , n − 1}.
Le mot a1, a2, . . . , an est sa trace. Le mot vide est note´ !. L’ensemble de
tous les mots qu’on peut construire a` partir de Σ est note´ Σ∗. L’ensemble
des traces de tous les chemins pour A moduloΣ ′ est note´ TrΣ′(A). Sachant
que dans notre de´finition d’automate tous les e´tats sont finaux alors le mot
vide appartient a` l’ensemble des traces de tous les automates. Formellement,
pour toutΣ ′, ! ∈ TrΣ′(A). Nous utilisons e´galement la notation wn, w ∈ Σ∗
et n ∈ IN pour repre´senter un mot wn construit par induction a` partir du
mot w de la fac¸on suivante :
wn =
{
! si n = 0
wn−1w sinon
Exemple 3.1.6. Conside´rons l’automate A1 repre´sente´ dans la Figure 3.1.
L’ensemble des traces de A1 modulo l’ensemble vide est Tr∅(A1) =
{(a1an2a3)m | n,m ∈ IN}. L’ensemble des traces de A1 modulo {a1} est
Tr{a1}(A1) = {(an2a3)m | n,m ∈ IN}.
3.1.1 Produit d’automates
Le produit d’automates est utilise´ pour repre´senter un syste`me compose´
de plusieurs automates, de´finis sur un meˆme ensemble d’actions. Ils existent
deux types de produits : asynchrone et synchrone. Le produit asynchrone
2Id repre´sente la relation identite´
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est utilise´ lorsque les automates du syste`me sont inde´pendants (ou concur-
rents). Le produit synchrone est, lui, utilise´ lorsque les automates doivent se
synchroniser les uns avec les autres, c’est -a`-dire, qu’un automate ne peut
effectuer une transition que si l’un des autres automates l’exe´cute aussi. Il
est e´galement possible d’avoir un produit dans lequel certaines actions seule-
ment doivent eˆtre synchronise´s, c’est ce qu’on appellera la synchronisation
sur un ensemble d’actions. Soient A1 = (Q1, q10 ,→A1) et A2 = (Q2, q20,→A2)
deux automates sur Σ.
De´finition 3.1.7 (Produit asynchrone d’automates). Nous notons
par A1⊗A2 le produit asynchrone de A1 et A2, c’est-a`-dire l’automate A =
(Q, q0,→) sur Σ tel que :
– Q = Q1 ×Q2,
– q0 = (q10, q20) et
– →⊆ Q × Σ × Q est la relation de transition de´finie par ((q11 , q21), a,
(q12 , q22)) ∈ → ssi (q11, a, q12) ∈ →A1 et q22 = q21 ou (q21 , a, q22) ∈ →A2 et
q12 = q11.
Le produit asynchrone d’automates est une ope´ration associative.
De´finition 3.1.8 (Produit synchrone d’automates). Nous notons par
A1 ×A2 le produit synchrone de A1 et A2, c’est-a`-dire l’automate fini A =
(Q, q0,→) sur Σ tel que :
– Q = Q1 ×Q2,
– q0 = (q10, q20) et
– →⊆ Q × Σ × Q est la relation de transition de´finie par ((q11 , q21), a,
(q12 , q22)) ∈ → ssi (q11 , a, q12) ∈ →A1 et (q21 , a, q22) ∈ →A2.
Remarque 3.1.9. Il est possible que l’automate A1 = (QA1 , qA10 , →A1)
soit de´fini surΣ 1 et l’automate A2 = (QA2 , qA20 , →A2) surΣ 2 tels que
Σ1 += Σ2.
1. dans cette the`se, les produits synchrone et asynchrone des deux auto-
mates seront de´finis en conside´rant A1 comme un automate surΣ 1∪Σ2
tel que pour toute action a ∈ Σ2, (q, a, q′) +∈→A1. De la meˆme fac¸on,
A2 sera conside´re´ comme un automate surΣ 1 ∪Σ2 tel que pour toute
action a ∈ Σ1, (q, a, q′) +∈→A2 .
2. Pour certains auteurs [LS00], siΣ 1 += Σ2 alors pour toute action a ∈
Σ1\Σ2, ((q11 , q21), a, (q12 , q22)) ∈→A1×A2 ssi (q11 , a, q12) ∈ →A1 et q22 = q21,
pour toute action a ∈ Σ2 \ Σ1, ((q11 , q21), a, (q12 , q22)) ∈ →A1×A2 ssi
(q21, a, q22) ∈ →A2 et q12 = q11 . et pour toute action a ∈ Σ1∩Σ2, ((q11 , q21),
a, (q12 , q22)) ∈ → ssi (q11 , a, q12) ∈ →A1 et (q21 , a, q22) ∈ →A2 .
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Fig. 3.2 – Automate fini A2
Il est possible d’avoir un produit d’automates synchrone pour un en-
semble d’actions et asynchrone pour d’autres.
De´finition 3.1.10 (Produit synchrone sur Σ′). Soit un ensemble d’ac-
tionsΣ ′ ⊆ Σ, nous notons par A1 ×Σ′ A2 le produit synchrone sur Σ′ de A1
et A2, c’est-a`-dire l’automate fini A = (Q, q0,→) sur Σ tel que :
– Q = Q1 ×Q2,
– q0 = (q10, q20) et
– →⊆ Q × Σ × Q est la relation de transition de´finie par ((q11 , q21), a,
(q12 , q22)) ∈ → ssi une des trois conditions suivantes est satisfaite :
(1) a ∈ Σ′, (q11, a, q12) ∈ →A1 et (q21 , a, q22) ∈ →A2 ,
(2) a ∈ Σ \ Σ′,(q11, a, q12) ∈ →A1 et q22 = q21 et
(3) a ∈ Σ \ Σ′, (q21 , a, q22) ∈ →A2 et q12 = q11.
Exemple 3.1.11. Conside´rons l’automate fini A1 repre´sente´ dans la Fi-
gure 3.1 et l’automate fini A2 repre´sente´ dans la Figure 3.2. Le produit asyn-
chrone de ces deux automates est repre´sente´ dans la Figure 3.3. Dans cette
figure les arcs pointille´s repre´sentent les transitions effectue´es par l’automate
A1 et les arcs pleins repre´sentent les transitions effectue´es par l’automate
A2. Le produit synchrone de A1 et A2 est repre´sente´ dans la Figure 3.4.
3.1.2 Equivalences et pre´ordres
Comme nous l’avons pre´cise´ dans le Chapitre 2, pour de´finir le proble`me
de la composition de services nous devons comparer le comportement de
deux syste`mes. D’une part nous conside´rons le syste`me qui repre´sente le
but du client et d’autre part nous conside´rons le syste`me qui repre´sente les
services disponibles. Il est donc ne´cessaire de de´finir formellement le type
d’e´quivalences et/ou pre´ordres que nous conside´rons. Dans la the´orie des
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Fig. 3.3 – Automate fini A1 ⊗A2
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Fig. 3.4 – Automate fini A1 ×A2
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syste`mes concurrents, dans le calcul de processus ainsi que dans la ve´rifi-
cation automatique de syste`mes, certaines relations de pre´ordre et d’e´qui-
valences entre processus ont e´te´ conside´re´es [vG90, GV92, BIM95]. De telles
relations sont par exemple utilise´es pour e´tablir qu’une imple´mentation d’un
syste`me est correcte relativement a` une spe´cification. Le proble`me de la com-
position que nous traitons, peut eˆtre conside´re´ avec tout type d’e´quivalence,
comme par exemple toutes celles re´pertorie´es et organise´es sous forme de
hie´rarchie dans [vG90]. Cependant, nous nous inte´resserons dans ce docu-
ment aux e´quivalences et aux pre´ordres les plus e´tudie´s : l’e´quivalence de
traces, l’inclusion de traces, la bisimulation et la simulation.
Inclusion et e´quivalence de traces
Selon [Hoa78, Hoa85], la trace du comportement d’un processus est une
se´quence de symboles repre´sentant l’enregistrement des e´ve´nements que le
processus avait engage´ a` un moments donne´e. On peut imaginer un ob-
servateur avec un bloc-notes qui observe le processus et note le nom de
chaque e´ve´nement lorsqu’il se produit. Si deux e´ve´nements se produisent
simultane´ment l’observateur enregistrera un des deux en premier ensuite le
second. Soient A1 = (Q1, q10 , →A1) et A2=(Q2,q20,→A2) des automates sur
Σ.
De´finition 3.1.12 (Inclusion de traces). Soit un ensemble d’actions
Σ′ ⊆ Σ, nous dirons que A1 est inclus pour la trace dans A2 modulo Σ′,
note´ A1 ⊆tr A2 (Σ′), lorsque TrΣ′(A1) ⊆ TrΣ′(A2). LorsqueΣ ′ = ∅, nous
dirons que A1 est inclus pour la trace dans A2, note´ A1 ⊆tr A2.
Exemple 3.1.13. Conside´rons les automates A1 et A2 repre´sente´s dans la
Figure 3.5. Dans ce cas, Tr∅(A1) = {!, a, a.b} et Tr∅(A2) = {!, a, c, a.b}.
Par conse´quent, Tr∅(A1) ⊆ Tr∅(A2). Ainsi, l’automate A1 est inclus pour
la trace dans A2.
De´finition 3.1.14 (Equivalence de traces). Soit un ensemble d’actions
Σ′ ⊆ Σ, nous dirons que A1 et A2 sont e´quivalents pour la trace moduloΣ ′,
note´ A1 ≡tr A2 (Σ′), lorsque TrΣ′(A1) = TrΣ′(A2). LorsqueΣ ′ = ∅, nous
dirons que A1 et A2 sont e´quivalents pour la trace, note´ A1 ≡tr A2.
Exemple 3.1.15. Conside´rons les automates finis A1 et A2 repre´sente´s par
la Figure 3.6. Les deux automates sont e´quivalents pour la trace. En effet,
Tr∅(A1) = Tr∅(A2) = {!, a, ab}.
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Fig. 3.5 – De gauche a` droite, automates A1 et A2
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Fig. 3.6 – De gauche a` droite, automates A1 et A2
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Fig. 3.7 – De gauche a` droite, automates A1 et A2
Remarque 3.1.16. L’e´quivalence de traces est une relation d’e´quivalence
(re´flexive, syme´trique et transitive), tandis que l’inclusion de traces est une
relation de pre´ordre (re´flexive et transitive).
Simulation et bisimulation
Les notions de simulation et de bisimulation [Par81, Mil95], a` la
diffe´rence des notions d’inclusion de traces et d’e´quivalence de traces, se
basent sur les e´tats des syste`mes a` comparer. Soient A1 = (Q1, q10 ,→A1) et
A2 = (Q2, q20 ,→A2) des automates sur Σ.
De´finition 3.1.17 (Simulation). Soit un ensemble d’actionsΣ ′ ⊆ Σ,
une relation Z ⊆ Q1 × Q2 telle que (q10 , q20) ∈ Z (aussi note´ q10 Z q20) est
appele´e simulation entre A1 et A2 moduloΣ ′ ssi les conditions suivantes
sont satisfaites pour tout (q11 , q21) ∈ Z et pour tout a ∈ Σ \ Σ′ :
pour tout q12 ∈ Q1, si q11 →Σ′A1
!◦ →{a}A1 ◦→Σ
′
A1
!
q12 alors il existe q22 ∈ Q2
tel que q21 →Σ′A2
!◦ →{a}A2 ◦→Σ
′
A2
!
q22 et (q12 , q22) ∈ Z,
De plus, pour toutΣ ′ ⊆ Σ, s’il y a une simulation entre A1 et A2 modulo
Σ′ alors nous e´crirons A1 ≤si A2 (Σ′) et nous dirons que A1 est simule´ par
A2 moduloΣ ′. LorsqueΣ ′ = ∅, nous dirons que Z est une simulation entre
A1 et A2 et que A1 est simule´ par A2, note´ A1 ≤si A2.
De´finition 3.1.18 (Bisimulation). Une relation Z ⊆ Q1 ×Q2 telle que
(q10 , q20) ∈ Z est appele´e bisimulation entre A1 et A2 moduloΣ ′ ssi Z est une
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simulations entre A1 et A2 moduloΣ ′ et Z−1 est une simulations entre A2
et A1 moduloΣ ′.
De plus, pour toutΣ ′ ⊆ Σ, s’il y a une bisimulation entre A1 et A2
moduloΣ ′ alors nous e´crirons A1 ←→bi A2 (Σ′) et nous dirons que A1
et A2 sont bisimilaires moduloΣ ′. LorsqueΣ ′ = ∅, nous dirons que Z est
une bisimulation entre A1 et A2 et que A1 et A2 sont bisimilaires, note´
A1 ←→bi A2.
Remarque 3.1.19. Il existe un ensemble d’actionsΣ ′ ⊆ Σ et des automates
A1 et A2 tels que A1 ≤si A2 (Σ′), A2 ≤si A1 ((Σ′)) et non A1 ←→bi
A2 (Σ′).
En effet, il suffit de conside´rerΣ ′ = ∅ et les automates finis A1 et A2
repre´sente´s par la Figure 3.6.
Remarque 3.1.20. Notons que la bisimulation est une relation
d’e´quivalence tandis que la simulation est une relation de pre´ordre.
Rappelons que dans le cas ou` les automates finis A1 et A2 sont de´termin-
istes, l’inclusion de traces (resp. e´quivalence de traces) et la simulation (resp.
bisimulation) sont la meˆme relation, ce n’est pas le cas pour les automates
non de´terministes. La relation de simulation (resp. bisimulation) et plus
restrictive que celle de l’inclusion de traces (resp. l’e´quivalence de traces).
Exemple 3.1.21. Dans la Figure 3.6, l’automate A1 est simule´ par l’au-
tomate A2. En revanche, ces deux automates ne sont pas bisimilaires. En
effet, apre`s avoir effectue´ l’action a l’automate A1 peut se retrouver dans un
e´tat ou` il ne peut plus effectuer l’action b, ce n’est pas le cas pour l’automate
A2. Dans la Figure 3.7, les automates A1 et A2 sont bisimilaires.
Pour certaines preuves, dans les chapitres suivants, nous aurons besoin de
comparer des automates en termes d’isomorphisme. C’est pour cette raison
que nous donnons ci-dessous la de´finition de cette relation d’e´quivalence.
Cette relation est plus forte que la bisimulation (deux automates isomorphes
sont bisimilaires). De ce fait, elle est plus forte que l’inclusion de trace,
l’e´quivalence de trace et la simulation.
De´finition 3.1.22 (Isomorphisme). Nous dirons que A1 et A2 sont
isomorphes, note´ A1 0iso A2, ssi il existe une bijection g : Q1 → Q2 telle
que g(q10) = q20 et pour tout e´tat q11, q12 ∈ Q1 et pour toute action a ∈ Σ,
q11 →{a}A1 q12 ssi g(q11)→
{a}
A2 g(q
1
2).
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De´finition 3.1.23 (Automate observable modulo Σ′). Soient A =
(Q, q0,→) un automate sur Σ etΣ ′ ⊆ Σ un ensemble fini d’actions. Soit
R ⊆ Q × Q la relation de´finie par q1Rq2 ssi il existe m ∈ IN, s0, . . ., sm
∈ Q tels que s0 = q1, sm = q2 et pour tout i ∈ {1, . . . ,m}, si−1 →Σ′A
!
si
ou si →Σ′A
!
si−1. La classe d’e´quivalence d’un e´le´ment q1 ∈ Q est l’ensemble
R(q1) = {q2 ∈ Q | q1Rq2}. Nous appelons automate observable de A modulo
Σ′, l’automate fini ObsΣ′(A) = (Q′, q′0,→′) sur Σ tel que :
– Q′ = {R(q) | q ∈ Q}
– q′0 = R(q0)
– →′⊆ Q′ × Σ×Q′ est la relation de transition de´finie par (q′1, a, q′2) ∈
→′ ssi il existe des e´tats q1 et q2 ∈ Q tels que q′1 = R(q1), q′2 = R(q2)
et q1 →{a}A q2.
De´finition 3.1.24 (Isomorphisme modulo Σ′). Pour toutΣ ′ ⊆ Σ, nous
dirons que A1 et A2 sont isomorphes modulo Σ′, note´ A1 0iso A2 (Σ′), ssi
ObsΣ′(A1) et ObsΣ′(A2) sont isomorphes.
3.2 Automates communicants conditionnels
Le mode`le que nous avons choisi pour repre´senter les services Web
est base´ sur les automates communicants conditionnels (ACC) [BCF08b,
BCF08a]. Ces derniers sont des automates dans lesquels des actions de com-
munication peuvent eˆtre exe´cute´es. De plus, la transition d’un e´tat a` un
autre peut ne´cessiter que des conditions soient satisfaites et que des effets
soit applique´s. Les conditions et les effets sont repre´sente´s par des ensembles
de litte´raux sur un ensemble fini de formules atomiques, note´ At. La notion
de port que nous conside´rons est celle ou` les ports peuvent eˆtre vus comme
des files. Nous noterons par Port, l’ensemble fini des ports que les services
peuvent utiliser. Nous conside´rons deux types d’actions de communication :
l’action de re´ception de message dans un port pi, note´e ?pi et l’action d’envoi
de message dans un port pi, note´e !pi.
De´finition 3.2.1 (Litte´raux). L’ensemble des litte´raux sur At est de´fini
par Li(At) = At ∪ {¬p : p ∈ At}.
De´finition 3.2.2 (Ensemble consistant). Un ensemble J ∈ 2Li(At) est
consistant ssi pour tout p ∈ At, p +∈ J ou ¬p +∈ J .
De´finition 3.2.3 (Ensemble maximal). Soit J, J ′ ∈ 2Li(At). L’ensemble
J est maximal pour J ′ ssi pour tout r ∈ J , r ∈ J ′ ou ¬r ∈ J . Dans le cas
ou` J ′ = At, nous dirons que J est maximal.
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De´finition 3.2.4 (Automate communicant conditionnel). Un auto-
mate communicant conditionnel surΣ ∪({!, ?}×Port) et At est une structure
Ac = (Q, q0, δ) telle que :
– Q est un ensemble d’e´tats,
– q0 est l’e´tat initial,
– δ ⊆ 2Li(At) ×Q × (Σ ∪ ({!, ?} × Port)) × Q × 2Li(At) est une relation
de transition.
Dans tout le document les ensembles dans 2Li(At) que nous conside´rons
sont consistants. C’est a` dire, si (J, q, a, q′, J ′) ∈ δ alors J et J ′ sont consis-
tants. Nous dirons que l’automate communicant conditionnel Ac est fini
ssi l’ensemble de ses e´tat Q est fini. La taille d’un automate communi-
cant conditionnel Ac est la somme du cardinal de Q et du cardinal de
δ. Plus pre´cise´ment, Taille(Ac) = Card(Q) + Card(δ) avec Card(δ) ≤
24×Card(At) ×Card(Q)2× (Card(Σ)+ 2×Card(Port)). Pour tout ensemble
de litte´raux J, J ′ ∈ 2Li(At), pour tout e´tat q, q′ ∈ Q et pour toute ac-
tion a ∈ Σ ∪ ({!, ?} × Port), (J, q, a, q′, J ′) ∈ δ signifie que les causes
(pre´conditions) de l’exe´cution de l’action a a` partir de l’e´tat q pour atteindre
l’e´tat q′ sont repre´sente´es par l’ensemble J et que les effets (postconditions)
de l’exe´cution de cette action sont repre´sente´s par l’ensemble J ′.
Pour simplifier, l’e´le´ment (?,pi) (resp. (!,pi)) dans {!, ?} × Port est note´
?pi (resp. !pi).
De´finition 3.2.5 (ACC de´terministe). Soit Ac = (Q, q0, δ) un auto-
mate communicant conditionnel surΣ ∪({!, ?}×Port) et At. Nous dirons que
Ac est de´terministe lorsque pour tout e´tat q1 ∈ Q, pour toute action a ∈ Σ,
et pour tout ensemble de litte´raux J1, J2 ∈ 2Li(At), si (J1, q1, a, q2, J2) ∈ δ
alors il n’existe pas d’e´tat q′2 et d’ensemble de litte´raux J ′1, J ′2 ∈ 2Li(At) tels
que q2 += q′2, J1 ∪ J ′1 est consistant et que (J ′1, q1, a, q′2, J ′2) ∈ δ.
Exemple 3.2.6. Nous conside´rons l’ensemble d’actions Σ = {a1, a2}, l’en-
semble de ports Port = {pi}, l’ensemble des formules atomiques At = {p1,
p2} et l’automate communicant conditionnel Ac1 sur Σ ∪ ({!, ?} × Port) et
At, repre´sente´ dans la Figure 3.8. Cet automate est fini et de´terministe.
Remarque 3.2.7.
1. Observons que dans le cas ou` At = ∅, l’automate communicant condi-
tionnel Ac n’est autre qu’un automate de´fini sur l’ensemble d’actions
Σ ∪ ({!, ?} × Port). Formellement, soit Ac = (Q, q0, δ) un automate
communicant conditionnel surΣ ∪({!, ?}×Port) et At = ∅. Nous asso-
cions a` Ac l’automate Auto(Ac) = (Q′, q′0, →′) surΣ ∪ ({!, ?}×Port)
tel que :
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– Q′ = Q,
– q′0 = q0 et
– →′⊆ Q′ × (Σ ∪ ({!, ?} × Port)) × Q′ est la relation de transition
de´finie par (q, a, q′) ∈→′ ssi (∅, q, a, q′, ∅) ∈ δ.
Ainsi, Auto(Ac) a les meˆmes e´tats et transitions que Ac. La seul
diffe´rence est le formalisme utilise´. Plus pre´cise´ment, Auto(Ac) est
un automate et Ac est un automate communicant conditionnel.
2. Re´ciproquement, dans le cas ou` A est un automate de´fini surΣ ∪
({!, ?}×Port), il peut eˆtre vu comme un automate communicant condi-
tionnel de´fini surΣ ∪ ({!, ?} × Port) et At = ∅. Formellement, nous
associons a` A = (Q, q0, →) un automate communicant conditionnel
Auto−1(A) = (Q′, q′0, δ′) tel que :
– Q′ = Q,
– q′0 = q0 et
– δ′ ⊆ 2∅ × Q′ × (Σ ∪ ({!, ?} × Port)) × Q′ × 2∅ est la relation de
transition de´finie par (∅, q, a, q′, ∅) ∈ δ′ ssi (q, a, q′) ∈→.
3. Il est clair que Auto−1(Auto(Ac)) = Ac et Auto(Auto−1(A)) = A.
3.2.1 Produit d’automates communicants conditionnels
Nous allons de´finir le produit synchrone ainsi que le produit asynchrone
des automates communicants conditionnels. Ces deux types de produits sont
une ge´ne´ralisation des produits synchrone et asynchrone que nous avons
de´fini pour les automates. Soient Ac1 = (Q1, q10 , δ1) et Ac2 = (Q2, q20 , δ2)
des automates communicants conditionnels surΣ ∪ ({!, ?} × Port) et At.
De´finition 3.2.8 (Produit asynchrone des ACC). Nous notons par
Ac1!Ac2 le produit asynchrone de Ac1 et Ac2, c’est-a`-dire l’automate com-
municant conditionnel Ac = (Q, q0, δ) surΣ ∪ ({!, ?}×Port) et At tel que :
– Q = Q1 ×Q2,
– q0 = (q10, q20) et
– δ ⊆ 2Li(At) ×Q× (Σ ∪ ({!, ?}× Port))×Q× 2Li(At) est la relation de
transition de´finie par (J, (q11 , q21), a, (q12 , q22), J ′) ∈ δ ssi (J, q11 , a, q12 , J ′)
∈ δ1 et q22 = q21 ou (J, q21 , a, q22 , J ′) ∈ δ2 et q12 = q11.
Le produit asynchrone d’automates communicants conditionnels est une
ope´ration associative.
De´finition 3.2.9 (Produit synchrone des ACC). Nous notons par
Ac1 ∗Ac2,le produit synchrone de Ac1 et Ac2, c.-a`-d. l’automate communi-
cant conditionnel Ac = (Q, q0, δ) surΣ ∪ ({!, ?} × Port) et At tel que :
51
Chapitre 3 Automates et re´seaux de Petri
q10 q
1
1
({p1, p2}, a1, {¬p2})
(∅, !pi, ∅)
Fig. 3.8 – Automate communicant conditionnel Ac1
q20 q
2
1
(∅, ?pi, ∅)
({p2}, a2, {¬p1})
Fig. 3.9 – Automate communicant conditionnel Ac2
– Q = Q1 ×Q2,
– q0 = (q10, q20) et
– δ ⊆ 2Li(At) × Q × (Σ ∪ ({!, ?} × Port)) × Q × 2Li(At) est la relation
de transition de´finie par (J, (q11 , q21), a, (q12, q22), J ′) ∈ δ ssi il existe
J11 ,J12 ,J21 et J22 tels que J11 ∪ J21 est consistant, J12 ∪ J22 est consistant,
J = J11 ∪ J21 , J ′ = J12 ∪ J22 , (J11 , q11 , a, q12 , J12 ) ∈ δ1 et (J21 , q21 , a, q22 , J22 )
∈ δ2.
Exemple 3.2.10. Nous conside´rons l’ensemble d’actions Σ = {a1, a2},
l’ensemble de ports Port = {pi}, l’ensemble des formules atomiques At =
{p1, p2} et les automates communicants conditionnels Ac1 et Ac2 sur Σ ∪
({!, ?} × Port) et At, repre´sente´s respectivement dans la Figure 3.8 et la
Figure 3.9. Le produit asynchrone de Ac1 et Ac2 est repre´sente´ dans la
Figure 3.10. Les arcs pointille´s repre´sentent les transitions effectue´es par
Ac1 et les arcs pleins les transitions effectue´es par Ac2. Quant au produit
synchrone, des deux automates, il est repre´sente´ par l’automate constitue´
d’un seul e´tat (son e´tat initial) et d’aucune transition. En effet, l’ensemble
des actions qui e´tiquettent les transitions de Ac1 sont {a1, !pi}. Cet ensemble
est disjoint de l’ensemble des actions qui e´tiquettent les transitions de Ac2
et qui est {a2, ?pi}.
Remarque 3.2.11. Comme pour les automates (voir remarque 3.1.9), il est
possible que l’automate communicant Ac1 soit de´fini surΣ 1∪({!, ?}×Port1)
et At1 et l’automate Ac2 surΣ 2 ∪ ({!, ?}×Port2) et At2, tels queΣ 1 += Σ2,
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0
(∅, ?pi, ∅)
({p2}, a2, {¬p1})
({p1, p2}, a1, {¬p2}) (∅, !pi, ∅)
({p2}, a2, {¬p1})
(∅, ?pi, ∅)
(∅, !pi, ∅) ({p1, p2}, a1, {¬p2})
Fig. 3.10 – Automate communicant conditionnel Ac1 !Ac2
Port1 += Port2 et At1 += At2. Dans cette the`se, les produits synchrone et
asynchrone des deux automates seront de´finis en conside´rant Ac1 = (Q1, q10,
δ1) comme un automate communicant conditionnel sur (Σ1 ∪Σ2)∪ ({!, ?}×
(Port1 ∪ Port2)) et At1 ∪ At2 tel que pour toute action a ∈ Σ2 ∪ ({!, ?} ×
Port2), (I11 , q11, a, q12 , I12 ) +∈ δ1 . De la meˆme fac¸on, A2 = (Q2, q20, δ2) est
conside´re´ comme un automate sur (Σ1 ∪Σ2) ∪ ({!, ?} × (Port1 ∪ Port2)) et
At1∪At2 tel que pour toute action a ∈ Σ1∪({!, ?}×Port1), (I21 , q21 , a, q22 , I22 ) +∈
δ2.
3.2.2 Exe´cution des ACC
Pour repre´senter l’aspect dynamique des ACC, c’est-a`-dire, l’e´volution
des formules atomiques et du contenu des ports, nous construisons des au-
tomates qui peuvent e´ventuellement eˆtre infinis. Dans la pratique, les ports
n’ont pas une capacite´ illimite´e : un port a un nombre maximal de messages
qu’il peut stocker. Dans notre mode`le, nous supposerons que tous les ports
peuvent contenir au plus k ∈ IN∗ ∪ {∞} messages a` la fois. Si k ∈ IN∗ alors
le port est une file borne´e de taille k, sinon le port est une file non borne´e.
De plus, nous supposerons que les ports sont initialement vides. Quant a`
l’initialisation des formules atomiques elle sera repre´sente´e par un ensemble
maximal consistant de litte´raux I0 ⊆ Li(At). Dans la suite du document,
nous verrons que l’initialisation des ports ne modifie ni la de´cidabilite´ ni la
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complexite´ des proble`mes que nous traitons. Pour repre´senter le contenu des
ports, nous utilisons les fonctions γ : Port → IN. L’ensemble de toutes ces
fonctions est note´ Γ.
De´finition 3.2.12 (Exe´cution des ACC). Soit Ac = (Q, q0, δ) un au-
tomate communicant conditionnel surΣ ∪ ({!, ?} × Port) et At. Nous ap-
pelons exe´cution de Ac, l’automate Exec(Ac, I0) = (Q′, q′0,→′) de´fini sur
Σ ∪ ({!, ?} × Port) tel que :
– Q′ = {(q, γ, I) | q ∈ Q,γ ∈ Γ et I ⊆ Li(At) est une partie maximale
consistante},
– q′0 = (q0, γ0, I0) ou` ∀pi ∈ Port,γ 0(pi) = 0 et
– →′⊆ Q′×Σ∪({!, ?}×Port)×Q′ est la relation de transition de´finie par
((q, γ, I), a, (q′ , γ′, I ′)) ∈→′ ssi il existe une transition (J, q, a, q′, J ′) ∈ δ
telle que J ⊆ I et I ′ = (I \ ¬J ′) ∪ J ′ ou` ¬J ′ = {p : ¬p ∈ J ′} ∪ {¬p :
p ∈ J ′} et que l’une des trois conditions suivantes est satisfaite :
(1) a ∈ Σ et γ = γ′,
(2) a =?pi, γ(pi) > 0, γ′(pi) = γ(pi)− 1 et γ′(pi′) = γ(pi) pour pi′ += pi et
(3) a =!pi, γ(pi) < k, γ′(pi) = γ(pi) + 1 et γ′(pi′) = γ(pi) pour pi′ += pi.
Intuitivement, dans la de´finition de Exec(Ac, I0), pour tout port pi, γ(pi)
repre´sente le nombre actuel de messages dans le port pi et I repre´sente la
valeur actuelle des formules atomiques. Concernant les transitions a` partir
d’un e´tat (q, γ, I) il n’est possible d’effectuer une transition vers un e´tat
(q′, γ′, I ′), e´tiquete´e par a que si d’une part les pre´conditions de l’action a
sont satisfaites et que les effets de l’actions sont pris en compte dans l’e´tat
(q′, γ′, I ′). D’autre part, des conditions implicites sur les actions de commu-
nications sont a` satisfaire. Plus pre´cise´ment, pour effectuer une re´ception de
message par un port pi il est ne´cessaire d’avoir au moins un message dans ce
port. Une fois que le message est rec¸u, le nombre de messages dans le port
pi est de´cre´mente´. De fac¸on syme´trique, pour envoyer un message dans un
port pi il est ne´cessaire que le port n’est pas atteint sa capacite´ maximale.
Une fois que le message est envoye´ le nombre de messages dans le port est
incre´mente´.
Remarque 3.2.13. Lorsque la taille des ports est borne´e, un temps expo-
nentiel par rapport a` la taille de At et de Port est suffisant pour construire
l’automate finiExec(Ac, I0). De plus la taille de l’automate finiExec(Ac, I0)
est exponentielle par rapport a` la taille de At et de Port.
Exemple 3.2.14. Nous conside´rons l’automate communicant conditionnel
Ac1 de la Figure 3.8 et nous supposons que k = 1. L’automate fini qui
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(q10, γ0, {p1, p2})
(q11 , γ0, {p1,¬p2})
(q10 , γ1, {p1,¬p2})
a1
!pi
Fig. 3.11 – Automate fini Exec(Ac1, I0)
repre´sente l’exe´cution de Ac1 est repre´sente´ dans la Figure 3.11. Dans cette
figure, γ0(pi) = 0 et γ1(pi) = 1 et initialement I0 contient p1 et p2. Les actions
a1 et !pi ne peuvent eˆtre exe´cute´es qu’une seule fois. La raison est que, la
pre´condition de a1 n’est plus satisfaite apre`s son exe´cution et que l’exe´cution
de !pi de´pend de celle de a1. Notons, que les e´tats non accessibles a` partir
de l’e´tat initial ne sont pas repre´sente´s dans la figure et que le nombre total
d’e´tats est e´gal a` 24.
Remarque 3.2.15. Soit Ac = (Q, q0, δ) un automate communicant condi-
tionnel surΣ ∪ ({!, ?} × Port) et At = ∅. Rappelons que dans la re-
marque 3.2.7, nous avons associe´ a`Ac l’automate Auto(Ac) = A = (Q, q0,→
) surΣ ∪ ({!, ?}×Port). Par abus de notation, nous conside`rerons Exec(A)
au lieu de Exec(Ac, ∅). De plus, Exec(A) = (Q′, q′0,→′) est un automate
surΣ ∪ ({!, ?} × Port) de´fini comme suite :
– Q′ = {(q,γ ) | q ∈ Q et γ : Port→ IN},
– q′0 = (q0, γ0) ou` ∀pi ∈ Port,γ 0(pi) = 0 et
– →′⊆ Q′×Σ∪({!, ?}×Port)×Q′ est la relation de transition de´finie par
((q,γ ), a, (q′, γ′)) ∈→′ ssi (q, a, q′) ∈→ et que l’une des trois conditions
suivantes est satisfaite :
(1) a ∈ Σ and γ = γ′,
(2) a =?pi, γ(pi) > 0, γ′(pi) = γ(pi)− 1 et γ′(pi′) = γ(pi) pour pi′ += pi et
(3) a =!pi, γ(pi) < k, γ′(pi) = γ(pi) + 1 et γ′(pi′) = γ(pi) pour pi′ += pi.
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q1 q2
({r}, a, {r′})
Fig. 3.12 – Une transition qui n’est pas de forme canonique.
q1 q2
({r,¬r′}, a, {r, r′})
Fig. 3.13 – Une transition de forme canonique.
3.2.3 Forme canonique des ACC
Nous de´finissons un type particulier d’automates communicants condi-
tionnels, les ACC de forme canonique. Dans ces automates, les conditions et
les effets d’une transition, concernent les meˆme variables propositionnelles.
En d’autre terme, pour chaque transition, un litte´ral ou sa ne´gation appar-
tient a` ses conditions ssi lui ou sa ne´gation appartient aux effets. Dans ce qui
suit, nous donnons la de´finition formelle d’un ACC de forme canonique et
nous prouvons que tout ACC peut eˆtre associe´ a` un ACC de forme canonique
qui lui est isomorphe.
De´finition 3.2.16 (Transition de forme canonique). Soient les en-
sembles finis Σ, Port, At, I0 et un automate communicant conditionnel fini
Ac = (Q, q0, δ) surΣ ∪ ({!, ?} × Port) et At. Nous dirons qu’une transi-
tion (J, q, a, q′, J ′) ∈ δ est de forme canonique lorsque J ⊆ (J ′ ∪ ¬J ′) et
J ′ ⊆ (J ∪ ¬J).
Exemple 3.2.17. La transition ({r}, q1, a, q2, {r′}) de la Figure 3.12, n’est
pas canonique car r ∈ J et r +∈ (J ′ ∪ ¬J ′) et r′ ∈ J ′ et r′ +∈ (J ∪ ¬J).
La transition ({r,¬r′}, q1, a, q2, {r, r′}) de la Figure 3.13 est canonique car
(J ∪ ¬J) = (J ′ ∪ ¬J ′) = {r,¬r, r′,¬r′}.
De´finition 3.2.18 (ACC de forme canonique). un automate communi-
cant conditionnel finiAc est de forme canonique lorsque toute ses transitions
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sont de forme canonique.
Proposition 3.2.19. Soient les ensembles finis Σ, Port, At, I0 et un
automate communicant conditionnel fini Ac sur Σ∪ ({!, ?}×Port) et At. Il
existe un automate communicant conditionnel Ac′ sur Σ∪ ({!, ?}×Port) et
At, de forme canonique et de taille exponentielle par rapport a` la taille de
At tel que :
Exec(Ac, I0) 0iso Exec(Ac′, I0)
De´monstration. Soient J, J ′ ∈ 2Li(At), Completer(J, J ′) = J ′ \ (J ∪ ¬J) et
Combinaison(J, J ′) = {J ′′ ∈ 2Li(At) | J ′′ consistant et J ′′ maximal pour
Completer (J, J ′)}. Soit I ∈ 2Li(At) un ensemble maximal consistant. L’en-
semble JI = {r ∈ I | r ∈ Completer (J, J ′) ou ¬r ∈ Completer(J, J ′)}
est l’unique ensemble J ′′ dans Combinaison(J, J ′) tel que J ′′ ⊆ I. Soit
Ac = (Q, q0, δ) un automate communicant conditionnel surΣ ∪({!, ?}×Port)
et At. Nous construisons, a` partir de Ac, l’automate communicant condi-
tionnel Ac′ = (Q′, q′0, δ′) comme suit :
– Q′ = Q,
– q′0 = q0,
– δ′ ⊆ 2Li(At)×Q′×(Σ∪({!, ?}×Port))×Q′×2Li(At) est la relation de´finie
par : (J ′1, q1, a, q2, J ′2) ∈ δ′ ssi il existe une transition (J1, q1, a, q2, J2) ∈
δ et il existe J ∈ Combinaison(J1, J2) avec :
– J ′1 = J1 ∪ J et
– J ′2 = J2 ∪ Completer(J2, J1).
Il est facile de ve´rifier que toute transition (J ′1, q1, a, q2, J ′2) ∈ δ′ est cano-
nique. Montrons que (1) J ′1 ⊆ (J ′2 ∪¬J ′2) et (2) J ′2 ⊆ (J ′1 ∪¬J ′1). Concernant
le point (1). Deux cas sont possibles pour J1 : soit J1 ⊆ (J2 ∪ ¬J2) ou
J1 +⊆ (J2 ∪ ¬J2).
– Conside´rons le cas ou` J1 ⊆ (J2 ∪ ¬J2). Dans ce cas,
Completer(J1, J2) = ∅. Cela implique J ′1 ⊆ (J2 ∪ ¬J2). Sachant que
J2 ⊆ J ′2 on a J ′1 ⊆ (J ′2 ∪ ¬J ′2).
– Conside´rons le cas ou` J1 +⊆ (J2 ∪ ¬J2). Dans ce cas, soit r ∈ J1 et
r +∈ (J2 ∪ ¬J2). Donc, r ∈ Completer(J1, J2). Ainsi, r ∈ J ′2. Ce qui
implique r ∈ (J ′2 ∪ ¬J ′2). Par conse´quent, J ′1 ⊆ (J ′2 ∪ ¬J ′2).
Concernant le point (2). Deux cas sont possibles pour J2 : soit J2 ⊆
(J1∪¬J1) ou J2 +⊆ (J1∪¬J1). Dans le cas ou` J2 ⊆ (J1∪¬J1), le raisonnement
est le meˆme que dans le cas ou` J1 ⊆ (J2 ∪ ¬J2). Conside´rons le cas ou`
J2 +⊆ (J1 ∪ ¬J1). Dans ce cas, soit r ∈ J2 et r +∈ (J1 ∪ ¬J1). Donc, r ∈
Completer(J2, J1). Sachant que J est maximal pour Completer(J2, J1) on
a r ∈ J ∪ ¬J . Sachant que J ⊆ J ′1 on a r ∈ (J ′1 ∪ ¬J ′1). Par conse´quent,
J ′2 ⊆ (J ′1 ∪ ¬J ′1).
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La taille de Ac est e´gale a` :
card(Q)+ (card(Q)2 × card(Σ ∪ ({!, ?} × Port))× kcard(At)) avec k ∈ IN
et la taille de Ac′ est e´gale a` :
card(Q)+ (card(δ)× 2card(At)).
Il s’en suit que la taille de Ac′ est exponentielle par rapport a` la taille de At
et polynomiale par rapport a` la taille de Ac. Nous devons montrer que :
Exec(Ac, I0) 0iso Exec(Ac′, I0)
Soit g la fonction identite´ sur Q×Γ× 2Li(At). Concernant les e´tats initiaux,
il est e´vident que g((q0, γ0, I0)) = (q0, γ0, I0). Nous allons prouver que pour
toute action a ∈ Σ∪({!, ?}×Port) et pour tout e´tat (q1, γ1, I1), (q2, γ2, I2) ∈
Q× Γ× 2Li(At) :
(q1, γ1, I1)→aExec(Ac,I0) (q2, γ2, I2)
ssi
(q1, γ1, I1)→aExec(Ac′,I0) (q2, γ2, I2)
(⇒) Conside´rons l’implication de gauche a` droite. Supposons que (q1, γ1,
I1) →aExec(Ac,I0) (q2, γ2, I2). Deux cas sont possibles pour a : a ∈ Σ ou a ∈
{!, ?} × Port. Conside´rons le cas ou` a ∈ Σ. Puisque (q1, γ1, I1) →aExec(Ac,I0)
(q2, γ2, I2) alors il existe J1, J2 ∈ 2Li(At) tel que (J1, q1, a, q2, J2) ∈ δ avec
J1 ⊆ I1, I2 = (I1 \ ¬J2) ∪ J2 et γ2 = γ1. Par construction de Ac′, (J ′1, q1, a,
q2, J ′2) ∈ δ′ avec :
– J ′1 = J1 ∪ JI et
– J ′2 = J2 ∪ Completer(J2, J1).
Puisque J1 ⊆ I1 et JI ⊆ I1 alors J ′1 ⊆ I1. Sachant que J1 ⊆ I1 et que I1
est consistant on a Completer(J2, J1) ⊆ I1 et ¬Completer(J2, J1)∩ ⊆ I1 =
∅. Par conse´quent, (I1 \¬J2)∪ J2 = (I1 \¬(J2 ∪Completer(J2, J1)))∪ (J2 ∪
Completer(J2, J1)). Donc I2 = (I1 \¬J ′2)∪J ′2. Il en re´sulte par construction
de Exec(Ac′, I0) que (q1, γ1, I1)→aExec(Ac′,I0) (q2, γ2, I2).
Dans le cas ou` a =?pi,pi ∈ Port, le raisonnement est le meˆme. L’unique
diffe´rence est que (q1, γ1, I1)→?piExec(Ac,I0) (q2, γ2, I2) implique que γ1(pi) > 0,
γ2(pi) = γ1(pi)− 1 et pour tout pi′ += pi, γ2(pi′) = γ2(pi′). Par construction de
Exec(Ac′, I0) on a (q1, γ1, I1)→?piExec(Ac′,I0) (q2, γ2, I2).
Dans le cas ou` a =!pi,pi ∈ Port, le raisonnement est le meˆme. L’unique
diffe´rence est que γ2(pi) = γ1(pi) + 1 et pour tout pi′ += pi, γ2(pi′) = γ2(pi′).
Par construction de Exec(Ac′, I0) on a (q1, γ1, I1)→?piExec(Ac′,I0) (q2, γ2, I2).
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(⇐) Conside´rons l’implication de droite a` gauche. Supposons que (q1, γ1,
I1) →aExec(Ac′,I0) (q2, γ2, I2). Deux cas sont possibles pour a : a ∈ Σ ou a ∈
{!, ?} × Port. Conside´rons le cas ou` a ∈ Σ. Puisque (q1, γ1, I1)→aExec(Ac′,I0)
(q2, γ2, I2) alors il existe J ′1, J ′2 ∈ 2Li(At) tel que (J ′1, q1, a, q2, J ′2) ∈ δ′ avec
J ′1 ⊆ I1, I2 = (I1 \ ¬J ′2) ∪ J ′2 et γ2 = γ1.
Par construction de Ac′, (J ′1, q1, a, q2, J ′2) ∈ δ′ il existe J1, J2 ∈ 2Li(At)
et il existe J ∈ Combinaison(J1, J2) tels que :
– J ′1 = J1 ∪ J et
– J ′2 = J2 ∪ Completer(J2, J1).
Sachant que J ′1 ⊆ I1 alors J1 ⊆ I1. Puisque I2 = (I1 \ ¬J ′2) ∪ J ′2 et
J ′2 = J2 ∪ Completer(J2, J1) alors I2 = (I1 \ ¬(J2 ∪ Completer(J2, J1))) ∪
(J2 ∪Completer(J2, J1)). De plus, sachant que J1 ⊆ I1 et que I1 est consis-
tant on a Completer(J2, J1) ⊆ I1 et ¬Completer(J2, J1)∩ ⊆ I1 = ∅. Par
conse´quent, I2 = (I1 \ ¬J2) ∪ J2. Par construction de Exec(Ac, I0) on a
(q1, γ1, I1)→aExec(Ac,I0) (q2, γ2, I2).
Dans le cas ou` a =?pi,pi ∈ Port, le raisonnement est le meˆme. L’unique
diffe´rence est que (q1, γ1, I1)→?piExec(Ac′,I0) (q2, γ2, I2) implique que γ1(pi) > 0,
γ2(pi) = γ1(pi)− 1 et pour tout pi′ += pi, γ2(pi′) = γ2(pi′). Par construction de
Exec(Ac, I0) on a (q1, γ1, I1)→?piExec(Ac,I0) (q2, γ2, I2).
Dans le cas ou` a =!pi,pi ∈ Port, le raisonnement est le meˆme. L’unique
diffe´rence est que γ2(pi) = γ1(pi)+1 et pour tout pi′ += pi, γ2(pi′) = γ2(pi′). Par
construction de Exec(Ac, I0) on a (q1, γ1, I1)→?piExec(Ac,I0) (q2, γ2, I2).
3.3 Re´seaux de Petri
Les re´seaux de Petri ont e´te´ introduit dans [Pet62]. Dans cette the`se, nous
somme inte´resse´e par les re´seaux de Petri e´tiquete´s. Plus particulie`rement
par les re´seaux de Petri ordinaires. En effet, comme nous le verrons dans les
Chapitres 4, 5 et 6, il est possible d’associer aux ACC des Re´seaux de Petri
ordinaire ayant la meˆme exe´cution3. Dans cette section, nous ne de´finissons
que les notions ne´cessaires pour la compre´hension du reste du document.
De´finition 3.3.1 (Re´seau de Petri e´tiquete´). Soit Σ un ensemble fini
d’actions. Un re´seau de Petri e´tiquete´ sur Σ est une structure de la forme
N = (P, T, F,W, l) ou`
– P est un ensemble fini de places,
– T est un ensemble fini de transitions,
3Ici, exe´cution des re´seaux veux dire graphe de marquage des re´seaux.
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– F ⊆ (P×T )∪(T×P ) est un ensemble fini d’arcs de´finissant la relation
de flot,
– W : F → IN est une fonction de ponde´ration pour les arcs et
– l : T → Σ est une fonction d’e´tiquetage des transitions.
Les Re´seaux de Petri sont des graphes biparties, contenant deux types de
sommets : les places et les transitions. Dans ce graphe, les arcs doivent relier
des sommets de types diffe´rents.
De´finition 3.3.2 (Re´seau de Petri ordinaire). Un re´seau de Petri N
= (P, T, F,W, l) est dit ordinaire ssi pour tout arc f ∈ F , W (f) = 1. Un
re´seau ordinaire est repre´sente´ par la structure N = (P, T, F, l).
Pour chaque transition t ∈ T , nous de´finissons deux sous-ensembles de
places : l’ensemble •t = {p : p ∈ P et (p, t) ∈ F} qui repre´sente les places
en entre´e de la transition t et l’ensemble t• = {p : p ∈ P et (t, p) ∈ F} qui
repre´sente les places en sorties de la transitions t .
Les places du re´seau N contiennent des jetons. Nous utiliserons une
fonction m : P → IN pour repre´senter le marquage des places dans le re´seau
et nous noterons M = {m | m : P → IN}, l’ensemble de tous les marquages
possibles pour le re´seau de Petri. Un re´seau de Petri est appele´ re´seau de
Petri initialise´ lorsqu’un marquage initial lui est attribue´.
Une transition t ∈ T est dite active (resp. inactive) au marquage m si
pour toute place p ∈ •t, W (p, t) ≤ m(p) (resp. il existe une place p ∈ •t
telle queW (t, p) > m(p)). Le marquage m d’un re´seau est modifie´ par le tir
d’une transition. Pour effectuer le tir, il faut que la transition soit active au
marquage m. Le re´sultat du tir de la transition est l’obtention d’un nouveau
marquage.
Exemple 3.3.3. Conside´rons le re´seau ordinaire N de la Figure 3.14. Dans
cette figure, les places sont repre´sente´ par des cercles et les transitions par
des rectangles.
De´finition 3.3.4 (Tir d’une transition). Lorsqu’une transition t ∈ T est
active pour un marquage m, le tir d’une transition est l’action qui consiste a`
modifier le marquagem en un marquagem′ telle que pour toute place p ∈ P ,
m′(p) = m(p) −W (p, t) +W (t, p). Nous notons m[t〉 lorsque la transition
t est active au marquage m et m[t
〉
m′ lorsque m′ est le re´sultat du tir de t
depuis m.
La notion de tir d’une transition peut eˆtre e´tendu a` la notion de se´quence
de tir. Soit v ∈ T ∗ tel que v = t1t˙2 . . . tn nous posons m[v
〉
m′ ssi il existe des
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Fig. 3.14 – Re´sau de Petri N .
marquages m1, . . .mn−1 tels que m[t1
〉
m1[t2
〉
. . .mn−1[tn
〉
m′. Un marquage
m de N est accessible depuis le marquage initial m0 lorsqu’il existe une
se´quence de tir v telle que m[v
〉
m. Pour repre´senter tout les marquages
accessibles par un re´seau a` partir du marquage initial, nous utilisons un
automate fini. Dans la litte´rature [Mur89], cet automate est appele´ graphe
de marquage.
De´finition 3.3.5 (Exe´cution des re´seaux de Petri ). Soient N = (P,
T, F, l) un re´seau de Petri e´tiquete´ sur Σ et m0 un marquage initial pour N .
Nous appelons exe´cution de N , l’automate Exec(N ,m0)=(QN , qN0 , →N ),
sur Σ tel que :
– QN = M ,
– qN0 = m0 et
– →N ⊆ QN × Σ ∪ ({!, ?} × Port)×QN est une fonction de transition
de´finie par : (m,a,m′) ∈→N ssi il existe t ∈ T tel que l(t) = a et
m[t
〉
m′
Exemple 3.3.6. Conside´rons le re´seau de Petri ordinaire et initialise´ de la
Figure 3.15. Si nous conside´rons qu’initialement les places p1 et p2 sont les
seules places contenant des jetons, alors nous obtenons l’exe´cution du re´seau
repre´sente´e dans la Figure 3.16. Dans cette figure, un e´tat repre´sente, dans
l’ordre, les valeurs de m(p1), m(p2), m(p3) et m(p4), ou` m repre´sente le
marquage courant des places.
Dans le Chapitre 4, pour e´tablir certains re´sultats nous avons besoin
d’utiliser la notion de places comple´mentaires.
61
Chapitre 3 Automates et re´seaux de Petri
•
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p2
p1
p4
p3a
b
c
Fig. 3.15 – Re´sau de Petri ordinaire et initialise´.
1100
0011
0110 1001
a
b c
Fig. 3.16 – Exe´cution du re´seau de Petri de la Figure 3.15.
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De´finition 3.3.7 (Places comple´mentaires). Soient un ensemble finiΣ
et un re´seau de Petri ordinaire N = (P, T, F, l) sur Σ. Deux places p, q ∈ P
sont comple´mentaires ssi pour toute transition t ∈ T :
– si p ∈ •t alors q +∈ •t, q ∈ t• et p +∈ t• et
– si q ∈ •t alors p +∈ •t, p ∈ t• et q +∈ t•.
Remarque 3.3.8. Lorsque deux places p et q sont comple´mentaires, si
m0(p) = 1 et m0(q) = 0 alors pour tout marquage m accessible depuis m0,
m(p) +m(q) = 1.
3.4 Conclusion
Nous avons rappele´ dans ce chapitre des notions de bases sur les au-
tomates et les re´seaux de Petri. Nous avons e´galement de´finis la notion
d’automate communicant conditionnel qui est une ge´ne´ralisation des auto-
mates. Dans les chapitres suivants, afin d’e´tablir des re´sultats de de´cidabilite´
et de complexite´, nous aurons besoin d’associer a` un ACC un re´seau de
Petri dont l’exe´cution est isomorphe a` celle de l’ACC (voir Chapitre 4).
Re´ciproquement, nous devrons associer a` un re´seaux de Petri un ACC dont
l’exe´cution est isomorphe a` celle du re´seau de Petri (voir Chapitre 5, 6). De
plus, Nous avons introduit la notion d’ACC de forme canonique, car il est
plus simple de leurs associer des re´seaux de Petri.
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Mode`le ge´ne´ral pour les
services Web
Dans le Chapitre 2, nous avons pre´sente´ et compare´ les diffe´rentes ap-
proches existantes pour re´soudre le proble`me de la composition de ser-
vices. Dans ce chapitre, nous commencerons par la pre´sentation du mode`le
que nous conside´rons pour repre´senter les services et par la description du
proble`me de leur composition [BCF07]. Nous verrons que notre mode`le s’ins-
pire de [BCG+05]. Ensuite, nous donnerons la de´finition formelle des services
et du proble`me de la composition. Nous donnerons des re´sultats concernant
la de´cidabilite´ de ce proble`me. Enfin, nous discuterons les diffe´rences entre
notre mode`le et celui de [BCG+05].
4.1 Mode`le des services Web
Les services Web repre´sentent un me´canisme de communication entre ap-
plications distantes qui s’effectue a` travers le re´seau internet. Ce me´canisme
est inde´pendant de tout langage de programmation et de toute plate-forme
d’exe´cution. Cependant, nous conside´rons dans cette the`se que les commu-
nications s’effectuent a` travers des ports/canaux de communication et le
protocole utilise´ pour recevoir les messages est First In First Out (FIFO).
Dans le cadre d’une communication dans un re´seau ouvert, comme c’est
le cas pour le re´seau internet, les fournisseurs de services et leurs clients
ne se connaissent pas force´ment. De ce fait, il est ne´cessaire de trouver un
moyen pour e´tablir une confiance entre eux. Le fournisseur, par exemple,
doit avoir la garantie d’eˆtre paye´ pour le service rendu. Le client quant a`
lui, doit avoir la garantie que les informations confidentielles qu’il a fournies
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au service ne seront pas re´utilise´es sans sa permission. Parmi les moyens
utilise´s pour e´tablir la confiance client/fournisseur, il y a l’utilisation de
certificats. Les certificats repre´sentent des assertions concernant un service
qu’il soit client ou fournisseur. Ces certificats sont e´mis par une autorite´ de
certification qui les signera en utilisant sa cle´ prive´e, ce qui permettra leur
authentification par l’utilisation de la cle´ publique de leur e´metteur. Notre
mode`le est constitue´ des e´le´ments suivants :
– une communaute´ de services,
– un service client muni d’un ensemble de certificats,
– un service but et
– un service me´diateur qui s’interpose entre le client et les services de la
communaute´.
4.1.1 Les services
Les services effectuent des ope´rations de calcul en exe´cutant des actions,
ils obtiennent e´galement des informations au moyen d’e´changes de messages
avec les autres services. Pour exe´cuter les actions ou communiquer avec les
autres services, des conditions peuvent eˆtre exige´es. Ces conditions peuvent
porter sur la valeur d’une variable interne au service ou sur la valeur d’un
attribut d’un des certificats du client. Une fois que l’action est exe´cute´e il
est possible que des modifications se produisent sur les variables internes
au service ou sur les attributs d’un certificat dans le cas ou` on conside`re
que les services peuvent eˆtre des autorite´s de certification [CGM06]. Dans
la litte´rature, diffe´rents formalismes ont e´te´ utilise´s pour repre´senter les ser-
vices. Parmi ces formalismes nous citons les re´seaux de Petri [HB03], les
automates d’entre´es/sorties [PTB05] et les automates communicants condi-
tionnels [BCG+05]. Pour plus de de´tail voir le Chapitre 2.
Avec les hypothe`ses que nous conside´rons, les re´seaux de Petri et les au-
tomates communicants conditionnels sont les plus adapte´s pour repre´senter
les services. Etant donne´ que notre travail s’inspire de [BCG+05] et que nous
conside´rons une proble´matique similaire a` la leur, nous avons choisi d’utili-
ser les automates communicants conditionnels pour repre´senter les services.
Pour les de´tails concernant les de´finitions et rappels sur les automates com-
municants conditionnels, voir le Chapitre 3
Nous pre´sentons maintenant notre mode`le formel des services. Dans ce
mode`le, nous conside´rons certaines restrictions, pour simplifier l’analyse du
proble`me. Une de ces restrictions consiste a` ne pas conside´rer la structure des
messages envoye´s par les services ni leur contenu. Il est suffisant de dire qu’un
service donne´ a envoye´/rec¸u un message dans un port donne´, sans pre´ciser de
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quel message il s’agit. De plus, nous conside´rons que les variables locales des
services et les attributs des certificats sont des propositions boole´ennes. De
ce fait, nous ne tenons compte d’aucune structure alge´brique. Notre mode`le
est ainsi une abstraction d’un mode`le re´aliste.
De´finition 4.1.1 (Certificat). Un certificat est une structure C =
(Attr, Se) telle que :
– Attr est un attribut (nom, pre´nom, date de naissance, etc) et
– Se est le service qui a e´mis le certificat.
L’ensemble de tous les certificats est note´ Cert. Bien entendu, dans la
pratique les certificats peuvent avoir plusieurs attributs. Pour simplifier le
mode`le, nous n’avons conside´re´ qu’un seul attribut 1.
Exemple 4.1.2. Conside´rons l’ensemble des certificats Cert tel que C1 =
(MasterCr, SGBanque) et C2 = (V isaCr,CLBanque). Ces certificats sont
des cartes bancaires. Elles ont comme attribut le type de la carte et comme
service e´metteur une banque. Dans cet exemple, la premie`re carte est de type
Master Card, e´mise par la banque SGBanque. La seconde carte et de type
Visa Card, e´mise par la banque CLBanque.
Remarque 4.1.3. Les services qui peuvent e´mettre les certificats peuvent
ne pas appartenir a` la communaute´ de services.
Dans notre repre´sentation formelle des services, nous utilisons un en-
semble fini d’actions Σ, un ensemble fini de ports Port et un ensemble fini
de formules atomiques At. L’ensemble Σ repre´sente toutes les actions qu’un
service peut effectuer, ces actions sont diffe´rentes des actions de communi-
cation. L’ensemble Port repre´sente tous les ports qu’un service peut utiliser
pour communiquer avec un autre service. Les actions de communication
seront repre´sente´es par l’ensemble {!, ?} × Port. L’ensemble At repre´sente
les formules atomiques dont les litte´raux seront les conditions ou les effets
des transitions d’un service. Plus pre´cise´ment, l’ensemble At contient tous
les attributs et les e´metteurs des certificats ainsi que toutes les variables
boole´ennes que les services peuvent utiliser.
Exemple 4.1.4. On s’inte´resse a` l’achat et a` la livraison de livres. L’en-
semble des actions Σ = {VerifierDispo, Paiement, Annuler, Finaliser} est
tel que :
– VerifierDispo : ve´rifier la disponibilite´ de l’ouvrage.
1Conside´rer un nombre fini d’attributs ne change pas nos re´sultats, car At restera un
ensemble fini de formules atomiques.
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– Payment : accepter le paiement.
– Annuler : annuler la transaction.
– Finaliser : finaliser la transaction.
L’ensemble des ports Port = {ChoisirPr, InfoO, EnvoiPrix, PrixO, RepA-
chat, ConfAchat, Echec, EchecO, Reussit, Descrption, InfoL, PrixLivraison,
PrixL, RepLivraison, ConfL, SucsLivraison} tel que les ports sont utilise´s
pour :
– ChoisirPr, InfoO : envoyer/recevoir l’identifiant de l’ouvrage.
– EnvoiPrix, PrixO : envoyer/recevoir le prix de l’ouvrage.
– RepAchat, ConfAchat : envoyer/recevoir la confirmation de l’achat
d’un ouvrage.
– Echec, EchecO : envoyer/recevoir un message d’e´chec de transaction.
– Reussit : envoyer/recevoir un message de re´ussite de transaction.
– Descrption, InfoL : envoyer/recevoir le type du produit a` livrer, la date
et le lieu de sa livraison.
– PrixLivraison, PrixL : envoyer/recevoir le prix de livraison d’un pro-
duit.
– RepLivraison, ConfL : envoyer/recevoir la confirmation d’acceptation
du prix.
– SucsLivraison : envoyer/recevoir un message de re´ussite de la tran-
saction.
On conside`re les certificats de l’exemple 4.1.2 ainsi que l’ensemble des for-
mules atomiques At = {Dispo, Acpt, MasterCr, VisaCr, SGBanque, CL-
Banque, Encaisse, AcptLivraison} tels que :
– Dispo : vaut ”vrai” si l’ouvrage est disponible.
– Acpt : vaut ”vrai” si le client accepte de payer l’ouvrage.
– MasterCr : vaut ”vrai” si le client a une carte de type Master Card.
– VisaCr : vaut ”vrai” si le client a une carte de type Visa Card.
– SGbanque : vaut ”vrai” si l’e´metteur de la carte est la banque SG-
Banque.
– CLbanque : vaut ”vrai” si l’e´metteur de la carte est la banque CL-
Banque.
– Encaisse : vaut ”vrai” si le paiement de l’ouvrage est accepte´.
– AcptLivraison : vaut ”vrai” si le client accepte de payer la livraison.
De´finition 4.1.5 (Service). Un service est un automate communicant
conditionnel Ac = (Q, q0, δ) surΣ ∪ ({!, ?} × Port) et At.
Le lecteur remarquera que l’ensemble des e´tats finaux ne figure pas parmi
les composantes de l’automate communicant conditionnel. La raison de cette
omission est la simplification des preuves de de´cidabilite´ et d’inde´cidabilite´,
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(∅, ?ChoisirPr, ∅) (∅, V erifierDispo, ∅)
({Dispo}, !EnvoiPrix, ∅)
(∅, ?RepAchat, ∅)
({Acpt,MasterCr, SGBanque}, Paiement, {Encaisse})
({¬Dispo}, !Echec, ∅)
({¬Acpt}, !Echec, ∅)
(∅, !Reussit, ∅)
Fig. 4.1 – Service VenteDeLivre
dans les sections suivantes. Cependant, les preuves restent applicables dans
le cas ge´ne´ral.
Exemple 4.1.6. Conside´rons un service qui propose des livres a` vendre
et qui est intitule´ V enteDeLivre. Nous repre´sentons ce service par l’au-
tomate communicant conditionnel Ac1 sur Σ ∪ ({!, ?} × Port) et At de
l’exemple 4.1.4. L’automate communicant conditionnel est repre´sente´ dans
la Figure 4.1. Dans le service V enteDeLivre, pour exe´cuter certaines tran-
sitions des conditions, sont a` satisfaire et des effets sont a` conside´rer. Par
exemple, pour exe´cuter l’action Paiement, il est ne´cessaire que le client soit
d’accord pour payer, qu’il posse`de une carte bancaire de type Master Card
et que l’e´metteur de cette carte soit la banque SGBanque. C’est a` dire que
les formules atomiques Acpt, MasterCr et SGBanque soient satisfaites. Une
fois le paiement accepte´, la formule atomique Encaisse devient vraie.
4.1.2 Communaute´ de services
Lorsqu’un service est cre´e´, le but est qu’il soit accessible par le maxi-
mum d’utilisateurs, qu’ils soient des individus ou des applications. Pour que
cela soit possible, il faut que ce service puisse eˆtre facilement retrouve´. Le
meˆme principe que celui utilise´ pour rechercher le nume´ro de te´le´phone d’un
individu, en utilisant l’annuaire te´le´phonique, est utilise´ pour rechercher
l’adresse et la description d’un service. En effet, les services sont re´pertorie´s
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(∅, ?Descrption, ∅) (∅, !PrixLivraison, ∅)
(∅, ?RepLivraison, ∅)
({AcptLivraison, V isaCr}, F inaliser, ∅)
(∅, !SucsLivraison, ∅)
({¬AcptLivraison}, Annuler, ∅)
Fig. 4.2 – Service Livraison
dans un re´fe´rentiel/annuaire appele´ UDDI (Universel Description, Disco-
very, and Integration). Dans le UDDI on ne trouve pas seulement l’adresse
du service mais aussi son fichier WSDL (Web Service Description Language).
Ce fichier contient la description de l’ensemble des ope´rations que le service
peut effectuer (voir le Chapitre 2).
Dans notre mode`le, la communaute´ de services (note´e Com) repre´sente
l’ensemble des services disponibles re´fe´rence´s dans le UDDI. Ces services
sont inde´pendants les uns des autres. C’est a` dire, si un service doit effectuer
une action et que les conditions pour effectuer cette action sont satisfaites,
alors le service peut l’exe´cuter sans avoir a` se synchroniser avec un autre
service. De ce fait, le produit asynchrone est le plus adapte´ pour repre´senter
le comportement simultane´ des services.
De´finition 4.1.7 (Communaute´ de services). Soit Com =
{Ac1, . . . ,Acn} une communaute´ de services repre´sente´s par les automates
communicants conditionnels finis Ac1, . . . ,Acn surΣ ∪ ({!, ?}×Port) et At,
nous associons a` la communaute´ Com l’automate communicant conditionnel
AcCom = Ac1 ⊗ . . .⊗Acn.
Exemple 4.1.8. Conside´rons une communaute´ Com = {VenteDeLivre,
Livraison}. Le service VenteDeLivre est celui de l’exemple 5.1.2. Quant au
service intitule´ Livraison il permet la livraison de diffe´rents types de produits
a` diffe´rents lieux. Nous repre´sentons ce service par l’automate communicant
conditionnel Ac2 sur Σ∪({!, ?}×Port) et At de l’exemple 4.1.4. L’automate
communicant conditionnel est repre´sente´ dans la Figure 4.2.
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4.1.3 Client des services
Les services de la communaute´, tels que nous les avons de´finis, seront
utilise´s par des humains ou par d’autres services. Dans notre mode`le, les
clients des services seront de´finis par trois e´le´ments, le service client, le ser-
vice but et un ensemble de certificats. Comme dans [BCG+05], dans notre
proble´matique, nous n’avons pas besoin de connaˆıtre la description du ser-
vice qui va utiliser les services disponibles. Il est suffisant de supposer que
ce service peut uniquement e´mettre des requeˆtes et attendre des re´ponses en
ayant e´ventuellement des conditions sur la valeur de ses variables internes.
Ainsi, il suffira de repre´senter les utilisateurs des services de la communaute´
par des services particuliers (ne faisant pas partie de la communaute´) qui ne
peuvent qu’e´mettre et/ou recevoir des messages. Ces services seront appele´s
services clients. Soient Σ un ensemble fini d’actions, Port un ensemble fini
de port et At un ensemble fini de formules atomiques.
De´finition 4.1.9 (Service client ). Un service client est un automate
communicant conditionnel Acclient = (Qclient, qclient0 , δclient) sur {!, ?}×Port
et At, tel que Qclient = {qclient0 , qclient1 } est une paire d’e´tats et pour tout port
pi ∈ Port et pour tout ensemble J, J ′ ⊆ Li(At) on a :
– (J, qclient1 , !pi, qclienti , J ′) +∈ δclient ou` qclienti ∈ Qclient, i ∈ {0, 1},
– (J, qclient0 , ?pi, qclienti , J ′) +∈ δclient ou` qclienti ∈ Qclient, i ∈ {0, 1} et
Exemple 4.1.10. Conside´rons l’exemple pre´ce´dent 4.1.8 et un client qui
veut acheter un livre et se le faire livrer. Ce client posse`de les certificats de
l’exemple 4.1.2. Comme service client, nous pouvons conside´rer le service
repre´sente´ par l’automate communicant conditionnel de la Figure 4.3. Afin
de ne pas encombrer la Figure 4.3, nous n’avons garde´ qu’une seul transition
de qclient0 vers qclient1 (resp. de qclient1 vers qclient0 ). Par exemple, l’e´tiquette
(∅, !InfoO,∅)/ (∅, !InfoL,∅) / (∅, !ConfAchat,∅)/ (∅, !ConfL,∅) entre qclient0 et
qclient1 repre´sente trois transitions diffe´rentes.
Le service client de´sire re´aliser un certain nombre d’ope´rations. Afin
de re´aliser son but, ce dernier souhaiterait interagir avec un service qui
pourrait lui effectuer ces ope´rations. La requeˆte du service client peut ainsi
eˆtre repre´sente´e par un service appele´ service but qui interagira uniquement
avec le service client, qui pourra exe´cuter des ope´rations et qui aura des
conditions qui portent sur ses variables internes.
De´finition 4.1.11 (Service but ). Un service but est un automate com-
municant conditionnel Acbut = (Qbut, qbut0 , δbut) surΣ ∪ ({!, ?} × Port) et
At.
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qclient0 q
client
1!InfoO/ !InfoL/ !ConfAchat/ !ConfL
?PrixO/ ?PrixL/ ?EchecO
Fig. 4.3 – Service client
Exemple 4.1.12. Nous conside´rons le service but repre´sente´ dans la Fi-
gure 4.4. Ce service but repre´sente les ope´rations que le client de la Fi-
gure 4.3 veut effectuer.
Le service but est un service fictif qui ne fait pas partie des services de
la communaute´. Cela dit, il est possible qu’un des services disponibles ait la
meˆme spe´cification que le service but, ce qui sera l’ide´al.
Remarque 4.1.13. Comme nous l’avons dit pre´ce´demment, les services
peuvent exiger que des certificats leur soient pre´sente´s avant d’exe´cuter des
ope´rations. Dans notre mode`le, seuls les services clients posse`dent un en-
semble de certificats. De ce fait, si une condition porte sur la valeur d’un
des attributs d’un certificat, il s’agira de celui du service client.
4.1.4 Service me´diateur
Le roˆle des services me´diateurs est de s’interposer entre le service client
et les services de la communaute´. Ces services sont parfois ne´cessaires pour
e´tablir la communication entre le service client et les services de la commu-
naute´. Ce qui est le cas lorsque le service client et les services de la com-
munaute´ ne communiquent pas sur les meˆmes ports/canaux. Dans ce cas,
c’est le me´diateur qui se charge de faire un pont entre le client et les ser-
vices disponibles en retransmettant les informations aux uns et aux autres.
Les services me´diateurs effectuent uniquement des e´changes de messages.
De plus, les conditions des ope´rations ne concernent que les valeurs de ses
variables locales. De plus, le service me´diateur ne peut pas modifier la valeur
des variables.
De´finition 4.1.14 (Service me´diateur). Un service me´diateur est un
automate communicant conditionnelAcmed = (Qmed , qmed0 , δmed) sur {!, ?}×
Port et At tel que δmed ⊆ 2Li(At) ×Qmed × ({!, ?} × Port)×Qmed × 2∅.
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Finaliser
Fig. 4.4 – Service but
Dans le reste du document, nous aurons besoin d’utiliser un service
me´diateur particulier appele´ service me´diateur large. Ce dernier pourra ef-
fectuer toute les communications possibles a` travers un ensemble de ports
donne´. Ce service sera repre´sente´ par un automate communicant condition-
nel sur un ensemble vide de formules atomiques et contenant un seul e´tat.
Exemple 4.1.15. Pour l’exemple 4.1.8, nous conside´rons le service me´dia-
teur repre´sente´ par l’automate communicant conditionnel de la Figure 4.5.
Dans cette figure, les arcs pleins repre´sentent les actions de communica-
tion effectue´es entre le service client et le service me´diateur. Les arcs poin-
tille´s repre´sentent les actions de communication effectue´es entre le service
me´diateur et les services de la communaute´, ces actions sont invisibles du
point de vue du client.
De´finition 4.1.16 (Service me´diateur large). Un service me´diateur
large pour Port est un automate communicant conditionnel AcLPort =
(QLPort , qLPort0 , δ
LPort) sur {!, ?} × Port et At tel que :
– QLPort = {qLPort0 } et
– δLPort = {(∅, qLPort0 , a, qLPort0 , ∅) | a ∈ {!, ?}× Port}.
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Fig. 4.5 – Service me´diateur
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Exemple 4.1.17. Pour l’ensemble Port de l’exemple 4.1.4, nous
repre´sentons le service me´diateur large dans la Figure 4.6.
qLPort0
!ChoisirPr, ?ChoisirPr, . . . , !SucsLivraison, ?SucsLivraison
Fig. 4.6 – Service me´diateur large.
4.1.5 Proble`me de la composition de services
Lorsqu’un client veut effectuer certaines ope´rations et qu’aucun des ser-
vices de la communaute´ ne peut re´aliser seul ces ope´rations, une solution
est de combiner entre eux les services de la communaute´. Le proble`me de
la composition des services consiste alors a` lier ces services entre eux. Par-
fois, un service me´diateur est ne´cessaire pour permettre ce lien. Certains
travaux [PTB05], comme nous l’avons pre´cise´ dans le Chapitre 2, s’inte´r-
essent a` lier les services afin d’obtenir un nouveau service qui doit ve´rifier
certaines proprie´te´s comme“ne pas atteindre un e´tat bloquant”. D’autre tra-
vaux comme ceux de [BCG+05], s’inte´ressent a` lier les services afin d’obtenir
un nouveau service qui aurait un comportement similaire ou e´quivalent a` ce-
lui d’un service pre´de´fini. Notre travail s’inscrit dans la seconde cate´gorie.
Plus pre´cisement, notre proble`me de la composition est le proble`me de
de´cision de´fini de la fac¸on suivante :
Proble`me PC(≈) : proble`me de la composition
Instance : un ensemble fini d’action Σ, des ensembles finis de ports Port et
Port′ ⊆ Port, un ensemble fini de formules atomiques At, un ensemble
maximal consistant de litte´raux I0 sur At un automate communicant
conditionnel Acclient sur {!, ?}×Port et At et des automates commu-
nicants conditionnels finis Acbut, Ac1, . . . ,Acn surΣ ∪ ({!, ?} × Port)
et At.
Question : existe-t-il un automate communicant conditionnel Acmed sur
{!, ?}× Port et At, tel que
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Exec(Acclient !Acbut, I0)
≈
Exec(Acclient !Ac1 ! . . .!Acn !Acmed, I0)({!, ?} × Port′) ?
Dans cette de´finition, I0 repre´sente la valeur initiale des formules ato-
miques dans At et Exec(Ac, I0) l’exe´cution ou le comportement d’un auto-
mate communicant conditionnel Ac. Pour plus de de´tail, veuillez consulter
le Chapitre 3.
Intuitivement, le proble`me de la composition est le suivant : e´tant donne´s
un service client, un service but pour ce client et des services disponibles,
de´terminer s’il existe un service me´diateur qui e´tablira une liaison entre le
service client et les services disponibles. La liaison doit eˆtre de sorte que
le comportement du syste`me compose´ des services disponibles communi-
cants avec le service client, a` travers le service me´diateur, soit e´quivalent
au comportement du syste`me compose´ du service client communicant avec
le service but. Ces deux syste`mes doivent eˆtre e´quivalents du point de vue
du client. En d’autres termes, nous voulons que les deux syste`mes soient
e´quivalents lorsqu’on ne conside`re pas les communications faites sur des
ports qui ne concernent pas le client. Ces ports seront repre´sente´s par l’en-
semble Port′ ⊆ Port. Ainsi, nous allons conside´rer des e´quivalences modulo
{!, ?} × Port′, en ayant les communications entre les services de la commu-
naute´ ou entre le me´diateur et ces services comme actions non observables.
Le proble`me PC repre´sente quatre proble`mes diffe´rents suivant que ≈
est e´gale a` ⊆tr, ≡tr, ≤si ou ←→bi 2.
Intuitivement, vouloir que le comportement du syste`me compose´ du ser-
vice but et du service client soit inclus dans celui du syste`me compose´ du
service client, des services de la communaute´ et du service me´diateur, si-
gnifie que toute se´quence d’actions effectue´e par le premier syste`me peut
e´galement eˆtre effectue´e par le second (en permettant e´ventuellement aux
second syste`me d’effectuer des actions supple´mentaires).
Dans le cas ou` l’e´quivalence de trace est conside´re´e, le second syste`me ne
peut pas effectuer de se´quence d’actions que le premier syste`me ne peut pas
effectuer. Par exemple, cela est utile pour garantir la se´curite´ du syste`me
en interdisant des se´quences d’actions potentiellement dangereuses. En effet,
certaines se´quences d’actions peuvent permeˆtre la de´duction d’informations
confidentielles.
Les notions de simulation et de bisimulation, a` la diffe´rence des notions
d’inclusion de traces et d’e´quivalence de traces, se basent sur les e´tats des
2Toutes les de´finitions concernant les e´quivalences et pre´ordres se trouvent dans le
Chapitre 3
75
Chapitre 4 Mode`le ge´ne´ral
syste`mes a` comparer. Lorsque les syste`mes sont non de´terministes, la bisi-
mulation (resp. simulation) est une relation plus restrictive que l’e´quivalence
de traces (resp. l’inclusion de traces). En effet, lorsque deux syste`mes sont
bisimilaires, tous les e´tats accessibles dans le premier syste`me sont bisi-
milaires a` des e´tats accessibles dans le second syste`me. Par conse´quent,
toutes les actions effectue´es a` partir des e´tats accessibles, dans le premier
syste`me, peuvent eˆtre effectue´es a` partir des e´tats correspondant, dans le se-
cond syste`me. La re´ciproque est e´galement vraie, la relation de bisimulation
e´tant syme´trique. Concre`tement, cela signifie que si un des deux syste`mes ne
contient pas d’e´tat bloquant accessible a` partir de l’e´tat initial, alors l’autre
syste`me ve´rifie e´galement cette proprie´te´.
Exemple 4.1.18. Conside´rons les services VenteDeLivre, Livraison, Client
et But repre´sente´s respectivement dans les Figures 4.1, 4.2, 4.3 et 4.4. Le
service me´diateur repre´sente´ dans la Figure 4.5 permet de re´pondre ”oui” au
proble`me de de´cision PC(←→bi). Dans la Figure 4.7 sont repre´sente´s tous
les services avec leurs diffe´rentes interactions 3. Les arc pointille´s sont ceux
que le service client ne peut pas voir.
4.2 Re´sultats
Dans cette section nous donnons des re´sultats concernant la de´cidabilite´
du proble`me de la composition de services. Pre´ce´demment, nous avons de´fini
formellement quatre proble`mes, PC(⊆tr), PC(≡tr), PC(≤si) et PC(←→bi).
Dans notre mode`le, nous conside´rons une communication qui s’effectue a`
travers des ports. Dans ce qui suit, nous montrons que dans le cas ou` les
ports sont non borne´s, les proble`mes PC(⊆tr) et PC(≤si) sont de´cidables
alors que les proble`mes PC(≡tr) et PC(←→bi) ne le sont pas. Pour prou-
ver la de´cidabilite´ de PC(⊆tr) et PC(≤si) nous utiliserons des re´sultats
connus concernant la comparaison d’un re´seau de Petri e´tiquete´ avec un
automate fini. Concernant l’inde´cidabilite´ de PC(≡tr) et PC(←→bi) nous
utiliserons des re´sultats connus a` propos de la comparaison de deux re´seaux
de Petri e´tiquete´s. Avant d’e´noncer les the´ore`mes concernant les re´sultats
de de´cidabilite´ ou d’inde´cidabilite´ de ces quatre proble`mes, nous donnons
des re´sultats pre´liminaires sous la forme de propositions.
Proposition 4.2.1. Soient Σ un ensemble fini d’actions, Port un ensemble
fini de ports et A un automate fini sur Σ ∪ ({!, ?} × Port).
3Cette figure repre´sente une vue d’un observateur exte´rieur au mode`le.
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Fig. 4.7 – Le mode`le vu par un observateur exte´rieur
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Exec(A) et Exec(Auto−1(A), ∅) sont isomorphes.
Dans la remarque 3.2.7, nous avons associe´ un automate communicant
conditionnel Auto−1(A), a` un automate A. Dans la proposition ci-dessus,
on ajoute le fait que l’exe´cution de l’automate est isomorphe a` celle de
l’automate communicant conditionnel.
De´monstration. Conside´rons un ensemble fini d’actions Σ, un ensemble fini
de ports Port et un automate fini A = (Q, q,→) surΣ ∪ ({!, ?} × Port).
Conside´rons l’ensemble Γ de toutes les fonctions γ : Port→ IN et la bijection
g : Q×Γ→ Q×Γ× 2∅ telle que g(q,γ ) = (q, γ, ∅). Il est clair que pour tout
e´tat (q,γ ), (q′, γ′) ∈ Q× Γ et pour toute action a ∈ {!, ?} × Port on a :
((q,γ ), a, (q′, γ′)) ∈→Exec(A) ssi (g(q,γ ), a, g(q′ , γ′)) ∈→Exec(Auto−1(A),∅).
Proposition 4.2.2. Soient Σ un ensemble fini d’actions, Port un ensemble
fini de ports et A1 et A2 des automates finis sur Σ ∪ ({!, ?} × Port).
Auto−1(A1 ⊗A2) = Auto−1(A1)!Auto−1(A2).
Ci-dessous, nous montrons que l’automate communicant conditionnel as-
socie´ au produit asynchrone de deux automates, n’est autre que le produit
asynchrone des automates communicants conditionnels associe´s a` ces deux
automates.
De´monstration. Conside´rons un ensemble fini d’actions Σ, un ensemble fini
de ports Port et des automates finis A1 = (Q1, q10, →A1) et A2 = (Q2,
q20 , →A2) surΣ ∪ ({!, ?} × Port). Egalement, conside´rons Auto−1(A1 ⊗A2)
= (Q, q0, δ) et Auto−1(A1) ! Auto−1(A2) = (Q′, q′0, δ′). D’apre`s la re-
marque 3.2.7 et la de´finition du produit asynchrone entre automates 3.3 et
entre automates communicants conditionnels 3.2.8, on a :
Q = Q′ = Q1 ×Q2 et q0 = q′0 = (q10 , q20).
Ainsi, pour que Auto−1(A1 ⊗A2) = Auto−1(A1)! Auto−1(A2), il suffit de
monter que δ = δ′. Plus pre´cise´ment, il faut prouver que pour tout e´tat
q11 , q
1
2 ∈ Q1 et q21, q22 ∈ Q2 et toute action a ∈ Σ ∪ ({!, ?} × Port) on a :
(∅, (q11 , q21), a, (q12 , q22), ∅) ∈ δ ssi (∅, (q11 , q21), a, (q12 , q22), ∅) ∈ δ′.
D’apre`s la remarque 3.2.7 on a :
(∅, (q11 , q21), a, (q12 , q22), ∅) ∈ δ ssi ((q11 , q21), a, (q12 , q22)) ∈→A1⊗A2 .
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D’apre`s la de´finition 3.3 on a :
((q11 , q21), a, (q12 , q22)) ∈→A1⊗A2 ssi (q11 , a, q12) ∈→A1 ou (q21, a, q22) ∈→A2 .
D’apre`s la remarque 3.2.7 on a :
(q11 , a, q12) ∈→A1 ou (q21 , a, q22) ∈→A2 ssi (∅, q11 , a, q12 , ∅) ∈
δAuto
−1(A1) et q21 = q22 ou (∅, q21 , a, q22 , ∅) ∈ δAuto−1(A2) et q11 = q12 .
D’apre`s la de´finition 3.2.8 on a :
(∅, q11 , a, q12 , ∅) ∈ δAuto−1(A1) et q21 = q22 ou (∅, q21 , a, q22 , ∅) ∈
δAuto
−1(A2) ssi (∅, (q11 , q21), a, (q12 , q22), ∅) ∈ δ′ et q11 = q12.
On n’en de´duit que
(∅, (q11 , q21), a, (q12 , q22), ∅) ∈ δ ssi (∅, (q11 , q21), a, (q12 , q22), ∅) ∈ δ′.
Par conse´quent, Auto−1(A1 ⊗A2) = Auto−1(A1)!Auto−1(A2).
4.2.1 Re´sultats de de´cidabilite´
Afin de montrer que les proble`mes de la composition PC(⊆tr) et PC(≤si)
sont de´cidables, nous allons re´duire ces proble`mes a` des proble`mes plus abs-
traits, qui seront a` leur tour re´duits a` des proble`mes connus comme e´tant
de´cidables. Plus pre´cise´ment, dans un premier temps, nous allons conside´rer
les proble`mes de de´cisions PEL(⊆tr) et PEL(≤si). Ensuite, nous allons
re´duire le proble`me PEL(⊆tr) (resp. PEL(≤si)) au proble`me de l’inclusion
de trace (resp. simulation) entre un re´seau de Petri e´tiquete´ et un automate
fini. Ce dernier est un proble`me de´cidable [Jan94]. Le proble`me PEL(≈),
avec ≈∈ {⊆tr,≡tr,≤si,←→bi} est un proble`me qui permet, e´tant donne´s
deux automates communicants conditionnels finis Ac et Ac′ de´finis sur un
ensemble fini de ports Port, de de´cider si l’exe´cution de Ac est e´quivalente
a` celle du syste`me compose´ de Ac′ et du me´diateur large AcLPort. Souli-
gnons que dans ce proble`me nous ne cherchons pas a` savoir s’il est possible
de synthe´tiser le me´diateur, pour obtenir l’e´quivalence, mais a ve´rifier si
avec le me´diateur large l’e´quivalence est ve´rifie´e. Ci-dessous, nous de´crivons
formellement le proble`me PEL(≈), avec ≈∈ {⊆tr,≡tr,≤si,←→bi}.
Proble`me PEL(≈) : proble`me d’e´quivalence avec le me´diateur large
Instance : un ensemble fini d’actions Σ, des ensembles finis de ports Port
et Port′ ⊆ Port, un ensemble fini de formules atomiques At, un en-
semble maximal consistant de litte´raux I0 sur At et des automates
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communicants conditionnels finis Ac et Ac′ surΣ ∪ ({!, ?}× Port), et
At.
Question : est-ce-que
Exec(Ac, I0) ≈ Exec(Ac′ !AcLPort, I0)({!, ?} × Port′), ou`
≈∈ {⊆tr,≡tr,≤si,←→bi} ?
Afin de re´duire le proble`me de la composition PC(6), avec 6∈ {≤si,⊆tr}
au proble`me de l’e´quivalence avec le me´diateur large PEL(6), avec 6∈ {≤si
,⊆tr}, nous avons besoin du lemme suivant.
Lemme 4.2.3. Soient Σ un ensemble fini d’actions, Port un ensemble fini
de ports, At un ensemble fini de formules atomiques, I0 un ensemble maxi-
mal consistant de litte´raux sur At, Ac un automate communicant condition-
nel fini sur Σ ∪ ({!, ?} × Port) et At et Acmed un automate communicant
conditionnel fini sur {!, ?} × Port et At.
Exec(Ac !Acmed, I0) ≤si Exec(Ac!AcLPort, I0)(∅).
De´monstration. Conside´rons un ensemble fini d’actions Σ, un ensemble fini
de ports Port, un ensemble fini de formules atomiques At, un ensemble
maximal consistant de litte´raux I0 sur At, les automates communicants
conditionnels finis Ac = (Q, q0, δ) et Acmed = (Qmed, qmed0 , δmed) sur
Σ ∪ ({!, ?} × Port) et At et le me´diateur large AcLPort=(QLPort, qLPort0 ,
δLPort) ou` QLPort = {qLPort0 }. Rappelons que l’ensemble de toutes les fonc-
tions de la forme γ : Port→ IN sera repre´sente´ par Γ et que l’ensemble des
litte´raux de At sera repre´sente´ par Li(At).
Pour rendre la preuve plus claire, nous utilisons l’automate A = (QA,
qA0 , →A) surΣ ∪ ({!, ?} × Port) pour repre´senter l’automate Exec(Ac !
Acmed, I0). De la meˆme fac¸on, nous utilisons l’automate B = (QB, qB0 , →B)
surΣ ∪ ({!, ?}×Port) pour repre´senter l’automate Exec(Ac ! AcLPort, I0).
Ainsi, QA = (Q×Qmed)× Γ× 2Li(At) et QB = (Q×QLPort)× Γ× 2Li(At).
Soit la relation Z ⊆ QA×QB telle que ((q, qmed), γ, I) Z ((q, qLPort0 ), γ, I).
Nous devons prouver que Z est une simulation telle que qA0 Z qB0 .
Concernant les e´tats initiaux, l’e´tat initial de A est ((q0, qmed0 ), γ0, I0) ou`
γ0(pi) = 0, pour tout pi ∈ Port. L’e´tat initial de B est ((q0, qLPort0 ), γ0, I0).
Il est clair que ((q0, qmed0 ), γ0, I0) Z ((q0, q
LPort
0 ), γ0, I0).
Soient les e´tats ((q1, qmed1 ), γ1, I1) ∈ QA et ((q′1, qLPort0 ), γ′1, I ′1) ∈ QB tels
que ((q1, qmed1 ), γ1, I1) Z ((q′1, q
LPort
0 ), γ
′
1, I
′
1). Supposons qu’il existe un e´tat
((q2, qmed2 ), γ2, I2) ∈ QA et une action a ∈ Σ ∪ ({!, ?}× Port) tels que ((q1,
qmed1 ), γ1, I1) →{a}A ((q2, qmed2 ), γ2, I2). Deux cas sont possibles pour a ;
a ∈ Σ ou a ∈ {!, ?} × Port.
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Conside´rons le cas a ∈ Σ, ((q1, qmed1 ), γ1, I1) →{a}A ((q2, qmed2 ), γ2, I2)
implique qu’il existe J, J ′ ⊆ Li(At) tel que (J, q1, a, q2, J ′) ∈ δ, J ⊆ I1, I2 =
(I \¬J ′)∪J ′, que qmed2 = qmed1 et que γ2 = γ1. Sachant que ((q1, qmed1 ), γ1, I1)
Z ((q′1, q
LPort
0 ), γ
′
1, I
′
1) on a q′1 = q1, γ′1 = γ1 et I ′1 = I1. Ainsi, pour q′2 = q2,
γ′2 = γ2 et I ′2 = I2, il est clair que ((q′1, q
LPort
0 ), γ
′
1, I
′
1) →aB ((q′2, qLPort0 ), γ′2,
I ′2) et que ((q2, qmed1 ), γ2, I2) Z ((q′2, q
LPort
0 ), γ
′
2, I
′
2).
Conside´rons le cas a =?pi, pi ∈ Port (le raisonnement est le meˆme pour
a =!pi), l’action ?pi peut eˆtre exe´cute´e par Ac ou par Acmed. Dans le cas
ou` l’action est effectue´e par Ac, on utilise le meˆme raisonnement que celui
utilise´ dans le cas a ∈ Σ. Supposons que Acmed exe´cute ?pi. Donc il existe un
ensemble J ⊆ Li(At) tel que (J, qmed1 , ?pi, qmed2 , ∅) ∈ δmed, J ⊆ I1, I2 = I1,
γ2(pi) = γ1(pi) − 1 et pour tout pi′ += pi, γ2(pi′) = γ1(pi′). De plus, q2 = q1.
Sachant que ((q1, qmed1 ), γ1, I1) Z ((q′1, q
LPort
0 ), γ
′
1, I
′
1) on a q′1 = q1, γ′1 = γ1
et I ′1 = I1. Nous savons que (∅, qLPort0 , ?pi, qLPort0 , ∅) ∈ δLPort . Ainsi, pour
q′2 = q2, γ′2 = γ2 et I ′2 = I2, il est clair que ((q′1, q
LPort
0 ), γ
′
1, I
′
1) →?piB ((q′2,
qLPort0 ), γ
′
2, I
′
2) et que ((q2, qmed1 ), γ2, I2) Z ((q′2, q
LPort
0 ), γ
′
2, I
′
2).
Par conse´quent Z est une simulation. Ainsi Exec(Ac ! Acmed, I0) ≤si
Exec(Ac !AcLPort, I0)(∅).
Soulignons que ce lemme reste correct dans le cas ou` la simulation mo-
dulo un ensemble non vide ou l’inclusion modulo un ensemble non vide sont
conside´re´es. Cela est duˆ au fait que la simulation implique ces deux autres
pre´ordres. Maintenant, nous montrons que, pour la simulation et l’inclu-
sion de traces, le proble`me de l’e´quivalence avec le me´diateur large et le
proble`me de la composition sont e´quivalents. Dans un premier temps, nous
prouvons le lemme concernant la re´duction du proble`me de l’e´quivalence
avec le me´diateur large au proble`me de la composition4. Dans un deuxie`me
temps, nous prouvons le lemme concernant la re´duction du proble`me de la
composition au proble`me de l’e´quivalence avec le me´diateur large.
Lemme 4.2.4. Le proble`me PEL(6), 6∈ {≤si,⊆tr} se re´duit au proble`me
PC(6), en utilisant un espace logarithmique.
De´monstration. Conside´rons une instance du proble`me PEL(6). SoientΣ
un ensemble fini d’actions, Port et Port′ ⊆ Port des ensembles finis de
ports, At un ensemble fini de formules atomiques, I0 un ensemble maximal
consistant de litte´raux sur At, des automates communicants conditionnels
finis Ac et Ac′ surΣ ∪ ({!, ?}×Port) et At. L’instance ρ(Σ, Port, Port′, At,
I0, Ac, Ac′) de PC(6) que nous construisons est donne´e par les ensembles
4Ce re´sultat sera utilise´ dans le Chapitre 6, plus pre´cise´ment dans la Section 6.3.1.
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Σe = Σ, Porte = Port, Port′e = Port′, Ate = At et Ie0 = I0, le service client
Acclient tel que Qclient = ∅, le service but Acbut = Ac et un unique service
disponible Ac1 = Ac′. Deux point sont a` ve´rifier :
(1) ρ est calculable par une machine de Turing de´terministe en utilisant
un espace logarithmique,
(2) Exec(Ac, I0) 6 Exec(Ac′!AcLPort, I0)({!, ?}×Port′) ssi il existe un
automate communicant conditionnel Acmed sur {!, ?}×Port et At, tel
que Exec(Acclient !Ac, I0)6Exec(Acclient !Ac′ !Acmed, I0)({!, ?}×
Port′).
Concernant le point (1), la machine de Turing qui calcule ρ va d’abord
e´crire sur son ruban de sortie les ensemble Σ, Port, Port′, At et I0, qu’elle
lira sur son ruban d’entre´e. Ensuite, elle e´crira Acclient, Acbut et Ac1. La
machine n’aura pas besoin d’utiliser un ruban de travail. Par conse´quent ρ
est calculable par une machine de Turing de´terministe en utilisant un espace
logarithmique.
Concernant le point (2), sachant que Qclient = ∅, il est clair que :
Exec(Acclient ! Ac, I0) est isomorphe a` Exec(Ac, I0). De la meˆme fac¸on,
pour tout automate communicant conditionnel Acmed, il est clair que :
Exec(Acclient ! Ac′ ! Acmed, I0) est isomorphe a` Exec(Ac′ ! Acmed, I0).
Il nous suffira donc de prouver que :
Exec(Ac, I0) 6 Exec(Ac′ !AcLPort, I0)({!, ?} × Port′)
⇐⇒
il existe un automate communicant conditionnel Acmed sur {!, ?} × Port et
At, tel que Exec(Ac, I0)6Exec(Ac′ !Acmed, I0)({!, ?} × Port′).
(⇒) Concernant l’implication de gauche a` droite, elle est triviale. En effet,
supposons que :
Exec(Ac, I0) 6 Exec(Ac′ !AcLPort, I0)({!, ?} × Port′).
Dans ce cas, il suffit de conside´rer Acmed = AcLPort pour avoir :
Exec(Ac, I0)6Exec(Ac′ !Acmed, I0)({!, ?} × Port′).
(⇐) Conside´rons l’implication de droite a` gauche. Supposons qu’il existe un
automate communicant conditionnel Acmed sur {!, ?}×Port et At tel que :
Exec(Ac, I0) 6 Exec(Ac′ !Acmed, I0)({!, ?} × Port′). (4.1)
D’apre`s le lemme 4.2.3, on a :
Exec(Ac′ !Acmed, I0) ≤si Exec(Ac′ !AcLPort, I0)(∅). (4.2)
A partir de 4.1 et 4.2 on a :
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Exec(Ac, I0) 6 Exec(Ac′ !AcLPort, I0)({!, ?} × Port′).
Ceci conclut la preuve.
Lemme 4.2.5. Le proble`me PC(6), 6∈ {≤si,⊆tr} se re´duit au proble`me
PEL(6) .
De´monstration. Conside´rons une instance du proble`me PC(6). Soient Σ un
ensemble fini d’actions, Port et Port′ ⊆ Port des ensembles finis de ports,At
un ensemble fini de formules atomiques, I0 un ensemble maximal consistant
de litte´raux sur At, un automate communicant conditionnel fini Acclient sur
{!, ?}×Port et At et des automates communicants conditionnels finisAcbut,
Ac1, . . ., Acn surΣ ∪ ({!, ?} × Port) et At. L’instance ρ(Σ, Port, Port′,
At, I0, Acclient, Acbut, Ac1, . . . Acn) de PEL(6), que nous construisons est
donne´e par l’ensemble fini d’actionsΣ e, les ensembles finis de ports Porte
et Port′e ⊆ Porte, un ensemble fini de formules atomiques Ate, un ensemble
maximal consistant de litte´raux I0e sur Ate et les automates communicants
conditionnels finis Ace et Ac′e surΣ e, Porte et Ate. Plus pre´cise´ment, cette
instanceΣ e, Porte, Port′e, Ate, I0e, Ace et Ac′e est construite comme suit :
– Σe=Σ,
– Porte=Port,
– Port′e=Port′,
– Ate = At,
– I0e = I0,
– Ace = (Q, q0, δ), tel que Ace = Acclient !Acbut,
– Ac′e = (Q′, q′0, δ′), tel que Ac′e = Acclient !Ac1 ! . . .!Acn.
Nous allons montrer qu’ il existe un automate communicant condi-
tionnel Acmed sur {!, ?} × Port et At, tel que Exec(Acclient! Acbut, I0)
6 Exec(Acclient ! Ac1 ! . . . ! Acn! Acmed, I0)({!, ?} × Port′) ssi
Exec(Ace, I0e) 6 Exec(Ac′e ! AcLPort , I0e) ({!, ?} × Port′e), avec 6∈ {≤si
,⊆tr}.
Etant donne´ que Ace = Acclient!Acbut, Ac′e = Acclient!Ac1! . . .!Acn,
I0e = I0 et Port′e = Port′, il est clair que pour prouver l’e´quivalence
ci-dessus il suffit de prouver l’e´quivalence suivante : Il existe un auto-
mate communicant conditionnel Acmed sur {!, ?} × Port et At tel que
Exec(Ace, I0) 6 Exec(Ac′e !Acmed, I0) ({!, ?}×Port′) ssi Exec(Ace, I0) 6
Exec(Ac′e !AcLPort, I0) ({!, ?} × Port′), avec 6∈ {≤si,⊆tr}.
Concernant l’implication de gauche a` droite, supposons qu’il existe un
automate communicant conditionnel Acmed sur {!, ?}×Port et At tel que :
Exec(Ace, I0) 6 Exec(Ac′e !Acmed, I0)({!, ?} × Port′),6∈ {≤si,⊆tr}.
(4.3)
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D’apre`s le le lemme 4.2.3 on a :
Exec(Ac′e !Acmed, I0) ≤si Exec(Ac′e !AcLPort, I0)(∅) (4.4)
A partir de 4.3 et 4.4 on obtient :
Exec(Ace, I0) 6 Exec(Ac′e !AcLPort, I0)({!, ?} × Port′),6∈ {≤si,⊆tr}.
(4.5)
Concernant l’implication de droite a` gauche, elle est triviale, supposons
que :
Exec(Ace, I0) 6 Exec(Ac′e !AcLPort , I0)({!, ?} × Port′), 6∈ {≤si,⊆tr}.
Dans ce cas, il suffit de conside´rer Acmed = AcLPort pour avoir :
Exec(Ace, I0) 6 Exec(Ac′e !Acmed, I0)({!, ?} × Port′), 6∈ {≤si,⊆tr}.
Ceci conclut la preuve.
Nous avons montre´ que le proble`me de la composition de services pour
la simulation et l’inclusion de traces pouvait se re´duire au proble`me de
l’e´quivalence avec le me´diateur large lorsque la simulation et l’inclusion de
traces sont conside´re´es. Dans ce qui suit, nous montrons que le proble`me de
l’e´quivalence avec le me´diateur large pour ces deux relations est de´cidable.
Cependant, nous avons besoin de la proposition ci-dessous. Dans cette propo-
sition, nous conside´rons un ensemble maximal consistant I0 ∈ 2Li(At) et des
automates communicants conditionnels Ac = (Q, q0, δ) et Ac′ = (Q′, q′0, δ′)
surΣ ∪ ({!, ?} × Port) et At. De plus, nous associons a` Ac′ un automate
AutoBoucle(Ac′). Ce dernier est construit de sorte que toute transition
exe´cutable par Exec(Ac′, I0) soit exe´cutable par AutoBoucle(Ac′). Aussi,
dans tout ces e´tats l’automate AutoBoucle(Ac′) boucle sur toute les actions
de communication pour simuler le me´diateur large. Cependant, il faut sou-
ligner que dans l’automate AutoBoucle(Ac′) les actions de communication
n’ont pas de conditions concernant la pre´sence ou pas de messages dans les
ports. Pour une meilleur compre´hension, conside´rons l’exemple suivant.
Exemple 4.2.6. Conside´rons Σ = {a}, Port = {pi1,pi2} et Port′ = {pi2},
At = {p}, I0 = {¬p} et l’automate communicant conditionnel Ac′ sur Σ ∪
({!, ?} × Port) et At repre´sente´ dans la Figure 4.8. Le me´diateur large
AcLPort et l’automate AutoBoucle(Ac′) associe´ a` Ac sont repre´sente´s dans
la Figure 4.9.
Nous de´finissons formellement l’automate AutoBoucle(Ac′) comme suit.
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q′0 q′1
(∅, a, {p})
({p}, ?pi2, ∅)
Fig. 4.8 – Automate communicant conditionnel Ac′.
(q′0, {¬p})
(q′1, {p})
(q′1, {¬p})
(q′0, {p})
qLPort0
!pi1?pi1!pi2?pi2
?pi2
a
a
!pi1?pi1!pi2?pi2 !pi1?pi1!pi2?pi2
!pi1?pi1!pi2?pi2!pi1?pi1!pi2?pi2
Fig. 4.9 – A` gauche l’automate AutoBoucle(Ac′) et a` droite le me´diateur
large AcLPort.
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De´finition 4.2.7. Soit I0 ∈ 2Li(At) un ensemble maximal consistant et un
automate communicant conditionnel fini Ac′ = (Q′, q′0, δ′) surΣ ∪ ({!, ?}×
Port) et At. Soit l’automate fini AutoBoucle(Ac′) = (Q, q0,→) surΣ ∪
({!, ?} × Port) tel que :
– Q = {(q′, I) | q′ ∈ Q′ et I ⊆
Li(At) une partie maximale consistante},
– q0 = (q′0, I0),
– →⊆ Q× (Σ ∪ ({!, ?}× Port))×Q est la relation de transition de´finie
par ((q′1, I1), a, (q′2, I2)) ∈→A ssi a ∈ {!, ?}× Port et (q′2, I2) = (q′1, I1)
ou il existe une transition (J, q′1, a, q′2, J ′) ∈ δ′ telle que J ⊆ I1 et
I2 = (I1 \ ¬J ′) ∪ J ′ ou` ¬J ′ = {p : ¬p ∈ J ′} ∪ {¬p : p ∈ J ′}.
Dans les preuves des propositions suivantes, nous utilisons l’automate
APort. Dans cet automate, un e´tat repre´sente une fonction γ ∈ Γ, qui associe
a` chaque port le nombre de messages qu’il contient. Dans APort, les actions
qui peuvent eˆtre exe´cute´es sont uniquement des actions de communication.
Les actions de la forme ?pi, pi ∈ Port, ne peuvent eˆtre exe´cute´es qu’a` partir
des e´tats tels que le port pi contient au moins un message. Lorsque l’action
?pi est effectue´e, le nombre de messages dans le port pi est de´cre´mente´ de
1. Re´ciproquement, lorsque l’action !pi est effectue´e, le nombre de messages
dans le port pi est incre´mente´ de 1.
De´finition 4.2.8. L’automate APort = (Γ, γ0,→APort) sur {!, ?} × Port
est de´fini comme suit :
– Γ= {γ : Port→ IN},
– pour tout port pi ∈ Port, γ0(pi) = 0 et
– →APort⊆ Γ × ({!, ?} × Port) × Γ la relation de transition de´finie par
γ →aAPort γ′ ssi pour tout pi′ += pi, γ′(pi′) = γ(pi′) et
– a =?pi, γ(pi) > 0 et γ′(pi) = γ(pi)− 1 ou
– a =!pi et γ′(pi) = γ(pi) + 1.
Exemple 4.2.9. Un exemple de l’automate APort est illustre´ dans la Fi-
gure 4.10. Dans cet exemple, Port = {pi1,pi2} et n ∈ IN.
Pour rendre les preuves des propositions suivantes plus claires, nous
utilisons l’automate A = (QA, qA0 ,→A) pour repre´senter l’automate
AutoBoucle(Ac′), l’automate A1 = (Q1, q10, →A1) surΣ ∪ ({!, ?} × Port)
pour repre´senter l’automate Exec(Ac, I0). De la meˆme fac¸on, nous utilisons
l’automate A2 = (Q2, q20, →A2) surΣ ∪ ({!, ?} × Port) pour repre´senter
l’automate Exec(Ac′ ! AcLPort, I0). Ainsi, Q1 = Q × Γ × 2Li(At) et
Q2 = (Q′ ×QLPort)× Γ× 2Li(At).
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(0, 0)
(n, 0)
(2, 0)
(1, 0)
(0, 1) (0, 2) (0, n)
(1, 1) (1, 2) (1, n)
(n, n)(n, 2)(n, 1)
(2, n)(2,2)(2,1)
!pi2
?pi2
!pi2
?pi2
!pi2
?pi2
!pi2
?pi2
!pi2
?pi2
!pi2
?pi2
!pi1?pi1
!pi1?pi1
!pi1?pi1
!pi1?pi1
!pi1?pi1
!pi1?pi1
!pi1?pi1
!pi1?pi1
Fig. 4.10 – Automate APort avec n ∈ IN.
Proposition 4.2.10.
A×{!,?}×Port APort ≤si Exec(Ac′ !AcLPort , I0)({!, ?} × Port′).
De´monstration. Nous allons montrer queA×{!,?}×PortAPort ≤si A2(∅). Cela
implique A ×{!,?}×Port APort ≤si A2({!, ?} × Port′). Soit la relation Z ⊆
(QA × Γ) × Q2 de´finie, pour tout q′, q′′ ∈ Q′, I ′, I ′′ ∈ 2Li(At) et γ′, γ′′ ∈ Γ,
par :
((q′, I ′), γ′)Z((q′′, qLPort0 ), γ′′, I ′′) ssi q′′ = q′, I ′′ = I ′ et γ′′ = γ′.
Montrons que Z est une relation de simulation.
• Il est clair que ((q′0, I0), γ0)Z ((q′0, qLPort0 ), γ0, I0).
• Soient ((q′1, I1), γ1) et ((q′2, I2), γ2) des e´le´ments de QA × Γ tels que
((q′1, I1), γ1) Z ((q′1, q
LPort
0 ), γ1, I1) et ((q
′
1, I1), γ1) →aA×{!,?}×PortAPort
((q′2, I2), γ2). Montrons que ((q′1, q
LPort
0 ), γ1, I1) →aA2 ((q′2, qLPort0 ), γ2,
I2).
Deux cas sont possibles pour a : a ∈ Σ et a ∈ {!, ?} × Port.
Conside´rons le cas ou` a ∈ Σ. Par de´finition de ×{!,?}×Port, si
((q′1, I1), γ1) →aA×{!,?}×PortAPort ((q′2, I2), γ2) alors (q′1, I1) →aA (q′2, I2)
et γ2 = γ1. Par construction de A, (q′1, I1) →aA (q′2, I2) implique qu’il
existe J, J ′ ∈ Li(At) tels que (J, q′1, a, q′2, J ′) ∈ δ′, J ′ ⊆ I1 et
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I2 = (I1 \¬J)∪ J ′. Ainsi, par construction de A2, ((q′1, qLPort0 ), γ1, I1)
→aA2 ((q′2, qLPort0 ), γ2, I2).
Dans le cas ou` a =?pi, pi ∈ Port (le raisonnement est le
meˆme dans le cas ou` a =!pi). Par de´finition de ×{!,?}×Port, si
((q′1, I1), γ1) →?piA×{!,?}×PortAPort ((q′2, I2), γ2) alors (q′1, I1) →?piA (q′2, I2)
et γ1 →?piAPort γ2. Par construction de A, si (q′1, I1) →?piA (q′2, I2) alors
il existe J, J ′ ∈ Li(At) tels que (J, q′1, ?pi, q′2, J ′) ∈ δ′, J ′ ⊆ I1 et
I2 = (I1 \ ¬J) ∪ J ′. Par construction de APort, si γ1 →?piAPort γ2 alors
γ1(pi) > 0, γ2(pi) = γ1(pi) − 1 et pour tout pi′ += pi, γ1(pi′) = γ2(pi′).
Ainsi, par construction de A2, ((q′1, qLPort0 ), γ1, I1) →?piA2 ((q′2, qLPort0 ),
γ2, I2).
Proposition 4.2.11.
(q′1, I1)→{!,?}×Port
′
A
!
(q′2, I2) =⇒ pour tout γ1 ∈ Γ, il existe un γ2 ∈ Γ
tel que γ2(pi) = γ1(pi), avec pi ∈ Port \ Port′ et :
((q′1, I1), γ1)→{!,?}×Port
′
A×{!,?}×PortAPort
!
((q′2, I2), γ2).
De´monstration. Conside´rons deux paires d’e´tats (q′3, I3) et (q′4, I4) dans la
se´quence (q′1, I1)→{!,?}×Port
′
A
!
(q′2, I2) telles que (q′3, I3) →{?pi
′}
A (q
′
4, I4) avec
pi′ ∈ Port′. Le raisonnement est le meˆme dans le cas (q′3, I3)→{!pi
′}
A (q
′
4, I4).
Etant donne´e une fonction γ1 ∈ Γ, nous montrons que pour toutes fonction
γ3 ∈ Γ telle que γ3(pi) = γ1(pi), pi ∈ Port \ Port′, il existe une fonction
γ4 ∈ Γ telle que γ4(pi) = γ3(pi), pi ∈ Port \ Port′ et :
((q′3, I3), γ3)→{!,?}×Port
′
A×{!,?}×PortAPort
!◦ →{?pi′}A×{!,?}×PortAPort ((q′4, I4), γ4).
Soit la fonction γ3 ∈ γ telle que γ3(pi) = γ1(pi), pi ∈ Port\Port′. Si γ3(pi′) =
0 alors l’action ?pi′ n’est pas exe´cutable a` partir de ((q′3, I3), γ3). Dans ce
cas, il suffit de faire !pi′ pour que ?pi′ soit exe´cutable. Plus pre´cise´ment,
soit la fonction γ5 ∈ Γ telle que γ5(pi′) = γ3(pi′) + 1 et pour tout pi′′ +=
pi′, γ5(pi′′) = γ3(pi′′). Par construction de APort, γ3 →!pi′APort γ5. De plus,
(q′3, I3) →{!pi
′}
A (q
′
3, I3). Ainsi, ((q′3, I3), γ3) →{!pi
′}
A×{!,?}×PortAPort ((q
′
3, I3), γ5).
De plus, γ5(pi′) > 0 et pour tout pi ∈ Port\Port′, γ5(pi) = γ3(pi). Conside´rons
la fonction γ4 ∈ Γ telle que γ4(pi′) = γ5(pi′)−1 et pour tout pi′′ += pi′, γ4(pi′′) =
γ5(pi′′). Par construction de APort, γ5 →?pi′APort γ4. De plus, (q′3, I3) →
{?pi′}
A
(q′4, I4). Ainsi, ((q′3, I3), γ5) →{?pi
′}
A×{!,?}×PortAPort ((q
′
4, I4), γ4). Par conse´quent,
((q′3, I3), γ3)→{!,?}×Port
′
A×{!,?}×PortAPort
!◦ →{?pi′}A×{!,?}×PortAPort ((q′4, I4), γ4) avec pour
tout pi ∈ Port \ Port′, γ4(pi) = γ3(pi). Puisque, pour tout γ3 ∈ Γ telle que
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γ3(pi) = γ1(pi), pi ∈ Port \ Port′, il existe une fonction γ4 ∈ Γ telle que
γ4(pi) = γ3(pi), pi ∈ Port \ Port′ et :
((q′3, I3), γ3)→{!,?}×Port
′
A×{!,?}×PortAPort
!◦ →{?pi′}A×{!,?}×PortAPort ((q′4, I4), γ4).
Alors, nous pouvons en de´duire, par induction sur le chemin
(q′1, I1)→{!,?}×Port
′
A
!
(q′2, I2), qu’ il existe un γ2 ∈ Γ tel que γ2(pi) = γ1(pi),
avec pi ∈ Port \ Port′ et :
((q′1, I1), γ1)→{!,?}×Port
′
A×{!,?}×PortAPort
!
((q′2, I2), γ2).
Proposition 4.2.12.
A1 ≤si A ({!, ?}×Port′) =⇒ A1 ≤si A×{!,?}×PortAPort({!, ?}×Port′).
De´monstration. Soit la relation Z ⊆ Q1 × QA telle que Z est une si-
mulation modulo {!, ?} × Port′ et (q0, γ0, I0)Z(q′0, I0). Soit Z ′ ⊆ Q1 ×
(QA × Γ) de´finie par (q, γ, I)Z ′((q′, I ′), γ′) ssi (q, γ, I)Z(q′, I ′) et pour
tout pi ∈ Port \ Port′, γ′(pi) = γ(pi). Par de´finition de Z ′, sachant que
(q0, γ0, I0)Z(q′0, I0) on a (q0, γ0, I0)Z ′((q′0, I0), γ0). Il nous reste a` ve´rifier que
Z ′ est une simulation modulo {!, ?}×Port′. Soient a ∈ Σ∪ ({!, ?}× (Port \
Port′)), (q1, γ1, I1), (q2, γ2, I2) ∈ Q1 et ((q′1, I ′1), γ′1) ∈ (QA × Γ) tels que
(q1, γ1, I1)Z ′((q′1, I ′1), γ′1) et :
(q1, γ1, I1)→{!,?}×Port
′
A1
!◦ →{a}A1 ◦→
{!,?}×Port′
A1
!
(q2, γ2, I2).
Montrons qu’il existe q′2 ∈ Q′, I ′2 ∈ 2Li(At) et γ′2 ∈ Γ tels que
(q2, γ2, I2)Z(q′2, I ′2), que pour tout pi ∈ Port \ Port′, γ′2(pi) = γ2(pi) et que :
((q′1, I ′1), γ′1)→{!,?}×Port
′
A×{!,?}×PortAPort
!◦ →{a}A×{!,?}×PortAPort
◦→{!,?}×Port′A×{!,?}×PortAPort
!
((q′2, I ′2), γ′2).
Par construction de Z ′, pour tout pi ∈ Port \ Port′, γ′1(pi) = γ1(pi) et
(q1, γ1, I1)Z(q′1, I ′1). Sachant que Z est une simulation modulo {!, ?}×Port′,
il existe q′2 ∈ Q′ et I ′2 ∈ 2Li(At) tels que (q2, γ2, I2)Z(q′2, I ′2) et :
(q′1, I
′
1)→{!,?}×Port
′
A
!◦ →{a}A ◦→{!,?}×Port
′
A
!
(q′2, I
′
2). (4.6)
Conside´rons les deux paires d’e´tats (q′3, I ′3) et (q′4, I ′4) dans la se´quence 4.6
telles que (q′3, I3) →{a}A (q′4, I4). D’apre`s la proposition 4.2.11, puisque
(q′1, I1)→{!,?}×Port
′
A
!
(q′3, I3) alors il existe un γ′3 ∈ Γ tel que : γ′3(pi) = γ′1(pi),
pour tout pi ∈ Port \ Port′ et :
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((q′1, I ′1), γ′1)→{!,?}×Port
′
A×{!,?}×PortAPort
!
((q′3, I ′3), γ′3).
Deux cas sont possibles pour a : a ∈ Σ ou a ∈ {!, ?} × (Port \ Port′).
Conside´rons le cas ou` a ∈ Σ. Conside´rons la fonction γ′4 = γ′3. Par construc-
tion de A×{!,?}×Port APort, puisque (q′3, I ′3)→{a}A (q′4, I ′4) alors
((q′3, I ′3), γ′3)→{a}A×{!,?}×PortAPort ((q′4, I ′4), γ′4).
avec pour tout pi ∈ Port \ Port′, γ′4(pi) = γ′3(pi).
Conside´rons le cas ou` a =?pi′, pi′ ∈ Port\Port′ (le raisonnement est le meˆme
pour a =!pi′). On sait que (q1, γ1, I1) →{!,?}×Port
′
A1
! ◦ →{?pi′}A1 ◦→
{!,?}×Port′
A1
!
(q2, γ2, I2). Il est clair que γ1(pi′) > 0. De plus, γ′3(pi) = γ′1(pi), pour tout pi ∈
Port \ Port′. Il s’ensuit que γ′3(pi′) > 0. Conside´rons la fonction γ′4 ∈ Γ telle
que γ′4(pi′) = γ′3(pi′)−1 et pour tout pi′′ += pi′, γ′4(pi′′) = γ′3(pi′′). Par construc-
tion de APort, γ′3 →{?pi
′}
APort γ
′
4. De plus, (q′3, I ′3) →{?pi
′}
A (q
′
4, I
′
4). Par construc-
tion de A ×{!,?}×Port APort, ((q′3, I ′3), γ′3) →{?pi
′}
A×{!,?}×PortAPort ((q
′
4, I
′
4), γ′4).
D’apre`s la proposition 4.2.11, puisque (q′4, I ′4)→{!,?}×Port
′
A
!
(q′2, I ′2) alors il
existe un γ′2 ∈ Γ tel que : γ′2(pi) = γ′4(pi), pour tout pi ∈ Port \ Port′
et :
((q′4, I ′4), γ′4)→{!,?}×Port
′
A×{!,?}×PortAPort
!
((q′2, I ′2), γ′2).
Il reste a` prouver que pour tout pi ∈ Port \ Port′, γ′2(pi) = γ2(pi). Dans
le cas ou` a ∈ Σ, si (q1, γ1, I1) →{!,?}×Port
′
A1
! ◦ →{a}A1 ◦→
{!,?}×Port′
A1
!
(q2, γ2, I2)
alors γ2(pi) = γ1(pi), pour tout pi ∈ Port \ Port′. De la meˆme fac¸on, si
((q′1, I ′1), γ′1)→{!,?}×Port
′
A×{!,?}×PortAPort
!◦ →{a}A×{!,?}×PortAPort
◦→{!,?}×Port′A×{!,?}×PortAPort
!
((q′2, I ′2), γ′2)
alors γ′2(pi) = γ′1(pi), pour tout pi ∈ Port\Port′. Sachant que γ′1(pi) = γ1(pi),
pour tout pi ∈ Port \ Port′ on a γ′2(pi) = γ2(pi), pour tout pi ∈ Port \ Port′.
Dans le cas a =?pi′, pi′ ∈ Port \ Port′ (le raisonnement est le meˆme pour
a′ =!pi′), γ2(pi′) = γ1(pi′) − 1 et pour tout pi′′ += pi′ γ2(pi′′) = γ1(pi′′). De la
meˆme fac¸on, γ′2(pi′) = γ′1(pi′) − 1 et pour tout pi′′ += pi′ γ′2(pi′′) = γ′1(pi′′).
Sachant que γ′1(pi) = γ1(pi), pour tout pi ∈ Port \ Port′ on a γ′2(pi) = γ2(pi),
pour tout pi ∈ Port \ Port′.
Proposition 4.2.13.
1. Exec(Ac′ !AcLPort , I0) ≤si A({!, ?} × Port′).
2. Exec(Ac, I0) ≤si A ({!, ?} × Port′) =⇒ Exec(Ac, I0) ≤si Exec(Ac′ !
AcLPort, I0)({!, ?} × Port′).
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De´monstration. Conside´rons le point 1. Montrons que A2 ≤si A({!, ?} ×
Port′). Dans ce qui suit nous montrons que A2 ≤si A(∅). Cela impli-
quera A2 ≤si A({!, ?} × Port′). Soit la relation Z ⊆ Q2 × QA de´finie
par ((q′, qLPort0 ), γ, I)Z(q′, I). Il est clair que ((q′0, q
LPort
0 ), γ0, I0)Z(q
′
0, I0).
Soit ((q′1, q
LPort
0 ), γ1, I1) ∈ Q2. Montrons que pour toute action a ∈
Σ ∪ ({!, ?} × Port), s’il existe un e´tat ((q′2, qLPort0 ), γ2, I2) ∈ Q2 tel que
((q′1, q
LPort
0 ), γ1, I1) →aA2 ((q′2, qLPort0 ), γ2, I2) alors (q′1, I1) →aA (q′2, I2). Soit
((q′2, q
LPort
0 ), γ2, I2) ∈ Q2 tel que :
((q′1, q
LPort
0 ), γ1, I1)→aA2 ((q′2, qLPort0 ), γ2, I2).
Deux cas sont possibles pour a : a ∈ Σ ou a ∈ {!, ?}×Port. Conside´rons le cas
ou` a ∈ Σ. Par construction de A2, si ((q′1, qLPort0 ), γ1, I1) →aA2 ((q′2, qLPort0 ),
γ2, I2) alors il existe J, J ′ ∈ Li(At) tels que J ⊆ I1, I2 = (I1 \ ¬J ′) ∪ J ′ et
(J, q1, a, q2, J ′) ∈ δ′. Par construction de A on a (q′1, I1)→aA (q′2, I2).
Conside´rons le cas ou` a =?pi, pi ∈ Port (le raisonnement est le meˆme dans
le cas a =!pi). Dans ce cas l’action ?pi peut eˆtre exe´cute´e par Ac′ ou par
AcLPort. Si l’action est exe´cute´e par Ac′ alors le raisonnement est le meˆme
que celui utilise´ dans le cas ou` a ∈ Σ. Supposons que AcLPort exe´cute
l’action ?pi. Sachant que (∅, qLPort0 , ?pi, qLPort0 , ∅) et ((q′1, qLPort0 ), γ1, I1) →?piA2
((q′2, q
LPort
0 ), γ2, I2) on a q
′
2 = q′1 et I2 = I1. Par construction de A on sait
que (q′1, I1)→?piA (q′1, I1). Il en re´sulte que (q′1, I1)→?piA (q′2, I2).
Conside´rons le point 2. Il suffit d’utiliser la proposition 4.2.10 ainsi que
la proposition 4.2.12.
Proposition 4.2.14. Soient les ensembles finis Σ, Port, At, I0 et un
automate communicant conditionnel fini Ac sur Σ∪ ({!, ?}×Port) et At. Il
existe un re´seau de Petri N sur Σ ∪ ({!, ?} × Port), de taille exponentielle
par rapport a` la taille de At et un marquage initial m0 tels que :
Exec(Ac, I0)←→bi Exec(N ,m0) (∅)
De´monstration. D’apre`s la proposition 3.2.19, pour tout automate commu-
nicant conditionnel Ac surΣ ∪ ({!, ?} × Port) et At, il existe un automate
communicant conditionnel Ac′ de forme canonique tel que Exec(Ac, I0)
←→bi Exec(Ac′, I0)(∅). La taille de Ac′ est exponentielle par rapport a`
la taille de At. Nous conside´rons dans cette preuve que Ac est sous la
forme canonique. Il nous suffit donc de prouver qu’il existe un re´seau de
Petri N de taille polynomiale par rapport a` Ac tel que Exec(Ac, I0) ←→bi
Exec(N ,m0)(∅). Conside´rons l’ensemble Q = {q | q ∈ Q}. Le re´seau de
Petri ordinaire N = (P, T, F, l) surΣ ∪ ({!, ?} × Port) est tel que :
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– P = Q ∪Q ∪ Port ∪ Li(At).
– T = δ.
– F = {(p, t) | p ∈• t} ∪{ (t, p) | p ∈ t•} ou`, pour chaque transition
t ∈ T telle que t = (J, q, a, q′, J ′) les ensembles •t et t• sont de´finis
comme suit. Trois cas sont possibles pour a : a ∈ Σ, a =?pi, pi ∈ Port
ou a =!pi, pi ∈ Port. Deux cas sont possibles pour q′ : q′ = q ou
q′ += q. Dans le cas ou` a ∈ Σ et q′ += q, la transition t est telle que :
•t = {q, q′} ∪ J et t• = {q′, q} ∪ J ′, comme de´crit dans la Figure 4.11.
Dans le cas ou` a =?pi, pi ∈ Port et q′ += q, la transition t est telle
que : •t = {q, q′,pi} ∪ J et t• = {q′, q} ∪ J ′, comme de´crit dans la
Figure 4.12. Dans le cas ou` a =!pi, pi ∈ Port et q′ += q, la transition t
est telle que : •t = {q, q′}∪J et t• = {q′, q,pi }∪J ′, comme de´crit dans
la Figure 4.13. Dans le cas ou` a ∈ Σ et q′ = q, la transition t est telle
que : •t = {q} ∪ J et t• = {q} ∪ J ′, comme de´crit dans la Figure 4.14.
Dans le cas ou` a =?pi, pi ∈ Port et q′ = q, la transition t est telle que :
•t = {q,pi } ∪ J et t• = {q} ∪ J ′, comme de´crit dans la Figure 4.15.
Dans le cas ou` a =!pi, pi ∈ Port et q′ = q, la transition t est telle que :
•t = {q} ∪ J et t• = {q,pi } ∪ J ′, comme de´crit dans la Figure 4.16.
– l : T → Σ ∪ ({!, ?} × Port) telle que l(t) = a si t = (J, q, a, q′, J ′).
Une place q ∈ Q et la place q sont des places comple´mentaires. E´galement,
une place r ∈ Li(At) et la place ¬r sont des places comple´mentaires.
Le marquage initial m0 : Q ∪Q ∪ Port ∪ Li(At) → IN est de´fini comme
suit :
m0(p) =
{
1 si p ∈ (I0 ∪ {q0} ∪ (Q \ {q0}))
0 sinon
Il est clair que la taille de N est polynomiale par rapport a` la taille
de Ac. Soulignons que dans le cas ou` nous conside´rons uniquement les
marquages accessibles a` partir de m0, Exec(Ac, I0) et Exec(N ,m0) sont
isomorphes. Montrons que Exec(Ac, I0) ←→bi Exec(N ,m0)(∅). Soient
Q × Γ × 2Li(At) l’ensemble des e´tats de Exec(Ac, I0), M l’ensemble des
e´tats de Exec(N ,m0), (les marquages de N ) et Z ⊆ (Q× Γ× 2Li(At))×M
la relation de´finie par :
(q, γ, I)Zm ssi m(p) =
 1 si p ∈ (I ∪ {q} ∪ (Q \ {q}))γ(p) si p ∈ Port0 sinon
Nous devons montrer que Z est une bisimulation et que (q0, γ0, I0)Zm0.
Conside´rons les e´tats initiaux. L’e´tat initial de Exec(N ,m0) est (q0, γ0,
I0) ou` pour tout pi ∈ Port, γ0(pi) = 0. L’e´tat initial de Exec(N ,m0) est le
marquage m0 avec :
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q
q
q′
q′
r
t : aq q′
({r}, a, {r})
q
q
q′
q′
r ¬r
t : aq q′
({r}, a, {¬r})
Fig. 4.11 – Construction de t dans le cas ou` a ∈ Σ. En haut a` gauche, une
transition (J, q, a, q′, J ′) ∈ δ telle que {r} = J et {r} = J ′. En haut a` droite,
la transition t ∈ T qui lui est associe´e. Toutes les places relie´es a` t sont
e´galement repre´sente´es. En bas de la figure, en conside`re le cas {r} = J et
{¬r} = J ′.
m0(p) =
{
1 si p ∈ (I0 ∪ {q0} ∪ (Q \ {q0}))
0 sinon
Ainsi, (q0, γ0, I0)Zm0.
Conside´rons un e´tat (q1, γ1, I1) ∈ Q×Γ× 2Li(At) et un e´tat m1 ∈M tels
que (q1, γ1, I1)Zm1. Nous allons prouver les deux points suivants, pour tout
a ∈ Σ ∪ ({!, ?} × Port) :
(1). S’il existe (q2, γ2, I2) ∈ Q×Γ×2Li(At) tel que (q1, γ1, I1)→aExec(Ac,I0)
(q2, γ2, I2) alors il existe t ∈ T et m2 ∈ M tel que l(t) = a, m1[t
〉
m2
et (q2, γ2, I2)Zm2.
(2). S’il existe t ∈ T et m2 ∈M tel que l(t) = a, m1[t
〉
m2 alors il existe
(q2, γ2, I2) ∈ Q× Γ× 2Li(At) tel que (q1, γ1, I1)→aExec(Ac,I0) (q2, γ2, I2)
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q
q
q′
q′
r
t :?pi
pi
q q′
({r}, ?pi, {r})
q
q
q′
q′
r ¬r
t :?pi
pi
q q′
({r}, ?pi, {¬r})
Fig. 4.12 – Construction de t dans le cas ou` a =?pi, pi ∈ Port. En haut
a` gauche, une transition (J, q, a, q′, J ′) ∈ δ telle que {r} = J et {r} = J ′.
En haut a` droite, la transition t ∈ T qui lui est associe´e. Toutes les places
relie´es a` t sont e´galement repre´sente´es. En bas de la figure, en conside`re le
cas {r} = J et {¬r} = J ′.
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q
q
q′
q′
r
t :!pi
pi
q q′
({r}, !pi, {r})
q
q
q′
q′
r ¬r
t :!pi
pi
q q′
({r}, !pi, {¬r})
Fig. 4.13 – Construction de t dans le cas ou` a =!pi, pi ∈ Port. En haut
a` gauche, une transition (J, q, a, q′, J ′) ∈ δ telle que {r} = J et {r} = J ′.
En haut a` droite, la transition t ∈ T qui lui est associe´e. Toutes les places
relie´es a` t sont e´galement repre´sente´es. En bas de la figure, en conside`re le
cas {r} = J et {¬r} = J ′.
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q
r
t : aq
({r}, a, {r})
q
r ¬r
t : a
q
({r}, a, {¬r})
Fig. 4.14 – Construction de t dans le cas ou` a ∈ Σ. En haut a` gauche, une
transition (J, q, a, q, J ′) ∈ δ telle que {r} = J et {r} = J ′. En haut a` droite,
la transition t ∈ T qui lui est associe´e. Toutes les places relie´es a` t sont
e´galement repre´sente´es. En bas de la figure, en conside`re le cas {r} = J et
{¬r} = J ′.
et (q2, γ2, I2)Zm2.
Conside´rons le point (1). Supposons qu’il existe (q2, γ2, I2) ∈ Q×Γ× 2Li(At)
tel que (q1, γ1, I1) →aExec(Ac,I0) (q2, γ2, I2). Deux cas sont possibles pour
a : a ∈ Σ ou a ∈ {!, ?} × Port. Conside´rons le cas ou` a ∈ Σ. Puisque
(q1, γ1, I1)→aExec(Ac,I0) (q2, γ2, I2) alors il existe deux ensembles consistants
J, J ′ ∈ Li(At) tel que (J, q1, a, q2, J ′) ∈ δ, avec J ⊆ I1, I2 = (I1 \¬J ′)∪J ′ et
γ2 = γ1. Deux cas sont possibles pour q2 : q2 += q1 ou q2 = q1. Conside´rons
le cas ou` q2 += q1. Par construction de T , puisque (J, q1, a, q2, J ′) ∈ δ alors
il existe une transition t ∈ T telle que l(t) = a et •t = {q1, q2} ∪ J et
t• = {q2, q1} ∪ J ′. Sachant que (q1, γ1, I1)Zm1 on a
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q
r
t :?pi
pi
q
({r}, ?pi, {r})
q
r ¬r
t :?pi
pi
q
({r}, ?pi, {¬r})
Fig. 4.15 – Construction de t dans le cas ou` a =?pi, pi ∈ Port. En haut
a` gauche, une transition (J, q, a, q, J ′) ∈ δ telle que {r} = J et {r} = J ′.
En haut a` droite, la transition t ∈ T qui lui est associe´e. Toutes les places
relie´es a` t sont e´galement repre´sente´es. En bas de la figure, en conside`re le
cas {r} = J et {¬r} = J ′.
97
Chapitre 4 Mode`le ge´ne´ral
q
r
t :!pi
pi
q
({r}, !pi, {r})
q
r ¬r
t :!pi
pi
q
({r}, !pi, {¬r})
Fig. 4.16 – Construction de t dans le cas ou` a =!pi, pi ∈ Port. En haut
a` gauche, une transition (J, q, a, q, J ′) ∈ δ telle que {r} = J et {r} = J ′.
En haut a` droite, la transition t ∈ T qui lui est associe´e. Toutes les places
relie´es a` t sont e´galement repre´sente´es. En bas de la figure, en conside`re le
cas {r} = J et {¬r} = J ′.
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m1(p) =
 1 si p ∈ (I1 ∪ {q1} ∪ (Q \ {q1}))γ1(p) si p ∈ Port0 sinon
Puisque m1(q1) = 1, m1(q2) = 1 et pour tout r ∈ J , m1(r) = 1 alors il existe
m2 ∈M telle que m1[t
〉
m2 et
m2(p) =
 m1(p) + 1 si p +∈
• t et p ∈ t•
m1(p)− 1 si p ∈• t et p +∈ t•
m1(p) sinon
Par conse´quent, sachant que J et J ′ sont consistants et que (J, q1, a, q2, J ′)
est canonique alors le marquage m2 est de´fini comme suit.
m2(p) =
 1 si p ∈ (I2 ∪ {q2} ∪ (Q \ {q2}))γ1(p) si p ∈ Port0 sinon
Puisque, γ1 = γ2 alors par construction de Z, (q2, γ2, I2)Zm2.
Dans le cas ou` q2 = q1, le raisonnement est le meˆme que dans le cas
q2 += q1. L’unique diffe´rence est qu’il n’est pas ne´cessaire de ve´rifier que
m1(q2) = 1. De plus, q1 ∈ •t et q1 ∈ t•, voir la Figure 4.14. Donc, m2(q1) =
m1(q1) = 1. Aussi, q1 +∈ •t et q1 +∈ t•. Par conse´quent, m2(q1) = m1(q1) = 0.
Dans le cas ou` a =?pi, le raisonnement est le meˆme. L’unique diffe´rence
est le fait de ve´rifier que m1(pi) > 0, m2(pi) = m1(pi) − 1 et que pour
tout pi′ += pi, m2(pi′) = m2(pi). Par construction de Exec(Ac, I0), le
fait que (q1, γ1, I1) →?piExec(Ac,I0) (q2, γ2, I2) implique γ1(pi) > 0. Puisque
(q1, γ1, I1)Zm1 alorsm1(pi) = γ1(pi). Sachant que γ1(pi) > 0 alorsm1(pi) > 0.
Par construction de m2, puisque pi ∈ •t et pi +∈ t•, voir Figure 4.12, alors
m2(pi) = m1(pi) − 1. De la meˆme fac¸on, puisque pour tout pi′ += pi, pi′ +∈ •t
et pi′ +∈ t• alors m2(pi′) = m1(pi′). Dans le cas ou` a =!pi, le raisonnement est
le meˆme. L’unique diffe´rence est le fait de ve´rifier que m2(pi) = m1(pi) + 1
et que pour tout pi′ += pi, m2(pi′) = m2(pi). Par construction de m2, puisque
pi ∈ t• et pi +∈ •t, voir Figure 4.13, alors m2(pi) = m1(pi) + 1. De la meˆme
fac¸on, puisque pour tout pi′ += pi, pi′ +∈ •t et pi′ +∈ t• alors m2(pi′) = m1(pi′).
Conside´rons le point (2). Supposons qu’il existe t ∈ T et m2 ∈M tel que
l(t) = a et m1[t
〉
m2. Par conse´quent, pour tout p ∈• t, m1(p) > 0 et :
m2(p) =

m1(p) + 1 si p +∈• t et p ∈ t•
m1(p)− 1 si p ∈• t et p +∈ t•
m1(p) sinon
Par construction de N , puisque t ∈ T et l(t) = a alors il existe q′1, q2 ∈ Q
et J, J ′ ∈ Li(At) tels que (J, q′1, a, q2, J ′) ∈ δ et t = (J, q′1, a, q2, J ′). Sachant
que q′1 ∈ •t et m1[t
〉
m2 alors m1(q′1) = 1. Puisque (q1, γ1, I1)Zm1 alors q1 est
l’unique e´tat dansQ tel quem1(q1) = 1. Donc, q′1 = q1 et (J, q1, a, q2, J ′) ∈ δ.
Deux cas sont possibles pour a : a ∈ Σ ou a ∈ {!, ?}×Port. Conside´rons le cas
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ou` a ∈ Σ. Deux cas sont possibles pour q2 : q2 += q1 ou q2 = q1. Conside´rons
le cas ou` q2 += q1. Dans ce cas, •t = {q1, q2} ∪ J et t• = {q2, q1} ∪ J ′. Le fait
que J ⊆ •t impliquem1(r) = 1, pour tout r ∈ J . Sachant que (q1, γ1, I1)Zm1
on a :
m1(p) =
 1 si p ∈ (I1 ∪ {q1} ∪ (Q \ {q1}))γ1(p) si p ∈ Port0 sinon
Donc, I1 = {r | r ∈ Li(At) et m1(r) = 1}. Ainsi J ⊆ I1. Soit (q2, γ2, I2)
tel que I2 = (I1 \ ¬J ′) ∪ J ′ et γ2 = γ1. Par construction de Exec(Ac, I0),
puisque J ⊆ I1 alors (q1, γ1, I1)→aExec(Ac,I0) (q2, γ2, I2). Sachant que J et J ′
sont consistants et que (J, q1, a, q2, J ′) est canonique alors le marquage m2
est de´fini a` partir de m1 comme suit.
m2(p) =
 1 si p ∈ (I2 ∪ {q2} ∪ (Q \ {q2}))γ1(p) si p ∈ Port0 sinon
Puisque, γ1 = γ2 alors par construction de Z, (q2, γ2, I2)Zm2.
Dans le cas ou` q2 = q1, le raisonnement est le meˆme que dans le cas
q2 += q1. L’unique diffe´rence est que q1 ∈ •t et q1 ∈ t•, voir la Figure 4.14.
Donc, m2(q1) = m1(q1) = 1. Aussi, q1 +∈ •t et q1 +∈ t•. Par conse´quent,
m2(q1) = m1(q1) = 0.
Dans le cas ou` a =?pi, le raisonnement est le meˆme. Mais nous devons
en plus ve´rifier que γ1(pi) > 0. Par construction de t, pi ∈ •(t). Puisque,
pour tout p ∈ •t, m1(p) > 0 alors m1(pi) > 0. Sachant que (q1, γ1, q1)Zm1
alors m1(pi) = γ1(pi). Ainsi, γ1(pi) > 0. Conside´rons (q2, γ2, I2) tel que I2 =
(I1 \ ¬J ′) ∪ J ′ et γ2(pi) = γ1(pi) − 1 et pour tout pi′ += pi, γ2(pi′) = γ2(pi).
Par construction de Exec(Ac, I0), puisque J ⊆ I1 et que γ1(pi) > 0 alors
(q1, γ1, I1)→?piExec(Ac,I0) (q2, γ2, I2). Puisque pi ∈ •t et pi +∈ t•, voir Figure 4.12,
alorsm2(pi) = m1(pi)−1. De la meˆme fac¸on, puisque pour tout pi′ += pi, pi′ +∈ •t
et pi′ +∈ t• alorsm2(pi′) = m1(pi′). Ainsi, (q2, γ2, I2)Zm2. Dans le cas ou` a =!pi,
le raisonnement est le meˆme. Conside´rons (q2, γ2, I2) tel que I2 = (I1\¬J ′)∪
J ′ et γ2(pi) = γ1(pi)+1 et pour tout pi′ += pi, γ2(pi′) = γ2(pi). Par construction
de Exec(Ac, I0), puisque J ⊆ I1 alors (q1, γ1, I1) →!piExec(Ac,I0) (q2, γ2, I2).
Puisque pi ∈ t• et pi +∈ •t, voir Figure 4.13, alors m2(pi) = m1(pi) + 1.
De la meˆme fac¸on, puisque pour tout pi′ += pi, pi′ +∈ •t et pi′ +∈ t• alors
m2(pi′) = m1(pi′). Ainsi, (q2, γ2, I2)Zm2.
Lemme 4.2.15. Le proble`me PEL(≤si) est de´cidable.
De´monstration. Cette preuve se base sur la re´duction au proble`me de l’e´qui-
valence entre un re´seau de Petri et un automate fini. Conside´rons le proble`me
de de´cision suivant :
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Proble`me ERA(≤si) : proble`me de simulation entre un re´seau de Petri et
un automate
Instance : des ensembles finis d’actions Σ etΣ ′ ⊆ Σ, un re´seau de Petri N
= (PN , TN , FN , lN ) de´fini sur Σ, un marquage initial des places m0 et
un automate fini A = (q, q0,→) sur Σ.
Question : est-il vrai que Exec(N ,m0) ≤si A (Σ′) ?
Sachant que ERA(≤si) est de´cidable [Jan94], il suffit de re´duire PEL(≤si)
a` ERA(≤si) afin de montrer que PEL(≤si) est de´cidable. Etant donne´s un
ensemble fini d’actions Σ, des ensembles finis de ports Port et Port′ ⊆
Port, un ensemble fini de formules atomiques At, un ensemble maximal de
litte´raux I0 sur At et des automates communicants conditionnels finis Ac et
Ac′ surΣ ∪ ({!, ?} × Port) et At. L’instance ρ(Σ, Port, Port′, At, I0, Ac,
Ac′) de ERA(≤si), que nous construisons est donne´e par les ensembles finis
d’actionsΣ e = Σ∪ ({!, ?}×Port) etΣ ′ = {!, ?}×Port′, un marquage initial
des places m0, un re´seau de Petri N de´fini surΣ e et un automate fini A
de´fini surΣ e. Le re´seau de Petri N et le marquage initial m0 sont construits
a` partir de Ac et I0 selon la proposition 4.2.14. L’automate A est construit
a` partir de Ac′ selon la de´finition 4.2.7.
Il est e´vident que l’instance ρ est calculable par une machine de Turing
en utilisant un espace fini. Montrons que :
Exec(N ,m0) ≤si A (Σ′)
⇐⇒
Exec(Ac, I0) ≤si Exec(Ac′ !AcLPort, I0) ({!, ?} × Port′)
(⇒) Conside´rons l’implication de gauche a` droite. Supposons que :
Exec(N ,m0) ≤si A (Σ′) (4.7)
D’apre`s la proposition 4.2.14 :
Exec(Ac, I0) ≤si Exec(N ,m0) (∅) (4.8)
A partir de 4.7 et 4.8 :
Exec(Ac, I0) ≤si A (Σ′) (4.9)
D’apre`s la proposition 4.2.13 et 4.9 :
Exec(Ac, I0) ≤si Exec(Ac′ !AcLPort, I0) ({!, ?} × Port′) (4.10)
(⇐) Conside´rons l’implication de droite a` gauche. Supposons que :
Exec(Ac, I0) ≤si Exec(Ac′ !AcLPort, I0) ({!, ?} × Port′) (4.11)
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D’apre`s la proposition 4.2.14 :
Exec(N ,m0) ≤si Exec(Ac, I0) (∅) (4.12)
A partir de 4.7 et 4.12 :
Exec(N ,m0) ≤si Exec(Ac′ !AcLPort, I0) ({!, ?} × Port′) (4.13)
D’apre`s la proposition 4.2.13 :
Exec(Ac′ !AcLPort, I0) ≤si A ({!, ?} × Port′) (4.14)
A partir de 4.13 et 4.14 :
Exec(N ,m0) ≤si A ({!, ?} × Port′) (4.15)
Cela conclut la preuve que PEL(≤si) se re´duit a` ERA(≤si) et que PEL(≤si)
est de´cidable.
Nous pouvons maintenant e´noncer le the´ore`me suivant.
The´ore`me 4.2.16. Le proble`me de la composition PC(≤si) est de´cidable.
De´monstration. Il suffit d’utiliser les lemmes 4.2.5 et 4.2.15 pour prouver
que PC(≤si) est de´cidable.
Lemme 4.2.17. Le proble`me PEL(⊆tr) est de´cidable.
De´monstration. Il suffit d’utiliser la re´duction du lemme 4.2.15. Sachant que
le proble`me d’e´quivalence entre un re´seau de Petri et un automate fini est
de´cidable [Jan94], on obtient que PEL(⊆tr) est e´galement de´cidable.
The´ore`me 4.2.18. Le proble`me de la composition PC(⊆tr) est de´cidable.
De´monstration. Il suffit d’utiliser les lemmes 4.2.5 et 4.2.17 pour prouver
que PC(⊆tr) est de´cidable.
4.2.2 Re´sultats d’inde´cidabilite´
Dans cette section, nous verrons que, contrairement au proble`me PC(⊆tr
) et PC(≤si), les proble`mes PC(≡tr) et PC(←→bi) sont inde´cidables. Sou-
lignons qu’il n’est pas possible d’utiliser les re´ductions pre´sente´es dans la
section 4.2.1, dans le cas ou` les relations d’e´quivalence de traces et de bi-
simulation sont conside´re´es. Plus pre´cise´ment, le proble`me PC(≡tr) (resp.
PC(←→bi)) ne peut se re´duire au proble`me PEL(≡tr) (resp. PEL(←→bi)).
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Avant d’e´noncer les re´sultats d’inde´cidabilite´ des proble`mes PC(≡tr) et
PC(←→bi), nous allons conside´rer des proble`mes de de´cision plus simples
note´s SPC(≡tr) et SPC(←→bi). Dans un premier temps, nous montrons que
le proble`me SPC(≡tr) (resp. SPC(←→bi)) se re´duit au proble`me PC(≡tr)
(resp. PC(←→bi)). Ensuite, dans un second temps, nous montrons que les
proble`mes SPC(≡tr) et SPC(←→bi) sont inde´cidables. Par conse´quent, nous
obtenons l’inde´cidabilite´ de PC(≡tr) et PC(←→bi). Ci-dessous, nous de´cri-
vons le proble`me SPC(≈).
Proble`me SPC(≈) : proble`me simplifie´ de la composition
Instance : un ensemble fini d’actions Σ, des ensembles finis de ports Port
et Port′ ⊆ Port, et des automates finis A et B surΣ ∪ ({!, ?}×Port).
Question : existe-t-il un automate fini M sur {!, ?} × Port tel que
Exec(A) ≈ Exec(B ⊗M )({!, ?} × Port′) ?
Pour de´crire SPC(⊆tr), SPC(≡tr), SPC(≤si) et SPC(←→bi), il suffit de
remplacer ≈ respectivement par ⊆tr, ≡tr, ≤si et ←→bi.
Remarque 4.2.19. Le produit asynchrone entre B et M est de´fini, malgre´
le fait que B soit un automate surΣ ∪ ({!, ?} × Port) et que M soit un
automate sur {!, ?} × Port. Il suffit de conside´rer M = (QM, qM0 ,→M)
comme un automate surΣ ∪ ({!, ?}×Port) tel que pour toute action a ∈ Σ
(q, a, q′) +∈→M. Pour plus de pre´cision, voir la remarque 3.1.9.
Lemme 4.2.20. Le proble`me SPC(≈) se re´duit en espace logarithmique
au proble`me PC(≈), ou` ≈ ∈ {⊆tr,≡tr,≤si,←→bi}.
De´monstration. Conside´rons une instance du proble`me SPC(≈). SoientΣ
un ensemble fini d’actions, Port et Port′ ⊆ Port des ensembles finis de
ports et A = (QA, qA0 ,→A) et B = (QB, qB0 ,→B) des automates finis sur
Σ ∪ ({!, ?}×Port). L’instance ρ(Σ, Port, Port′, A, B) de PC(≈), que nous
construisons est donne´e par l’ensemble fini d’actionsΣ e, les ensembles finis
de ports Porte et Port′e, un ensemble fini de formules atomiques At, un
ensemble maximal consistant de litte´raux I0 sur At, ainsi que les automates
communicants conditionnels finisAcclient, Acbut, Ac1, . . ., Acn surΣ e, Porte
et At. Plus pre´cise´ment, cette instance est construite comme suit :
– Σe=Σ,
– Porte=Port,
– Port′e=Port′,
– At = ∅,
– I0 = ∅,
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– Acclient = (Qclient, qclient0 , δclient), tel que δclient = ∅,
– Acbut = Auto−1(A),
– n = 1 et Ac1 = Auto−1(B).
Nous allons montrer que :
1. ρ est calculable par une machine de Turing de´terministe en utilisant
un espace logarithmique,
2. il existe un automateM sur {!, ?}×Port tel que Exec(A) ≈ Exec(B⊗
M)({!, ?} × Port′) ssi il existe un automate communicant condition-
nel Acmed surΣ e, Porte et At, tel que Exec(Acclient ! Acbut, I0) ≈
Exec(Acclient !Ac1 !Acmed, I0)({!, ?} × Port′).
Concernant le premier point, il est e´vident que ρ est calculable par une
machine de Turing de´terministe qui travaille en espace logarithmique. Car
il suffit a` la machine de re´e´crire dans le ruban de sortie ce qu’elle lit dans
son ruban d’entre´e, sans utiliser les rubans de travail.
Concernant le second point, il est clair que δclient = ∅ implique que
Acclient ! Acbut et Acbut (resp. Acclient ! Ac1 et Ac1) sont isomorphes. Il
suffit donc de prouver qu’il existe un automate M sur {!, ?} × Port tel que
Exec(A) ≈ Exec(B⊗M )({!, ?}×Port′) ssi il existe un automate communi-
cant conditionnel Acmed surΣ e∪({, ?}×Porte) et At, tel que Exec(Acbut, I0)
≈ Exec(Ac1 !Acmed, I0)({!, ?} × Port′).
Concernant l’implication de gauche a` droite. Supposons qu’il existe un
automate M sur {!, ?} × Port tel que :
Exec(A) ≈ Exec(B ⊗M )({!, ?} × Port′). (4.16)
Soit l’automate communicant conditionnel Acmed = Auto−1(M) surΣ e,
Porte et At = ∅. D’apre`s la construction de ρ on a :
Ac1 !Acmed = Auto−1(B)!Auto−1(M).
D’apre`s la proposition 4.2.2 on a :
Auto−1(B)!Auto−1(M) = Auto−1(B ⊗M ).
Par conse´quent :
Ac1 !Acmed = Auto−1(B ⊗M ).
Par construction de ρ, I0 = ∅. Ainsi :
Exec(Ac1 !Acmed, I0) = Exec(Ac1 !Acmed, ∅) =
Exec(Auto−1(B ⊗M ), ∅).
D’apre`s la proposition 4.2.1 on a :
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Exec(Auto−1(B ⊗M ), ∅) et Exec(B ⊗M ) sont isomorphes.
On en de´duit que :
Exec(Ac1 !Acmed, I0) et Exec(B ⊗M ) sont isomorphes. (4.17)
De la meˆme fac¸on, en utilisant la proposition 4.2.1 on a :
Exec(Acbut, ∅) et Exec(A) sont isomorphes. (4.18)
En utilisant les e´quations 4.16, 4.17, 4.18 et le fait que l’isomorphisme est
plus fort que la relation ≈ modulo un ensemble d’action, on a :
Exec(Acbut, I0) ≈ Exec(Ac1 !Acmed, I0)({!, ?} × Port′).
Concernant l’implication de droite a` gauche. Supposons qu’il existe un
automate communicant conditionnelAcmed surΣ e∪({!, ?}×Porte) et At = ∅
tel que :
Exec(Acbut, I0) ≈ Exec(Ac1 !Acmed, I0)({!, ?} × Port′). (4.19)
Soit l’automate M = Auto(Acmed) surΣ ∪ ({!, ?} × Port). On sait que
Auto−1(Auto(Acmed)) = Acmed, de la remarque 3.2.7. Donc Auto−1(M) =
Acmed. L’e´quation 4.19 peut eˆtre e´crite comme suit :
Exec(Auto−1(A), ∅) ≈ Exec(Auto−1(B)!Auto−1(M), ∅)({!, ?} × Port′).
(4.20)
Comme pour l’implication de gauche a` droite, en utilisant les proposi-
tion 4.2.1 et 4.2.2, on obtient que :
Exec(A) ≈ Exec(B !M)({!, ?} × Port′). (4.21)
De´finition 4.2.21 (Automate associe´ a` un re´seau de Petri). Soit
N = (P, T, F, l) un re´seau de Petri ordinaire sur Σ etm0 un marquage initial
pour N avec m0(p) = 0, pour tout p ∈ P . Conside´rons une transition t ∈ T
telle que •t = {p1, . . . , pr} et t• = {p′1, . . . , p′s}. Soit Qtin = {q
•t
1 , . . . , q
•t
r−1},
Qtout = {qt•1 , . . . , qt•s−1} et AutoR(N ) = (Q, q0,→) un automate fini sur Σ ∪
({!, ?} × P ) construit comme suit :
– Q = {q0} ∪
⋃
t∈T ({qt1, qt2} ∪Q
•t ∪Qt•) et
– →⊆ Q× (Σ∪ ({!, ?}×P ))×Q est la relation de transition de´finie par :
pour tout t ∈ T tel que l(t) = a on a :
– q0 →?p1A q
•t
1 ,
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q0
q
•t
1
q
•t
r−1
qt1
qt2
qt
•
1
qt
•
s−1
?p1
?pr
a
!p′1
!p′s
••
prp1
p′sp′1
t : a
Fig. 4.17 – A gauche une transition t d’un re´seau de Petri N et a` droite sa
transformation en transitions dans l’ automate fini AutoR(N ).
– q•tj−1 →?pjA q
•t
j , j ∈ {2, . . . , r − 1},
– q•tr−1 →?prA qt1,
– qt1 →aA qt2,
– qt2 →!p
′
1
A q
t•
1 ,
– qt•j−1 →
!p′j
A q
t•
j , j ∈ {2, . . . , s− 1} et
– qt•s−1 →!p
′
s
A q0.
La Figure 4.17 montre que le tir de la transition a vide les places
p1, . . . , pr qui sont en entre´e de la transition et remplit les places p′1, . . . , p′s
qui sont en sortie de cette transition. Cette transition est reproduite par
l’automate AutoR(N ) par la se´quence d’actions suivantes : lecture sur les
ports p1, . . . , pr, correspondant aux places en entre´e de la transition, ce qui
a pour effet de vider ces ports, puis la transition a, suivi de l’e´criture sur
les ports p′1, . . . , p′s, correspondant aux places en sortie de la transition, ce
qui a pour effet de remplir ces ports. Ainsi le contenu des ports refle`te cor-
rectement le contenu des places du re´seaux. L’exe´cution de l’automate ainsi
obtenu est isomorphe modulo ({!, ?} × P ) au graphe d’exe´cution du re´seau
de Petri.
Lemme 4.2.22. Soit N = (P, T, F, l) un re´seau de Petri ordinaire sur
Σ et m0 un marquage initial pour N avec m0(p) = 0, pour tout p ∈ P .
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Exec(AutoR(N )) 0iso Exec(N ,m0) ({!, ?} × P ).
De´monstration. Pour que Exec(AutoR(N )) soit isomorphe 5 a` Exec(N ,m0)
modulo {!, ?}×P , il suffit queObs({!,?}×P )(Exec(AutoR(N ))) soit isomorphe
a` Obs({!,?}×P )(Exec(N ,m0)). Sachant que Exec(N ,m0) est de´fini sur Σ et
queΣ ∩ ({!, ?} × P ) = ∅ alors Obs({!,?}×P )(Exec(N ,m0))=Exec(N ,m0).
Nous utilisons dans cette preuve l’automate A = (Q, q0,→
) pour repre´senter AutoR(N ) et l’automate A′ pour repre´senter
Obs({!,?}×P )(Exec(A)). Conside´rons Q′ = {R(q,γ ) | (q,γ ) ∈ Q × Γ} l’en-
semble des e´tats de A′. Rappelons que Γ est l’ensemble des fonctions
γ : P → IN. La construction de A est telle que, pour tout e´tat q ∈ Q,
q0→{!,?}×PA
!
q ou q→{!,?}×PA
!
q0. Ainsi, Q′ = {R(q0, γ) | γ ∈ Γ}. Soit la fonc-
tion g : M → Q′ telle que g(m) = R(q0,m). Sachant que m0(p) = 0, pour
tout p ∈ P , Il est clair que g(m0) = R(q0,m0). De plus, g est une bijection.
Montrons que pour tout marquage m1,m2 ∈M et pour toute action a ∈ Σ :
m1[a
〉
m2
⇐⇒
R(q0,m1)→{a}A′ R(q0,m2).
(⇒) Conside´rons l’implication de gauche a` droite. Si m1[a
〉
m2 alors il existe
une transition t tels que l(t) = a, pour tout p ∈ •t, m1(p) > 0 et :
m2(p) =

m1(p) + 1 si p +∈• t et p ∈ t•
m1(p)− 1 si p ∈• t et p +∈ t•
m1(p) sinon
Ainsi, par construction de A, si •t = {p1, . . . , pr} et t• = {p′1, . . . , p′s} alors :
– q0 →?p1A q
•t
1 . . . q
•t
r−1 →?prA qt1,
– qt1 →aA qt2 et
– qt2 →!p
′
1
A q
t•
1 . . . q
t•
s−1 →!p
′
s
A q0.
Sachant que pour tout p ∈ •t, m1(p) > 0 alors il existe γ1, . . . ,γ r,
γ′1, . . . ,γ ′s−1 ∈ Γ telles que :
– (q0,m1)→{?p1}Exec(A) (q
•t
1 , γ1) . . . (q
•t
r−1, γr−1)→{?pr}Exec(A) (qt1, γr),
– (qt1, γr)→{a}Exec(A) (qt2, γr) et
– (qt2, γr)→{!p
′
1}
Exec(A) (q
t•
1 , γ
′
1) . . . (qt
•
s−1, γ′s−1)→{!p
′
s}
Exec(A) (q0,m2).
Par conse´quent, d’apre`s la construction de A′, R(q0,m1) →{a}A′ R(q0,m2).
(⇐) Conside´rons l’implication de droite a` gauche. Supposons que :
R(q0,m1)→{a}A′ R(q0,m2).
5Pour plus de de´tails concernant la de´finition de l’isomorphisme modulo un ensemble
d’actions, voir la de´finition 3.1.24.
107
Chapitre 4 Mode`le ge´ne´ral
Par construction de A′, il existe (q3, γ3), (q4, γ3) ∈ Q× Γ tels que :
– (q0,m1)→{!,?}×PExec(A)
!
(q3, γ3),
– (q3, γ3)→{a}Exec(A) (q4, γ3) et
– (q4, γ3)→{!,?}×PExec(A)
!
(q0,m2).
Par construction de A, cela implique qu’il existe γ1, . . . ,γ r, γ′1, . . . ,γ ′s−1 ∈ Γ
et une transition t ∈ T telles que q3 = qt1, q4 = qt2, •t = {p1, . . . , pr},
t• = {p′1, . . . , p′s}, l(t) = a et :
– (q0,m1)→{?p1}Exec(A) (q
•t
1 , γ1) . . . (q
•t
r−1, γr−1)→{?pr}Exec(A) (qt1, γr),
– (qt1, γr)→{a}Exec(A) (qt2, γr) et
– (qt2, γr)→{!p
′
1}
Exec(A) (q
t•
1 , γ
′
1) . . . (qt
•
s−1, γ′s−1)→{!p
′
s}
Exec(A) (q0,m2).
Il s’ensuit, par construction de Exec(A), que m1(p) > 0, pour tout p ∈ •t
et :
m2(p) =
 m1(p) + 1 si p +∈
• t et p ∈ t•
m1(p)− 1 si p ∈• t et p +∈ t•
m1(p) sinon
Par conse´quent, m1[a
〉
m2.
Lemme 4.2.23. Le proble`me SPC(≡tr) est inde´cidable.
De´monstration. Cette preuve se base sur la re´duction du proble`me de l’e´qui-
valence de trace entre re´seaux de Petri.
Conside´rons le proble`me de de´cision suivant :
Proble`me RP(≡tr) : proble`me de l’e´quivalence de traces entre re´seaux de
Petri
Instance : soient Σ un ensemble fini d’actions, des re´seaux de Petri N =
(PN , TN , FN , lN ) et O = (PO, TO, FO, lO) sur Σ et des marquages
initiaux de places mN0 et mO0 respectivement pour N et O.
Question : est-il vrai que Exec(N ,mN0 ) ≡tr Exec(O,mO0 ) (∅) ?
Sachant queRP(≡tr) est inde´cidable [Jan95], il suffit de re´duireRP(≡tr)
a` SPC(≡tr) afin de montrer que SPC(≡tr) est inde´cidable. Etant donne´s un
ensemble fini d’actions Σ et des re´seaux de Petri N = (PN , TN , FN , lN ),
O = (PO, TO, FO, lO) de´finis sur Σ et des maquages initiaux mN0 et mO0
respectivement pour N et O, nous devons de´terminer si Exec(N ,mN0 ) ≡tr
Exec(O,mO) (∅). Il est significatif de constater que le proble`me RP(≡tr)
reste inde´cidable lorsque toutes les places des re´seaux sont initialement vides,
car RP(≡tr) peut eˆtre re´duit a` ce cas particulier. Dans le reste de cette
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preuve, nous allons conside´rer que mN0 (p) = 0, p ∈ PN et mO0 (p) = 0, p ∈
PO. Maintenant, nous pouvons de´crire la re´duction du proble`me RP(≡tr)
au proble`me SPC(≡tr).
L’instance ρ(Σ,N ,O,mN0 ,mO0 ) de SPC(≡tr) que nous construisons est
donne´e par l’ensemble fini d’actionsΣ e, les ensembles finis de ports Port et
Port′, et les automates finis A = (QA, qA0 ,→A) et B = (QB, qB0 ,→B) de´finis
sur ({!, ?} × Port) ∪Σe tels que :
– Σe = Σ ∪ {ae1, ae2, ae3, ae4} ou` ae1, ae2, ae3 et ae4 sont de nouvelles actions,
– Port = Port′ = PN ∪ PO,
– A est l’automate fini de la Figure 4.18 et
– B est l’automate fini de la Figure 4.19.
qA0 qA
′
0ae2
!p|PN∪PO|
ae1
!p1
ae1
?p1
!p′|t•|
?pr
!p′1
a
Fig. 4.18 – L’automate A
Les parties en forme de fleur dans les automates A et B sont respective-
ment AutoR(N ) et AutoR(O). Les se´quences de transitions des automates
A et B contenant les actions ae1, ae2, ae3 ou ae4 servent a` garantir qu’aucun
me´diateur ne peut venir interfe´rer avec la simulation du re´seau de Petri.
Cela comple`te la construction. Il est e´vident que ρ est calculable par une
machine de Turing de´terministe qui termine toujours ses calculs.
Dans ce qui suit, nous montrons que :
Exec(N ,mN0 ) ≡tr Exec(O,mO0 ) (∅) ssi il existe un automate M =
(QM, qM0 ,→M, ) de´fini sur {!, ?} × Port tel que
Exec(A) ≡tr Exec(B ⊗M ) ({!, ?} × Port).
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qB0 qB
′
0ae2
!p|PN∪PO|
ae1
!p1
ae1
!p|PN∪PO|
ae3
!p1
ae3
?p1
!p′|t•|
?pr
!p′1
a
?p|PN∪PO|
ae4
?p1
ae4
Fig. 4.19 – L’automate B
Notons par A′ l’automate AutoR(N ) et par B′ l’automate AutoR(O).
D’apre`s le lemme 4.2.22, on a Exec(A′) 0iso Exec(N ,mN0 ) ({!, ?} × PN )
et Exec(B′) 0iso Exec(O,mO0 ) ({!, ?} × PO).
Concernant l’implication de gauche a` droite, supposons que :
Exec(N ,mN0 ) ≡tr Exec(O,mO0 )(∅).
Sachant que Exec(N ,mN0 ) 0iso Exec(A′) ({!, ?} × Port) et que
Exec(O,mO0 ) 0iso Exec(B′)) ({!, ?} × Port) alors :
Exec(A′) ≡tr Exec(B′) ({!, ?} × Port).
Il est facile de ve´rifier que, Exec(A) ≡tr Exec(B) ({!, ?}×Port). Ainsi pour
le me´diateur M = ({qM0 }, qM0 , ∅) on a :
Exec(A) ≡tr Exec(B ⊗M ) ({!, ?} × Port).
Concernant l’implication de droite a` gauche, supposons que :
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Exec(N ,mN0 ) +≡tr Exec(O,mO0 )(∅).
Soit M = (QM, qM0 ,→M), un me´diateur sur {!, ?} × Port. Trois cas sont
possibles :
(1) il n’existe aucune transition a` partir de qM0 ,
(2) il existe pi ∈ Port et qM ∈ QM tels que (qM0 , !pi, qM) ∈ →M ou
(3) il existe pi ∈ Port et qM ∈ QM tels que (qM0 , ?pi, qM)∈→M.
Dans le cas (1), il est clair que Exec(B ⊗M ) est isomorphe a` Exec(B). On
sait que Exec(N ,mN0 ) +≡tr Exec(O,mO0 )(∅) implique :
Exec(A′) +≡tr Exec(B′) ({!, ?} × Port).
Ainsi, Exec(A) +≡tr Exec(B) ({!, ?} × Port) et donc :
Exec(A) +≡tr Exec(B ⊗M ) ({!, ?} × Port).
Dans le cas (2), on aura une transition dans Exec(B⊗M ) e´tiquete´e par ae4.
Dans Exec(A′) il n’existe pas de transition e´tiquete´e par ae4. De ce fait :
Exec(A) +≡tr Exec(B ⊗M )({!, ?} × Port).
Dans le cas (3), on aura dans Exec(B⊗M ) une transition e´tiquete´e par ae3.
Dans Exec(A) il n’existe pas de transition e´tiquete´e par ae3. De ce fait :
Exec(A) +≡tr Exec(B ⊗M )({!, ?} × Port).
Par conse´quent, il n’existe pas d’automate finiM de´fini sur {!, ?}×Port tel
que Exec(A) ≡tr Exec(B ⊗M ) ({!, ?} × Port). Cela conclut la preuve.
The´ore`me 4.2.24. Le proble`me de la composition PC(≡tr) est inde´cidable.
De´monstration. Il suffit d’utiliser les lemmes 4.2.20 et 4.2.23 pour prouver
que PC(≡tr) est inde´cidable.
Lemme 4.2.25. Le proble`me SPC(←→bi) est inde´cidable.
De´monstration. Il suffit d’utiliser la re´duction du lemme 4.2.23. Sachant que
le proble`me de la bisimulation entre re´seaux de Petri est inde´cidable [Jan95],
on obtient que SPC(←→bi) est e´galement inde´cidable.
The´ore`me 4.2.26. Le proble`me de la composition PC(←→bi) est
inde´cidable.
De´monstration. Il suffit d’utiliser les lemmes 4.2.20 et 4.2.25 pour prouver
que PC(←→bi) est inde´cidable.
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4.3 Conclusion
Dans ce chapitre, nous avons pre´sente´ notre mode`le des services et nous
l’avons compare´ aux mode`les existants. Nous avons e´galement prouve´ que les
proble`mes PC(≡tr) et PC(⊆tr) sont inde´cidables (voir le Tableau 4.1). Quant
aux proble`mes PC(⊆tr) et PC(≤si) ils sont de´cidables, mais de´terminer leur
complexite´ reste un proble`me ouvert. Dans les chapitres suivants des restric-
tions seront conside´re´es afin de simplifier les quatre proble`mes de la compo-
sition et re´duire leur complexite´. Ces restrictions concernent par exemple :
la taille des ports de communication, le type de communication conside´re´ :
aucune, synchrone ou asynchrone.
Proble`me De´cidable Complexite´
PC(⊆tr) oui ?
PC(≡tr) non ×
PC(≤si) oui ?
PC(←→bi) non ×
Tab. 4.1 – Tableau re´capitulatif.
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Composition de services dans
un environnement sans
communication
Dans le Chapitre 4, nous avons pre´sente´ notre mode`le pour repre´senter
les services Web. Nous y avons e´galement de´fini le proble`me de la compo-
sition. Nous avons prouve´ que le proble`me de la composition, lorsque les
relations de bisimulation et d’e´quivalence de traces sont conside´re´es, est
inde´cidable. Cependant, nous avons vu que le proble`me devient de´cidable
pour les relations de simulation et d’inclusion de traces. Dans ce cha-
pitre, nous conside´rons des restrictions sur les services afin de re´duire
la complexite´ du proble`me de la composition. Plus pre´cise´ment, nous al-
lons conside´rer des services qui ne peuvent pas effectuer de communica-
tion [CGM06, BFDP08, BCF07]. Dans ce mode`le, les actions de commu-
nication seront repre´sente´e par des actions d’un ensemble fini Σ. On ne
distinguera plus les actions d’envoi de messages, de re´ception de messages et
les actions internes. Ainsi, nous obtenons un mode`le plus abstrait que celui
du Chapitre 4. Ensuite, nous de´crivons le proble`me de la composition pour
ce mode`le. Enfin, nous donnons des re´sultats concernant sa complexite´.
5.1 Mode`le des services
Dans ce chapitre, les services peuvent effectuer des actions sous cer-
taines conditions. Une fois les actions effectue´es, des effets doivent eˆtre pris
en conside´ration. Ces effets repre´sentent des modifications sur les variables
des services. Pour cela, nous utilisons un ensemble fini d’action Σ et un en-
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q00 q
1
1
({¬Abonne´}, Inscrire, {Abonne´})
({Abonne´,¬Franc¸ais}, T raduire, {Franc¸ais})
({Abonne´, Franc¸ais},De´finir , ∅)
Fig. 5.1 – Service TradEtDef
semble fini de formules atomiques At. Comme les services ne peuvent pas
communiquer, nous utiliserons le terme automate conditionnel (AC) au lieu
d’automate communicant conditionnel (ACC).
De´finition 5.1.1 (Service). Un service est un automate conditionnel
Ac = (Q, q0, δ) sur Σ et At tel que :
– Q est un ensemble fini d’e´tats,
– q0 est l’e´tat initial,
– δ ⊆ 2Li(At) ×Q× Σ×Q× 2Li(At) est une relation de transition.
Soulignons que tous les e´tats sont finaux, pour les meˆmes raisons qu’au
chapitre pre´ce´dent, a` savoir rendre les preuves plus simples.
Exemple 5.1.2. Conside´rons le service TradEtDef repre´sente´ dans la Fi-
gure 5.1. Ce service permet d’obtenir la de´finition d’un mot de la langue
franc¸aise. Dans le cas ou` on veut obtenir la de´finition d’un mot qui est
dans une autre langue, le service peut le traduire et ensuite le de´finir. Pour
utiliser le service il faut s’inscrire pre´alablement. Dans cet exemple, Σ =
{Inscrire, T raduire,De´finir} et At = {Abonne´,Franc¸ais}. Pour exe´cuter
l’action De´finir, il faut eˆtre abonne´ au service et il faut que le mot a` traduire
appartienne a` la langue franc¸aise. Dans le cas ou` l’utilisateur du service n’est
pas abonne´, il faut qu’il effectue l’action Inscrire. Dans le cas ou` le mot
n’appartient pas a` la langue franc¸aise, il faut effectuer l’action Traduire.
Nous allons repre´senter l’aspect dynamique des automates communicants
en leur associant des automates, comme nous l’avons fait pour les automates
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communicants conditionnels (voir la de´finition 7.1.4). Nous conside´rons l’en-
semble maximal consistant de litte´raux I0 ⊆ Li(At), pour repre´senter l’ini-
tialisation des formules atomiques.
De´finition 5.1.3 (Exe´cution des AC). Soit Ac = (Q, q0, δ) un auto-
mate conditionnel sur Σ et At. Nous appelons exe´cution de Ac, l’automate
Exec(Ac, I0) = (Q′, q′0,→′) de´fini sur Σ tel que :
– Q′ = {(q, I) | q ∈ Q et I ⊆ Li(At) est une partie maximale
consistante},
– q′0 = (q0, I0) et
– →′⊆ Q′ × Σ × Q′ est la relation de transition de´finie par
((q, I), a, (q′, I ′)) ∈→′ ssi il existe une transition (J, q, a, q′, J ′) ∈ δ
tel que J ⊆ I et I ′ = (I \ ¬J ′) ∪ J ′ avec ¬J ′ = {p : ¬p ∈ J ′} ∪ {¬p :
p ∈ J ′}.
5.2 Composition des services
Dans ce mode`le simplifie´ de services, ou` les actions de communications
n’existent pas, nous n’utilisons ni la notion de service me´diateur, ni celle de
service client. Le proble`me de la composition consistera a` de´terminer si un
service but est e´quivalent a` une communaute´ de services disponibles. Les
e´quivalences qui nous inte´ressent sont : l’inclusion de traces, l’e´quivalence
de traces, la simulation et la bisimulation.
Proble`me PCSC(≈) : proble`me de la composition dans un environnement
sans communication.
Instance : les ensembles finis Σ, At et I0 et des automates communicants
conditionnels finis Acbut, Ac1, . . . ,Acn sur Σ et At.
Question : est il vrai que
Exec(Acbut, I0)
≈
Exec(Ac1 ! . . .!Acn, I0)(∅), ou` ≈∈ {⊆tr,≡tr,≤si,←→bi} ?
Exemple 5.2.1. Nous utilisons les meˆmes ensembles At et I0 que ceux de
l’exemple 5.1.2. Quant a` l’ensemble Σ en lui ajoute l’action Transmettre.
Nous conside´rons comme service but le service repre´sente´ dans la Figure 5.1
et comme services de la communaute´, les services Ac1, Ac2 et Ac3 de la
Figure 5.2. Le service Ac1 permet a` un utilisateur de s’inscrire a` condition
qu’il ne le soit pas de´ja`. Le service Ac2 permet d’obtenir la traduction en
franc¸ais d’un mot dans une autre langue. Le service Ac3 permet d’obtenir la
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q10 q
2
0 q
2
1
q30 q
3
1
(∅, T raduire, {Franc¸ais})
({Franc¸ais},De´finir , ∅)
(∅, T ransmettre, ∅)
({¬Abonne´}, Inscrire, {Abonne´})
Fig. 5.2 – En haut les services Ac1 et Ac2 et en bas le service Ac3.
de´finition des mots qui appartiennent a` la langue franc¸aise et de transmettre
le re´sultat. Dans cet exemple, le service but est simule´ par la communaute´ 1.
E´galement, la trace du service but est incluse dans celle des services de
la communaute´. Cependant, le service but n’est ni bisimilaire ni e´quivalent
pour la trace a` la communaute´. En effet, le service Ac3 peut effectuer l’action
Transmettre, ce qui n’est pas le cas du service but.
5.3 Re´sultats de complexite´
Dans cette section, nous donnons des re´sultats concernant la com-
plexite´ du proble`me de la composition de services, lorsque l’environnement
est sans communication. Nous montrons que les proble`mes PCSC(⊆tr) et
1Formellement, la communaute´ est repre´sente´e par le produit asynchrone de Ac1, Ac2
et Ac3.
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PCSC(≡tr) sont EXPSPACE-complet. Nous montrons e´galement que les
proble`mes PCSC(≤si) et PCSC(←→bi) sont EXPTIME-complet. Dans les
travaux [BFDP08], les auteurs conside`rent les services comme des automates
finis dans un environement sans communication. Quant-a` la relation choisie
pour comparer le but et les services disponibles, ils utilisent la simulation.
Ils obtiennent le meˆme re´sultat que celui que nous pre´sentons dans cette
section.
5.3.1 Bornes infe´rieures de complexite´
Nous analysons maintenant la difficulte´ intrinse`que qu’il y a a` compa-
rer des automates conditionnels ou des produits d’automates conditionnels.
Dans cette section, nous caracte´risons les bornes infe´rieures de complexite´.
Nous montrons que les proble`mes PCSC(⊆tr), PCSC(≡tr), PCSC(≤si)
et PCSC(←→bi) sont respectivement EXPSPACE-difficile, EXPSPACE-
difficile, EXPTIME-difficile et EXPTIME-difficile. Pour cela, nous allons
re´duire le proble`me de l’e´quivalence de traces (resp. inclusion de traces) des
re´seaux de Petri saufs, qui est EXPSPACE-difficile [JM96], vers le proble`me
PCSC(≡tr) (resp. PCSC(⊆tr)) et nous allons re´duire le proble`me de la bisi-
mulation entre des re´seaux de Petri saufs, qui est EXPTIME-difficile [JM96],
vers le proble`me PCSC(←→bi). En ce qui concerne le cas de la simulation,
nous allons re´duire le proble`me de la simulation entre un automate et un
produit asynchrone d’automates, qui est EXPTIME-difficile [MW08], vers
le proble`me PCSC(≤si).
The´ore`me 5.3.1. Le proble`me de la composition PCSC(≡tr) est
EXPSPACE-difficile.
De´monstration. Pour montrer que le proble`me PCSC(≡tr) est EXPSPACE-
difficile, nous allons re´duire le proble`me de la simulation entre deux re´seaux
de Petri saufs :
Instance : un ensemble fini d’actions Σ, les re´seaux de Petri saufs N et O
sur Σ et des marquages initiaux de places mN0 et mO0 respectivement
pour N et O.
Question : est-il vrai que Exec(N ,mN0 ) ≡tr Exec(O,mO0 ) ?
qui est EXPSPACE-difficile [JM96], vers le proble`me PCSC(≡tr).
Conside´rons une instance du proble`me ci-dessus. Soit Σ un ensemble fini
d’actions, N = (PN , TN , FN , lN ), O = (PO, TO, FO, lO) sur Σ et des mar-
quages initiaux de placesmN0 etmO0 respectivement pourN et O. L’instance
ρ(Σ,N ,O,mN0 ,mO0 ) de PCSC(≡tr), que nous construisons est donne´e par
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le nombre entier n = 1, un ensemble fini d’actionsΣ ′ = Σ, un ensemble
fini de formules atomiques At = PN ∪PO, un ensemble maximal consistant
I0 ∈ 2Li(At) et des automates conditionnels a` un seul e´tat Acbut et Ac1 surΣ
et At. Dans la suite, nous donnons le de´tail de la construction de I0, Acbut
et Ac1.
Construction de l’ensemble I0
Soit la fonction h : M → 2Li(At) qui associe a` chaque marquage m ∈M
le sous-ensemble h(m) = {p | m(p) = 1} ∪ {¬p | m(p) = 0} de Li(At). L’en-
semble maximal consistant I0 est construit a` partir des marquages initiaux
mN0 et mO0 de la fac¸on suivante : I0 = h(mN0 ) ∪ h(mO0 ).
Construction de l’automate conditionnel Acbut
La construction de Acbut se fait a` partir du re´seau de Petri sauf N .
L’automate Acbut = (Qbut, qbut0 , δbut) est tel que :
– Qbut = {qbut0 } et
– δbut ⊆ 2Li(At) ×Qbut × Σ×Qbut × 2Li(At) est la relation de transition
de´finie par : (J, qbut0 , a, qbut0 , J ′) ∈ δbut ssi il existe une transition t ∈ TN
telle que les trois conditions suivantes sont satisfaites :
1. l(t) = a,
2. J = •t et
3. J ′ = t• ∪ ¬(•t \ t•).
Dans la Figure 5.3, nous repre´sentons la transition de Acbut associe´e a` une
transition t dans N .
Construction de l’automate conditionnel Ac1
La construction de l’automate conditionnel Ac1 se fait a` partir du
re´seau de Petri sauf O, de la meˆme fac¸on que la construction de l’automate
conditionnel Acbut se fait a` partir du re´seau de Petri sauf N .
Nous avons construit tous les e´le´ments de l’instance du proble`me
PCSC(≡tr), il nous reste a` ve´rifier les deux points suivants :
(1) ρ est calculable par une machine de Turing de´terministe en utilisant
un espace logarithmique,
(2) les automates finis Exec(N ,mN0 ) (resp. Exec(O,mO0 )) et
Exec(Acbut, I0) (resp. Exec(Ac1, I0)) sont isomorphes.
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qbut0
({p1, . . . pr}, a, {p′1, . . . p′s})
••
prp1
p′sp′1
t : a
Fig. 5.3 – A gauche une transition t du re´seau de Petri sauf N et a` droite
la transition qui lui est associe´e dans l’automate conditionnel Acbut.
Ve´rification du point (1)
Une machine de Turing M calcule ρ de la fac¸on suivante :
(a) La machine M e´crit d’abord sur son ruban de sortie les ensembles
Σ et At. Elle e´crit ensuite l’ensemble {qbut0 }, contenant l’unique e´tat
de Acbut et l’ensemble {q10} contenant l’unique e´tat de Ac1.
(b) Ensuite, la machine va e´crire la partie maximale consistante I0 =
h(mN0 )∪h(mO0 ) de Li(At). Pour ce faire,M lit sur son ruban d’entre´e,
pour chaque place p ∈ PN (resp. p ∈ PO) la valeur de mN0 (p) (resp.
mO0 (p)) et ajoute p ou ¬p a` I0 selon que cette valeur est 1 ou 0.
(c) Pour finir, la machineM va e´crire, sur son ruban de sortie, la fonction
de transition δbut (resp. δ1) de Acbut (resp. Ac1). Pour ce faire, elle
utilise deux compteurs i et j. Le compteur i va successivement prendre
comme valeurs les transitions de N (resp. O). Pour chaque valeur
de i, M e´crit toute les transitions (J, qbut0 , a, qbut0 , J ′) ∈ δbut (resp.
(J, q10 , a, q10 , J ′) ∈ δ1) ou` a est l’action correspondant a` la transition
i via la fonction l. Pour ce faire, M va donner successivement a` j
comme valeurs les places de N (resp. O).
Toutes ces e´tapes peuvent bien suˆr eˆtre re´alise´es de fac¸on de´terministe en
utilisant un espace logarithmique.
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Ve´rification du point (2)
Nous prouvons que :
Exec(N ,mN0 ) 0iso Exec(Acbut, I0).
Notons que la preuve est identique pour Exec(O,mO0 ) 0iso Exec(Ac1, I0).
Nous proce´dons de la fac¸on suivante. Les e´tats de Exec(N ,mN0 ) sont des
marquages pourN . Les e´tats de Exec(Acbut, I0) sont des couples de la forme
(qbut0 , I) ou` qbut0 est l’unique e´tat de Acbut et I est une partie maximale
consistante de Li(At).
Nous attirons votre attention sur le fait que, pour toute transition
(J, qbut0 , a, qbut0 , J ′) dans Acbut les ensembles J et J ′ sont inclus dans Li(PN ).
Par conse´quent, les e´tats accessibles dans Exec(Acbut, I0), a` partir de
(qbut0 , I0), sont de la forme (qbut0 , (IN ∪h(mO0 )) avec IN un ensemble maximal
consistant pour Li(PN ).
Maintenant, conside´rons la fonction g qui associe a` chaque marquage
mN accessible dans Exec(N ,mN0 ) a` partir de mN0 le couple (qbut0 , (h(mN )∪
h(mO0 )). La construction de la fonction h est telle que g est une bijection.
De plus, g(mN0 ) = h(mN0 ) ∪ h(mO0 ). Ainsi, g(mN0 ) = (qbut0 , I0).
Dans le reste de la preuve, nous montrons que pour tout marquage mN1 ,
mN2 pour N et pour toute action a ∈ Σ :
mN1 [a
〉
mN2 ⇐⇒ g(mN1 )→{a}Exec(Acbut,I0) g(mN2 ).
(⇒) Conside´rons l’implication de gauche a` droite. Si
mN1 [a
〉
mN2 .
alors il existe une transition t ∈ TN telle que :
– l(t) = a,
– pour tout p ∈ •t, mN1 (p) = 1 et
– mN2 (p) =

mN1 (p) si p +∈ •t ∪ t•
1 si p ∈ t•
0 sinon
Par conse´quent, dans l’automate Acbut, (J, qbut0 , a, qbut0 , J ′) ∈ δbut avec J =•t et J ′ = t• ∪ ¬(•t \ t•). Soit les ensembles maximaux consistants I1 =
h(mN1 ) ∪ h(mO0 ) et I2 = h(mN2 ) ∪ h(mO0 ) et les e´tats g(mN1 ) = (q0, I1) et
g(mN2 ) = (q0, I2). Il est facile de ve´rifier que I2 = (I1 \¬J ′)∪J ′. On sait que
I2 = h(mN2 ) ∪ h(mO0 ). Soit J ′′ = (•t ∪ t•) ∪ (¬(•t ∪ t•)). Intuitivement,
J ′′ repre´sente tout les litte´raux qui peuvent eˆtre obtenus a` partir de la
transition t. Ainsi, I2 = (h(mN1 ) \ J ′′) ∪ t• ∪ ¬(•t \ t•) ∪ h(mO0 ). Il s’en
suit que, I2=(h(mN1 ) \ J ′′) ∪ h(mO0 ) ∪ J ′. Les ensembles h(mN1 ) et h(mO0 )
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sont disjoints. Par conse´quent, I2=((h(mN1 ) ∪ h(mO0 )) \ J ′′) ∪ J ′. Sachant
que l’ensemble ¬J ′ est inclus dans J ′′ et que J ′ est maximal pour J ′′ 2, alors
il est clair que, I2 = (I1 \ ¬J ′) ∪ J ′. De plus, sachant que pour tout p ∈ •t,
mN1 (p) = 1 alors •t ⊆ h(mN1 ). Il en re´sulte que •t ⊆ I1. Par conse´quent,
(qbut0 , I1)→{a}Exec(Acbut,I0) (qbut0 , I2). Donc, g(mN1 )→
{a}
Exec(Acbut,I0) g(m
N
2 ).
(⇐) Conside´rons l’implication de droite a` gauche. Supposons que :
g(mN1 )→{a}Exec(Acbut,I0) g(mN2 ).
Par de´finition de g, on a :
(qbut0 , (h(mN1 ) ∪ h(mO0 )))→{a}Exec(Acbut,I0) (qbut0 , (h(mN2 ) ∪ h(mO0 ))).
Soit les ensembles maximaux consistants I1 = h(mN1 ) ∪ h(mO0 ) et I2 =
h(mN2 ) ∪ h(mO0 ). La transition dans Exec(Acbut, I0), implique qu’ il existe
une transition (J, qbut0 , a, qbut0 , J ′) ∈ δbut telle que J ⊆ h(mN1 ) et I2 = (I1 \
¬J ′) ∪ J ′. D’apre`s la construction de Acbut, il existe une transition t ∈ TN
telle que :
– l(t) = a,
– J = •t et
– J ′ = t• ∪ ¬(•t \ t•).
Puisque I2 = (I1 \¬J ′)∪J ′ alors I2 = ((h(mN1 )∪h(mO0 ))\¬J ′)∪J ′. Sachant
que h(mN1 ) et h(mO0 ) sont disjoints, il en re´sulte que I2 = (h(mN1 )\¬J ′)∪J ′
∪h(mO0 ). On sait que I2 = h(mN2 ) ∪ h(mO0 ). De ce fait, h(mN2 ) = (h(mN1 ) \
¬J ′)∪ J ′. D’une part, l’ensemble (h(mN1 ) \ ¬J ′) est compose´ d’un ensemble
de litte´raux inclus dans J . D’autre part, il contient un ensemble disjoint de
J ′′ = (•t ∪ t•) ∪ (¬(•t ∪ t•)). Par conse´quent, h(mN2 ) = (h(mN1 ) \ J ′′) ∪ J ′.
Ainsi, h(mN2 ) = (h(mN1 ) \ J ′′) ∪ t• ∪ ¬(•t \ t•). Par de´finition de h, on a :
mN2 (p) =
 m
N
1 (p) si p +∈ •t ∪ t•
1 si p ∈ t•
0 sinon
De plus, sachant que •t ⊆ h(mN1 ), cela implique que pour tout p ∈ •t,
mN1 (p) = 1. Par conse´quent, mN1 [a
〉
mN2 .
The´ore`me 5.3.2. Le proble`me de la compostion PCSC(⊆tr) est
EXPSPACE-difficile et le proble`me de la composition PCSC(←→bi) est
EXPTIME-difficile.
2Pour plus de pre´cision, voire la de´finition 3.2.3 d’un ensemble maximal pour un autre
ensemble.
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De´monstration. Il suffit d’utiliser la re´duction du the´ore`me 5.3.1 et de rap-
peler que le proble`me de la bisimulation entre re´seaux de Petri saufs est
EXPTIME-difficile [JM96] et que le proble`me de l’inclusion de traces entre
re´seaux de Petri saufs est EXPSPACE-difficiles [JM96].
Il est significatif de constater que dans la re´duction utilise´e dans la preuve
du the´ore`me 5.3.1, qui est la meˆme que celle du the´ore`me 5.3.2, on obtient
un seul service disponible. Par conse´quent, si nous conside´rons la restriction
du proble`me de la composition qui consiste a` conside´rer uniquement les ins-
tances avec n = 1, le proble`me reste EXPSPACE-difficile pour l’e´quivalence
de traces et l’inclusion de traces et EXPTIME-difficile pour la bisimulation.
The´ore`me 5.3.3. Le proble`me PCSC(≤si) est EXPTIME-difficile.
De´monstration. Conside´rons le proble`me de la simulation d’un automate
fini par un produit d’automates finis :
Instance : des automates finis de´terministes A, B1, . . . ,Bn sur Σ.
Question : est il vrai que
A ≤si B1 ⊗ . . .⊗ Bn ?
Ce proble`me est EXPTIME-difficile [MW08] et ses instances correspondent
a` celles du proble`me PCSC(≤si) dans lesquelles At = ∅. Donc, le proble`me
PCSC(≤si) est EXPTIME-difficile.
Soulignons que, dans le cas restrictif ou` le nombre de services dispo-
nibles n est fixe´ a` 1, le proble`me de la composition pour la simulation reste
EXPTIME-difficile. Comme dans la preuve du the´oreme 5.3.3, la preuve est
base´e sur une re´duction du proble`me de la simulation d’un automate fini par
un produit d’automates finis au proble`me PCSC(≤si) dans le cas ou` n = 1.
The´ore`me 5.3.4. Dans le cas ou` n = 1, le proble`me PCSC(≤si) est
EXPTIME-difficile.
De´monstration. Nous allons re´duire le proble`me de la simulation d’un au-
tomate fini par un produit d’automates finis :
Instance : des automates finis de´terministes A, B1, . . . ,Bn sur Σ.
Question : est il vrai que
A ≤si B1 ⊗ . . .⊗ Bn ?
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qui est EXPTIME-difficile [MW08], au proble`me PCSC(≤si) dans le cas ou`
n = 1. Conside´rons une instance du proble`me ci-dessus. Soit n ≥ 2, pour
tout i ∈ {1, . . . , n}, soit Bi = (Qi, qi0,→Bi) etA = (Q, q0,→A) des automates
finis de´terministes sur Σ. L’instance ρ(n,Σ,A,B1, . . . ,Bn) de PCSC(≤si),
que nous construisons est donne´e par un ensemble fini d’actionsΣ ′ = Σ, un
ensemble fini de formules atomiques At, un ensemble maximal consistant
I0 ∈ 2Li(At) et des automates conditionnels Acbut et Ac1 sur Σ et At. Dans
la suite, nous donnons le de´tail de la construction de At, I0, Acbut et Ac1.
Construction des ensembles At et I0
Les formules atomiques vont nous permettre de coder les e´tats des au-
tomates B1, . . . ,Bn. Sans perte de ge´ne´ralite´, nous supposons que :
Card(Q1) = . . . = Card(Qn), ou` Card(.) repre´sente la cardinalite´.
Soit t = 8log2(Card(Q1))9 = . . . = 8log2(Card(Qn))9, ou` 8.9 repre´sente la
partie entie`re supe´rieure. Pour tout i ∈ {1, . . . , n}, nous conside´rons un en-
semble Ati = {ri1, . . . , rit} de t formules atomiques. Notons que les ensembles
At1, . . . , Atn sont deux a` deux disjoints. L’ensemble At repre´sente l’union
des ensembles At1, . . . , Atn. Soit f : Q1 ∪ . . . ∪ Qn → 2Li(At) une fonction
bijective telle que pour tout i ∈ {1, . . . , n} et pour tout q ∈ Qi, f(q) est une
partie maximale consistante de Li(Ati). Intuitivement, f(q), repre´sente le
codage de q en binaire, sur t bits. L’ensemble I0 est l’union du codage des
e´tats initiaux de B1, . . . ,Bn. Formellement, I0 = f(q10) ∪ . . . ∪ f(qn0 ).
Pour une meilleur compre´hension, conside´rons l’exemple suivant. Sup-
posons que n = 2 et | Q1 |=| Q2 |= 3. Dans ce cas :
– At = {r11, r12, r21 , r22} et on peut choisir f en posant :
– f(q10) = {¬r11,¬r12}, f(q11) = {¬r11, r12}, f(q12) = {r11 ,¬r12},
– f(q20) = {¬r21,¬r22}, f(q21) = {¬r21, r22} et f(q22) = {r21 ,¬r22}.
Construction de l’automate conditionnel Acbut
Concernant la construction de l’automate conditionnel Acbut =
(Qbut, qbut0 , δbut) sur Σ et At, il est construit a` partir de l’automate A de
la fac¸on suivante :
– Qbut = Q,
– qbut0 = q0 et
– δbut ⊆ 2Li(At) ×Qbut × Σ×Qbut × 2Li(At) est la relation de transition
de´finie par :
(∅, q1, a, q2, ∅) ssi q1 →aA q2.
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q1 q2a q1 q1
(∅, a, ∅)
Fig. 5.4 – A` gauche, une transition de l’automate A. A` droite, la transition
qui lui est associe´e dans l’automate conditionnel Acbut.
Dans la Figure 5.4, nous repre´sentons une transition de Acbut obtenue a`
partir d’une transition de A.
Construction de l’automate conditionnel Ac1
L’automate conditionnel Ac1 est construit a` partir des automates
B1, . . . ,Bn de la fac¸on suivante. Soit B′ = (QB′ , qB′0 ,→B′) le produit asyn-
chrone des Bi, i ∈ {1, . . . , n}. Conside´rons l’automate conditionnel Ac1 =
(Q′, q′0, δ′) sur Σ et At tel que :
– Q′ = {q′0} et
– δ′ ⊆ 2Li(At) ×Q′×Σ×Q′× 2Li(At) est la relation de transition de´finie
par : (J, q′0, a, q′0, J ′) ∈ δ′ ssi il existe i ∈ {1, . . . , n} et des e´tats qi1, qi2 ∈
Qi tels que :
– qi1 →{a}Bi qi2,
– J = f(qi1) et
– J ′ = f(qi2).
Dans la Figure 5.5, pour un i ∈ {1, . . . , n}, nous repre´sentons une transition
de Ac1 obtenue a` partir d’une transition de Bi.
Dans ce qui suit, nous ve´rifions les trois points suivants :
(1) La re´duction ρ est calculable par une machine de Turing de´terministe
en utilisant un espace logarithmique.
(2) Les automates finis A et Exec(Acbut, I0) sont isomorphes.
(3) Les automates finis B′ et Exec(Ac1, I0) sont isomorphes.
Ve´rification du point (1)
L’argument est semblable a` celui que nous avons de´veloppe´ dans la
preuve du the´ore`me 5.3.1. Une machine de Turing M calcule ρ de la fac¸on
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qi1 q
i
2
a q′0
(f(qi1), a, f(qi2))
Fig. 5.5 – A` gauche, une transition de l’automate Bi, pour un i ∈ {1, . . . , n}.
A` droite, la transition qui lui est associe´e dans l’automate conditionnel Ac1.
suivante :
(a) La machine M e´crit d’abord sur son ruban de sortie l’ensemblesΣ
et l’ensemble {q10} contenant l’unique e´tat de Ac1. Elle e´crit ensuite
l’ensembleQbut et l’e´tat {qbut0 } qu’elle lit a` partir de son ruban d’entre´e.
Afin d’e´crire δbut, pour chaque transition (q1 →A q2) que la machine
lit, sur son ruban d’entre´e, elle e´crit (∅, q1, a, q2, ∅) sur son ruban de
sortie.
(b) Maintenant, la machine va e´crire les ensembles At1, . . . Atn qui
constituent l’ensemble At. Pour cela, elle va utiliser un compteur
t pour calculer 8log2(| Qn |)9. Ensuite elle e´crit un a un les en-
sembles Ati = {ri1, . . . , rit}, pour tout i ∈ {1, . . . , n}. Pour e´crire
I0 = f(q10)∪. . .∪f(qn0 ) la machine va e´crire pour chaque qi0 les litte´raux
¬ri1, . . . ,¬rit.
(c) Pour finir, la machineM va e´crire, sur son ruban de sortie, la fonction
de transition δ1 de Ac1. Pour ce faire, elle utilise deux compteurs i et
j. Le compteur i va repre´senter un automate Bi et le compteur j une
transition. Pour chaque valeur de i, siM lit la transition j de´finie par
qi1 →{a}Bi qi2 alors elle e´crit la transitions (f(qi1), q10 , a, q10 , f(qi2)) ∈ δ1.
Toutes ces e´tapes peuvent bien suˆr eˆtre faites de fac¸on de´terministe en uti-
lisant un espace logarithmique.
Ve´rification du point (2)
L’automate conditionnel Acbut est la simple re´e´criture de l’automate fini
de´terministe A sous le format d’automate conditionnel. Dans l’automate
fini Exec(Acbut, I0), les e´tats accessibles a` partir de l’e´tat initial (q0, I0) sont
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tous de la forme (q, I0), q ∈ Q. Si nous conside´rons la fonction g qui associe
a` chaque e´tat accessible (q, I0)dans Exec(Acbut, I0) l’e´tat q dans A alors il
est claire que g est un isomorphisme.
Ve´rification du point (3)
Nous proce´dons de la fac¸on suivante. Les e´tats de B′ sont des n-uplet
d’e´tats (q1, . . . , qn) ou` qi, i ∈ {1, . . . , n}, est un e´tat de Bi. Les e´tats de
Exec(Ac1, I0) sont des couples de la forme (q′0, I) ou` q′0 est l’unique e´tat de
Ac1 et I est une partie maximale consistante de Li(At).
Soit g la fonction qui associe a` chaque n-uplets d’e´tats (q1, . . . , qn) de B′
le couple unique (q′0, I) tel que I = f(q1) ∪ . . . ∪ f(qn). Il est clair que g est
une bijection et que g(q10 , . . . qn0 ) = (q′0, I0).
Il reste a` prouver que pour tout n-uplet d’e´tats (q11 , . . . , qn1 ), (q12 , . . . , qn2 )
de B′ et pour toute action a ∈ Σ :
(q11 , . . . , qn1 ) →aB′ (q12 , . . . , qn2 ) ⇐⇒ g(q11 , . . . , qn1 ) →aExec(Acbut,I0) g(q12 , . . . , qn2 ).
(⇒) Conside´rons l’implication de gauche a` droite. Supposons que :
(q11 , . . . , qn1 )→{a}B′ (q12 , . . . , qn2 ).
Par de´finition du produit asynchrone, cela implique qu’il existe un i ∈
{1, . . . , n} tel que :
– qi1 →{a}Bi qi2 et
– pour tout j += i, qj2 = qj1.
Ainsi, par construction de Ac1, (f(qi1), q′0, a, q′0, f(qi2)) ∈ δ′. Conside´rons
l’ensemble maximal consistant I2 = f(q11) ∪ . . . ∪ f(qi2) ∪ . . . ∪ f(qn1 ) et
l’e´tat g(q12 , . . . , qn2 ) = (q′0, I2). Soit I1 = f(q11) ∪ . . . ∪ f(qn1 ). Puisque
g(q11 , . . . , qn1 ) = (q′0, I1) alors f(qi1) ⊆ I1. Par construction de Exec(Ac1, I0),
puisque f(qi1) ⊆ I1 et I2 = (I1 \ ¬f(qi2)) ∪ f(qi2) alors :
(q′0, I1)→{a}Exec(Ac1,I0) (q′0, I2).
Par conse´quent, g(q11 , . . . , qn1 )→{a}Exec(Ac1,I0) g(q12 , . . . , qn2 ).
(⇐) Conside´rons l’implication de droite a` gauche. Supposons que :
g(q11 , . . . , q
n
1 )→{a}Exec(Ac1,I0) g(q12 , . . . , qn2 ). (5.1)
Soit I1 = f(q11) ∪ . . . ∪ f(qn1 ) et I2 = f(q12) ∪ . . . ∪ f(qn2 ). Par construction
de g, g(q11 , . . . , qn1 ) = (q′0, I1) et g(q12 , . . . , qn2 ) = (q′0, I2). Par construction de
Exec(Ac1, I0), l’e´quation 5.1 implique qu’il existe des ensembles consistants
J, J ′ ∈ 2Li(At) tels que :
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– J ⊆ I1,
– I2 = (I1 \ ¬J ′) ∪ J ′ et
– (J, q′0, a, q′0, J ′) ∈ δ′.
D’apre`s la construction de Ac1, il existe un i ∈ {1, . . . , n} et des e´tats
qi1, q
i
2 ∈ Qi tels que
– qi1 →{a}Bi qi2,
– J = f(qi1) et
– J ′ = f(qi2).
Montrons que (q12, . . . , qi2, . . . , qn2 ) = (q11 , . . . , qi2, . . . , qn1 ). Sachant que I2 =
(I1\¬f(q2i ))∪f(qi2) et que I1 = f(q11)∪ . . . f(qi1) . . .∪f(qn1 ) alors I2 = f(q11)∪
. . . f(qi2) . . . ∪ f(qn1 ). Vu que g est une bijection alors (q12 , . . . , qi2, . . . , qn2 ) =
(q11 , . . . , qi2, . . . , qn1 ). A partir de la de´finition d’un produit asynchrone on a,
si qi1 →{a}Bi qi2 alors :
(q11, . . . , qi1, . . . qn1 )→{a}B′ (q11, . . . , qi2, . . . , qn1 ).
5.3.2 Bornes supe´rieures de complexite´
Dans cette section, nous caracte´risons les bornes supe´rieures de
complexite´ pour les proble`mes PCSC(⊆tr), PCSC(≡tr), PCSC(≤si) et
PCSC(←→bi). Pour cela, nous allons proposer des algorithmes base´s
sur des proce´dures connues, qui permettent de re´soudre des proble`mes
d’e´quivalences entre automates finis. Nous allons montrer que les proble`mes
PCSC(⊆tr) et PCSC(≡tr) sont dans EXPSPACE. Nous allons e´galement
montrer que PCSC(≤si) et PCSC(←→bi) sont dans EXPTIME. Rappelons
quelques re´sultats. Les proble`mes de l’inclusion de traces et de l’e´quivalence
de traces, entre deux automates finis, sont dans PSPACE [GJ90]. Les
proble`mes de la simulation et de la bisimulation, entre deux automates finis,
sont dans PTIME [HS96]. Nous remarquons une augmentation exponentielle
de la complexite´ des proble`mes, lorsqu’on conside`re des automates condition-
nels. Cela est du d’une part, a` la taille exponentielle des exe´cutions associe´es
aux automates conditionnels, par rapport au nombre de formules atomiques.
D’autre part, la taille du produit d’automates conditionnels est exponentiel
par rapport au nombre d’automates conside´re´s.
The´ore`me 5.3.5. PCSC(←→bi) est dans EXPTIME.
De´monstration. Conside´rons l’algorithme suivant : Un temps exponentiel,
par rapport a` n et a` la taille de At, est ne´cessaire pour que l’algorithme
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Algorithm 1 Algorithme pour la re´solution de PCSC(←→bi)
1: Resoudre-PCSC(←→bi)(Σ, At, I0, n,Acbut,Ac1, . . . ,Acn)
2: A← Exec(Acbut, I0)
3: Ac′ ← Ac1 ! . . .!Acn
4: A′ ← Exec(Ac′, I0)
5: if A←→bi A′ then retourner Vrai
6: else retourner Faux
7: end if
8: end procedure
retourne une re´ponse. Le de´tail du temps ne´cessaire pour les quatre e´tapes
de la proce´dure est donne´ comme suit :
– Dans la ligne 2, un temps exponentiel par rapport a` la taille de At est
suffisant pour construire A a` partir de Acbut et de I0.
– Dans la ligne 3, un temps exponentiel par rapport a` n et a` la taille de
At est suffisant pour construire Ac′ a` partir de Ac1 ! . . .!Acn.
– Dans la ligne 4, un temps exponentiel par rapport a` la taille de At est
suffisant pour construire A′ a` partir de Ac′ et de I0.
– Dans la ligne 5, un temps polynomial par rapport a` la taille de A et
A′ est suffisant pour de´terminer si A et A′ sont bisimilaires [HS96].
Notre algorithme est correct et complet, sachant que dans [HS96], la
proce´dure propose´e retourne ”vrai” ssiA etA′ . Par conse´quent PCSC(←→bi
) est dans EXPTIME.
Un argument semblable a` l’argument pre´ce´dent montrerait que :
The´ore`me 5.3.6. PCSC(≤si) est dans EXPTIME, PCSC(⊆tr) et
PCSC(≡tr)) sont dans EXPSPACE.
De´monstration. Il suffit de rappeler que le proble`me de la simulation entre
automates finis est dans P [HS96], que le proble`me de l’inclusion de traces
entre automates finis est dans PSPACE [GJ90] et que le proble`me de
l’e´quivalence de traces entre automates finis est dans PSPACE [GJ90].
Soulignons que dans le cas ou` le nombre de services disponibles n
est fixe´ a` 1, le proble`me de la composition pour l’inclusion de traces et
l’e´quivalence de traces reste EXPSPACE-complet. De meˆme, le proble`me
reste EXPTIME-complet, pour la simulation et la bisimulation. Cela est du
au couˆt des e´tapes 1. et 3. de l’algorithme pre´ce´demment pre´sente´.
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Proble`me Complexite´
PCSC(⊆tr) EXPSPACE-complet
PCSC(≡tr) EXPSPACE-complet
PCSC(≤si) EXPTIME-complet
PCSC(←→bi) EXPTIME-complet
Tab. 5.1 – Tableau re´capitulatif, dans le cas ou` l’environnement est sans
communication.
5.4 Conclusion
Dans ce chapitre, nous avons conside´re´ un mode`le simplifie´ des ser-
vices, dans un environnement sans communications. Ce mode`le peut eˆtre vu
comme une abstraction du mode`le pre´sente´ dans le Chapitre 4. Dans le cas ou`
les services ne peuvent pas communiquer, nous avons montre´ que le proble`me
de la composition pour la bisimulation et la simulation est EXPTIME-
complet. Concernant l’inclusion de traces et l’e´quivalence de traces, nous
avons montre´ que le proble`me de la composition est EXPSPASE-complet.
De plus, nous avons montre´ que ces re´sultats restent valables dans le cas
ou` la communaute´ contient un unique service disponible. Le Tableau 5.1
re´capitule tout ces re´sultats.
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Chapitre 6
Composition de services dans
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Dans ce chapitre, nous nous inte´ressons au proble`me de la composition
de services, dans le cas ou` la communication entre ces derniers est asyn-
chrone [BCF08b, BCF08a]. Par communication asynchrone nous voulons
dire que l’envoi ou la re´ception de messages s’effectue, par les services, de
fac¸on autonome. En d’autres termes, lorsqu’un service envoie un message il
n’a pas besoin de se synchroniser avec les autres services disponibles. Dans
un premier temps, nous pre´sentons le cadre formel que nous utilisons pour
repre´senter les services. Ensuite, nous de´crivons le proble`me de la composi-
tion que nous conside´rons. Nous donnerons enfin l’ensemble de nos re´sultats
concernant ce proble`me.
6.1 Mode`le des services
Le mode`le que nous conside´rons, pour la repre´sentation des services,
est identique a` celui que nous avons de´crit dans le Chapitre 4. L’unique
diffe´rence est que nous conside´rons le cas particulier ou` la taille des ports
est borne´e par un entier k ∈ IN. Sans perte de ge´ne´ralite´, nous conside´rons
que tout les ports sont borne´s par le meˆme entier k. Nous rappelons que
dans ce mode`le, les services partagent un ensemble fini d’actions note´ Σ, un
ensemble fini de formules atomiques note´ At et un ensemble fini de ports
note´ Port. Les actions dans Σ repre´sentent les actions internes qu’un service
peut effectuer. Pour tout pi ∈ port, les actions de la formes !pi repre´sentent
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l’envoi d’un message dans le port pi. Re´ciproquement, les actions de la forme
?pi repre´sentent la re´ception d’un message dans le port pi. Toutes les actions
effectue´es par un service, que ce soit des actions internes ou des actions
de communications, peuvent eˆtre conditionne´es par un sous-ensemble1 de
Li(At). Les actions peuvent engendrer des effets, e´galement repre´sente´s par
un sous ensemble de Li(At). Nous rappelons ci-dessous la de´finition d’un
service et de son exe´cution.
De´finition 6.1.1 (Service). Un service est un automate communicant
conditionnel (ACC) Ac = (Q, q0, F,δ ) surΣ ∪ ({!, ?}×Port) et At tel que :
– Q est un ensemble fini d’e´tats,
– q0 est l’e´tat initial,
– F est l’ensemble des e´tats finaux,
– δ ⊆ 2Li(At) ×Q × (Σ ∪ ({!, ?} × Port)) × Q × 2Li(At) est une relation
de transition.
Dans notre mode`le, nous utiliserons un service but, un service client,
des services disponibles et un service me´diateur. Le service but repre´sente
le service qui pourra re´aliser les actions souhaite´es par un client. Le service
client est un service qui ne peut effectuer que des actions de communica-
tions. De plus, les messages envoye´s par le client sont rec¸us par le service
but. Re´ciproquement, les messages envoye´s par le service but sont rec¸us par
le client. Pour de´finir le service client, nous avons besoin de deux e´tats : a`
partir du premier e´tat il ne peut que transmettre des messages et a` partir
du second il ne peut que recevoir des messages. Les services disponibles sont
les services re´pertorie´s dans l’annuaire UDDI (Universel Description, Disco-
very, and Integration) des services et qui sont mis a` la disposition d’autres
services. Enfin, le service me´diateur est un service qui communique avec les
services disponibles et qui peut leur servir d’interme´diaire. Par exemple, si
deux services disponibles ne communiquent pas sur les meˆmes ports alors le
services me´diateurs se chargera de re´cupe´rer les messages de l’un et de les
envoyer a` l’autre. Ainsi, les services particuliers qui ne peuvent effectuer que
de la communication sont le service client et le service me´diateur.
De´finition 6.1.2 (Service client ). Un service client est un auto-
mate communicant conditionnel Acclient = (Qclient, qclient0 , F client, δclient)
sur {!, ?} × Port et At, tel que Qclient = {qclient0 , qclient1 } est une paire
d’e´tats, F client = Qclient et pour tout port pi ∈ Port et pour tout ensemble
J, J ′ ⊆ Li(At) on a :
1L’ensemble des litte´raux qu’on peut construire a` partir de At est note´ Li(At),
voire 3.2.1.
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– (J, qclient1 , !pi, qclienti , J ′) +∈ δclient ou` qclienti ∈ Qclient, i ∈ {0, 1},
– (J, qclient0 , ?pi, qclienti , J ′) +∈ δclient ou` qclienti ∈ Qclient, i ∈ {0, 1} et
De´finition 6.1.3 (Service me´diateur). Un service me´diateur est un
automate communicant conditionnel Acmed = (Qmed , qmed0 , Fmed, δmed) sur
{!, ?}×Port et At tel que δmed ⊆ {∅}× Qmed× ({!, ?}×Port)×Qmed×{∅}.
En ayant les ports initialement vides et a` partir d’un ensemble initial
I0 ⊆ Li(At) maximal consistant, l’exe´cution d’un automate communicant
conditionnel nous permet de repre´senter l’e´volution du contenu des ports et
celle de l’ensemble I0. Pour repre´senter le contenu des ports, nous utilisons
les fonctions γ : Port → {1, . . . , k} avec k ∈ IN. L’ensemble de toutes ces
fonctions est note´ Γ.
De´finition 6.1.4 (Exe´cution des ACC). Soit un entier k ∈ IN et
Ac = (Q, q0, F,δ ) un automate communicant conditionnel surΣ ∪ ({!, ?} ×
Port) et At. Nous appelons exe´cution de Ac, l’automate Exec(Ac, I0) =
(Q′, q′0, F ′,→′) de´fini surΣ ∪ ({!, ?} × Port) tel que :
– Q′ = {(q, γ, I) | q ∈ Q,γ ∈ Γ et I ⊆ Li(At) est une partie maximale
consistante},
– q′0 = (q0, γ0, I0) ou` ∀pi ∈ Port,γ 0(pi) = 0,
– F ′ = {(q, γ, I) | q ∈ F} et
– →′⊆ Q′×Σ∪({!, ?}×Port)×Q′ est la relation de transition de´finie par
((q, γ, I), a, (q′ , γ′, I ′)) ∈→′ ssi il existe une transition (J, q, a, q′, J ′) ∈ δ
telle que J ⊆ I, I ′ = (I \ ¬J ′) ∪ J ′ ou` ¬J ′ = {p : ¬p ∈ J ′} ∪ {¬p :
p ∈ J ′} et
– a ∈ Σ et γ = γ′,
– a =?pi, γ(pi) > 0, γ′(pi) = γ(pi) − 1 et γ′(pi′) = γ(pi′) pour pi′ += pi et
– a =!pi, γ(pi) < k, γ′(pi) = γ(pi) + 1 et γ′(pi′) = γ(pi′) pour pi′ += pi.
6.2 Composition des services
Le proble`me de la composition consiste, e´tant donne´ un service client, un
service but et des service disponibles, a` de´terminer l’existence d’un service
me´diateur tel que : le comportement du syste`me compose´ du service client
et du service but soit e´quivalent au comportement du syste`me compose´
du client, du me´diateur et des services disponibles. L’e´quivalence doit eˆtre
satisfaite lorsque d’une part la communication entre les services disponibles
n’est pas observable et d’autre part la communication entre les services et le
me´diateur n’est e´galement pas observable. La communication non observable
se fera a` travers l’ensemble de ports Port′ ⊆ Port. Plus pre´cisement, notre
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proble`me de la composition est le proble`me de de´cision de´fini de la fac¸on
suivante :
Proble`me PBC(≈) : proble`me borne´ de la composition
Instance : un entier k, les ensembles finis Σ, Port et Port′ ⊆ Port, At
et I0 ⊆ Li(At), un automate communicant conditionnel Acclient sur
{!, ?}×Port et At et des automates communicants conditionnels finis
Acbut, Ac1, . . . ,Acn surΣ ∪ ({!, ?} × Port) et At.
Question : existe-t-il un service me´diateur Acmed sur {!, ?} × Port et At,
tel que
Exec(Acclient !Acbut, I0)
≈
Exec(Acclient !Ac1 ! . . .!Acn !Acmed, I0)({!, ?} × Port′) ?
ou` ≈∈ {⊆tr,≡tr,≤si,←→bi}.
Les relations auxquels nous nous inte´ressons sont l’inclusion de traces,
l’e´quivalence de traces, la simulation et la bisimulation.
6.3 Re´sultats de complexite´ : bornes infe´rieures
Dans cette section et la section suivante, nous pre´sentons des re´sultats
concernant les quatre proble`mes de la composition PBC(⊆tr), PBC(≡tr),
PBC(≤si) et PBC(←→bi). Nous conside´rerons que les ports peuvent contenir
au plus un message a` la fois (c’est-a`-dire k = 1). Pour le cas ge´ne´ral avec
k ≥ 1, le raisonnement sera identique. Les re´ductions utilise´es pour le calcul
de la borne infe´rieure dans le cas ou` k = 1 seront les meˆmes que pour le cas
ou` k ≥ 1. Les proce´dures utilise´es pour le cas ou` k = 1 seront les meˆmes que
celles utilise´es pour le cas ou` k ≥ 1. L’espace ainsi que le temps ne´cessaire
pour re´soudre le cas ou` k = 1 et k ≥ 1 seront du meˆme ordre de grandeur
par rapport a` la taille de l’entre´e du proble`me. Nous donnerons plus de
pre´cision, lorsque nous de´crirons les diffe´rentes proce´dures de re´solutions
des proble`mes.
Dans ce qui suit, nous montrons que les proble`mes PBC(⊆tr) et PBC(≡tr
) sont EXPSPACE-difficiles et que les proble`mes PBC(≤si) et PBC(←→bi)
sont EXPTIME-difficiles. Pour prouver que le proble`me PBC(⊆tr) est
EXPSPACE-difficile, nous utilisons une re´duction, en espace logarithmique,
du proble`me de l’universalite´ des langages re´guliers avec carre´, connu
pour eˆtre EXPSPACE-difficile [MS72]. Pour montrer que PBC(≤si) est
EXPTIME-difficile, nous utilisons une re´duction, en espace logarithmique,
du proble`me qui consiste a` de´terminer si un automate fini est similaire
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au produit asynchrone de n automates finis, connu pour eˆtre EXPTIME-
difficile [MW08]. En ce qui concerne le proble`me PBC(≡tr) (resp. PBC(←→bi
)), nous utilisons une re´duction, en espace logarithmique, du proble`me
de l’inclusion de traces (resp. bisimulation) entre deux re´seaux de Petri
1-saufs, connu pour eˆtre EXPSPACE-difficile [JM96] (resp. EXPTIME-
difficile [JM96]).
6.3.1 Inclusion de traces
Dans le Chapitre 4, plus pre´cise´ment dans le lemme 4.2.4, nous avons
prouve´ que le proble`me de l’e´quivalence avec le me´diateur large PEL(⊆tr)
se re´duit au proble`me de la composition PC(⊆tr), en utilisant un espace
logarithmique. L’unique diffe´rence entre le proble`me PC(⊆tr) et PBC(⊆tr)
est que les ports peuvent contenir au plus un message. Ainsi, la re´duction
propose´e dans la preuve du lemme 4.2.4 est applicable pour re´duire le
proble`me PEL(⊆tr) au proble`me PBC(⊆tr). Par conse´quent, pour prouver
que PBC(⊆tr) est EXPSPACE-difficile, il suffit de prouver que PEL(⊆tr) est
EXPSPACE-difficile. Pour cela, nous utilisons une re´duction du proble`me
de l’universalite´ des expression re´gulie`re avec carre´, qui est EXPSPACE-
difficile [MS72], au proble`me PEL(⊆tr). Nous montrons, e´galement, que
cette re´duction est faite en espace logarithmique. Nous rappelons ci-dessous,
la de´finition d’une expression re´gulie`re avec carre´ et la de´finition du proble`me
de l’universalite´ des expression re´gulie`re avec carre´.
De´finition 6.3.1 (Expression re´gulie`re avec carre´). Soit Σ un alpha-
bet fini etΣ ∗ l’ensemble des mots de longueur finie sur Σ. Nous notons le
mot vide (de longueur 0) par !. Une expression re´gulie`re avec carre´ α de´finie
sur Σ est construite comme suit :
α := ! | a | γ ◦ σ | γ ∪ σ | γ+ | γ2, ou` a ∈ Σ.
Chaque expression α de´finit un langage rationnel sur Σ. Nous notons par
L(α) le langage de´fini par α. De plus, le nombre d’occurrences dans α des
ope´ration !, ◦,∪,+ ,2 sera note´ Op(α). Conside´rons le proble`me de de´cision
suivant :
Proble`me UER : proble`me de l’universalite´ des expressions re´gulie`res
avec carre´
Instance : un alphabet fini Σ et une expression re´gulie`re avec carre´ α
de´finie sur Σ.
Question : est-il vrai que L(α)=Σ∗ ?
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Notre objectif est de re´duire ce proble`me au proble`me de l’e´quivalence
avec le me´diateur large PEL(⊆tr). Rappelons d’abord la de´finition d’un
me´diateur large pour un ensemble de ports ainsi que la description du
proble`me PEL(⊆tr).
De´finition 6.3.2 (Service me´diateur large). Le service me´diateur large
pour Port est un automate communicant conditionnel AcLPort = (QLPort,
qLPort0 , F
LPort, δLPort) sur {!, ?} × Port et At tel que :
– QLPort = {qLPort0 },
– FLPort = {qLPort0 } et
– δLPort = {(∅, qLPort0 , a, qLPort0 , ∅) | a ∈ {!, ?}× Port}.
Nous pouvons conside´rer comme exemple le me´diateur large de la Fi-
gure 6.1. Dans cette exemple, nous conside´rons que Port = {pi1,pi2}.
qLPort0
(∅, !pi1, ∅), (∅, ?pi1 , ∅), (∅, !pi2, ∅), (∅, ?pi2, ∅)
Fig. 6.1 – Automate fini AcLport, dans le cas ou` Port = {pi1,pi2}.
Proble`me PEL(⊆tr) : proble`me d’e´quivalence avec le me´diateur large
Instance : un ensemble fini d’actions Σ, des ensembles finis de ports Port
et Port′ ⊆ Port, un ensemble fini de formules atomiques At, un en-
semble maximal consistant de litte´raux I0 sur At et des automates
communicants conditionnels finis Ac et Ac′ surΣ ∪ ({!, ?}× Port), et
At.
Question : est-ce-que
Exec(Ac, I0) ⊆tr Exec(Ac′ !AcLPort, I0)({!, ?} × Port′) ?
Soulignons qu’un port pi ∈ Port, peut contenir au plus un message.
The´ore`me 6.3.3. Le proble`me de la compostion PBC(⊆tr) est
EXPSPACE-difficile.
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De´monstration. Dans ce qui suit, nous prouvons que le proble`me UER se
re´duit en espace logarithmique au proble`me PEL(⊆tr). Soit une instance de
UER donne´e par Σ et α. L’instance ρ(Σ,α) de PEL(⊆tr) que nous construi-
sons est donne´e parΣ ′, Portα, Port′α, Atα, Iα0 , Ac et Ac′α. Plus pre´cise´ment,
fixons d’abordΣ ′ = Σ. La construction de Portα, Atα et Ac′α est faite par
induction sur α (le de´tail de ces constructions est donne´ dans la suite de la
preuve). De´finissons maintenant Port′α = Portα. Quant a` l’ensemble Iα0 , il
est construit a` partir de Atα de la fac¸on suivante : Iα0 = {¬p | p ∈ Atα}.
Concernant la construction de Ac, elle se fait a` partir de Σ de la fac¸on
suivante.
1) Construction de Ac
L’automate communicant conditionnel Ac est construit de fac¸on a` ne
de´pendre que de Σ. L’ide´e de cette construction est d’avoir, pour toute
valeur possible de Iα0 , le langage reconnu par l’exe´cution de Ac e´gal a` Σ∗.
Pour cela, nous construisons Ac = (Q, q0, F,δ ) tel que :
– Q = {q0},
– F = {q0} et
– δ = {(∅, q0, a, q0, ∅) | a ∈ Σ}.
q0
(∅, a1, ∅), (∅, a2, ∅), . . . , (∅, am, ∅)
Fig. 6.2 – Automate communicant conditionnel Ac, lorsque Σ=
{a1, a2, . . . , am}.
En supposant que Σ= {a1, a2, . . . , am}, l’automate communicant condition-
nel Ac est celui de la Figure 6.2. Pour tout Atα et Iα0 ⊆ Atα, l’automate
Exec(Ac, Iα0 ) est celui de la Figure 6.3. Cet automate contient un unique e´tat
accessible a` partir de l’e´tat initial. Cela est duˆ au fait que les pre´conditions
et les effets des transitions de Ac sont des ensembles vides. De plus, le fait
que Ac ne contient aucune action dans Portα implique que :
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(q0, Iα0 )
a1, a2, . . . , am
Fig. 6.3 – Automate fini Exec(Ac, Iα0 ) pour l’automate communicant condi-
tionnel Ac de la Figure 6.2 et un Iα0 arbitraire.
Tr({!,?}×Portα)(Exec(Ac, Iα0 )) = Tr∅(Exec(Ac, Iα0 )) =Σ ∗.
2) Construction de Portα, Atα et Ac′α
La construction de Portα, Atα et Ac′α se fait par induction sur α. La
construction de Ac′α est telle que :
Tr({!,?}×Portα)(Exec(Ac′α !AcLPortα , Iα0 )) = Tr({!,?}×Portα)(Exec(Ac′α, Iα0 ))
et Tr({!,?}×Portα)(Exec(Ac′α, Iα0 )) = L(α).
Rappelons que les actions du me´diateur sont non observables, car elle ap-
partiennent a` {!, ?}×Portα. Cependant, ces actions peuvent rendre possible
l’exe´cution d’une action observable a ∈ Σ exe´cute´e par Ac′α. Par exemple,
conside´rons l’automate Ac′α de la Figure 6.4. Dans ce cas :
– Tr({!,?}×Portα)(Exec(Ac′α, Iα0 )) = ∅ et
– Tr({!,?}×Portα)(Exec(Ac′α !AcLPortα , Iα0 )) = {a}.
Ainsi, l’action non observable !pi, exe´cute´e par le me´diateur large, a permis
l’exe´cution de l’action observable a par Ac′α. Pour e´viter des cas semblables
a` celui-ci, nous construisons Ac′α tel que toutes ses actions de communica-
tions sont exe´cutables. Dans ce qui suit, nous notons par tα le cardinal de
l’ensemble Portα et par sα le cardinal de l’ensemble Atα.
Remarque 6.3.4. Afin de ne pas encombrer les Figures 6.7, 6.8 et 6.9, les
transitions e´tiquete´es par (∅, θpi, ∅) seront e´tiquete´e par θpi, ou` θ ∈ {!, ?} et
pi ∈ Portα.
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q0 q1 q2(∅, ?pi, ∅) (∅, a, ∅)
Fig. 6.4 – ACC Ac′α.
Base de l’induction : Cas ou` α = a. Dans ce cas, on pose Porta =
∅, Ata = ∅ et Ac′a = (Qa, qa0 , F a, δa) est l’automate communicant
conditionnel de la Figure 6.5. Dans Ac′a, l’ensemble des e´tats finaux
est un singleton F a = {qa1}. Il est clair que :
Tr({!,?}×Porta)(Exec(Ac′a !AcLPorta , ∅)) =
Tr({!,?}×Porta)(Exec(Ac′a, ∅)).
La raison est que Ac′a ne contient aucune action de communication.
De plus :
Tr({!,?}×Porta)(Exec(Ac′a !AcLPorta , ∅))=L(a)={a}.
qa0 q
a
1(∅, a, ∅)
Fig. 6.5 – ACC Ac′α, dans le cas ou` α = a.
Hypothe`se de l’induction : conside´rons deux expressions re´gulie`res
avec carre´ γ et σ telles qu’il existe des ensembles Portγ , Portσ, Atγ ,
Atσ et des ACC Ac′γ = (Qγ , qγ0 , F γ , δγ) surΣ ∪ ({!, ?} × Portγ) et
Ac′σ = (Qσ, qσ0 , F σ, δσ) surΣ ∪ ({!, ?} × Portσ) tels que :
– tγ = Op(γ) et tσ = Op(σ),
– sγ = 2×Op(γ) et sσ = 2×Op(σ),
– F γ = {qγ1} et F σ = {qσ1 },
– Tr({!,?}×Portγ)(Exec(Ac′γ !AcLPortγ , Iγ0 )) = L(γ) et
– Tr({!,?}×Portσ)(Exec(Ac′σ !AcLPortσ , Iσ0 )) = L(σ)
Pas de l’induction : Cas ou` α = !. Dans ce cas, on pose Port& =
{pi1}, At& = {p1, p2} et Ac′& = (Q&, q&0, F &, δ&) surΣ ∪ ({!, ?} × Port&)
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est l’automate communicant conditionnel de la Figure 6.6. Il est clair
que :
Tr({!,?}×Port$)(Exec(Ac′& !AcLPort$ , I&0)) =
Tr({!,?}×Port$)(Exec(Ac′&, I&0)).
La raison est que les transitions e´tiquete´es par !pi1 et ?pi1 sont
exe´cutables dans Exec(Ac′&, I&0). De plus :
– t& = Op(!) avec Op(!) = 1,
– s& = 2×Op(!),
– F & = {q&1},
– Tr({!,?}×Port$)(Exec(Ac′& !AcLPort$ , I&0)) = L(!)={!}.
q&0 q
&
2 q
&
1
(∅, !pi1, ∅) (∅, ?pi1, ∅)
Fig. 6.6 – ACC Ac′α, dans le cas ou` α = !.
Cas ou` α = γ ◦ σ. Dans ce cas, on pose Portγ◦σ = Portγ ∪ Portσ ∪
{pitγ+tσ+1}, Atγ◦σ = Atγ ∪ Atσ ∪ {psγ+sσ+1, psγ+sσ+2} et Ac′γ◦σ est
l’automate communicant conditionnel de la Figure 6.7. Il est clair que :
Tr({!,?}×Portγ◦σ)(Exec(Ac′γ◦σ !AcLPortγ◦σ , Iγ◦σ0 )) =
Tr({!,?}×Portγ◦σ)(Exec(Ac′γ◦σ , Iγ◦σ0 )).
La raison est que les transitions e´tiquete´es par !pitγ+tσ+1 et ?pitγ+tσ+1
sont exe´cutables dans Exec(Ac′γ◦σ , Iγ◦σ0 ). De plus :
– tγ◦σ = tγ + tσ + 1, ainsi tγ◦σ = Op(γ ◦ σ),
– sγ◦σ = sγ + sσ + 2, ainsi sγ◦σ = 2×Op(γ ◦ σ),
– F γ◦σ = {qγ◦σ1 },
– Tr({!,?}×Portγ◦σ)(Exec(Ac′γ◦σ!AcLPortγ◦σ , Iγ◦σ0 )) = L(γ ◦σ)={ww′ |
w ∈ L(γ) et w′ ∈ L(σ)}.
Cas ou` α = γ ∪ σ. Dans ce cas, on pose Portγ∪σ = Portγ ∪
Portσ ∪ {pitγ+tσ+1}, Atγ∪σ = Atγ ∪ Atσ ∪ {psγ+sσ+1, psγ+sσ+2} et
Ac′γ∪σ est l’automate communicant conditionnel de la Figure 6.8. Les
transitions e´tiquete´es par !pitγ+tσ+1 et ?pitγ+tσ+1 sont exe´cutables dans
Exec(Ac′γ∪σ , Iγ∪σ0 ). Par conse´quent :
Tr({!,?}×Portγ∪σ)(Exec(Ac′γ∪σ !AcLPortγ∪σ , Iγ∪σ0 )) =
Tr({!,?}×Portγ∪σ)(Exec(Ac′γ∪σ , Iγ∪σ0 )).
De plus :
– tγ∪σ = tγ + tσ + 1, ainsi tγ∪σ = Op(γ ◦ σ),
139
Chapitre 6 Composition avec communication asynchrone
Ac′α Ac′σ
qγ◦σ0
qγ0 q
γ
1 q
γ◦σ
3
qσ0 q
σ
1
qγ◦σ1
!pitγ+tσ+1
?pitγ+tσ+1 !pitγ+tσ+1
?pitγ+tσ+1
Fig. 6.7 – ACC Ac′α, dans le cas ou` α = γ ◦ σ.
– sγ∪σ = sγ + sσ + 2, ainsi sγ∪σ = 2×Op(γ ∪ σ),
– F γ∪σ = {qγ∪σ1 },
– Tr({!,?}×Portγ∪σ)(Exec(Ac′γ∪σ !AcLPortγ∪σ , Iγ∪σ0 )) = L(γ ∪ σ)={w |
w ∈ L(γ) ou w ∈ L(σ)}.
Ac′γ
Ac′σ
qγ∪σ0
qγ0
qσ0
qγ1
qσ1
qγ∪σ1
!pitγ+tσ+1
!pitγ+tσ+1
?pitγ+tσ+1
?pitγ+tσ+1
Fig. 6.8 – ACC Ac′α, dans le cas ou` α = γ ∪ σ.
Cas ou` α = γ+. Dans ce cas, on pose Portγ+ = Portγ ∪ {pitγ+1},
Atγ+ = Atγ ∪ {psγ+1, psγ+2} et Ac′γ+ est l’automate communicant
conditionnel de la Figure 6.9. Les transitions e´tiquete´es par !pitγ+1 et
?pitγ+1 sont exe´cutables dans Exec(Ac′γ+ , Iγ
+
0 ). Par conse´quent :
Tr({!,?}×Portγ+ )(Exec(Ac′γ+ !Ac
LPort
γ+ , Iγ
+
0 )) =
Tr({!,?}×Portγ+ )(Exec(Ac′γ+ , I
γ+
0 )).
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De plus :
– tγ+ = tγ + 1, ainsi tγ+ = Op(γ+),
– sγ+ = sγ + 2, ainsi sγ+ = 2×Op(γ+),
– F γ+ = {qγ+1 },
– Tr({!,?}×Portγ+ )(Exec(Ac′γ+ !Ac
LPort
γ+ , Iγ
+
0 )) = L(γ
+)={wn | n ≥
0 et w ∈ L(γ)}.
Ac′γ
qγ
+
0
qγ0 q
γ
1 qγ
+
1
qγ
+
2
!pitγ+1 ?pitγ+1
!pitγ+1?pitγ+1
Fig. 6.9 – ACC Ac′α, dans le cas ou` α = γ+.
Cas ou` α = γ2. Dans ce cas, on pose Portγ2 = Portγ ∪ {pitγ+1},
Atγ2 = Atγ ∪ {psγ+1, psγ+2} et Ac′γ2 est l’automate communicant
conditionnel de la Figure 6.10. L’exe´cution de Ac′γ2 a` partir de Iγ
2
0
est repre´sente´e dans la Figure 6.11 L’unique condition pour que les
transitions e´tiquete´es par !pitγ+1 et ?pitγ+1 soient exe´cutables dans
Exec(Ac′γ2 , Iγ
2
0 ), est que les conditions sur les litte´raux soient satis-
faites. Sachant que le me´diateur large ne peut pas modifier la valeur
des litte´raux alors :
Tr({!,?}×Portγ2 )(Exec(Ac′γ2 !Ac
LPort
γ2 , Iγ
2
0 )) =
Tr({!,?}×Portγ2 )(Exec(Ac′γ2 , I
γ2
0 )).
De plus :
– tγ2 = tγ + 1, ainsi tγ2 = Op(γ2),
– sγ2 = sγ + 2, ainsi sγ2 = 2×Op(γ2),
– F γ2 = {qγ21 },
– Tr({!,?}×Portγ2 )(Exec(Ac′γ2 ! Ac
LPort
γ2 , Iγ
2
0 )) = L(γ
2)={w2 | w ∈
L(γ)}.
Nous avons montre´ que Ac et Ac′α sont tels que Tr({!,?}×Portα)(Exec(Ac′α!
AcLPortα , Iα0 )) = L(α) et Tr({!,?}×Portα)(Exec(Ac, Iα0 )) =Σ !. Sachant que
L(α) ⊆ Σ! alors il est e´vident que :
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Ac′γ
qγ
2
0
qγ0 q
γ
1 qγ
2
1
({¬psγ+1}, !pitγ+1, {psγ+1}) ({psγ+2}, ?pitγ+1, {¬psγ+1,¬psγ+2})
({¬psγ+2}, ?pitγ+1, {¬psγ+1, psγ+2})
Fig. 6.10 – ACC Ac′α, dans le cas ou` α = γ2.
L(α) =Σ ! ssi Exec(Ac, Iα0 ) ⊆tr Exec(Ac′α !AcLPortα , Iα0 )({!, ?} × Port′).
Il nous reste a` montrer que la re´duction ρ est calculable par une machine
de Turing de´terministe, en utilisant un espace logarithmique. Conside´rons
la machine de Turing M qui calcule ρ de la fac¸on suivante :
(a) La machineM e´crit d’abord sur son ruban de sortie l’ensembleΣ ′ =
Σ. Elle e´crit ensuite l’ensemble {q0}, contenant l’unique e´tat de Ac.
Afin d’e´crire les transitions deAc la machine utilise un ruban de travail
contenant un compteur pour les e´le´ments de Σ.
(b) Ensuite, la machine va e´crire les ensembles Portα, Atα et Iα0 , la
machine utilise deux compteurs. Le premier compteur a comme valeur
maximale le le codage en base 2 de sα = 2×Op(α). Quant au second
compteur, il a comme valeur maximale le le codage en base 2 de tα =
Op(α).
(c) Pour finir, la machine va e´crire les e´le´ments de Ac′α. La fonction
de transition de Ac′α est l’e´le´ment qui utilise le plus d’espace dans les
rubans de travail. Afin d’e´crire la fonction de transition δα, la machine
M utilise sept rubans de travail. A savoir, un premier ruban sera de´die´
a` un compteur pour les e´tats 2 de Ac′α. Un deuxie`me ruban sera de´die´
a` un compteur pour les ports. Un troisie`me ruban sera de´die´ a` un
compteur pour les formules atomiques. Un quatrie`me ruban permettra
2Il est facile de ve´rifier que la valeur maximale que peut atteindre ce compteur est
borne´e par un polynoˆme en fonction du nombre d’ope´rations dans α. Bien entendu cette
valeur maximale sera code´e en base 2.
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Exec(Ac′γ , {psγ+1,¬psγ+2}
Exec(Ac′γ , {psγ+1, psγ+2}
qγ
2
0
qγ0
qγ1
!pitγ+1
?pitγ+1
!pitγ+1
?pitγ+1
Fig. 6.11 – L’exe´cution de Ac′γ2 a` partir de Iγ
2
0 .
de me´moriser l’e´tat initial et l’e´tat final de la dernie`re ope´ration lue
dans le ruban d’entre´e. Cela permettra d’e´crire les transitions entre les
e´tats ge´ne´re´s par la dernie`re ope´ration et les e´tats qui sont ge´ne´re´s par
l’ope´ration en cours de lecture (dans le ruban d’entre´e). De la meˆme
fac¸on, un cinquie`me ruban permettra de me´moriser les deux ports
ge´ne´re´s par l’ope´ration en cours de lecture (sur le ruban d’entre´e). Un
sixie`me ruban permettra de me´moriser les deux formules atomiques
ge´ne´re´s par l’ope´ration en cours de lecture (sur le ruban d’entre´e). Un
septie`me ruban permettra de garder en me´moire tous les e´tats ge´ne´re´s
par l’ope´ration courante.
Toutes ces e´tapes peuvent eˆtre re´alise´es de fac¸on de´terministe en utilisant
un espace logarithmique.
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6.3.2 Simulation
Pour montrer que le proble`me PBC(≤si) est EXPTIME-difficile, nous
utilisons des re´sultats connus sur le proble`me de la simulation entre un
automate fini est un produit asynchrone d’automates finis. Formellement, le
proble`me est de´fini comme suit :
Proble`me : proble`me de la simulation d’un automate par un produit asyn-
chrone d’automates
Instance : un ensemble fini d’actions Σ, des automates finis de´terministes
A, B1, . . . ,Bn sur Σ.
Question : est-ce-que A ≤si B1 ⊗ . . . ⊗ Bn(∅) ?
Il a e´te´ prouve´ dans [MW08] que ce proble`me est EXPTIME-difficile. Le
the´ore`me suivant se base sur ce re´sultat.
The´ore`me 6.3.5. Le proble`me de la compostion PBC(≤si) est EXPTIME-
difficile.
De´monstration. Rappelons que les automates finis sont un cas particulier
d’automates communicants conditionnels3. Soit A, B1, . . . ,Bn une instance
du proble`me de la simulation d’un automate par un produit asynchrone d’au-
tomates sur l’alphabet Σ. Nous, conside´rons l’instance suivante du proble`me
PBC(≤si) :
– un ensemble fini d’actionsΣ ′ = Σ,
– un ensemble de Port Port = ∅,
– un ensemble de formules atomiques At = ∅,
– un automate communicant conditionnel Acclient tel que δclient = ∅,
– un automate communicant conditionnel Acbut = Auto−1(A1) et
– les automates Ac1 = Auto−1(B1), . . . ,Acn = Auto−1(Bn).
Il est clair que cette re´duction est calculable en espace logarithmique. De
plus,
A ≤si B1 ⊗ . . .⊗Bn
ssi
il existe un service me´diateur Acmed sur ∅ et At tel que
Exec(Acclient !Acbut, ∅)
≤si
Exec(Acclient !Ac1 ! . . . !Acn !Acmed, ∅).
3Pour plus de de´tail voir la remarque 3.2.7.
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En effet, l’implication de gauche a` droite est triviale. Supposons que A ≤si
B1 ⊗ . . . ⊗ Bn. Dans ce cas, pour tous les services me´diateurs Acmed sur
∅ et At, on a Exec(Acbut, ∅) ≤si Exec(Ac1 ! . . . ! Acn ! Acmed, ∅). Sa-
chant que δclient = ∅, alors Exec(Acclient ! Acbut, ∅) ≤si Exec(Acclient !
Ac1 ! . . . ! Acn ! Acmed, ∅). Concernant l’implication de droite a` gauche,
s’il existe un ACC Acmed sur ∅ et At tel que Exec(Acclient ! Acbut, ∅) ≤si
Exec(Acclient !Ac1 ! . . .!Acn !Acmed, ∅) alors Exec(Acclient !Acbut, ∅)
≤si Exec(Acclient ! Ac1 ! . . . ! Acn, ∅). Sachant que δclient = ∅ alors
Exec(Acbut, ∅) ≤si Exec(Ac1 ! . . . ! Acn, ∅). Par conse´quent, A ≤si B1 ⊗
. . . ⊗Bn.
6.3.3 Bisimulation et e´quivalence de traces
Dans le Chapitre 4, nous avons repre´sente´ les services par des auto-
mates communicants conditionnels qui communiquent a` travers des ports
non borne´s. Dans ce cas, afin de prouver l’inde´cidabilite´ du proble`me de
la composition pour la bisimulation (resp. l’e´quivalence de traces), nous
avons utilise´ des re´sultats d’inde´cidabilite´ concernant le proble`me de la bisi-
mulation (resp. e´quivalence de traces) entre re´seaux de Petri. Cependant,
dans [JM96] les auteurs ont montre´ que le proble`me de la bisimulation
(resp. e´quivalence de traces) entre re´seaux de Petri devient de´cidable, lorsque
les re´seaux 1-saufs sont conside´re´s. Plus pre´cise´ment, ils ont montre´ que le
proble`me devient EXPTIME-difficile pour la bisimulation et EXPSPACE-
difficile pour l’e´quivalence de traces. En se basant sur ces re´sultats et en utili-
sant la re´duction propose´e dans le Chapitre 4, nous montrons que lorsque les
ACC communiquent a` travers des ports qui contiennent au plus un message,
le proble`me de la composition est EXPTIME-difficile pour la bisimulation
et EXPSPACE-difficile pour l’e´quivalence de traces.
The´ore`me 6.3.6. Le proble`me de la compostion PBC(←→bi) est
EXPTIME-difficile.
De´monstration. Afin de prouver que le proble`me de la bisimulation entre
les re´seaux de Petri se re´duit au proble`me de la composition, dans le
cas ou les ports sont non borne´s, nous avons utilise´ les re´sultats des
lemmes 4.2.20, 4.2.22 et 4.2.25. De la meˆme fac¸on, pour prouver que
le proble`me de la bisimulation entre re´seaux de Petri 1-saufs se re´duit
au proble`me PBC(←→bi), nous utilisons ces trois lemmes. Cependant,
nous conside´rons maintenant des re´seaux de Petri 1-saufs. Aussi, nous
conside´rons des ports contenant au plus 1 message au lieu de ports non
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borne´s. Sachant que le proble`me de la bisimulation entre re´seaux de Pe-
tri 1-saufs est EXPTIME-difficile, cette re´duction nous permet de de´duire
que le proble`me PBC(←→bi) est EXPTIME-difficile. Plus clairement, le
lemme 4.2.20 concerne la re´duction du proble`me simplifie´ de la composi-
tion vers le proble`me ge´ne´ral de la composition. Il est trivial de constater
que ce lemme reste vrai, dans le cas particulier des ACC qui communiquent
a` travers des ports borne´s. Ensuite, le lemme 4.2.22 concerne l’isomorphisme
entre Exec(AutoR(N )) et Exec(N ,m0) modulo la communication4. Dans
le cas ou` N est un re´seau de Petri 1-sauf et ou` Ac est un ACC qui com-
munique a` travers des ports contenant au plus un message, ce re´sultat reste
vrai. Rappelons que dans le cas ou` les ports contiennent au plus un message,
pour un ACC Ac et un ensemble I0, on ne peut exe´cuter l’action !pi, dans
Exec(Ac, I0) si pi contient un message. Cette restriction est simule´e dans les
re´seaux de Petri 1-saufs par le fait que le tir d’une transition t ne peut pas
eˆtre effectue´ si une des places dans t• contient de´ja` un jeton [Mur89]. Quant
au lemme 4.2.25, il utilise les re´sultats des lemmes pre´ce´dents pour montrer
que le proble`me de la bisimulation entre les re´seaux de Petri se re´duit au
proble`me simplifie´ de la composition. Cette preuve reste vrai lorsque des
re´seaux de Petri 1-saufs et des ports borne´s sont conside´re´s.
The´ore`me 6.3.7. Le proble`me de la compostion PBC(≡tr) est
EXPSPACE-difficile.
De´monstration. Il suffit d’utiliser l’approche propose´e dans la preuve du
the´ore`me 6.3.6. Sachant que le proble`me de l’e´quivalence de traces entre
deux re´seaux de Petri 1-saufs est EXPSPACE-difficile [JM96], on obtient
que PBC(≡tr) est e´galement EXPSPACE-difficile.
6.4 Bornes supe´rieures de complexite´ : simulation
et inclusion de traces
Dans ce qui suit, nous montrons que le proble`me de la composition,
lorsque les ports contiennent au plus un message, peut eˆtre re´solue en temps
exponentiel pour la simulation, en espace exponentiel pour l’inclusion de
traces et en temps doublement exponentiel pour la bisimulation. Malheu-
reusement, nous ne savons pas si, pour l’e´quivalence de traces, le proble`me
de la composition est de´cidable. En d’autre terme, nous n’avons pas de
proce´dure pour le re´soudre.
4Pour plus de de´tail concernant le ACC AutoR(N ), voir la de´finition 4.2.21.
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En ce qui concerne les proble`mes PBC(≤si) et PBC(⊆tr), afin de les
re´soudre, nous utilisons des approches base´es sur l’utilisation du me´diateur
large et des proce´dures existantes pour la re´solution des proble`mes de simu-
lation [HS96] et d’inclusion de traces [GJ90] entre automates finis.
Ainsi que nous le verrons dans la Section 6.5, cette approche ne peut
pas eˆtre adapte´e pour la re´solution du proble`me PBC(←→bi), nous propo-
sons une me´thode base´e sur la synthe`se de controˆleur pour le re´soudre.
Plus pre´cise´ment, nous utilisons, pour la re´solution du proble`me de la
synthe`se de controˆleur, une me´thode base´e sur la satisfaction d’une for-
mule du µ-calcul et une me´thode base´e sur la filtration. La me´thode que
nous proposons pour re´duire le proble`me PBC(←→bi) vers le proble`me de
la synthe`se de controˆleurs est e´galement applicable pour PBC(≡tr). Ce-
pendant, le proble`me obtenu est un proble`me de synthe`se de controˆleurs
avec masques [Tsi89]. Ce dernier est connu pour eˆtre PSPACE-difficile.
Ne´anmoins, nous ignorons si ce proble`me est de´cidable.
6.4.1 Proce´dure base´e sur l’utilisation du me´diateur large
pour la re´solution de PBC(≤si) et PBC(⊆tr)
Dans le Chapitre 4, dans le lemme 4.2.5, nous avons re´duit le proble`me
PC(6) au proble`me PEL(6), avec 6∈ {≤si,⊆tr}. Pour prouver cette
re´duction nous avons montre´ :
il existe un service me´diateur Acmed sur {!, ?}× Port et At tel que
Exec(Acclient! Acbut, I0) 6 Exec(Acclient ! Ac1 ! . . . ! Acn!
Acmed, I0)({!, ?} × Port′) ssi Exec(Acclient! Acbut, I0) 6 Exec(Acclient !
Ac1 ! . . . ! Acn !AcLPort, I0) ({!, ?} × Port′).
Ce re´sultat nous permet d’e´tablir que l’algorithme ci-dessous est correct et
complet. Cet algorithme a, comme entre´es, les actions Σ, un ensemble de
ports Port, un ensemble non observables de ports Port′ ⊆ Port, un service
client Acclient, un service but Acbut et des services disponibles Ac1, . . . ,Acn.
La proce´dure intitule´e Re´soudre-PC(≤si) retourne ”Vrai” ssi il existe un
service me´diateur tel que le syste`me compose´ du service client et du service
but est simule´ par le syste`me compose´ du service client, des services de la
communaute´ et du me´diateur. Dans la ligne 2, la fonction LargeMed re-
tourne le me´diateur large associe´ a` l’ensemble Port. Cette ope´ration peut
eˆtre effectue´e en un temps line´aire par rapport a` la taille de Port. Dans
la ligne 3, l’algorithme calcule un automate fini A a` partir de Acclient,Acbut
et I0. Cet automate est d’une taille exponentielle par rapport a` la taille
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Algorithm 2 Algorithme pour la re´solution de PBC(≤si)
1: Resoudre-PC(≤si)(Σ, Port, Port′, At, I0,Acclient,Acbut,Ac1, . . . ,Acn)
2: AcLPort ← LargeMed(Port)
3: A← Exec(Acclient !Acbut, I0)
4: Ac← Acclient !Ac1 ! . . . !Acn !AcLPort
5: A′ ← Exec(Ac, I0)
6: if A ≤si A′ ({!, ?} × Port′) then retourner Vrai
7: else retourner Faux
8: end if
9: end procedure
de I0 et de Port. Dans la ligne 4, l’ope´ration qui calcule Ac peut eˆtre ef-
fectue´e en un temps exponentiel par rapport au nombre n des services
disponibles. Comme pour la taille de A, la taille de A′, construit dans la
ligne 5, est exponentielle par rapport a` la taille de I0 et de Port. Dans la
ligne 6, le temps ne´cessaire pour de´terminer si A ≤si A′ ({!, ?} × Port′)
est polynomial relativement a` la taille des automates finis A et A′ [HS96].
Par conse´quent, afin de retourner une solution, l’algorithme prend un temps
exponentiel par rapport a` la taille de son entre´e. Ainsi, nous obtenons le
re´sultat suivant.
The´ore`me 6.4.1. Le proble`me de la compostion PBC(≤si) est dans EXP-
TIME.
La me´thode utilise´e pour re´soudre PBC(≤si) peut eˆtre adapte´e pour
re´soudre PBC(⊆tr). Plus pre´cise´ment, un algorithme pour re´soudre PBC(⊆tr
) est obtenu en modifiant uniquement la ligne 6, de l’algorithme 2. Pour
Algorithm 3 Algorithme pour re´soudre PBC(⊆tr)
1: Resoudre-PC(⊆tr)(Σ, Port, Port′, At, I0,Acclient,Acbut,Ac1, . . . ,Acn)
2: AcLPort ← LargeMed(Port)
3: A← Exec(Acclient !Acbut, I0)
4: Ac← Acclient !Ac1 ! . . . !Acn !AcLPort
5: A′ ← Exec(Ac, I0)
6: if A ⊆tr A′ ({!, ?} × Port′) then retourner Vrai
7: else retourner Faux
8: end if
9: end procedure
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retourner une solution, l’algorithme 3 utilise un espace exponentiel par
rapport a` la taille de I0 et de Port et au nombre n de services disponibles.
Les raisons sont les suivantes. (1) L’ope´ration de la ligne 6 ne´cessite un
espace polynomial [GJ90]. (2) La taille de A et de A′ est exponentielle
par rapport a` la taille de I0 de Port et au nombre n. Par conse´quent,
The´ore`me 6.4.2. Le proble`me de la compostion PBC(⊆tr) est dans EXPS-
PACE.
6.5 Bornes supe´rieures de complexite´ : Bisimula-
tion
6.5.1 Discussion
Sachant que le proble`me de la bisimulation entre automates finis est dans
PTIME, on peut se poser la question suivante : est-il possible de modifier la
ligne 6 de l’algorithme 2, afin de re´soudre le proble`me PBC(←→bi) en temps
exponentiel ? La re´ponse est : l’algorithme obtenu sera correct mais pas
complet. En d’autre termes, si l’algorithme retourne ”Faux” cela n’implique
pas que la re´ponse au proble`me PBC(←→bi) est ”Faux”. C’est le cas de
l’exemple suivant.
Exemple 6.5.1. Conside´rons un ensemble d’actions Σ = {a, b}, un en-
semble de ports Port = Port′ = {pi1}, un ensemble vide de formule ato-
mique, un ACC Acclient tel que δclient = ∅, le ACC Acbut repre´sente´ dans
la Figure 6.12 et un unique service disponible Ac1, e´galement repre´sente´
dans la Figure 6.12. Il est facile de ve´rifier que Exec(Acclient! Acbut, ∅)
n’est pas bisimilaire a` Exec(Acclient ! Ac1 ! AcLPort, ∅) modulo {!, ?} ×
Port′. Par conse´quent, l’algorithme retournera la valeur ”Faux”. Cepen-
dant, si nous conside´rons le service me´diateur tel que δmed = ∅ alors
Exec(Acclient! Acbut, ∅) est bisimilaire a` Exec(Acclient ! Ac1 !Acmed, ∅)
modulo {!, ?}×Port′. En effet, Acmed ne transmet pas de messages sur le port
pi1. Par conse´quent, l’action b ne peut pas eˆtre exe´cute´e dans Exec(Acclient
! Ac1 !Acmed, ∅).
Pour proposer un algorithme correct et complet, permettant la re´solution
du proble`me PBC(←→bi), nous utilisons une approche base´e sur la synthe`se
de controˆleurs. Ainsi, dans ce qui suit nous proposons une re´duction du
proble`me de la composition vers le proble`me de la synthe`se de controˆleur.
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a a ?pi1
b
Fig. 6.12 – De gauche a` droite, le ACC Acbut et le ACC Ac1.
Ensuite, afin de re´soudre le proble`me de la synthe`se de controˆleurs obtenu,
nous proposons deux proce´dures. D’une part, nous proposons une proce´dure
base´e sur la satisfaction d’une formule du µ-calcul. D’autre part, nous pro-
posons une proce´dure base´e sur la filtration.
6.5.2 Synthe`se de controˆleurs
Controˆler un syste`me signifie lui adjoindre un syste`me nomme´ controˆleur
qui peut lui interdire certaines actions, afin que le produit synchrone des
deux syste`mes5 satisfasse certaines proprie´te´s [RW89].
L’ide´e de l’approche que nous proposons est de controˆler le syste`me com-
pose´ du service client, des services disponibles et du me´diateur large afin
d’obtenir un syste`me qui soit bisimilaire au syste`me compose´ du service
client et du service but. Sachant que le service client et les services dispo-
nibles ne sont pas controˆlables, l’objectif est de controˆler le me´diateur large
afin d’avoir un nouveau service me´diateur pour lequel les deux syste`mes
sont bisimilaires. Pour cela, il est ne´cessaire, d’une part de distinguer les
actions controˆlables de celles qui ne le sont pas et d’autre part, les actions
observables de celles qui ne le sont pas.
Rappelons quelques concepts de la the´orie de la synthe`se de controˆleurs.
Pour de´finir les contraintes de controˆlabilite´ (note´s Cctr) et d’observabilite´
5Le produit synchrone repre´sente le comportement du syste`me initial lorsqu’il est
controˆle´.
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(note´ Cobs) que le controˆleur doit satisfaire il est ne´cessaire de partition-
ner l’ensemble des actions. Soit Σ un ensemble fini d’actions. Cet ensemble
est partitionne´ en un ensemble d’actions controˆlables note´ Σct et un en-
semble d’actions non-controˆlables note´ Σnct. De plus, Σ est partitionne´ en
un ensemble d’actions observables note´ Σob et un ensemble d’actions non-
observables note´ Σnob.
De´finition 6.5.2 (Contraintes de controˆlabilite´ et d’observabilite´).
Soit C un automate fini sur Σ. Pour cet automate, les contraintes d’ob-
servabilite´ (note´es Cobs) et les contraintes de controˆlabilite´ (note´es Cctr),
parame´tre´es par les partitionsΣ ct unionmultiΣnct etΣ ob unionmultiΣnob, sont de´finies comme
suit :
Cctr : pour tout e´tat q dans C et pour toute action non-controˆlable a ∈
Σnct, il existe une transition a` partir de q e´tiquete´e par a.
: Cobspour tout les e´tats q dans C et pour toute action non-observable
a ∈ Σnob, s’il existe une transition a` partie de q e´tiquete´e par a alors
cette transition boucle sur q.
Le controˆleur satisfait Cctr ssi il re´agit a` toute action non-controˆlable
et il satisfait Cobs ssi il ne peut pas de´tecter l’occurrence des actions non-
observables.
Le proble`me de la synthe`se de controˆleur qui nous inte´resse utilise une
fonction appele´e masque [Tsi89]. Cette fonction est un renommage des ac-
tions dans ∆ par des actions dans l’ensembleΣ ∪ {!} qui lui est disjoint.
Conside´rons le proble`me suivant :
Proble`me CS : proble`me de la synthe`se de controˆleurs
Instance : des ensembles finis d’actions Σ et ∆, un automate fini S surΣ
et un automate fini G sur ∆, une fonction Masque : ∆ → Σ ∪ {!} et
des contraintes Cobs et Cctr.
Question : existe-il un automate C sur ∆ qui satisfait Cobs et Cctr et tel
que : S ←→bi Masque(G ×C ) ({!}) ?
Le proble`me du controˆle tel qu’il est pre´sente´ ici a` e´te´ e´tudie´ par [ZKJ06,
Tsi89]. Plus pre´cise´ment, dans [ZKJ06] les auteurs conside`rent que ∆ = Σ et
dans [Tsi89] ils conside`rent l’e´quivalence de traces au lieu de la bisimulation6.
Pour eˆtre re´solu ce proble`me peut eˆtre re´duit a` un proble`me de controˆle avec
une formule du µ-calcul a` satisfaire. Il peut e´galement eˆtre re´solu en utilisant
une me´thode base´e sur la filtration.
6Conside´rer l’e´quivalence de trace revient a` conside´rer la bisimulation avec des auto-
mates de´terministes.
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Dans ce qui suit, nous donnons quelques de´finitions et re´sultats
pre´liminaires. C’est re´sultats sont utilise´es pour prouver que les algorithmes
que nous proposons sont corrects et complets.
6.5.3 De´finitions et re´sultats pre´liminaires
Rappelons la description du proble`me PBC(←→bi) :
Instance : les ensembles finis Σ, Port et Port′ ⊆ Port, At et I0 ⊆ Li(At),
un automate communicant conditionnel Acclient sur {!, ?}×Port et At
et des automates communicants conditionnels finisAcbut,Ac1, . . . ,Acn
surΣ ∪ ({!, ?} × Port) et At.
Question : existe-t-il un service me´diateur Acmed sur {!, ?} × Port et At,
tel que
Exec(Acclient !Acbut, I0)
←→bi
Exec(Acclient !Ac1 ! . . .!Acn !Acmed, I0)({!, ?} × Port′) ?
Une description simplifie´e de ce proble`me serait la suivante :
Instance : les ensembles finis Σ, Port et Port′ ⊆ Port, At et I0 ⊆ Li(At),
des automates conditionnels finis Ac et Ac′ surΣ ∪ ({!, ?} × Port) et
At.
Question : existe-t-il un service me´diateur Acmed sur {!, ?} × Port et At,
tel que
Exec(Ac, I0)
←→bi
Exec(Ac′ !Acmed, I0)({!, ?} × Port′) ?
Il est clair que si nous arrivons a` re´soudre ce proble`me alors nous saurons
re´soudre le proble`me PBC(←→bi). En effet, il suffit juste de remplacer Ac
par Acclient !Acbut et Ac′ par Acclient !Ac1 ! . . .!Acn. Bien-entendu, la
taille de Ac′ est exponentielle par rapport a` n et a` la taille de At. Notre
objectif est de re´duire le proble`me ci-dessus au proble`me CS.
Intuitivement, l’ide´e de la re´duction est de conside´rer Ac comme e´tant
la spe´cification et Ac′ ! AcLPort comme e´tant le syste`me a` controˆler. Plus
pre´cise´ment, les actions controˆlables et observables sont celles effectue´es par
le me´diateur large. Afin de distinguer les actions de communication exe´cute´es
par le me´diateur large de celles exe´cute´es par Ac′ nous associons a` tout en-
semble Port un ensemble de copies Port◦. Ce dernier repre´sente l’ensemble
de ports que le me´diateur large utilise. L’ensemble Port◦ est constitue´ des
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e´le´ments renomme´s de Port. Formellement, Port◦ = {pi◦ | pi ∈ Port}.
Par conse´quent, le me´diateur large sera AcLPort◦ , Σct={!, ?} × Port◦ et
Σob={!, ?} × Port◦.
Remarque 6.5.3. Sachant que Σct = Σob, alors au lieu de dire qu’un
automate satisfait Cobs et Cctr nous dirons que cette automate boucle sur
Σnct.
Dans la re´duction que nous proposons, nous utilisons les fonctions Del◦
et Exec◦.
Sachant que dans Ac la communication s’effectue a` travers les ports
dans Port et que dans Ac′ !AcLPort la communication s’effectue a` travers
les ports dans Port ∪ Port◦ alors, avant de ve´rifier la bisimulation entre
Ac et Ac′ ! AcLPort une fois controˆle´, il faut supprimer le renommage des
ports. Ainsi, pour un automate A surΣ ∪ ({!, ?} × (Port ∪ Port◦)), on
associe un automate Del◦(A). Dans ce dernier, on ne peut plus distinguer
les communications effectue´es par le me´diateur large de celles effectue´es par
les autres services. Formellement, la fonction Del◦ est de´finie comme suit :
De´finition 6.5.4 (Fonction Del◦). Soit A = (Q, q0,→) un automate sur
Σ ∪ ({!, ?} × (Port ∪ Port◦)). Del◦(A) = (Q′, q′0,→′) est un automate sur
Σ ∪ ({!, ?} × Port) tel que :
– Q′ = Q,
– q′0 = q0,
– →′⊆ Q′× (Σ∪ ({!, ?}×Port))×Q′ est la relation de transitons de´finie
par q →{a}Del◦(A) q′ ssi une des deux conditions suivantes est satisfaite :
1. a ∈ Σ et q →{a}A q′,
2. a = θpi et q →{θpi}A q′ ou q →{θpi
◦}
A q
′, avec θ ∈ {!, ?}.
Concernant la fonction Exec◦, l’unique diffe´rence entre cette fonction et
la fonction Exec est que dans Exec◦ l’exe´cution de !pi◦ et ?pi◦ permet de
mettre a` jour le port pi au lieu du port pi◦. Formellement, la fonction Exec◦
est de´finie comme suit :
De´finition 6.5.5 (Fonction Exec◦). Soit I0 un ensemble de litte´raux
et Ac = (Q, q0, δ) un automate communicant conditionnel surΣ ∪ ({!, ?} ×
(Port ∪ Port◦)) et At. Exec◦(Ac, I0) = (Q′, q′0,→′) est un automate sur
Σ ∪ ({!, ?} × (Port ∪ Port◦)) tel que :
– Q′ = {(q, γ, I) | q ∈ Q,γ : Port → IN et I ⊆ Li(At) est une partie
maximale consistante},
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– q′0 = (q0, γ0, I0) ou` ∀pi ∈ Port,γ 0(pi) = 0,
– →′⊆ Q′ × Σ ∪ ({!, ?} × (Port ∪ Port◦))×Q′ est la relation de transi-
tion de´finie par ((q, γ, I), a, (q′ , γ′, I ′)) ∈→′ ssi il existe une transition
(J, q, a, q′, J ′) ∈ δ tel que J ⊆ I et I ′ = (I \ ¬J ′) ∪ J ′ ou` ¬J ′ = {p :
¬p ∈ J ′} ∪ {¬p : p ∈ J ′} et l’une des cinq conditions suivantes est
satisfaite :
1. a ∈ Σ et γ = γ′,
2. a =?pi, γ(pi) = 1, γ′(pi) = 0 et γ′(pi′) = γ(pi′) pour pi′ += pi
3. a =!pi, γ(pi) = 0, γ′(pi) = 1 et γ′(pi′) = γ(pi′) pour pi′ += pi
4. a =?pi◦, γ(pi) = 1, γ′(pi) = 0 et γ′(pi′) = γ(pi′) pour pi′ += pi
5. a =!pi◦, γ(pi) = 0, γ′(pi) = 1 et γ′(pi′) = γ(pi′) pour pi′ += pi.
Le the´ore`me suivant nous permet de re´aliser la re´duction du proble`me
simplifie´ de PBC(←→bi) vers le proble`me de la synthe`se de controˆleurs CS.
The´ore`me 6.5.6. Soient les ACC Ac et Ac′ sur Σ ∪ ({!, ?} × Port). Les
conditions suivantes sont e´quivalentes :
(1) Il existe un un service me´diateur Acmed sur {!, ?} × Port et At tel
que :
Exec(Ac, I0)←→bi Exec(Ac′ !Acmed, I0) ({!, ?} × Port′).
(2) Il existe un automate fini C sur Σ ∪ ({!, ?} × (Port ∪ Port◦)) qui
boucle sur Σ ∪ ({!, ?} × Port) et tel que :
Exec(Ac, I0) ←→bi Del◦(Exec◦(Ac′ ! AcLPort◦ , I0) × C) ({!, ?} ×
Port′).
De´monstration. Voir l’annexe 2.
Il est facile de constater que le premier point du the´ore`me repre´sente l’ob-
jectif du proble`me de la composition. Quant au second point, il correspond
a` l’objectif du proble`me de la synthe`se de controˆleur.
Remarque 6.5.7. Le the´ore`me 6.5.6 reste vrai pour la relation
d’e´quivalence de traces. En effet, dans la preuve de ce dernier nous mon-
trons que Exec(Ac′!Acmed, I0) et Del◦(Exec◦(Ac′!AcLPort◦ , I0)×C) sont
isomorphes.
6.5.4 Proce´dure base´e sur le µ-calcul pour la re´solution de
PBC(←→bi)
Le µ-calcul [Koz97] a e´merge´ graˆce a` des travaux reconnus dans le do-
maine de la logique et de l’informatique. Il est utilise´ pour l’analyse et la
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ve´rification de proprie´te´s sur des programmes informatiques. Formellement,
les proprie´te´s a` exprimer sont repre´sente´es par une formule du µ-calcul,
le programme informatique est repre´sente´ par un automate et ve´rifier les
proprie´te´s sur le programme revient a` ve´rifier si l’automate satisfait la for-
mule du µ-calcul. Afin de re´soudre le proble`me de la composition pour la
relation de bisimulation, on s’inte´resse a` exprimer par une formule si un
automate fini A est bisimilaire, modulo un ensemble d’actions de commu-
nication non observables, a` un automate fini Del◦(A′). Intuitivement, l’au-
tomate A repre´sente le syste`me compose´ du service but et du service client
et l’automate A′ repre´sente le syste`me compose´ des services disponibles, du
me´diateur large et du controˆleur. Nous pouvons montrer que ve´rifier la bisi-
mulation, modulo un ensemble d’action de communications, entre ces deux
automates revient a` ve´rifier si l’automate A′ satisfait une formule donne´e
du µ-calcul. Cette formule est construite a` partir de l’automate A et de
l’ensemble des actions de communications non observables. Dans l’annexe 1
se trouve des rappels sur la syntaxe et la se´mantique du µ-calcul. Ainsi, que
la preuve de´taille´e du lemme suivant.
Lemme 6.5.8. Soient les ensembles Port et Port′ ⊆ Port et A un auto-
mate sur Σ∪({!, ?}×Port) et At, il est possible de construire en un temps po-
lynomial une formule du µ-calcul ϕ(A, Port′) sur Σ∪({!, ?}×(Port∪Port◦))
de taille polynomiale telle que pour tout automate fini A′ sur Σ ∪ ({!, ?} ×
(Port ∪ Port◦)), on a :
A←→bi Del◦(A′) ({!, ?} × Port′) ssi A′ |= ϕ(A, Port′).
Conside´rons le proble`me suivant :
Proble`me CSM : proble`me de la synthe`se de controˆleurs pour le µ-calcul
Instance : un ensemble fini d’actions Σ, une formule du µ-calcul φ sur Σ,
un automate fini G sur Σ et des contraintes Cobs et Cctr
Question : existe-il un automate C sur Σ qui satisfait Cobs et Cctr et tel
que : G × C |= φ ?
Ce proble`me a` e´te´ e´tudie´ dans [AVW03]. Les auteurs ont propose´ une so-
lution pour ce proble`me. Plus pre´cise´ment, ils ont propose´ une proce´dure
qui permet de construire un controˆleur. Cependant, dans cette proce´dure le
syste`me a` controˆler est de´terministe. Il a e´te´ prouve´ dans [PR05a] que la
complexite´ du proble`me conside´re´ dans [AVW03] et la meˆme que celle du
proble`me de la synthe`se de controˆleurs avec un automate non de´terministe a`
controˆler. De plus, le proble`me de la synthe`se de controˆleurs avec un syste`me
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a` controˆler non de´terministe a` e´te´ e´tudie´ dans [BK06]. Dans ce cas, la com-
plexite´ du proble`me reste exponentielle. En se basant sur le lemme 6.5.8
nous prouvons le the´ore`me suivant.
The´ore`me 6.5.9. Soient les ACC Ac et Ac′ sur Σ ∪ ({!, ?} × Port). Les
conditions suivantes sont e´quivalentes :
(1) Il existe un automate fini C sur Σ∪({!, ?}×(Port∪Port◦)) qui boucle
sur Σ∪({!, ?}×Port) et tel que Exec(Ac, I0)←→bi Del◦(Exec◦(Ac′!
AcLPort◦ , I0)× C) ({!, ?} × Port′).
(2) Il existe un automate fini C sur Σ ∪ ({!, ?} × (Port ∪ Port◦)) qui
boucle sur Σ∪({!, ?}×Port) et tel que Exec◦(Ac′!AcLPort◦ , I0)×C |=
ϕ(Exec(Ac, I0), Port′).
De´monstration. Il suffit d’appliquer le lemme 6.5.8 en replac¸ant A par
Exec(Ac, I0) et A′ par Exec◦(Ac′ !AcLPort◦ , I0)× C.
A partir des the´ore`mes 6.5.6 et 6.5.9, en conside´rant que Ac = Acclient!
Acbut et Ac′ = Acclient !Ac1 ! . . . !Acn, nous obtenons que l’algorithme
suivant, pour la re´solution de PC(←→bi), est correct et complet. Dans cet
Algorithm 4 Algorithme pour la re´solution de PBC(←→bi)
1: Resoudre(Σ, Port, Port′, At, I0,Acclient,Acbut,Ac1, . . . ,Acn)
2: A← Exec(Acclient !Acbut, I0)
3: φ← ϕ(A, Port′)
4: AcLPort◦ ← LargeMed(Port◦)
5: Ac′ ← Acclient !Ac1 ! . . .!Acn !AcLPort◦
6: G ← Exec◦(Ac′ !AcLPort◦ , I0)
7: Σnct ← Σ ∪ ({!, ?} × Port)
8: Σnob ← Σ ∪ ({!, ?} × Port)
9: if (Controler(Σ∪({!, ?}×(Port∪Port◦)),Σnct,Σnob,φ,G) = Vrai) then
return Vrai
10: else return Faux
11: end if
12: end procedure
algorithme, pour l’ensemble des actions Σ,Σ ′, Σnct etΣ nob, une formule sur
Σ et un automate fini G, la fonction Controler(Σ,Σnct,Σnob,φ,G) retourne
”Vrai” ssi il existe un controˆleur C sur Σ qui satisfait Cobs et Cctr et tel que
G×C |= φ. Le meˆme raisonnement que celui utilise´ pour de´terminer le temps
ne´cessaire pour retourner une solution pour l’Algorithme 2, page 148, peut
eˆtre utilise´ pour de´terminer le temps ne´cessaire pour l’Algorithme 4. Dans
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la ligne 2, la construction de A ne´cessite un temps exponentiel par rapport
a` la taille de Port et de I0. De plus la taille de A est exponentielle par
rapport a` la taille des ensembles Port et I0. Dans la ligne 3, la construction
de φ (l’existence d’une telle fonction φ est de´duite du lemme 6.5.8) ne´cessite
un temps polynomial par rapport a` la taille de A et de Port′. Dans la
ligne 5, le temps ne´cessaire pour le calcul deAc′ est exponentiel par rapport
a` n. Quant a` la construction de G, dans la ligne 6, elle est effectue´e en un
temps exponentiel par rapport a` la taille de Port et de I0 et polynomial
par rapport a` la taille de Ac′. Sachant que les tailles de G et de φ sont
exponentielles par rapport au nombre n, a` la taille de Port et de I0 et
que la fonction Controler ne´cessite un temps exponentiel relativement a` la
taille de ses entre´es [AVW03, PR05a, BK06], par conse´quent, l’Algorithme 4
retourne une solution en un temps doublement exponentiel relativement
a` la taille de Port, de I0 et au nombre n. Ainsi, nous obtenons le re´sultat
suivant.
The´ore`me 6.5.10. Le proble`me de la compostion PBC(←→bi) est dans
2-EXPTIME.
6.5.5 Proce´dure base´e sur la filtration pour la re´solution de
PBC(←→bi)
Dans cette section, nous proposons une approche qui consiste a` identifier
des e´tats d’un automate pour en re´duire la taille. Cette approche est inspire´e
d’une technique bien connue en logique modale (la filtration) utilise´e pour
montrer la proprie´te´ du mode`le fini [BdMRV01].
Notre objectif est d’utiliser cette approche pour la re´solution du proble`me
PBC(←→bi). Cependant, cette approche ne peut eˆtre utilise´e que dans le cas
ou` Port′ = ∅. Conside´rons le proble`me de de´cision suivant :
Proble`me FIL : proble`me de la filtration
Instance : un ensemble fini d’actions Σ, un ensemble de ports Port, des
automates finis A surΣ ∪ ({!, ?}×Port) et A′ surΣ ∪ ({!, ?}× (Port∪
Port◦)),
Question : existe-il un automate C surΣ ∪ ({!, ?} × (Port ∪ Port◦)) qui
boucle surΣ ∪ ({!, ?} × Port) et tel que :
A←→bi Del◦(A′ × C) ?
Dans un premier temps nous proposons un algorithme en temps expo-
nentiel pour la re´solution du proble`me FIL. Nous prouverons e´galement
que cet algorithme est correct et complet. Ensuite, graˆce aux re´sultats du
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the´ore`me 6.5.6, nous proposons un algorithme correct et complet pour la
re´solution du proble`me PBC(←→bi). Cet algorithme a la meˆme complexite´
que l’algorithme 4. En d’autre terme, cet algorithme retourne une solution
en un temps doublement exponentiel relativement a` la taille de Port, de
I0 et au nombre n. Conside´rons les ensembles Σ et Port et les automates
A = (QA, qA0 ,→A) surΣ ∪ ({!, ?} × Port), A′ = (QA′ , qA′0 ,→A′) surΣ ∪
({!, ?}×(Port∪Port◦)), et C = (QC , qC0 ,→C) surΣ ∪({!, ?}×(Port∪Port◦))
qui boucle surΣ ∪ ({!, ?} × Port) tels qu’il existe une bisimulation Z entre
A et Del◦(A′ × C) tel que qA0 Z (qA′0 , qC0 ).
De´finition 6.5.11 (Relation binaire ≡). La relation ≡⊆ QC ×QC est
la relation binaire telle que :
– qC1 ≡ qC2 ssi pour tout qA ∈ QA et pour tout qA′ ∈ QA′ , qAZ(qA′ , qC1 )
ssi qAZ(qA′ , qC2 )
Notons que ≡ est une relation d’e´quivalence. Soit qC ∈ QC . L’ensemble
de tout les e´tats dans QC e´quivalent a` qC modulo ≡, note´ | qC |, est appele´
classe d’e´quivalence de qC dans QC modulo ≡ avec qC comme repre´sentant.
L’ensemble de toutes les classes d’e´quivalences deQC modulo≡, note´ QC/ ≡,
est appele´ l’ensemble quotient de QC modulo ≡.
De´finition 6.5.12 (Automate obtenu par filtration Cf ). La filtration
de C relativement a` A et A′ est l’automate Cf = (QCf , qCf0 ,→Cf ) sur Σ ∪
({!, ?} × (Port ∪ Port◦)) qui boucle sur Σ ∪ ({!, ?} × Port) et tel que :
– QCf = QC/ ≡,
– qCf0 =| qC0 | et
– →Cf est la relation telle que :
• | qC1 |→{θpi
◦}
Cf | qC2 |, θ ∈ {!, ?} et pi◦ ∈ Port◦, ssi pour tout qA1 ∈ QA
et pour tout qA′1 , qA
′
2 ∈ QA′ si qA′1 →{θpi
◦}
A′ q
A′
2 et qA1 Z(qA
′
1 , q
C
1 ) alors
il existe qA2 ∈ QA tel que qA1 →{θpi}A qA2 et qA2 Z(qA
′
2 , q
C
2 ).
De´finition 6.5.13 (La relation Zf obtenue par filtration). Soit Zf ⊆
QA × (QA′ × QCf ) la relation binaire telle que pour tout qA ∈ QA et pour
tout (qA′ , | qC |) ∈ QA′ ×QCf , qAZf (qA′ , | qC |) ssi qAZ(qA′ , qC).
Il est facile de ve´rifier que Zf est une relation de bisimulation entre A
et Del◦(A′ × C). Pour plus de de´tails, voir l’annexe 3.
Proposition 6.5.14. Les proprie´te´s suivantes sont e´quivalentes.
– il existe un automate fini C = (QC , qC0 ,→C) sur Σ ∪ ({!, ?} × (Port ∪
Port◦)) qui boucle sur Σ ∪ ({!, ?} × Port) et il existe une relation
Z ⊆ QA×(QA′×QC) qui est une bisimulation entre A et Del◦(A′×C).
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– il existe un automate fini C = (QC , qC0 ,→C) sur Σ ∪ ({!, ?} × (Port ∪
Port◦)) qui boucle sur Σ ∪ ({!, ?} × Port) et il existe une relation
Z ⊆ QA×(QA′×QC) qui est une bisimulation entre A et Del◦(A′×C)
tels que les conditions suivantes sont ve´rifie´es :
(C1) QC ⊆ 2QA×QA
′
,
(C2) qC1 →{θpi
◦}
C q
C
2 et θ ∈ {!, ?} ssi pour tout qA ∈ QA et pour tout
qA′1 , qA
′
2 ∈ QA′ , si qA′1 →{θpi
◦}
A′ q
A′
2 et (qA1 , qA
′
1 ) ∈ qC1 alors il existe
qC2 ∈ QC tel que qC1 →{θpi
◦}
C q
C
2 et (qA2 , qA
′
2 ) ∈ qC2 ,
(C3) qAZ(qA
′
, qC) ssi (qA, qA′) ∈ qC
De´monstration. Conside´rons l’implication de gauche a` droite. Supposons
qu’il existe un automate fini C = (QC , qC0 ,→C) surΣ ∪({!, ?}×(Port∪Port◦))
qui boucle surΣ ∪({!, ?}×Port) et il existe une relation Z ⊆ QA×(QA′×QC)
qui est une bisimulation entre A et Del◦(A′ × C). Il suffit de construire Cf
a` partir de C comme dans la de´finition 6.5.12 et Zf a` partir de Z comme
dans la de´finition 6.5.13. Il est facile de montrer que Cf ve´rifie (C1), (C2) et
(C3). En effet, par construction de QC
f , chaque e´tat qCf repre´sente la classe
d’e´quivalence de qC dans QC modulo ≡. A partir de la de´finition de ≡, on
obtient qCf = {(qA, qA′) ∈ QA × QA′ | qAZ(qA′ , qC)}. Ainsi la condition
(C1) est satisfaite par QC
f . Sachant que pour tout qA ∈ QA et pour tout
qA′1 ∈ QA′ , (qA, qA′) ∈ qCf ssi qAZ(qA′ , qC) alors, a` partir de la construction
de Cf et de Zf , on obtient que les conditions (C2) et (C3) sont satisfaites.
L’implication de droite a` gauche est triviale. En effet, la deuxie`me pro-
prie´te´ contient la premie`re.
Ainsi, nous pouvons proposer un algorithme simple pour la re´solution
de FIL. Dans l’algorithme 5, la fonction Condition1(qA, qA′ , qC , θ,pi ◦) re-
tourne ”vrai” ssi il existe un e´tat qA2 ∈ QA tel que qA →{θpi}A qA2 et pour tout
qA′2 ∈ QA′ tel que qA′ →{θpi
◦}
A′ q
A′
2 et pour tout qC2 ∈ QC tel que qC →{θpi
◦}
C q
C
2 ,
qA2 Z(qA
′
, qC) n’est pas ve´rifie´. La fonction Condition2(qA, qA′ , qC , θ,pi ◦) re-
tourne ”vrai” ssi il existe qA′2 ∈ QA′ tel que qA′ →{θpi
◦}
A′ q
A′
2 et il existe
qC2 ∈ QC tel que qC →{θpi
◦}
C q
C
2 et pour tout qA2 ∈ QA tel que qA →{θpi}A qA2 ,
qA2 Z(qA
′
, qC) est ve´rifie´. Intuitivement, l’ensemble ∆ regroupe tous les e´tats
dans QC qui n’ont pas permis a` Z d’eˆtre une bisimulation de A par
Del◦(A′ × C). De plus, la mise a` jour de QC consiste a` supprimer ces e´tats.
L’algorithme 5, peut eˆtre implante´ en un temps exponentiel par rapport a`
la taille de A et de A′. En effet, le nombre de fois que la boucle While est
exe´cute´e est au plus e´gale a` 2Card(QA)×Card(QA
′
). De plus les ope´rations a`
l’inte´rieur de la boucle sont obtenues en un temps polynomial relativement
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Algorithm 5 Algorithme pour la re´solution de FIL
1: Resoudre-FIL(Σ, Port,A,A′)
2: QC ← 2QA×QA′
3: Fin← Faux
4: (→C)← {qC →{a}C qC | qC ∈ QC et a ∈ Σ ∪ ({!, ?} × Port)} ∪{ qC1 →{θpi
◦}
C
qC2 | θ ∈ {!, ?},pi◦ ∈ Port◦ et la condition C2 est satisfaite}
5: while (Fin = Faux et QC += ∅) do
6: Z ← {(qA, (qA′ , qC)) | (qA, qA′) ∈ qC}
7: if Z est une bisimution de A par Del◦(A′ × C) then Fin← V rai
8: else
9: ∆ ← {qC ∈ QC | il existe qA ∈ QA et qA′ ∈ QA′
avec qAZ(qA′ , qC) et il existent θ ∈ {!, ?} et pi◦ ∈ Port◦ tels que
Condition1(qA, qA′ , qC , θ,pi ◦) ou Condition2(qA, qA′ , qC , θ,pi ◦)}
10: QC ← QC \∆
11: (→C)← (→C) \ {qC1 →{θpi
◦}
C q
C
2 | qC1 ∈ ∆ ou qC2 ∈ ∆}
12: end if
13: end while
14: end procedure
a` la taille de QC (qui est borne´e par 2Card(QA)×Card(QA
′
)). Le lemme sui-
vant nous permet de prouver que l’algorithme 5, propose´ pour la re´solution
de FIL, est correct et complet. En d’autre terme, le lemme montre que
l’algorithme retourne la valeur ”Vrai” ssi il existe un automate fini C sur
Σ ∪ ({!, ?} × (Port ∪ Port◦)) qui boucle surΣ ∪ ({!, ?} × Port) et tel que
A ←→bi Del◦(A′ × C). Nous notons m le nombre d’ite´ration de la boucle
while, QCm les e´tat de C a` l’ite´ration m et Zm la relation Z obtenu a`
l’ite´ration m.
Lemme 6.5.15. Soit C = (QC , qC0 ,→C) sur Σ ∪ ({!, ?} × (Port ∪ Port◦))
qui boucle sur Σ ∪ ({!, ?} × Port) et Z ⊆ QA × (QA′ × C) une bisimulation
entre A et Del◦(A′ × C) tels que les conditions suivantes sont ve´rifie´es :
(C1) QC ⊆ 2QA×QA
′
,
(C2) qC1 →{θpi
◦}
C q
C
2 et θ ∈ {!, ?} ssi pour tout qA ∈ QA et pour tout
qA′1 , qA
′
2 , si qA
′
1 →{θpi
◦}
A′ q
A′
2 et (qA1 , qA
′
1 ) ∈ qC1 alors il existe qC2 ∈ QC tel
que qC1 →{θpi
◦}
C q
C
2 et (qA2 , qA
′
2 ) ∈ qC2 ,
(C3) qAZ(qA
′
, qC) ssi (qA, qA′) ∈ qC
Alors, pour tout qC ∈ QC et pour tout entier non-ne´gatif m, qC ∈ QCm.
De´monstration. Soit qC ∈ QC . S’il existe un entier non-ne´gatif m tel que qC
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∈ QCm et qC +∈ QCm+1 alors pour un e´tat qA ∈ QA et un e´tat qA′ ∈ QA′
tel que qA Zm (qA′ , qC), il existe θ ∈ {!, ?} et pi◦ ∈ Port◦ tels que l’une des
proprie´te´s suivantes est vraie :
– il existe qA2 ∈ QA tel que qA1 →{θpi}A qA2 et pour tout qA
′
2 ∈ QA′ et
qC2 ∈ QC tels que qA′1 →{θpi◦}A′ qA
′
2 et pour tout qC1 →{θpi
◦}
C q
C
2 , il n’est
pas vrai que qA2 Zm(qA
′
2 , q
C
2 ),
– il existe qA′2 ∈ QA′ et qC2 ∈ QC tels que qA′1 →{θpi◦}A′ qA
′
2 , qC1 →{θpi
◦}
C q
C
2
et pour tout qA2 ∈ QA tel que qA1 →{θpi}A qA2 , il n’est pas vrai que
qA2 Zm(qA
′
2 , q
C
2 ).
Les deux cas me`nent a` une contradiction avec la proprie´te´ (C2).
A partir du the´ore`me 6.5.6, nous obtenons que l’algorithme suivant, pour
la re´solution de PC(←→bi), est correct et complet. Il est clair que la taille
Algorithm 6 Algorithme pour la re´solution de PBC(←→bi)
1: Re´soudre-PBC(←→bi)(Σ, Port,At, I0,Acclient,Acbut,Ac1, . . . ,Acn)
2: A← Exec(Acclient !Acbut, I0)
3: AcLPort◦ ← LargeMed(Port◦)
4: Ac′ ← Acclient !Ac1 ! . . .!Acn !AcLPort◦
5: A′ ← Exec◦(Ac′ !AcLPort◦ , I0)
6: if (Resoudre−FIL(Σ, Port,A,A′) = Vrai) then return Vrai
7: else return Faux
8: end if
9: end procedure
de A et A′ est exponentielle par rapport a` n et a` la taille de I0 et Port.
Sachant que la proce´dure Resoudre− FIL retourne une solution apre`s un
temps exponentiel relativement a` la taille de son entre´e, on en de´duit que
l’algorithme 6 utilise un temps doublement exponentiel par rapport a` la
taille des entre´es du proble`me PBC(←→bi).
6.6 Conclusion
Nous avons pre´sente´ un mode`le dans lequel les services sont repre´sente´s
par des automates communicants conditionnels. Ces derniers communiquent
a` travers des ports k-borne´s, c’est a` dire qu’un port ne peut contenir qu’au
plus k messages. Nous avons de´fini le proble`me de la composition pour l’in-
clusion de traces, l’e´quivalence de traces, la simulation et la bisimulation.
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Relation Complexity
Trace inclusion EXPSPACE-complet
Trace equivalence EXPSPACE-difficile
Simulation EXPTIME-complet
Bisimulation EXPTIME-difficile
2-EXPTIME
Tab. 6.1 – Tableau re´capitulatif, dans le cas ou` la communication entre les
services est asynchrone avec des ports borne´s.
Les re´sultats de la complexite´ des proble`mes sont re´capitule´s dans le Ta-
bleau 6.1.
Concernant le proble`me de la composition, en conside´rant l’inclusion de
traces et la simulation, nous avons donne´ la complexite´ exacte du proble`me.
Plus pre´cise´ment, nous avons montre´ que le proble`me de la composition est
EXPSPACE-complet pour l’inclusion de traces et EXPTIME-complet pour
la simulation. Nous avons e´galement prouve´ que le proble`me de la compo-
sition est EXPSPACE-difficile pour l’e´quivalence de traces et EXPTIME-
difficile pour la bisimulation.
L’approche que nous avons utilise´ pour re´soudre le proble`me de la composi-
tion pour l’inclusion de traces et la simulation est base´e sur l’utilisation du
me´diateur large. Dans un premier temps, nous avons montre´ par un contre-
exemple que cette approche ne peut pas eˆtre applique´e pour la bisimulation
et l’e´quivalence de traces. Ensuite, nous avons propose´ une me´thode base´e
sur la synthe`se de controˆleur, pour la re´solution du proble`me de la composi-
tion pour la bisimulation et l’e´quivalence de traces. Enfin, pour re´soudre le
proble`me de la synthe`se de controˆleur pour la bisimulation, nous avons pro-
pose´ deux algorithmes qui retournent tous deux une solution en un temps
doublement exponentiel, par rapport a` la taille de l’entre´e du proble`me. Le
premier algorithme est base´ sur la satisfaction d’une formule du µ-calcul
et le second algorithme est base´ sur la filtration. L’avantage de la me´thode
base´e sur le µ-calcul est qu’elle permet d’exprimer d’autres proprie´te´s, en
plus de la bisimulation entre deux syste`mes. Une de ces proprie´te´s peut eˆtre
la vivacite´ du syste`me ou sa tole´rance aux fautes. Nous proposons e´galement
une me´thode base´e sur la filtration. Cette me´thode ne s’applique que pour
la re´solution du proble`me de la composition pour la bisimulation, mais elle
a l’avantage d’eˆtre re´solue par un algorithme simple a` imple´menter. Ce qui
n’est pas le cas de l’algorithme base´e sur le µ-calcul qui ne´cessite d’avoir la
proce´dure pour la re´solution du proble`me de satisfiabilite´ d’une formule du
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µ-calcul.
Les deux algorithmes propose´s ne´cessitent un calcul explicite du produit
des services, ce qui est une e´tape particulie`rement couˆteuse lorsque le
nombre des services est e´leve´. Cependant, les bornes infe´rieures de com-
plexite´ montrent qu’il n’existe pas d’algorithme de moindre complexite´ per-
mettant de re´soudre le proble`me dans le cas de la simulation et de l’inclusion
de traces.
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Chapitre 7
Composition de services dans
un environnement avec
communication synchrone
A` la diffe´rence des Chapitres 4 et 6, nous conside´rons dans ce chapitre une
communication synchrone entre les services [BCHK09]. En d’autres termes,
nous supposons qu’un service ne peut envoyer de message que s’il existe
un autre service preˆt a` le recevoir. Re´ciproquement, un service ne peut
recevoir de message que s’il existe un autre service preˆt a` l’envoyer. Ainsi,
les services doivent se synchroniser, afin de communiquer. Dans le reste de
ce chapitre, nous pre´sentons le mode`le formel que nous conside´rons pour
repre´senter les services, ainsi que les trois variantes suivantes du proble`me
de la composition :
1. Proble`me de l’existence d’une e´valuation PEE .
2. Proble`me de de´cision d’une formule caracte´ristique PDFC.
3. Proble`me de la synthe`se d’une formule caracte´ristique PSFC.
Ces trois proble`mes sont de´finis pour les relations suivantes : inclusion de
traces, e´quivalence de traces, simulation et bisimulation. Nous donnons,
e´galement, les re´sultats concernant la complexite´ de ces proble`mes, pour
ces diffe´rentes relations.
7.1 Mode`le des services
Comme dans les chapitres pre´ce´dents, nous conside´rons un ensemble fini
d’actions Σ, un ensemble fini de formules atomiques At et un ensemble fini
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de ports Port. L’envoi de messages sur un port pi est repre´sente´ par !pi et la
re´ception de messages sur ce port, par ?pi. Les actions de communication sont
ainsi des e´le´ments de l’ensemble {!, ?}× Port. Contrairement aux chapitres
pre´ce´dents, dans ce chapitre, nous supposons que les ports ne contiennent
pas de messages. C’est-a`-dire que tout message envoye´ a` travers un port est
instantane´ment rec¸us. Par ailleurs, il n’y a pas de file de messages dans un
port, en attente d’une re´ception. Les actions internes dans Σ ainsi que les
actions de communications dans {!, ?} × Port, peuvent eˆtre conditionne´es
par un sous-ensemble de Li(At). Rappelons que Li(At) est l’ensemble des
litte´raux qu’il est possible de construire a` partir de At. Afin de simplifier
le proble`me de la composition, nous conside´rons que les actions n’engendre
pas d’effets 1. C’est-a`-dire que l’e´valuation des formules atomiques ne peut
eˆtre modifie´e par l’exe´cution d’une action. Donnons les de´finitions formelles
d’un service, du produit de services avec communication synchrone et de
l’exe´cution d’un service.
De´finition 7.1.1 (Service). Un service est un automate communicant
conditionnel Ac = (Q, q0, F,δ ) surΣ ∪ ({!, ?} × Port) et At tel que :
– Q est un ensemble fini d’e´tats,
– q0 est l’e´tat initial,
– F est l’ensemble des e´tats finaux,
– δ ⊆ 2Li(At) × Q × (Σ ∪ ({!, ?} × Port)) × Q × 2∅ est la relation de
transition.
Dans le mode`le de ce chapitre, nous ne conside´rons pas de service client
ni de service me´diateur. Nous conside´rons uniquement un service but et des
services disponibles. Sachant que nous ne conside´rons pas de service client
alors nous supposerons que le service but n’effectue aucune communication.
En d’autres termes, ce service effectue des actions internes uniquement. Les
restrictions sur le service but et le service client nous permettent de simplifier
la pre´sentation des preuves. Ne´anmoins, les preuves restent applicables dans
le cas ge´ne´ral. Le produit que nous conside´rons entre les services est un
produit asynchrone pour les actions internes et synchrone pour les actions
de communication.
De´finition 7.1.2 (Produit de ACC avec communication synchrone).
Soient Ac1 = (Q1, q10 , F 1, δ1), . . . , Acn = (Qn, qn0 , Fn, δn) des ACC sur
Σ ∪ ({!, ?} × Port) et At. Par Ac1 ! . . . !Acn, nous notons le produit avec
communication synchrone de Ac1, . . . ,Acn, c’est-a`-dire l’automate commu-
nicant conditionnel Ac = (Q, q0, F,δ ) surΣ ∪ {!} et At tel que :
1Dans ce chapitre, tous les ACC, sans exception, ont des transitions sans effets.
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q10 q
1
1
({p1}, a1, ∅)
({p2}, !pi, ∅)
Fig. 7.1 – Automate communicant conditionnel Ac1.
q20 q
2
1
({p2}, ?pi, ∅)
({p1}, a2, ∅)
Fig. 7.2 – Automate communicant conditionnel Ac2.
– Q = Q1 × . . .×Qn,
– q0 = (q10, . . . , qn0 ),
– F = F 1 × . . . × Fn et
– δ ⊆ 2Li(At)×Q× (Σ∪{!})×Q×2∅ est la relation de transition de´finie
par (J, (q11 , . . . , qn1 ), a, (q12 , . . . , qn2 ), ∅) ∈ δ ssi une des deux conditions
suivantes est satisfaite :
(1) a ∈ Σ et il existe un entier i ∈ {1, . . . , n} tel que (J, qi1, a, qi2, ∅) ∈ δi
et pour tout j ∈ {1, . . . , n}, si j += i alors qj2 = qj1.
(2) a = !, il existe i, k ∈ {1, . . . , n}, il existe des ensembles consistants
J i, Jk ∈ 2Li(At) et il existe un port pi ∈ Port tels que :
– i += k,
– l’ensemble J i ∪ Jk est consistant et J = J i ∪ Jk,
– (J i, qi1, !pi, qi2, ∅) ∈ δi et (Jk, qk1 , ?pi, qk2 , ∅) ∈ δk et
– pour tout j ∈ {1, . . . , n}, si j +∈ {i, k} alors qj2 = qj1.
Exemple 7.1.3. Nous conside´rons l’ensemble d’actions Σ = {a1, a2},
l’ensemble de ports Port = {pi}, l’ensemble des formules atomiques At =
{p1, p2} et les automates communicants conditionnels Ac1 et Ac2 sur Σ ∪
({!, ?} × Port) et At, repre´sente´s respectivement dans la Figure 7.1 et la
Figure 7.2. Le produit avec communication synchrone de Ac1 et Ac2 est
repre´sente´ dans la Figure 7.3.
Concernant l’exe´cution d’un ACC, comme dans les chapitres pre´ce´dents,
l’initialisation des formules atomiques est repre´sente´e par un ensemble maxi-
mal consistant de litte´raux I0. Sachant que les actions exe´cute´es par les ACC
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q10q
2
0 q
1
1q
2
0
q10q
2
1q
1
1q
2
1
({p1}, a1, ∅)
({p1}, a2, ∅)
({p1, p2}, !, ∅)
({p1}, a1, ∅)
({p1}, a2, ∅)
Fig. 7.3 – Automate communicant conditionnel Ac1 !Ac2.
n’ont pas d’effets alors l’ensemble I0 ne peut eˆtre modifie´. De plus, les ports
ne stockent pas de messages. Par conse´quent, le contenu des ports n’est pas
modifie´. De ce fait, l’exe´cution d’un ACC Ac ne contiendra que les transi-
tions dans Ac avec des conditions satisfaites.
De´finition 7.1.4 (Exe´cution des ACC). Soit I0 un ensemble maximal
consistant et Ac = (Q, q0, F,δ ) un automate communicant conditionnel sur
(Σ∪ ({!, ?}×Port)∪ {!}) et At. Nous appelons exe´cution de Ac, l’automate
Exec(Ac, I0) = (Q′, q′0, F ′,→′) de´fini surΣ ∪ ({!, ?} × Port) ∪ {!} tel que :
– Q′ = Q,
– q′0 = q0,
– F ′ = F et
– →′⊆ Q′ × (Σ ∪ ({!, ?}× Port) ∪ {!})×Q′ est la relation de transition
de´finie par (q, a, q′) ∈→′ ssi il existe une transition (J, q, a, q′, ∅) ∈ δ
telle que J ⊆ I0.
Il est clair a` partir de cette de´finition que l’exe´cution d’un ACC Ac est
de taille au plus e´gale a` celle de Ac. Rappelons que la taille d’un ACC de´fini
sur (Σ ∪ ({!, ?} × Port) ∪ {!}) et At est de taille exponentielle par rapport
a` At et line´aire par rapport a` Σ et Port.
Exemple 7.1.5. Nous conside´rons les automates communicants condition-
nels Ac1 et Ac2 sur Σ ∪ ({!, ?} × Port) et At de l’exemple 7.1.3. En
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q10q
2
0 q
1
1q
2
0
q10q
2
1q
1
1q
2
1
a1
Fig. 7.4 – Automate fini Exec(Ac1 !Ac2, {p1,¬p2}).
conside´rant l’ensemble I0 = {p1,¬p2}, l’exe´cution du produit avec commu-
nication synchrone des ACC Ac1 et Ac2 est repre´sente´e dans la Figure 7.4.
7.2 Composition des services
Soit At un ensemble de formules atomiques et F(At) l’ensemble de toutes
les formules boole´ennes φ construites a` partir de At de la fac¸on suivante :
φ ::= p | ⊥ | ¬φ | (φ ∨ φ), ou` p ∈ At.
Les autres constructeurs sont de´finis de fac¸on usuelle. Soit I0 un ensemble
maximal consistant de litte´raux sur At. Une e´valuation compatible avec I0
est une fonction V0 de At vers {0, 1} telle que :
V0(p) =
{
1 si p ∈ I0
0 sinon
En utilisant la me´thode usuelle, toute e´valuation V0 peut eˆtre e´tendue a` une
fonction V̂0 de F(At) vers {0, 1}.
Dans ce chapitre, les proble`mes de la composition auxquels nous nous
inte´ressons se focalisent sur la construction ou l’existence d’une formule, au
lieu de se focaliser sur la construction ou l’existence d’un me´diateur. Cette
formule lorsqu’elle est satisfaite garantit que le syste`me compose´ des services
disponibles est e´quivalent au service but. En pratique, cette formule permet,
par exemple, de spe´cifier des restrictions sur les certificats que l’utilisateur
des services doit fournir. Plus pre´cise´ment, nous nous inte´ressons aux trois
proble`mes suivants :
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1. Proble`me de l’existence d’une e´valuation PEE .
2. Proble`me de de´cision d’une formule caracte´ristique PDFC.
3. Proble`me de la synthe`se d’une formule caracte´ristique PSFC.
Proble`me PEE(≈) : proble`me de l’existence d’une e´valuation
Instance : les ensembles finis Σ, Port et At, un automate fini condition-
nel Acbut sur Σ et At et des automates communicants conditionnels
Ac1, . . . ,Acn surΣ ∪ ({!, ?} × Port) et At.
Question : existe-il un ensemble maximal consistant I0 ∈ 2Li(At) tel que
Exec(Acbut, I0) ≈ Exec(Ac1 ! . . .!Acn, I0)({!}) ?
ou` ≈∈ {⊆tr,≡tr,≤si,←→bi}.
Le proble`me de l’existence d’une e´valuation consiste, e´tant donne´s un ser-
vice but et des services disponibles, a` de´terminer l’existence d’une e´valuation
pour les formules atomiques telle que l’exe´cution du but soit e´quivalente a`
celles du syste`me compose´ de l’ensemble des services disponibles. Intuiti-
vement cette e´valuation repre´sente les crite`res que l’utilisateur des services
doit satisfaire afin de lui garantir une re´ponse a` sa requeˆte.
Proble`me PDFC(≈) : proble`me de de´cision d’une formule caracte´ristique
Instance : les ensembles finis Σ, Port et At, un automate fini condition-
nel Acbut sur Σ et At, des automates communicants conditionnels
Ac1, . . . ,Acn surΣ ∪ ({!, ?}×Port) et At et une formule boole´enne φ.
Question : est-il vrai que pour tout ensemble maximal consistant I0 ∈
2Li(At),
Exec(Acbut, I0) ≈ Exec(Ac1 ! . . .!Acn, I0)({!})
ssi
V̂0(φ) = 1 ?
ou` ≈∈ {⊆tr,≡tr,≤si,←→bi}.
Le proble`me de de´cision d’une formule caracte´ristique consiste, e´tant donne´s
un service but, des services disponibles et une formule boole´enne, a` de´cider
si la formule caracte´rise la composition. En d’autres termes on veut de´cider
si pour toute e´valuation des formules atomiques, la composition est satisfaite
ssi la formule boole´enne est e´value´e a` vrai.
Proble`me PSFC(≈) : proble`me de la synthe`se d’une formule ca-
racte´ristique
Instance : les ensembles finis Σ, Port et At, un automate fini condition-
nel Acbut sur Σ et At et des automates communicants conditionnels
Ac1, . . . ,Acn surΣ ∪ ({!, ?} × Port) et At.
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Question : synthe´tiser une formule φ telle que pour tout ensemble maximal
consistant I0 ∈ 2Li(At)
Exec(Acbut, I0) ≈ Exec(Ac1 ! . . .!Acn, I0)({!})
ssi
V̂0(φ) = 1.
ou` ≈∈ {⊆tr,≡tr,≤si,←→bi}.
Le proble`me de la synthe`se d’une formule caracte´ristique est le proble`me
de synthe`se associe´ au proble`me pre´ce´dent. En effet, le proble`me PSFC
consiste a` synthe´tiser la formule qui caracte´rise la composition, a` partir du
service but et des services disponibles. Une fois cette formule synthe´tise´e,
pour de´cider si Acbut peut eˆtre compose´ a` partir de Ac1, . . . ,Acn, il suffira
de de´cider si φ est vrai ou pas.
7.3 Re´sultats de complexite´
Dans cette section nous pre´sentons des re´sultats concernant la com-
plexite´ des proble`mes PEE , PDFC et PSFC, pour l’inclusion de traces,
l’e´quivalence de traces, la simulation et la bisimulation. Nous rappelons que
dans ce chapitre la communication effectue´e entre les services est synchrone.
Dans ce qui suit, nous montrons que les proble`mes de de´cision PEE(⊆tr),
PEE(≡tr), PDFC(⊆tr) et PDFC(≡tr) sont EXPSPACE-complets. Egale-
ment, nous montrons que les proble`mes de de´cisions PEE(≤si) et PDFC(≤si
) sont EXPTIME-complets. De plus, nous montrons que le proble`me de
synthe`se PSFC est dans FEXPSPACE (resp. FEXPTIME) lorsque les re-
lations d’inclusion de traces et d’e´quivalence de traces (resp. simulation
et bisimulation) sont conside´re´es. Concernant le proble`me PEE(←→bi) et
PDFC(←→bi), nous montrons qu’ils sont PSPACE-difficiles et qu’ils sont
dans EXPTIME. Notre conjecture est que ces derniers sont EXPTIME-
complets. Pour prouver cela, il faut d’abord re´soudre le proble`me suivant :
prouver que le proble`me de savoir si un automate fini est bisimilaire a` un
produit d’automates finis est EXPTIME-difficile. A` notre connaissance, la
complexite´ exacte de ce proble`me n’est pas connue.
7.3.1 Bornes infe´rieures de complexite´
Afin de montrer que les proble`mes PEE(⊆tr), PEE(≡tr), PDFC(⊆tr)
et PDFC(≡tr) sont EXPSPACE-difficiles, nous utilisons une re´duction du
proble`me de l’universalite´ des expressions re´gulie`res avec carre´ vers ces
proble`mes. En ce qui concerne les proble`mes PEE(≤si) et PDFC(≤si), pour
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montrer qu’ils sont EXPTIME-difficiles, nous utilisons une re´duction du
proble`me de la simulation entre un automate fini et un produit asynchrone
d’automates finis vers ces proble`mes. Quant aux proble`mes PEE(←→bi) et
PDFC(←→bi), afin de prouver qu’ils sont PSPACE-difficiles, nous proce´dons
en deux e´tapes. Dans un premier temps, nous montrons que le proble`me de
la bisimulation entre un automate fini et un produit asynchrone d’auto-
mates finis est PSPACE-difficile. Pour cela, nous utilisons une re´duction du
proble`me d’acceptance d’une machine de Turing de´terministe line´airement
borne´e en espace, a` ce proble`me. Dans un second temps, nous re´duisons le
proble`me de la bisimulation entre un automate fini et un produit asynchrone
d’automates finis aux proble`mes PEE(←→bi) et PDFC(←→bi).
Inclusion et e´quivalence de traces
Pour montrer que les proble`mes PEE(⊆tr), PEE(≡tr), PDFC(⊆tr)
et PDFC(≡tr) sont EXPSPACE-difficiles, nous utilisons une re´duction
du proble`me de l’universalite´ des langages re´guliers avec carre´, qui est
EXPSPACE-difficile [MS72], a` ces quatre proble`mes. Cette re´duction est
similaire a` celle que nous avons utilise´e dans le Chapitre 6, pour prouver
le the´ore`me 7.3.4. Nous montrons e´galement que cette re´duction est faite
en espace logarithmique. Nous rappelons ci-dessous, la de´finition d’une ex-
pression re´gulie`re avec carre´ et du proble`me de l’universalite´ des expressions
re´gulie`res avec carre´.
De´finition 7.3.1 (Expression re´gulie`re avec carre´). Soit Σ un alpha-
bet fini etΣ ∗ l’ensemble des mots de longueur finie sur Σ. Nous notons le
mot vide (de longueur 0) par !. Les expressions re´gulie`res avec carre´ seront
note´es α,β, γ,σ , etc. Une expression re´gulie`re avec carre´ α de´finie sur Σ est
construite comme suit :
α := a | ! | α ◦ β | α ∪ β | α+ | α2, ou` a ∈ Σ.
Chaque expression α de´finit un langage rationnel sur Σ. Nous notons par
L(α) le langage de´fini par α. De plus, le nombre d’occurrences des ope´rations
!, ◦,∪,+ ,2 sera note´ Op(α). Conside´rons le proble`me de de´cision suivant :
Proble`me UER : proble`me de l’universalite´ des expressions re´gulie`res
avec carre´
Instance : un alphabet fini Σ et une expression re´gulie`re avec carre´ α
de´finie surΣ
Question : est-il vrai que L(α)=Σ∗ ?
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The´ore`me 7.3.2. Les proble`mes PEE(⊆tr) et PEE(≡tr) sont EXPSPACE-
difficiles.
De´monstration. Dans ce qui suit, nous prouvons que le proble`me UER se
re´duit en espace logarithmique aux proble`mes PEE(⊆tr) et PEE(≡tr). Soit
une instance de UER donne´e par Σ et α. L’instance ρ(Σ,α) de PEE(⊆tr)
et PEE(≡tr) que nous construisons est donne´e parΣ ′, Portα, At, Acbut et
Ac0α,Ac1, . . . ,Acnα . Plus pre´cise´ment :
– L’ensembleΣ ′ = Σ.
– L’ensemble At = ∅.
– Le nombre nα = 2×Op(α).
– L’ensemble Portα = {pi1, . . . ,pi nα}.
– La construction de Ac0α est faite par induction sur α. Le de´tail de cette
construction est donne´ dans la suite de la preuve.
– Pour tout i ∈ {1, . . . , nα}, Aci = ({qi0, qi1}, qi0, {qi1}, δi) est l’automate
communicant conditionnel de la Figure 7.5.
– La construction de Acbut est faite a` partir de Σ. Le de´tail de cette
construction est donne´ ci-dessous.
qi0 q
i
1
(∅, ?pii, ∅)
(∅, !pii, ∅)
Fig. 7.5 – Automate communicant conditionnel Aci, i ∈ {1, . . . , nα}.
1) Construction de Acbut
L’automate communicant conditionnel Acbut est construit de fac¸on a`
ne de´pendre que de Σ. L’ide´e de cette construction est d’avoir, pour I0 =
∅, le langage reconnu par l’exe´cution de Acbut e´gal a` Σ∗. Pour cela, nous
construisons Acbut = (Qbut, qbut0 , F but, δbut) tel que :
– Qbut = {qbut0 },
– F but = {qbut0 } et
– δbut = {(∅, qbut0 , a, qbut0 , ∅) | a ∈ Σ}.
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qbut0
(∅, a1, ∅), (∅, a2, ∅), . . . , (∅, am, ∅)
Fig. 7.6 – Automate communicant conditionnel Acbut, lorsque Σ=
{a1, a2, . . . , am}.
En supposant que Σ= {a1, a2, . . . , am}, l’automate communicant condition-
nel Acbut est celui de la Figure 7.6. L’automate Exec(Acbut, ∅) est celui de
la Figure 7.7. Le fait que Acbut ne contient aucune transition e´tiquete´e par
qbut0
a1, a2, . . . , am
Fig. 7.7 – L’automate fini Exec(Acbut, ∅) pour le Acbut de la Figure 7.6.
! implique :
Tr&(Exec(Acbut, ∅)) = Tr∅(Exec(Acbut, ∅)) =Σ ∗.
2) Construction de Ac0α
La construction de Ac0α est telle que : Tr&(Exec(Ac0α ! Ac1 ! . . . !
Acnα , ∅)) = L(α). Ainsi, le roˆle des Aci, i ∈ {1, . . . , nα} est uniquement de
se synchroniser avec les actions de communications exe´cute´es par Ac0α. Bien
entendu, une fois synchronise´es les actions de communications seront non
observables.
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Remarque 7.3.3. Afin de ne pas encombrer les Figures 7.10, 7.11, 7.12
et 7.13, les transitions e´tiquete´es par (∅, θpi, ∅) seront e´tiquete´e par θpi, ou`
θ ∈ {!, ?} et pi ∈ Portα.
Base de l’induction : Cas ou` α = a. Dans ce cas, Ac0a =
(Qa, qa0 , F a, δa) est l’automate communicant conditionnel de la Fi-
gure 7.8. Dans Ac0a l’ensemble des e´tats finaux est un singleton
F a = {qa1}. De plus, na = 0 et Porta = ∅, car Op(α) = 0. Il est
clair que :
Tr∅(Exec(Ac0a, ∅))=L(a)={a}.
q10 q
1
1(∅, a, ∅)
Fig. 7.8 – ACC Ac0α, dans le cas ou` α = a.
Hypothe`se de l’induction : conside´rons deux expressions re´gulie`res
avec carre´ γ et σ pour lesquels il existe desACC Ac1γ = (Qγ , qγ0 , F γ , δγ)
surΣ ∪({!, ?}×Portγ) etAc1σ = (Qσ, qσ0 , F σ, δσ) surΣ ∪({!, ?}×Portσ)
tels que :
– nγ = 2×Op(γ) et nσ = 2×Op(σ),
– F γ = {qγ1} et F σ = {qσ1 },
– Tr&(Exec(Ac0γ !Ac1 . . . !Acnγ , ∅)) = L(γ) et
– Tr&(Exec(Ac0σ !Ac1 . . .!Acnσ , ∅)) = L(σ).
Pas de l’induction : Cas ou` α = !. Dans ce cas, Op(!) = 1 donc
n& = 2 et Portα = {pi1,pi2}. De plus, Ac0& = (Q&, q&0, {q&1}, δ&) est
l’automate communicant conditionnel surΣ ∪ ({!, ?} × Port&) de la
Figure 7.9. Il est clair que :
Tr&(Exec(Ac0& !Ac1 !Ac2, ∅)) = L(!)={!}.
La raison est que toutes les actions de communication se synchronisent
et deviennent des !. Cas ou` α = γ ◦ σ. Dans ce cas, Op(γ ◦ σ) =
Op(γ) + Op(Σ) + 1. De plus, nγ◦σ = 2 × Op(γ ◦ σ). Ainsi, nγ◦σ =
2 × Op(γ) + 2 × Op(σ) + 2. Par hypothe`se d’induction, nγ = 2 ×
Op(γ) et nσ = 2 × Op(σ). Par conse´quent, nγ◦σ = nγ + nσ + 2. On
pose Portγ◦σ = Portγ ∪ Portσ ∪ {pinγ+nσ+1,pinγ+nσ+2} et Ac0γ◦σ est
l’automate communicant conditionnel de la Figure 7.10. Il est facile
de ve´rifier que : Tr&(Exec(Ac0γ◦σ !Ac1! . . .!Acnγ !Acnγ+1! . . .!
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q&0 q
& r& s& q&1
(∅, !pi1, ∅) (∅, ?pi1, ∅) (∅, !pi2, ∅) (∅, ?pi2, ∅)
Fig. 7.9 – ACC Ac0α, dans le cas ou` α = !.
Acnγ+nσ ! Acnγ+nσ+1 ! Acnγ + nσ + 2, ∅)) = L(γ ◦ σ)={ww′ | w ∈
L(γ) et w′ ∈ L(σ)}. Observons que F γ◦σ = {qγ◦σ1 }.
Ac0γ Ac0σ
qγ◦σ0
qγ0 q
γ
1
qγ◦σ qσ0 qσ1
qγ◦σ1
!pinγ+nσ+1
?pinγ+nσ+1 !pinγ+nσ+2
?pinγ+nσ+2
Fig. 7.10 – ACC Ac0α, dans le cas ou` α = γ ◦ σ.
Cas ou` α = γ ∪ σ. Dans ce cas, Op(γ ∪ σ) = Op(γ) +Op(Σ) + 1. De
plus, nγ∪σ = 2×Op(γ ∪ σ). Ainsi, nγ∪σ = 2×Op(γ) + 2×Op(σ) + 2.
Par hypothe`se d’induction, nγ = 2 × Op(γ) et nσ = 2 × Op(σ).
Par conse´quent, nγ∪σ = nγ + nσ + 2. On pose Portγ∪σ = Portγ ∪
Portσ ∪ {pinγ+nσ+1,pinγ+nσ+2} et Ac0γ∪σ est l’automate communi-
cant conditionnel de la Figure 7.11. Il est facile de ve´rifier que :
Tr&(Exec(Ac0γ∪σ ! Ac1 ! . . . ! Acnγ ! Acnγ+1 ! . . . ! Acnγ+nσ !
Acnγ+nσ+1!Acnγ+nσ+2, ∅)) = L(γ∪σ)={w | w ∈ L(γ) ou w ∈ L(σ)}.
Observons que F γ∪σ = {qγ∪σ1 }.
Cas ou` α = γ+. Dans ce cas, Op(γ+) = Op(γ)+1. De plus, nγ+ = 2×
Op(γ+). Ainsi, nγ+ = 2×Op(γ)+ 2. Par hypothe`se d’induction, nγ =
2×Op(γ). Par conse´quent, nγ+ = nγ +2. On pose Portγ+ = Portγ ∪
{pinγ+1,pinγ+2} et Ac0γ+ est l’automate communicant conditionnel de
la Figure 7.12. Il est facile de ve´rifier que : Tr&(Exec(Ac0γ+!Ac1!. . .!
Acnγ ! Acnγ+1 ! Acnγ+2, ∅)) = L(γ+) = {wn | n ≥ 0 et w ∈ L(γ)}.
Observons que F γ+ = {qγ+1 }.
Cas ou` α = γ2. Dans ce cas, Op(γ2) = Op(γ) + 1. De plus, nγ2 =
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Ac0γ
Ac0σ
qγ∪σ0
qγ0
qσ0
qγ1
qσ1
qγ∪σ1
!pinγ+nσ+1
!pinγ+nσ+2
?pinγ+nσ+1
?pinγ+nσ+2
Fig. 7.11 – ACC Ac0α, dans le cas ou` α = γ ∪ σ.
Ac0γ
qγ
+
0
qγ0 q
γ
1 qγ
+
1
qγ
+
!pinγ+1 ?pinγ+1
!pinγ+2?pinγ+2
Fig. 7.12 – ACC Ac0α, dans le cas ou` α = γ+.
2×Op(γ+). Ainsi, nγ2 = 2×Op(γ)+2. Par hypothe`se d’induction, nγ =
2×Op(γ). Par conse´quent, nγ+ = nγ + 2. On pose Portγ2 = Portγ ∪
{pinγ+1,pinγ+2} et Ac0γ2 est l’automate communicant conditionnel de la
Figure 7.13. Il est facile de ve´rifier que : Tr&(Exec(Ac0γ2 !Ac1! . . .!
Acnγ !Acnγ+1 !Acnγ+2, ∅)) = L(γ2) = {w2 | w ∈ L(γ)}. Observons
que F γ2 = {qγ21 }.
Nous avons construit tous les e´le´ments de l’instance des proble`mes PEE(⊆tr)
et PEE(≡tr), il nous reste a` ve´rifier les trois points suivants :
(1) ρ est calculable par une machine de Turing de´terministe en utilisant
un espace logarithmique,
(2) L(α) = Σ! ssi pour tout I0 ∈ 2∅, T r&(Exec(Acbut, I0)) ⊆
Tr&(Exec(Ac0α !Ac1 . . .!Acnα , I0)).
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Ac0γ
qγ
2
0
qγ0 q
γ
1
rγ
2
qγ
2
1
qγ2
!pinγ+1
?pinγ+2
!pinγ+2
?pinγ+1
?pinγ+1
Fig. 7.13 – ACC Ac0α, dans le cas ou` α = γ2.
(3) L(α) = Σ! ssi pour tout I0 ∈ 2∅, T r&(Exec(Acbut, I0)) =
Tr&(Exec(Ac0α !Ac1 . . .!Acnα , I0)).
Sachant que 2∅ = {∅}, pour ve´rifier les points (2) et (3) il suffira de ve´rifier
le cas ou` I0 = ∅.
Ve´rification du point (1)
Une machine de Turing M calcule ρ de la fac¸on suivante :
(a) La machine M e´crit d’abord sur son ruban de sortie les ensembles
Σ et At. Elle e´crit ensuite l’ensemble {qbut0 }, contenant l’unique e´tat
de Acbut. Afin d’e´crire les transitions de Acbut la machine utilise un
ruban de travail contenant un compteur pour les e´le´ments de Σ.
(b) Ensuite, la machine va e´crire l’ensemble Portα et les automates
Ac1, . . . ,Acnα , la machine utilisera un compteur avec comme valeur
maximale le codage en base 2 de nα = 2×Op(α).
(c) Pour finir, la machine va e´crire les e´le´ments de Ac0α. La fonction
de transition de Ac0α est l’e´le´ment qui utilisera le plus d’espace dans
les rubans de travail. Afin d’e´crire la fonction de transition δα, la
machine M utilise cinq rubans de travail. A savoir, un premier ruban
sera de´die´ a` un compteur pour les e´tats 2 de Ac0α. Un deuxie`me ruban
sera de´die´ a` un compteur pour les ports. Un troisie`me ruban permettra
2Il est facile de ve´rifier que la valeur maximale que peut atteindre ce compteur est
borne´e par un polynoˆme en fonction du nombre d’ope´rations dans α. Bien entendu cette
valeur maximale sera code´e en base 2.
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de me´moriser l’e´tat initial et l’e´tat final de la dernie`re ope´ration lue
dans le ruban d’entre´e. Cela permettra d’e´crire les transitions entre les
e´tats ge´ne´re´s par la dernie`re ope´ration et les e´tats qui sont ge´ne´re´s par
l’ope´ration en cours de lecture (dans le ruban d’entre´e). De la meˆme
fac¸on, un quatrie`me ruban permettra de me´moriser les deux ports
ge´ne´re´s par l’ope´ration en cours de lecture (sur le ruban d’entre´e).
Un cinquie`me ruban permettra de garder en me´moire tous les e´tats
ge´ne´re´s par l’ope´ration courante.
Toutes ces e´tapes peuvent bien-suˆr eˆtre re´alise´es de fac¸on de´terministe en
utilisant un espace logarithmique.
Ve´rification du point (2)
Nous avons montre´ que Acbut, Ac0α et Ac1, . . . ,Acnα sont construits tels
que :
Tr&(Exec(Acbut, ∅)) =Σ ! (7.1)
Tr&(Exec(Ac0α !Ac1 . . .!Acnα , ∅)) = L(α) (7.2)
Concernant le proble`me PEE(⊆tr), nous devons montrer que :
L(α) =Σ ! ssi pour tout I0 ∈ 2∅,
Tr&(Exec(Acbut, I0)) ⊆ Tr&(Exec(Ac0α !Ac1 . . .!Acnα , I0)). (7.3)
⇒ Conside´rons l’implication de gauche a` droite. Supposons que L(α) =
Σ!. AinsiΣ ! ⊆ L(α). A partir des e´galite´s 7.1 et 7.2, on en de´duit
Tr&(Exec(Acbut, ∅)) ⊆ Tr&(Exec(Ac0α !Ac1 . . .!Acnα , ∅). Par conse´quent,
sachant que 2∅ = {∅} alors pour tout I0 ∈ 2∅ on a Tr&(Exec(Acbut, I0)) ⊆
Tr&(Exec(Ac0α !Ac1 . . . !Acnα , I0)).
⇐ Conside´rons l’implication de droite a` gauche. Supposons que pour tout
I0 ∈ 2∅ on a Tr&(Exec(Acbut, I0)) ⊆ Tr&(Exec(Ac0α ! Ac1 . . . ! Acnα , I0)).
Donc cet inclusion est vraie pour I0 = ∅. A partir des e´galite´s 7.1 et 7.2,
on en de´duitΣ ! ⊆ L(α). Rappelons que par de´finition L(α) ⊆ Σ!. Par
conse´quent, L(α) = Σ!.
Ve´rification du point (3)
Concernant le proble`me PEE(≡tr), nous devons montrer que :
L(α) =Σ ! ssi pour tout I0 ∈ 2∅,
Tr&(Exec(Acbut, I0)) = Tr&(Exec(Ac0α !Ac1 . . .!Acnα , I0)). (7.4)
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Ve´rifier l’e´quivalence pour tout I0 ∈ 2∅ revient a` ve´rifier l’e´quivalence pour
I0 = ∅. A partir des e´galite´s 7.1 et 7.2, on en de´duit l’e´quivalence 7.4.
The´ore`me 7.3.4. Les proble`mes PDFC(⊆tr) et PDFC(≡tr) sont
EXPSPACE-difficiles.
De´monstration. Nous utilisons une re´duction du proble`me UER aux
proble`mes PDFC(⊆tr) et PDFC(≡tr). Soit une instance du proble`me UER
donne´e par Σ et α. Une instance ρ(Σ,α) des proble`mes PDFC(⊆tr) et
PDFC(≡tr) est donne´e parΣ ′, Portα, At, Acbut, Ac0α,Ac1, . . . ,Acnα et φ.
Dans cette re´duction, φ = =. Par ailleurs, la construction deΣ ′, Portα, At,
Acbut, Ac0α et Ac1, . . . ,Acnα est identique a` celle de´crite dans la preuve du
the´ore`me 7.3.2.
Concernant le proble`me PDFC(⊆tr), nous devons montrer que : L(α) =
Σ! ssi (pour tout I0 ∈ 2∅, T r&(Exec(Acbut, I0)) ⊆ Tr&(Exec(Ac0α!Ac1 . . .!
Acnα , I0)) ssi V̂0(φ) = 1).
⇒ Conside´rons l’implication de gauche a` droite. Supposons que L(α) =
Σ!. Nous avons montre´ dans la preuve du the´ore`me 7.3.2, que :
L(α) =Σ ! ssi pour tout I0 ∈ 2∅,
Tr&(Exec(Acbut, I0)) ⊆ Tr&(Exec(Ac0α !Ac1 . . . !Acnα , I0)).
Par conse´quent, pour tout I0 ∈ 2∅, T r&(Exec(Acbut, I0)) ⊆ Tr&(Exec(Ac0α !
Ac1 . . . ! Acnα , I0)). Sachant que φ = = alors V̂0(φ) = 1. Ainsi, pour tout
I0 ∈ 2∅ :
Tr&(Exec(Acbut, I0)) ⊆ Tr&(Exec(Ac0α !Ac1 . . .!Acnα , I0))
ssi
V̂0(φ) = 1.
⇐ Conside´rons l’implication de droite a` gauche. Supposons que pour tout
I0 ∈ 2∅ :
Tr&(Exec(Acbut, I0)) ⊆ Tr&(Exec(Ac0α !Ac1 . . .!Acnα , I0))
ssi
V̂0(φ) = 1.
Sachant que φ = = alors pour tout I0 ∈ 2∅, V̂0(φ) = 1. Par conse´quent, pour
tout I0 ∈ 2∅, Tr&(Exec(Acbut, I0)) ⊆ Tr&(Exec(Ac0α ! Ac1 . . . !Acnα , I0)).
A partir de l’e´quivalence 7.3, on en de´duit que L(α) = Σ!.
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Concernant le proble`me PDFC(≡tr), on utilise le meˆme raisonnement,
en se basant sur l’e´quivalence suivante :
L(α) =Σ ! ssi pour tout I0 ∈ 2∅,
Tr&(Exec(Acbut, I0)) = Tr&(Exec(Ac0α !Ac1 . . . !Acnα , I0)).
Cette e´quivalence, nous l’avons de´montre´e dans la preuve du the´ore`me 7.3.2.
De plus, dans la preuve du the´ore`me 7.3.2, nous avons prouve´ que la
re´duction propose´e est calculable en temps polynomial par rapport a` la
taille de Σ et de α. Sachant que le temps ne´cessaire pour la construction de
φ est constant par rapport a` la taille de Σ et de α alors l’instance ρ(Σ,α) des
proble`mes PDFC(⊆tr) et PDFC(≡tr) est calculable en temps polynomial
par rapport a` la taille de Σ et de α.
Simulation
Les proble`mes de de´cision PEE(≤si) et PDFC(≤si) sont EXPTIME-
difficiles. Pour le prouver, nous utilisons des re´sultats connus concernant le
proble`me de la simulation entre un automate fini est un produit asynchrone
d’automates finis. Conside´rons le proble`me suivant :
Instance : des automates finis de´terministes A, B1, . . . ,Bn sur Σ.
Question : est il vrai que
A ≤si B1 ⊗ . . .⊗ Bn ?
Dans [MW08], les auteurs ont montre´ que ce proble`me est EXPTIME-
difficile. En se basant sur ce re´sultat, nous obtenons le the´ore`me suivant.
The´ore`me 7.3.5. Les proble`mes de de´cision PEE(≤si) et PDFC(≤si) sont
EXPTIME-difficiles.
De´monstration. Rappelons que les automates finis sont des automates
communicants conditionnels de´finis sur un ensemble vide de litte´raux.
Conside´rons un ensemble Σ et des automates finis A, B1, . . .Bn sur Σ. L’ins-
tance du proble`me PEE(≤si) est construite comme suit :
– un ensemble fini d’actionsΣ ′ = Σ,
– un ensemble de ports Port = ∅,
– un ensemble de formules atomiques At = ∅,
– un ACC Acbut = Auto−1(A1) et
– les ACC Ac1 = Auto−1(B1), . . . ,Acn = Auto−1(Bn).
180
Chapitre 7 Composition avec communication synchrone
Il est clair que cette re´duction est calculable en espace logarithmique. De
plus, A ≤si B1⊗. . .⊗Bn ssi il existe un ensemble maximal consistant I0 ∈ 2∅
tel que :
Exec(Acbut, I0) ≤si Exec(Ac1 ! . . .!Acn, I0)({!}).
En effet, conside´rons d’abord l’implication de gauche a` droite, supposons
que A ≤si B1 ⊗ . . . ⊗ Bn. Pour I0 = ∅ il est e´vident que Exec(Acbut, ∅) =
Auto(Acbut) et Exec(Ac1, ∅) = Auto(Ac1), . . . , Exec(Acn, ∅) = Auto(Acn).
Sachant que Acbut = Auto(A1) et Ac1 = Auto(B1), . . . ,Acn = Auto(Bn)
alors Exec(Acbut, ∅) = A1 et Exec(Ac1, ∅) = B1, . . . , Exec(Acn, ∅) = Bn.
Par conse´quent, Exec(Acbut, ∅) ≤si Exec(Ac1 ! . . . !Acn, ∅). Sachant que
Ac1, . . . ,Acn sont de´finis sur Σ et At alors le produit est e´galement de´fini
sur ces deux ensembles. Ainsi, on a une simulation modulo l’ensemble vide
ssi on a une simulation modulo {!}. Par conse´quent, il existe I0 ∈ 2∅ tel que
Exec(Acbut, I0) ≤si Exec(Ac1 ! . . . !Acn, I0)({!}).
Conside´rons maintenant l’implication de droite a` gauche et supposons
que A +≤si B1 ⊗ . . . ⊗ Bn. Dans ce cas, si I0 = ∅ alors Exec(Acbut, I0) +≤si
Exec(Ac1 ! . . .!Acn, I0)({!}). Sachant que At = ∅ alors il n’existe pas de
I0 dans 2At tel que Exec(Acbut, I0) ≤si Exec(Ac1 ! . . . !Acn, I0)({!}).
Pour monter que le proble`me PDFC(≤si) est EXPTIME-difficile nous
utilisons la meˆme re´duction avec φ = =. En effet, si A ≤si B1⊗ . . .⊗Bn alors
pour tout I0 dans 2∅ on a Exec(Acbut, I0) ≤si Exec(Ac1!. . .!Acn, I0)({!}).
De plus, φ = = et donc pour tout I0, on a V̂0(φ) = 1. Par conse´quent, pour
tout I0 ∈ 2∅, on a Exec(Acbut, I0) ≤si Exec(Ac1 ! . . . ! Acn, I0)({!}) ssi
V̂0(φ) = 1. Re´ciproquement, supposons que A +≤si B1 ⊗ . . . ⊗ Bn. Dans
ce cas, Exec(Acbut, I0) +≤si Exec(Ac1 ! . . . ! Acn, I0)({!}). Sachant que
φ = = alors il n’est pas vrai que pour tout I0 ∈ 2∅, on a Exec(Acbut, I0) ≤si
Exec(Ac1 ! . . .!Acn, I0)({!}) ssi V̂0(φ) = 1.
Bisimulation
Les proble`mes de de´cision PEE(←→bi) et PDFC(←→bi) sont PSPACE-
difficiles. Dans un premier temps, nous montrons que le proble`me de la bisi-
mulation entre un automate fini et un produit asynchrone d’automates finis
est PSPACE-difficile. Pour cela, nous utilisons une re´duction du proble`me
d’acceptance d’une machine de Turing de´terministe line´airement borne´e en
espace, qui est connue pour eˆtre PSPACE-difficile. Ensuite, nous utilisons
un argument semblable a` celui utilise´ dans la preuve du the´ore`me 7.3.5, pour
prouver que PEE(←→bi) et PDFC(←→bi) sont PSPACE-difficiles.
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Lemme 7.3.6. Soit A, B1, . . ., Bn des automates finis sur Σ. De´terminer si
un automate fini A est bisimilaire a` un produit d’automates finis B1⊗. . .⊗Bn
est un proble`me PSPACE-difficile.
De´monstration. Par de´finition, de´cider si une Machine de Turing
de´terministe line´airement borne´e en espace n’accepte pas un mot donne´ w
est un proble`me PSPACE-difficile. Dans ce qui suit, nous montrons que ce
proble`me peut eˆtre re´duit au proble`me de de´cision suivant :
Instance : des automates finis de´terministes A, B1, . . . ,Bn sur Σ.
Question : est il vrai que
A←→bi B1 ⊗ . . .⊗ Bn ?
Soit M = (QM, qM0 , qM1 ,ΣM, δM) une machine de Turing de´terministe
line´airement borne´e en espace telle que :
– QM est ensemble fini d’e´tats,
– qM0 est l’e´tat initial,
– qM1 est l’e´tat final,
– ΣM = {0, 1} est une alphabet finie et
– δM ⊆ QM×ΣM×QM×ΣM×{+1,−1} est la fonction de transition.
Soit w = w1 . . . wn ∈ ΣM∗ un mot de taille n dansΣ M. L’instance
ρ(M, w) du proble`me de la bisimulation que nous construisons est donne´e
par un nombre d’automates n′ = n, un ensemble fini d’actions 3 Σ =
{acc, a1, . . . , an}et des automates A, B1, . . . ,Bn sur Σ de´finis comme suit.
Construction de A
L’automate fini A = (Q, q0, F,→A) sur Σ est tel que :
– Q = (QM × {1, . . . , n}) ∪ ⊥,
– q0 = (qM0 , 1),
– F = ∅ et
– →A⊆ Q× Σ×Q est la relation de transition telle que :
– (qM, i) →{a}A (rM, i′) ssi a = ai et il existe u, u′ ∈ ΣM et d ∈
{+1,−1} tel que i′ = i + d et δ(qM, u, rM, u′, d) est de´finie, ou
a = acc, qM = qM1 et rM = qM1 .
– (qM, i) →{aj}A ⊥ ssi j += i ou pour tout u, u′ ∈ ΣM, rM ∈ QM et
d ∈ {+1,−1}, δ(qM, u, rM, u′, d) n’est pas de´finie.
– pour tout a ∈ Σ \ acc, ⊥→{a}A ⊥.
– pour tout a ∈ Σ, il n’existe pas (qM, i) ∈ Q tel que ⊥→{a}A (qM, i).
3Nous verrons que l’action acc permettra de simuler le fait queM accepte le mot w.
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Construction de Bi, i ∈ {1, . . . , n}
L’automate fini Bi = (Qi, qi0, F i,→i) sur Σ est tel que :
– Qi = (QM × ΣM) ∪ {⊥i},
– qi0 = (qM0 , wi),
– F i = ∅,
– →i⊆ Qi × Σ×Qi est la relation de transition telle que :
– (qM, u) →{ai}i (rM, u′) ssi il existe d ∈ {+1,−1} tel que
δ(qM, u, rM, u′, d) est de´finie.
– (qM, u) →{aj}i ⊥i ssi j += i ou pour tout rM ∈ QM, u′ ∈ ΣM et
d ∈ {+1,−1}, δ(q, u, q′, u′, d) n’est pas de´finie.
– pour tout a ∈ Σ \ acc, ⊥i→{a}i ⊥i.
– pour tout a ∈ Σ, il n’existe pas (qM, u) ∈ Qi tel que⊥i→{a}i (qM, u).
Remarquons que pour tout i ∈ {1, . . . n} les transitions dans Bi sont
e´tiquete´es par des actions dansΣ \ acc. Maintenant, nous devons prouver
les assertions suivantes :
(1) ρ est calculable par une machine de Turing de´terministe qui utilise
un espace logarithmique.
(2) M n’accepte pas w ssi A←→bi B1 ⊗ . . .⊗ Bn.
Ve´rification du point (1)
Une machine de Turing M′ calcule ρ de la fac¸on suivante :
(a) La machine M′ e´crit d’abord sur son ruban de sortie l’ensemble Σ.
Pour cela elle aura besoin d’un compteur i qui aura comme valeur
maximale le codage en base 2 de n.
(b) Ensuite, afin de pouvoir e´crire les e´tats de l’automate fini A, la
machineM′ utilise un compteur j pour les e´tats de QM et le compteur
i. Concernant les transitions de→A. La machine commence par e´crire
toutes les transitions de la forme (⊥, a,⊥), a ∈ σ \ acc, ainsi que les
transitions de la forme ((qM1 , i), acc, (qM1 , i)). Pour cela elle a besoin
uniquement du compteur i. Pour e´crire toutes les transitions de la
forme ((qM, i), ai, (rM, i′)) la machine M′ doit utiliser un compteur
pour qM, pour ai, pour rM, pour u ∈ ΣM pour u′ ∈ ΣM et pour
d ∈ {+1,−1}, le but e´tant de tester si δ(qM, u, rM, u′, d) est e´crit sur
le ruban d’entre´e. Si c’est le cas alors la transition ((qM, i), ai, (rM, i′))
est e´crite dans le ruban de sortie. Dans le cas ou` pour un qM et un
ai il n’existe pas de rM, u, u′, d tels que δ(qM, u, rM, u′, d) alors la
transition ((qM, i), ai,⊥)) est e´crite sur le ruban de sortie.
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(d) Pour finir, le raisonnement utilise´ pour la construction de A est
utilise´ pour la construction des Ai.
Toutes ces e´tapes peuvent bien-suˆr eˆtre re´alise´es de fac¸on de´terministe en
utilisant un espace logarithmique.
Ve´rification du point (2)
⇐ Conside´rons l’implication de droite a` gauche. Supposons que la ma-
chine de Turing M accepte le mot w. Afin de montrer que A n’est pas
bisimilaire a` B1 ⊗ . . . ⊗ Bn, il suffit de montrer que A n’est pas similaire a`
B1⊗. . .⊗Bn. Nous raisonnons par l’absurde. Soit Z ⊆ Q×(Q1×. . .×Qn) une
relation de simulation entreA et B1⊗. . .⊗Bn. Sachant queM accepte le mot
w alors il existe un i ∈ {1, . . . , n} tel que (qM0 , 1, w)→M∗ (qM1 , i, u1, . . . , un).
Par construction deA, il existe des e´tats q, r ∈ Q et des actions a, a′ ∈ Σ\acc
tels que (qM0 , 1) →aA q . . . q′ →a
′
A (q
M
1 , i). Sachant que Z est une simulation
alors par induction sur la taille des chemins dans A, nous obtenons qu’il
existe un e´tat (q1, . . . , qn) ∈ Q1 × . . . × Qn tel que (qM1 , i)Z(q1, . . . , qn).
Rappelons, que (qM1 , i) →accA (qM1 , i). De plus, pour tout i ∈ {1, . . . , n} il
n’existe pas de ri ∈ Qi tel que qi →{acc} ri. Ceci contredis le fait que Z
est une relation de simulation entre A et B1 ⊗ . . . ⊗ Bn. Par conse´quent, si
la machine de Turing M accepte le mot w alors A n’est pas bisimilaire a`
B1 ⊗ . . . ⊗ Bn.
⇒ Conside´rons l’implication de gauche a` droite. Supposons que la ma-
chine de Turing M n’accepte pas le mot w. Soit la relation Z ⊆ Q× (Q1 ×
. . . ×Qn) de´finie comme suit :
– (qM, i)Z((rM, u1), . . . , (sM, ui), . . . , (tM, un)) ssi sM = qM et
(qM0 , 1, w)→M∗ (qM, i, u1, . . . , un), i ∈ {1, . . . , n},
– pour tout q ∈ Q and i ∈ {1, . . . , n}, qZ(q1, . . . ,⊥i, . . . , qn) et
– pour tout qi ∈ Qi, i ∈ {1, . . . , n}, ⊥ Z(q1, . . . , qn).
Dans ce qui suit, nous montrons que Z est une bisimulation entre
A et B1 ⊗ . . . ⊗ Bn. Pour cela, nous montrons que Z et Z−1 sont
des relations de simulation. Concernant les e´tats initiaux. Sachant que
(qM0 , 1, w)→M0 (qM0 , 1, w1, . . . , wn), alors par construction de Z on obtient
que (qM0 , 1)Z((qM0 , w1), . . . , (qM0 , wi), . . . , (qM0 , wn)). Ainsi, q0Z(q10, . . . qn0 ).
Ve´rification que Z est une relation de simulation
Conside´rons les e´tats q ∈ Q, q1 ∈ Q1, . . . , qn ∈ Qn tels que
qZ(q1, . . . , qn). Supposons qu’il existe un e´tat r ∈ Q et une action a ∈ Σ
tels que q →{a}A r.
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Il est e´vident que pour tout i ∈ {1, . . . , n}, q += (qM1 , i). En effet, par
hypothe`se M n’accepte pas w. En d’autres termes, pour tout u1, . . . , un ∈
ΣM, (qM0 , 1, w) +→M∗ (qM1 , i, u1, . . . , un). De ce fait, par de´finition de Z,
il n’existe pas u1, . . . , un dans l’alphabetΣ M, ni d’e´tat rM, . . . , tm tels
que (qM1 , i)Z((rM, u1), . . . , (qM, ui), . . . , (tM, un)). Par conse´quent, a += acc.
Ainsi, il existe i ∈ {1, . . . , n} tel que a = ai. Soit j ∈ {1, . . . , n} tel que j += i.
Par construction de Bj, qj →{ai}Bj ⊥j. Par de´finition du produit asynchrone,
(q1, . . . , qj, . . . , qn) →{ai}B1⊗...⊗Bn (q1, . . . ,⊥j , . . . , qn). Par construction de Z
on a rZ(q1, . . . ,⊥j, . . . , qn).
Ve´rification que Z−1 est une relation de simulation
Conside´rons les e´tats q ∈ Q, q1 ∈ Q1, . . . , qn ∈ Qn tels que
(q1, . . . , qn)Z−1q. Supposons qu’il existe un e´tat (r1, . . . , rn) ∈ Q1×. . . Qn et
un i ∈ {1, . . . , n} tels que (q1, . . . , qn)→{ai}B1⊗...⊗Bn (r1, . . . , rn). Par de´finition
du produit asynchrone, il existe j ∈ {1, . . . , n} tel que qj →{ai}Bj rj et pour
tout j ∈ {1, . . . , n}, si k += j alors rk = qj. Deux cas sont possibles pour j.
Le cas ou` j += i et le cas ou` j = i.
Conside´rons le cas ou` j += i. Dans ce cas, rj = ⊥j. Par construction
de A, il existe r ∈ Q tel que q →{ai}A r. Par construction de Z−1 on a
(q1, . . . ,⊥j, . . . , qn)Z−1r.
Conside´rons le cas ou` j = i. Ils existent deux possibilite´s : ri = ⊥i ou
ri = (rM, ui′), avec rM ∈ QM et ui′ ∈ ΣM.
1. Supposons que ri = ⊥i. Dans ce cas, le raisonnement est le meˆme
que celui du cas j += i. Plus pre´cise´ment, par construction de A,
il existe r ∈ Q tel que q →{ai}A r. Par construction de Z−1 on a
(q1, . . . ,⊥i, . . . , qn)Z−1r.
2. Supposons qu’il existe rM ∈ QM et ui′ ∈ ΣM tels que ri = (rM, ui′).
Par conse´quent, il existe qM ∈ QM, ui ∈ ΣM et d ∈ {−1,+1} tels
que qi = (qM, ui) et la transition δ(qM, ui, rM, ui′, d) est de´finie. Sa-
chant que (q1, . . . , qn)Z−1q alors deux cas sont possibles : q = ⊥
et q = (qM, i). Dans le cas ou` q = ⊥, on sait que ⊥ →{ai}A ⊥.
Ce qui implique par construction de Z−1 que (r1, . . . , rn)Z−1 ⊥.
Conside´rons le cas ou` q = (qM, i). Par construction de A, sachant que
δ(qM, ui, rM, ui′, d) est de´finie, alors (qM, i)→{ai}A (rM, i+d). On sait
par construction de Z−1 que (qM0 , 1, w) →M∗ (qM, i, u1, . . . , un). De
plus, δ(qM, ui, rM, ui′, d) est de´finie. Par conse´quent, (qM0 , 1, w)→M∗
(rM, j + d, u1, . . . , ui′, . . . un). Ainsi, (r1, . . . , rn)Z−1r(rM, i+ d).
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Par conse´quent, nous avons montre´ que si la machine de TuringM n’ac-
cepte pas le mot w alors A est bisimilaire a` B1 ⊗ . . .⊗ Bn. Ceci comple`te la
preuve.
The´ore`me 7.3.7. Les proble`mes de de´cision PEE(←→bi) et PDFC(←→bi)
sont EXPTIME-difficiles.
De´monstration. Utiliser l’argument de la preuve du the´ore`me 7.3.5.
7.3.2 Bornes supe´rieures de complexite´
Dans cette section, nous montrons que les proble`mes PEE et PDFC sont
dans EXPSPACE (resp. EXPTIME) pour les relations d’inclusion de traces
et d’e´quivalence de traces (resp. simulation et bisimulation). Concernant, le
proble`me de synthe`se PSFC nous montrons qu’il est dans FEXPSPACE 4
(resp. FEXPTIME 5) pour les relations d’inclusion de traces et d’e´quivalence
de traces (resp. simulation et bisimulation). Les algorithmes que nous propo-
sons se basent sur des proce´dures existantes pour la re´solution des proble`mes
d’e´quivalences entre automates finis [GJ90, HS96]. Dans les algorithmes de
cette section, nous utilisons la fonctionMaxConst, qui associe a` un ensemble
At l’ensemble contenant les parties maximales consistantes de Li(At).
Inclusion de traces et e´quivalence de traces
Conside´rons un ACC Acbut sur Σ et At et des ACC Ac1, . . . ,Acn sur
Σ ∪ ({!, ?} × Port) et At. L’algorithme 7 retourne la valeur ”vrai” ssi il
existe un ensemble maximal consistant I0 tel que : Exec(Acbut, I0) ⊆tr
Exec(Ac1 ! . . .!Acn, I0)({!}). Pour retourner une solution, l’algorithme 7
utilise un espace exponentiel par rapport a` la taille de At et au nombre n
de services disponibles. Les raisons sont les suivantes. (1) L’ope´ration de la
ligne 6 ne´cessite un espace polynomial [GJ90], par rapport a` la taille de A
et A′. (2) La taille de A′ est exponentielle par rapport a` la taille de n. (3)
La boucle For est parcouru 2Card(At) fois. En remplac¸ant ⊆tr par ≡tr dans la
ligne 6 de l’algorithme 7, on obtient un algorithme qui permet la re´solution
du proble`me PEE(≡tr), en utilisant un espace exponentiel. Par conse´quent,
nous obtenons le the´ore`me suivant :
4La classe function EXPSPACE, note´e FEXPSPACE, repre´sente la classe des
proble`mes qui ont comme re´ponses des valeurs qui ne sont pas force´ment ”Vrai” ou ”Faux”
et qui peuvent eˆtre re´solus en espace exponentiel.
5La classe function EXPTIME, note´e FEXPTIME, repre´sente la classe des proble`mes
qui ont comme re´ponses des valeurs qui ne sont pas force´ment ”Vrai” ou ”Faux” et qui
peuvent eˆtre re´solus en temps exponentiel.
186
Chapitre 7 Composition avec communication synchrone
Algorithm 7 Algorithme pour la re´solution de PEE(⊆tr)
1: Resoudre-PEE(⊆tr)(Σ, Port,At,Acbut,Ac1, . . . ,Acn)
2: Ac← Ac1 ! . . .!Acn
3: for I0 ∈MaxConst(At) do
4: A← Exec(Acbut, I0)
5: A′ ← Exec(Ac, I0)
6: if A ⊆tr A′ ({!}) then retourner Vrai
7: end if
8: end for
9: retourner Faux
10: end procedure
The´ore`me 7.3.8. Les proble`mes PEE(⊆tr) et PEE(≡tr) sont dans EXPS-
PACE.
Concernant le proble`me PDFC, nous avons, en plus des ACC Acbut et
Ac1, . . . ,Acn, une formule boole´enne φ. L’algorithme 8 retourne la valeur
”vrai” ssi pour tout ensemble maximal consistant I0 on a : Exec(Acbut, I0)
⊆tr Exec(Ac1!. . .!Acn, I0)({!}) ssi V̂0(φ) = 1. Pour retourner une solution,
Algorithm 8 Algorithme pour la re´solution de PDFC(⊆tr)
1: Resoudre-PDFC(⊆tr)(Σ, Port,At,Acbut,Ac1, . . . ,Acn, φ)
2: Bool← V rai
3: Ac← Ac1 ! . . .!Acn
4: for I0 ∈MaxConst(At) do
5: Ev ← V̂0(φ)
6: A← Exec(Acbut, I0)
7: A′ ← Exec(Ac, I0)
8: if A ⊆tr A′ ({!}) then Inc← V rai
9: elseInc← Faux
10: end if
11: if Inc += Ev then Bool← Faux
12: end if
13: end for
14: retourner Bool
15: end procedure
l’algorithme 8 utilise un espace exponentiel par rapport a` la taille de At
et au nombre n de services disponibles. Les raisons sont identiques a` celles
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utilise´es pour de´terminer l’espace utilise´ par l’algorithme 7. En remplac¸ant
⊆tr par ≡tr dans la ligne 8 de l’algorithme 8, on obtient un algorithme
qui permet la re´solution du proble`me PDFC(≡tr), en utilisant un espace
exponentiel. Par conse´quent.
The´ore`me 7.3.9. Les proble`mes PDFC(⊆tr) et PDFC(≡tr) sont dans
EXPSPACE.
Concernant le proble`me PSFC. L’algorithme 9 retourne une formule
φ telle que pour tout ensemble maximal consistant I0 de litte´raux sur At
on a : Exec(Acbut, I0) ⊆tr Exec(Ac1 ! . . . ! Acn, I0)({!}) ssi V̂0(φ) = 1.
Pour retourner une solution, l’algorithme 9 utilise un espace exponentiel
Algorithm 9 Algorithme pour la re´solution de PSFC(⊆tr)
1: Resoudre-PSFC(⊆tr)(Σ, Port,At,Acbut,Ac1, . . . ,Acn)
2: φ← ⊥
3: Ac← Ac1 ! . . .!Acn
4: for I0 ∈MaxConst(At) do
5: A← Exec(Acbut, I0)
6: A′ ← Exec(Ac, I0)
7: if A ⊆tr A′ ({!}) then
8: φ′ ← ∧r∈I0 r
9: φ← φ ∨ φ′
10: end if
11: end for
12: retourner φ
13: end procedure
par rapport a` la taille de At et au nombre n de services disponibles. Les
raisons sont identiques a` celles utilise´es pour de´terminer l’espace utilise´ par
l’algorithme 7. En remplac¸ant ⊆tr par ≡tr dans la ligne 7 de l’algorithme 9,
on obtient un algorithme qui permet la re´solution du proble`me PSFC(≡tr)
en utilisant un espace exponentiel. Par conse´quent.
The´ore`me 7.3.10. Les proble`mes PSFC(⊆tr) et PSFC(≡tr) sont dans
FEXPSPACE.
Simulation et bisimulation
Les algorithmes que nous proposons, pour la re´solution des proble`mes
PEE , PDFC et PSFC, lorsque les relations de simulation et de bisimu-
lation sont conside´re´es sont des variantes des algorithmes propose´s pour
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la re´solution de ces proble`mes lorsque les relations d’inclusion de traces et
d’e´quivalence de traces sont conside´re´es. La diffe´rence est que les algorithmes
qui conside`rent la simulation et la bisimulation utilisent un temps exponen-
tiel pour retourner une solution, tandis que les algorithmes qui conside`rent
l’inclusion de traces et l’e´quivalence de traces utilisent un espace exponentiel.
Conside´rons un ACC Acbut sur Σ et At et des ACC Ac1, . . . ,Acn sur
Σ ∪ ({!, ?} × Port) et At. L’algorithme 10 retourne la valeur ”vrai” ssi
il existe un ensemble maximal consistant I0 tel que : Exec(Acbut, I0) ≤si
Exec(Ac1! . . .!Acn, I0)({!}). Pour retourner une solution, l’algorithme 10
Algorithm 10 Algorithme pour la re´solution de PEE(≤si)
1: Resoudre-PEE(≤si)(Σ, Port,At,Acbut,Ac1, . . . ,Acn)
2: Ac← Ac1 ! . . .!Acn
3: for I0 ∈MaxConst(At) do
4: A← Exec(Acbut, I0)
5: A′ ← Exec(Ac, I0)
6: if A ≤si A′ ({!}) then retourner Vrai
7: end if
8: end for
9: retourner Faux
10: end procedure
utilise un temps exponentiel par rapport a` la taille de At et au nombre
n de services disponibles. Les raisons sont les suivantes. (1) L’ope´ration de
la ligne 6 ne´cessite un temps polynomial [HS96], par rapport a` la taille de
A et A′. (2) La taille de A′ est exponentielle par rapport a` la taille de n.
(3) La boucle For est parcouru 2Card(At) fois. En remplac¸ant ≤si par ←→bi
dans la ligne 6 de l’algorithme 10, on obtient un algorithme qui permet la
re´solution du proble`me PEE(←→bi) en utilisant un temps exponentiel. Par
conse´quent.
The´ore`me 7.3.11. Les proble`mes PEE(≤si) et PEE(←→bi) sont dans
EXPTIME.
Concernant le proble`me PDFC, nous avons, en plus des ACC Acbut et
Ac1, . . . ,Acn, une formule boole´enne φ. L’algorithme 11 retourne la valeur
”vrai” ssi pour tout ensemble maximal consistant I0 on a : Exec(Acbut, I0)
≤si Exec(Ac1!. . .!Acn, I0)({!}) ssi V̂0(φ) = 1. Pour retourner une solution,
l’algorithme 11 utilise un temps exponentiel par rapport a` la taille de At
et au nombre n de services disponibles. Les raisons sont identiques a` celles
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Algorithm 11 Algorithme pour la re´solution de PDFC(≤si)
1: Resoudre-PDFC(≤si)(Σ, Port,At,Acbut,Ac1, . . . ,Acn, φ)
2: Bool← V rai
3: Ac← Ac1 ! . . .!Acn
4: for I0 ∈MaxConst(At) do
5: Ev ← V̂0(φ)
6: A← Exec(Acbut, I0)
7: A′ ← Exec(Ac, I0)
8: if A ≤si A′ ({!}) then Inc← V rai
9: elseInc← Faux
10: end if
11: if Inc += Ev then Bool← Faux
12: end if
13: end for
14: retourner Bool
15: end procedure
utilise´es pour de´terminer le temps utilise´ par l’algorithme 10. En remplac¸ant
≤si par ←→bi dans la ligne 8 de l’algorithme 11, on obtient un algorithme
qui permet la re´solution du proble`me PDFC(←→bi) en utilisant un temps
exponentiel. Par conse´quent.
The´ore`me 7.3.12. Les proble`mes PDFC(≤si) et PDFC(←→bi) sont dans
EXPTIME.
Concernant le proble`me PSFC, l’algorithme 12 retourne une formule φ
telle que pour tout ensemble maximal consistant I0 on a : Exec(Acbut, I0)
≤si Exec(Ac1!. . .!Acn, I0)({!}) ssi V̂0(φ) = 1. Pour retourner une solution,
l’algorithme 12 utilise un temps exponentiel par rapport a` la taille de At
et au nombre n de services disponibles. Les raisons sont identiques a` celles
utilise´es pour de´terminer le temps utilise´ par l’algorithme 10. En remplac¸ant
≤si par ←→bi dans la ligne 7 de l’algorithme 12, on obtient un algorithme
qui permet la re´solution du proble`me PSFC(←→bi) en utilisant un temps
exponentiel. Par conse´quent.
The´ore`me 7.3.13. Les proble`mes PSFC(≤si) et PSFC(←→bi) sont dans
FEXPTIME.
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Algorithm 12 Algorithme pour la re´solution de PSFC(≤si)
1: Resoudre-PSFC(≤si)(Σ, Port,At,Acbut,Ac1, . . . ,Acn)
2: φ← ⊥
3: Ac← Ac1 ! . . .!Acn
4: for I0 ∈MaxConst(At) do
5: A← Exec(Acbut, I0)
6: A′ ← Exec(Ac, I0)
7: if A ≤si A′ ({!}) then
8: φ′ ← ∧r∈I0 r
9: φ← φ ∨ φ′
10: end if
11: end for
12: retourner φ
13: end procedure
Relation Existence d’une e´valuation De´cision pour une formule canonique
⊆tr EXPSPACE-complet EXPSPACE-complet
≡tr EXPSPACE-complet EXPSPACE-complet
≤si EXPTIME-complet EXPTIME-complet
←→bi PSPACE-difficile PSPACE-difficile
et dans EXPTIME et dans EXPTIME
Tab. 7.1 – Tableau re´capitulatif dans le cas ou` la communication entre les
services est synchrone.
7.4 Conclusion
Dans ce chapitre, nous avons conside´re´ des services qui peuvent effectuer
des actions internes ainsi que des actions de communication. Contrairement
aux chapitres pre´ce´dents les actions de communication sont synchrones.
Formellement, cette diffe´rence apparaˆıt dans la de´finition du produit entre
automates communicants conditionnels. Nous avons e´galement de´fini trois
proble`mes de la composition, a` savoir les proble`mes de de´cision PEE et
PDFC ainsi que le proble`me de synthe`se PSFC. Concernant le proble`me
de synthe`se PSFC nous avons montre´ qu’il est dans FEXPSPACE (resp.
FEXPTIME) lorsque les relations d’inclusion de traces et d’e´quivalence de
traces (resp. simulation et bisimulation) sont conside´re´es. Les re´sultats de
complexite´ concernant les proble`mes de de´cision sont re´capitule´s dans le Ta-
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bleau 7.1. Nous remarquons que les proble`mes PEE(←→bi) et PDFC(←→bi)
n’ont pas une borne infe´rieure qui co¨ıncide avec la borne supe´rieure. La rai-
son est que nous ignorons si le proble`me de la bisimulation entre un automate
fini et un produit d’automates finis est EXPTIME-difficile.
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8.1 Conclusion
Dans ce document, nous avons pre´sente´ un mode`le formel pour la re-
pre´sentation des services Web. Ce mode`le est base´ sur les automates com-
municants conditionnels (ACC). Dans lesquels il est possible d’effectuer des
actions de communication ainsi que des actions internes. De plus, l’exe´cution
d’une transition peut exiger que des conditions soient satisfaites et que des
effets soient applique´s. Ensuite, nous avons de´fini et e´tudie´ la complexite´ du
proble`me de la composition pour les relations suivantes : inclusion de traces,
e´quivalence de traces, simulation et bisimulation.
Dans le Chapitre 4, nous avons montre´ que le proble`me de la composi-
tion est inde´cidable pour l’e´quivalence de traces et la bisimulation lorsque
les ports de communication sont non-borne´s. Ce re´sultat repose sur une
re´duction du proble`me de l’e´quivalence de traces ou de la bisimulation
entre des re´seaux de Petri e´tiquete´s. Cependant, nous avons montre´ que
le proble`me est de´cidable pour la simulation et l’inclusion de traces. Pour le
prouver, nous avons re´duit le proble`me de la composition a` un proble`me de
simulation ou d’inclusion de traces entre un re´seau de Petri e´tiquete´ et un
automate fini.
Suite aux re´sultats d’inde´cidablite´ pour l’inclusion de traces et la bisi-
mulation, nous nous sommes inte´resse´e a` trois variantes de notre mode`le.
Dans la premie`re variante, les services sont repre´sente´s par des automates
conditionnels (AC) au lieu des ACC. Dans les AC, les actions de communi-
cation sont conside´re´es comme des actions internes. En d’autres termes, ce
mode`le est une abstraction du mode`le initial. Dans la seconde variante, les
actions de communication sont effectue´es a` travers des ports borne´s. Dans
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la troisie`me variante, contrairement aux variantes pre´ce´dentes, les actions
de communication sont effectue´es de fac¸on synchrone. C’est-a`-dire, qu’un
service ne peut envoyer de message que s’il existe un autre service pour le
recevoir. Re´ciproquement, un service ne peut recevoir de message que s’il
existe un service preˆt a` l’envoyer.
Dans la premie`re variante (voir Chapitre 5), le proble`me de la composi-
tion consiste a` de´terminer si un automate conditionnel est e´quivalent a` un
produit d’automates conditionnels. Nous avons montre´ que ce proble`me est
EXPSPACE-complet pour l’inclusion de traces et l’e´quivalence de traces.
Afin de montrer qu’il est EXPSPACE-difficile, nous avons utilise´ une
re´duction a` partir du proble`me de l’inclusion de traces ou de l’e´quivalence de
traces entre re´seaux de Petri saufs. Lorsque la simulation et la bisimulation
sont conside´re´es, nous avons montre´ que le proble`me devient EXPTIME-
complet. Pour montrer qu’il est EXPTIME-difficile, nous avons utilise´ la
meˆme re´duction que celle utilise´e pour l’inclusion de traces et l’e´quivalence
de traces. Concernant la simulation, nous avons utilise´ une re´duction a` partir
du proble`me de la simulation entre un automate et un produit asynchrone
d’automates.
Pour montrer que le proble`me est dans EXPSPACE (resp. EXPTIME)
pour l’inclusion de traces et l’e´quivalence de traces (resp. simulation et bi-
simulation), nous avons e´labore´ des algorithmes base´s sur des proce´dures
connues permettant la re´solution des proble`mes d’e´quivalences entre auto-
mates finis. Le Tableau 8.1, re´capitule ces re´sultats.
Proble`me Complexite´
PCSC(⊆tr) EXPSPACE-complet
PCSC(≡tr) EXPSPACE-complet
PCSC(≤si) EXPTIME-complet
PCSC(←→bi) EXPTIME-complet
Tab. 8.1 – Tableau re´capitulatif, dans le cas ou` l’environnement est sans
communication.
Dans la seconde variante (voir Chapitre 6), le proble`me de la com-
position consiste e´tant donne´s un ACC repre´sentant le but a` re´aliser et
des ACC repre´sentant les services disponibles, de´terminer l’existence d’un
ACC repre´sentant le me´diateur tel que le but est e´quivalent au produit
du me´diateur avec les services disponibles. Nous avons montre´ que ce
proble`me est EXPSPACE-complet pour l’inclusion de traces et EXPTIME-
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complet pour la simulation. Afin de prouver que pour l’inclusion de traces le
proble`me est EXPSPACE-difficile, nous avons utilise´ une re´duction a` partir
du proble`me de l’universalite´ des expressions re´gulie`res avec carre´. Concer-
nant la simulation, pour montrer que le proble`me est EXPTIME-difficile,
nous avons utilise´ une re´duction a` partir du proble`me de la simulation entre
un automate et un produit asynchrone d’automates. E´galement, nous avons
montre´ que le proble`me est EXPSPACE-difficile pour l’e´quivalence de traces
et EXPTIME-difficile pour la bisimulation. Ces re´sultats reposent sur une
re´duction a` partir du proble`me de l’e´quivalence entre re´seaux de Petri.
Dans le but de de´terminer des algorithmes pour la re´solution du proble`me
pour la simulation et l’inclusion de traces, nous avons utilise´ la notion du
me´diateur large. Cela nous a permis d’utiliser les proce´dures connues per-
mettant la re´solution des proble`mes d’e´quivalences entre automates finis. Ne
pouvant pas appliquer une approche similaire pour l’e´quivalence de traces
et la bisimulation, nous avons utilise´ des proce´dures base´es sur la synthe`se
de controˆleur. Ce qui nous a permis de montrer que le proble`me est dans
2-EXPTIME pour la bisimulation. Concernant l’e´quivalence de traces, le
proble`me peut eˆtre re´duit a` un proble`me de synthe`se de controˆleur aug-
mente´ par la notion de masque. La borne infe´rieure de ce proble`me est
connue, mais nous ignorons sa complexite´ exacte. Le Tableau 8.2, re´capitule
ces re´sultats.
Relation Complexity
Trace inclusion EXPSPACE-complet
Trace equivalence EXPSPACE-difficile
Simulation EXPTIME-complet
Bisimulation EXPTIME-difficile
2-EXPTIME
Tab. 8.2 – Tableau re´capitulatif, dans le cas ou` la communication entre les
services est asynchrone avec des ports borne´s.
Dans la troisie`me variante (voir Chapitre 7), les proble`mes de la com-
position conside´re´s se focalisent sur la construction ou l’existence d’une for-
mule, au lieu de se focaliser sur l’existence ou la synthe`se d’un me´diateur.
Cette formule lorsqu’elle est satisfaite garantit que le syste`me compose´ des
services disponibles est e´quivalent au service but. Plus pre´cise´ment, nous
nous sommes inte´resse´e aux proble`mes suivants : existence d’une e´valuation,
de´cision pour une formule canonique et synthe`se d’une formule canonique.
Concernant le proble`me de la synthe`se, nous avons montre´ qu’il est
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dans FEXPSPACE (resp. FEXPTIME) pour l’inclusion de traces (resp.
e´quivalence de traces).
Nous avons montre´ que le proble`me de l’existence d’une e´valuation est
EXPSPACE-complet pour l’inclusion de traces et l’e´quivalence de traces et
EXPTIME-complet pour la simulation. Les approches utilise´es sont simi-
laires a` celles que nous avons utilise´es pour la seconde variante, a` savoir des
re´ductions a` partir du proble`me de l’universalite´ des expressions re´gulie`res
avec carre´ et du proble`me de la simulation entre un automate et un produit
asynchrone d’automates. En ce qui concerne la bisimulation, nous avons
montre´ que le proble`me est PSPACE-difficile au moyen d’une re´duction a`
partir du proble`me de l’acceptance d’une machine de Turing de´terministe
line´airement borne´e en espace. De plus, le proble`me est dans EXPTIME.
Notre conjecture est que le proble`me est EXPTIME-difficile. Cependant,
pour le prouver il faut d’abord re´soudre le proble`me suivant : prouver que
le proble`me de savoir si un automate fini est bisimilaire a` un produit d’au-
tomates finis est EXPTIME-difficile. A` notre connaissance, la complexite´
exacte de ce proble`me n’est pas connue.
Nous avons obtenu les meˆmes re´sultats pour le proble`me de de´cision
pour une formule canonique. Tous les algorithmes que nous avons uti-
lise´s sont base´s sur les proce´dures permettant la re´solution des proble`mes
d’e´quivalences entre automates finis. Le Tableau 8.3, re´capitule ces re´sultats.
Relation Existence d’une e´valuation De´cision pour une formule canonique
⊆tr EXPSPACE-complet EXPSPACE-complet
≡tr EXPSPACE-complet EXPSPACE-complet
≤si EXPTIME-complet EXPTIME-complet
←→bi PSPACE-difficile PSPACE-difficile
et dans EXPTIME et dans EXPTIME
Tab. 8.3 – Tableau re´capitulatif dans le cas ou` la communication entre les
services est synchrone.
8.2 Bilan
Dans un premier temps, nous avons conside´re´ le proble`me de la com-
position avec des ports non borne´s. Suite aux re´sultats d’inde´cidabilite´ de
ce proble`me pour la bisimulation et l’e´quivalence de traces, nous avons
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conside´re´ trois variantes pour mode´liser les services. Ces diffe´rentes variantes
nous ont permis de conside´rer diffe´rentes de´finitions pour le proble`me de la
composition.
La premie`re variante nous permet de conside´rer le proble`me de la composi-
tion comme un proble`me d’e´quivalence entre deux syste`mes.
La seconde variante nous permet de conside´rer le proble`me de la compo-
sition comme le proble`me de satisfaction d’une formule logique. L’avantage
de cette approche et qu’elle permet d’exprimer, en plus de l’e´quivalence entre
deux syste`mes, le fait qu’un syste`me ve´rifie certaines proprie´te´s.
Enfin, dans la dernie`re variante, le proble`me de la composition est ca-
racte´rise´ par une formule logique. Cette dernie`re exprime des exigences que
le client doit satisfaire. Ces exigences concernent les certificats qu’il doit
posse´der.
Ainsi, nous pouvons constater que le proble`me de la composition a` l’avan-
tage de se re´duire a` des proble`mes de diffe´rents domaines. Cela permet d’ex-
ploiter les re´sultats connus dans ces derniers.
Cependant, les re´sultats que nous avons obtenus prouvent que le pro-
ble`me de la composition est difficile a` re´soudre. Cette difficulte´ re´side dans
le fait d’utiliser des automates communicants conditionnels et de calculer
explicitement le produit des services. En effet, nous avons montre´ dans les
Chapitre 4, 5 et 6 qu’il est possible d’associer a` un automate communi-
cant conditionnel un re´seau de Petri dont l’exe´cution est isomorphe a` celle
de l’automate communicant conditionnel. Il est connu que le proble`me de
ve´rifier si deux re´seaux de Petri sont e´quivalents est un proble`me difficile a`
re´soudre [JM96, Jan95].
De plus, notre re´sultat est pre´visible sachant que le proble`me de la
ve´rification de mode`le (model cheking) devient e´galement difficile lorsque
le produit d’automates est conside´re´ [DLS06].
Ne´anmoins, nous avons prouve´ graˆce aux bornes infe´rieures qu’il n’est
pas possible de trouver de meilleurs re´sultats, sauf e´ventuellement pour :
– L’e´quivalence de traces et la bisimulation, pour la deuxie`me variante
du mode`le.
– La bisimulation, pour la troisie`me variante du mode`le.
8.3 Travaux futurs
8.3.1 Proble`mes ouverts
Dans un premier temps, nous envisageons de de´terminer la complexite´
exacte du proble`me de la composition pour la seconde variante, lorsque la
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bisimulation est conside´re´e. Pour cela, il faudra trouver le moyen de ne pas
calculer le produit des services disponibles, qui est de taille exponentielle
par rapport au nombre de services.
Ensuite, pour la meˆme variante, il faudra e´laborer un algorithme pour la
re´solution du proble`me de la composition, lorsque l’e´quivalence de traces est
conside´re´e. Pour cela, il faudra d’abord re´soudre le proble`me de la synthe`se
de controˆleur augmente´ par des masques. Nous savons que ce proble`me est
EXPSPACE-difficile et nous espe´rons prouver qu’il est EXPSPACE-complet.
Le dernier proble`me que nous n’avons pas re´solu concerne la troisie`me va-
riante, plus pre´cise´ment le cas ou` la bisimulation est conside´re´e. Nous avons
montre´ que le proble`me est PSPACE-difficile est qu’il et dans EXPTIME.
Cependant, nous aimerions prouver qu’il est EXPTIME-complet. Pour cela,
il faut prouver que le proble`me de savoir si un automate fini est bisimilaire
a` un produit d’automates finis est EXPTIME-difficile.
Il serait e´galement inte´ressant d’utiliser des heuristiques pour obtenir
des algorithmes efficaces. L’objectif serait de ne pas calculer explicitement le
produit des services. Enfin, nous aimerions conside´rer le cas particulier ou` les
services sont de´terministes et de comparer les re´sultats que nous obtiendrons
avec les re´sultats actuels.
8.3.2 Variation sur le niveau d’abstraction du mode`le
Il existe plusieurs variantes inte´ressantes de notre mode`le. Parmi elles,
nous distinguons deux cate´gories. Dans la premie`re cate´gorie, le but est
d’abstraire le mode`le afin de re´duire la complexite´ du proble`me de la com-
position. Dans la seconde cate´gorie, le but est de raffiner le mode`le, de sorte
a` le rendre plus proche du mode`le re´el des services.
Conside´rons la premie`re cate´gorie. Il est clair que pour notre mode`le des
services, le proble`me de la composition tel que nous l’avons de´fini est de
complexite´ e´leve´e. Afin de la re´duire, nous comptons utiliser des me´thodes
symboliques. Pour cela, il faudra d’abord e´laborer une me´thode base´e sur
l’abstraction et le raffinement ade´quate pour la composition de services, en
s’inspirant des me´thodes utilise´es pour la ve´rification de syste`mes [CGJ+03].
Par conse´quent, il faudra de´terminer un nouveau mode`le pour les services
et e´ventuellement une nouvelle de´finition du proble`me de la composition.
L’ide´al serait de trouver des proprie´te´s que le mode`le abstrait doit satisfaire,
afin de garantir l’existence d’une solution dans le mode`le raffine´ qui lui
est associe´. Bien-entendu, la construction du mode`le abstrait ainsi que la
ve´rification des proprie´te´s doivent eˆtre moins couˆteuses que la composition
dans le mode`le actuel.
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Conside´rons la seconde cate´gorie qui a pour objectif d’obtenir un mode`le
proche du mode`le re´el des services. Dans notre mode`le, la communication
s’effectue par un e´change de messages vides. C’est-a`-dire, nous savons seule-
ment qu’un message est transmis ou rec¸u a` travers un port, mais le message
n’a pas de contenu. Hors, dans les services Web utilise´s dans la pratique,
le contenu d’un message est un fichier XML. Afin de se rapprocher de ce
mode`le, nous envisageons de repre´senter les messages par des pre´dicats de
la logique du premier ordre. De plus, cela nous permettra par la suite de
conside´rer des messages crypte´s [CMR08] pour garantir la se´curite´ de nos
services.
Par ailleurs, dans notre mode`le, les conditions sur les transitions sont
des variables propositionnelles. Ces conditions peuvent repre´senter le fait
d’avoir confiance ou pas en un autre service [CGM06]. Cependant, cette
valeur peut eˆtre diffe´rente de 0 et 1 et surtout elle peut e´voluer selon le
comportement des services [DHHvdT04, BJWW02, BNP08]. Un des travaux
qui nous inte´ressent serait de prendre en compte la mise a` jour de la confiance
lors de la composition de services.
Cependant, pour e´viter l’explosion combinatoire de la composition,
lorsque nous conside´rons la notion de confiance ou des messages avec un
contenu, il faut conside´rer des contraintes pour simplifier le mode`le. Les
simplifications possibles sont : fixer le nombre de services disponibles, fixer
la taille du me´diateur, conside´rer des services disponibles sans cycles, etc.
8.3.3 Conditions temporise´es
Dans le mode`le de services que nous conside´rons, les pre´conditions et
les effets sont repre´sente´s par des variables propositionnelles. Cependant,
il serait inte´ressant de conside´rer des conditions temporise´es. En effet, pour
e´viter qu’un service ne soit bloque´ en attente d’un message, il est possible de
lui fixer un de´lai d’attente au-dela` duquel on l’oblige a` terminer. Il existe des
mode`les formels qui prennent en conside´ration la notion du temps. Parmi
ces mode`les, nous citons les automates temporise´s [AD94], les re´seaux de
Petri temporise´s [Ram74] et les re´seaux de Petri temporels [Mei74].
Actuellement, il existe des travaux concernant la composition en utili-
sant des automates temporise´s [GPR08, KPP06]. Dans l’approche propose´e
dans [KPP06], l’objectif est de mode´liser et d’analyser des proprie´te´s tem-
porelles. Par exemple, ces proprie´te´s peuvent repre´senter le temps ne´cessaire
a` des services pour re´aliser leurs taˆches. Pour exprimer ces proprie´te´s, les
auteurs utilisent le calcul des dure´es [CHR91]. Cependant, dans l’approche
propose´e dans [GPR08], l’objectif est de ve´rifier la compatibilite´ des services
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afin de les composer. C’est-a`-dire, ve´rifier si les contraintes temporelles entre
deux services qui veulent collaborer sont inconsistantes. Pour cela un service
expose, en plus des actions qu’il peut effectuer, les contraintes temporelles
sur ces actions.
8.3.4 Composition dynamique
Dans cette the`se, nous avons de´fini une composition statique des services.
En effet, l’ensemble des services disponibles ne change pas et les services sont
suppose´s parfaits. Par exemple, il n’y a pas de notion de de´lai temporel graˆce
auquel il est possible de ve´rifier l’e´chec d’une transition.
La composition dynamique [ZNB+08] consiste a` de´terminer le service
me´diateur pendant le de´ploiement des services. Cette composition doit
prendre en compte la modification de l’environnement. Par exemple, des
services peuvent ne plus eˆtre disponibles, pour diffe´rentes raisons. Par
conse´quent, le me´diateur doit eˆtre synthe´tise´ en fonction des actions ef-
fectivement exe´cute´es par le client.
Il serait e´galement inte´ressant de ge´rer l’e´chec de la composition de fac¸on
moins radicale que ce qu’on fait actuellement. Au lieu de re´pondre par oui
ou non selon l’existence du me´diateur, il faut expliquer la raison de l’e´chec
et proposer une solution e´ventuellement partielle qui peut satisfaire le client.
Pour cela, une notion de pre´fe´rence [SPM06] du client pourrait eˆtre envisa-
geable. Chaque action aurait un poids selon son importance du point de vue
du client et l’objectif serait de maximiser la satisfaction du client.
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Le but de cette annexe est de prouver le lemme 6.5.8. Dans lequel la
fonction Del◦ utilise´e est celle de la de´finition 6.5.4. Afin de prouver le
lemme 6.5.8, nous allons prouver un re´sultats plus ge´ne´ral. En effet, au lui
d’utiliser les ensembles fini d’actions Σ, {!, ?}×Port, {!, ?}×Port′ et {!, ?}×
Port◦, nous utilisons les ensembles d’actions Σ etΣ ′,λ ⊆ Σ. L’ensembleΣ ′
repre´sente les actions non observables, lorsque la bisimulation est effectue´e
et λ repre´sente l’ensemble des actions pour lequel nous cre´ons des copies.
Par conse´quent, nous devons de´finir la copie d’un ensemble d’actions que
nous devons conside´rer dans la de´finition de la fonction Del◦.
Dans ce qui suit, nous donnons la de´finition de la copie d’un ensemble
et celle de Del◦. Ensuite, nous proposons et prouvons une proposition qui
ge´ne´ralise le lemme 6.5.8.
De´finition 8.3.1 (Copies d’un ensemble relativement a` un autre
ensemble). Soit Σ= {a1, . . . , at} et λ ⊆ Σ des ensembles d’actions.
L’ensembleΣ ◦λ = {a◦1, . . . , a◦t } des copies de Σ relativement a` λ est de´fini tel
que :
– pour tout a ∈ Σ \ λ, a◦ = a et
– pour tout a ∈ λ, a◦ += a.
La copie d’un ensemble d’actions nous permet de faire le renomage de
certains de ses e´le´ments. Pour le proble`me de la composition ce qui nous
inte´resse c’est de renommer les actions de l’ensemble {!, ?} × Port.
De´finition 8.3.2 (Fonction Del◦). SoitΣ ,λ ⊆ Σ des ensembles d’actions
etΣ ◦λ l’ensemble des copies de Σ relativement a` λ. Soit A = (Q, q0,→) un
automate surΣ ∪ Σ◦λ. Del◦(A,λ) = (Q′, q′0,→′) est un automate sur Σ tel
que :
– Q′ = Q,
– q′0 = q0,
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– →′⊆ Q′×Σ×Q′ est la relation de transitons de´finie par q →{a}Del◦(A) q′
ssi q →{a◦}A q′.
Lorsque λ = {!, ?} × Port la fonction Del◦ nous permet de renommer
les actions dans {!, ?} × Port◦ par des actions dans {!, ?} × Port. Ainsi, la
de´finition de Del◦(A, {!, ?}×Port) sera celle donne´ dans la de´finition 6.5.4.
Conside´rons la proposition.
Proposition 8.3.3. Soient les ensembles Σ, Σ′,λ ⊆ Σ et un automate
fini A sur Σ. Conside´rons l’ensemble λ◦ des copies de λ. Il est possible de
construire une formule ϕ(A,Σ′) du µ-calcul telle que pour tout automate fini
A′ sur Σ ∪ λ◦ l’assertion suivante est satisfaite :
A←→bi Del◦(A′,λ) (Σ′) ssi A′ |= ϕ(A,Σ′).
Il est clair que si nous prouvons la proposition 8.3.3, il suffira de rempla-
cer Σ parΣ ∪ ({!, ?} × Port),Σ ′ par {!, ?} × Port′ et λ◦ par {!, ?}× Port◦,
pour obtenir la preuve du lemme 6.5.8. De plus, nous constaterons que la
formule ϕ(A,Σ′) est de taille polynomiale relativement a` la taille de A et
Σ′. Dans un premier temps, nous rappelons quelques notions du µ-calcul.
Ensuite, nous proposons une me´thode pour la construction de la formule
ϕ(A,Σ′) de la proposition. Nous terminerons en prouvant l’assertion de la
proposition. Nous utilisons les notations suivantes :
– q a,Σ
′
"A q′ lorsque :
q→Σ′A
!◦ →{a}A ◦→Σ
′
A
!
q′
– q +a,Σ′"A q′ lorsqu’ils n’existent pas q1, q2 ∈ Q tels que :
q→Σ′A
!
q1 →{a}A q2→Σ
′
A
!
q′
– Succ(q, a) = {q′ ∈ Q | q →{a}A q′}.
De´finitions pour le µ-calcul
µ-calcul, syntaxe et se´mantique
De´finition 8.3.4 (Syntaxe du µ-calcul). Soit V ar = {X,X0,X1,X2, . . .}
un ensemble fini de variables . L’ensemble des formules du µ-calcul est note´
Lµ et il est de´fini a` partir de la grammaire suivante :
β := true |X | 〈a〉β1 | ¬β1 |β1 ∨ β2 |µX.β1(X)
ou` a ∈ Σ. Afin de garantir l’existence du point fixe, nous imposant, pour
toute les formules µX.β1(X), que dans β1(X) la variable X soit dans le
champ d’un nombre paire de symboles de ne´gations ¬.
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Nous utilisons les notations usuelles false, [a]β1,β1 ∧ β2,β1 ⇒ β2,→a
, +→a et νX.β1(X) pour les formules respectives ¬true,¬〈a〉(¬β1),¬(¬β1 ∨
¬β2),¬β1 ∨ β2, 〈a〉true, [a]false et ¬µX.¬β1(¬X).
Une sentence est une formule du µ-calcul sans aucune variable libre : chaque
variable X est dans le champ d’un ope´rateur µX ou νX.
L’interpre´tation d’une formule du µ-calcul sur un automate est le sous
ensemble d’e´tats de l’automate qui satisfont la formule relativement a` une
interpre´tation val des variables libres de la formule.
De´finition 8.3.5 (Se´mantique du µ-calcul ). Une formule β ∈ Lµ est in-
terpre´te´e sur un automate A = (Q, q0,→) de´fini sur Σ relativement a` une
interpre´tation val : V ar → 2Q, par l’ensemble [[ β ]]valA ⊆ Q qui est de´finit
inductivement comme suit :
[[ true ]]valA = Q
[[X ]]valA = val(X)
[[ ¬β ]]valA = Q \ [[ β ]]valA
[[ β1 ∨ β2 ]]valA = [[ β1 ]]valA ∪ [[ β2 ]]valA
[[ 〈a〉β ]]valA = {q ∈ Q | ∃q′ : q′ ∈ Succ(q, a) et q′ ∈ [[ β ]]valA }
[[ µX.β(X) ]]valA = ∩{V ⊆ Q | [[ β ]][val(V/X)]A ⊆ V }
ou` val(V/X) : V ar → 2Q est la valuation val(V/X)(X ′) = val(X ′) pour
toute variable X ′ ∈ V ar telle que X ′ += X et val(V/X)(X) = V .
Ainsi, l’interpre´tation [[ µX.β(X) ]]valA (resp. [[ νX.β(X) ]]
val
A ) est le plus
petit (resp. grand) point fixe de la fonction de 2Q dans 2Q qui associe a` U
l’ensemble [[ β(X) ]]val(U/X)A .
Observons que la se´mantique des sentences du Lµ est inde´pendante de la
valuation val. Nous notons par [[ β ]]A l’interpre´tation d’une sentence β
relativement a` toute les valuations. Nous dirons que l’automate A satisfait
la sentence β (note´ A |= β) si l’e´tat initial q0 de A appartient a` [[ β ]]A.
µ-calcul vectoriel
Nous conside´rons une version restreinte pour le concept des syste`mes
d’e´quations du Lµ. Pour plus de de´tail le lecteur peut se re´fe´rer a` [AN01].
Soitm un entier et ψ1, . . .ψm un ensemble de formules du Lµ avec X1, . . . Xm
comme variables libres. Le syste`me d’e´quations que nous conside´rons est le
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suivant :
X1 = ψ1(X1, . . . Xm)
...
...
Xm = ψm(X1, . . . Xm)
Dans ce document, un tel syste`me est interpre´te´ pour un automate
A = (Q, q0,→) de´fini sur Σ comme un sous ensemble de (2Q)m. Une
solution est un vecteur < V1, . . . , Vm > de (2Q)m. Dans l’ensemble des
solutions, nous conside´rons uniquement la plus grande. Donc, ce syste`me
peut eˆtre exprime´ comme un plus grand point fixe :
< V1, . . . , Vm > = [[ ν < X1, . . . Xm > .
< ψ1, . . . ,ψm > (< X1, . . . ,Xm >) ]]A
Ce syste`me peut eˆtre re´solu d’une manie`re symbolique est
inde´pendamment d’une interpre´tation en utilisant le principe d’e´limination
de Gauss. Nous pouvons construire m sentencesΨ 1, . . . ,Ψm de Lµ, tels que
pour tout automate A = (Q, q0,→) sur Σ et pour tout 1 ≤ i ≤ m, [[Ψ i ]]A
est la ie`me composante de la solution du syste`me interpre´te´ sur A. Par
conse´quent, [[Ψ i ]]A = Vi. Nous notons :
< Ψ1, . . . ,Ψm > = ν < X1, . . . ,Xm > .
< ψ1, . . . ,ψm > (< X1, . . . ,Xm >)
Proposition 8.3.6 (Principe d’e´limination de Gauss). Soient ψ1 et ψ2
des formules de Lµ avec X1 et X2 comme variables libres, soit φ1(X2) =
νX1.ψ1(X1,X2) et soit
< Ψ1,Ψ2 >= ν < X1,X2 > . <ψ 1,ψ2 > (< X1,X2 >).
Alors Ψ2 = νX2.ψ2(φ1(X2),X2) et Ψ1 = φ1(Ψ2).
Cette proposition est une version restreinte du principe d’e´limination
de Gauss comme il est pre´sente´ dans [AN01] puisque elle concerne un µ-
calcul donne´ et seulement les plus grands points fixes. La proposition per-
met de calculer re´cursivement < Ψ1, . . . ,Ψm > = ν < X1, . . . Xm > .
< ψ1, . . . ,ψm > (< X1, . . . ,Xm >)
en utilisant l’algorithme suivant :
1. Calculer φ1(X2, . . . Xm) = νX1.ψ1(X1, . . . ,Xm),
2. Calculer < Ψ2, . . . ,Ψm > = ν < X2, . . . Xm > .
< ψ2, . . .ψm > (< φ1(X2, . . . Xm),X2 . . . ,Xm >) en utilisant le
meˆme me´thode,
3. CalculerΨ 1 = φ1(Ψ2, . . . ,Ψm).
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Expression d’une sentence pour la bisimulation modulo Σ′
Soient les ensembles Σ= {a1, . . . , at},Σ′ ⊆ Σ, λ ⊆ Σ etΣ ◦λ =
{a◦1, . . . , a◦t } l’ensemble des copies de Σ relativement a` λ. Soit β ∈ Lµ, val
une valuation sur les variables de β, A = (Q, q0,→) un automate fini sur Σ.
Dans ce qui suit, nous notons par 〈Σ′∗〉β les formules µX.〈Σ′〉X ∨ β.
De fac¸on duale, nous notons par [Σ′∗]β les formules νX.[Σ′]X ∧ β. plus
pre´cise´ment :
[[ 〈Σ′∗〉β ]]valA = {q ∈ Q | ∃q′ ∈ Q, q Σ
′∗−−→A q′ et q′ ∈ [[ β ]]valA }
[[ [Σ′∗]β ]]valA = {q ∈ Q | ∀q′ ∈ Q, q + Σ
′∗−−→A q′ ou q′ ∈ [[ β ]]valA }
Ainsi, nous avons e´galement pour tout a ∈ Σ :
[[ 〈Σ′∗〉〈a〉〈Σ′∗〉β ]]valA = {q ∈ Q | ∃q′ ∈ Q, q
a,Σ′"A q′ et
q′ ∈ [[ β ]]valA }
[[ [Σ′∗][a][Σ′∗]β ]]valA = {q ∈ Q | ∀q′ ∈ Q, q +
a,Σ′"A q′ ou
q′ ∈ [[ β ]]valA }
[[ 〈Σ′∗〉〈a ∪ a◦〉〈Σ′∗〉β ]]valA = {q ∈ Q | ∃q′ ∈ Q, (q
a,Σ′"A q′
ou q a
◦,Σ′"A q′) et (q′ ∈ [[ β ]]valA )}
[[ [Σ′∗][a ∪ a◦][Σ′∗]β ]]valA = {q ∈ Q | ∀q′ ∈ Q, (q +
a,Σ′"A q′
et q +a◦,Σ′"A q′) ou (q′ ∈ [[ β ]]valA )}
Soit A = (Q, q0,→) un automate fini sur Σ avec Q = {q0, q1, . . . qm}.
Nous de´finissons la sentence ϕ(A,Σ′) associe´e a` A etΣ ′par ϕ(A,Σ′) = Ψ0
dans l’expression suivante :
< Ψ0, . . . ,Ψm >= ν < X0, . . . ,Xm > . <ψ 0, . . . ,ψm >
ou`, pour tout 0 ≤ i ≤ m nous avons :
ψi(X0, . . . ,Xm) =
∧
a,j/qj∈Succ(qi,a)
〈Σ′∗〉〈a ∪ a◦〉〈Σ′∗〉Xj
∧
∧
a/Succ(qi,a)=∅
[Σ′∗] +→a ∧
∧
a/Succ(qi,a)=∅
[Σ′∗] +→a◦
∧
∧
a/Succ(qi,a)*=∅
([Σ′∗][a ∪ a◦][Σ′∗]
∨
j/qj∈Succ(qi,a)
Xj)
Nous pouvons maintenant prouver la proposition 8.3.3. Sans perte de
ge´ne´ralite´s, nous supposons que A ne contient aucune transition e´tiquete´e
par une action dansΣ ′.
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Preuve de la proposition 8.3.3. Soit A = (Q, q0,→A) un automate fini sur
Σ, soit ϕ(A,Σ′) la sentence de´finie ci-dessus.
(⇒) Pour tout automate A′ = (Q′, q′0,→A′) surΣ ∪ Σ◦ tel que A′ |=
ϕ(A,Σ′), nous montrons que Del◦(A′,λ) et A sont bisimilaire modulo
Σ′. Soit Vi = [[Ψ i ]]A′ et conside´rons la relation Z : Q×Q′ tel que qiZq′i
ssi q′i ∈ Vi. Nous prouvons que Z est une bisimulation moduloΣ ′.
Concernant les e´tas initiaux, puisque A′ |= ϕ(A,Σ′) et ϕ(A,Σ′) = Ψ0,
nous avons q′0 ∈ V0 alors q0Zq′0. Soit qi ∈ Q et q′i ∈ Q′ tel que qiZq′i.
Conside´rons une action a ∈ Σ.
– Soit qj ∈ Q tel que qi →{a}A qj. Sachant que q′i ∈ Vi (par de´finition
de Z) et qi
a,Σ′"A qj, nous avons :
q′i ∈ [[ 〈Σ′∗〉〈a ∪ a◦〉〈Σ′∗〉Xj ]]val(Vj/Xj)A′
ce qui implique l’existence de q′j ∈ Vj tel que q′i
a,Σ′"A′ q′j ou q′i
a◦,Σ′"A′ q′j.
Ainsi, q′i
a,Σ′"Del◦(A′,λ) q′j. Puisque q′j ∈ Vj, alors on obtient que qjZq′j.
– Soit q′j ∈ Q′ tel que q′i
a,Σ′"Del◦(A′,λ) q′j. Deux cas sont possibles,
Succ(qi, a) = ∅ ou
q′i ∈ [[ ([Σ′∗][a ∪ a◦][Σ′∗]
∨
j/qj∈Succ(qi,a)
Xj) ]]
val(V0/X0,...,Vm/Xm)
A′
Dans le cas ou` Succ(qi, a) = ∅ on obtient q′i ∈ [[ [Σ′∗] +→a ]]A′ et
q′i ∈ [[ [Σ′∗] +→a◦ ]]A′ . Cela implique q′i +
a,Σ′"A′ q′j et q′i +
a◦,Σ′"A′ q′j, par
conse´quent q′i +
a,Σ′"Del◦(A′,λ) q′j, ce qui est une contradiction. Dans le
cas ou`
q′i ∈ [[ ([Σ′∗][a ∪ a◦][Σ′∗]
∨
j/qj∈Succ(qi,a)
Xj) ]]
val(V0/X0,...,Vm/Xm)
A′
on obtient
q′i ∈ [[ ([Σ′∗][a][Σ′∗]
∨
j/qj∈Succ(qi,a)
Xj) ]]
val(V0/X0,...,Vm/Xm)
Del◦(A′,λ)
. Sachant que q′i
a,Σ′"Del◦(A′,λ) q′j alors il existe qj ∈ Q tel que q′j ∈ Vj .
Par de´finition de Z on obtient qjZq′j.
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(⇐) Soit A′ = (Q′, q′0,→A′) un automate fini surΣ ∪ Σ′ tel que
Del◦(A′,λ) et A sont bisimilaire moduloΣ ′. Soit Z une bisimulation
moduloΣ ′ entre Del◦(A′,λ) et A et soit V0, . . . , Vm tel que Vi ⊆ Q′
et Vi = {q′1 ∈ Q′ | qiZq′i}. Pour montrer que A′ |= ϕ(A,Σ′), nous
montrons que < V0, . . . , Vm > est un point pre-fixe de < ψ0, . . . ,ψm >
(X0, . . . ,Xm), c’est a` dire pour tout 1 ≤ i ≤ m, nous avons :
Vi ⊆ [[ ψi ]]val(V0/X0,...,Vn/Xn)A′
Pour tout q′i ∈ Vi.
– Soit a et j tel que qj ∈ Succ(qi, a). Puisque qiZq′i, alors il existe
q′j tel que q′i
a,Σ′"Del◦(A′,λ) q′j et qjZq′j. Ce qui implique q′i
a,Σ′"A′ q′j
ou q′i
a◦,Σ′"A′ q′j et qjZq′j. Alors nous avons q′j ∈ Vj et donc q′i ∈
[[ 〈Σ′∗〉〈a ∪ a◦〉〈Σ′∗〉Xj ]]val(Vj/Xj)A′ .
– Soit a tel que Succ(qi, a) = ∅. Puisque qiZq′i, alors nous avons
q′i +
a,Σ′"Del◦(A′,λ). Ce qui implique q′i +
a,Σ′"A′ et q′i +
a◦,Σ′"A′ et donc q′i ∈
[[ [Σ′∗] +→a ∧[Σ′∗] +→a◦ ]]A′ .
– Soit a et q′j tel que q′i
a,Σ′"Del◦(A′,λ) q′j. On a q′i
a,Σ′"A′ q′j ou q′i
a◦,Σ′"A′ q′j.
Puisque qiZq′i, alors il existe un e´tat qj ∈ Q tel que qj ∈ Succ(qi, a).
Donc
q′i ∈ [[ [Σ′∗][a ∪ a◦][Σ′∗]
∨
j/qj∈Succ(qi,a)
Xj ]]
val(V0/X0,...,Vn/Xm)
A′
Nous avons prouve´ que pour tout qi ∈ Q et q′i ∈ Q′ tel que qiZq′i, nous
avons :
q′i ∈ [[ ψi ]]val(V0/X0,...,Vn/Xm)A′
ce qui est suffisant pour montrer que pour tout 0 ≤ i ≤ m
Vi ⊆ [[Ψ i ]]A′
Ce qui signifie que < V0, . . . , Vm > est un sous ensemble du plus
grand point fixe. Sachant que q0Zq′0, nous obtenons que q′0 ∈ V0. Par
conse´quent A′ |= ϕ(A,Σ′).
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Le but de cette annexe est de prouver le the´ore`me 6.5.6. Pour cela, nous
allons d’abord prouver les lemmes suivants.
Lemme 8.3.7. Soient I0 un ensemble de litte´raux, Ac un ACC sur Σ ∪
({!, ?}×Port) et At, et soit Acmed un ACC sur {!, ?}×Port tel que δmed ⊆
{∅} ×{ !, ?}× Port× {∅}.
Exec(Ac !Acmed, I0) 0iso Del◦(Exec◦(Ac!AcLPort◦ , I0)×Ren◦(Acmed))
Lemme 8.3.8. Soient l’ensemble I0, un ACC Ac sur Σ ∪ ({!, ?} × Port)
et At et C un automate fini sur Σ ∪ ({!, ?}× (Port ∪ Port◦)) qui boucle sur
Σ ∪ ({!, ?} × Port).
Del◦(Exec◦(Ac!AcLPort◦ , I0))× C) 0iso
Exec(Ac!Del◦(AcLPort◦ ∗ Auto−1(C)), I0)
Pour prouver ces lemmes nous avons besoin de la de´finition suivante :
De´finition 8.3.9 ( Fonction Ren◦). Soit Acmed = (Qmed, qmed0 , δmed) un
automate communicant conditionnel sur {!, ?}×Port et At. Ren◦(Acmed) =
(Q′, q′0,→′) est un automate surΣ ∪ ({!, ?} × (Port ∪ Port◦)) tel que :
– Q′ = Qmed,
– q′0 = qmed0 ,
– →′⊆ Q′× (Σ∪ ({!, ?}× (Port∪Port◦)))×Q′ est la relation de transi-
tons de´finie par q →aRen◦(Acmed) q′ ssi une des conditions suivantes est
satisfaite :
– a ∈ Σ et q = q′,
– a = θpi et q = q′, avec θ ∈ {!, ?}
– a = θpi◦ et il existe J ∈ 2Li(At) tel que (J, q, θpi, q′, ∅) ∈ δmed, avec
θ ∈ {!, ?}.
Soulignons que Ren◦(Acmed) boucle surΣ ∪ ({!, ?} × Port).
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Pour rendre les preuves plus simple, dans le reste de ce chapitre nous
supposons pour tout les automates communicants conditionnels et pour tout
les automates que tout les e´tats sont finaux. Ainsi, il n’est pas ne´cessaire
de conside´rer l’ensemble des e´tats finaux. Cependant, les preuves restent
applicables dans le cas ge´ne´rals.
De´monstration. (Lemme 8.3.7) Soient Ac = (Q, q0, δ) un ACC surΣ ∪
({!, ?}×Port) et At et Acmed = (Qmed, qmed0 , δmed) un ACC sur {!, ?}×Port
et At = ∅. Rappelons que l’ensemble de toute les fonctions de la forme
γ : Port→ {1, 0} est note´ Γ et que l’ensemble des litte´raux sur At est note´
Li(At).
Pour rendre la preuve plus claire, nous utilisons l’automate fini A =
(QA, qA0 ,→A) surΣ ∪ ({!, ?} × Port) pour repre´senter l’automate fini
Exec(Ac ! Acmed, I0). De la meˆme fac¸on, nous utilisons l’automate fini
B = (QB, qB0 ,→B) surΣ ∪ ({!, ?} × Port) pour repre´senter l’automate fini
Del◦(Exec◦(Ac!AcLPort◦ , I0)×Ren◦(Acmed)). Ainsi, QA = (Q×Qmed)×
Γ×2Li(At) et QB = ((Q×QLPort◦ )×Γ×2Li(At))×Qmed. Soit g : QA → QB la
bijection telle que g(((q, qmed), γ, I)) = (((q, qLPort◦0 ), γ, I), q
med). Il est clair
que g(qA0 ) = qB0 . Nous prouvons que pour toute action a ∈ Σ∪({!, ?}×Port)
et pour tout e´tat ((q1, qmed1 ), γ1, I1), ((q2, qmed2 ), γ2, I2) ∈ QA que :
((q1, qmed1 ), γ1, I1)→{a}A ((q2, qmed2 ), γ2, I2)
⇐⇒
(((q1, q
LPort◦
0 ), γ1, I1), q
med
1 )→{a}B (((q2, qLPort◦0 ), γ2, I2), qmed2 )
(⇒) Conside´rons l’implication de gauche a` droite. Supposons que :
((q1, qmed1 ), γ1, I1)→{a}A ((q2, qmed2 ), γ2, I2). (8.1)
Deux cas sont possibles pour a : a ∈ Σ ou a ∈ {!, ?} × Port. Conside´rons le
cas ou` a ∈ Σ. L’action a ne peut eˆtre exe´cute´e que par Ac. Dans ce cas, la
transition 8.1 implique :
– γ2 = γ1,
– qmed2 = qmed1 et
– l’existence de J1, J2 ∈ 2Li(At) tels que J1 ⊆ I1, I2 = (I1 \ ¬J2) ∪ J2 et
(J1, q1, a, q2, J2) ∈ δ.
A partir de la de´finition de Exec◦ et du produit asynchrone, J1 ⊆ I1, I2 =
(I1 \ ¬J2) ∪ J2 et (J1, q1, a, q2, J2) ∈ δ implique :
((q1, q
LPort◦
0 ), γ1, I1)→Exec◦(Ac!AcLPort◦ ,I0) ((q2, q
LPort◦
0 ), γ1, I2).
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De plus, qmed1 →{a}Ren◦(Acmed) qmed1 . D’apre`s la de´finition du produit synchrone
on obtient :
(((q1, q
LPort◦
0 ), γ1, I1), q
med
1 )→aExec◦(Ac!AcLPort◦ ,I0)×Ren◦(Acmed)
(((q2, q
LPort◦
0 ), γ1, I2), q
med
1 )
Par conse´quent, d’apre`s la de´finition de Del◦ :
(((q1, q
LPort◦
0 ), γ1, I1), q
med
1 )→{a}B (((q2, qLPort◦0 ), γ1, I2), qmed1 )
Sachant que γ2 = γ1 et qmed2 = qmed1 alors :
(((q1, q
LPort◦
0 ), γ1, I1), q
med
1 )→{a}B (((q2, qLPort◦0 ), γ2, I2), qmed2 )
Conside´rons le cas ou` a =?pi, pi ∈ Port (le raisonnement est le meˆme
pour a =!pi), l’action ?pi peut eˆtre exe´cute´e par Ac ou par Acmed. Dans le
cas ou l’action est effectue´e par Ac, on utilise le meˆme raisonnement que
celui utilise´ dans le cas ou` a ∈ Σ. Supposons que Acmed exe´cute l’action ?pi.
Donc il existe qmed2 ∈ Qmed tel que (∅, qmed1 , ?pi, qmed2 , ∅) ∈ δmed et I2 = I1.
De plus :
– q2 = q1,
– γ1(pi) = 1,
– γ2(pi) = 0 et pour tout pi′ += pi, γ2(pi′) = γ1(pi′).
Sachant que (∅, qmed1 , ?pi, qmed2 , ∅) ∈ δmed alors :
qmed1 →{?pi
◦}
Ren◦(Acmed) q
med
2 . (8.2)
Nous savons que (∅, qLPort◦0 , ?pi◦, qLPort◦0 , ∅) ∈ δLPort◦ et que γ1(pi) = 1. Ainsi,
a` partir de la de´finition de Exec◦ et du produit asynchrone, on obtient :
((q1, q
LPort◦
0 ), γ1, I1)→{?pi
◦}
Exec◦(Ac!AcLPort◦ ,I0) (((q1, q
LPort◦
0 ), γ2, I1)). (8.3)
A partir de la de´finition du produit synchrone, de la transition 8.2 et de la
transition 8.3 on obtient :
(((q1, q
LPort◦
0 ), γ1, I1), q
med
1 )→?pi◦Exec◦(Ac!AcLPort◦ ,I0)×Ren◦(Acmed)
(((q1, q
LPort◦
0 ), γ2, I1), q
med
1 )
Par conse´quent, d’apre`s la de´finition de Del◦ :
(((q1, q
LPort◦
0 ), γ1, I1), q
med
1 )→{?pi}B (((q2, qLPort◦0 ), γ1, I2), qmed1 )
Sachant que q2 = q1 et I2 = I1 alors :
(((q1, q
LPort◦
0 ), γ1, I1), q
med
1 )→{?pi}B (((q2, qLPort◦0 ), γ2, I2), qmed2 )
210
Annexe 2
(⇐) Conside´rons l’implication de droite a` gauche. Supposons que :
(((q1, q
LPort◦
0 ), γ1, I1), q
med
1 )→{a}B (((q2, qLPort◦0 ), γ2, I2), qmed2 ). (8.4)
Deux cas sont possibles pour a : a ∈ Σ ou a ∈ {!, ?} × Port. Conside´rons
le cas ou` a ∈ Σ. Sachant que AcLPort◦ ne peux exe´cuter l’action a alors la
transition 8.4 implique :
– γ2 = γ1,
– qmed2 = qmed1 et
– l’existence de J1, J2 ∈ 2Li(At) tels que J1 ⊆ I1, I2 = (I1 \ ¬J2) ∪ J2 et
(J1, q1, a, q2, J2) ∈ δ.
A partir de la de´finition de Exec et du produit asynchrone, l’existence de
J1, J2 ∈ 2Li(At) tels que J1 ⊆ I1, I2 = (I1 \ ¬J2) ∪ J2 et (J1, q1, a, q2, J2) ∈ δ
implique :
((q1, qmed1 ), γ1, I1)→{a}A ((q2, qmed1 ), γ1, I2).
Sachant que qmed2 = qmed1 et γ2 = γ1 alors :
((q1, qmed1 ), γ1, I1)→{a}A ((q2, qmed2 ), γ2, I2).
Conside´rons le cas a =?pi, pi ∈ Port (le raisonnement est le meˆme dans le
cas ou` a =!pi). Dans ce cas, la transition 8.4 implique deux possibilite´s. La
premie`re est :
(((q1, q
LPort◦
0 ), γ1, I1), q
med
1 )→{?pi}D (((q2, qLPort◦0 ), γ2, I2), qmed2 ). (8.5)
La seconde est :
(((q1, q
LPort◦
0 ), γ1, I1), q
med
1 )→{?pi
◦}
D (((q2, q
LPort◦
0 ), γ2, I2), q
med
2 ). (8.6)
Pour ne pas encombrer les transitions 8.5 et 8.6, nous avons note´ par D
l’automate Exec◦(Ac!AcLPort◦ , I0)×Ren◦(Acmed).
Concernant le premier cas, la transition 8.5 implique que l’action ?pi est
exe´cute´e par Ac. Dans ce cas, le raisonnement est le meˆme que celui utilise´
dans le cas ou` a ∈ Σ. Concernant le second cas, la transition 8.6 implique
d’une part qu’il existe un e´tat qmed2 ∈ Qmed tel que qmed1 →{?pi
◦}
Ren◦(Acmed) q
med
2
et d’autre part que :
((q1, q
LPort◦
0 ), γ1, I1)→{?pi
◦}
Exec◦(Ac!AcLPort◦ ,I0) (((q2, q
LPort◦
0 ), γ2, I2)). (8.7)
Sachant que Ac ne peux pas exe´cuter l’action ?pi◦ alors la transition 8.7
implique :
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– q2 = q1,
– γ1(pi) = 1, γ2(pi) = 0 et pour tout pi′ += pi on a γ2(pi′) = γ1(pi′) et
– I2 = I1.
Puisque qmed1 →{?pi
◦}
Ren◦(Acmed) q
med
2 alors (∅, qmed1 , ?pi, qmed2 , ∅) ∈ δmed. Par
conse´quent, sachant que γ1(pi) = 1 alors a` partir des de´finitions du pro-
duit synchrone et de Exec on obtient :
((q1, qmed1 ), γ1, I1)→{?pi}A ((q1, qmed2 ), γ2, I1).
Sachant que q2 = q1 et I2 = I1 alors :
((q1, qmed1 ), γ1, I1)→{?pi}A ((q2, qmed2 ), γ2, I2).
De´monstration. (Lemme 8.3.8) Soient Ac = (Q, q0, δ) un ACC surΣ ∪
({!, ?} × Port) et At et C = (QC , qC0 , δC) un automate fini surΣ ∪ ({!, ?} ×
(Port∪Port◦)) qui boucle surΣ ∪({!, ?}×Port). Pour rendre la preuve plus
claire, nous utilisons l’automate finiA = (QA, qA0 ,→A) surΣ ∪({!, ?}×Port)
pour repre´senter l’automate fini Del◦(Exec◦(Ac ! AcLPort◦ , I0)) × C). De
la meˆme fac¸on, nous utilisons l’automate fini B = (QB, qB0 ,→B) sur
Σ ∪ ({!, ?} × (Port ∪ Port◦)) pour repre´senter l’automate fini Exec(Ac !
Del◦(AcLPort◦ ∗Auto−1(C)), I0). Ainsi, QA = ((Q×QLPort◦ )× 2Li(At))×QC
etQB = (Q×(QLPort◦×QC))×2Li(At). Soit g : QA → QB la bijection telle que
g((((q, qLPort◦0 ), I), q
C)) = ((q, (qLPort◦0 , qC)), I). Il est clair que g(qA0 ) = qB0 . Il
reste a` prouver que pour toute action a ∈ Σ ∪ ({!, ?} × Port) et pour tout
e´tat (((q1, q
LPort◦
0 ), I1), q
C
1 ) et (((q2, q
LPort◦
0 ), I2), q
C
2 ) :
(((q1, q
LPort◦
0 ), γ1, I1), q
C
1 )→{a}A (((q2, qLPort◦0 ), γ2, I2), qC2 )
ssi
((q1, (q
LPort◦
0 , q
C
1 )), γ1, I1)→{a}B ((q2, (qLPort◦0 , qC2 )), γ2, I2)
(⇒) Conside´rons l’implication de gauche a` droite. Supposons que :
(((q1, q
LPort◦
0 ), γ1, I1), q
C
1 )→{a}A (((q2, qLPort◦0 ), γ2, I2), qC2 ) (8.8)
Deux cas sont possibles pour a : a ∈ Σ ou a ∈ {!, ?}×Port. Conside´rons le cas
ou` a ∈ Σ. A partir de la de´finition du produit synchrone l’equation 8.8 im-
plique que ((q1, q
LPort◦
0 ), γ1, I1) →{a}Exec◦(Ac!AcLPort◦ ,I0) ((q2, q
LPort◦
0 ), γ2, I2).
Sachant que AcLPort◦ ne peut pas exe´cuter l’action a alors :
– il existe des ensembles J1, J2 ∈ 2Li(At) tels que J1 ⊆ I1, I2 = (I1 \
¬J2) ∪ J2 et (J1, q1, a, q2, J2) ∈ δ et
– γ2 = γ1.
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De plus, C boucle sur a c’est a` dire pour tout qC3 ∈ QC si qC1 →{a}C qC3 alors
qC3 = qC1 . Par conse´quent, qC2 = qC1 . A partir de la de´finition de Exec et du
produit asynchrone on obtient :
((q1, (q
LPort◦
0 , q
C
1 )), γ1, I1)→{a}B ((q2, (qLPort◦0 , qC1 )), γ1, I2)
Sachant que γ2 = γ1 et qC2 = qC1 alors :
((q1, (q
LPort◦
0 , q
C
1 )), γ1, I1)→{a}B ((q2, (qLPort◦0 , qC2 )), γ2, I2) (8.9)
Conside´rons le cas ou` a =?pi, pi ∈ Port (le raisonnement est le meˆme pour
a =!pi). A partir de la de´finition de Del◦, la transition 8.9 implique deux
possibilite´s. La premie`re possibilite´ est que :
(((q1, q
LPort◦
0 ), γ1, I1), q
C
1 )→{?pi}D (((q2, qLPort◦0 ), γ2, I2), qC2 ). (8.10)
La seconde possibilite´ est que :
(((q1, q
LPort◦
0 ), γ1, I1), q
C
1 )→{?pi
◦}
D (((q2, q
LPort◦
0 ), γ2, I2), q
C
2 ). (8.11)
Pour ne pas encombrer les transitions 8.10 et 8.11, nous avons note´ par
D, l’automate Exec◦(Ac!AcLPort◦ , I0)× C.
Supposons que l’action ?pi est exe´cute´e. Dans ce cas le raisonnement est
identique a` celui utilise´ dans le cas ou` a ∈ Σ. Supposons que l’action ?pi◦ est
exe´cute´e. Dans ce cas, par de´finition du produit synchrone on de´duit que
qC1 →{?pi
◦}
C q
C
2 et que :
((q1, q
LPort◦
0 ), γ1, I1)→{?pi
◦}
Exec◦(Ac!AcLPort◦ ) ((q2, q
LPort◦
0 ), γ2, I2). (8.12)
Sachant que (∅, qLPort◦0 , ?pi◦, qLPort◦0 , ∅) ∈ δLPort◦ alors la transition 8.12 im-
plique :
– γ1(pi) = 1, γ2(pi) = 0 et pour tout pi′ += pi, γ2(pi′) = γ1(pi′),
– q2 = q1 et
– I2 = I1.
Puisque qC1 →{?pi
◦}
C q
C
2 alors a` partir de la de´finition de Auto−1(C)
en de´duit que (∅, qC1 , ?pi◦, qC2 , ∅) ∈ δAuto−1(C). De plus, nous sa-
vons que (∅, qLPort◦0 , ?pi◦, qLPort◦0 , ∅) ∈ δLPort◦ . A partir de la
de´finition du produit synchrone entre ACC, on en de´duit que
(∅, (qLPort◦0 , qC1 ), ?pi◦, (qLPort◦ , qC2 ), ∅) ∈ δAc
LPort◦ ∗Auto−1(C). Ainsi,
(∅, (qLPort◦0 , qC1 ), ?pi, (qLPort◦ , qC2 ), ∅) ∈ δDel
◦(AcLPort◦ ∗Auto−1(C)). Nous sa-
vons que γ1(pi) = 1. Par conse´quent, on obtient :
((q1, (q
LPort◦
0 , q
C
1 )), γ1, I1)→{?pi}B ((q1, (qLPort◦0 , qC2 )), γ2, I1)
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Sachant que q2 = q1 et que I2 = I1 alors :
((q1, (q
LPort◦
0 , q
C
1 )), γ1, I1)→{?pi}B ((q2, (qLPort◦0 , qC2 )), γ2, I2)
(⇐) Conside´rons l’implication de droite a` gauche. Supposons que :
((q1, (q
LPort◦
0 , q
C
1 )), γ1, I1)→{a}B ((q2, (qLPort◦0 , qC2 )), γ2, I2) (8.13)
Il existe deux cas possibles pour a : a ∈ Σ ou a ∈ {!, ?}×Port. Conside´rons
le cas a ∈ Σ. Sachant que AcLPort◦ ne peut pas exe´cuter l’action a alors cette
dernie`re est exe´cute´e par Ac. Plus pre´cise´ment, la transition 8.13 implique :
– l’existence des ensembles J1, J2 ∈ 2Li(At) tels que J1 ⊆ I1, I2 = (I1 \
¬J2) ∪ J2 et (J1, q1, a, q2, J2) ∈ δ,
– qC2 = qC1 et
– γ2 = γ1.
A partir de la de´finition de Exec◦ et du produit asynchrone on obtient :
((q1, qLPort◦ ), γ1, I1)→{a}Exec◦(Ac!AcLPort◦ ) ((q2, q
LPort◦ ), γ1, I2)
De plus, l’automate C boucle sur a. Formellement, qC1 →{a}C qC1 . Par
conse´quent, a` partir de la de´finition du produit synchrone et de la fonc-
tion Del◦ on a :
(((q1, q
LPort◦
0 ), γ1, I1), q
C
1 )→{a}A (((q2, qLPort◦0 ), γ1, I2), qC1 )
Sachant que qC2 = qC1 et γ2 = γ1 alors :
(((q1, q
LPort◦
0 ), γ1, I1), q
C
1 )→{a}A (((q2, qLPort◦0 ), γ2, I2), qC2 )
Conside´rons le cas ou` a =?pi, pi ∈ Port (le raisonnement est le meˆme dans
le cas ou` a =!pi). Dans ce cas, l’action ?pi est exe´cute´e par Ac ou par
Del◦(AcLPort◦ ∗ Auto−1(C)). Le premier cas est traite´ de la meˆme fac¸on
que le cas ou` a ∈ Σ. Conside´rons le second cas. Dans ce cas, q2 = q1. Sa-
chant que AcLPort◦ ne peut exe´cuter que des actions dans {!, ?} × Port◦
alors le produit synchrone AcLPort◦ ∗ Auto−1(C) exe´cute l’action ?pi◦ et par
conse´quent :
qC1 →{?pi
◦}
C q
C
2 (8.14)
De plus, a` partir de la de´finition de Exec on a :
– γ1(pi) = 1, γ2(pi) = 0 et pour tout pi′ += pi, γ2(pi′) = γ1(pi′) et
– I2 = I1.
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Puisque (∅, qLPort◦0 , ?pi◦, qLPort◦0 , ∅) ∈ δLPort◦ et que γ1(pi) = 1 alors :
(q1, q
L◦Port
0 )→{?pi
◦}
Exec◦(Ac!AcLPort◦ ,I0) (q1, q
L◦Port
0 ) (8.15)
A partir des transitions 8.14 et 8.15 et de la de´finition du produit synchrone
on a :
((q1, q
L◦Port
0 ), I1)→{?pi
◦}
Exec◦(Ac!AcLPort◦ ,I0)×C ((q1, q
L◦Port
0 ), I1)
Ainsi, a` partir de la de´finition de Del◦ on a :
((q1, q
L◦Port
0 ), I1)→{?pi
◦}
A ((q1, q
L◦Port
0 ), I1)
Sachant que q2 = q1 et I2 = I1 on a :
(((q1, q
LPort◦
0 ), γ1, I1), q
C
1 )→{a}A (((q2, qLPort◦0 ), γ2, I2), qC2 )
Remarque 8.3.10. Dans ce qui suit, toutes les relations de bisimulation
conside´re´es sont des bisimulation modulo {!, ?} × Port′. Plus pre´cisement,
dans les e´quivalences 8.16, 8.17, 8.18, 8.19, 8.20 et 8.21.
En se basant sur les lemmes 8.3.7 et 8.3.8 nous prouvons le
the´ore`me 6.5.6.
De´monstration. Conside´rons l’e´quivalence entre les points (1) et (2). Concer-
nant l’implication de gauche a` droite. Soit Acmed sur {!, ?}× Port un auto-
mate fini tel que :
Exec(Ac, I0)←→bi Exec(Ac′ !Acmed, I0). (8.16)
D’apre`s le lemme 8.3.7, l’e´quivalence 8.16 implique :
Exec(Ac, I0)←→bi Del◦(Exec◦(Ac′!AcLPort◦ , I0))×Ren◦(Acmed). (8.17)
Il suffit de conside´rer l’automate fini C = Ren◦(Acmed) surΣ ∪ ({!, ?} ×
(Port ∪ Port◦)) pour avoir un automate qui boucle surΣ ∪ ({!, ?} × Port)
tel que :
Exec(Ac, I0)←→bi Del◦(Exec◦(Ac′ !AcLPort◦ , I0)× C). (8.18)
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Concernant l’implication de droite a` gauche. Soit C un automate fini sur
Σ ∪ ({!, ?} × (Port ∪ Port◦)) qui boucle surΣ ∪ ({!, ?} × Port) tel que :
Exec(Ac, I0)←→bi Del◦(Exec◦(Ac′ !AcLPort◦ , I0)× C). (8.19)
D’apre`s le lemme 8.3.8, l’e´quivalence 8.19 implique :
Exec(Ac, I0)←→bi Exec(Ac′ !Del◦(AcLPort◦ ∗ Auto−1(C)), I0). (8.20)
Il suffit de conside´rer l’automate communicant conditionnel Acmed =
Del◦(AcLPort◦ ∗ Auto−1(C) sur {!, ?}× Port pour avoir :
Exec(Ac, I0)←→bi Exec(Ac′ !Acmed, I0). (8.21)
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Le but de cette annexe est de prouver que la relation Zf de la
de´finition 6.5.13 est une bisimulation entre A et Del◦(A′ × Cf ), ou` Cf est
l’automate fini de la de´finition 6.5.12. Rappelons la de´finition de la Re-
lation binaire ≡, de Cf et de Zf . Soit A = (QA, qA0 ,→A) un automate
fini surΣ ∪ ({!, ?} × Port), A′ = (QA′ , qA′0 ,→A′) un automate fini sur
Σ ∪ ({!, ?} × (Port ∪ Port◦)), et C = (QC , qC0 ,→C) un automate fini sur
Σ ∪ ({!, ?} × (Port ∪ Port◦)) qui boucle surΣ ∪ ({!, ?} × Port) et Z une
relation de bisimulation entre A et Del◦(A′ × C).
De´finition 8.3.11 (Relation binaire ≡). La relation ≡⊆ QC ×QC est
la relation binaire telle que :
– qC1 ≡ qC2 ssi pour tout qA ∈ QA et pour tout qA′ ∈ QA′ , qAZ(qA′ , qC1 )
ssi qAZ(qA′ , qC2 )
De´finition 8.3.12 (Automate obtenu par filtration Cf ). La filtration
de C relativement a` A et A′ est l’automate Cf = (QCf , qCf0 ,→Cf ) sur Σ ∪
({!, ?} × (Port ∪ Port◦)) qui boucle sur Σ ∪ ({!, ?} × Port) et tel que :
– QCf = QC/ ≡,
– qCf0 =| qC0 | et
– →Cf est la relation telle que :
• | qC1 |→{θpi
◦}
Cf | qC2 |, θ ∈ {!, ?} et pi◦ ∈ Port◦, ssi pour tout qA1 ∈ QA
et pour tout qA′1 , qA
′
2 ∈ QA′ si qA′1 →{θpi
◦}
A′ q
A′
2 et qA1 Z(qA
′
1 , q
C
1 ) alors
il existe qA2 ∈ QA tel que qA1 →{θpi}A qA2 et qA2 Z(qA
′
2 , q
C
2 ).
De´finition 8.3.13 (La relation Zf obtenue par filtration). Soit Zf ⊆
QA × (QA′ × QCf ) la relation binaire telle que pour tout qA ∈ QA et pour
tout (qA′ , | qC |) ∈ QA′ ×QCf , qAZf (qA′ , | qC |) ssi qAZ(qA′ , qC).
Proposition 8.3.14. La relation Zf obtenu par filtration est une relation
de bisimulation entre A et Del◦(A′ × Cf ).
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De´monstration. Dans ce qui suit, nous montrons que Zf et Zf−1 sont des
relation de simulation. Concernant les e´tats initiaux. Sachant que Z est une
relation de bisimulation alors qA0 Z(qA
′
0 , q
C
0 ). A partir de la de´finition de Zf
on a qA0 Zf (qA
′
0 , | qC0 |). Par conse´quent, qA0 Zf (qA′0 , qCf0 ).
Ve´rification que Zf est une relation de simulation
Conside´rons les e´tats qA1 ∈ QA, (qA′1 , | qC1 |) ∈ QA′ × QCf tels que
qA1 Zf (qA
′
1 , | qC1 |). Supposons qu’il existe un e´tat qA2 ∈ QA et une action
a ∈ Σ ∪ ({!, ?} × Port) tel que qA1 →{a}A qA2 .
Sachant que qA1 Zf (qA
′
1 , | qC1 |) alors par de´finition de Zf on a :
qA1 Z(qA
′
1 , q
C
1 ). De plus Z est une relation de bisimulation entreA etDel◦(A′×
C), alors il existe (qA′2 , qC2 ) ∈ QA′×QC tel que : (qA′1 , qC1 )→{a}Del◦(A′×C) (qA
′
2 , q
C
2 )
et qA2 Z(qA
′
2 , q
C
2 ).
Il existe deux cas possibles pour a : a ∈ Σ et a ∈ {!, ?} × Port.
Cas ou` a ∈ Σ
On sait que (qA′1 , qC1 ) →{a}Del◦(A′×C) (qA
′
2 , q
C
2 ) alors par de´finition de Del◦
on a : (qA′1 , qC1 ) →{a}A′×C (qA
′
2 , q
C
2 ). Cela implique, par de´finition du produit
synchrone, que :
1. qA′1 →{a}A′ qA
′
2 et
2. qC1 →{a}C qC2 .
De plus, C boucle sur Σ alors qC2 = qC1 .
Sachant que Cf boucle sur Σ et que qA′1 →{a}A′ qA
′
2 , alors par de´finition du
produit synchrone on a : (qA′1 , | qC1 |) →{a}A′×Cf (qA
′
2 , | qC1 |). Par de´finition
de Del◦ on obtient : (qA′1 , | qC1 |) →{a}Del◦(A′×Cf ) (qA
′
2 , | qC1 |). Sachant
que qA2 Z(qA
′
2 , q
C
1 ) alors par de´finition de Zf on a : qA2 Zf (qA
′
2 , | qC1 |). Par
conse´quent, sachant que | qC2 |=| qC1 |, on a : (qA′1 , | qC1 |)→{a}Del◦(A′×Cf ) (qA
′
2 , |
qC2 |) et qA2 Zf (qA′2 , | qC2 |).
Cas ou` a ∈ {!, ?} × Port
Conside´rons le cas ou` a =!pi avec pi ∈ Port, (le raisonnement est le meˆme
pour le cas ou` a =?pi). On sait que (qA′1 , qC1 ) →{!pi}Del◦(A′×C) (qA
′
2 , q
C
2 ) alors par
de´finition de Del◦ on a deux cas possibles.
(1) (qA′1 , qC1 )→{!pi}A′×C (qA
′
2 , q
C
2 ) et
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(2) (qA′1 , qC1 )→{!pi
◦}
A′×C (q
A′
2 , q
C
2 )
Pour le cas (1), le raisonement est le meˆme que celui pre´sente´ dans le cas ou`
a ∈ Σ.
Conside´rons le cas (2). Sachant (qA′1 , qC1 ) →{!pi
◦}
A′×C (q
A′
2 , q
C
2 ) alors par
de´finition du produit synchrone on a :
1. qA′1 →{!pi
◦}
A′ q
A′
2 et
2. qC1 →{!pi
◦}
C q
C
2 .
Montrons que : | qC1 |→{!pi
◦}
Cf | qC2 |. Pour cela nous devons conside´rer
des e´tats qA3 ∈ QA, qA′3 , qA′4 ∈ QA′ tel que qA′3 →{!pi
◦}
A′ q
A′
4 et qA3 Z(qA
′
3 , q
C
1 ).
Ensuite, nous devons montrer qu’il existe un e´tat qA4 ∈ QA tel que
qA3 →{!pi}A qA4 et qA4 Z(qA
′
4 , q
C
2 ).
Sachant que qA′3 →{!pi
◦}
A′ q
A′
4 et qC1 →{!pi
◦}
C q
C
2 alors (qA
′
3 , q
C
1 ) →{!pi
◦}
A′×C
(qA′4 , qC2 ). Par de´finition de Del◦ on a : (qA
′
3 , q
C
1 ) →{!pi}Del◦(A′×C) (qA
′
4 , q
C
2 ).
De plus, la relation Z est une bisimulation entre A et Del◦(A′ × C). Par
conse´quent, il existe un e´tat qA4 ∈ QA tel que qA3 →{!pi}A qA4 et qA4 Z(qA
′
4 , q
C
2 ).
Donc : | qC1 |→{!pi
◦}
Cf | qC2 |.
Par de´finition du produit synchrone, sachant que qA′1 →{!pi
◦}
A′ q
A′
2 et |
qC1 |→{!pi
◦}
Cf | qC2 | alors (qA
′
1 , | qC1 |) →{!pi
◦}
A′×Cf (q
A′
2 , | qC2 |). Par conse´quent, par
de´finition de Del◦, (qA′1 , | qC1 |)→{!pi}Del◦(A′×Cf ) (qA
′
2 , | qC2 |). De plus, on sait que
qA2 Z(qA
′
2 , q
C
2 ). Donc, par de´finition de Zf on a : qA2 Zf (qA
′
2 , | qC2 |). Ainsi nous
avons montre´ que : (qA′1 , | qC1 |)→{a}Del◦(A′×Cf ) (qA
′
2 , | qC2 |) et qA2 Zf (qA′2 , | qC2 |).
A` partir des deux cas que nous avons conside´re´ pour a, on obtient que
Zf est une relation de simulation entre A et Del◦(A′ × Cf ).
Ve´rification que Zf−1 est une relation de simulation
Conside´rons les e´tats qA1 ∈ QA, (qA′1 , | qC1 |) ∈ QA′ × QCf tels que
qA1 Zf (qA
′
1 , | qC1 |). Supposons qu’il existe un e´tat (qA′2 , | qC2 |) ∈ QA′ ×QCf tel
que (qA′1 , | qC1 |)→{a}Del◦(A′×Cf ) (qA
′
2 , | qC2 |).
Sachant que qA1 Zf (qA
′
1 , | qC1 |) alors par de´finition de Zf on a :
qA1 Z(qA
′
1 , q
C
1 ).
Il existe deux cas possibles pour a : a ∈ Σ et a ∈ {!, ?} × Port.
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Cas ou` a ∈ Σ
On sait que (qA′1 , | qC1 |) →{a}Del◦(A′×Cf ) (qA
′
2 , | qC2 |) alors par de´finition de
Del◦ on a : (qA′1 , | qC1 |)→{a}A′×Cf (qA
′
2 , | qC2 |). Cela implique, par de´finition du
produit synchrone, que :
1. qA′1 →{a}A′ qA
′
2 et
2. | qC1 |→{a}Cf | qC2 |.
De plus, C boucle sur Σ alors | qC2 |=| qC1 |.
Sachant que C boucle sur Σ et que qA′1 →{a}A′ qA
′
2 , alors par de´finition du
produit synchrone on a : (qA′1 , qC1 )→{a}A′×C (qA
′
2 , q
C
1 ). Par de´finition de Del◦ on
obtient : (qA′1 , qC1 )→{a}Del◦(A′×C) (qA
′
2 , q
C
1 ). Sachant que qA1 Z(qA
′
1 , q
C
1 ) et que Z
est une bisimulation entre A et Del◦(A′×C). Alors il existe qA2 ∈ QA tel que
qA1 →{a}A qA2 et qA2 Z(qA
′
2 , q
C
2 ). Par de´finition de Zf on a : qA2 Zf (qA
′
2 , | qC2 |).
Ainsi, nous avons montre´ qu’ il existe qA2 ∈ QA tel que qA1 →{a}A qA2 tel
que qA2 Zf (qA
′
2 , | qC2 |).
Cas ou` a ∈ {!, ?} × Port
Conside´rons le cas ou` a =!pi avec pi ∈ Port, (le raisonnement est le meˆme
pour le cas ou` a =?pi). On sait que (qA′1 , | qC1 |)→{!pi}Del◦(A′×Cf ) (qA
′
2 , | qC2 |) alors
par de´finition de Del◦ on a deux cas possibles.
(1) (qA′1 , | qC1 |)→{!pi}A′×Cf (qA
′
2 , | qC2 |) et
(2) (qA′1 , | qC1 |)→{!pi
◦}
A′×Cf (q
A′
2 , | qC2 |)
Pour le cas (1), le raisonement est le meˆme que celui pre´sente´ dans le cas ou`
a ∈ Σ.
Conside´rons le cas (2). Sachant (qA′1 , | qC1 |)→{!pi
◦}
A′×Cf (q
A′
2 , | qC2 |) alors par
de´finition du produit synchrone on a :
1. qA′1 →{!pi
◦}
A′ q
A′
2 et
2. | qC1 |→{!pi
◦}
Cf | qC2 |.
Montrons que qA1 →{!pi}A qA
′
2 . Pour cela, utilisons la de´finition de Cf . Sachant
que | qC1 |→{!pi
◦}
Cf | qC2 |, qA
′
1 →{!pi
◦}
A′ q
A′
2 et qA1 Z(qA
′
1 , q
C
1 ) alors il existe qA2 ∈ QA
tel que qA1 →{!pi}A qA2 et qA2 Z(qA
′
2 , q
C
2 ). A` partir de la de´finition de Zf on
de´duit que qA2 Zf (qA
′
2 , | qC2 |).
Par conse´quent, nous avons montre´ qu’il existe qA2 ∈ QA tel que qA1 →{!pi}A
qA2 et qA2 Zf(qA
′
2 , | qC2 |).
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A` partir des deux cas que nous avons conside´re´ pour a, on obtient que
Zf
−1 est une relation de simulation entre A et Del◦(A′ × Cf ).
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Composition de services: algorithmes et complexité
Fahima CHEIKH
Le problème de la combinaison des services, autrement appelé problème de la
composition, constitue le foyer d'une intense activité de recherche. Composer les
services entre eux, c'est entrelacer leurs séquences d'actions, de manière à obtenir
des séquences qui satisfassent les exigences des clients. Le problème de la
composition de services est difficile à résoudre en général.
Dans cette thèse nous considérons des services qui peuvent à la fois exécuter des
actions de communications ainsi que des actions internes. De plus, des conditions
peuvent être exigées et des effets peuvent être appliqués sur les transitions.
Formellement, les services sont représentés par des automates communicants
conditionnels.
Nous définissons, pour ce modèle, le problème de la composition et nous étudions sa
décidabilité pour différentes relations d’équivalence et de préordre à savoir :
l’inclusion de traces, l’équivalence de traces, la simulation et la bisimulation.
Suite aux résultats de décidabilité obtenus, nous proposons trois variantes pour le
modèle initial. Pour chacune d’elles, nous définissions le problème de la composition
et nous étudions sa complexité pour les relations citées ci-dessus.
Mots-clès
Composition de services, automates, relations d’équivalence et de préordre,
décidabilité et complexité.
