Anomalous Dimension of the Electrical Current in the Normal State of the
  Cuprates from the Fractional Aharonov-Bohm Effect by Limtragool, Kridsanaphong & Phillips, Philip W.
Anomalous Dimension of the Electrical Current in the Normal State of the
Cuprates from the Fractional Aharonov-Bohm Effect
Kridsanaphong Limtragool and Philip W. Phillips∗
Department of Physics and Institute for Condensed Matter Theory,
University of Illinois 1110 W. Green Street, Urbana, IL 61801, U.S.A.
(Dated: September 17, 2018)
We show here that if the current in the normal state of the cuprates has an anomalous dimension,
then the Aharonov-Bohm flux through a ring does not have the standard eBA/~ form, where A is
the area, B is the external magnetic field, and e is the electric charge, but instead it is modified by
a geometrical factor that depends directly on the anomalous dimension of the current. We calculate
the Aharonov-Bohm flux in square and disk geometries. In both cases, the deviation from the
standard result is striking and offers a fingerprint about what precisely is strange about the strange
metal.
I. INTRODUCTION
Before Faraday discovered that moving charges
induce magnetic fields (B), electric and magnetic
fields were thought to be independent. A con-
cise mathematical synthesis of the two requires an
additional entity, the vector potential, A, which
in classical physics is experimentally undetectable.
Aharonov and Bohm[1] showed, however, that in
quantum mechanics, the principle of gauge invari-
ance imbues the vector potential with physical con-
tent such that the wave function of a charged particle
moving in a closed loop around a magnetic solenoid
experiences a phase shift that is determined entirely
by the line integral,
∆φ =
e
~
∮
A · d`, (1)
of the vector potential around a closed loop. Be-
cause ∇×A = B and Stokes’ theorem which allows
us to convert a line integral to a surface one, the
integral simplifies to eBA/~, where A is the cross
sectional area of the magnetic solenoid, e is the elec-
tric charge, and ~ is Planck’s constant divided by
2pi. The key physical surprise here is that charges
outside the solenoid know about the magnetic field
solely because of the spatial extent of the vector po-
tential. The relationship between the vector poten-
tial and the magnetic and electric fields implies that
all the equations of classical electromagnetism are
invariant with respect to the transformation,
Aµ → Aµ + ∂µΛ (2)
where ∂µ = (−∂t/c, ∂x, ∂y, ∂z) and Λ is an arbitrary
dimensionless function. Because Λ is dimensionless,
this transformation fixes the dimension of Aµ to be
∗ Guggenheim Fellow
unity; that is, Aµ has dimensions of inverse length.
A further consequence of the invariance of electricity
and magnetism to a choice in the gauge is that there
has to be a corresponding conserved current whose
dimension is set by the generators of the U(1) sym-
metry group. The resulting dimension of the con-
served current in a relativistic theory is d where d
is the spatial dimension. Clearly if [A] 6= 1, the
underlying theory is not governed by the standard
1-form gauge-invariant principle of electricity and
magnetism.
There are no known examples in nature of a con-
served current in which the vector potential has a
dimension other than unity. Perhaps possible ex-
ceptions to this rule could obtain in exotic materi-
als such as the high-temperature copper-oxide super-
conductors. This problem remains unsolved because
no knock-down experiment has revealed unambigu-
ously the nature of the charge carriers in the nor-
mal state. What we know for sure is that the stan-
dard theory of metals and a single-parameter[2, 3]
formulation of quantum criticality cannot simulta-
neously explain T -linear resistivity, power-law opti-
cal conductivity[4–6], breakdown of the Weidemann-
Franz law[7], and the scaling of the Hall angle[8].
However, recent theoretical work[3, 9, 10] suggests
that all of the transport properties of the normal
state can be explained by positing a conserved cur-
rent with an anomalous dimension.
Indeed, this is a striking prediction because a
textbook problem[11–13] in quantum field theory is
to prove that conserved quantities cannot acquire
anomalous dimensions under renormalization. For a
local theory away from the strict relativistic limit,
the dimension of the current can change by two
mechanisms: 1) reduction of the effective dimension-
ality, that is a violation of hyperscaling[14, 15] with
exponent θ or 2) space and time scale differently
thereby requiring a dynamical exponent z > 1[19].
The new scaling of the current is now d−θ+z−1. Ei-
ther of these can be modeled using holography with
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2a bulk dilaton construction[17, 18]. Of course other
scenarios exist in which the U(1) symmetry is ex-
plicitly broken by the presence of a mass for the
gauge-field[14, 16]. However, the lack of a conserved
current in this case makes this scenario quite distinct
from the hyperscaling violation variants[15]. A third
approach for the emergence of an anomalous dimen-
sion for the current is that the underlying theory is
inherently non-local. It is this mechanism that ap-
pears to be operative in the recent work[9, 10] which
showed that extending the single-parameter quan-
tum critical scenario[3] to include a multi-band or
unparticle sector with a running charge[20] leads to
a consistent explanation of all the power laws exper-
imentally observed in the dc[7, 8, 21, 22] and ac1[4–
6] transport properties in the strange metal phase
of the cuprates. A running charge is possible only if
the vector potential acquires an anomalous dimen-
sion, Φ[16–18]. To fit the cuprates Φ = −2/3[3, 10].
Given the novelty of an electric current acquiring
an anomalous dimension as the unique underlying
feature of the strange metal, it would be ideal to
design an experiment, not tethered to any scaling
analysis, that can critically test this idea unambigu-
ously. Should this be borne out experimentally, then
the normal state of the cuprates would represent the
first example in nature of current carrying excita-
tions with an anomalous dimension.
In this paper, we propose such an experiment.
Since it is the vector potential that communi-
cates the anomalous dimension to the electrical cur-
rent, this effect should be detectable from a simple
Aharonov-Bohm[1] (AB) experiment in the strange
metal regime. We show that the new principle
that maintains gauge invariance implies that the AB
phase must pick up a factor that depends on the
anomalous dimension and hence provides an unam-
biguous fingerprint of the non-locality of the current.
The physical set up is a sample pierced by a constant
magnetic field. The associated gauge field permeates
the sample and picks up the anomalous dimension.
The resultant AB phase, no longer ∆φ = eBA/~,
picks up extra factors of LαB−2, where L is a quan-
tity with units of length and αB is the scaling di-
mension of the B-field, for ∆φ to be dimensionless.
We calculate this effect explicitly.
1 In the cuprates, the power law in the ac conductivity[4–
6] appears in the mid-infrared and hence does not persist
down to zero frequency. For the multi-band construction
with a mass-dependent relaxation time[9, 10] to match this
feature, the summation over mass needs to have a cutoff[9].
In this case, there exists an onset energy scale τ−10 for the
power law to appear.
II. FRACTIONAL GAUGE
TRANSFORMATION
Indeed it is gauge invariance that makes the prob-
lem of anomalous dimensions for the gauge field
highly problematic a priori. Consider the transfor-
mation in Eq. 2 applied to the action
S =
∫
ddx[F 2 + JµA
µ + · · · ]. (3)
Since the field strength, F is invariant under Eq. (2),
the action transform
S → S +
∫
ddxJµ∂
µΛ. (4)
Consequently, invariance under Eq. (2), upon in-
tegration by parts, results in the standard charge
conservation equation
∂µJµ = 0. (5)
The natural question that arises is if an anoma-
lous dimension is not compatible with Eq. (2), then
what is the consequence for charge conservation? In-
deed fractional formulations of electricity and mag-
netism do exist[23–25] based on the gauge principle
ααAµ(x) → αAµ(x) + ∂αµµ Λ(x) which contain frac-
tional derivatives (see Appendices A and B) of the
phase Λ(x), the power of which fixes the engineer-
ing dimension of αAµ to be αµ. From the argu-
ment presented previously, such an implementation
will affect the charge conservation equation. But an
immediate problem with such constructions is that
the gauge transformation is not rotationally invari-
ant and hence this is not an acceptable theory.
What the charge conservation equation lays plain
is that any operator, Yˆ , which commutes with the
total differential can be used to redefine the current
operator and hence will change its dimension with-
out affecting the linear nature of Eq. (5). However,
a key restriction on the operator Yˆ is that it cannot
change the order of the form of either the current
or the dual current (?J). If such an operator exists,
it would also offer a loophole around the general ar-
gument advanced by Gross[11] that it is the com-
mutator of the charge density with any U(1) field,
φ(x),
δ(x0 − y0)[J0(x), φ(y)] = δφ(y)δD(x− y), (6)
that fixes the scaling dimension of the conserved cur-
rent. Here δφ(y) is the change in the field φ to lin-
ear order upon acting with the U(1) transformation
and J0 is the charge density. Letting J0 → Yˆ J0 we
see that the current no longer has dimension D but
rather D −DY where DY = [Yˆ ].
3Elsewhere[27] we have shown how to construct Yˆ
explicitly for dilaton actions of the form,
S =
∫
dd+1x
√−gZ(φ)F 2 + · · · , (7)
used by holographic models[17, 18] to yield either
anomalous dimensions for the gauge field or hyper-
scaling violation exponents. Here, Z(φ) ∼ eγφ is a
dilaton field and F the field strength. The equations
of motion for the Maxwell part of the action are
∇µ(Z(φ)Fµν) = 0, (8)
where ∇µ is the covariant divergence. A typical
solution[17, 18] for the dilaton field is φ ∼ lnκr.
Consequently the equations of motion are equivalent
to
∇µ(yaFµν) = 0. (9)
In the language of differential forms, this equation
becomes
d(ya ? dA) = 0 (10)
which clearly illustrates that for any slice perpen-
dicular to the radial direction, the standard U(1)
gauge transformation applies. To determine what
happens at the boundary, we note that these equa-
tions are reminiscent of those studied by Caffarelli
and Silvestre[26] (CS) for the case of a scalar field,
∇ · (ya∇u), (11)
which is just a recasting of the elliptic differential
equation
u(x, y = 0) = f(x) (12)
∆xu+
a
y
uy + uyy = 0. (13)
What they were interested in is what form does this
differential equation acquire at the boundary, y → 0.
What Cafarelli/Silvestre showed is that any equa-
tion of this kind satisfies
lim
y→0
(yauy) = Cd,γ(−∆)γf(x). (14)
where γ = (1− a)/2.
The exact same result holds for the gauge field
as it is just a 1-form generalization of the CS ex-
tension theorem. In a separate paper, we have
generalized[27] the CS extension theorem to p-forms.
The result is as expected. The p-form generalization
of the CS extension theorem yields the boundary ac-
tion of the form,
S =
1
2
∫
Ai(−∇)2γAi, (15)
whose propagator in Lorentz gauge, ∂γi A
i = 0, is
Dij(k) = 〈Ai(k)Aj(−k)〉 = −iη
ij
(k2)γ
. (16)
Clearly at the boundary [Ai] 6= 1. The correspond-
ing field strength is the 2-form,
F = dγA = d(−∆)
γ−1
2 A, (17)
with gauge-invariant condition,
A→ A+ dγΛ, (18)
with
dγ ≡ (−∆)
γ−1
2 d, (19)
which preserves the 1-form nature of the gauge-
field with dimension [Aµ] = γµ, rather than unity.
Note [d, (−∆) γ−12 ] = 0. Consequently, we identify
Yˆ = (−∆) γ−12 which is a completely rotationally in-
variant operator. In general, the total differential
commutes with any power of the Laplacian opera-
tor and hence the conservation equation is uniquely
specified up to (−∆)α. This added ambiguity in the
formulation of electricity and magnetism does not
seem to have been noticed until now.
What the p-form generalization[27] of the CS ex-
tension theorem lays plain in the context of holo-
graphic models that yield an anomalous dimension
for the gauge field is that the anomalous dimension
enters the boundary theory (see Eq. (18)) as a result
of the rotationally invariant entity,
∂γµ ≡ (−∆)
γ−1
2 ∂µ, (20)
which we take to be our operational definition of
the fractional derivative. As expected, the action in
terms of the electromagnetic field strength defined
by Eq. (17)
S =
∫
−1
4
FijF
ij (21)
is identical to Eq. (15). Simply integrate by parts
and pick a gauge ∂αi A
i = 0 and the action reduces
to the action, Eq. (15), which results from the
CS extension theorem. Consequently, the bound-
ary actions of the holographic models that generate
anomalous dimensions or hyperscaling violation ex-
ponents all contain fractional Laplacians and hence
transform under the non-local gauge transformation,
Eq. ( 18).
It is instructive to compute the current-current
correlator for the action with F = dγA. Consider
the action with a coupling to matter field (through
the current J i)
S =
∫
−1
4
FijF
ij + J iAi. (22)
4The equation of motion of this action is
∂γi F
ij = Jj . (23)
We will identify the current by this equation. Hence
the current-current correlation function we compute
is valid at the level of equation of motion and hence
the current will explicitly have an unorthodox di-
mension. The current-current correlation function
is then given by
Cij(x, y) = 〈∂γl F li(x)∂γpF pj(y)〉
= 〈(∂γl ∂γ,lAi − ∂γl ∂γ,iAl)
×(∂γp∂γ,pAj − ∂γp∂γ,jAp)〉. (24)
In momentum space,
Cij(k) = (k2)2γ−2〈(k2Ai(k)− klkiAl(k))
×(k2Aj(−k)− kpkjAp(−k))〉
= (k2)2γ−2
(
(k2)2〈Ai(k)Aj(−k)〉
−k2kpkj〈Ai(k)Ap(−k)〉
−k2klki〈Al(k)Aj(−k)〉
+klkpk
ikj〈Al(k)Ap(−k)〉
)
.
(25)
Using the propagator of Ai, we find
Cij(k) ∝ (k2)γ
(
ηij − k
ikj
k2
)
. (26)
Clearly, this equation not only obeys kµC
µν = 0
but also kγ−1kµCµν = 0. This translates into either
∂µC
µν = 0, the standard Ward identity, or
∂µ(−∆)
γ−1
2 Cµν = 0 (27)
which illustrates beautifully the fact that the cur-
rent conservation equation only specifies the current
up to any operator that commutes with the total
differential. As we mentioned previously, this ap-
pears to be the first time this has been pointed
out. Consequently, nothing in this paper contra-
dicts the standard linear conservation equations in
electricity and magnetism nor in holography. What
is non-traditional is that the current now has an
‘anomalous’ (unorthodox) dimension. In actuality
it is more correct to refer to the dimension as un-
orthodox rather than anomalous because quantum
corrections are irrelevant to the change in the di-
mension.
In a separate paper[28], we have shown that cur-
rents possessing fractional dimensions based on the
fractional gauge transformation of Eq. (18) obey a
multimodule Lie Virasoro algebra in which the gen-
erators, Lan ≡
(
∂f
∂z
)a
, are governed by fractional
derivatives of order a ∈ R. The Virasoro algebra
is explicitly of the form,
[Lam, L
a
n] = Am,nL
a
m+n + δm,nh(n)cZ
a (28)
where c is the central charge (not necessarily a con-
stant), Za is in the center of the algebra and h(n)
obeys a recursion relation related to the coefficients
Am,n. As a result of this algebraic structure, cur-
rents based on the underlying gauge transformation,
Eq. (18), are described by a stable conformal IR
fixed point. From Eq. (17), it follows that the defi-
nition of the magnetic field
∇α × αA = αB (29)
involves the fractional curl. As a result, in simplify-
ing the AB phase,∫
αB · dS 6=
∮
αA · d`, (30)
and as a consequence, the AB phase is no longer the
traditional result.
Theories with fractional gauge fields that preserve
U(1) are not uncommon. Recently, one of us has
shown[29] that they arise generically in bulk theories
based on geodesically complete metrics anytime the
bulk gauge field acquires a mass only along the holo-
graphic direction via the Higgs mechanism. Conse-
quently the boundary current complies with U(1)
invariance. The resultant boundary theory contains
fractional derivatives of the transverse components
of the gauge field as proposed here. The power of
the derivative is determined by the mass and hence
provides an additional length scale in the bound-
ary theory. Within the context of the renormaliza-
tion group[30], such a length scale is required for an
anomalous dimension to exist. Hence, Ref. [29] pro-
vides a specific mechanism for realizing a theory with
fractional gauge fields of the kind proposed here. We
also note that although the application of fractional
calculus to the strange metal is new, numerous phys-
ical processes abound such as anomalous diffusion
or Levy flights[31] which have been described using
fractional equations of motion. We advocate here
that the anomalies in the strange metal are tailor-
made for fractional calculus.
III. FRACTIONAL AHARONOV-BOHM
EFFECT
To derive the new result, we introduce a gauge
connection into the Schro¨dinger equation. Let us
define the covariant derivative Di ≡ ∂i − i e~ai with
the associated gauge connection [24]
ai ≡ [∂i, Iαi αAi] = ∂iIαi αAi (31)
5where Iα is the fractional integral (see Appendices
A and B). The fundamental theorem of fractional
calculus[32] states that Iα∂αΛ = Λ. As a conse-
quence, aµ → aµ + ∂µΛ and our physical theory is
gauge invariant although aµ is directly related to the
fractional gauge field. Choosing A0 = 0, we reduce
the Schro¨dinger equation to(
− ~
2
2m
(∂i − i e~ai)
2 + V
)
ψ = i~∂tψ. (32)
To derive the AB phase, let us consider a particle
confined on the x, y plane with a fractional magnetic
field applied along the z axis. Assume a particle can
move from point ri to rf along path γ1 (with wave
function ψ1) and along path γ2 (with wave function
ψ2). The total wave function at the point rf at zero
fractional magnetic field (ai = 0) is ψ = ψ1 + ψ2.
When the fractional magnetic field is turned on, the
total wave function at rf changes to
ψ(rf , t) = e
i e~
∫
γ1
a(r)·dl
ψ1(rf , t)
+e
i e~
∫
γ2
a(r)·dl
ψ2(rf , t)
= C
(
ψ1(rf , t) + e
i e~
∮
a(r)·dlψ2(rf , t)
)
.
(33)
Here C is an over all phase factor = e
i e~
∫
γ1
a(r)·dl
.
The phase difference between the two paths due to
the gauge field is
∆φ =
e
~
∮
a(r) · dl. (34)
In the strange metal, we posit that the current
carrying degrees of freedom which emerge in the
infrared couple to the fractional electromagnetic
fields. By definition, the propagating degrees of free-
dom are weakly interacting thereby warranting the
Schro¨dinger propagator approach we have adopted
here.
We consider two different geometries in which an
external magnetic field, B, pierces the sample and
vanishes outside the shaded region in Figs. (1) and
(2). We postulate that the B-field interacts with the
material in such a way that the B-field acquires an
anomalous dimension and hence becomes fractional,
αB.
2 The charged particles in the sample now di-
rectly couple to the fractional vector potential αA
instead of coupling to the external field A. Hence,
we can use Eq. (34) to calculate the AB phase shift
that these particles experience.
We work with five different definitions of fractional
calculi (see Appendix A). We show below only the
result of the Feller calculus (for Fig. 1) and the ro-
tationally invariant definition (for Fig. 2) because
these definitions are odd under parity and thus the
fractional gauge field formulated with these defini-
tions will resemble the regular gauge field. The
results for other definitions can be found in Ap-
pendices D and E. For the rectangle geometry in
Fig. (1), the AB phase for the Feller calculus when
a, b, c, d ` is
∆φR =
e
~α
B`2
(
(aα−1 + bα−1)(cα−1 + dα−1)
4Γ2(α) sin2 piα2
)
.
(35)
The phase picks up a geometric factor that is directly
determined by the anomalous dimension α of the
vector potential. The limiting value is eB`2/~ as
α → 1. The convention that we have used is that
the anomalous dimension is carried by the αB-field
not the charge such that [αB] = 2α. As a result ∆φ
is dimensionless.
FIG. 1: Rectangle geometry that confines particle
motion. The fractional magnetic field is confined to
the red region of size ` in the figure.
The more experimentally tractable setup is most
likely the disk in Fig. (2). The AB phase shift for
the rotationally invariant definition is:
2 Depending on how B and αB are related in the material,
there is a possibility of having finite magnetic monopoles in
the system. However, it turns out that when α > 0 mag-
netic monopoles does not exist for the field configurations
we consider in Figs. (1) and (2). We discuss this issue in
Appendix C
6∆φD =
e
~
pir2αBR
2α−2
(
22−2αΓ(2− α)
Γ(α)
2F1(1− α, 2− α, 2; r
2
R2
)
)
. (36)
Here 2F1(a, b; c; z) is a hypergeometric function and
the terms in the parenthesis reduce to unity in the
limit α→ 1.
FIG. 2: Disk geometry for AB phase calculation.
The fractional magnetic field pierces the disk in a
small region of radius, r.
IV. CONCLUSION
We have shown here that the presence of an
anomalous dimension leads to a significant devia-
tion from the standard AB phase. Appearing in the
AB phase is a geometric factor in which the size of
the sample is raised to a power involving the anoma-
lous dimension. This extra sample-size dependence
reflects the non-locality of the current. The correc-
tion is sizeable as it involves a ratio of the sample
size to the region where the flux is threaded. As a
result, we have provided an experimental diagnostic
that is independent of any scaling ansatz. One pos-
sible way to detect this AB phase is to perform a
current interference experiment on a strange metal
ring with a magnetic field at the center. This is
the same geometry as Fig. 2. We predict that the
periodicity of a magnetoresistance is directly pro-
portional to the fractional AB phase as opposed
to the standard AB phase. One can then extract
the anomalous dimension by varying the ring’s ra-
dius. This setup is based on the experiment in which
the standard AB phase was observed in a metallic
ring[33]. Of course the success or failure of the exper-
iment will be determined by how well phase coher-
ence can be maintained along the excursion around
the solenoid. Nonetheless, the clarity of our theo-
retical diagnostic should provide sufficient impetus
for experiments along these lines to be performed
which should serve to definitively settle that what is
strange about the strange metal is that the current
possesses an anomalous dimension.
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Appendix A: Fractional Calculus in Fourier-Space Representation
Vector potentials with anomalous dimensions require fractional calculus. It can be defined by extending
the standard integer derivatives and integrals to those involving fractional powers
{Inx ,
∂n
∂xn
} → {Iαx ,
∂α
∂xα
}. (A1)
Here Inx is defined as a repeated integral n times over x. We focus on five definitions of fractional calculi: left
and right Liouville, Feller, Riesz[24, 32, 34–37], and the rotationally invariant definition. The rotationally
invariant definition, ∂αi ≡ (−∇2)
α−1
2 ∂i, is based on the fractional Laplacian and thus needs to be defined
in dimensions greater or equal to two. These definitions of fractional calculi can be formulated in real or
7Fourier space. For our purposes, it is most useful to implement the Fourier-space formulation,
∂αx f(x) =
∞∫
−∞
dk
2pi
eikxF (α, k)f˜(k) (A2)
Iαx f(x) =
∞∫
−∞
dk
2pi
eikxF−1(α, k)f˜(k), (A3)
where F (α, k) = (ik)α for left Liouville, F (α, k) = (−ik)α for right Liouville, F (α, k) = isgn(k)|k|α for Feller,
and F (α, k) = |k|α for Riesz. For the rotationally invariant definition of fractional calculus, one has the kernel
for the fractional derivative/integral on the xi coordinate Fi(α,k) = |k|α−1iki with k being a d-dimensional
momentum vector. Here ∂αx and I
α
x denote the fractional derivative and integral. The convention of the
branch cut we use is −pi < θ ≤ pi. Left and right Liouville are spatially asymmetric because, in real space,
the operations involve an integration on the left and on the right of x, respectively (Eqs. (B1) - (B4)). Feller
calculus is odd under parity, and thus it resembles an odd-integer-order calculus. On the other hand, since
Riesz calculus is even under parity, its behavior is similar to an even-integer-order calculus. The rotationally
invariant definition is rotational invariant and odd under parity. In terms of formal mathematical operations,
the methods outlined have restrictions regarding the range of validity of α. For both left and right Liouville
calculi, one needs 0 < α < 1. For the Feller and the Reisz calculi, one needs 0 < α < 2. Nonetheless, the
results can be analytically continued outside this range.
The important property of these definition is that when α > 0 the fractional derivative of a constant is
zero. Let f(x) = C where C is a constant. The Fourier component of f(x) is f˜(k) = 2piCδ(k). Consequently,
∂αx f(x) = CF (α, 0) = 0. (A4)
For other definitions such as the left Riemann derivative (Eq. (B5) with a = 0) and the right Riemann
derivative (Eq. (B7) with b = 0), ∂αx f(x) can be nonzero.
Appendix B: Fractional Calculus in Coordinate-Space Representation
The fractional calculi in the previous section are formulated in the Fourier-space representations. Alter-
natively, they can be defined in coordinate space [24, 32, 34–37]. Let a and b be real numbers. We define
the following notations for the fractional derivative and the corresponding integral for x > a:
Dxa(α)f(x) =
1
Γ(n− α)
dn
dxn
x∫
a
dx′(x− x′)n−α−1f(x′) (B1)
Ixa (α)f(x) =
1
Γ(α)
x∫
a
dx′(x− x′)α−1f(x′). (B2)
When x < b, we define
Dbx(α)f(x) =
1
Γ(n− α)
(
− d
dx
)n b∫
x
dx′(x′ − x)n−α−1f(x′) (B3)
Ibx(α)f(x) =
1
Γ(α)
b∫
x
dx′(x′ − x)α−1f(x′) (B4)
where n = [α] + 1 and [α] denotes the integer part of α.
The left Riemann-Liouville fractional calculus corresponds to
DαLRL = D
x
a(α) (B5)
IαLRL = I
x
a (α), (B6)
8while the right Riemann-Liouville fractional calculus is
DαRRL = D
b
x(α) (B7)
IαRRL = I
b
x(α). (B8)
The Liouville fractional calculi is the special case of the Riemann-Liouville calculi with a = −∞ and b =∞.
The Feller fractional calculus corresponds to
DαF =
1
2 sin piα2
(Dx−∞(α)−D∞x (α)) (B9)
IαF =
1
2 sin piα2
(Ix−∞(α)− I∞x (α)) (B10)
and the Riesz fractional calculus corresponds to
DαRZ =
1
2 cos piα2
(Dx−∞(α) +D
∞
x (α)) (B11)
IαRZ =
1
2 cos piα2
(Ix−∞(α) + I
∞
x (α)). (B12)
The Fourier-space formulations can be shown to be the same as the coordinate space representation. We
explicitly show this for the case of the left Liouville calculus. We start by rewriting Eq. (A3) in the case of
left Liouville to
IαLLf(x) =
∞∫
−∞
dx′K(x− x′)f(x′) (B13)
where the kernel K(x−x′) =
∞∫
−∞
dk
2pi e
ik(x−x′)(ik)−α and the subscript LL denotes left Liouville. This integral
can be evaluated to be
K(x− x′) = Θ(x− x′) (x− x
′)α−1
Γ(α)
(B14)
when 0 < α < 1. Thus, the left Liouville integral in coordinate space is
IαLLf(x) =
1
Γ(α)
x∫
−∞
dx′(x− x′)α−1f(x′) = Ix−∞(α). (B15)
Similarly, we rewrite the left Liouville derivative from Eq. (A2) to
∂αLLf(x) =
∞∫
−∞
dk
2pi
eikx(ik)αf˜(k)
=
dn
dxn
∞∫
−∞
dk
2pi
eikx(ik)−(n−α)f˜(k)
=
dn
dxn
In−αLL f(x)
=
1
Γ(n− α)
dn
dxn
x∫
−∞
dx′(x− x′)n−α−1f(x′)
= Dx−∞(α)f(x) (B16)
where n = [α] + 1. The equivalences between the Fourier-space and the coordinate-space formulations of the
right Liouville, Feller, and Riesz can be shown in similar manner.
9Appendix C: Absence of Magnetic Monopoles in Constant Fractional Magnetic Field
Let us consider the possibility of having magnetic monopoles (or magnetic charges) in a fractional elec-
tromagnetic system.3 Let αB denote the fractional magnetic field and B denotes the actual magnetic field.
One can define the magnetic charge density ρm as a fractional divergence of the fractional magnetic field,
ρm =∇α · αB. (C1)
The question whether ρm equals zero depends on how one associates αB with B and on the definition of the
fractional derivative we consider. We focus on the four definitions discussed in Appendix A. If we assume
αB ∝ B, then ∇ · αB = 0. However, this does not necessarily imply that ∇α · αB = 0. So it is possible to
have a nonzero ρm.
It turns out that for the field configurations in Figs. (1) and (2) ρm vanishes when α > 0. From Eqs. (D1)
and (E1), we have
αB(x, y, z) = αBz zˆ, (C2)
with αBz = αBΘ(`
2/4− x2)Θ(`2/4− y2) for the rectangle geometry and αBz = αBΘ(r−
√
x2 + y2) for the
disk geometry. We can directly compute ρm by taking the fractional divergence. We find that
ρm =∇α · αB = ∂αz αBz = 0, (C3)
with α > 0 and we have used Eq. (A4) since Bz does not depend on z. Consequently, for the system
considered here magnetic monopoles do not exist.
Appendix D: Fractional Aharonov-Bohm Effect in Rectangular geometry
The expression for αB from Fig. (1) is
αB(x, y) = αBΘ(`
2/4− x2)Θ(`2/4− y2)zˆ. (D1)
The Fourier transform of αB(x, y) is
αB(k) = αBz(k)zˆ = 4(αB)
sin kx`2 sin
ky`
2
kxky
zˆ. (D2)
Below we directly use the Fourier-space formulations to evaluate fractional derivatives and integrals.
1. Left Liouville Fractional Calculus
We solve αA(k) from
αB(k) = (ik)
α × αA(k) (D3)
where (ik)α = {(ikx)α, (iky)α, 0}. A choice of αA(k) that satisfies Eq. (D3) is
αA(k) =
αBz(k)
(ikx)2α + (iky)2α
{−(iky)α, (ikx)α, 0}. (D4)
Next, using Eq. (7) of the main text, we obtain a(k) as
a(k) =
αBz(k)
(ikx)2α + (iky)2α
{−(ikx)1−α(iky)α, (ikx)α(iky)1−α, 0}. (D5)
3 We mean here the system in which its gauge transformation
is defined according to Eq. (18).
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It is easiest to work with b(k) = (ik)× a(k). We obtain
b(k) = αBz(k)(ikx)
1−α(iky)1−αzˆ
= −4(αB) sin kx`
2
sin
ky`
2
(ikx)
−α(iky)−αzˆ, (D6)
which in position space becomes
bz(x, y) =
∞∫
−∞
dkx
2pi
dky
2pi
bz(k)
= 4(αB)`
2α−2f1(
x
`
)f1(
y
`
), (D7)
where
f1(s) =
∞∫
−∞
dz
2pi
i(iz)−α sin
z
2
eizs
=
1
2Γ(α)
(
Θ(s+
1
2
)(s+
1
2
)α−1 −Θ(s− 1
2
)(s− 1
2
)α−1
)
. (D8)
Consequently, we obtain
bz(x, y) =
αB
Γ2(α)
(
Θ(x+
`
2
)(x+
`
2
)α−1 −Θ(x− `
2
)(x− `
2
)α−1
)
×
(
Θ(y +
`
2
)(y +
`
2
)α−1 −Θ(y − `
2
)(y − `
2
)α−1
)
. (D9)
The phase difference is
∆φ =
e
~
b∫
−a
dx
d∫
−c
dybz(x, y)
=
e
~α2Γ2(α)α
Bbαdα
(
(1 +
`
2b
)α − (1− `
2b
)α
)(
(1 +
`
2d
)α − (1− `
2d
)α
)
. (D10)
In the limit b ` and d `,
∆φ ≈ e
~α
B`2
(
bα−1dα−1
Γ2(α)
)
. (D11)
The AB phase from the left Liouville calculus is not symmetric. It involves only the length b and d, but not
a and c. This result can be understood from the fact that the left Liouville calculus is spatially asymmetric.
2. Right Liouville Fractional Calculus
The resulting bz(k) is the same as Eq. (D7) but the function f1(s) is replaced with
f2(s) =
∞∫
−∞
dz
2pi
i(−iz)−α sin z
2
eizs
=
1
2Γ(α)
(
Θ(−s− 1
2
)(−s− 1
2
)α−1 −Θ(−s+ 1
2
)(−s+ 1
2
)α−1
)
. (D12)
Performing the area integral, we find that
∆φ =
e
~α2Γ2(α)α
Baαcα
(
(1 +
`
2a
)α − (1− `
2a
)α
)(
(1 +
`
2c
)α − (1− `
2c
)α
)
. (D13)
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In the limit of a ` and c `,
∆φ ≈ e
~α
B`2
(
aα−1cα−1
Γ2(α)
)
. (D14)
As in the case of the Left Liouville calculus, the phase is not symmetric, because the right Liouville calculus
is also spatially asymmetric.
3. Feller Fractional Calculus
The resulting bz(k) is the same as Eq. (D7) but the function f1(s) is replaced with
f3(s) =
∞∫
−∞
dz
2pi
sgn(z)|z|−α sin z
2
eizs
= − 1
4Γ(α) sin piα2
(
Θ(s+
1
2
)(s+
1
2
)α−1 −Θ(−s− 1
2
)(−s− 1
2
)α−1
−Θ(s− 1
2
)(s− 1
2
)α−1 + Θ(−s+ 1
2
)(−s+ 1
2
)α−1
)
. (D15)
The phase difference is
∆φ =
e(αB)
4~α2Γ2(α) sin2 piα2
(
aα[(1 +
`
2a
)α − (1− `
2a
)α] + bα[(1 +
`
2b
)α − (1− `
2b
)α]
)
×
(
cα[(1 +
`
2c
)α − (1− `
2c
)α] + dα[(1 +
`
2d
)α − (1− `
2d
)α]
)
, (D16)
which in the limit of a, b, c, d `, reduces to
∆φ ≈ e(αB)`
2
~
(
(aα−1 + bα−1)(cα−1 + dα−1)
4Γ2(α) sin2 piα2
)
. (D17)
4. Riesz Fracational Calculus
The resulting bz(k) is the same as Eq. (D7) but the function f1(s) is replaced with
f4(s) =
∞∫
−∞
dz
2pi
i|z|−α sin z
2
eizs
=
1
4Γ(α) cos piα2
(
Θ(s+
1
2
)(s+
1
2
)α−1 + Θ(−s− 1
2
)(−s− 1
2
)α−1
−Θ(s− 1
2
)(s− 1
2
)α−1 −Θ(−s+ 1
2
)(−s+ 1
2
)α−1
)
. (D18)
The phase difference is
∆φ =
e
4~α2Γ2(α) cos2 piα2
αB
(
aα[(1 +
`
2a
)α − (1− `
2a
)α]− bα[(1 + `
2b
)α − (1− `
2b
)α]
)
×
(
cα[(1 +
`
2c
)α − (1− l
2c
)α]− dα[(1 + `
2d
)α − (1− `
2d
)α]
)
. (D19)
In the limit of a, b, c, d `,
∆φ ≈ e
~α
B`2
(
(aα−1 − bα−1)(cα−1 − dα−1)
4Γ2(α) cos2 piα2
)
. (D20)
The limiting value of the phase is not eB`2/~ as α → 1. We can understand this result from the fact that
the Riesz calculus has an even parity, so one cannot expect it to have the same behavior as the first order
derivative.
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Appendix E: Fractional Aharonov-Bohm Effect of Disk Geometry
We consider now the disk geometry shown in Fig. (2). The fractional magnetic field is given by
αB = αBz(ρ)zˆ = αBΘ(r − ρ)zˆ. (E1)
In Fourier space,
αBz(k) = αB
∞∫
−∞
dx
∞∫
−∞
dye−ik·ρΘ(r − ρ). (E2)
We now change to polar coordinates, ρ = ρ cosφxˆ+ ρ sinφyˆ and k = k cos ξxˆ+ k sin ξyˆ. The result is
αBz(k) = αB
2pi∫
0
dφ
r∫
0
dρρe−ikρ cos(φ−ξ)
=
2pir
k
αBJ1(kr) (E3)
1. Left Liouville Fractional Calculus
We perform the same calculation as in the rectangle case to obtain
bz(k) = αBz(k)(ikx)
1−α(iky)1−α
= 2pirαBk
1−2αJ1(kr)(i cos ξ)1−α(i sin ξ)1−α. (E4)
In position space,
bz(ρ, θ) =
1
4pi2
∞∫
0
dk
2pi∫
0
dξeikρ cos (θ−ξ)k2−2α2pirαBJ1(kr)(i cos ξ)1−α(i sin ξ)1−α. (E5)
The phase difference is the area integral of bz over the disk of radius R in Fig. 2,
∆φ =
e
~
R∫
0
dρ
2pi∫
0
dθρbz(ρ, θ)
=
erαB
2pi~
∞∫
0
dk
2pi∫
0
dξ
R∫
0
dρ
2pi∫
0
dθρk2−2αeikρ cos(θ−ξ)J1(kr)(i cos ξ)1−α(i sin ξ)1−α. (E6)
The θ integration yields
2pi∫
0
dθeikρ cos(θ−ξ) = 2piJ0(kρ). (E7)
Consequently, we reduce the phase difference to
∆φ =
erαB
~
∞∫
0
dk
2pi∫
0
dξ
R∫
0
dρρk2−2αJ1(kr)J0(kρ)(i cos ξ)1−α(i sin ξ)1−α. (E8)
The integral over ρ can be done analytically,
R∫
0
dρρJ0(kρ) =
R
k
J1(kR). (E9)
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Hence, the phase difference becomes
∆φ =
erαBR
~
∞∫
0
dkk1−2αJ1(kr)J1(kR)
2pi∫
0
dξ(i cos ξ)1−α(i sin ξ)1−α. (E10)
The two integrals can be evaluated as
∞∫
0
dkk1−2αJ1(kr)J1(kR) =
21−2αrR2α−3Γ(2− α)
Γ(α)
2F1(1− α, 2− α; 2; ( r
R
)2) (E11)
and
2pi∫
0
dξ(i cos ξ)1−α(i sin ξ)1−α =
2α sin2 piα2
√
piΓ(1− α2 )
Γ( 32 − α2 )
. (E12)
Here 2F1(a, b; c; z) is a hypergeometric function. Finally, the phase difference is
∆φ =
e
~
pir2αBR
2α−2
(
21−αΓ(2− α)Γ(1− α2 )√
piΓ(α)Γ( 32 − α2 )
sin2
piα
2
2F1(1− α, 2− α; 2; r
2
R2
)
)
(E13)
The terms in the parenthesis reduce to 1 in the limit α→ 1.
2. Right Liouville Fractional Calculus
The phase difference from this fractional calculus is the same as the phase in Eq. (E13) because one can
show that
bz(k) = 2pirαBk
1−2αJ1(kr)(−i cos ξ)1−α(−i sin ξ)1−α (E14)
and the integral
2pi∫
0
dξ(−i cos ξ)1−α(−i sin ξ)1−α = 2
α sin2 piα2
√
piΓ(1− α2 )
Γ( 32 − α2 )
. (E15)
3. Feller Fractional Calculus
For this definition, one can show that
bz(k) = 2pirαBk
1−2αJ1(kr)| cos ξ|1−α| sin ξ|1−α. (E16)
The only difference from the right Liouville calculus is the integration over ξ. One finds
2pi∫
0
dξ| cos ξ|1−α| sin ξ|1−α = 2
α
√
piΓ(1− α2 )
Γ( 32 − α2 )
. (E17)
And hence the phase difference is
∆φ =
e
~
pir2αBR
2α−2
(
21−αΓ(2− α)Γ(1− α2 )√
piΓ(α)Γ( 32 − α2 )
2F1(1− α, 2− α; 2; r
2
R2
)
)
. (E18)
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4. Riesz Fractional Calculus
For this definition, one can show that
bz(k) = −2pirαBk1−2αJ1(kr) cos ξ| cos ξ|−α sin ξ| sin ξ|−α. (E19)
The integral over ξ vanishes because cos ξ| cos ξ|−α sin ξ| sin ξ|−α is an odd function. As a result
∆φ = 0. (E20)
This result is not surprising, because from Eq. (D20), the AB phase from the Riesz calculus when a = b and
c = d is zero.
5. Rotationally Invariance Definition
The fractional Laplacian in the definition, ∂αi = (−∇2)
α−1
2 ∂i, is to be interpreted as a two-dimensional
operator. Hence, in the kernel Fi(α,k) = |k|α−1iki, one has |k|2 = k2x + k2y. The calculation is proceeded in
the same manner as what we have done for other definitions. One can show that
bz(k) = k
1−2α2pirαBJ1(kr). (E21)
Unlike other definitions, there is no dependence on ξ because this definition is rotationally invariance. The
phase shift is
∆φ =
e
~
pir2αBR
2α−2
(
22−2αΓ(2− α)
Γ(α)
2F1(1− α, 2− α, 2; r
2
R2
)
)
. (E22)
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