Abstract. In this letter, we revisit the orbit problem, which was studied in [1, 2, 3] . In [3], Kannan and Lipton proved that this problem is decidable in polynomial time. In this paper, we study the approximate orbit problem, and show that this problem is decidable except for one case.
Introduction
A sequential machine [4, 5] is called linear if its "next state" function and "output" function are linear transformations. Such machines have many important applications, for instance, computer control circuitry, automatic error-correction circuits, digital communication systems etc. It is very natural to study the accessibility problem for linear sequential machines, i.e., decide whether there is an input x such that on x the machine, starting in a given state q, goes to a given state q ′ . In [1] , Harrison proved that this problem can be reduced to a standard linear algebra problem, called the "orbit problem". Definition 1 (Orbit problem) Given an n × n rational matrix A, a rational initial vector x and a rational target vector y, decide whether there is some k ∈ N such that A k x = y.
Shank showed that this problem is decidable for n = 2 [2] , while the general decidability result was obtained by Kannan and Lipton [3] . They related this problem to another linear algebra problem, the matrix power problem, which is the polynomial analog of the well-known discrete logarithm problem for fields of prime characteristic [6] .
Definition 2 (Matrix power problem) Given two n × n rational matrices A and B, decide whether there exists some k ∈ N such that A k = B.
Kannan and Lipton show that the "matrix power problem" for general n is decidable in polynomial time, so is the "orbit problem". A natural generalization of the "matrix power problem" is the ABC problem studied by Cai et. al. [7, 8] .
They proved that it is decidable in polynomial time whether there exists natural numbers k and j such that A k B j = C for given rational matrices A, B, C with AB = BA.
Some generalized versions of the orbit problem have been addressed in literature. In this paper, we study the "approximate orbit problem" which is formulated as follows.
Definition 3 (Approximate orbit problem) Given a rational n × n matrix A, a rational initial vector x, a rational target vector y and a rational number δ > 0, decide whether there exists some k ∈ N such that
where || · || is some given norm of the linear space.
Throughout the paper, we use V to denote the linear vector space; e i denotes the standard unit basis of V and M n denotes all linear mappings on V . It is convenient to define a linear bijection
by vec(E ij ) = e i ⊗ e j , where E ij is the square matrix with all zeros except a 1 at location (i, j).
A square matrix U is called unitary if U † U = U U † = I with I being the identity matrix. It is well known that any unitary U has the spectral decomposition, i.e., U = V † DV for some unitary V and diagonal unitary D, V † stands for the complex conjugate of V .
S(A, x) := {x, Ax, A 2 x, · · · , A m x, · · · } is used to denote the orbit defined by a matrix A and vector x.
An algebraic number is a root of a polynomial in Q[x], the ring of polynomials in the variable x over the rationals. We will associate an algebraic number with an irreducible polynomial with rational coefficients and a sufficiently good rational approximation, which uniquely identify the particular root of the polynomial. A root of unity is any complex number that equals 1 when raised to some integer power n.
Structure. In order to study the "approximate orbit problem". Firstly, we gives a fully characterization of the set of the limit points of the given orbit. After that, we provide a method to solve the "approximate orbit problem" when ǫ does not equal to the distance between the target vector and the set of the limit points, which could be well approximated using epsilon net. We conclude the paper in section 4.
Approximate Orbit Problem
In this section, we study one generalization of the orbit problem, the "approximate orbit problem", that whether the given orbit could arrived in some given open ball. We show that this problem is decidable except for one case.
Assume an orbit in a linear space with norm || · ||,
a target vector y and a radius δ. The problem asks whether there exists some k ∈ N such that A k x ∈ B(y, δ) with B(x, δ) = {z : ||x − z|| < δ} being the open ball of radius δ and centered at y.
We introduce the concept of limit points of S(A, x).
Definition 4 p is a limit point if for any ǫ > 0, there exist at least two different integers
We write S L for the set of limit points.
Assume that A, x,y and δ are all rational. Our analysis precedes by three steps:
-Step 1, we give a parameterized characterization of S L .
-Step 2, we check whether S L is empty. It is not hard to see that if S L = ∅, the "approximate orbit problem" is easy to solve. Otherwise, more precise analysis is needed: we approximate the distance between y and S L as well as possible, where the distance defined as following
-Step 3: Assuming that δ = D(y, S L ). We separate the following two cases by approximating D(y, S L ).
• δ > D(y, S L ). One can conclude that there exists some k ∈ N such that
in fact, there are infinitely many such k. • δ < D(y, S L ). Namely, any limit point of S does not lie in the open ball of radius δ centered at y. To handle this case, we need analysis the distance between the limit point of S and non-limit point of S. Then, we bound the possible k such that A k x ∈ B(y, δ).
Characterization of S L
In this subsection, we give the full parameterized characterization of S L , the set of limit points of the orbit S.
Before studying the general case, we note the following well known lemma describes the closure of the matrix group generated by one diagonal unitary, where the closure is defined according to the matrix norm induced by the given vector norm || · ||.
is a diagonal unitary with ui uj and u i being no root of unity for any i = j. Then, the closure of {U, U 2 , · · · , U m , · · · } is the set of all diagonal unitaries. Remark 1. Apply this lemma on orbit S = (A, x) with A being such diagonal unitary, we know that S L = {V x : V ranges over all diagonal unitaries }.
Remark 2. It is direct to see that any unitary U lies in the set of the limit points of the group generated by itself. By employing the spectral decomposition of U , we only need to deal with the diagonal case, then divide all the eigenvalues into disjoint set, and apply the above lemma.
In general, we have the following result: Proof. Suppose the Jordan decomposition of A is given by A = P JP −1 with P being a nonsingular matrix, and J being the Jordan normal form of A:
where J ks (λ s ) is a k s × k s -Jordan block with corresponding eigenvalue λ s (1 ≤ s ≤ l).
Let z = P −1 x. We have that S(A, x) = {P z, P Jz, · · · , P J m z, · · · }. As P is non-singular, S L can be obtained by applying P on the limit points of
To consider the limit points of S ′ , we first deal with the following orbit with J t (λ) being the t × t-Jordan block of eigenvalue λ and r = 0.
There are four cases, -Case i). |λ| > 1. Then S(J t (λ)r) has no finite limit point, as there exist some constant a > 1 and integer N such that for any m > N , -Case iii). |λ| = 1 and t = 1. Then J m t (λ)r = λ m r 1 . -Case iv). |λ| = 1 and t > 1. Then if r has at least two nonzero entries or the only nonzero entry does not lie in the last entry, the points of the set will goes to infinity. there exist some constant c > 1 and integer N such that for any m > N , ||J m t (λ)r|| > cm. Otherwise, for any m, the only non-zero entry of r is the first entry, r 1 . Then the first entry of the J m t (λ)r is λ m r 1 .
Applying the above result, we are able to check whether S(J, z) is empty or not.
If it is S L is empty, then there are two cases:
-Case 1. According to case i), we know that there is some a > 1 and a integer 
S L is not empty, invoking observation ii), iii) and iv), we know that S L equals to the set of limit points of Now, C is the wanted diagonal matrix whose non-zero diagonal entries are absolution 1 and Q = P . That is, the set of limit point of S is the closure of Q{v, Cv, · · · , C m v}. In order to see that, we only need to notice that for any m ≥ 1, C m v is a limit point of {v, Cv, · · · , C m v}, where v = z. Thus, the limit point of {Cv, · · · , C m v} is the closure of itself.
⊓ ⊔
Combining Lemma 1 and Lemma 2, we give the parameter description of S L as follows. Firstly, we check whether S L = ∅. If this is not the case, we deal with the orbit {v, Cv, · · · , C m v, · · · }. We consider the equivalence ≡ over the non-zero eigenvalues of C: two eigenvalues λ 1 ≡ λ 2 if λ 1 /λ 2 is a root of unity. ≡ gives rise to a partition {S i }. Without loss of generality, we assume that 
If there is no j such that the eigenvalues of S j are unit root, that is D l j = I for any l, according to Lemma 5, the set of limit points of
If there is j such that the eigenvalues of S j are unit root, says S 1 , according to Lemma 5, the set of limit points of
Thus, we can obtain
, the union of finite parameter described boundary closed sets, a compact set.
Approximate the distance between y and S L
In this subsection, we give a simple algorithm to approximate the distance between y and S L .
For convenience, we assume that no there is no j such that the eigenvalues of S j are unit root. And the idea can be directly used to approximate the distance for that case with S 1 contains unit root eigenvalues.
Firstly, we provide an algorithm which could well approximate the distance between y and
with restrictions that |µ j | = 1 for any j, in other words, d k is the infimum of f k over the direct product of h unit circle. The function f k is defined on the direct product of h unit circle
The function f k is a continuous function (actually it is a Lipschitz function) since the norm function || · || is continuous, and the domain is a compact set, the minimum value is achievable. We will use epsilon-net to give a well approximation of d k : For any given ǫ > 0, we can choose a set X of finite number of points in the feasible set such that for any point of the domain, there is a point of X ǫ such that the distance of this two points is less than ǫ. We choose d k (X ǫ ) as the minimal value of f k over the finite points set X ǫ as a approximation of d k , that is,
Since the function f k is Lipschitz, we know that d k (X ǫ ) is close to d k . To get better approximation of d k , we only need to choose smaller ǫ.. For any k, we can have well approximation of d k , thus, d(X ǫ ) = min k d k (X ǫ ) could be made sufficient close to D(y, S L ). More precisely, according to the Lipschitz property, for any ξ > 0, we can choose ǫ such that for any epsilon net X ǫ of the direct product of h unit circle, we have
Solve the Approximate Orbit Problem
In this subsection, we attempt to solve the "approximate orbit problem". At the first step, we check whether S L is an empty set.
Theorem 1 If S L = ∅, the "approximate orbit problem" is decidable.
Proof. S L is empty, we can find K and c > 0 such that for k > K
Thus, we only need to verify whether there is some k ≤ max{ ǫ+||y|| c , K} that whether ||D(y, A k x)|| ≤ ǫ is true in this case.
Proof. Firstly, we check which the following cases it is:
According to the previous section, we can construct a decreasing series x j satisfying 0 < x j − D(y, S L ) < 2 −j holds for any j. Now we have two new series:
Moreover, a j and b j share the limit D(y, S L ) − ǫ. If ǫ > D(y, S L ), we know that there exists j such that a j < 0. If ǫ < D(y, S L ), there exists j such that b j > 0. The idea to distinguish these two cases is: Check whether a j < 0, if the with D and V being diagonal unitary matrices and R = ⊕ j J kj (λ j ) with |λ j | < 1. Due to Lemma 1 and Lemma 2, we can choose D = V k . Thus,
where s = ||Q|| > 0 and r ′ is some vector in the smaller dimensional space. Notice that there exists 0 < λ < 1 and integer K such that for k > K, we have
The rest is to check whether D(y, A k x) ≤ ǫ holds for k ≤ max{− log λ η s , K}. The proof of this theorem is completed.
⊓ ⊔
Conclusion
In this paper, we revisit the orbit problem and study the decidability of so called "approximate orbit problem". We first provide a complete characterization of the limit points of the given orbit, then we demonstrate a method which gives a good approximation of the distance between the target vector and the set of limit points. The assumption that the radius does not equal to the distance between the target vector and the set of limit points plays a central role in our arguments. If this assumption is valid, the "approximate orbit problem" can be solved. Without this assumption, this problem seems quite hard as the distance (precise value) is difficult to obtain even the given vector norm is l 2 norm. By removing the assumption with another one, we have an interesting problem: For a given rational orbit S(A, x) with S L being the set of limit points a rational target vector y, whether there is k ∈ N such that ||A k x−y|| < D(S L , y). That is the radius equals to D(S L , y), the distance between the target vector and the set of limit points.
