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1. INTRODUCTORY REMARKS 
The actual deformation of the underlying medium in the mechanics of 
continuous media can be represented, quite generally, by equations of the 
form 
xi = $yy, t), (i= 1,2,3), (1.1) 
where the xi and yi are coordinates in the same rectangular system and t 
denotes the time. Thus a particle which is initially, e.g., when t = 0, at 
the point Q with coordinates yi will be located at the point P with coordinates 
xi at the time tin accordance with the equations (1.1). It will be assumed that 
the above functions f(y, t) are of the class CU with u > 1, i.e., that these 
functions are continuous and have continuous partial derivatives with respect 
to the variables yi and t to the appropriate order u inclusive; furthermore we 
shall assume that the relations (1.1) have a unique inverse x -+ y for any 
value of t and that the functions y”(x, t) which represent this inverse, are 
likewise of class CU. Hence the determinants 1 8xi/ayi 1 and 1 v/ax’ 1 must 
be everywhere different from zero and in fact these determinants will be 
positive if the relation (1.1) is assumed to reduce to the identical transforma- 
tion at the initial time. Also curves and surfaces which are regular at the 
initial time t = 0 will remain regular under the deformation (1 .l) and will 
therefore be amenable to the usual analytical treatment during the deforma- 
tion process. 
The components vi of the velocity of the material particles are given by 
ay v" z .-$ = 7+(x, t), (1.2) 
* Supported by the U.S. Army Research Office (Durham). 
t This article on the theory of shocks in gases has been prepared from lecture notes 
which I have used in the course on Tensor Analysis and its Applications at Indiana 
University, I believe that my treatment of this subject will be most helpful to students 
of science and engineering who feel the need for a more definitive presentation than 
can be found in the current texts on the dynamics of fluids and gases. Reprints of 
this article will gladly be furnished to students and instructors on request. 
595 
596 THOMAS 
in terms of the coordinates x2 and the time t when we avail ourselves of the 
transformation x --f y inverse to the deformation (1.1). Use of the instantane- 
ous or Eulerian coordinates xi by which we have expressed the components of 
the velocity v in (1.2) will be continued in the following discussion, i.e., all 
quantities which enter into consideration will be referred to these variables 
rather than the Lagrangian coordinates yi which give the initial position of 
the particles. We shall also continue to employ Latin letters in the following, 
as in the above equations, for indices which have the values 1, 2, 3 and when 
two such indices occur twice in a term it will be understood that they are to be 
summed over this range of values in accordance with the usual summation 
convention. It is easily seen that the above quantities oi(x, t) will be the com- 
ponents of a contravariant vector under time independent coordinate trans- 
formations. Obviously the vi(x, t) will be functions of class 0-l from their 
definition by means of the equations (1.2) and the assumption that the func- 
tions @ are of class 0‘; it will be assumed implicitly that the class of the functions 
d(x, t) is such as to meet the analytical requirements of the problem under 
consideration and a corresponding assumption will be made with regard to all 
other functions which will enter later into the discussion. 
Now define a set of quantities Dij by the equations 
where the comma denotes partial differentiation with respect to the coordi- 
nates and we have taken the liberty to write vui nstead of vi for the components 
of the velocity vector since there is no distinction between covariant and 
contravariant indices in rectangular coordinate systems. As so defined the Dii 
are symmetric in the indices i, j and are readily observed to be the components 
of a tensor under the group of orthogonal coordinate transformations; 
actually it can be shown that the form of the equations (1.3) is preserved, 
i.e., the Dij are the components of a tensor, not only under orthogonal 
transformations in the narrow sense but, more generally, under the set of 
coordinate transformations relating arbitrarily moving rectangular systems. 
The tensor D whose components are defined by (1.3) is called the rate of 
deformation tensor. The following result can be stated. A deformation (1.1) 
of the material medium will be a rigid motion if, and only if, the components 
vi(x, t) of the particle velocity, produced by the deformation, are such that the 
tensor D is equal to zero. Hence the tensor D can be considered as 
representative of the rate of deformation of the material medium. 
The components 0; of the deviator of the tensor D are defined by writing 
where the 6, are the Kronecker 8’s and we remind the reader that there is 
a summation on the index R in these equations in accordance with the summa- 
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tion convention. A necessary and suficient condition for the deformation (1 .l) 
of the medium to produce no distortion, i.e., for angles to remain unchanged, 
isgiven by the vanishing of the tensor D *. The tensor D* will be referred to as 
the rate of distortion tensor since it affords a measure of the rate of change of 
the shape or distortion of configurations in the medium in view of the above 
italicized result. 
These introductory remarks will not be complete without some reference 
to the general dynamical relations which are given by the following equations 
2 + pvk,k = 0 (equation of continuity), 
dv, 
au.9 = P 7 (equations of motion), 
where p denotes the material density and the quantities uij are the components 
of the symmetric stress tensor; the density p and the components uij of the 
stress tensor are, in general, functions of position and time. One can readily 
establish that the vector T giving the force per unit area on an arbitrary 
element of area at a point P in the medium (see Figure 1) has components 
of the form 
Ti = (sijvj, (1.7) 
where the d are the components of the unit vector normal to the element of 
area at the point P. More specifically we interpret the above equations (1.7) 
as giving the force per unit area on the side of the element facing the portion 
of the medium into which the normal Y is directed. We call attention finally 
to the viscosity tensor V whose components are defined by the equations 
in which the scalar function p represents the pressure in the medium. It 
will be seen in Section 3 that the viscosity tensor V and the above rate of 
distortion tensor D* have a significant role in the characterization of fluids 
as distinct from solids in the usual meaning of these terms. 
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A derivation of the above results can be found in [l]. It is suggested that the 
reader acquaint himself with these derivations to obtain a more complete 
understanding of the contents of this section. 
2. TIME DERIVATIVES OF VOLUME INTEGRALS 
Let #(x, t) be a continuous and differentiable function of the rectangular 
coordinates xi and the time t. We shall now derive a useful formula for the 
time derivative of the volume integral 
s R(t) #(XT  0 
over a region R(t) which is homeomorphic to the interior of an ordinary 
sphere in three dimensional Euclidean metric space. The region R(t) may 
have a regular surface S(t) as its boundary or, more generally, the boundary 
S(t) of the region R(t) may consist of the union of a finite number of regular 
surfaces. This is illustrated in Figure 2 for a region R(t) determined by the 
FIG. 2 
intersection of the regular surfaces S’(t), S”(t) and S”‘(t); in this case the 
boundary S(t) of R(t) consists of the portions of the surfaces S’(t), S”(t) and 
X”(t) which are represented by AC, CD and AD respectively. It will be 
assumed that the values of the function 3(x, t) in the interior of the region 
R(t) approach finite limits over the surface S(t) and that these limits define a 
continuous and differentiable function #(u, t) of the time t and the parametric 
coordinator zS, u2 of the regular surfaces which determine the surface S(t). 
A similar assumption will be made implicitly, unless otherwise indicated, 
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with regard to the various functions which we shall later consider in the 
region R(t). 
Denote by R the region common to R(t) and the region R(t + dt) obtained 
from R(t) by allowing an increment dt in the time t. Also let R, be the region 
lost by R(t) and R, the region gained by R(t) in its passage into the region 
R(t + d t). Let us furthermore denote by G the normal velocity of the regular 
surfaces comprising the surface S(t) in the direction of the outward unit 
vector v normal to S(t); the normal velocity G will be assumed to be an 
arbitrary continuous and differentiable function G(u, t) of the time t and the 
parametric coordinates ~9, 9 of the surface S(t), i.e., the regular surfaces 
which form the boundary S(t) of the region R(t). Finally denote by Sl(t) and 
S,(t) the portions of the surface S(t) on which the velocity G is negative and 
positive, respectively. In the particular case considered in Figure 2 the region 
R(t + dt) is determined by the intersection of the surfaces represented by 
the dotted curves. The portion S, of the surface S(t) consists of CD, i.e., the 
surface represented by the curve CD, and the part AB of AC while S, consists 
of AD and the remaining part BC of AC; also the above regions RI and R, 
are readily observed and the shaded area in the figure represents the region R. 
It is now easily seen that the volumes of the region R, and R, are given 
respectively by 
v, = - I G At dS; Sl 
V2=/ GAtdS 
s2 
to within terms of the second order in At; the minus sign in the first of these 
relations arises from the fact that the inward normal velocity - G must be 
thought of as carrying the surfaces comprising S, into the part of the surface 
of R(t + At) which bounds the region R. Correspondingly we see that 
I,# dV = - jsl#G At dS + .~a, (2-l) 
j 
% 
#dV=/ +GAtdS+..., 
S, 
(2.2) 
where the dots denote terms of the second or higher order in At. Hence 
(2.3) 
s R(t+dt) $dV=jll(#+~At)dV+~s2JlGAtdS+***, (2.4) 
on account of the relations (2.1) and (2.2). 
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The total time derivative of the integral of the function $(x, t) over the 
region R(t) is defined, as customary, by writing 
d 
-s dt R(t) 
Making the substitutions (2.3) and (2.4) and evaluating the right member of 
this equation, we find that the resulting equation can be written in the form 
d 
z In(r) ’ dv = /R(t) % dv + r^,,,) ‘G dS’ (2.5) 
in which, we emphasize, the outward normal velocity G of the surface S(t) 
may be assumed to be an arbitrary function of the time t and the parametric 
coordinates of this surface. 
In the particular case for which the region R(t) is transported by the motion 
of the material particles we have G = cuivi where v is the outward unit normal 
to S(t) and the vi are the components of the material velocity at points of S(t). 
Then 
by application of Green’s theorem; or we can write 
where the comma in the parenthetical expression denotes partial differention. 
Making this substitution in the right member of (2.5), we find that 
If we now replace # in this relation by the quantity p#, where p denotes the 
density, and take account of the equation of continuity (1.5), we are led to 
the interesting formula 
d 
dt SR(t) p* dV = I,,, p % dVt 
for regions R(t) which are transported by the motion of the material particles 
of the medium. Only such regions R(t) will arise in the following discussion, 
i.e., regions R(t) whose motion is due entirely to the motion of the material 
particles contained in the region; this fact should be understood by the reader 
even when not explicitly mentioned in referring to the region R(t). 
SHOCKS IN GASES 601 
REMARK 1. Put Z/ = 1 in (2.6); then 
d z s dV= s vti dV, R(t) R(t) (2.8) 
provided the motion of the material particles is the sole cause of the variation 
of the region R(t). It is seen from the above equation (2.8) that arbitrary 
volumes will be unchanged by the deformation if, and only if, the equation 
di = 0 (2.9) 
is satisfied. The equation (2.9) is referred to as the equation of incompressibility. 
REMARK 2. If we identify $ in the equation (2.6) with the density p we 
have 
d 
z 
JR,,, p dV = /,,,, ($ + ~vfi) dv- (2.10) 
But the vanishing of the left member of (2.10) ex p resses the condition for the 
mass in the region R(t) to remain unchanged during the motion of this region; 
moreover we see from (2.10) that the mass of arbitrary regions R(t) will be 
unchanged if, and only if, the equation (1.5) is satisfied. Hence the equation 
of continuity (1.5) expresses the law of conservation of mass in the medium. 
If (2.9) is satisfied, the equation of continuity (1.5) becomes dp/dt = 0 
and hence the density will remain constant following the motion of the indi- 
vidual particles. In particular, if (2.9) holds and the density is constant 
throughout the medium at the initial time t = 0, it will remain constant over 
the medium during the deformation. 
3. HOMOGENEOUS AND ISOTROPIC FLUIDS 
We now make the assumption that the components Vii of the viscosity 
tensor are related to the components DC of the rate of distortion tensor by 
equations of the form 
Vij = C;?(x) D,& , (3.1) 
in which the coefficients C may depend on the spatial coordinates xi. Without 
loss of generality the C5m in (3.1) can be assumed to be symmetric in the 
indices i, j and also in the indices R, llz due to the symmetry of the quantities 
Vij and D& in these indices. Defining the quantities Cty to be the components 
of a tensor C under the group of orthogonal coordinate transformation, the 
above relations (3.1) will be invariant under orthogonal coordinate trans- 
formations. A medium in which the relations (3.1) are satisfied will be said to 
be afEuid in a general sense. 
rThe general fluid characterized by the above equations (3.1) will now be 
specialized by two basic assumptions. First we shall assume that the fluid is 
isotropic which means, roughly speaking, that its properties are independent 
of direction. The isotropic condition can be expressed precisely by the 
requirement that the tensor C shall be an isotropic tensor in the sense that the 
values of its components are not changed by orthogonal rotations of the 
rectangular coordinate system. It can be shown that the most general isotropic 
tensor C components given by 
C$y,) = hPSij + p(siksjm + SjkSirn), (3.2) 
in a rectangular system, where the quantities h and p are scalar functions 
of the coordinates. A proof of this result can be found in [2]. It will also be 
assumed that the tensor C is homogeneous or, in other words, that its compo- 
nents, relative to a rectangular system, are independent of position. But this 
requirement obviously implies that the quantities C’EF must be constants in 
rectangular coordinate systems and it follows readily from the equations (3.2) 
that the scalars h and TV must also be constants if C is a homogeneous tensor. 
The details of the demonstration of this latter result will be left to the reader. 
In view of the relations (3.2) the above equations (2.1) become 
Vij = 2/.~ 0; . (3.3) 
Replacing the components D$ and Vij in (3.3) by the expressions given by 
(1.4) and (1.8) we now obtain 
when use is made of (1.3); contracting the indices i and j in these equations 
we recover, of course, the second equation (1.8) by which the pressure p 
was previously defined. The equations (3.4), in which TV is a constant, give the 
most general form of the components gii of the stress tensor of a homogeneous 
and isotropic @id. The constant CL, which must be assigned a nonnegative 
value in the physical applications of the equations (3.4), is called the viscosity 
constant or simply the viscosity of the fluid. 
REMARK 1. The above fluid is called an idealjluid if the viscosity vanishes. 
For ideal fluids we therefore have 
oij = - psii; T<= -pvi, (3.5) 
where the Ti are the components of the force T per unit area on a surface 
element (see Section 1). Hence the force T is normal to the surface element 
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from the second set of equations (3.5) and consequently the shearing force, 
i.e., the tangential component of the force T, is zero over arbitrary surface 
elements in the ideal fluid. 
REMARK 2. It follows from the equations (1.7) that 
w= s a. .vV dS, 23 .9(t) 
where W is the work done per unit time on the moving region R(t) of the 
fluid by the forces acting over its surface S(t). Using Green’s theorem we 
therefore have 
Making the substitutions (1.6) and (3.4) an d using (2.7), the above expression 
for W can be put in the form 
W = fS,,,, r Pivi dV -IRct, p0i.i dV + S @ dV3 
R(t) 
(3.6) 
where @ is a nonnegative function given by 
The equation (3.6) is called the energy equation and the function @ is 
referred to as the dissipation function. The first term in the right member 
of (3.6) gives the rate of increase of the kinetic energy of the moving region 
R(t). If the flow is incompressible the second term on the right of (3.6) will be 
equal to zero since the vanishing of the quantity vi,i is the condition for 
incompressible flow, i.e., for the fluid to be incompressible. Hence the second 
term in the right member of (3.6) may b e interpreted in a general sense as the 
rate at which the energy of the moving region R(t) is increasing due to the 
work required to produce volume changes in this region. The last term in 
(3.6) can be thought of as the rate at which work must be done against the 
viscous forces; this work will appear in the form of heat in the region R(t) and 
will therefore be lost as mechanical energy. 
4. NAVIER-STOKES EQUATIONS 
Let us now consider the explicit form of the equations of motion (1.6) 
when the stress components aij are given by (3.4). We have 
uii.j = - P,i f Pvt.jj + 4 pe,i; e = vk.k 
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by differentiation of (3.4); hence the equations (1.6) become 
pv,,jj = p,; m-1. p 2 + PV$V’i.j -. f/Lo,; ) (4.1) 
in which the quantity p is a nonnegative constant (see Section 3). The equa- 
tions (4.1), which are the equations of motion of a homogeneous a?ld isotropic 
fluid, are usually referred to as the Navier-Stokes equations. 
The equations (4.1) together with the equation of continuity (1.5) and an 
equation of state furnish us with the theoretical means of solving a rather 
general class of problems of fluid motion. When changes in density and com- 
pressibility effects are negligible, it suffices to assume an equation of state of 
the form 
p = const., (4.2) 
in accordance with which the density p is independent of position and time, 
i.e., p is a constant in an absolute sense; such fluids will also be incompressible 
as we see from the equation of continuity (1.5) and the Remark 1 in Section 2. 
To take account of compressibility one may assume a relation 
P =f(p); f '(PI > 0, (4.3) 
between the density p and pressure p as an equation of state, where f'(p) 
denotes the derivative of the function f (p). A fluid will be said to be compress- 
ible or to be a compressible$uid if it admits an equation of state of the form 
(4.3). 
It is customary in practical applications to narrow the class of admissable 
motions by making certain simplifying assumptions which can be justified 
in greater or less degree by the nature of the problem under consideration. 
Thus in certain circumstances we can assume that p = 0, i.e., that viscosity 
effects can be neglected. Also it is sometimes assumed that the velocity vector 
is the gradient of a scalar function + in consequence of which we can write 
vi = 4.5. (4.4) 
In such a case one sometimes says that the velocity admits a potential 4. 
It is usually simpler, moreover, to confine our attention to steady problems, 
i.e., those problems of fluid motion for which the pressure, density and 
velocity are independent of the time. Thus it follows from (4.1) and (1.5) 
that 
P,i + Pvjvi,j = 0; (Pa = 0 (4.5) 
for the steady motion of a fluid in the absence of viscosity. If, in addition, 
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we assume (a) the equation of state (4.2) and (b) a velocity potential $, i.e., 
that the equations (4.4) are valid, the equations (4.5) become 
Psi + 3 (L+&J,i = O; +,ii = 0. (4.6) 
These are the differential equations of classical hydrodynamics. But the 
first set of equations (4.6) can be integrated and hence can be regarded essen- 
tially as an equation defining the pressure p when the velocity and density are 
known; in this case the problem of determining the fluid motion reduces to 
the solution of the Laplace equation, i.e., the last equation (4.6), subject to 
the given boundary conditions. 
5. IDEAL GASES 
In conventional thermodynamics, which is essentially a theory of the 
equilibrium states of homogeneous and isotropic substances, one is led to 
assume a relation of the form 
P -=- 
P ZT (5-l) 
for the characteristic equation, or equation of state, of an ideal gas. The 
quantity T in this relation is the absolute temperature, p and p have their 
previous significance of pressure and density, respectively, R is a constant 
which is the same for all gases, and finally m is the molecular weight of the 
gas under consideration; in the case of a mixture of several gases the quantity 
m in the above equation (5.1) must be viewed as the apparent or mean mole- 
cular weight of the mixture. In addition to the equation of state (5.1) it is 
assumed that the specific heat at constant pressure cg and the specific heat at 
constant volume c, are constants which are independent of the state of the gas. 
By application of the first law of thermodynamics it can now be shown that 
R = I@, - 4 m, (5.2) 
where J is the mechanical equivalent of heat; the introduction of the factor 
J, which is sometimes omitted from the equation (5.2), is necessary if one 
is to express quantities of heat in calories. Also the internal energy per unit 
mass in the ideal gas is given by the simple equation 
[ = Jc,T + const., (5.3) 
in which the value of the constant term depends on the selection of the zero 
point of energy. Hence the constant term in (5.3) can be assigned an arbitrary 
409126/3-10 
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value for some specified state of the gas but after this initial assignment has 
been made it will remain unchanged for all other states of the gas. These 
brief remarks concerning the thermodynamical properties of ideal gases will 
suffice for our purpose. An excellent and very complete discussion of this 
subject can be found in [3]. 
Our problem is now to present the ideal has in a way which is both con- 
sistent with the thermodynamics of such gases and capable of meeting the 
requirements of a dynamical theory. With this in mind we shall define the 
ideal gas as follows: A homogeneous and isotropic fluid (see Section 3) will 
be said to be an ideal gas if (CX) it admits the relation (5.1) as an equation of 
state, (/?) its specific heats c, and c, are constants which satisfy the equation 
(5.2) and (y) its internal energy per unit mass l is given by the equation (5.3) 
in which the constant term can be assigned arbitrarily. There are six dependent 
variables in this characterization of the ideal gas, namely the pressure p(~, t), 
the density p(.x, t), the absolute temperature T(.x, t) and the three velocity 
components z+(x, t); for the determination of these six quantities we have the 
equation of state (5.1) and the system of differential equations consisting 
of the equation of continuity (1.5), the three Navier-Stokes equations (4.1) 
and the equation for temperature distribution which will be derived in the 
next section. If the velocity vanishes and the three quantities p, p and T 
are constants subject only to the relation (5.1), the above system of differential 
equations will be satisfied identically. The equilibrium states of thermo- 
dynamics will therefore appear as mathematical possibilities in this dynamical 
theory of the ideal gas. 
The following assumption will be made. The functions p(x, t) and p(x, t), 
representing the pressure and density respectively, are positive everywhere in the 
ideal gas. The absolute temperature T will therefore be a well-defined positive 
function of the coordinates xi and the time t in accordance with the equa- 
tion (5.1). Although the absolute zero temperature cannot be attained due 
to the condition that p does not vanish, there is the theoretical possibility of 
approaching the zero temperature as closely as desired. I regard the above 
assumption as having a sound physical justification and I shall appeal to it 
from time to time in the following discussion. 
6. THERMAL CONDUCTIVITY 
The total energy of a gas consists of its kinetic and internal energies. Hence 
the total energy E per unit mass in an ideal gas, is given by 
E = =$ v,v, + Jc,T + const., 
in view of the equation (5.3) for the internal energy 6 per unit mass at points 
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in the gas. It follows from this expression for E that the total energy in any 
moving region R(t) is equal to 
jRftj PE dV = I,,, 4 pwi dV + JG 1 
R(t) 
pT dV + const. / p dV. 
R(t) 
The last integral in this equation gives the mass in the region R(t); hence 
this integral is constant, i.e., independent of the time t, from the law of 
conservation of mass. Taking the total time derivative of the two members 
of the above equation, and using (2.7), we therefore have 
Now let IV’ denote the rate at which the energy of the moving region R(t) 
is increasing due to the conduction of heat into this region through its surface 
S(t). The value of IV’ is determined on the assumption that the rate at which 
such energy enters R(t) through an element of area dS is given by 
Jk(dT/dn) dS h w ere k is a positive constant and n denotes distance measured 
in the direction of the outward normal Y to the surface S(t). The constant k 
is called the thermal conductivity of the gas. Hence we see that 
W’= Jks 
.7(t) 
T,ivi dS = Jk 
s R(t) 
T*ii dV. (6.2) 
The sum of W’ and the quantity W considered in the Remark 2 in Section 3 
will give the rate of change of the total energy in the region R(t); we can 
therefore put 
d 
2i s R(t) 
pEdV= W+ W’. 
Replacing the left member of this equation by the expression given by (6.1) 
and making the corresponding substitutions (3.6) and (6.2) for the quantities 
W and IV’ respectively, we find that 
or, since the region R(t) is arbitrary, we have 
dT 
Jcvp dt + pv,.i = JkT,ji + @. (6.3) 
This is the equation governing the distribution of temperature in an ideal gas. 
An alternative form of the equation (6.3) is given by 
JcDp g - $ = JkT,ii + cB, (6.4) 
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as can readily be shown by making use of the above relations (5.1) and (5.2) 
and the equation of continuity; the details of the derivation of (6.4) will be 
left to the reader. 
If thermal conductivity and viscous effects can be neglected in the problem 
under consideration, i.e., if it can be assumed that k and p are equal to zero, 
the equations (6.3) and (6.4) reduce to 
dT dp 
JCDPZ -z = 0. (6.5) 
7. ENTROPY AND THE ADIABATIC CONDITION 
Consider the expression obtained by dividing the left member of the equa- 
tion (6.3) by the density p which is a positive quantity in accordance with the 
condition imposed at the end of Section 5. We have 
1~ $ + $ vc.i = Jcv [$ + (y - 1) Tvi,i] , 
= Jcv [$ - (Y-l)~~J 
= J&T pg - (y - 1) -1 , 
= Jc,T [” l”;yjp) - (y - 1) df!$k?] , 
= Jc,T d l”dP/Py) 
dt ’ 
in which the quantity y is defined as the ratio cP/c, of the two specific heats 
and is therefore a constant (see Section 5). Actually it may be stated that 
y > I ; this important inequality follows from the fact that the specific heats 
c, and c, are positive and cg is always greater than c, (see [3], pp. 126-129). 
Now define a function T(K, t) by the equation 
7(x, t) = Jczl log .L + const., 
PY 
(7.1) 
in which the last term is an arbitrary constant. The function r](x, t) is called 
the entropy or, more fully, the entropy per unit mass at points of the ideal gas. 
As so defined the entropy is determined only to within an additive constant 
in accordance with the ordinary thermodynamical interpretation of this 
function; hence only changes (either actual or zero) in the entropy have 
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meaning from the physical standpoint. Solving (7.1) for the ratio p/p” we can 
write 
P = WI) PYi N(7)) = ce-, (7.2) 
where C is a constant for the gas under consideration. 
We now find that the equation (6.3) can be put in the form 
(7.3) 
where q is the rate of increase of the heat content per unit mass at points of 
the gas (see Section 3 and Section 6). If the thermal conductivity R and the 
viscosity p are equal to zero, it follows that q = 0 from the second equation 
(7.3). This implies that the ideal gas satisfies the adiabatic condition or that it 
is briefly an adiabatic gas in the sense that no change can occur in the heat 
content of any moving region R(t). Hence the equation (7.3) becomes 
*=o. at (7.4) 
In other words the entropy 17(x, t) remains unchanged following the motion of 
the particles in an adiabatic gas. If the motion is steady (see Section 4) we 
observe from (7.1) that the entropy must be independent of the time t and 
hence (7.4) leads to the following result. In the steady motion of an adiabatic 
gas the entropy 7 must be constant along streamlines although it may vary from 
streamline to streamline. 
REMARK 1. Observe that the equation (7.1) can be put in the form 
71 = Jcv log $ - (r - 1) Jcv log p + const. 
Now replace the ratio p/p in the right member of the above equation by the 
value given by (5.1); also replace the quantity (r - 1) Jcu by the value 
R/m in accordance with (5.2); finally put p = l/v in the second term in 
the right member of (7.5). Then (7.5) can be written as 
17 = JcV log T + g log v + const. (7.6) 
The equation (7.6), which gives the entropy in terms of the temperature T 
and specijk volume v, is formally equivalent to the equation usually found in 
books on thermodynamics for the entropy of an ideal or perfect gas (see [3], 
p. 91). 
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REMARK 2. Let us say that a gas is uell behaved in a region in which its 
pressure, density and velocity components are functions of class C2 (see 
Section 1) since this requirement suffices for the derivation of the various 
relations in the preceding discussion, e.g., the derivation of the equation (7.3). 
Now in a region R(t) in which the gas is well behaved, we have 
d 
z j,,,, Prl dLJ = j,,,) P $ fw = 0, 
from (2.7) and (7.4). Hence 
s pi dV = const., R(t) 
and the following result can be stated. The entropy of any moving region R(t) 
in an adiabatic gas remains constant as long as the gas is well behaved in the 
region R(t). 
8. THE DIFFERENTIAL EQUATIONS FOR IDEAL GASES 
The complete set of differential equations for the determination of the 
behavior of an ideal gas is given by the equation of continuity (1.5), the equa- 
tions of motion (4.1) and the temperature equation (6.3). In addition there 
is the equation of state (5.1) which, together with the above set of differential 
equations, provides us with a system of six independent relations for the 
determination of the six dependent variables consisting of the pressure p, 
the density p, the temperature T and the three components vi of the velocity. 
It is of course possible to eliminate the temperature T between the equations 
(5.1) and (6.3); if this is done we have a differential equation in the quantities 
p, p and vi in place of the equation (6.3) and the relation (5.1) then appears 
as an extraneous equation defining the temperature T. 
Let us now differentiate the first equation (7.2) totally with respect to 
the time t, assuming k and p to be zero, so that the equation (7.4) is satisfied; 
this leads to the equation 
ap- 
at P”i 2 - pvi,jvivj + ypQ = 0, (8-l) 
when use is made of the equations of motion (4.1) with p = 0 and the equation 
of continuity (1.5). Conversely from (8. l), the equation of continuity and the 
equations of motion in the absence of viscosity, we can recover the equation 
(7.4); the details of the demonstration of this result will be left to the reader. 
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Hence the condition (7.4) is fully expressed by the equation (8.1) in an ideal gas 
devoid of viscosity and thermal conductivity. In the case under consideration 
the behavior of the gas is therefore governed by the system of equations 
consisting of the above equation (8.1) and the following two equations 
$t-P ,kvk + P’k,k = o (equation of continuity), (8.2) 
psi + p -$ + ~v~v~,~ = 0 (equations of motion). (8.3) 
This system contains five differential equations in five dependent variables, 
namely the pressure p, the density p and the three components vi of the 
velocity. 
We finally observe and state for future reference that the steady motion 
of an ideal gas in the absence of viscosity and thermal conductivity is deter- 
mined by the equations 
@k).k = o (equation of continuity), 
P,i + Pvjvi,j = 0 (equations of motion), 
(8.4) 
(8.5) 
~v~,~v~z+ - ~pv,,~ = 0 (adiabatic condition). (8.6) 
The equations (8.4), (8.5) and (8.6) are, of course, a special case of the equa- 
tions (8.2), (8.3) and (8.1) respectively. 
In the following discussion of gases in this article it will be assumed 
implicitly, if not otherwise stated, that we are dealing with an ideal gas which 
satisfies the adiabatic condition as a result of vanishing viscosity and thermal 
conductivity. 
REMARK. Multiplying (8.5) by vi and summing on the repeated index i, 
we obtain 
Dividing this equation by p and making use of (7.2) in which 7 is constant 
along streamlines, we find that 
---& $ + $ vpi = conat., 
where the constant may depend on the streamline. Equation (8.7) is the 
Bernoulli equation. It holds for the steady motion of an ideal gas subject to the 
adiabatic condition. 
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In general, the constant in the equation (8.7) will depend on the streamline 
but this constant may, in particular, be independent of the streamline, i.e., 
it may have the same value throughout the gas. To distinguish between these 
two cases the equation (8.7) in which the constant depends on the streamline, 
is sometimes referred to as the weak Bernoulli equation and when the constant 
is independent of the streamline, the equation (8.7) is called the strong 
Bernoulli equation. 
9. SHOCK WAVES 
Let R(t) be a moving region in the gas (see Section 2) and let us suppose 
that R(t) is divided into two regions R,(t) and &(t) by the moving surface 
Z(t) as indicated in Figure 3; it will be assumed that the surface Z(t) is 
FIG. 3 
regular. The part of the surface Z(t) which lies in the region R(t) will be 
referred to as the surface /l(t) in the following discussion. Now let f(x, t) be 
a continuously differentiable function of the rectangular coordinates xi 
and the time t such that the following assumption is satisfied. The function 
f (x, t) and its partial derivatives tend to finite limiting values as the surface A(t) 
is approachedfrom the region R,(t) and also from the region R,(t); these limiting 
values are continuous functions of the parametric or curvilinear coordinates ul, u2 
of the surface Z(t). Denote by fi(u, t) th e 1 imiting value off (x, t) on the side 
of A(t) facing the region RI(t) and by ,f.(u, t) the limiting value off (x, t) 
on the side of A(t) facing the region R,(t). We shall be concerned in particular 
with the case where the limiting values fi and fi are distinct at contiguous 
points on the two sides of the surface A(t). Indeed the theory of shock waves 
in an ideal gas is basically the theory of such discontinuities in the pressure, 
the density and the velocity of the gas. 
‘The boundary of the region R(t) will be a moving surface S(t) which will 
be assumed to be regular. Let us denote by &(t) and &(t) the portions of 
S(t) which form parts of the boundaries of R,(t) and R,(t) respectively; 
the remaining part of the boundary of R,(t) and R2(t) will be furnished by the 
surface A(t). Assuming that the motion of the region R(t) is due entirely to 
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the motion of the particles which it contains, the normal velocity of the surface 
s(t) will be given by V, = zlivi where the vi are the components of the outward 
unit normal vector to s(t). We shall also denote by vi the components of the 
outward unit normal vector to the surface /l(t) when cl(t) is considered as part 
of the boundary of R,(t), i.e., the vector v normal to /l(t) will be directed from 
the region R,(t) into the region R,(t). The symbol G will be used to denote 
the normal velocity of the surface A(t) in the direction of its normal vector. 
Thus G will be the outward normal velocity of A(t) when A(t) is part of the 
boundary of R,(t) and - G the corresponding normal velocity of A(t) 
considered as part of the boundary of R,(t). S ince G is a coordinate velocity 
the condition G > 0 can be imposed without loss of generality by the selection 
of a suitable coordinate system. Finally it will be assumed that the surface 
A(t) moves into the region R,(t) due to the combined effect of the motion 
of the surface Z(t) and the material medium; hence one can think of the 
region R,(t) as behind and the region R,(t) as in front of the surface Z(t). 
A particle must therefore pass from the front to the rear of the surface Z(t), 
e.g. from the region R,(t) to the region R,(t), when this surface is traversed 
by the particle. 
It is clear that 
and hence by total time differentiation we have 
d 
dt j,,,,fb t> dV = ; j, ct,f(x, t) dV + ; j, ct,f(x, t) dv. (9.1) 1 2 
But each term in the right member of the equation (9.1) can be evaluated in 
accordance with the formula (2.5). This gives 
d 
Tit 1 j, (t)f(x? 4 dV = j, 1 
d 
z 2 jR (t)f (5 t) dV = j, 2 j, 2 
when account is taken of the fact that - G or G is the normal velocity of the 
surface A(t) according as this surface is considered to bound the region R,(t) 
or R,(t) respectively. Substituting the above expressions into (9.1), the 
resulting equation can be written 
d - jntij f (x, t) dV = jRtt) z dV + jsctjfvn ds + jAtt) (fz -fJ G ds. 
dt 
(9.2) 
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We now assume that the pressure p, the density p and the velocity com- 
ponents V~ in the gas, or some combination of these quantities, can be iden- 
tified with the functionf(x, t) in the preceding discussion. The discontinuities 
in the quantities p, p and n’i which may therefore occur over the surface Z(t) 
will be found to be interrelated; the equations connecting these discontinuities 
are usually referred to as shocFz conditions and they arise as a direct conse- 
quence of the dynamical conditions which determine the behavior of the gas. 
A surface Z(t) over which the shock conditions are non-trivially satisfied will 
be called a shock wave. In the following three sections we shall give the formal 
derivation of the various shock conditions. We shall find that the above 
equation (9.2) has a basic role in the construction of these conditions. 
10. FIRST SHOCK CONDITION 
Let us refer to the side of A(t) bordering R,(t) as the side 1 of A(t) and to 
the side bordering R,(t) as the side 2 of A(t). Puttingf = p(x, t) in the formula 
(9.2) and taking account of the law of conservation of mass in the region R(t), 
we have 
s *dV+j- R(t) at P%dS -t j pvn ds + .71(t) S&) j (~2 -pd GdS = 0, /l(t) 
(10.1) 
where p1 and pz denote the values of the density along the sides 1 and 2 of 
A(t) respectively. Now let R(t) shrink to zero, at a fixed time t, in such a 
way that it passes in the limit into the surface A(t). The volume integral in 
the above equation will obviously approach zero in this limiting process. Also 
it is easily seen that 
.r pvOn dS + s plvm ds, Sl A 
s pv, dS+ - s ~2v2n dS> 
s2 A 
where z)rm and v2, denote the normal components of the velocities on the 
sides 1 and 2 of the surface A(t) along the normal direction from the side 2 
to the side 1 of A(t). A formal demonstration of the validity of these limits 
can be given as follows. Under the conditions of continuity and differentiabil- 
ity which are assumed, we have 
jRltt) (~d.idV = j 
q(t) 
PS ds - jntt) PIV~G 
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by Green’s theorem. Allowing R(t) to shrink into the surface n(t) as above 
stated, the left member of this equation approaches zero and hence the limit 
in question is obtained. The other limit can be inferred in a similar manner. 
Hence the equation (10.1) becomes 
as the result of this limiting process. But n(t) may be an arbitrarily selected 
domain of the surface Z(t) at any particular time by a suitable choice of the 
region R(t) and hence it follows from (10.2) that 
dG - +J = IJAG - sz) (10.3) 
over the moving surface Z(t). This is thejirst of the shock conditions. It is clear 
from the above derivation that the condition (10.3) is essentially a conse- 
quence of the law of conservation of mass. 
11. SECOND SET OF SHOCK CONDITIONS 
Since the viscosity vanishes (see Section 8) the stress components aij and 
therefore the components Ti of the force per unit area on a surface element are 
given by the first and second sets of equations (3.5) respectively. Hence we 
have 
as the integral form of the equations of motion; in fact the equations (11.1) 
express the Newtonian condition that the rate of change of the momentum of 
the region R(t) in the direction of the xi axis, is equal to the corresponding 
component of the force which acts on the region R(t). We now allow the 
region R(t) to shrink to zero as in Section 10; then 
I pvi dS -+ s (A - PJ vi dX S(t) A(t) 
where the vi in the integral over A(t) are the components of the unit vector 
which is normal to A(t) and which is directed from the side 2 to the side 1 of 
this surface. Also putting f = pvui n (9.2), the first term of (11.1) becomes 
s R(t, %$ dV + 1, 1 , t, PViVn dS + 1, 2 (t, P”8Jn ds 
+ j,,,, 6~s - PPJ~ G ds, 
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where uri and uai are the values of the components Us on the sides of 1 and 2 
of the surface A(t) respectively; this expression, on passage to the limit, yields 
Substituting the expressions given by (11.2) and (11.3) for the two terms 
comprising the left member of (11 .I), and making use of the first shock 
condition (10.3), we are led to the following relations over the surface L’(t), 
namely 
where we have put 
UPI vi = dG - 4 Ii4l~ (11.4) 
UPR = P, - Pli uvin = v!& - Vii . 
The brackets [ ] are here used to denote the difference in the values of the 
quantity enclosed, as shown, at contiguous points of the two sides of the 
surface Z(t). We shall continue to employ the bracket [ ] in this sense in the 
following discussion. 
The equations (11.4) constitute the second set of shock conditions; they have 
been obtained as a direct consequence of the equations of motion of the gas 
and they are valid in an ideal gas devoid of viscosity. 
REMARK 1. If G - urn vanishes over the surface Z(t) it follows from 
(10.3) that G - van must also vanish; we assume, of course, in making this 
statement that the density pa does not vanish (see Section 5). But the vanishing 
of the quantities G - vrn and G - van implies that the gas particles cannot 
pass from one side of the surface Z(t) to the other. This is obviously a 
highly unstable or degenerate situation which cannot be maintained over a 
shock wave in the gas. A shock wave Z(t) will be said to be degenerate, or non- 
degenerate, according as the quantities G - vln and G - vzn vanish, OY do not 
vanish, over the surface Z(t). 
REMARK 2. If [ip] is assumed to vanish over a nondegenerate shock 
wave (see Remark l), it follows from (11.4) that the quantities [vi] must 
also vanish on the shock wave. Hence [vn] must vanish and hence the two 
normal velocities vrn and va,, must be equal. Hence G - vrn and G - van 
will be equal and since these quantities do not vanish on the wave surface 
under consideration, we see from the first shock condition (10.3) that p1 = pa 
or that [[p] must vanish. This is a mathematically trivial case in which there is 
continuity in all of the quantities p, p and vui over the wave surface. Such a 
wave surface Z(t) cannot be regarded as a shock wave in the proper sense of 
the term. 
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REMARK 3. Let us now assume that i[p] does not vanish on a shock 
surface Z(t). Then G - vln cannot vanish on Z(t) since the vanishing of this 
quantity would imply the vanishing iIp]l on account of the condition (11.4). 
Hence G - vZn cannot vanish from the first shock condition (10.3) and we 
have thus automatically elimianted the degenerate case discussed in the above 
Remark 1 as well as the mathematically trivial case in Remark 2. Defining a 
shock wave E(t) as a surface over which the shock conditions are nontrivially 
satisfied (see Section 9) the following result can now be stated. A shock wave 
Z(t) will be nondegenerate if, and only I$ there exists a nonvanishing discontinuity 
in the pressure p over the surface Z(t). Degenerate shocks will be excluded in 
the following work and the term shock wave will be used to refer to a wave of 
nondegenerate type. A nonvanishing discontinuity in the pressure must 
therefore occur over the shock surface Z(t). 
REMARK 4. We have 
MI = pdG - VA [IdI; w = cd vi . (11.5) 
In fact the first equation (11.5) follows immediately when we multiply (11.4) 
by vi and sum on the repeated index i; also the second set of equations (11.5) 
is readily obtained by combining (11.4) and the first equation (11.5). Con- 
versely we see that the equations (11.5) imply the shock conditions (11.4). 
Hence the relations (11.5) constitute an equivalent form of the shock conditions 
(11.4). It follows from the first equation (11.5) and the condition [Ip] f 0 
that [vJ cannot vanish at points of a shock wave 2(t). We see from this result 
and the second set of equations (11.5) that not all of the quantities i[r+] can 
be equal to zero at any point of Z(t) if this surface is a shock wave. 
REMARK 5. Using (10.3) and (11.5) we can deduce the relations 
uvd = (G - Vd uPn % 
Pz ' 
upI = PI(G - vdild 
Pz ' 
(11.6) 
(11.7) 
from which the conditions (10.3) and (11.5) can be recovered. Hence the 
conditions (11.6) and (11.7) are equivalent to the shock conditions (10.3) and 
(11.5). 
REMARK 6. The inequalities 
G-q,>O; G - v2,, > 0 (11.8) 
hold orz a shock wave Z(t). To prove this result let us suppose, for definiteness, 
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that the wave Z(t) has a normal velocity G > 0 as can be done without loss 
of generality (see Section 9) and let us then consider the quantity vsn which 
gives the normal velocity of the particles on the rear of the wave (see Figure 3). 
Now if vail > G, this would mean, in effect, that the surface Z(t), bearing 
the discontinuity in the gas, would have a normal velocity of propagation 
greater than the assumed velocity G; the impossibility of such an inequality 
is most apparent in the special but important case of a shock wave advancing 
into a gas at rest. Hence van < G. But we cannot have va, = G since the shock 
wave is nondegenerate by assumption (see the above Remark 3). Hence we 
are led to the second inequality (11.8). The first inequality (11.8) then follows 
from the second of these inequalities and the shock condition (10.3). 
REMARK 7. Let us represent the velocity vector on the front or side 1 
of the wave surface Z(t) as the sum of a vector tangent to Z(t) and a vector 
normal to Z(t) by writing 
vli = a& + bVi (11.9) 
where hi are the components of a unit vector tangent to the surface Z(t) and 
the vi are the components of the unit vector normal to Z(t); the coefficients 
a and b in the equations are scalar functions on the surface Z(t). In accordance 
with the equations (11.9) the tangential and normal velocity vectors have 
components aXi and 6~~ respectively. Now combine the equations (11.9) with 
the second set of equations (11.5) to obtain 
vzi = ahi + (b + U%li) “i (11.10) 
as the corresponding decomposition of the velocity vector on the rear or 
side 2 of the surface Z(t) into tangential and normal vectors. But it is seen 
from the equations (11.9) and (11.10) that the tangential velocity vectors are 
the same on the two sides of Z(t). Hence the following result has been 
shown. The tangential velocity is continuous across the shock wave Z(t). 
12. THE RANKINE-HUGONIOT RELATION 
We now impose the full restrictions mentioned in Section 8, namely that 
we are dealing with an ideal gas with viscosity and thermal conductivity equal 
to zero. Then the quantity W’ vanishes and hence we have 
d 
z 
pEdV = W, 
R(t) 
(12.1) 
where E is the total energy per unit mass at points of the gas and W is the 
SHOCKS IN GASES 619 
rate at which work is done on the moving region R(t) by the forces acting 
over the surface s(t) of this region (see Section 6). But 
w= I a..&~ d&y = - s(t) 83 I S(t) PV/ ds, 
since the stress components vii are given by - ~8,~ due to the vanishing 
viscosity; hence the equation (12.1) becomes 
d 
z R(t) 
pE dV + js~t~$v,vi dS = 0. (12.2) 
Putting f = pE in the formula (9.2) we now see that the first term in (12.2) 
can be replaced by 
s = dV + s,,, pEv, dS + jntt) (~$4 - PIEI) GdS. R(t) at 
When we make this substitution and then allow the region R(t) to shrink to 
zero as in the preceding discussion, we find that the equation (12.2) leads to 
the relation 
UPV,D = PI(G - v,n) UEI (12.3) 
along the shock wave Z(t). 
We must now obtain a more tractable form of the condition (12.3). For 
this purpose let us first observe that 
Jc.T=I-$; I = Jc,T, 
as follows immediately from (5.1) and (5.2); making this substitution for 
Jc,T in the expression for E in Section 6, we see that the relation (12.3) can 
be written 
U~vnIl + PJG - vm) @P/PII - UI + t wil) = 0. 
Now it can readily be shown that 
(12.4) 
when use is made of the first shock condition (10.3), the first equation (11.5) 
and the relation (11.7). Substituting these expressions into (12.4), we obtain 
UI + B VJ = m4Jl. (12.5) 
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from the relations satisfied by the ideal gas in Section 5 and the shock con- 
ditions (10.3) and (11.5). Making these substitutions in (12.5) we find, after 
some reduction, that the resulting equation can be put in the form 
Pz (7 + 1) Pz - b - 1) PI 
P, = (Y + l)PI -(Y - l)P, * 
(12.6) 
The above shock condition (12.6) is usually called the Rankine-Hugoniot 
relation; it holds in an ideal gas devoid of viscosity and thermal conductivity. 
REMARK 1. The Rankine-Hugoniot relation (12.6) can be written in the 
following equivalent form 
& _ (Y + l)P, + (Y - l)Pl --- 
Pl b- l)P,$-(Y-t l)PI * 
REMARK 2. Let us write the relation (12.6) as 
Pz KY + l)/(r - 1)l x - 1 -=- x=p2 
Pl NY + 1)/b - 111 - x ; Pl ’ 
(12.7) 
where x denotes the ratio pa/p1 as indicated and we recall that y > 1 (see 
Section 7). Since we must have p2/p1 > 0 by the assumption in Section 5, the 
possible values of pa/p1 will be the coordinates of points on the positive x 
axis shown in Figure 4. Consider, in particular, the points A and B which 
have coordinates (y - I)/(r + 1) and (y + l)/(r - 1) respectively. Now 
p2/p1 cannot be equal to the coordinate of the point A since this would give 
pa/p, = 0 from (12.7) and we would have a contradiction with the assumption 
that the pressure p is everywhere positive (Section 5). Similarly the ratio 
p2/p1 cannot have the value of the coordinate of the point B; in fact, this would 
lead to an infinite value of the quantity pz/p, which is also in contradiction 
with the assumption in Section 5. One can likewise observe that the value of 
p2/p1 cannot be identified with the coordinate of any point between the origin 
0 and the point A nor can it be identified with the coordinate of any point 
to the right of the point B in Figure 4. Hence the possible values of p2/p1 must 
FIG. 4 
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lie between the coordinates of the points A and B or, in other words, we must have 
y-l<p,<yJrl* 
Y+l Pl Y-1 
(12.8) 
13. THE COMBINED SHOCK CONDITIONS 
The complete set of shock conditions, which we have now deduced, is 
given by the relations (11.6), (11.7) and (12.6). These relations can also be 
expressed by writing 
upn = 2MG - vd2 - ~~11 
y+1 ’ 
UPIl = 
~PIMG - vu1J2 - rp,l 
WI + (Y - 1) /dG - vu1,12 ’ 
,,vln = 2b1(G - vd2 - ~~11 vi 
(Y + 1) dG - v,,) - 
(13.2) 
(13.3) 
Thus the values of the discontinuities in the quantities p, p and a, are given 
directly in terms of the values of these quantities immediately in front of the 
wave Z(t), the unit vector v normal to the wave surface, and the normal 
velocity of propagation G of the wave Z(t). In the case of a stationary wave, 
i.e., a wave for which G = 0, the above shock conditions become 
UPD = xv;‘;, - YPJ * YS1 ’ 
REMARK. The numerator in (13.1) cannot vanish since this would imply 
that [[PI = 0 which is excluded by the Remark 3 in Section 11. It follows that 
the numerator in (13.2) cannot vanish when account is taken of the fact that 
pr > 0 from the basic assumption in Section 5. The numerator in (13.3) can 
vanish only when it contains a vanishing component vi of the unit vector 
normal to the wave surface. With regard to the denominators in the relations 
(13.2) and (13.3) we observe first that the denominator in (13.3) cannot 
409/2’5/3-11 
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vanish since G > urn from (11.8) and p1 > 0 as above stated. Also the denom- 
inator in (13.2) cannot be equal to zero since its vanishing would imply 
(Ipj = co which would contradict the assumptions on limiting values in 
Section 9. It appears therefore that the discontinuities in the pressure, 
density and velocity are properly determined over the shock wave Z(t) by 
the above conditions. 
14. APPLICATION OF THE SECOND LAW OF THERMODYNAMICS 
The entropy of any moving region R(t) is given by the integral 
PrldT/: (14.1) 
R(t) 
in which r] is the entropy per unit mass at points of the gas (see Section 7). We 
now make the following assumption which has its basis in the second law of 
conventional thermodynamics. The total time derivative of the integral (1.14) 
is a nondecreasing function of the time, i.e., 
d 
z s R(t) 
p71dV 30, (14.2) 
for any region R(t) in an ideal gas subject to the adiabatic condition (cp. [3], 
p. 112). We shall relate, as customary, the equality and inequality signs in the 
condition (14.2) with reversible and irreversible changes of state, respectively, 
in the region R(t). The condition (14.2) will be applied in this section to 
determine the effect .on the density, pressure and temperature associated 
with a moving particle when the particle traverses a shock wave. 
Taking f = pq in the formula (9.2), it follows as a consequence of (14.2) 
that 
f Rct,ydV + js (t) ~rlvnds + j ~rlvnds 1 Sa(t) 
+ jn(t) (Par/2 - p177J GdS 3 0 (14.3) 
when the region R(t) is traversed by a shock wave Z(t) as indicated in Figure 3; 
the notation employed in the inequality (14.3) is the same as that used in the 
derivations of the shock conditions in Section 10 to Section 12. Allowing the 
region R(t) to shrink into the portion A(t) of the wave surface Z(t) and availing 
ourselves of the first shock condition (10.3), the above relation (14.3) now 
leads to the condition 
h. --da(G -piln) a 0. (14.4) 
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But pl > 0 by the assumption in Section 5 and G - vln > 0 from the condi- 
tion (11 .S) observed in the Remark 6 in Section 11. Hence the inequality 
(14.4) yields the condition 
(72 - 771) = Ud 3 0. (14.5) 
Let us next observe that (14.5) implies the inequality 
from the definition of the entropy 7 given by (7.1). Hence 
gz>l; or p”> pzy 
Pl ( 1 Pl 
(14.6) 
since the quantitiesp and p are positive by the assumption in Section 5. Hence 
we have 
(Y + 1) Pz - (Y - 1) PI > pz y 
(Y + 1) Pl - (r - 1) P2 ’ ( ) ’ Pl 
(14.7) 
when use is made of the Rankine-Hugoniot relation (12.6); or, putting 
p2/p1 = X, the condition (14.7) can be written 
kJ+l)x-b--l)>xv 
bJ+o-b-lb - 
Now define the function y(x) by the equation 
(Y+l)x-(Y--) 
y = (y + 1) - (y - 1) X - XY. 
It follows readily from this relation that 
dY w z=y+ Y44 
(Y+l)-(Y-1)X 
where the function A(x) is given by 
A(x)=[(y+l)~(y-l)x x 
+Y-1 
- I - (Y + 1). 
(14.8) 
(14.9) 
(14.10) 
(14.11) 
We shall also need to consider the following two equations, namely 
Wx) - = (Y - 1) Jqx), dx 
(14.12) 
(14.13) 
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which are determined in an obvious manner by differentiation and in which 
we have 
B(x) = 1 
[(y+l)-4(y-l)X]% 2’ 
C(x) = 8(Y - 1) 
[(y+l)-(y-1)x13 G-* 
(14.15) 
Now C(x) > 0 for x in the interval 
(14.16) 
Hence it follows from the equation (14.13) that B(x) is an increasing function 
in the interval (14.16). But B( 1) = 0 as we see from (14.14) and hence 
B(x) > 0 for values of x in the interval (14.16). It now follows from (14.12) 
that A(x) is also an increasing function of x in the interval (14.16) and, since 
A(1) = 0 from (14.11), we can conclude that A(x) > 0 in the above interval 
(14.16). Putting 
f(x) = 
r&4 
(Y+l)-(Y-l)x 
the equation (14.10) can be written 
Integrating this equation we obtain 
y(x) = xy jr y ax (14.18) 
when account is taken of the fact that y vanishes for x = 1 as we see directly 
from (14.9). Now each of the two factors in the right member of (14.18) is 
an increasing function of x in the interval (14.16). The first factor XY is 
obviously such a function since y > 1 (see Section 7). To see that the second 
factor, i.e., the integral in (14.18), is also an increasing function in the interval 
(14.16), we have merely to observe that its integrand is positive; but this is 
clear from the equation (14.17) since A(x) > 0 as we have already shown. 
Hence the equation (14.18) leads to the following result. The function y(x) 
is an increasing function of x in the interval (14.16). 
We now consider the behavior of the function y(x) in the lower part of 
the interval (12.8) of possible values of x, i.e., the interval 
(14.19) 
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But for such values of x we again have C(x) > 0 from (14.15). The function 
B(x) is therefore an increasing function of x on account of (14.13) and, since 
B(1) = 0, it f o 11 ows that we must have B(x) < 0 in the interval (14.19). 
Turning now to the equation (14.12), we see that A(x) is a decreasing function 
of x in the interval (14.19); h ence we must have A(x) > 0 in the interval 
(14.19) since A(1) = 0 from the equation (14.11). Finally it is easily seen 
from (14.17) thatf(x) > 0 in the interval (14.19) when account is taken of the 
positive character of the function A(x). The equation (14.18) may now be 
used, as in the above discussion, to show that y(x) is an increasing function of 
x in the interval (14.19). Now it is evident from the italicized result at the 
end of the preceding paragraph that the function y(x) must also be an 
increasing function of x in the interval 
which is obtained from the interval (14.16) by including its lower end point. 
When this fact is combined with the result just obtained, i.e., that y(x) is 
an increasing function of x in the interval (14.19), the following result can 
be stated. The function y(x) is an increasing function of x in the complete interval 
Y-1 -<x<s. 
r+1 
(14.20) 
The graph of the function y(x) is shown in Figure 5. The coordinates of 
the points A and B in Figure 5 are the lower and upper end points of the 
FIG. 5 
interval (14.20). As indicated, y(x) + co as x approaches the upper end 
point of the interval (14.20); also y(x) approaches the finite limit 
y-ly -- ( 1 Y+l 
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when x approaches the lower end point of the interval as is seen from the 
equation (14.9). Using the formulas (14.9),..., (14.15) we readily find that the 
power series expansion of y(x) about x = 1, has the form 
y(x) = ~b2 - 1) 12 (x - 1j3 + *.-, 
where the dots denote terms of the fourth and higher powers of the quantity 
(X - 1). At x = 1 the function y(x) is therefore equal to zero and the graph 
has a point of inflection. 
The thermodynamical condition (14.8) implies y(x) > 0 and hence we 
must have x 3 1 from the above discussion of the function y(x) or, in other 
words, the ratio p2/pl cannot be less than unity. But we cannot have pz = p1 
since it would then follow from the shock condition (11.7) that i[p] = 0 and 
this would contradict the assumption that the shock wave is nondegenerate 
(see Remark 3 in Section 11). Hence we must have pz > p1 and the following 
result can be stated. The density on the rear of a shock wave in an adiabatic 
gas is greater than the density in front of the wave. This result can also be 
expressed by saying that the density associated with a moving particle will 
undergo a discontinuous increase when the particle traverses a shock wave 
in an adiabatic gas. The shock wave is sometimes referred to as a compression 
wave because of this increase in the density. 
Turning next to the pressure it follows immediately from the equation 
(11.7) that iIp] > 0 in view of the above result and the requirement that the 
shock be nondegenerate (see Remark 3 in Section 11). Now write the con- 
dition (14.6) in the form 
& > PI ?--l Pz 
P2 ( ) Pl Pl 
and then eliminate the ratios pl/pl and p,/p, by the substitution (5.1) to obtain 
But pz > p1 as we have just shown and y > 1 as observed in Section 7. 
Hence we see that T, > Tl from the inequality (14.21). The following result 
has now been established. The pressure and temperature in an adiabatic gas are 
greater on the rear of a shock wave than in front of the wave. 
15. EFFECT OF A SHOCK WAVE ON THE ENTROPY OF A REGION 
The problem of determining the effect on the entropy of a moving region 
R(t) in an adiabatic gas when the region is traversed by a shock wave will be 
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considered in this section. Our discussion of this problem will be based on 
the equation 
d 
z I,,,, p7 dV = jR(t) y + I, (t) frl”n ds + I ~7vn ds 1 S*(t) 
which was used in Section 14 under the thermodynamical condition (14.2). 
No appeal will be made to the condition (14.2) in the following discussion 
although several of the results obtained in Section 14 will enter importantly 
in our treatment of the problem. 
Let us first write down the two equations 
which are obtained from Green’s theorem when account is taken of the fact 
that the outward particle velocity normal to the surface A(t) in the first 
equation is - vln while the corresponding velocity is vZn in the second of these 
equations. Adding the left and right members of the above equations, we 
have 
Now eliminate the sum of the second and third integrals in the right member 
of (15.1) by means of the equation (15.2). When this is done it is readily 
found that the resulting equation can be written in the form 
+ IAct) (772 - ~1) PIP - SJ ds (15.3) 
when use is made of the first shock condition (10.3). Finally if we carry out 
the operation of total time differentiation of the quantity p7 which appears in 
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the volume integral in the right member of (15.3) and also take account of the 
equation of continuity (1.5), we are led to the result that 
But the integrand in the volume integral in the right member of (15.4) 
vanishes in view of the adiabatic condition (7.4) and hence the equation 
reduces to 
If use is made of the condition (14.5) the above equation (15.5) leads to 
the thermodynamical criterion (14.2) f or reversible and irreversible changes 
of state in the adiabatic gas. This is an interesting observation but it provides 
no additional information. However, this situation is easily remedied since 
it can be shown that the strict inequality (14.5) actually holds in the problem 
under consideration. Thus consider the function y(x) which was discussed 
in Section 14. Now y(x) > 0 since x or p2/p1 is greater than unity by the 
result in Section 14 and hence the equation (14.9) yields 
(Y-tl)X-((Y-11) 
(1/+1)-(y-l)x= 
Replacing x by its value p2/p1 we obtain 
(Y + 1) Pz - b - 1) PI > pz y 
i 1 (Y+1)Pl-((Y--I)P, Pl 
from (15.6). But the latter inequality (15.7) can be written 
P2 - > pz ?,. 
( 1 Pl ’ 
or 
Pl 
$+>l 
(15.6) 
(15.7) 
on account of the Rankine-Hugoniot relation (12.6). The above result can 
now be deduced immediately from (15.8) and the following relation which is 
obtained from the equation (7.1) defining the entropy, namely 
In fact the logarithmic term in (15.9) must be positive in view of the inequality 
(15.8) and hence the important condition q2 > Q is obtained, i.e., the entropy 
on the rear must be greater than the entropy in front of a shock wave in an 
adiabatic gas. 
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Each of the three quantities whose product gives the integrand of the 
surface integral in (15.5) are now known to be positive. Hence the integrand 
is positive and consequently the equation (15.5) implies that 
d z s p’I dV > 0. R(t) 
The interaction between a shock wave and the region R(t) must therefore be 
such as to produce an irreversible change of state in the region. More specifi- 
cally the following result can be stated. The entropy of a moving region R(tj 
in an adiabatic gas will increase continually during the period of its contact with a 
shock wave. Before the wave has entered the region R(t) and after the region 
has been traversed by the wave, the equality sign in the thermodynamical 
condition (14.2) will apply and the entropy of the moving region R(t) will 
not change (see Remark 2 in Section 7). However, the entropy of the region 
R(t) after it has been traversed by the wave will be greater than its entropy 
before contact with the wave as a consequence of the above italicized result. 
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