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Abstract 
Theoretically speaking, we assume that markets are efficient and that investors 
should not be able to earn abnormal returns without privately held information. The 
fact that fund managers beat the market can simply be explained as luck. However, 
realistically speaking, the markets involve humans that do not always make rational 
decisions, which can lead to market inefficiencies. This paper looks into one such 
inefficiency which regards trading day of the week in the S&P 500 through three 
different forecasting periods coming before, during, and after the financial crisis of 
2008. Theoretically we would expect to find no pattern or correlation regarding 
returns and trading day of the week. However, this paper found that Tuesday has 
higher forecasting errors than any other day of the week before, during, and after the 
crisis, which appears anything but random and therefore leads to the conclusion of a 
market inefficiency regarding trading day of the week in the S&P 500. 
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1. Introduction 
According to the efficient market hypothesis, the stock market can be described as a 
random walk with drift. The drift will be positive as the stock market trends upward 
throughout time. Yet the only factor influencing future prices should be new 
information that is in itself random, otherwise investors would be able to obtain 
abnormal returns through the understanding of additional factors influencing stock 
price movements. More specifically the stock market is most closely represented 
through the Submartingale (Pi  =  Pi‐1  + α  +  ej) equation in which the error term does 
not necessarily have to be identically distributed as the random walk, but still must 
remain independent in which we cannot predict positive or negative future returns 
based on the previous price. The weak form of the efficient market hypothesis states 
that using historical information we should not be able to predict with any certainty 
future prices. Although the market is generally considered to be in a semi-strong 
form of efficiency, in which the stock price incorporates all publically held 
information, as well as historical information into its price, studies have shown 
certain inefficiencies throughout the history of the stock market. Many traders 
attempt to create algorithms to take advantage of these inefficiencies in order to earn 
above average returns.  
 
2. Related Literature  
As mentioned above, studies have shown various underlying market inefficiencies 
throughout our recent history. First, there is a phenomenon named the January effect 
in which small cap firms earned abnormally high returns overall in January 
compared to the rest of the year (Nath & Dalvi, 2011). As small-cap firms have more 
risk and therefore a higher expected return one would expect to see these excess 
returns compared to large-cap stocks; however, one would expect to see the higher 
returns for the small-cap stocks distributed relatively equally throughout the year 
rather than extremely disproportionate positive returns in only one month while the 
other eleven months barely show excess positive returns. Haug and Hirschey have 
further studied the January effect and have found “The January effect in small-cap 
stock returns is remarkably consistent over time and does not appear to have been 
affected by passage of the Tax Reform Act of 1986,” (2006). Although Haug and 
Hirschey attempt to provide a few explanations of the phenomenon, they ultimately 
admit that the effect is not readily explainable.  
 
Another inefficiency involves herding in the market which can cause momentum to 
influence stock prices rather than allowing for the semi-strong form to hold, in which 
the prices correctly reflect all historical and public information. Herding is a behavior 
of irrational investors, which can occur for a variety of reasons. A few reasons 
include investors simply follow the moves of other investors thinking that he or she 
may know something more, or following peer investors as they wish to not miss out 
on possible returns their peers may have, even if the stock does poorly (Nofsinger, 
2010). It seems herding will continually have a presence in the market. 
 
More closely related market inefficiencies to this study have also been cited in which 
we see inefficiencies regarding trading day of the week. Over time one would expect 
in an efficient market to see no biases in the market regarding day of the week. We 
would expect that trading on any day would produce similar returns over time as 
trading on another day. However, past studies have shown this expectation does not 
necessarily hold.  Kenneth French found that the average return for Mondays were 
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significantly negative compared to the rest of the week. French focused his study 
between 1953 and 1977 (French, 1980).  Further, Michael Gibbons and Patrick Hess 
looked closer at individual stocks and the treasury bills on Mondays. They 
determined that “Negative return for Monday is remarkably uniform across 
individual stocks and that treasury bills earn a below-average return on Monday” 
(Gibbons and Hess, 1981). As both of these studies were completed in the past, this 
study intends to determine whether we inefficiencies regarding trading day of the 
week still persist.     
 
3. Data 
The data for this presentation was taken from Yahoo Finance. The historical closing 
prices were gathered and then used to take the geometric returns for each day, from 
close to close.  
 
4. Method 
In order to determine whether market inefficiency still exists in the S&P 500, I chose 
to compare forecasted returns using a GARCH model to actual returns. I then 
separated the returns by trading day of the week and compared the differences in 
forecasted returns to actual returns using the root squared mean error (RSME). The 
process is explained further below. 
 
First, the returns of the S&P (close to close) were gathered for the twenty-five years 
from 1986 to 2011. I then forecasted three separate periods of three months each: 
before the financial crisis, 2006, during the middle of the crisis, 2008 and after the 
crisis 2010. As a control I forecasted the same three months, December, January and 
February (12/1 to 2/28), each time in order to reduce external seasonal influences on 
the stock market through investor and consumer behaviors. These three month 
forecasts give approximately 12 forecasts for each trading day of the week and 60 
total forecasts for each time period. Further, I controlled my sample window when 
forecasting using the previous twenty years to the forecast as my sample window. In 
practice this can be illustrated by the following: the before forecast I used a sample 
window from 01 January 1986 to 30 November 2006 and forecasted the months of 
December 2006, January and February 2007. For the during forecast I used a sample 
window from 01 January 1988 to 30 November 2008, and for the after 01 January 
1990 to 30 November 2010; each forecasting the following three months from the 
sample window.    
 
In order to determine the mean equation and specific ARCH/GARCH lags that were 
used for my forecasting, I chose to base my equation on producing the optimal AIC. 
First, looking at three different equations of the return (c, one lag, two lags), each 
equation gave the same result, which determined the best model would be the Garch 
(3, 3). 
 
Then to determine the mean equation to use with the GARCH (3, 3), I again used the 
optimal AIC. Beginning with only the constant and increasing the number of lags, I 
continued to see the optimal AIC decrease with each successive lag period. Seeing 
that my data is weekly, I decided to focus my testing with 5 lags, and then with 10 
lags of each the moving average (MA) and the arithmetic return (AR). There was a 
significant decrease in the AIC of each time period (before, during, after) as I moved 
from 1 lags of each AR and MA up to 5 lags of each. However, between 5 and 10 
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lags of each the decrease was less significant, and disappeared, actually increased 
with 7 lags of each. Although 10 lags of each did produce a lower AIC in two of the 
three time periods I decided to remain with 5 lags in each of the time periods for my 
mean equation. Therefore the optimal mean equation for forecasting was determined 
to be 5 lags in each MA and AR in a GARCH (3,3) model.   
 
With the mean equation and optimal GARCH model established I could then forecast 
each of the time periods, before, during and after, using the previously mentioned 
sample windows. The forecasted numbers were then aligned with the actuals and I 
used the RSME as previously mentioned. Although many programs will give you the 
overall RSME of a forecast, this study’s focus is on the individual trading days of the 
week. Therefore, the differences in returns were separated by week and computed 
using the RSME by hand for each trading day of the week for each forecasted period. 
RSME is a process in which the difference between the forecasted return and the 
actual return is squared, then, the sum of the squared differences are divided by the 
sample size. Lastly, the square root is taken and provides a single number to compare 
between each day of the week between each period (Appendix A).  
 
5. Conclusion 
There are two major conclusions to extract from this study. First we see that using 
this model to predict the market during the crisis is much more difficult and will 
produce greater errors than trying to predict before or after the financial crisis of 
2008 and 2009. Chart 2 shows that the RSME for the overall data was 0.012 
compared to 0.0027 in Chart 1 and 0.0029 in Chart 3. This error is almost ten times 
as large. Appendix A shows the differences between the RSME (multiplied by 1000) 
of all the individual trading days of the week for each of the forecasted periods.  
 
Second, and the focus of this study, we see the market inefficiency regarding trading 
days of the week. There is a strongly significant sign that Tuesday will produce the 
most variability regardless of time period (Appendix A). In each forecast, Tuesday 
had the greatest individual RSME for each of the trading days. To simplify, Appendix 
B shows the rankings of the RSME of each of the forecasted periods. We see that 
Tuesday receives a five for each period. No other trading day has this significant 
trend with either the highest or lowest RSME for the period. To further test Tuesday’s 
significance, I looked at absolute differences of the RSME of each trading day 
compared with the overall RSME for the forecast sample (includes all five trading 
days of the week). As shown in Appendix C, Tuesday also had the RSME furthest in 
absolute terms from the RSME of the overall forecast in two out of three periods 
(before and during), but still had the greatest absolute value difference overall when 
looking at all three forecasting periods. Tuesday’s RSME cannot readily be explained 
by Monday’s movements either. As we look seeing that Monday’s rankings move 
from 1 to 4 to 2 in Appendix A, but Tuesday stays consistently at the 5 ranking. 
 
6. Extenuations and Limitations 
Seeing that there is an inefficiency regarding day of the week and the S&P 500, 
further studies are necessary to understand the best way to take advantage of the 
inefficiencies.  
Also, I will aim to determine whether we will still see a bias regarding day of the 
week throughout other major indices across the world, or if the phenomenon rests 
solely in certain indices. I will look to see whether the bias is present also on 
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Tuesdays throughout the world or if we see variations in different markets 
throughout the global indices. Once we determine where the biases lay throughout 
the world we can begin to try to understand them. Whether we see trends in certain 
indices for investors to act more rationally than others, or if innate psychological 
tendencies are replicated across cultural and geographic borders. Further, we can 
look to see whether biases in the U.S. indices influence biases in the Asian indices or 
vice versa.  
 
Models: 
 
Before 
 
Dependent Variable: RETURN   
Method: ML - ARCH   
Date: 11/25/11   Time: 13:03   
Sample (adjusted): 1/10/1986 11/30/2006  
Included observations: 5272 after adjustments  
Convergence achieved after 26 iterations  
MA Backcast: 1/03/1986 1/09/1986  
Presample variance: backcast (parameter = 0.7) 
GARCH = C(12) + C(13)*RESID(-1)^2 + C(14)*RESID(-2)^2 + C(15)*RESID( 
        -3)^2 + C(16)*GARCH(-1) + C(17)*GARCH(-2) + C(18)*GARCH(-3) 
Variable Coefficient Std. Error z-Statistic Prob.   
C 0.000264 4.65E-05 5.688783 0.0000 
AR(1) 0.812110 0.024154 33.62252 0.0000 
AR(2) -0.345265 0.034182 -10.10077 0.0000 
AR(3) 0.937386 0.019612 47.79676 0.0000 
AR(4) -0.725425 0.025503 -28.44421 0.0000 
AR(5) -0.158712 0.033163 -4.785879 0.0000 
MA(1) -0.803540 0.017680 -45.44937 0.0000 
MA(2) 0.315266 0.030470 10.34692 0.0000 
MA(3) -0.939490 0.017271 -54.39575 0.0000 
MA(4) 0.704768 0.019102 36.89540 0.0000 
MA(5) 0.168023 0.029489 5.697750 0.0000 
 Variance Equation   
C 1.51E-08 4.71E-09 3.207181 0.0013 
RESID(-1)^2 0.099125 0.004653 21.30269 0.0000 
RESID(-2)^2 0.000463 0.022567 0.020526 0.9836 
RESID(-3)^2 -0.093322 0.023258 -4.012422 0.0001 
GARCH(-1) 1.030860 0.253315 4.069478 0.0000 
GARCH(-2) 0.555030 0.460412 1.205505 0.2280 
GARCH(-3) -0.592819 0.209805 -2.825565 0.0047 
R-squared 0.004988     Mean dependent var 0.000158 
Adjusted R-squared 0.003097     S.D. dependent var 0.004653 
S.E. of regression 0.004646     Akaike info criterion -8.233974 
Sum squared resid 0.113563     Schwarz criterion -8.211541 
Log likelihood 21722.75     Hannan-Quinn criter. -8.226133 
Durbin-Watson stat 2.010084    
Inverted AR Roots  .89-.37i      .89+.37i        -.18 -.39-.91i 
 -.39+.91i   
Inverted MA Roots  .89-.35i      .89+.35i        -.19 -.39+.91i 
 -.39-.91i   
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During 
 
Dependent Variable: RETURN   
Method: ML - ARCH   
Date: 11/25/11   Time: 13:08   
Sample: 1/04/1988 11/28/2008   
Included observations: 5274   
Convergence achieved after 23 iterations  
MA Backcast: 12/24/1987 12/31/1987  
Presample variance: backcast (parameter = 0.7) 
GARCH = C(12) + C(13)*RESID(-1)^2 + C(14)*RESID(-2)^2 + C(15)*RESID( 
        -3)^2 + C(16)*GARCH(-1) + C(17)*GARCH(-2) + C(18)*GARCH(-3) 
Variable Coefficient Std. Error z-Statistic Prob.   
C 0.000211 4.46E-05 4.743342 0.0000 
AR(1) 0.303635 1.309744 0.231828 0.8167 
AR(2) 0.750970 0.464988 1.615030 0.1063 
AR(3) 0.202969 0.998532 0.203267 0.8389 
AR(4) -0.710122 0.291661 -2.434754 0.0149 
AR(5) -0.036866 0.989462 -0.037259 0.9703 
MA(1) -0.318952 1.310137 -0.243449 0.8077 
MA(2) -0.768180 0.480022 -1.600302 0.1095 
MA(3) -0.215034 1.022912 -0.210217 0.8335 
MA(4) 0.708447 0.309678 2.287691 0.0222 
MA(5) 0.031039 0.987593 0.031429 0.9749 
 Variance Equation   
C 4.84E-09 1.92E-09 2.528781 0.0114 
RESID(-1)^2 0.035102 0.008599 4.081925 0.0000 
RESID(-2)^2 0.063503 0.013970 4.545789 0.0000 
RESID(-3)^2 -0.095871 0.009342 -10.26273 0.0000 
GARCH(-1) 1.154546 0.100670 11.46867 0.0000 
GARCH(-2) 0.442860 0.192268 2.303344 0.0213 
GARCH(-3) -0.600348 0.094087 -6.380766 0.0000 
R-squared 0.010025     Mean dependent var 0.000106 
Adjusted R-squared 0.008144     S.D. dependent var 0.004805 
S.E. of regression 0.004785     Akaike info criterion -8.226180 
Sum squared resid 0.120518     Schwarz criterion -8.203755 
Log likelihood 21710.44     Hannan-Quinn criter. -8.218342 
Durbin-Watson stat 2.057276    
Inverted AR Roots  .87-.36i      .87+.36i        -.05 -.70+.57i 
 -.70-.57i   
Inverted MA Roots  .88+.34i      .88-.34i        -.04 -.70-.57i 
 -.70+.57i   
 
After 
 
Dependent Variable: RETURN   
Method: ML - ARCH   
Date: 11/25/11   Time: 13:06   
Sample: 1/02/1990 11/30/2010   
Included observations: 5273   
Convergence achieved after 24 iterations  
MA Backcast: 12/22/1989 12/29/1989  
Presample variance: backcast (parameter = 0.7) 
GARCH = C(12) + C(13)*RESID(-1)^2 + C(14)*RESID(-2)^2 + C(15)*RESID( 
        -3)^2 + C(16)*GARCH(-1) + C(17)*GARCH(-2) + C(18)*GARCH(-3) 
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Variable Coefficient Std. Error z-Statistic Prob.   
C 0.000218 4.43E-05 4.934664 0.0000 
AR(1) 0.368229 0.560667 0.656769 0.5113 
AR(2) 0.135110 0.348753 0.387409 0.6985 
AR(3) 0.698100 0.042299 16.50397 0.0000 
AR(4) -0.646038 0.403647 -1.600501 0.1095 
AR(5) -0.171350 0.458429 -0.373777 0.7086 
MA(1) -0.383222 0.561850 -0.682072 0.4952 
MA(2) -0.144408 0.350360 -0.412170 0.6802 
MA(3) -0.723113 0.049387 -14.64175 0.0000 
MA(4) 0.648825 0.415168 1.562800 0.1181 
MA(5) 0.144925 0.460340 0.314821 0.7529 
 Variance Equation   
C 7.38E-09 3.09E-09 2.385808 0.0170 
RESID(-1)^2 0.030249 0.008313 3.638600 0.0003 
RESID(-2)^2 0.075692 0.015574 4.860097 0.0000 
RESID(-3)^2 -0.102408 0.010831 -9.455265 0.0000 
GARCH(-1) 1.303261 0.126810 10.27731 0.0000 
GARCH(-2) 0.154416 0.243802 0.633365 0.5265 
GARCH(-3) -0.461569 0.118940 -3.880695 0.0001 
R-squared 0.005063     Mean dependent var 9.93E-05 
Adjusted R-squared 0.003173     S.D. dependent var 0.005093 
S.E. of regression 0.005085     Akaike info criterion -8.162783 
Sum squared resid 0.136069     Schwarz criterion -8.140354 
Log likelihood 21539.18     Hannan-Quinn criter. -8.154943 
Durbin-Watson stat 2.085867    
Inverted AR Roots  .83-.37i      .83+.37i        -.22 -.54+.82i 
 -.54-.82i   
Inverted MA Roots  .83-.35i      .83+.35i        -.19 -.55-.82i 
 -.55+.82i   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
7
RODENBARGER: Stock market efficiency in the S&P 500 with respect to day of the
Published by Digital Commons @ Lingnan University, 2012
 38 
 
Chart 1 
 
 
 
Chart 2 
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Chart 3  
 
 
 
 
Appendix A 
 
 
 
Forecasted Root Squared Mean Error Average per Weekday 
(Estimates *1000) 
      
 Monday Tuesday Wednesday Thursday Friday
BEFORE 1.69 4.68 1.80 2.34 1.83
DURING 14.46 14.68 9.96 8.58 8.74
AFTER 2.13 3.50 3.45 1.89 3.00
 
 
 
 
 
Appendix B 
 
 
Ranking of Root Squared Mean Errors
 (1= lowest) 
      
 Monday Tuesday Wednesday Thursday Friday
BEFORE 1 5 2 4 3
DURING 4 5 3 1 2
AFTER 2 5 4 1 3
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Appendix C 
 
 
Absolute Value of Differences between Total RSME and 
Individual Weekday 
(Estimates *1000) 
      
 Monday Tuesday Wednesday Thursday Friday
BEFORE 1.04 1.95 0.93 0.39 0.90
DURING 2.87 3.09 1.63 3.01 2.85
AFTER 0.75 0.62 0.57 0.99 0.12
           
Summation: 4.66 5.66 3.12 4.39 3.87
Ranking: 4 5 1 3 2
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