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Low-temperature linear transport of two-dimensional massive Dirac fermions in
silicene: residual conductivity and spin/valley Hall effects
Yuan Yao, S. Y. Liu,∗ and X. L. Lei
Department of Physics and Astronomy, Shanghai Jiaotong University,
800 Dongchuan Road, Shanghai 200240, China and
Collaborative Innovation Center of Advanced Microstructures, Nanjing University, Nanjing 210093, China
Considering finite-temperature screened electron-impurity scattering, we present a kinetic equa-
tion approach to investigate transport properties of two-dimensional massive fermions in silicene. We
find that the longitudinal conductivity is always nonvanishing when chemical potential lies within
the energy gap. This residual conductivity arises from interband correlation and strongly depends
on strength of electron-impurity scattering. We also clarify that the electron-impurity interaction
makes substantial contributions to the spin- and valley-Hall conductivities, which, however, are al-
most independent of impurity density. The dependencies of longitudinal conductivity as well as of
spin- and valley-Hall conductivities on chemical potential, on temperature, and on gap energy are
analyzed.
PACS numbers: 73.50.Bk,73.25.+i,72.80.Vp,72.10.-d
I. INTRODUCTION
In the last decade, the electronic properties in
graphene, a single-atom-thick two-dimensional (2D) layer
of carbon atoms in a hexagonal honeycombed lattice,
have been extensively studied both theoretically and
experimentally.1–7 In this system, the low-energy carriers
near two nodal (”Dirac”) points in the Brillouin zone pos-
sess linear energy spectrum and they behave just as mass-
less, two-dimensional, relativistic Dirac fermions.8–10
The high mobility as well as a long mean free path at
room temperature, makes graphene a promising candi-
date for future electronic applications.
However, the application of graphene in spintronics is
quite limited: due to the weak spin-orbit coupling (SOC),
the energy gap in graphene is very small.11 Recently,
graphene’s silicon analog, silicene, has been proposed12,13
and synthesized.14–20 It also has Dirac cones which are
similar to those of graphene, but its energy gap due to
intrinsic SOC at the Dirac points may reach the value
about 2∆SO = 1.55 ∼ 7.9meV (∆SO is the characteristic
energy of this SOC).21,22 Besides, buckled lattice struc-
ture with two different sublattice planes separated by a
vertical distance enables us to break the inversion sym-
metry in silicene by applying an external perpendicular
electric field. This makes another possibility to control
the energy gap in silicene (this energy gap is denoted by
2∆z).
23–26 Tunning the values of ∆SO and ∆z, a phase
transition from a quantum spin-Hall state (|∆z | < ∆SO)
to a trivial insulating state (|∆z | > ∆SO) is expected to
be observed.21,27–32 It was reported that, such a tran-
sition from the topological insulator (TI) to the trivial
band insulating (BI) state produces a quenching of the
quantum spin Hall effect (SHE) and an onset of an anal-
ogous quantum valley Hall effect (VHE). In Refs. 29 and
32, the intrinsic SHE and VHE induced by ac electric field
also have been examined. However, up to now, the effect
of electron-impurity interaction on these phenomena has
not been analyzed yet. The previous studies on spin-Hall
effect in conventional 2D systems with Rashba and/or
Dresselhaus spin-orbit couplings33–35 indicated that the
contribution of electron-impurity scattering to spin-Hall
conductivity is quite important. It even can lead to the
vanishing of total spin-Hall conductivity in conventional
2D electron gas with Rashba SOC.36–41 Hence, to inves-
tigate the SHE and VHE in silicene, extrinsic mechanism
associated with electron-impurity interaction is expected
to play a substantial role.
In previous studies on transport in graphene, one of
the most intriguing phenomenon is the residual conduc-
tivity observed in carrier-density dependence of conduc-
tivity: the conductivity reduces to a finite value of or-
der of e2/h when chemical potential tends to zero.1–4
Much theoretical effort has been devoted to quantita-
tively explain this minimum longitudinal conductivity.
It is generally accepted42–47 that the origin of residual
conductivity is associated with the formation of electron-
hole puddles48,49 in graphene, induced by randomly dis-
tributed charge impurity when the global average car-
rier density is low. However, in clean samples, such as
in suspended graphene samples, where the charged im-
purities are removed upon annealing and puddle forma-
tion should be suppressed, the residual conductivity still
can be observed58–60 and hence the mechanisms essen-
tially independent of disorders are required. In previ-
ous studies, two such mechanisms were proposed. One
is the interband correlation: notwithstanding the vanish-
ing of equilibrium electron density, dc electric field ex-
cites an electron from the valence to conduction band,
resulting in a nonvanishing conductivity.50–57 The other
one is associated with the low-energy states at the edges
of samples. It was demonstrated that this edge-state
mechanism makes sizable contribution to the subgap con-
ductance in bilayer graphene even for highly imperfect
edges.? Although the residual conductivity in gapped
systems, such as in bilayer graphene,61? –67 has been ex-
tensively studied, but it is still unclear in silicene up to
2now.
In present paper, considering interband coherence, we
present a pseudohelicity-basis kinetic equation approach
to investigate the effects of electron-impurity interaction
on longitudinal conductivity as well as on the spin- and
valley-Hall conductivities in both the TI and BI states of
silicene. We find that, in addition to the intrinsic SHE
and VHE, electron-impurity interaction makes substan-
tial contributions to spin- and valley-Hall conductivities
(SHC and VHC) although these contributions are prac-
tically independent of impurity density. We also clarify
that the longitudinal residual conductivity can reach the
value of order of e2/h at low temperature if the scat-
tering is relatively weak. The dependencies of residual
conductivity and of spin- and valley-Hall conductivities
on temperature, on band gap and on chemical potential
are analyzed by considering finite-temperature screened
electron-impurity scattering.
The paper is organized as follows. In section II, we
present the kinetic equation in pseudo-helicity basis. The
numerical results are shown in Section III. Finally, we
conclude our results in section IV and append the results
within relaxation time approximation in Appendix.
II. THEORETICAL FORMULATION
Consider a 2D massive Dirac fermion with momentum
k ≡ (kx, ky) and electric charge −e in buckled silicene.
Its motion near the K or K ′ Dirac node can be described
by a Hamiltonian of the form [λησ = ∆z − ησ∆SO]
hˇησ(k) = vF (ηkxτˆx + ky τˆy) + λησ τˆz , (1)
with η = ±1 as valley index for K andK ′, and σ = ±1 as
spin index for spin up and down. τˆi (i = x, y, z) represent
the Pauli matrices, vF ≈ 0.5×10
6m/s is the Fermi veloc-
ity of Dirac fermion in silicene and the characteristic en-
ergy of intrinsic SOC is chosen to be ∆SO ≈ 3.9meV.
22,25
∆z comes from a hybridization of pz orbitals with σ
orbitals of silicon atoms and its value can be tunned
by applying external electric field along z-direction.23
Hamiltonian (1) can be diagonalized analytically: the
eigen wavefunction Ψησµk(r) (µ = ±) can be written as
Ψησµk(r) = ψησµ(k)e
ik·r with ψησµ(k) given by
ψησµ(k) =
1√
2gησ;k(gησ;k − µλησ)
(
ηµvFke
−iηϕk
gησ;k − µλησ
)
,
(2)
and the corresponding eigenvalue takes the form
εησµ(k) = µgησ;k with gησ;k ≡
√
v2F k
2 + λ2ησ . Here, k
and ϕk are the magnitude and angle of momentum k,
respectively.
It is useful to introduce a unitary transformation Uk ≡
[ψ+(k), ψ−(k)], which corresponds to a change from the
pseudospin basis to the pseudohelicity basis. By means
of this transformation, Hamiltonian (1) is diagonalized
as hˆησ(k) = U
+
k hˇησ(k)Uk = diag[εησ;+(k), εησ;−(k)].
To drive the system out of equilibrium, an electric field
E is assumed to apply in the x− y plane. In pseudospin
basis, this field can be described by a scalar potential,
V = eE · r. The portion of observed electric current
contributed from electrons with spin index σ in η val-
ley is determined by Jησ(T ) = −e
∑
k
Tr[ˇjησkρˇησ(k, T )]
with ρˇησ(k, T ) as the pseudospin-basis distribution func-
tion. jˇησk is the single-particle current in pseudospin
basis, jˇησk ≡ −e∇khˇησ(k), which has vanishing diago-
nal elements: jˇησ;x = evF ητˆx and jˇησ;y = evF τˆy . By
means of the unitary transformation Uk, Jησ(T ) can be
determined in pseudo-helicity basis via
Jησ(T ) = −e
∑
k
Tr[ˆjησkρˆησ(k, T )] (3)
with jˆησk = U
+
k jˇησkUk and ρˆησ(k, T ) = U
+
k ρˇησ(k, T )Uk
being the pseudohelicity-basis single-particle current op-
erator and distribution function, respectively. Eq. (3) can
be explicitly written as Jησ(T ) = J
(1)
ησ (T ) + J
(2)
ησ (T ) +
J
(3)
ησ (T ) with
J(1)ησ (T ) = −v
2
F e
∑
k
k
gησ;k
[ρˆησ;++(k, T )− ρˆησ;−−(k, T )],
(4)
J(2)ησ (T ) = −2vF e
∑
k
kλησ
kgησ;k
Re[ρˆησ;+−(k, T )], (5)
and
J(3)ησ (T ) = −2vF e
∑
k
η[k × n]Im[ρˆησ;+−(k, T )]/k. (6)
Here, n is the unit vector along z-axis and ρˆησ;µν(k, T )
[µ, ν = ±] are elements of matrix function ρˆησ(k, T ).
To evaluate the current, one has to determine the car-
rier distribution function. In pseudospin basis it obeys
the kinetic equation of the form[
∂
∂T
− eE ·∇k
]
ρˇησ(k, T ) + i[hˇησ(k), ρˇησ(k, T )] = −Iˇ ,
(7)
with Iˇ as the collision term. Applying the unitary trans-
formation, the kinetic equation for pseudohelicity-basis
distribution, ρˆησ(k, T ), takes the form (for the sake of
brevity, the arguments of distribution function, k and T ,
will hereafter be omitted)[
∂
∂T
− eE ·∇k
]
ρˆησ + eE · [ρˆησ, U
+
k∇kUk]
+ i[hˆησ(k), ρˆησ ] = −Iˆ. (8)
Here, Iˆ is a scattering term determined by
Iˆ =
∫
dω
2π
[Σˆr(k, ω)Gˆ<(k, ω) + Σˆ<(k, ω)Gˆa(k, ω)
−Gˆr(k, ω)Σˆ<(k, ω)− Gˆ<(k, ω)Σˆa(k, ω)], (9)
3with Gˆr,a,<(k, ω) and Σˆr,a,<(k, ω) as the retarded, ad-
vanced and ”lesser” pseudohelicity-basis Green’s func-
tions and self-energies, respectively. Note that in Eqs. (8)
and (9), the electron-impurity scattering is embedded in
Σˆr,a,<(k, ω).
Without loss of generality, we further assume that the
electric field is applied along the x-axis. Thus, the kinetic
equation, Eq. (8), can be explicitly written as (µ = ±)
(
∂
∂T
− eE ·∇k
)
ρησ;µµ + µeEvF
(
λησ cosϕk
g2ησ;k
Reρησ;+− + η
sinϕk
gησ;k
Imρησ;+−
)
= −Iˆµµ, (10)
and (
∂
∂T
− eE ·∇k
)
ρησ;+− +
eEvF
2
{
−1
g2ησ;k
[λησ cosϕk + ηigησ;k sinϕk](ρησ;++ − ρησ;−−)
−
2iηλησ sinϕk
vFkgησ;k
ρησ;+−
}
+ 2igησ;kρησ;+− = −Iˆ+−. (11)
A simplest approach to the complicated collision term
Iˆ is the relaxation time approximation (RTA). Using
it, the kinetic equation in steady-state linear-response
regime can be solved analytically. The corresponding re-
sults are presented in Appendix. Here, in order to inves-
tigate th effects of long-range electron-impurity scatter-
ing on longitudinal conductivity as well as on spin- and
valley-Hall conductivities, we employ a two-band gener-
alized Kadanoff-Baym ansatz (GKBA) to simplify the
collision term Iˆ.68,69 This ansatz, which expresses the
lesser Green’s function through the Wigner distribution
function, has been proven sufficiently accurate to analyze
transport and optical properties in semiconductors.70
Further, we consider electron-impurity scattering in the
Boltzmann limit, where the effect of electric field on Gˆr,a
is ignored and Σˆr,a and Σˆ< are considered in the self-
consistent Born approximation. After complicated but
straightforward calculation, Iˆ can be explicitly written
as
Iˆµµ = ni
∑
q
|V (k− q)|2
2πDµµ
gησ;kgησ;q
{(
Cϕk−ϕqkqv
2
F + λησ + gησ;kgησ;q
)
[ρˆησ;µµ(k) − ρˆησ;µµ(q)]
+µλησvF (qCϕk−ϕq − k)Re[ρˆησ;+−(k)]− µλησvF (kCϕk−ϕq − q)Re[ρˆησ;+−(q)] + µηSϕk−ϕqvF kgησ;qIm[ρˆησ;+−(q)]}
}
;
(12)
Iˆ+− = ni
∑
q,µ
|V (k − q)|2
πDµµ
gησ;kgησ;q
{
µ
[
λησvF
(
qCϕk−ϕq − k
)
+ ηiSϕk−ϕqvF qgησ;k
]
[ρˆησ;µµ(k)− ρˆησ;µµ(q)]
+
(
gησ;kgησ;q − λησ − Cϕk−ϕqkqv
2
F
) [
ρˆησ;+−(k) + Cϕk−ϕq ρˆησ;−+(q)
]
− kqv2FS
2
ϕk−ϕq
ρˆησ;−+(q)
}
. (13)
Here, Dµµ ≡ δ(εησµ(k) − εησµ(q)), Sϕk−ϕq ≡
sin(ϕk − ϕq), Cϕk−ϕq ≡ cos(ϕk − ϕq), ni is the impurity
density, and V (k−q) is the electron-impurity scattering
potential.
In present paper, we restrict our consideration to the
steady-state linear response regime. In connection with
this, the distribution function can be expressed as a sum
of two terms: ρˆησ ≈ ρˆ
(0)
ησ + ρˆ
(1)
ησ , where ρˆ
(0)
ησ and ρˆ
(1)
ησ ,
respectively, are the unperturbed part and the linear-
electric-field part of ρˆησ. Thus, the kinetic equation for
ρˆ
(1)
ησ (k) can be written as
− eE ·∇kρˆ
(0)
ησ;µµ = −Iˆ
(1)
µµ , (14)
and
−eEvF
2g2ησ;k
[λησ cosϕk + ηigησ;k sinϕk](ρˆ
(0)
ησ;++ − ρˆ
(0)
ησ;−−)
+ 2igησ;kρˆ
(1)
ησ;+− = −Iˆ
(1)
+−, (15)
with Iˆ(1) as the linear-electric-field part of the collision
term.
4Further, for convenience, we introduce electron and
hole distribution functions: fe;ησ(k) ≡ ρˆησ;++(k) and
fh;ησ(k) ≡ 1 − ρησ;−−(k). Their unperturbed parts
take the forms f
(0)
e;ησ(k) = nF (ε+(k)) and f
(0)
h;ησ = 1 −
nF (ε−(k)), respectively [nF (ε) = [exp[(ε− µ0)/(k0T )] +
1]−1 is the Fermi-Dirac distribution function, µ0 is
the chemical potential, and T is the lattice tempera-
ture]. The linear-electric-field parts of fe;ησ, fh;ησ and
ρˆησ;+−(k) can be obtained from Eqs. (14) and (15) by
expanding them in terms of Fourier series of momentum
angle: A(1)(k) = A(1,c)(k) cosϕ + A(1,s)(k) sinϕ with A
representing fe;ησ, fh;ησ, or ρˆησ;+−(k). The coefficients
of expansion are determined by [i = e, h]
eE
d
dk
f
(0)
i;ησ(k) = Γ1(k)f
(1,c)
i;ησ (k)− Γ2(k)Re[ρˆ
(1,c)
ησ;+−(k)]− ηΓ3(k)Im[ρˆ
(1,s)
ησ;+−(k)], (16)
0 = Γ1(k)f
(1,s)
i;ησ (k)− Γ2(k)Re[ρˆ
(1,s)
ησ;+−(k)] + ηΓ3(k)Im[ρˆ
(1,c)
ησ;+−(k)], (17)
eE
vFλησ
2g2ησ;k

∑
i=e,h
f
(0)
i;ησ(k)− 1

 = −1
2
Γ2(k)
∑
i=e,h
f
(1,c)
i;ησ (k) + Γ4(k)Re[ρˆ
(1,c)
ησ;+−(k)]− 2gησ;kIm[ρˆ
(1,c)
ησ;+−(k)], (18)
0 = −
1
2
Γ2(k)
∑
i=e,h
f
(1,s)
i;ησ (k) + Γ4(k)Re[ρˆ
(1,s)
ησ;+−(k)]− 2gησ;kIm[ρˆ
(1,s)
ησ;+−(k)], (19)
ηeEvF
2gησ;k

∑
i=e,h
f
(0)
i;ησ(k)− 1

 = −η
2
Γ3(k)
∑
i=e,h
f
(1,c)
i;ησ (k) + Γ4(k)Im[ρˆ
(1,s)
ησ;+−(k)] + 2gησ;kRe[ρˆ
(1,s)
ησ;+−(k)], (20)
and
0 =
η
2
Γ3(k)
∑
i=e,h
f
(1,s)
i;ησ (k) + Γ4(k)Im[ρˆ
(1,c)
ησ;+−(k)] + 2gησ;kRe[ρˆ
(1,c)
ησ;+−(k)]. (21)
In these equations, the scattering rates Γi(k) (i =
1, 2, 3, 4) take the forms
Γi(k) = ni
∑
q
|V (k− q)|22πδ(gησ;k − gησ;q)Bi(k,q),
(22)
where B1(k,q) ≡ (1 − Cϕk−ϕq)[1 + (λ
2
ησ +
v2FkqCϕk−ϕq)/(gησ;kgησ;q)], B2(k,q) ≡ (1 −
Cϕk−ϕq)
2λησvF q/(gησ;kgησ;q), B3(k,q) ≡
S2ϕk−ϕqvFk/gησ;q, and B4(k,q) ≡ [1 −
λ2ησ/(gησ;kgησ;q)](1 − C
2
ϕk−ϕq
).
After the coefficients of Fourier series are determined,
the charge current contributed from electrons with spin
σ in η valley, Jησ, can be obtained via
Jησ;x = −vF e
∑
k

 vFk2gησ;k
∑
i=e,h
f
(1,c)
i;ησ (k) +
λησ
gησ;k
Re[ρˆ
(1,c)
ησ;+−(k)] + ηIm[ρˆ
(1,s)
ησ;+−(k)]

 , (23)
and
Jησ;y = −vF e
∑
k

 vFk2gησ;k
∑
i=e,h
f
(1,s)
i;ησ (k) +
λησ
gησ;k
Re[ρˆ
(1,s)
ησ;+−(k)]− ηIm[ρˆ
(1,c)
ησ;+−(k)]

 . (24)
From Eq. (23) it is clear that not only the nonequilibrium distribution of electrons or holes makes nonvanishing con-
5tribution to Jησ;x, the interband correlation process in-
duced by dc electric field also contributes to the longi-
tudinal current. Due to this interband coherence, zero-
temperature Jησ;x remains finite when chemical potential
lies within the energy gap. Another interesting property
of Jησ;x is the symmetric relation: J++;x = J−−;x and
J+−;x = J−+;x, i.e. the total current of electrons with
both spins in K node and that in K ′ node are the same.
From Eq. (24) we see that the transverse current Jησ;y
is nonvanishing although the total Hall current Jy =∑
η,σ
Jησ;y is zero. The nonvanishing of Jησ;y not only di-
rectly comes from the interband coherence, i.e. from
nonvanishing of Re[ρˆ
(1,s)
ησ;+−(k)] and Im[ρˆ
(1,c)
ησ;+−(k)], it is
also associated with the nonvanishing of f
(1,s)
i;ησ (k) aris-
ing from an impurity-mediated process: due to electron-
impurity scattering, the coherence process between con-
duction and valence bands causes electrons or holes mov-
ing transversely [this can be seen from Eq. (17)]. Note
that in the formalism of transport within relaxation-time
approximation presented in Appendix, f
(1,s)
i;ησ (k) is com-
pletely absent.
It is interesting to analyze the impurity-density de-
pendencies of Jησ;x and Jησ;y in the limit ni → 0.
From Eqs. (16)-(21) it follows that when ni → 0, f
(1,s)
i;ησ ,
Reρ
(1,s)
ησ , and Imρ
(1,c)
ησ are essentially independent of ni,
while the dependencies of f
(1,c)
i;ησ , Reρ
(1,c)
ησ , and Imρ
(1,s)
ησ on
ni are quite complicated: the Laurent series of each of
these functions in the case ni → 0 contains two terms,
one is proportional to ni and another one is inversely
proportional to ni. Consequently, when ni → 0, Jησ;y
is independent of ni but Jησ;x contains two components,
Jησ;x → Cni +D/ni.
III. NUMERICAL RESULTS
Further, considering finite-temperature screened
electron-impurity scattering, we present a numerical
calculation to investigate the longitudinal transport and
spin- and valley-Hall effects. Whence linear system of
Eqs. (16)-(21) is solved, the currents Jησ;x and Jησ;y are
determined. Thus, we can obtain the total longitudinal,
spin- and valley-Hall conductivities, σxx, σ
(s)
yx , and σ
(v)
yx ,
defined as σxx = Jx/E, σ
(s)
yx =
∑
σ,η;i=1,2,3
σJ
(i)
ησ;y/(−2eE)
and σ
(v)
yx =
∑
σ,η;i=1,2,3
ηJ
(i)
ησ;y/(−2eE), respectively. In cal-
culation, a screened scattering potential due to charged
impurities is considered: V (q) = e2/[2κǫ0(q + qs)ǫ(q)]
with κ as the dielectric constant of substrate. Here,
to overcome the divergence of scattering potential in
the limit of q → 0 when µ0 lies within energy gap,
a formal cut-off parameter Λ ≡ vF qs is introduced.
ǫ(q) = 1 − v(q)Π(q, T, µ0) is the static dielectric func-
tion, v(q) = e2/(2ǫ0q) is the 2D Coulomb potential,
and Π(q, T, µ0) is the static polarization function for
chemical potential µ0 at finite temperature T . At zero
temperature Π(q, T = 0, µ0) takes the form
71–77
Π(q, T = 0, µ0) = −
µ0
2πv2F
∑
σ,η
[F (q)θ(|λησ | − µ0)
+G(q)θ(µ0 − |λησ |)] ,
with F (q) and G(q), respectively, taking the forms [kησF =√
µ20 − λ
2
ησ]
F (q) =
|λησ|
2µ0
+
v2F q
2 − 4λ2ησ
4vF qµ0
arcsin
(√
v2F q
2
v2F q
2 + 4λ2ησ
)
(25)
and
G(q) = 1− θ(q − 2kησF )
[√
q2 − 4(kησF )
2
2q
−
v2F q
2 − 4λ2ησ
4vF qµ0
arctan
(√
v2F q
2 − 4(kησF )
2v2F
2µ0
)]
.
The finite-temperature static polarization function is de-
termined via
Π(q, T, µ0) =
1
4T
∫
∞
−∞
dε
Π(q, T = 0, ε)
cosh2[(µ0 − ǫ)/(2T )]
. (26)
A. Longitudinal conductivity
In Fig. 1, we plot the dependencies of longitudinal con-
ductivity on chemical potential at various temperature.
We see that when chemical potential decreases but still
lies above the bottom of conduction band, the conduc-
tivity decreases rapidly. This is due to the fact that the
density of carriers excited by temperature exponentially
decreases. However, when µ0 decreases to near the bot-
tom of conduction band and further drops into the energy
gap [see Fig. 1(b)], the behaviors of σxx versus µ0 at rela-
tively low temperature and at high temperature are quite
different. At low temperature, the conductivity first de-
creases and then increases with a decrease of chemical
potential. When chemical potential is close to the center
of the energy gap, the conductivity finally reaches a con-
stant value of order of e2/h, forming a plateau. However,
when temperature increases, the width of this plateau
becomes shorter. It even disappears at relatively high
temperature k0T > ||∆z| − ∆SO|: in this case, the con-
ductivity first decreases and then increases when µ0 de-
creases. Note that if the chemical potential µ0 ascends
from the bottom of conduction band and goes close to
the value |∆z |+∆SO, the second conduction band is no
longer empty: gradual change of σxx with µ0 is broken
and ”dog-leg” shaped connection can be observed near
µ0 ≈ ∆z + ∆SO = 3.9meV at relatively low tempera-
tures, i.e. at T = 0.1, 0.5, 1.0K (see Fig. 1(a)).
Obviously, the low-temperature plateau values in σxx
versus µ0 depend on the strength of electron-impurity
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FIG. 1. (Color online) (a) Dependencies of longitudinal
conductivity on chemical potential at various temperatures.
From top to bottom, the lattice temperatures are T = 10.0,
8.0, 6.0, 4.0, 1.0, 0.5, and 0.1K. (b) Enlarged version of (a)
for chemical potential lying within energy gap and near the
bottom of conduction band. In these figures, ∆SO=3.9meV,
∆z = 2.0meV, and hence the bottom of conduction band
is at the energy 1.9meV, which is denoted by the verti-
cal dash lines. The impurity density is assumed to be
ni = 1 × 10
−12 m−2 and cut-off parameter is chosen to be
Λ = 2meV. In inset of (b) σxx versus µ0 at lattice tempera-
ture T = 0.001K are plotted for various impurity densities:
ni = 1× 10
12, 5× 1012, and 1× 1013 m−2.
scattering. To show this, in the inset of Fig. 1(b) we
plot the dependencies of conductivity on chemical poten-
tial for various impurity densities at temperature T =
0.001K. It can be seen that the values of residual con-
ductivity increase when the strength of electron-impurity
ascends. Note that our approach is valid only for rela-
tively clean samples (i.e. for small ni). If impurity den-
sity further increases, one has to consider the collisional
broadening effect induced by electron-impurity interac-
tion on transport, which is beyond the scope of present
study.
When a chemical potential increases across the bot-
tom of conduction band, the metal-insulator transition
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FIG. 2. (Color online) Dependencies of longitudinal conduc-
tivity on temperature for various chemical potentials: µ0=0,
0.5, 1.0, 1.5, 1.85, 1.9, and 2.0meV. Other parameters are the
same as in Fig. 1.
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FIG. 3. (Color online) σxx versus ∆z at various lattice tem-
peratures: T=0.1, 2, 4, 6, and 10K. Other parameters are the
same as in Fig. 1.
(MIT) is expected to be observed. To demonstrate this,
in Fig. 2 we plot the dependencies of longitudinal conduc-
tivity on temperature for various chemical potentials. We
find that when temperature increases, the conductivity
first decreases from the residual-conductivity value and
then increases when µ0 lies within the energy gap, while
it monotonically increases in the case µ0 > ||∆z | −∆SO|.
Note that the observed descent of σxx with an ascent of
T for µ0 < ||∆z| −∆SO| is associated with temperature
dependence of screening of electron-impurity scattering.
In previous studies on MIT in conventional 2D electron
systems, finite-temperature screening plays a key role in
mechanism proposed by Das Sarma and Hwang.78–80 In
Fig. 2, we also can see that when µ0 lies within the energy
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FIG. 4. (Color online) Intrinsic (a) as well as intrinsic and
extrinsic (b) spin-Hall conductivities versus ∆z at various lat-
tice temperatures: T=0.1, 2, 4, 6, and 10K. (c) σ
(s)
xy versus
∆z at T = 0.1K for various impurity densities: ni = 1×10
12 ,
5 × 1012, and 1 × 1013 m−2. Other parameters in (a)-(c) are
the same as in Fig. 1.
gap and it is far from the bottom of conduction band (in
our case, µ0=0, 0.5, 1.0, 1.5meV), a plateau is formed
in σxx versus T when temperature increases from zero.
This implies that for such chemical potentials and lattice
temperatures, the interband correlation makes dominant
contribution to total conductivity. When chemical po-
tential further ascends and is close to the bottom of con-
duction bands, the plateau becomes smaller and finally
disappears.
In silicene, due to the specific buckled structure, ∆z
can be tunned by applying an electric field perpendicular
to the plane of atoms. In Fig. 3, we plot the dependen-
cies of longitudinal conductivity on ∆z at various lattice
temperatures in the case µ0 = 0. We can see that when
∆z goes close to ∆SO from both the left and right sides,
(i.e. the energy gap decreases), conductivity monoton-
ically increases at relatively low temperature (T = 0.1
and 2K) while it first decreases and then increases at
high temperature (at T = 4, 6, and 10K).
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FIG. 5. (Color online) Intrinsic (a) as well as intrinsic and
extrinsic (b) valley-Hall conductivities versus ∆z at various
lattice temperatures. (c) σ
(v)
xy versus ∆z at T = 0.1K for
various impurity densities. Other parameters in (a)-(c) are
the same as in Fig. 1.
B. Spin- and Valley-Hall effects
When |∆z | changes across ∆SO, the topological phase
transition may occur and the spin- and valley-Hall con-
ductivities are expected to change abruptly. In Figs. 4
and 5, we plot the dependencies of SHC and VHC on
∆z at various temperatures. From Figs. 4(a) and 5(a),
it is clear that at low temperature, the intrinsic SHC is
nonvanishing only when |∆z | < ∆SO, while the intrinsic
VHC is nonvanishing only in the case |∆z | > ∆SO and
its sign changes with the change of sign of ∆z . Their
nonvanishing values are universal: σ
(s)
yx = e/(2π) for
|∆z| < ∆SO; |σ
(v)
yx | = e/h for |∆z | > ∆SO. When tem-
perature increases, the sharp changes of σ
(s)
yx and σ
(v)
yx
near |∆z | = ∆SO are smeared out. From Figs. 4(b)
and 5(b), we see that the electron-impurity scattering
makes additional contribution to the total σ
(s)
yx and σ
(v)
yx :
the plateau values of σ
(s)
yx and of σ
(v)
yx , respectively, are
σ
(s)
yx ≈ 1.67e/(2π) (for |∆z | < ∆SO) and |σ
(v)
yx | ≈ 1.53e/h
(for |∆z | > ∆SO). At the same time, differing from the
intrinsic SHC and VHC, σ
(s)
yx no longer vanishes when
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FIG. 6. (Color online) Temperature dependencies of total
spin- (a) and valley-Hall (b) conductivities for various chemi-
cal potentials. In (a), from top to bottom, the chemical poten-
tials are µ0 = 0, 0.5, 1.0, 1.5, 1.85, 1.9, 2.0, 2.1, and 2.2meV,
respectively. Other parameters in (a) and (b) are the same as
in Fig. 1.
|∆z | > ∆SO and σ
(v)
yx is also finite in the case |∆z | < ∆SO
at relatively low temperature: when |∆z | increases from
the case |∆z | < ∆SO to the case |∆z| > ∆SO, σ
(s)
yx first in-
creases from the plateau value, quickly falls to a negative
value and then increases towards zero. Such peak-dip
structure also can be observed in σ
(v)
yx versus ∆z near
|∆z | = ∆SO. When temperature ascends, the peak-dip
features in ∆z-dependencies of σ
(s)
yx and σ
(v)
yx are gradu-
ally smeared out and finally disappear, but the drastic
change of values near phase-transition point still can be
observed.
Obviously, the plateau values of spin- and valley-Hall
conductivity are no longer universal in the presence of
electron-impurity scattering. In Figs. 4(c) and 5(c), we
plot the total spin- and valley-Hall conductivities versus
∆z for various impurity density. It is clear that although
the electron-impurity scattering makes substantial con-
tribution to spin- and valley-Hall conductivities, the val-
ues of total σ
(s)
yx and σ
(v)
yx slightly depend on the impurity
density. This can be seen from the fact that in the limit
of ni → 0, f
(1,s)
ησ , Reρ
(1,s)
ησ , and Imρ
(1,c)
ησ is essentially in-
dependent of impurity density.
It is interesting to analyze the temperature depen-
dencies of total spin- and valley-Hall conductivities for
various chemical potentials, which are plotted in Fig. 6.
When temperature increases, the spin-Hall conductivity
decreases in the case |µ0| > ||∆z|−∆SO| while it increases
for |µ0| < ||∆z| −∆SO|, exhibiting a crossover behavior
due to ”metal-insulator transition”. In contrast to this,
the valley-Hall conductivity monotonically increases with
an increase of temperature for µ0 > ||∆z| −∆SO|. In the
case |µ0| increases across the bottom of conduction band,
it rapidly reduces towards zero.
IV. CONCLUSIONS
Linear longitudinal transport as well as spin- and
valley-Hall effects in silicene have been investigated by
means of a pseudohelicity-basis kinetic equation ap-
proach. A numerical calculation was carried out by con-
sidering finite-temperature-screened electron-impurity
scattering. We found that, when the density of equi-
librium carriers vanishes, the low-temperature longitu-
dinal conductivity still is nonvanishing. This residual
conductivity strongly depends on the electron-impurity
scattering and leads to a plateau in the dependence of
conductivity on chemical potential at relatively low tem-
perature. We also clarified that the electron-impurity
interaction makes substantial contribution to the total
spin- and valley-Hall conductivities, although the values
of these condictivities are almost independent of impurity
density. The temperature dependencies of longitudinal
conductivity and of spin- and valley-Hall conductivities
for various chemical potentials were also carried out. We
found that the changes of σxx and σ
(s)
yx with temperature
are quite different for chemical potentials lying below and
above the bottom of conduction band, and they exhibit
crossover behaviors due to metal-insulator transition.
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Appendix: Steady-state linear transport within
relaxation time approximation
In the relaxation time approximation, the scattering
term can be written as Iˆµν = Γµν(ρησ;µν − ρ
(0)
ησ;µν) with
9Γµν as the formal parameters of scattering rates. The el-
ements of unperturbed distribution function, ρ
(0)
ησ;µν , take
the forms: ρˆ
(0)
ησ;µµ = nF (εησµ(k)) and ρˆ
(0)
ησ;µν = 0 if µ 6= ν.
From Eqs. (14) and (15) it follows that ρˆ
(1)
ησ;+− takes
the form
ρˆ
(1)
ησ;+−(k) =
eEvF (λησ cosϕk + ηigησ;k sinϕk)
2g2ησ;k(Γ+− + 2igησ;k)
× [ρˆ
(0)
ησ;++(k)− ρˆ
(0)
ησ;−−(k)],
and ρˆ
(1)
ησ;µµ(k) are given by
ρˆ(1)ησ;µµ(k) =
eE cosϕk
Γµµ
d
dk
ρˆ(0)ησ;µµ(k). (A.1)
Hence, the components of longitudinal current Jησ;x,
J
(i)
ησ;x (i = 1, 2, 3), are determined via
J (1)ησ;x = −v
4
F e
2E
∑
k,µ
k2
2Γµµg2ησ;k
∂ρˆ
(0)
ησ;µµ(k)
∂εησµ(k)
, (A.2)
J (2)ησ;x = −e
2Eλ2ησv
2
FΓ+−
∑
k
ρˆ
(0)
ησ;++(k)− ρˆ
(0)
ησ;−−(k)
2g3ησ;k(Γ
2
+− + 4g
2
ησ;k)
,
(A.3)
and
J (3)ησ;x = −e
2Ev2FΓ+−
∑
k
[ρˆ
(0)
ησ;++(k)− ρˆ
(0)
ησ;−−(k)]
2gησ;k[Γ2+− + 4g
2
ησ;k]
.
(A.4)
Obviously, J
(1)
ησ;y = 0 but J
(2)
ησ;y and J
(3)
ησ;y are finite due
to nonvanishing of ρˆησ;+−:
J (2)ησ;y = J
(3)
ησ;y = −ηe
2Eλησv
2
F
∑
k
ρˆ
(0)
ησ;++(k)− ρˆ
(0)
ησ;−−(k)
gησ;k(Γ2+− + 4g
2
ησ;k)
.
(A.5)
From Eqs. (A.3) and (A.4) it is clear that the interband
correlation makes nonvanishing contribution to longitu-
dinal current, which is proportional to Γ+−, i.e. the scat-
tering rate. This is significantly different from the contri-
bution to current from the nonequilibrium electrons and
holes [Eq. (A.2)], which is proportional to the relaxation
time, i.e., 1/Γµµ.
Another interesting result obtained from Eqs. (A.3)
and (A.4) is that J2x and J3x remain nonvanishing even
when the equilibrium densities of electrons and holes are
zero. To carry out this residual conductivity, we con-
sider the case in which the lattice temperature tends
to zero and the chemical potential lies within the en-
ergy gap: |µ0| < ||∆z| − ∆SO|. Obviously, J
(1)
ησ;x van-
ishes since there is no electron near the Fermi surface:
∂ρˆ(0)ησ;µµ(k)
∂εµk
= −δ(εησµ(k) − µ0) → 0. However, J
(2)
ησ;x and
J
(3)
ησ;x are nonvanishing and take finite values. Using the
fact that ρˆ
(0)
ησ;++(k) − ρˆ
(0)
ησ;−−(k) = −1 at T = 0, we
obtain the conductivity associated with J
(2)
ησ;x and J
(3)
ησ;x
(σ
(2)
xx ≡
∑
η,σ
J
(2)
ησ;x/E, σ
(3)
xx ≡
∑
η,σ
J
(3)
ησ;x/E)
σ(2)xx
∣∣∣
T=0
=
∑
η,σ
v2Fλ
2
ησΓ+−e
2
4π
∫
∞
0
kdk
g3ησ;k[Γ
2
+− + 4g
2
ησ;k]
=
∑
ησ
e2|λησ |
4πΓ2+−
{|λησ |[2 arctan(2|λησ|/Γ+−)− π]
+Γ+−} , (A.6)
and
σ(3)xx
∣∣∣
T=0
=
∑
η,σ
v2FΓ+−e
2
4π
∫
∞
0
kdk
gησ;k[Γ2+− + 4g
2
ησ;k]
=
e2
16π
∑
η,σ
[π − 2 arctan(2|λησ|/Γ+−)]. (A.7)
From Eqs. (A.6) and (A.7) we clarify that the resid-
ual conductivity depends on the factor Γ+−/λησ. In
the case of small Γ+−/λησ for any η and σ, we
have σ
(2)
xx
∣∣∣
T=0
≈
∑
η,σ
e2Γ+−/(48π|λησ|) and σ
(3)
xx
∣∣∣
T=0
≈∑
η,σ
e2Γ+−/(16π|λησ|). Thus, the total residual conduc-
tivity takes the form σxx|T=0 = σ
(2)
xx
∣∣∣
T=0
+ σ
(3)
xx
∣∣∣
T=0
=∑
η,σ
e2Γ+−/(12π|λησ|), which depends on scattering and
on λησ. In the opposite limit, i.e. in the case of
small λησ/Γ+− for any η and σ, σ
(2)
xx
∣∣∣
T=0
≈ 0 and
σ
(3)
xx
∣∣∣
T=0
≈ e2/4 = (π/8)(e2/h) reduces to a universal
value. Note that in the previous investigation on trans-
port of zero-gap Dirac fermions, various values of con-
ductivity have been obtained.6
It is interesting to analyze the spin- and valley-
Hall conductivities within relaxation time approxima-
tion. From (A.5) we find that, when µ0 lies within the en-
ergy gap, zero-temperature σ
(s)
yx and σ
(v)
yx take the forms
σ(s)yx
∣∣∣
T=0
= −e
∑
η,σ
ησ
λησ
8πΓ+−
[π − 2 arctan(2|λησ|/Γ+−)]
(A.8)
and
σ(v)yx
∣∣∣
T=0
= −e
∑
η,σ
λησ
8πΓ+−
[π − 2 arctan(2|λησ|/Γ+−)]
(A.9)
respectively. In the clean limit Γ+−/|λησ| →
0, spin-Hall conductivity reduces to σ
(s)
yx
∣∣∣
T=0
=
−e/(8π)
∑
η,σ ησλησ/|λησ|, which takes the value
σ(s)yx
∣∣∣
T=0
→
{
e/(2π) |∆z| < ∆SO
0 |∆z| > ∆SO
. (A.10)
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In the same way, σ
(v)
yx
∣∣∣
T=0
can be obtained when
Γ+−/|λησ| → 0:
σ(v)yx
∣∣∣
T=0
= −e/(8π)
∑
η,σ
λησ/|λησ|
=


−e/(2π) ∆z > ∆SO
0 |∆z | < ∆SO
e/(2π) ∆z < −∆SO
. (A.11)
These results agree with the previous studies: when the
values of |∆z | changes from |∆z | < ∆SO to |∆z | >
∆SO, the spin-Hall effect vanishes while valley-Hall ef-
fect appears.27,29,32
∗ liusy@sjtu.edu.cn
1 K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang,
Y. Zhang, S. V. Dubonos, I. V. Grigorieva, and A. A.
Firsov, Science 306, 666 (2004).
2 K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang,
M. I. Katsnelson, I. V. Grigorieva, S. V. Dubonos, and
A. A. Firsov, Nature 438, 197 (2005).
3 Y. Zhang, Y.-W. Tan, H. L. Stormer, and P. Kim,
Nature 438, 201 (2005).
4 Y. Zhang, J. P. Small, M. E. S. Amori, and P. Kim,
Phys. Rev. Lett. 94, 176803 (2005).
5 A. Castro Neto, F. Guinea, N. Peres, K. Novoselov, and
A. Geim, Rev. Mod. Phys. 81, 109 (2009).
6 S. Das Sarma, S. Adam, E. Hwang, and E. Rossi,
Rev. Mod. Phys. 83, 407 (2011).
7 D. N. Basov, M. M. Fogler, A. Lanzara, F. Wang, and
Y. Zhang, Rev. Mod. Phys. 86, 959 (2014).
8 P. Wallace, Phys. Rev. 71, 622 (1947).
9 G. W. Semenoff, Phys. Rev. Lett. 53, 2449 (1984).
10 F. D. M. Haldane, Phys. Rev. Lett. 61, 2015 (1988).
11 Y. Yao, F. Ye, X.-L. Qi, S.-C. Zhang, and Z. Fang,
Phys. Rev. B 75, 041401 (2007).
12 G. G. Guzma´n-Verri and L. C. Lew Yan Voon,
Phys. Rev. B 76, 075131 (2007).
13 S. Lebe`gue and O. Eriksson,
Phys. Rev. B 79, 115409 (2009).
14 P. De Padova, C. Quaresima, C. Ottaviani, P. M.
Sheverdyaeva, P. Moras, C. Carbone, D. Topwal,
B. Olivieri, A. Kara, H. Oughaddou, B. Aufray, and
G. Le Lay, Appl. Phys. Lett. 96, 261905 (2010).
15 B. Lalmi, H. Oughaddou, H. Enriquez,
A. Kara, S. Vizzini, B. Ealet, and B. Aufray,
Appl. Phys. Lett. 97, 223109 (2010).
16 P. De Padova, C. Quaresima, B. Olivieri, P. Perfetti, and
G. Le Lay, Appl. Phys. Lett. 98, 081909 (2011).
17 P. Vogt, P. De Padova, C. Quaresima, J. Avila,
E. Frantzeskakis, M. C. Asensio, A. Resta, B. Ealet, and
G. Le Lay, Phys. Rev. Lett. 108, 155501 (2012).
18 A. Fleurence, R. Friedlein, T. Ozaki, H. Kawai,
Y. Wang, and Y. Yamada-Takamura,
Phys. Rev. Lett. 108, 245501 (2012).
19 C.-L. Lin, R. Arafune, K. Kawahara, N. Tsukahara,
E. Minamitani, Y. Kim, N. Takagi, and M. Kawai,
Appl. Phys. Express 5, 045802 (2012).
20 A. Kara, H. Enriquez, A. P. Seitsonen, L. L. Y.
Voon, S. Vizzini, B. Aufray, and H. Oughaddou,
Surf. Sci. Rep. 67, 1 (2012).
21 C.-C. Liu, W. Feng, and Y. Yao,
Phys. Rev. Lett. 107, 076802 (2011).
22 C.-C. Liu, H. Jiang, and Y. Yao,
Phys. Rev. B 84, 195430 (2011).
23 Z. Ni, Q. Liu, K. Tang, J. Zheng, J. Zhou, R. Qin, Z. Gao,
D. Yu, and J. Lu, Nano Lett. 12, 113 (2012).
24 N. D. Drummond, V. Zo´lyomi, and V. I. Fal’ko,
Phys. Rev. B 85, 075423 (2012).
25 M. Ezawa, New J. Phys. 14, 033003 (2012).
26 Y. Cai, C.-P. Chuu, C. M. Wei, and M. Y. Chou,
Phys. Rev. B 88, 245408 (2013).
27 M. Tahir, A. Manchon, K. Sabeeh, and U. Schwingen-
schlo¨gl, Appl. Phys. Lett. 102, 162412 (2013).
28 L. Stille, C. J. Tabert, and E. J. Nicol,
Phys. Rev. B 86, 195405 (2012).
29 C. J. Tabert and E. J. Nicol,
Phys. Rev. B 87, 235426 (2013).
30 X.-T. An, Y.-Y. Zhang, J.-J. Liu, and S.-S. Li,
Appl. Phys. Lett. 102, 043113 (2013).
31 A. Dyrda l and J. Barnas´,
Phys. Status Solidi RRL 6, 340 (2012).
32 V. Vargiamidis, P. Vasilopoulos, and G.-Q. Hai,
J. Phys.: Condens. Matter 26, 345303 (2014).
33 J. E. Hirsch, Phys. Rev. Lett. 83, 1834 (1999).
34 S. Murakami, N. Nagaosa, and S.-C. Zhang,
Science 301, 1348 (2003).
35 J. Sinova, D. Culcer, Q. Niu, N. A. Sinit-
syn, T. Jungwirth, and A. H. MacDonald,
Phys. Rev. Lett. 92, 126603 (2004).
36 J. I. Inoue, G. E. W. Bauer, and L. W. Molenkamp,
Phys. Rev. B 70, 041303 (2004).
37 E. G. Mishchenko, A. V. Shytov, and B. I. Halperin,
Phys. Rev. Lett. 93, 226602 (2004).
38 O. Chalaev and D. Loss, Phys. Rev. B 71, 245318 (2005).
39 R. Raimondi and P. Schwab,
Phys. Rev. B 71, 033311 (2005).
40 O. V. Dimitrova, Phys. Rev. B 71, 245327 (2005).
41 S. Y. Liu, X. L. Lei, and N. J. M. Horing,
Phys. Rev. B 73, 035323 (2006).
42 S. Adam, E. H. Hwang, V. M. Galitski, and S. Das Sarma,
Proc. Natl. Acad. Sci. USA 104, 18392 (2007).
43 V. V. Cheianov, V. I. Fal’ko, B. L. Altshuler, and I. L.
Aleiner, Phys. Rev. Lett. 99, 176801 (2007).
44 M. M. Fogler, Phys. Rev. Lett. 103, 236801 (2009).
45 M. M. Fogler, D. S. Novikov, and B. I. Shklovskii,
Phys. Rev. B 76, 233402 (2007).
46 E. Rossi and S. Das Sarma,
Phys. Rev. Lett. 101, 166803 (2008).
47 E. Rossi, S. Adam, and S. Das Sarma,
Phys. Rev. B 79, 245423 (2009).
48 J. Martin, N. Akerman, G. Ulbricht, T. Lohmann,
J. H. Smet, K. von Klitzing, and A. Yacoby,
Nat. Phys. 4, 144 (2007).
49 Y. Zhang, V. W. Brar, C. Girit, A. Zettl, and M. F.
Crommie, Nat. Phys. 5, 722 (2009).
11
50 M. Auslender and M. I. Katsnelson,
Phys. Rev. B 76, 235425 (2007).
51 M. Trushin and J. Schliemann,
Phys. Rev. Lett. 99, 216602 (2007).
52 J. Kailasvuori, B. Sˇop´ık, and M. Trushin,
J. Stat. Mech.-Theory E 2013, P12006 (2013).
53 D. Culcer and R. Winkler,
Phys. Rev. B 78, 235417 (2008).
54 S. Y. Liu, X. L. Lei, and N. J. M. Horing,
J. Appl. Phys. 104, 043705 (2008).
55 J. Kailasvuori and M. C. Lu¨ffe,
J. Stat. Mech.-Theory E 2010, P06024 (2010).
56 M. I. Katsnelson, 51, 157 (2006).
57 D. Dragoman, Phys. Scripta 81, 035702 (2010).
58 K. I. Bolotin, K. J. Sikes, J. Hone, H. L. Stormer, and
P. Kim, Phys. Rev. Lett. 101, 096802 (2008).
59 K. Bolotin, K. Sikes, Z. Jiang, M. Klima, G. Fu-
denberg, J. Hone, P. Kim, and H. Stormer,
Solid State Commun. 146, 351 (2008).
60 X. Du, I. Skachko, A. Barker, and E. Y. Andrei,
Nat. Nanotechnol. 3, 491 (2008).
61 M. I. Katsnelson, 52, 151 (2006).
62 S. Adam and S. Das Sarma,
Phys. Rev. B 77, 115436 (2008).
63 S. Adam and M. D. Stiles,
Phys. Rev. B 82, 075423 (2010).
64 B. E. Feldman, J. Martin, and A. Yacoby,
Nat. Phys. 5, 889 (2009).
65 S. Das Sarma, E. H. Hwang, and E. Rossi,
Phys. Rev. B 81, 161407 (2010).
66 M. Trushin, J. Kailasvuori, J. Schliemann, and A. H. Mac-
Donald, Phys. Rev. B 82, 155308 (2010).
67 M. Trushin, Europhys. Lett. 98, 47007 (2012).
68 P. Lipavsky´, V. Sˇpicˇka, and B. Velicky´,
Phys. Rev. B 34, 6933 (1986).
69 H. Haug, Phys. Status Solidi (b) 173, 139 (1992).
70 H. Haug and A.-P. Jauho, Quantum Kinetics in Transport
and Optics of Semiconductors, edited by H. Haug and A.-
P. Jauho (Springer-Verlag, 2008).
71 T. W. Appelquist, M. Bowick, D. Karabali, and L. C. R.
Wijewardhana, Phys. Rev. D 33, 3704 (1986).
72 V. N. Kotov, V. M. Pereira, and B. Uchoa,
Phys. Rev. B 78, 075433 (2008).
73 D. V. Khveshchenko, J. Phys.: Condens. Matter 21, 075303 (2009).
74 P. K. Pyatkovskiy, J. Phys.: Condens. Matter 21, 025506 (2009).
75 J.-N. Zhang, Phys. Scripta 83, 035002 (2011).
76 C. J. Tabert and E. J. Nicol,
Phys. Rev. B 89, 195410 (2014).
77 B. Van Duppen, P. Vasilopoulos, and F. M. Peeters,
Phys. Rev. B 90, 035142 (2014).
78 S. Das Sarma and E. H. Hwang,
Phys. Rev. Lett. 83, 164 (1999).
79 S. Das Sarma and E. H. Hwang,
Phys. Rev. B 68, 195315 (2003).
80 S. Das Sarma and E. H. Hwang,
Phys. Rev. B 69, 195305 (2004).
