Dwell-time stability and stabilization conditions for linear positive
  impulsive and switched systems by Briat, Corentin
Dwell-time stability and stabilization conditions for linear positive
impulsive and switched systems
Corentin Briat
Department of Biosystems Science and Engineering, ETH Zu¨rich, Switzerland.
Abstract
Several results regarding the stability and the stabilization of linear impulsive positive systems under arbi-
trary, constant, minimum, maximum and range dwell-time are obtained. The proposed stability conditions
characterize the pointwise decrease of a linear copositive Lyapunov function and are formulated in terms
of finite-dimensional or semi-infinite linear programs. To be applicable to uncertain systems and to control
design, a lifting approach introducing a clock-variable is then considered in order to make the conditions
affine in the matrices of the system. The resulting stability and stabilization conditions are stated as infinite-
dimensional linear programs for which three asymptotically exact computational methods are proposed and
compared with each other on numerical examples. Similar results are then obtained for linear positive
switched systems by exploiting the possibility of reformulating a switched system as an impulsive system.
Some existing stability conditions are retrieved and extended to stabilization using the proposed lifting
approach. Several examples are finally given for illustration.
Keywords: Positive systems; impulsive systems; switched systems; clock-dependent conditions
1. Introduction
Linear positive systems [1] have been recently the subject of an increasing attention because of their
natural ability to represent many real-world processes such as, among others, communication networks [2, 3],
biological networks [4–7], epidemiological networks [4, 8], disease dynamics [9], etc. Besides their applicative
potential, linear positive systems have been shown to exhibit a number of interesting theoretical properties
of independent interest. For instance, it is now well-known that linear copositive Lyapunov functions can
be used in order to formulate exact stability conditions taking the form of linear programs [10]. The design
of structured and bounded state-feedback controllers [11, 12] and certain classes of static output feedback
controllers [13] are known to be convex and hence easily tractable. The Lp-gains for p = 1, 2,∞ can
be exactly computed using convex programming and these gains are identical to the p-norm of the static
matrix-gain of the system [14, 15]. The famous Kalman-Yakubovich-Popov Lemma has been shown to admit
a linear formulation in this setting [16]. Robust analysis results also nicely extends and simplifies in this
context, and often becomes necessary and sufficient criteria for stability [12, 15, 17–19]. Their generalization
to delay-systems with discrete-delays also led to the surprise that the system is stable if and only if the
system with zero delay is stable [12, 20–23]. Extensions to deterministically [24–27] or stochastically [28, 29]
switched systems have also been considered. Positive systems have also been recently used as (conservative)
comparison systems for establishing the stability of various classes of systems such as systems with delays
[30–33]. Finally, the design of interval observers heavily relies on the use of positive systems theory [34–
36]. It was notably shown in [36] that the observer-gain that minimizes the L∞-gain of map between the
disturbance input and the observation error is independent of the output matrices of the error system.
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We consider here the case of linear positive impulsive systems, a class of systems that seems to have
been quite overlooked until now as only very few results can be found; see e.g. [37–39]. Such systems can
be used to represent certain classes biochemical, population or epidemiological models having deterministic
jumps in their dynamics. They can also be used to represent processes that can be represented as linear
positive switched systems; see e.g. [27] for some examples including epidemiology [40–42], traffic congestion
models [43], etc. Impulsive systems are also known to be able to exactly represent sampled-data systems as
emphasized in [44–47]. Such systems are also interesting from a theoretical standpoint as they can be useful
for the analysis and design of interval observers for linear impulsive systems (and hence sampled-data and
switched systems) or for analyzing the stability of nonlinear impulsive, switched and sampled-data systems;
see e.g. [37].
The goal of this paper is hence the derivation of novel stability and stabilization conditions for linear
positive impulsive systems using the concepts of arbitrary, constant, minimum, maximum and range dwell-
times. The concept of minimum dwell-time has been introduced by Morse in [48] in order to formulate
stability conditions for general (i.e. not necessarily positive) switched systems. The concept of average
dwell-time has been proposed in [49] in order to obtained less conservative conditions that by using minimum
dwell-time conditions. Since then, a large body of the literature has been focusing on these concepts as a
way to efficiently characterize the stability of switched systems or, more generally, the stability of hybrid
systems; see e.g. [50]. The notion of minimum dwell-time has been revisited in [51] where novel sufficient
LMI conditions derived from mode-dependent quadratic Lyapunov functions were proposed. Based on a
theoretical result proved in [52], these conditions were later extended and made necessary and sufficient
in [53] through the consideration of mode-dependent homogeneous Lyapunov functions. Analogous results
using polyhedral Lyapunov functions have been also obtained in [54]. Unfortunately, these conditions were
inapplicable to uncertain systems and to control design because of their complex nonlinear dependency in
the matrices of the system. This problem motivated the introduction of the so-called looped-functionals,
a particular class of indefinite (i.e. not necessarily positive definite) functionals having the advantage of
reformulating the complex conditions of [51] into conditions being linear in the matrices of the system; see
e.g. [55–57], thereby extending the scope of the conditions to uncertain and nonlinear systems. Yet, these
conditions were difficult to apply in the context of control design because of the presence of multiple products
between decision matrices and the matrices of the system; see e.g. [56–59]. Clock-dependent conditions have
been shown to provide an essential framework for solving this latter problem as they produce stability
conditions that are linear/convex in the matrices of the system and can be used for design purposes. Their
computational complexity has also been shown to be much lower than that of looped-functionals [59]. Since
then, clock-dependent conditions have been used for the analysis and control of switched, impulsive, sampled-
data and LPV systems; see e.g. [47, 60–68]. Such results have also been applied to more practical problems
such as fault tolerant control [69, 70] or estimation [62, 71].
The first part of the paper is similar to the ones in [47, 72] where stability conditions are formulated
in terms of the decrease of a Lyapunov function of a given type. Unlike in the previous references where
quadratic Lyapunov functions are involved, we exploit here the positivity of the system and consider a linear
copositive Lyapunov function [10]. The resulting conditions are stated in terms of finite-dimensional linear
programs or semi-infinite dimensional linear programs, which are then relaxed into clock-dependent condi-
tions using a lifting approach similar to that of [47, 59, 65, 66]. Since linear copositive Lyapunov functions
are used here, the clock-dependent conditions consist of infinite-dimensional linear programs. This has to be
contrasted with the fact that when quadratic Lyapunov functions are used, clock-dependent conditions take
the form of infinite-dimensional semidefinite programs, which may be harder to solve that their linear coun-
terpart. Three possible ways for efficiently checking these conditions are then proposed. The first one relies
on a discretization approach which is largely inspired from [60] and where the infinite-dimensional decision
variable is assumed to be continuous and piecewise linear. This method has also been considered, in turn,
in [59, 61, 62, 64, 67, 73]. By doing so, the infinite-dimensional program becomes finite-dimensional and can
be solved using conventional algorithms such as interior point methods; see e.g. [74]. The second method is
based on Handelman’s theorem [75] which characterizes the positivity of a given polynomial on a compact
polytope by formulating it as a nonnegative linear combination of products of the (affine) basis functions
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that describe the polytope. This result has been applied in various contexts [12, 15, 76, 77] and, notably, for
characterizing the robust stability of uncertain linear positive systems in [12, 15]. An important property
of this approach is that the obtained characterization for the positivity of the polynomial can be exactly
formulated as a finite-dimensional linear program, which can again be solved using well-known approaches.
Finally, the last one is based on Putinar’s Positivstellensatz [78] which characterizes the positivity of a given
polynomial on a compact semialgebraic set by formulating it as a weighted linear combination of the basis
functions that describe the set and where the weights are sum of squares polynomials. The resulting prob-
lem takes, in this case, the form of a finite-dimensional semidefinite program [79] that can be solved using
standard semidefinite programming solvers such as SeduMi [80] or SDPT3 [81] used in conjunction with the
package SOSTOOLS [82]. It is notably emphasized that these relaxations are asymptotically exact meaning
that when the discretization order, the number of products of basis functions or the degree of the sum of
squares weights are sufficiently large, then the relaxed problem is feasible if the original one is. Several
examples are considered in order to demonstrate the practicality of the relaxed conditions and to compare
them in terms of number of variables and solving time. The results are then extended to control design
by considering the clock-dependent conditions and the dual impulsive system [27, 83]. By finally exploiting
the possibility of formulating a switched system as an impulsive system, we derive a number of stability
conditions for linear positive switched systems. Notably, we recover stability conditions similar to those in
[26, 27] which are the positive counterpart of those obtained in [51] in the context of general linear switched
systems while some other ones seem to be new. Novel stabilization conditions under arbitrary, minimum
and mode-dependent range dwell-time conditions are then obtained and illustrated through few examples.
Outline. The structure of the paper is as follows: in Section 2 preliminary definitions and results are given.
Section 3 is devoted to the dwell-time stability analysis of linear positive impulsive systems while Section 4
addresses their stabilization. These results are then applied to switched systems in Section 5.
Notations. The cone of positive (nonnegative) vectors of dimension n are denoted by Rn>0 (Rn≥0). The set
of diagonal matrices of dimension n is denoted by Dn and that of diagonal matrices with positive diagonal
elements by Dn0. For a set of matrices {A1, . . . , AN} of compatible dimensions, we define diagi(Ai) to be
the block diagonal matrix with the Ai’s as diagonal blocks and by coli(Ai) the matrix consisting of the Ai’s
stacked in column. The n-dimensional vector of ones is denoted by 1n.
2. Preliminaries
Let us consider here the following class of linear impulsive system:
x˙(t) = Ax(t), t 6= tk
x(t+) = Jx(t), t = tk
x(t0) = x0
(2.1)
where x, x0 ∈ Rn≥0 are the state of the system and its initial condition, respectively. The notation x(t+) is
a shorthand for lims↓t x(s), i.e. the trajectories are assumed to be left-continuous. The sequence of impulse
instants {tk}k∈N is assumed to be strictly increasing and to grow unboundedly. As a consequence, it does
not admit any accumulation point and may not lead to any Zeno behavior for dynamics of the system. Note
that this assumption is not restrictive for the current paper as we only focus here on dwell-time results. We
define the dwell-times as the values Tk := tk+1 − tk, k ∈ N.
The following result states necessary and sufficient conditions for the impulsive system (2.1) to be positive:
Proposition 2.1. The following statements are equivalent:
(a) The system (2.1) is positive; i.e. for any x0 ≥ 0, we have that x(t) ≥ 0 for all t ≥ 0.
(b) The matrix A is Metzler (all its off-diagonal entries are nonnegative) and J is nonnegative.
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The following result establishes conditions for which a Metzler matrix is Hurwitz stable:
Proposition 2.2 ([1, 84]). Let A ∈ Rn×n be a Metzler matrix. Then, the following statements are equiva-
lent:
(a) A is Hurwitz stable;
(b) A is nonsingular and A−1 ≤ 0;
(c) There exists a λ ∈ Rn>0 such that λ>A < 0;
(d) There exists a µ ∈ Rn>0 such that Aµ < 0;
Similarly, the next result establishes conditions for which a nonnegative matrix is Schur stable:
Proposition 2.3. Let B ∈ Rn×n be a nonnegative matrix. Then, the following statements are equivalent:
(a) B is Schur stable;
(b) B − In is Hurwiz stable;
(c) There exists a λ ∈ Rn>0 such that λ>(B − In) < 0;
(d) There exists a µ ∈ Rn>0 such that (B − In)µ < 0;
The following generic stability result will be important in the sequel:
Proposition 2.4. Let the sequence {tk}k∈N for the system (2.1) be given and assume that it satisfies the
strict increase and unboundedness conditions. Then, the following statements are equivalent:
(a) The impulsive system (2.1) is asymptotically stable.
(b) The dual impulsive system
˙˜y(t) = A>y˜(t), t 6= tk
y˜(t+) = J>y˜(t), t = tk
(2.2)
is asymptotically stable.
(c) The discrete-time system
xk+1 = Je
ATkxk (2.3)
is asymptotically stable.
(d) The discrete-time system
yk+1 = e
ATkJyk (2.4)
is asymptotically stable.
(e) The discrete-time system
x˜k+1 = J
>eA
>Tk x˜k (2.5)
is asymptotically stable.
(f) The discrete-time system
y˜k+1 = e
A>TkJ>y˜k (2.6)
is asymptotically stable.
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The meaning of the above result is that we can choose the most convenient system to work with in
order to derive stability and stabilization conditions for the original impulsive system (2.1). This result is
also important as it will be used to demonstrate that despite the systems can be all equivalent in terms
of stability, the obtained stability conditions will not be necessarily equivalent. This point is discussed for
the case of positive switched systems in [27] and the same discussion remains valid in the case of linear
positive impulsive systems. Notably, the difference between the results obtained using the system (2.3) and
the “swapped” version (2.4) will be emphasized in Section 3.7 and in Section 5.5. The interest for using the
dual system (2.5) and its “swapped” version (2.6) will be emphasized in the sections related to stabilization;
i.e. Section 4 and Section 5. Note that the term “dual system” is used here in the same way as in [27] where
the system is obtained by simply replacing the matrices of the system by their transpose.
Finally, it seems interesting to mention that the above result pertains on the establishment of the asymp-
totic stability of the system (2.1). The results can be easily extended to the case of exponential stability by
considering the change of variables z(t) = eαtx(t), α > 0, and the resulting comparison system
z˙(t) = (A+ αI)z(t), t 6= tk
z(t+k ) = Jz(t), t = tk.
(2.7)
By applying the asymptotic stability results to the above system, we can conclude on the α-exponential
stability of the system (2.1). Note that, in this case and for some given sequence {tk}k∈N, the geometric
convergence rate of the discrete-time system (2.3) will be given by supk∈N0 e
−αTk .
3. Stability of linear positive impulsive systems
We derive here several stability results for linear positive impulsive systems. The case of arbitrary dwell-
time (Tk ∈ R>0) is considered first in Section 3.1 and is followed by stability results under constant dwell-time
(Tk = T¯ ), minimum (Tk ≥ T¯ ), maximum (Tk ≤ T¯ ) and range dwell-time (Tk ∈ [Tmin, Tmax]) in Section 3.2,
Section 3.3, Section 3.4 and Section 3.5, respectively. Computational results are given in Section 3.6 together
with some discussions regarding their conservatism. Comparative examples are finally given in Section 3.7.
3.1. Stability under arbitrary dwell-time
Let us consider first the stability under arbitrary dwell-time (Tk ∈ R>0), with the additional condition
that the sequence {tk} grows unboundedly. We then have the following result:
Theorem 3.1. Let A ∈ Rn×n and J ∈ Rn×n be a Metzler and a nonnegative matrix, respectively. Then,
the following statements are equivalent:
(a) There exists a λ ∈ Rn>0 such that
λ>A < 0 and λ>(J − In) < 0. (3.1)
(b) We have that
ker
[
I −A − (J − In)
] ∩ R3n≥0 = {0}. (3.2)
Moreover, when one of the above statements holds, then the system (2.1) is asymptotically stable under
arbitrary dwell-time; i.e. for any sequence of impulse times verifying Tk ∈ (0,∞).
Proof : We prove first that (a) implies the asymptotic stability of the system (2.1) under arbitrary dwell-
time. To this aim, let us consider the linear copositive Lyapunov function V (x) = λ>x where λ ∈ Rn>0.
The first condition in (3.1) is equivalent to saying that V˙ (x(t)) ≤ −µV (x(t)) for some µ ∈ R>0 whereas
the second one is equivalent to saying that V (x(t+k )) ≤ ε V (x(tk)) for some ε ∈ (0, 1) and all k ∈ N. These
conditions, all together, imply that V (x(t)) → 0 as t → ∞ regardless the impulse sequence {tk}k∈N. To
prove the equivalence with (b), we first remark that the conditions of statement (a) coincide with the sta-
bility conditions obtained for the linear positive switched system z˙ = Mσz with σ ∈ {1, 2}, M1 = A and
M2 = J − In using a common copositive Lyapunov function. Using now [24, Theorem 1], the equivalence
with (b) directly follows. ♦
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Remark 3.2 (Dual conditions). Dual conditions can be obtained by substituting the matrices of the dual
system (2.2) inside the conditions of Theorem 3.1. In such a case, the conditions of statement (a) become
Aλ < 0 and (J − In)λ < 0. (3.3)
whereas that of statement (b) becomes
ker
[
I −A> − (J − In)>
]
∩ R3n≥0 = {0}. (3.4)
It can be shown that the conditions (3.3) could have also been obtained by considering the polyhedral Lyapunov
function V (x) = maxNi=1{λ−1i xi}. Such functions have been successfully used for the analysis of LPV and
linear switched systems in [85, 86] and linear positive switched systems in [27].
Remark 3.3 (Persistent flowing). In the case of persistent flowing (i.e. the flow never stops) the condi-
tions in Theorem 3.1, (a), can be relaxed to
λ>A < 0 and λ>(J − In) ≤ 0 (3.5)
and those in Remark 3.2, (a), to
Aλ < 0 and (J − In)λ ≤ 0. (3.6)
The interpretation of these conditions is that when the flow persists, we simply need to find a Lyapunov
function that is decreasing along the flow of the system and non-increasing at the jumps. We can see that
the conditions (3.5) exactly characterize this for the candidate Lyapunov function V (x) = λT , λ ∈ Rn>0; i.e.
V˙ (x) < 0 and V (Jx)− V (x) ≤ 0 for all x ∈ Rn≥0, x 6= 0.
The following example illustrates the discussion below Proposition 2.4 about the non-equivalence between
the stability conditions obtained from the impulsive system (2.1) and its dual (2.2):
Example 3.4. Let us consider the system (2.1) with matrices
A =
1
2
[−3 1
1/3 −1
]
and J =
1
2
[
1 1/2
1 0
]
. (3.7)
There is no vector λ ∈ Rn>0 such that the conditions (3.1) hold since λ>A < 0 implies that λ1 − λ2 < 0
while λ>(J − In) < 0 implies that −λ1 + λ2 < 0, yielding then a contradiction. On the other hand, we can
readily see that λ =
[
1 1
]>
solves the conditions (3.3), emphasizing then the gap between the conditions of
Theorem 3.1 and Remark 3.2.
3.2. Stability under constant dwell-time
We consider now the case of constant dwell-times – the case where Tk = T¯ , for some T¯ > 0 and for all
k ∈ N – or, in other words, the case where jumps occur periodically. Even if quite restrictive, this case will be
useful for deriving the results in Section 3.3 and Section 3.4. The following result can be seen as a “positive
systems” counterpart of the constant dwell-time result in [56, 57, 72] and provides a stability condition in
terms of the discrete-time system (2.3). It can also be connected to the result obtained in [39]:
Theorem 3.5 (Stability under constant dwell-time). Let A ∈ Rn×n and J ∈ Rn×n be a Metzler and
a nonnegative matrix, respectively. Then, the following statements are equivalent:
(a) The linear positive impulsive system (2.1) is asymptotically stable under constant dwell-time T¯ .
(b) The copositive linear form V (x(t)) = λ>x(t), λ ∈ Rn>0 is a discrete-time Lyapunov function for the
T¯ -periodic impulsive system (2.1) in the sense that the inequality
V (x(t+k+1))− V (x(t+k )) ≤ −µ>x(t+k ) (3.8)
holds for some µ > 0, all x(tk) ∈ Rn≥0 and all k ∈ N.
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(c) There exists a vector λ ∈ Rn>0 such that the inequality
λ>
[
JeAT¯ − In
]
< 0 (3.9)
holds or, equivalently, the matrix JeAT¯ is Schur stable.
(d) There exists a vector λ ∈ Rn>0 such that the inequality[
JeAT¯ − In
]
λ < 0 (3.10)
holds or, equivalently, the matrix eA
>T¯J> is Schur stable.
(e) There exist a differentiable vector-valued function ζ : [0, T¯ ] 7→ Rn, ζ(T¯ ) ∈ Rn>0, and a scalar ε > 0 such
that the inequalities
ζ(τ)>A− ζ˙(τ)> ≤ 0 (3.11)
and
ζ(T¯ )>J − ζ(0)> + ε1>n ≤ 0 (3.12)
hold for all τ ∈ [0, T¯ ].
(f) There exist a differentiable vector-valued function ξ : [0, T¯ ] 7→ Rn, ξ(0) ∈ Rn>0, and a scalar ε > 0 such
that the LMIs
ξ(τ)>A+ ξ˙(τ)> ≤ 0 (3.13)
and
ξ(0)>J − ξ(T¯ )> + ε1>n ≤ 0 (3.14)
hold for all τ ∈ [0, T¯ ].
Proof : Proof of (a) ⇔ (c): This follows from Proposition 2.4 and Proposition 2.3.
Proof of (b) ⇔ (c): It is immediate to see that the left-hand side of (3.8) is given by
λ>
[
JeAT¯ − In
]>
x(tk). (3.15)
The equivalence between the two statements immediately follows.
Proof of (c) ⇔ (d): This follows from Proposition 2.2 or Proposition 2.3.
Proof of (e) ⇒ (c): Assume that the statement (e) holds. From (3.11), after integration from 0 to T¯ , we
find that
ζ(0)>eAT¯ − ζ(T¯ )> ≤ 0. (3.16)
From (3.12), we have that
ζ(T¯ )>J + ε1>n ≤ ζ(0)> (3.17)
which, together with (3.16), implies that
ζ(T¯ )>
(
JeAT¯ − In
)
+ ε1>n e
AT¯ ≤ 0 (3.18)
which implies, in turn, that the condition (3.9) holds with λ = ζ(T¯ ).
Proof of (c) ⇒ (e): Assume that (3.9) holds for some λ ∈ Rn>0. Define then the vector-valued function
ζ∗(τ) = eA
>(τ−T¯ )λ, τ ∈ [0, T¯ ], where λ is as in (3.9). Clearly, we have that
ζ∗(τ)>A− ζ˙∗(τ)> = 0 (3.19)
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for all τ ∈ [0, T¯ ] and hence the function ζ = ζ∗ verifies the inequality (3.11). From the definition of ζ∗(τ),
we have that ζ∗(T¯ ) = λ and hence
ζ∗(T¯ )>e−AT¯ − ζ∗(0)> = 0. (3.20)
From (3.9), we have that λ>JeAT¯ < λ> or, equivalently, that ζ∗(T¯ )>JeAT¯ < ζ∗(T¯ )> which together with
(3.20) implies that
ζ∗(T¯ )>J − ζ∗(0)> < 0 (3.21)
which proves that the condition (3.12) holds with ζ = ζ∗ for some sufficiently small ε > 0.
Proof of (c) ⇔ (f): The proof between the two statements follows from the definition that ξ(τ) = ζ(T −τ).
Alternatively, similar arguments as in the proof that (c) ⇔ (e) can also be considered. ♦
Remark 3.6 (Swapped system). Theorem 3.5 characterizes the stability of the system via the Schur sta-
bility of the nonnegative matrix JeAT¯ . Alternatively, the asymptotic stability of the system can be estab-
lished via the Schur stability of the matrix eAT¯J . In this case, the condition (3.9) naturally changes to
λ>
[
eAT¯J − In
]
< 0. Interestingly, the affine conditions given in the statements (e) and (f) remain the
same with the exception that we require now the positivity of ζ(0) in place of the positivity of ζ(T¯ ) in the
former and the positivity of ξ(T¯ ) in place of ξ(0) in the latter.
The main advantages of the conditions of statements (e) and (f) in the above results are the following.
First of all, the conditions are affine in the matrices A and J of the system, allowing then for an immediate
extension to uncertain matrices and to control design (the latter requiring some additional steps that will be
detailed in Section 4). A particularity of the approach is that we only need the vectors ζ(T¯ ) and ξ(0) to be
positive while most of the Lyapunov approaches would require the whole vector-valued functions ζ(τ) and
ξ(τ) to be positive on their domain (see e.g. [50]), a constraint that is computationally way more complex.
The explanation is that, in spite of the fact that the conditions in statements (e) and statement (f) look like
continuous-time stability conditions, they are in fact lifted discrete-time stability condition for which only
the behavior of the inequalities at the extremal points of the domain of the lifting variable (i.e. the points
τ = 0 and τ = T¯ ) are actually meaningful. The same discussion is made in [56, 57, 72] in the context of
looped-functionals and in [47, 59, 65] in the context of clock-dependent conditions.
The main drawback of this procedure lies in the increase of the computational complexity as the conditions
of statement (e) and statement (f) are infinite-dimensional linear programming conditions which may be
hard to solve. Note, however, that they should be less complex than the infinite-dimensional semidefinite
programming conditions obtained in [47, 59, 65]. Verifying these conditions in an efficient way will be the
topic of Section 3.6.
3.3. Stability under minimum dwell-time
Let us consider now the minimum dwell-time case. In this setup, the dwell-times are assumed to satisfy
the condition Tk ≥ T¯ , k ∈ N. Even though we do not assume here the existence of an upper-bound for the
dwell-times a priori, we will restrict ourselves to the case of persistent impulses; i.e. for any chosen sequence
{tk}k∈N, there exists an upper-bound for the dwell-times. Hence, we exclude the case that Tk∗ =∞ for some
k∗ ∈ N, which is not restrictive, as in such a case, the system would become a standard continuous-time
linear positive system.
The following result can be seen as a “positive systems” counterpart of the results in [56, 57, 72] and
provides a stability condition in terms of the discrete-time system (2.3). It can also be connected to [39]:
Theorem 3.7 (Minimum dwell-time). Let A ∈ Rn×n and J ∈ Rn×n be a Metzler and a nonnegative
matrix, respectively. Then, the following statements are equivalent:
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(a) The linear form V (x(t)) = λ>x(t), λ ∈ Rn>0 is a Lyapunov function for the system (2.1) in the sense
that
V˙ (x(t)) ≤ −µ>x(t), t ∈ (tk, tk+1) (3.22)
and
V (x(t+k+1))− V (x(t+k )) ≤ −ν>x(t+k ) (3.23)
hold for some µ, ν > 0, for all x(t), x(tk) ∈ Rn≥0 and for any sequence {tk}k∈N verifying Tk ≥ T¯ , k ∈ N.
(b) There exists a vector λ ∈ Rn>0 such that the inequalities
λ>A < 0 (3.24)
and
λ>JeAθ − λ> < 0 (3.25)
hold for all θ ≥ T¯ .
(c) There exists a vector λ ∈ Rn>0 such that the conditions
λ>A < 0 (3.26)
and
λ>JeAT¯ − λ> < 0 (3.27)
hold.
(d) The pair
(
A, JeAT¯ − I
)
admits a common linear copositive Lyapunov function.
(e) We have that
ker
[
I −A −
(
JeAT¯ − I
)]
∩ R3n≥0 = {0}. (3.28)
(f) There exist a matrix function ζ : [0, T¯ ] 7→ Rn, ζ(T¯ ) ∈ Rn>0, and a scalar ε > 0 such that the inequalities
ζ(T¯ )>A < 0 (3.29)
ζ(τ)>A− ζ˙(τ)> ≤ 0 (3.30)
and
ζ(T¯ )>J − ζ(0)> + ε1> ≤ 0 (3.31)
hold for all τ ∈ [0, T¯ ].
(g) There exist a matrix function ξ : [0, T¯ ] 7→ Rn, ξ(0) ∈ Rn>0, and a scalar ε > 0 such that the inequalities
ξ(0)>A < 0 (3.32)
ξ(τ)>A+ ξ˙(τ)> ≤ 0 (3.33)
and
ξ(0)>J − ξ(T¯ )> + ε1> ≤ 0 (3.34)
hold for all τ ∈ [0, T¯ ].
Moreover, when one of the above statements holds, the linear positive impulsive system (2.1) is asymptotically
stable under minimum dwell-time T¯ . M
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Proof : The proof that (a) is equivalent to (b) follows from the same arguments as in the proof of Theorem
3.7. The proof that (b) implies (c) is immediate. To prove the converse, we assume that λ>JeAT¯ − λ> < 0,
which implies that
λ>JeA(T¯+s) − λ>eAs < 0, s ≥ 0 (3.35)
where we have used the fact that eAs ≥ 0 for all s ≥ 0. Note also that since λTA < 0, then we have that
λ>(eAs − In) ≤ 0 for all s ≥ 0. Finally, adding the latter inequality to (3.35) implies that
λ>JeA(T¯+s) − λ> < 0 (3.36)
holds for all s ≥ 0, which proves the implication. The rest of the proof can be carried out as for Theorem
3.7. ♦
Remark 3.8 (Swapped system). As in the constant dwell-time case, a stability condition involving the
swapped system (2.4) can be formulated. In this case, the conditions of Theorem 3.7, (c) become
λ>A < 0 (3.37)
and
λ>eAT¯J − λ> < 0. (3.38)
Note, however, that the proof corresponding to the conditions above is completely different than the proof
considered for Theorem 3.7, (c) since it relies on perturbation arguments; see e.g. [47, 59, 65] for a proof in
the quadratic Lyapunov function framework. Affine conditions corresponding to the conditions (3.37)-(3.38)
can be obtained using the conditions in Theorem 3.5 and Remark 3.6.
The above results interestingly connect the problem of finding a common linear copositive Lyapunov
functions for a linear positive switched system with two subsystems to the problem of establishing whether a
linear positive impulsive system is stable under some minimum dwell-time constraint. Indeed, in the context
of Theorem 3.7, the matrix of the first subsystem is A and that of the second subsystem is JeAT¯ − In. When
the swapped system is considered (see Remark 3.8), the matrix of the first subsystem is also A but that
of the second subsystem is eAT¯J − In. In this regard, characterizing the existence of a linear copositive
Lyapunov function can be achieved using existing methods; such as those developed in [27, 87]. However,
these conditions are difficult to consider when the matrix A is uncertain or when design is the main goal.
The statements (f) and (g) provide alternative equivalent conditions that are affine in A and J and can
then be hence considered for uncertain systems and for design purposes. A last interesting point is that the
results for arbitrary dwell-time can be retrieved by letting T¯ → 0 in the above theorem as also noticed in
[51, 66].
3.4. Stability under maximum dwell-time
We consider now the maximum dwell-time case. In this setup, the dwell-times are assumed to satisfy a
maximum dwell-time condition; i.e. Tk ≤ T¯ , k ∈ N. The following result can be seen as a “positive systems”
counterpart of the results in [56, 72] and provides a stability condition in terms of the discrete-time system
(2.3):
Theorem 3.9 (Maximum dwell-time). Let A ∈ Rn×n and J ∈ Rn×n be a Metzler and a nonnegative
matrix, respectively. Then, the following statements are equivalent:
(a) The linear form V (x(t)) = λ>x(t), λ ∈ Rn>0 is a Lyapunov function for the system (2.1) in the sense
that
V˙ (x(t)) ≥ µ>x(t), t ∈ (tk, tk+1) (3.39)
and
V (x(t+k+1))− V (x(t++k)) ≤ −ν>x(t+k ) (3.40)
hold for some µ, ν > 0, all x(t), x(tk) ∈ Rn≥0 and any sequence {tk}k∈N ∈ IT¯ .
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(b) There exists a vector λ ∈ Rn>0 such that the inequalities
λ>A > 0 (3.41)
and
λ>(JeAθ − In) < 0 (3.42)
hold for all θ ≤ T¯ .
(c) There exists a vector λ ∈ Rn>0 such that the conditions
λ>A > 0 (3.43)
and
λ>(JeAT¯ − In) < 0 (3.44)
hold.
(d) The pair
(
−A, JeAT¯ − I
)
admits a common linear copositive Lyapunov function.
(e) We have that
ker
[
I A −
(
JeAT¯ − I
)]
∩ R3n≥0 = {0}. (3.45)
(f) There exist a matrix function ζ : [0, T¯ ] 7→ Rn, ζ(T¯ ) ∈ Rn>0, and a scalar ε > 0 such that the inequalities
ζ(T¯ )>A > 0 (3.46)
ζ(τ)>A− ζ˙(τ)> ≤ 0 (3.47)
and
ζ(T¯ )>J − ζ(0)> + ε1> ≤ 0 (3.48)
hold for all τ ∈ [0, T¯ ].
(g) There exist a matrix function ξ : [0, T¯ ] 7→ Rn, ξ(0) ∈ Rn>0, and a scalar ε > 0 such that the inequalities
ξ(0)>A > 0 (3.49)
ξ(τ)>A+ ξ˙(τ)> ≤ 0 (3.50)
and
ξ(0)>J − ξ(T¯ )> + ε1> ≤ 0 (3.51)
hold for all τ ∈ [0, T¯ ].
Moreover, when one of the above statements holds, the linear positive impulsive system (2.1) is asymptotically
stable under maximum dwell-time T¯ . M
Proof : The proof follows from the same lines as the proof of Theorem 3.7. ♦
Remark 3.10 (Swapped system). As in the constant and minimum dwell-time case, a stability condition
involving the swapped system (2.4) can be formulated. In this case, the conditions of Theorem 3.9, (c) become
λ>A > 0 (3.52)
and
λ>eAT¯J − λ> < 0. (3.53)
As for the minimum dwell-time case, the proof corresponding to the conditions above is completely different
than the proof considered for Theorem 3.7, (c) since it relies on perturbation arguments; see e.g. [47, 59, 65]
for a proof in the quadratic Lyapunov function framework. Affine conditions corresponding to the conditions
(3.52)-(3.53) can be obtained using the conditions in Theorem 3.5 and Remark 3.6.
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Remark 3.11. The requirement that µ be positive in the statement (a) of Theorem 3.9 (or equivalently that
(3.41) holds for some λ ∈ Rd>0 in the other statements) is equivalent to saying that the matrix −A is Hurwitz
stable, which excludes unstable matrices with stable eigenvalues. The motivation for its consideration is that
it allows for the simplification of the stability conditions by turning the semi-infinite dimensional feasibility
problem (3.42) into the finite-dimensional problem (3.44). Indeed, while it is clear that if the condition (3.42)
holds for all θ ≤ T¯ , then (3.44) holds as well, the converse is not true in general. Adding the condition (3.43)
precisely allows to recover that reverse implication. Finally, it is important to stress that if −A is not Hurwitz
stable, then a maximum dwell-time condition can still be obtained using the range dwell-time results discussed
in the next section.
3.5. Stability under range dwell-time
We address now the range dwell-time case, that is the case when Tk ∈ [Tmin, Tmax], k ∈ N, for some
prescribed bounds 0 < Tmin ≤ Tmax < ∞. The following result can be seen as a “positive systems”
counterpart of the results in [56, 57, 72] and provides a stability condition in terms of the discrete-time
system (2.4):
Theorem 3.12 (Stability under range dwell-time). Let A ∈ Rn×n and J ∈ Rn×n be a Metzler and a
nonnegative matrix, respectively. Then, the following statements are equivalent:
(a) The copositive linear form V (x(t)) = λ>x(t), λ ∈ Rn>0 is a discrete-time Lyapunov function for the
impulsive system (2.1) in the sense that the inequality
V (x(tk+1))− V (x(tk)) ≤ −µ>x(tk) (3.54)
holds for some µ > 0, all x(tk) ∈ Rn≥0, Tk ∈ [Tmin, Tmax] and all k ∈ N.
(b) There exists a vector λ ∈ Rn>0 such that the inequality
λ>
[
eAθJ − In
]
< 0 (3.55)
holds for all θ ∈ [Tmin, Tmax].
(c) There exist a differentiable vector-valued function ζ : [0, T¯ ] 7→ Rn, ζ(0) ∈ Rn>0, and a scalar ε > 0 such
that the inequalities
ζ(τ)>A− ζ˙(τ)> ≤ 0 (3.56)
and
ζ(θ)>J − ζ(0)> + ε1>n ≤ 0 (3.57)
hold for all τ ∈ [0, Tmax] and θ ∈ [Tmin, Tmax].
Proof : It is readily seen that the Lyapunov condition (3.54) is equivalent to the inequality (3.55). The
proof of the equivalence between the statements (b) and (c) follows from exactly the same arguments as in
the proof of Theorem 3.5. It is thus omitted. ♦
Remark 3.13 (Non-swapped system). Analogous conditions can be obtained by using instead the origi-
nal discretized system (2.3) instead of the swapped one (2.4). In this case, the condition (3.55) of statement
(b) is naturally substituted by
λ>
[
JeAθ − In
]
< 0 (3.58)
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while the conditions of statement (c) have to be replaced by the existence of a vector-valued function ξ :
[0, T¯ ] 7→ Rn, ξ(0) ∈ Rn>0, and a scalar ε > 0 such that the inequalities
ξ(τ)>A+ ξ˙(τ)> ≤ 0 (3.59)
and
ξ(0)>J − ξ(θ)> + ε1> ≤ 0 (3.60)
hold for all τ ∈ [0, T¯ ] and all θ ∈ [Tmin, Tmax].
Remark 3.14. As stated in Remark 3.11, when the matrix −A is not Hurwitz stable, a maximum dwell-time
condition can be obtained from Theorem 3.12 by setting Tmin = 0 (or a very small value such as 10
−5) and
Tmax = T¯ .
3.6. Computational considerations
It seems important to carefully address the problem of verifying the infinite-dimensional stability con-
ditions of the previous results. We detail here three methods for accurately and efficiently verifying them.
Only the relaxation of the conditions in Theorem 3.5, (e) are considered here for simplicity. However, relaxed
finite-dimensional results for the other conditions can be easily obtained using the same procedure.
3.6.1. Piecewise linear approach
This approach is based on the piecewise linear approximation of the function ζ or ξ in the results. This
method has been initially proposed in [60] in order to relax infinite-dimensional LMI conditions arising in
the analysis of switched systems into finite-dimensional LMI conditions. Below is the approximation of the
conditions in Theorem 3.5, statement (e):
Proposition 3.15. The following statements are equivalent:
(a) For some dg ∈ N, the function
ζ
(
iT¯
dg
+ τ
)
=
ζi+1 − ζi
T¯ /dg
τ + ζi, τ ∈
[
0,
T¯
dg
]
, i = 0, . . . , dg − 1 (3.61)
verifies the conditions of Theorem 3.5, statement (e).
(b) There exist vectors ζi ∈ Rni , ζdg ∈ Rn>0, such that the following conditions
− ζi+1 − ζi
T¯ /dg
+ ζ>i A ≤ 0, (3.62)
− ζi+1 − ζi
T¯ /dg
+ ζ>i+1A ≤ 0, (3.63)
and
ζ>dgJ − ζ>0 + ε1>n ≤ 0 (3.64)
hold for all i = 0, . . . , dg − 1.
Proof : The proof follows from direct substitutions. ♦
Remark 3.16 (Asymptotic exactness). The above relaxation yields a finite-dimensional linear program
that can be efficiently solved. Moreover, this relaxation can be shown to be asymptotically exact in the sense
that if the original conditions of Theorem 3.5, statement (e), hold then we can find a dg ∈ N for which the
above conditions are feasible. This can be proved using the same arguments as in [73].
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3.6.2. Sum of squares approach
This approach is based on Putinar’s Positivstellensatz [78] and is solved using semidefinite programming
methods, as initially proposed in [79]. Before stating the main result, we need first to define some terminology.
A multivariate polynomial p(x) is said to be a sum-of-squares (SOS) polynomial if it can be written as
p(x) =
∑
i qi(x)
2 for some polynomials qi(x). A polynomial vector p(x) ∈ Rn is said to componentwise
sum-of-squares (CSOS) if each of its components is an SOS polynomial. Checking whether a polynomial
is SOS can be exactly cast as a semidefinite program [79, 88] that can be easily solved using semidefinite
programming solvers such as SeDuMi [80] or SDPT3 [81]. The package SOSTOOLS [82] can be used to
formulate the SOS program in a convenient way. This approach has been used for instance for the analysis
and control of delay systems [89–91], hybrid systems [92], sampled-data systems [93] impulsive systems
[47, 56], switched systems [57, 65], pseudo-periodic systems with impulses [59] and stochastic impulsive
systems [67].
Below is the approximation of the conditions in Theorem 3.5, statement (e):
Proposition 3.17. Let ds ∈ N, ε > 0 and  > 0 be given and assume that there exists polynomial vectors
ζ : R 7→ Rn and γ : R 7→ Rn of degree 2ds such that
(i) γ(τ) is CSOS,
(ii) ζ(T¯ )− 1n ≥ 0 (or is CSOS),
(iii) −ζ(τ)>A+ ζ˙(τ)− τ(T¯ − τ)γ(τ)> is CSOS and
(iv) −ζ(T¯ )>J + ζ(0)> − ε1>n ≥ 0 (or is CSOS).
Then, the conditions of Theorem 3.5, statement (e) hold with the same ζ(τ) and the system (2.1) is asymp-
totically stable under constant dwell-time T¯ .
Proof : Clearly, the condition in (ii) is equivalent to saying that ζ(T¯ ) > 0 and that in (iv) is equivalent to the
condition (3.12). We then consider the condition in (iii), which implies that ζ(τ)>A− ζ˙(τ) ≤ −τ(T¯−τ)γ(τ)>
for all τ ∈ R. Since γ(τ) is CSOS, then we have that γ(τ) ≥ 0 for all τ ∈ R and, therefore, this implies that
ζ(τ)>A− ζ˙(τ) ≤ 0 for all τ ∈ [0, T¯ ] which is exactly the condition (3.11). The proof is complete. ♦
Remark 3.18 (Asymptotic exactness). As for the piecewise linear approximation, it can be shown that
the above relaxation is asymptotically exact in the sense that if the original conditions of Theorem 3.5,
statement (e), hold then we can find a ds ∈ N for which the above conditions are feasible. This was proved
in the context of the relaxation of the LMI conditions characterizing the stability of switched systems in [65].
The same arguments apply here.
3.6.3. Handelman-based approach
This approach is based on Handelman’s Theorem [75] that states that if a polynomial is positive on
a compact polytope of the form {x : Rn : fi(x) ≥ 0, fi affine, i = 1, . . . , N}, then it can be expressed as
a nonnegative linear combinations of products of the functions f1, . . . , fN . This elegant result has been
considered in [12] for deriving finite-dimensional linear programs establishing the stability of linear uncertain
positive systems or in [77, 94] for the construction of Lyapunov functions and the verification of polynomials
optimization problems.
Below is the approximation of the conditions in Theorem 3.5, statement (e):
Proposition 3.19. Let dh ∈ N, ε > 0 and  > 0 be given and assume that there exists a vector-valued
polynomial ζ : R 7→ Rn of degree dh and parameters θij ∈ Rn≥0, 0 ≤ i+ j ≤ d such that
(i) θij ≥ 0 for all 0 ≤ i+ j ≤ dh,
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(ii) ζ(0)− 1n ≥ 0,
(iii) the polynomial vector −ζ(τ)>A+ ζ˙(τ)−
∑
0≤i+j≤dh
θijτ
i(T¯ − τ)j has nonnegative coefficients and
(iv) −ζ(T¯ )>J + ζ(0)> − ε1>n ≥ 0.
Then, the conditions of Theorem 3.5, statement (e) hold with the same ζ(τ) and the system (2.1) is asymp-
totically stable under constant dwell-time T¯ .
Proof : The proof follows from the same line as for Proposition 3.17 with the difference that we consider here
Handelman’s theorem in place of Putinar’s Positivstellensatz. Following similar arguments as in the proof of
Proposition 3.17, if the conditions in statement (i) and (iii) are satisfied then we have that ζ(τ)>A− ζ˙(τ) ≤ 0
for all τ ∈ [0, T¯ ]. The fact that the condition is stated in terms of the nonnegativity of the coefficients (as
opposed to the nonnegativity of the eigenvalues of the Gram matrix for the sum of squares relaxation) comes
from the fact that Handelman’s theorem deals with an equality between the supposedly positive polynomial
and a nonnegative sum of products of the basis functions of the polytope. However, we are not interested
here in finding an equality but in finding a positive lower bound for the polynomial that can be expressed
as a nonnegative sum of products of basis functions. The polynomial in statement (iii) can be rewritten
in the form
(
coldhi=0{τ i}
)>
$(θ) where $(θ) ∈ R(dh+1)×n is affine in the scalars θij ≥ 0 and contains all
the coefficients of the polynomials in (iii). Using now the fact that τ ≥ 0, then if $(θ) ≥ 0 (i.e. the
polynomials have nonnegative coefficients) we have that $(θ)>
(
coldh+2i=0 {τ i}
)
≥ 0 for all τ ≥ 0. This then
implies that −ζ(τ)>A + ζ˙(τ) ≥∑0≤i+j≤dh θijτ i(T¯ − τ)j holds for all τ ∈ R≥0 which implies, in turn, that
−ζ(τ)>A+ ζ˙(τ) ≥ 0 for all τ ∈ [0, T¯ ]. This completes the proof. ♦
Remark 3.20. It is also important to stress that the third condition could have also been formulated in terms
of an SOS condition instead of in terms of a condition on the coefficients on some polynomial. However,
the former would lead to semidefinite programming conditions as opposed to linear programming ones for the
latter. It is finally interesting to note the latter condition shares similarities with the those obtained from
Polya’s theorem [95, 96].
Remark 3.21 (Asymptotic exactness, [75]). As for the piecewise linear approximation, the relaxed prob-
lem is also a finite-dimensional linear program. Moreover, it can also be shown in this case that the above
relaxation is asymptotically exact in the sense that if the original conditions of Theorem 3.5, statement (e),
hold then we can find a dh ∈ N for which the above conditions are feasible.
3.7. Examples
We illustrate here the efficiency obtained results and compare them with existing ones. Comparisons
between the proposed relaxation results are also made for completeness.
Example 3.22 (Minimum dwell-time #1). Let us consider the system (2.1) with the matrices [39]
A =
[−3 1
0 −3
]
and J =
[
2 1
0 2
]
. (3.65)
Clearly, the matrix A is Hurwitz stable whereas the J is Schur anti-stable. Simple calculations show that the
matrix eATJ is Schur stable provided that T > T ∗min := log(2)/3 ≈ 0.2311. Using the minimum dwell-time
stability result of Theorem 3.7, (a), we find the value 0.2311 for the estimated minimum dwell-time value. As
this value coincides with the lower bound obtained for the constant dwell-time case, then we can conclude that
the estimated minimum dwell-time is exact. This proves that the proposed method is way less conservative
than the one proposed in [39] where the value 1.0986 is found for the minimum dwell-time.
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Example 3.23 (Minimum dwell-time #2). Let us consider the system (2.1) with the matrices
A =
[−3 1
2 −8
]
and J =
[
1 δ
2 1
]
. (3.66)
When δ = 1, the conditions of Theorem 3.7, (a) and of Remark 3.8 both yield the value 0.2443 for
the minimum dwell-time. This value was also found in [47, 72] using conditions based on quadratic Lya-
punov functions. This value also coincides with the minimal value obtained in the constant dwell-time case,
emphasizing then the exactness of the computed minimum dwell-time.
On the other hand, when δ = 3, the conditions of Remark 3.8 yield the value 0.4290 while the value 0.3615
is obtained using the conditions of Theorem 3.7, (a). The latter value is also found when using the conditions
based on the use of quadratic Lyapunov functions stated in [47, 72] and coincides with the value obtained in
the constant dwell-time case. Hence exactness of the estimate of the minimum dwell-time is again proved.
Moreover, the discrepancy between the results obtained with the conditions in Theorem 3.7 and in Remark 3.8
demonstrate the non-equivalence of the conditions and in the necessity of considering both in order to obtain
less conservative result. Note that this phenomenon does not occur when considering quadratic Lyapunov
function; see e.g. [56]. A comparison of the different computational methods described in Section 3.6 is
performed and the results are summarized in Table 1 where we can see that all the approaches are able to
approach the value obtained using the condition of Theorem 3.7, (b), when the discretization order dg or the
polynomial degrees ds or dh increase. However, this comes at the price of an increase of the computational
complexity and the solving time. We can see that the sum of squares approach performs the best here in terms
of solving time and total number of variables (sum of the number primal and dual variables). Then, comes the
relaxation based on Handelman’s theorem and, finally, the discretization approach, which performs the worst
here. Note that the poor convergence and high computational complexity of the discretization approach was
also pointed out in [59, 65]. However, for larger problems, the approach based on Handelman’s Theorem may
be beneficial over the SOS one because of the linear nature of the conditions, as opposed to the semidefinite
structure of the SOS conditions that may indeed scale badly.
Example 3.24 (Maximum dwell-time #1). Let us consider the system (2.1) with the matrices [39]
A =
[
0.5 1
0 0.5
]
and J =
[
0.1 0.2
0 0.1
]
. (3.67)
Clearly, the matrix A is anti-(Hurwitz)stable whereas J is Schur stable. It is immediate to establish that for
any T < T ∗max = 2 log(10) ≈ 4.6051, the matrix eATJ is Schur stable. Using Theorem 3.9, (c), we find the
value 4.6051 for the estimated maximum dwell-time, which coincides with the value T ∗max computed for the
constant dwell-time case. Hence, the estimate of the maximum dwell-time is exact and is way more accurate
than the value 1.2040 computed with the method of [39].
Example 3.25 (Maximum dwell-time #2). Let us consider the system (2.1) with the matrices [39]
A =
[−1 5
2 3
]
and J =
[
0.15 0.1
0.05 0.25
]
. (3.68)
The matrix A is unstable whereas J is Schur stable, hence the system admits a maximum dwell-time. How-
ever, since A is not is anti-(Hurwitz)stable, then Theorem 3.9 does not apply (see Remark 3.11 and Remark
3.14) and we have to consider instead a range dwell-time result; i.e. Theorem 3.12. We get the results
summarized in Table 3 where we compare the SOS approach for solving the conditions of Theorem 3.12,
(c) and a gridding approach for solving the condition of 3.12, (b) where we consider Np = 201 gridding
points. We can observe that despite the complexity in terms of the total number of variables is comparable,
the SOS conditions are way faster to solve than the gridded ones. This demonstrates that, once again, the
SOS approach is the method of choice. It seems also important to mention that, unlike the SOS approach,
the gridded approach in non-exact as we only consider Np points in the interval [Tmin, Tmax] instead of the
whole interval.
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Table 1: Comparison of the numerical results obtained for the minimum dwell-time using the discretization approach (Section
3.6.1), the sum of squares approach (Section 3.6.2) and the Handelman-based approach (Section 3.6.3). For each method, we
give the estimate for the minimum dwell-time T¯ , the number of primal/dual variables of the optimization problem and the
overall solving time in seconds. For fairness, the solver SeDuMi is used for solving all the optimization problems.
System Result Method Computed T¯ No. vars. Solving time
System (3.66),
δ = 1
Rem. 3.8 – 0.2443 6/2 0.5278
Th. 3.7, (c) – 0.2443 6/2 0.4703
Th. 3.7, (f) Discretized (dg = 11) 0.2843 46/22 0.7269
Th. 3.7, (f) Discretized (dg = 51) 0.2521 206/102 1.3825
Th. 3.7, (f) Discretized (dg = 101) 0.2482 406/202 3.2078
Th. 3.7, (f) Discretized (dg = 151) 0.2469 606/302 5.7835
Th. 3.7, (f) SOS (ds = 1) 0.2769 38/16 0.1925
Th. 3.7, (f) SOS (ds = 2) 0.2450 66/20 0.2584
Th. 3.7, (f) SOS (ds = 3) 0.2444 102/24 0.3112
Th. 3.7, (f) Handelman (dh = 3) 0.2598 34/28 0.7398
Th. 3.7, (f) Handelman (dh = 5) 02450 60/54 0.8404
Th. 3.7, (f) Handelamn (dh = 7) 0.2443 94/88 0.9914
System (3.66),
δ = 3
Rem. 3.8 – 0.4290 6/2 0.5801
Th. 3.7, (c) – 0.3615 6/2 0.5054
Th. 3.7, (f) Discretized (dg = 11) 0.4501 46/22 0.6581
Th. 3.7, (f) Discretized (dg = 51) 0.3778 206/102 1.4356
Th. 3.7, (f) Discretized (dg = 101) 0.3696 406/202 3.0860
Th. 3.7, (f) Discretized (dg = 151) 0.3669 606/302 5.8264
Th. 3.7, (f) SOS (ds = 1) 0.6078 38/16 0.2907
Th. 3.7, (f) SOS (ds = 2) 0.3686 66/20 0.2385
Th. 3.7, (f) SOS (ds = 3) 0.3617 102/24 0.3108
Th. 3.7, (f) Handelman (dh = 3) 0.4698 34/28 0.6792
Th. 3.7, (f) Handelman (dh = 6) 0.3636 76/70 0.8507
Th. 3.7, (f) Handelamn (dh = 10) 0.3615 160/154 1.0940
Table 2: Comparison of different numerical results obtained for the maximum dwell-time using Theorem 3.9 and Theorem
3.12. When using Theorem 3.12, we set Tmin = 10
−5 and Tmax = T¯ . The gridded conditions are considered over Np = 201
gridding points. For each method, we give the estimate for the maxium dwell-time T¯ , the number of primal/dual variables of
the optimization problem and the overall solving time in seconds. For fairness, the solver SeDuMi is used for solving all the
optimization problems.
Result Method Computed T¯ No. vars. Solving time
System (3.67)
Th. 3.9, (c) – 4.6051 6/2 0.3096
Th. 3.9, (f) SOS (ds = 1) 3.2724 37/15 0.3323
Th. 3.9, (f) SOS (ds = 2) 4.5610 65/19 0.3748
Th. 3.9, (f) SOS (ds = 3) 4.6023 101/23 0.3846
constant case ρ(eATJ) < 1 4.6051 – –
System (3.68)
Th. 3.12, (b) Gridded (Np = 201) 0.2633 204/2 1.9869
Th. 3.12, (c) SOS (ds = 1) 0.2337 60/22 0.2049
Th. 3.12, (c) SOS (ds = 2) 0.2631 112/30 0.2645
Th. 3.12, (c) SOS (ds = 3) 0.2633 180/38 0.3005
constant case ρ(eATJ) < 1 (0,0.2633) – –
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Table 3: Comparison of the numerical results obtained for the range dwell-time using the sum of squares approach (Section
3.6.2) and a naive and inaccurate gridding of the conditions of statement (b) of Theorem 3.12 with Np = 201 gridding points.
For each method, we give the estimate for the range dwell-time (Tmin, Tmax), the number of primal/dual variables of the
optimization problem and the overall solving time in seconds. SeDuMi is used for solving all the optimization problems.
Result Method (Tmin, Tmax) No. vars. Solving time
System (3.69)
Th. 3.12, (b) Gridded (Np = 201) (0.3275, 0.6056) 204/2 2.0025
Th. 3.12, (c) SOS (ds = 1) infeasible 60/22 –
Th. 3.12, (c) SOS (ds = 2) (0.3339,0.5923) 112/30 0.3347
Th. 3.12, (c) SOS (ds = 3) (0.3275, 0.6054) 180/38 0.4642
constant case ρ(eATJ) < 1 (0.2779, 0.6056) – –
Example 3.26 (Range dwell-time). Let us consider the system (2.1) with the matrices
A =
[−4 1
2 1
]
and J =
[
2 0
1 0.1
]
. (3.69)
In this case, the matrices A and J are unstable but we can prove that when T ∈ (0.2779, 0.6056) then the
matrix eATJ is Schur stable. As in the previous example, we compare the SOS approach for solving the
conditions of Theorem 3.12, (c) and a gridding approach for solving the condition of 3.12, (b) where we
consider Np = 201 gridding points. While the methods have a comparable complexity in terms of the number
of variables, the SOS method is again faster than the gridded approach. Note also that it is not possible to
verify the accuracy of the estimate for the minimum dwell-time by comparing it with the values obtained for
the constant dwell-time case. The maximum dwell-time is readily seen to be accurate in the present case.
4. Stabilization of positive linear impulsive systems
As mentioned in the introduction, the rationale for introducing lifted conditions for characterizing the
stability of linear positive impulsive systems under dwell-time constraints is to allow for the possibility of
deriving similar conditions for uncertain systems and to extend them to control design; see e.g. [47, 65, 66].
To this aim, let us consider in this section the system
x˙(t) = Ax(t) +Bcuc(t), t 6= tk
x(t+) = Jx(t) +Bdud(t), t = tk
(4.1)
where uc ∈ Rmc×n and ud ∈ Rmd×n are the continuous and the discrete control inputs, respectively. In this
section, no assumption is made on the system as only the positivity of the closed-loop system will matter;
see e.g. [11, 12]. As in Section 3, we will cover the cases of arbitrary dwell-time (Tk ∈ R>0 in Section
4.1, constant dwell-time (Tk = T¯ ) in Section 4.2, minimum dwell-time (Tk ≥ T¯ ) in Section 4.3, maximum
dwell-time (Tk ≤ T¯ ) in Section 4.4 and range dwell-time (Tk ∈ [Tmin, Tmax]) in Section 4.5. Illustrative
examples are given in Section 4.6.
4.1. Stabilization under arbitrary dwell-time
For the arbitrary dwell-time case, we propose the following state-feedback control law
uc(t) = Kcx(t)
ud(t) = Kdx(t)
(4.2)
where Kc ∈ Rmc×n and Kd ∈ Rmd×n. The reason for considering such structure is that such controllers can
be easily designed using the stability conditions for arbitrary dwell-times. Another motivation is that the
control problem under arbitrary dwell-time can be interpreted as an infinite horizon control since we do not
keep track in the control law of the next impulse time. By considering the stability conditions in Remark
3.2, (a), we can readily obtain the following result:
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Theorem 4.1 (Stabilization under arbitrary dwell-time). Assume that there exist matrices X ∈ Dn0,
Uc ∈ Rmc×n and Ud ∈ Rmd×n and a scalar α ∈ R such that the conditions
AX +BcUc + αIn ≥ 0, JX +BdUd ≥ 0, (4.3)
and
[AX +BcUc]1n < 0 and [JX +BdUd −X]1n < 0 (4.4)
hold. Then, there exists a controller of the form (4.2) such that the closed-loop system (4.1)-(4.2) is positive
and asymptotically stable for arbitrary dwell-time and suitable controller matrices are given by Kc = UcX
−1
and Kd = UdX
−1.
Proof : The closed-loop system (4.1)-(4.2) is given by
x˙(t) = (A+BcKc)x(t), t 6= tk,
x(t+) = (J +BdKd)x(t), t = tk.
(4.5)
By substituting the matrices of the closed-loop system in the conditions of Remark 3.2, (a), yields the
conditions
(A+BcKc)λ < 0 and (J +BdKd − In)λ < 0. (4.6)
Defining X ∈ Dn0 as λ =: X1n, we obtain the conditions in (4.4) where we have used the changes of variables
Uc = KcX and Ud = KdX. The conditions in (4.3) are readily seen to be equivalent to saying that A+BcKc
is Metzler and J +BdKd is nonnegative. The proof is complete. ♦
4.2. Stabilization under constant dwell-time
For the constant dwell-time case, we propose the following state-feedback control law [47, 67]:
uc(tk + τ) = Kc(τ)x(tk + τ), τ ∈ (0, T¯ ]
ud(t) = Kdx(t)
(4.7)
where Kc : [0, T¯ ] 7→ Rmc×n and Kd ∈ Rmd×n. Unlike in the arbitrary dwell-time case, the proposed controller
does depend on the clock which measures the time elapsed since the last impulse time and anticipates over
the next impulse time. In this regard, this controller can be interpreted as a finite-time stability controller
over one dwell-time interval. Stabilization is then ensured by repeating this procedure over all dwell-time
intervals. This controller structure is reminiscent to the problems of designing optimal finite-horizon LQ
controllers [97] whose solutions take the form of a time-varying state-feedback control law obtained from the
solution of a differential Riccati equation. The difference here is that the time is replaced by the clock. The
following result can be understood as being the “positive systems” version of the results in [56, 72]:
Theorem 4.2 (Stabilization under constant dwell-time). The following statements are equivalent:
(a) There exists a controller of the form (4.7) such that the closed-loop system (4.1)-(4.7) is positive and
asymptotically stable under constant dwell-time T¯ .
(b) There exist a vector λ ∈ Rn>0, a matrix-valued function Kc : [0, T¯ ] 7→ Rmc×n and a matrix Kd ∈ Rmd×n
such that the matrix A+BcKc(τ) is Metzler for all τ ∈ [0, T¯ ], the matrix J +BdKd is nonnegative and
such that the inequality
[(J +BdKd)Ψ(T¯ )− In]λ < 0 (4.8)
holds with
dΨ(s)
ds
= (A+BcKc(s)) Ψ(s), Ψ(0) = I, s ≥ 0. (4.9)
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(c) There exist a matrix-valued function X : [0, T¯ ] 7→ Dn, X(0) ∈ Dn0, U : [0, T¯ ] 7→ Rmc×n and scalars
ε, α > 0 such that the inequalities
AX(τ) +BcU(τ) + αI ≥ 0, JX(T¯ ) +BdUd ≥ 0, (4.10)[
−X˙(τ) +AX(τ) +BcUc(τ)
]
1n < 0 (4.11)
and [
JX(T¯ ) +BdUd −X(0) + ε I
]
1n ≤ 0 (4.12)
hold for all τ ∈ [0, T¯ ]. Moreover, in such a case, suitable controller gains can be computed using the
relations K(τ) = U(τ)X(τ)−1 and Kd = UdX(T¯ )−1.
(d) There exist a matrix-valued function X : [0, T¯ ] 7→ Dn, X(T¯ ) ∈ Dn0, U : [0, T¯ ] 7→ Rmc×n and scalars
ε, α > 0 such that the inequalities
AX(τ) +BcU(τ) + αI ≥ 0, JX(0) +BdUd ≥ 0, (4.13)[
X˙(τ) +AX(τ) +BcUc(τ)
]
1n < 0 (4.14)
and [
JX(0) +BdUd −X(T¯ ) + ε I
]
1n ≤ 0 (4.15)
hold for all τ ∈ [0, T¯ ]. Moreover, in such a case, suitable controller gains can be computed using the
relations K(τ) = U(τ)X(τ)−1 and Kd = UdX(0)−1.
Proof : The equivalence between statement (a) and statement (b) comes from Proposition 2.2 and the fact
that the state-transition matrix (J +BdKd)Ψ(T¯ ) is constant. We prove now that (c) implies (b). To prove
this, it seems important to stress first that the proof of Theorem 3.5 can be straightforwardly extended to
time-inhomogeneous systems using state-transition matrices; see e.g. [58, 59]. First of all, the conditions in
(4.10) are equivalent to saying that the matrix A+BcKc(τ) is Metzler for all τ ∈ [0, T¯ ] and that the matrix
J + BdKd is nonnegative. Let us consider now the conditions (4.11) and (4.12) where we use the changes
of variables ζ(τ) = X(τ)1n, K(τ) = U(τ)X(τ)
−1 and Kd = UdX(T¯ )−1, to get the following equivalent
conditions:
−ζ˙(τ) + (A+BcKc(τ))ζ(τ) < 0
(J +BdKd)ζ(T¯ )− ζ(0) + ε1n ≤ 0. (4.16)
We can recognize above the constant dwell-time stability conditions stated in Remark 3.6 applied to the
dual of the closed-loop system (4.1)-(4.7). The rest of the proof uses the same argument as in the proof of
Theorem 3.5. The reverse implication (i.e. (b) implies (c)) and the equivalence between the statements (c)
and (d) also follow from the same arguments as in the proof of Theorem 3.5. ♦
4.3. Stabilization under minimum dwell-time
For the minimum dwell-time case, we propose the following state-feedback control law [47, 67]:
uc(tk + τ) =
{
Kc(τ)x(tk + τ) if τ ∈ [0, T¯ )
Kc(T¯ )x(tk + τ) if τ ∈ [T¯ , Tk).
ud(t) = Kdx(t)
(4.17)
where Kc : [0, T¯ ] 7→ Rmc×n and Kd ∈ Rmd×n. The rationale behind the use of this controller is the following.
We consider a clock-dependent controller that depends on the time elapsed since the last impulse as in the
constant dwell-time case. The only difference is that the matrix gain becomes constant when the value of the
clock exceeds the value of the minimum dwell-time. The reason for locking the value of the controller gain is
twofold. The first reason is for convenience since the stability conditions can be used in a non-conservative
way for designing such controllers. The second one is to avoid implementation difficulties by enforcing the
controller gain to be bounded as τ increase towards infinity. The following result can be understood as being
the “positive systems” version of the results in [56, 72]:
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Theorem 4.3 (Stabilization under minimum dwell-Time). There exists a controller of the form (4.17)
such that the closed-loop system (4.1)-(4.17) is positive and asymptotically stable under minimum dwell-time
T¯ if one of the following equivalent statements holds:
(a) There exist a vector λ ∈ Rn>0, a matrix-valued function Kc : [0, T¯ ] 7→ Rmc×n and a matrix Kd ∈ Rmd×n
such that the matrix A+BcKc(τ) is Metzler for all τ ∈ [0, T¯ ], the matrix J +BdKd is nonnegative and
such that the inequalities
(A+BcKc(T¯ ))λ < 0 (4.18)
and [
Ψ(T¯ )(J +BdKd)− In
]
λ < 0 (4.19)
hold where
dΨ(s)
ds
= (A+BcKc(s)) Ψ(s), Ψ(0) = I, s ≥ 0. (4.20)
(b) There exist a matrix-valued function X : [0, T¯ ] 7→ Dn, X(T¯ ) ∈ Dn0, U : [0, T¯ ] 7→ Rmc×n and scalars
ε, α > 0 such that the inequalities
AX(τ) +BcU(τ) + αI ≥ 0, JX(0) +BdUd ≥ 0, (4.21)
[AX(T¯ ) +BcU(T¯ )]1n < 0, (4.22)[
−X˙(τ) +AX(τ) +BcUc(τ)
]
1n < 0 (4.23)
and [
JX(T¯ ) +BdUd −X(0) + ε I
]
1n ≤ 0 (4.24)
hold for all τ ∈ [0, T¯ ]. Moreover, in such a case, suitable controller gains can be computed using the
relations K(τ) = U(τ)X(τ)−1 and Kd = UdX(T¯ )−1.
Proof : As for the constant dwell-time case, the conditions in (4.21) ensure that the matrix A + BKc(τ)
is Metzler for all τ ∈ [0, T¯ ] and that the matrix J + BdKd is nonnegative. Considering now the change of
variables ζ(τ) = X(τ)1n, K(τ) = U(τ)X(τ)
−1 and Kd = UdX(T¯ )−1, we get that the conditions (4.22),
(4.23) and (4.24) are equivalent to
(A+BcKc(T¯ ))ζ(T¯ ) < 0
−ζ˙(τ) + (A+BcKc(τ))ζ(τ) < 0, τ ∈ [0, T¯ ]
(J +BdKd)ζ(T¯ )− ζ(0) + ε1n ≤ 0.
(4.25)
We can recognize above the minimum dwell-time stability conditions of Theorem 3.7, (f), applied to the dual
of the closed-loop system (4.1)-(4.17). The rest of the proof follows from the same arguments as in the proof
of Theorem 3.5. ♦
4.4. Stabilization under maximum dwell-time
For the maximum dwell-time case, we propose the following state-feedback control law [47, 67]:
uc(tk + τ) = Kc(τ)x(tk + τ), τ ∈ (0, Tk]
ud(t) = Kdx(t)
(4.26)
where Kc : [0, T¯ ] 7→ Rmc×n and Kd ∈ Rmd×n. As for the constant dwell-time case, the controller matrix
gain depends on the clock in order to exploit the stability conditions in a convenient and efficient way. The
following result can be understood as being the “positive systems” version of the results in [56, 72] and is
the maximum dwell-time counterpart of Theorem 4.3:
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Theorem 4.4 (Stabilization under maximum dwell-time). There exists a controller of the form (4.17)
such that the closed-loop system (4.1)-(4.17) is positive and asymptotically stable under maximum dwell-time
T¯ if one of the following equivalent statements holds:
(a) There exist a vector λ ∈ Rn>0, a matrix-valued function Kc : [0, T¯ ] 7→ Rmc×n and a matrix Kd ∈ Rmd×n
such that the matrix A+BcKc(τ) is Metzler for all τ ∈ [0, T¯ ], the matrix J +BdKd is nonnegative and
such that the inequalities
(A+BcKc(T¯ ))λ > 0 (4.27)
and [
(J +BdKd)Ψ(T¯ )− In
]
λ < 0 (4.28)
hold where
dΨ(s)
ds
= (A+BcKc(s)) Ψ(s), Ψ(0) = I, s ≥ 0. (4.29)
(b) There exist a matrix-valued function X : [0, T¯ ] 7→ Dn, X(T¯ ) ∈ Dn0, U : [0, T¯ ] 7→ Rmc×n and scalars
ε, α > 0 such that the inequalities
AX(τ) +BcU(τ) + αI ≥ 0, JX(0) +BdUd ≥ 0, (4.30)
[AX(T¯ ) +BcU(T¯ )]1n > 0, (4.31)[
X˙(τ) +AX(τ) +BcUc(τ)
]
1n < 0 (4.32)
and [
JX(0) +BdUd −X(T¯ ) + ε I
]
1n ≤ 0 (4.33)
hold for all τ ∈ [0, T¯ ]. Moreover, in such a case, suitable controller gains can be computed using the
relations K(τ) = U(τ)X(τ)−1 and Kd = UdX(0)−1.
Proof : Similarly to as in the constant and minimum dwell-time case, the conditions in (4.30) ensure that
the matrix A+BKc(τ) is Metzler for all τ ∈ [0, T¯ ] and that the matrix J+BdKd is nonnegative. Considering
now the change of variables ζ(τ) = X(τ)1n, K(τ) = U(τ)X(τ)
−1 and Kd = UdX(0)−1, we get that the
conditions (4.31), (4.32) and (4.33) are equivalent to
(A+BcKc(T¯ ))ζ(T¯ ) < 0
ζ˙(τ) + (A+BcKc(τ))ζ(τ) < 0, τ ∈ [0, T¯ ]
(J +BdKd)ζ(0)− ζ(T¯ ) + ε1n ≤ 0.
(4.34)
We can recognize above the maximum dwell-time stability condition stated in Remark 3.10 applied to the
dual of the closed-loop system (4.1)-(4.26). The rest of the proof follows from the same arguments as in the
proof of Theorem 3.5. ♦
4.5. Stabilization under range dwell-time
For the range dwell-time case, we also consider the state-feedback control law of the form (4.26). The
following result can be understood as being the “positive systems” version of the results in [56, 72]:
Theorem 4.5 (Range dwell-time). There exists a controller of the form (4.17) such that the closed-loop
system (4.1)-(4.17) is positive and asymptotically stable under range dwell-time (Tmin, Tmax) if one of the
following equivalent statements holds:
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(a) There exist a vector λ ∈ Rn>0, a matrix-valued function Kc : [0, T¯ ] 7→ Rmc×n and a matrix Kd ∈ Rmd×n
such that the matrix A+BcKc(τ) is Metzler for all τ ∈ [0, T¯ ], the matrix J +BdKd is nonnegative and
such that the inequality
[Ψ(θ)(J +BdKd)− In]λ < 0 (4.35)
holds where
dΨ(s)
ds
= (A+BcKc(s)) Ψ(s), Ψ(0) = I, s ≥ 0. (4.36)
(b) There exist a matrix-valued function X : [0, Tmax] 7→ Dn, X(0) ∈ Dn0, U : [0, T¯ ] 7→ Rmc×n and scalars
ε, α > 0 such that the inequalities
AX(τ) +BcU(τ) + αI ≥ 0, JX(0) +BdUd ≥ 0, (4.37)[
X˙(τ) +AX(τ) +BcUc(τ)
]
1n < 0 (4.38)
and
[JX(0) +BdUd −X(θ) + ε I]1n ≤ 0 (4.39)
hold for all τ ∈ [0, Tmax] and θ ∈ [Tmin, Tmax]. Moreover, in such a case, suitable controller gains can
be computed using the relations K(τ) = U(τ)X(τ)−1 and Kd = UdX(0)−1.
Proof : Similarly to as in the constant, minimum and maximum dwell-time case, the conditions in (4.37)
ensure that the matrix A+BKc(τ) is Metzler for all τ ∈ [0, T¯ ] and that the matrix J+BdKd is nonnegative.
Considering now the change of variables ζ(τ) = X(τ)1n, K(τ) = U(τ)X(τ)
−1 and Kd = UdX(0)−1, we get
that the conditions (4.38) and (4.39) are equivalent to
ζ˙(τ) + (A+BcKc(τ))ζ(τ) < 0, τ ∈ [0, T¯ ]
(J +BdKd)ζ(0)− ζ(T¯ ) + ε1n ≤ 0. (4.40)
We can recognize above the range dwell-time stability condition stated in Remark 3.13 applied to the dual
of the closed-loop system (4.1)-(4.17). The rest of the proof follows from the same arguments as in the proof
of Theorem 3.5. ♦
Remark 4.6. A dwell-time-scheduled control law of the form
uc(tk + τ) = Kc(τ)x(tk + τ), τ ∈ (0, Tk]
ud(t) = Kd(Tk)x(t), t = tk
(4.41)
where Kc : [0, T¯ ] 7→ Rmc×n and Kd : [Tmin, Tmax] 7→ Rmd×n can be easily designed using the above result by
simply substituting the matrix Ud ∈ Rmd×n by a matrix-valued function Ud : [Tmin, Tmax] 7→ Rmd×n. Then,
the controller gain can be simply computed using Kd(θ) = Ud(θ)X(0)
−1.
4.6. Examples
We illustrate in this section the efficiency of the proposed result on several stabilization problems.
Example 4.7 (Stabilization under minimum dwell-time). Let us consider the impulsive system (4.1)
with matrices
A =
[
3 −1
2 −1
]
, Bc =
[
1
0
]
, J =
[
2 1
0 0.7
]
, Bd =
[
1
0
]
. (4.42)
The uncontrolled version of the above system cannot be stable under minimum dwell-time since the matrix
A is not Hurwitz stable. Hence, we propose to compute a control law of the form (4.17) that makes the
closed-loop system positive and asymptotically stable under minimum dwell-time T¯ = 0.1. To this aim, we
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apply the SOS method of Section 3.6.2 to the conditions of Theorem 4.3, (b), with polynomial degree ds = 1
and we get the following controller matrices
Kd =
[−1.7215 −0.8685] ,
Kc(τ) =
[−1.3523τ2 + 0.2862τ − 0.0660
0.2513τ2 − 0.0857τ + 0.1383
−1.8806τ2 − 0.3758τ − 0.2180
−1.4274τ2 − 0.2895τ + 0.4749
]
.
(4.43)
To validate the design, we perform a simulation with randomly generated impulse times satisfying the min-
imum dwell-time condition and we obtain the results depicted in Figure 1 where we can see the controller
efficiently stabilizes the system and drives the state of the closed-loop system to zero.
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Figure 1: Evolution of the states (left) of closed-loop system (4.1)-(4.42)-(4.17)-(4.43) and the associated control inputs (right).
Example 4.8 (Stabilization under maximum dwell-time). Let us consider the impulsive system (4.1)
with matrices
A =
[
3 2
1 1
]
, Bc =
[
0
0
]
, J =
[
2 1
0 0.7
]
, Bd =
[
1
0
]
. (4.44)
When u ≡ 0 and ud ≡ 0, the above system is not stable under maximum dwell-time since the matrix J is not
Schur stable. Hence, we propose to find a control law of the form (4.7) that makes the closed-loop system
positive and asymptotically stable with maximum dwell-time T¯ = 0.1. We apply the SOS method of Section
3.6.2 to the conditions of Theorem 4.4, (b), with polynomial degree ds = 1 and we get the following controller
matrices
Kd =
[−1.7080 −0.7511] ,
Kc(τ) =
[−2.2491τ2 + 1.4879τ − 0.8083
0.6314τ2 − 0.6576τ + 0.5351
−0.7639τ2 + 2.4375τ − 0.9827
0.7345τ2 − 1.5943τ + 0.9738
]
.
(4.45)
The design is validated based on a simulation where randomly generated impulse times satisfying the minimum
dwell-time condition are considered. The obtained results are depicted in Figure 2 where we can see the
controller efficiently stabilizes the system and drives the state of the closed-loop system to zero.
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Figure 2: Evolution of the states (left) of closed-loop system (4.1)-(4.44)-(4.7)-(4.45) and the associated control inputs (right).
Example 4.9 (Stabilization under range dwell-time). Let us consider the impulsive system (4.1) with
matrices
A =
[
1 1
0 1
]
, Bc =
[
1
0
]
, J =
[
1.2 0
1 0.1
]
, Bd =
[
0
1
]
. (4.46)
This system is unstable for any impulse sequence {tk}k∈N and hence the goal is to find a control law of
the form (4.26) that makes the closed-loop system positive and asymptotically stable with range dwell-time
(Tmin, Tmax) = (0.1, 0.3). We apply the SOS method of Section 3.6.2 to the conditions of Theorem 4.5, (b),
with polynomial degree ds = 1 and we get the following controller matrices
Kd =
[
0.1693 0.1006
]
,
Kc(τ) =
[
1.6045τ2 + 0.5235τ − 0.7268
−0.1609τ2 − 0.5823τ + 0.1522
−0.5299τ2 + 0.9808τ + 0.1312
0.9635τ2 − 1.2439τ + 0.5688
]
.
(4.47)
To validate the design, we perform a simulation with randomly generated impulse times satisfying the min-
imum dwell-time condition and we obtain the results depicted in Figure 3 where we can see the controller
efficiently stabilizes the system and drives the state of the closed-loop system to zero.
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Figure 3: Evolution of the states (left) of closed-loop system (4.1)-(4.47)-(4.26)-(4.47) and the associated control inputs (right).
5. Application to linear positive switched systems
The objective of this section is to derive several stability and stabilization conditions for linear positive
switched systems lying in the same spirit as those obtained for impulsive systems. This is performed by
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exploiting the possibility for representing any switched system as an impulsive system, a procedure that
will be described in Section 5.1. Using this reformulation, the results obtained in the previous sections
are applied in order to derive stability and stabilization conditions linear positive switched systems under
arbitrary switching (Section 5.2), minimum dwell-time switching (Section 5.3) and (mode-dependent) range
dwell-time switching (Section 5.4). Some existing stability conditions are retrieved (e.g. minimum dwell-
time) whereas the others seem to be novel. The stabilization conditions are also all novel and have not been
reported anywhere before. Several illustrative examples are finally treated in Section 5.5.
5.1. Switched systems as impulsive systems
Let us consider the linear switched system
x˙(t) = Aσ(t)x(t) +Bσ(t)u(t),
x(0) = x0
(5.1)
where x, x0 ∈ Rn and u ∈ Rm are the state of the system, the initial condition and the control input. The
signal σ : R≥0 7→ {1, . . . , N} is a left-continuous switching signal that changes values at the time instants
{tk}k∈N, where this sequence obeys the same assumptions as the sequence considered for the system (2.1).
This switched system can be reformulated as an impulsive system (actually a reset system) of the form
˙¯x(t) = A¯x¯(t) + B¯u¯(t), t 6= tk
x¯(t+) = Jij x¯(t), t = tk, i, j = 1, . . . , N, i 6= j (5.2)
with x¯ ∈ RNn, u¯ ∈ RNm, A¯ = diag(A1, . . . , AN ), B¯ = diag(B1, . . . , BN ) and Jij = eie>j ⊗In where {ei}Ni=1 is
the standard basis for RN . In this regard, we can clearly see that the set of impulsive systems with multiple
jump maps contains the set of switched systems. Note that these sets are not equal as switched systems
cannot implement state discontinuities. As a final remark, it is important to mention that the switched
system (5.1) with u ≡ 0 is positive if and only if all the matrices Ai, i = 1, . . . , N are Metzler; see e.g.
[87, 98].
5.2. Stability and stabilization under arbitrary switching
5.2.1. Stability under arbitrary switching
Interestingly, we can recover from Theorem 3.1 the well-known conditions for stability under arbitrary
switching of linear positive systems that can be found, for instance, in [24, 87, 99, 100]. This is stated in the
following result:
Corollary 5.1. Let the matrices A1, . . . , AN be Metzler. Then, the following statements are equivalent:
(a) There exists a vector λ¯ ∈ RNn>0 such that the conditions
λ¯>A¯ < 0 and λ¯>(Jij − InN ) ≤ 0, i, j = 1, . . . , N, i 6= j, (5.3)
hold.
(b) There exists a vector λ ∈ Rn>0 such that the conditions
λ>Ai < 0, i = 1, . . . , N, (5.4)
hold.
Moreover, when one of the above equivalent statements holds, then the linear positive switched system (5.1)
with u ≡ 0 is asymptotically stable under arbitrary switching.
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Proof : We use here Theorem 3.1 and Remark 3.3 on persistent flowing. These conditions are exactly those
in (3.1). Decompose λ¯ = coli(λ¯i) where λ¯i ∈ Rn>0, i = 1, . . . , N . Then, the jump conditions hold if only if
λ¯i = λ¯j for all i, j = 1, . . . , N . Letting λ¯i = λ, i = 1, . . . , N , and substituting then this value in the flow
condition gives (5.4). The proof is complete. ♦
The dual stability conditions [27] can be retrieved using Remark 3.2:
Corollary 5.2. Let the matrices A1, . . . , AN be Metzler. Then, the following statements are equivalent:
(a) There exists a vector λ¯ ∈ RNn>0 such that the conditions
A¯λ¯ < 0 and (Jij − InN )λ¯ ≤ 0, i, j = 1, . . . , N, i 6= j, (5.5)
hold.
(b) There exists a vector λ ∈ Rn>0 such that the conditions
Aiλ < 0, i = 1, . . . , N, (5.6)
hold.
Moreover, when one of the above equivalent statements holds, then the linear positive switched system (5.1)
with u ≡ 0 is asymptotically stable under arbitrary switching.
Remark 5.3. It is interesting to remark that the stability condition of statement (b) can be retrieved by
using the polyhedral Lyapunov function V (x) =
n
max
i=1
{λ−1i xi}; see e.g. [27, 54, 85, 86] for more details.
5.2.2. Stabilization under arbitrary switching
We have the following stabilization result under arbitrary switching can be obtained from Corollary 5.1:
Corollary 5.4. The following statements hold:
(a) There exists a control law of the form u(t) = Kσ(t)x(t) such that the controlled system (5.1) is positive and
asymptotically stable under arbitrary switching if there exist matrices X ∈ Dn0, Ui ∈ Rm×n, i = 1, . . . , N ,
and a scalar α > 0 such that the conditions
AiX +BiUi + αIn ≥ 0, and [AiX +BiUi]1n < 0 (5.7)
hold for all i = 1, . . . , N . Moreover, in such a case, suitable controller gains can be obtained using the
expression Ki = UiX
−1.
(b) There exists a control law of the form u(t) = Kx(t) such that the controlled system (5.1) is positive and
asymptotically stable under arbitrary switching if there exist matrices X ∈ Dn0, U ∈ Rm×n and a scalar
α > 0 such that the conditions
AiX +BiU + αIn ≥ 0, and [AiX +BiU ]1n < 0 (5.8)
hold for all i = 1, . . . , N . Moreover, in such a case, suitable controller gains can be obtained using the
expression K = UX−1.
Proof : The proof of statement (a) is based on the substitution of the matrix of the closed-loop system
Ai + BiKi into (5.6). Defining X ∈ Dn0 as λ =: D1n, then the change of variables Ui := KiX yields the
second condition of (5.6). The positivity of the closed-loop system is ensured by the first condition of (5.6).
The proof of statement (b) follows from the same lines and the change of variables U := KX. ♦
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5.3. Stability and stabilization under minimum dwell-time switching
5.3.1. Stability under minimum dwell-time switching
By applying now Theorem 3.7 to the system (5.2), we get the following result where statement (b) was
previously obtained in [26, 27, 54] and the other statements are the ”positive systems” analogues of the
results in [51, 65]:
Corollary 5.5 (Minimum dwell-time). Let the matrices A1, . . . , AN be Metzler. Then, the linear positive
switched system (5.1) with u ≡ 0 is asymptotically stable under minimum dwell-time T¯ if one of the following
equivalent statements holds:
(a) There exists a vector λ ∈ RNn>0 such that the inequalities
λ>A¯ < 0 (5.9)
and
λ>
[
Jije
A¯T¯ − InN
]
< 0, i, j = 1, . . . , N, i 6= j (5.10)
hold.
(b) There exist vectors λi ∈ Rn>0, i = 1, . . . , N , such that the inequalities
λ>i Ai < 0, i = 1, . . . , N (5.11)
and
λ>i e
Aj T¯ − λ>j < 0, i, j = 1, . . . , N, i 6= j (5.12)
hold.
(c) There exist a matrix function ζi : [0, T¯ ] 7→ Rn, ζi(T¯ ) ∈ Rn>0, i = 1, . . . , N , and a scalar ε > 0 such that
the inequalities
ζi(T¯ )
>Ai < 0, i = 1, . . . , N (5.13)
ζi(τ)
>Ai − ζ˙i(τ)> ≤ 0, i = 1, . . . , N (5.14)
and
ζj(T¯ )
> − ζi(0)> + ε1>n ≤ 0, i, j = 1, . . . , N, i 6= j (5.15)
hold for all τ ∈ [0, T¯ ].
(d) There exist a matrix function ξi : [0, T¯ ] 7→ Rn, ξi(0) ∈ Rn>0, i = 1, . . . , N , and a scalar ε > 0 such that
the inequalities
ξi(0)
>Ai < 0, i = 1, . . . , N (5.16)
ξi(τ)
>Ai + ξ˙i(τ)> ≤ 0, i = 1, . . . , N (5.17)
and
ξj(0)− ξi(T¯ )> + ε1>n ≤ 0, i, j = 1, . . . , N, i 6= j (5.18)
hold for all τ ∈ [0, T¯ ]. M
Proof : Decomposing λ as λ = col(λ1, . . . , λN ) and evaluating the conditions of Theorem 3.7 for all J = Jij ,
i, j = 1, . . . , N, i 6= j, leads to the result. ♦
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5.3.2. Stabilization under minimum dwell-time switching
We consider here the following control law
uσ(tk)(tk + τ) =
{
Kσ(tk)(τ)x(tk + τ) if τ ∈ [0, T¯ )
Kσ(tk)(T¯ )x(tk + τ) if τ ∈ [T¯ , Tk).
(5.19)
where Ki : [0, T¯ ] 7→ Rmc×n, i = 1, . . . , N . The above control law is analogous to the control law (4.17) with
the difference that it is now mode-dependent. The rationale for such a control law is explained in Section
4.3. The following result is obtained by applying Theorem 4.3 to the closed-loop system (5.2)-(5.19) and can
be seen as the ”positive systems” version of a result in [65]:
Corollary 5.6 (Stabilization under minimum dwell-Time). There exists a controller of the form (5.19)
such that the closed-loop system (5.1)-(5.19) is positive and asymptotically stable under minimum dwell-time
T¯ if one of the following equivalent statements holds:
(a) There exist vectors λi ∈ Rn>0, i = 1, . . . , N , and matrix-valued functions Ki : [0, T¯ ] 7→ Rm×n, i =
1, . . . , N , such that the matrix A+BcKc(τ) is Metzler for all τ ∈ [0, T¯ ] and such that the inequalities
(Ai +BiKi(T¯ ))λi < 0 (5.20)
and
Ψi(T¯ )λj − λi < 0 (5.21)
hold for all i, j = 1, . . . , N , i 6= j, where
dΨi(s)
ds
= (Ai +BiKi(s)) Ψi(s), Ψi(0) = In, s ≥ 0. (5.22)
(b) There exist matrix-valued functions Xi : [0, T¯ ] 7→ Dn, i = 1, . . . , N , Xi(T¯ ) ∈ Dn0, i = 1, . . . , N , Ui :
[0, T¯ ] 7→ Rmc×n, i = 1, . . . , N , and scalars ε, α > 0 such that the inequalities
AiXi(τ) +BiUi(τ) + αI ≥ 0, (5.23)
[AiXi(T¯ ) +Bi(T¯ )Ui(T¯ )]1n < 0, (5.24)[
−X˙i(τ) +AiXi(τ) +BiUi(τ)
]
1n < 0 (5.25)
and [
Xj(T¯ )−Xi(0) + ε I
]
1n ≤ 0 (5.26)
hold for all τ ∈ [0, T¯ ]. Moreover, in such a case, suitable controller gains can be computed using the
relations Ki(τ) = Ui(τ)Xi(τ)
−1, i = 1, . . . , N .
Proof : The proof readily follows from the substitution of the impulsive system formulation (5.2) of the
system (5.1) in the conditions of Theorem 4.3, (b). ♦
5.4. Stability and stabilization under range dwell-time switching
5.4.1. Stability under range dwell-time switching
The following result can be obtained by applying the conditions for the stability under range dwell-time
described in Remark 3.13 to the system (5.2) and can be seen as the ”positive systems” version of a result
in [65]:
Corollary 5.7. Let the matrices A1, . . . , AN be Metzler. Then, the following statements are equivalent:
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(a) There exist vectors λi ∈ Rn>0 such that the conditions
λ>j e
Aiθi − λ>j < 0 (5.27)
hold for all i, j = 1, . . . , N , i 6= j and θi ∈ [T imin, T imax].
(b) There exist vector-valued functions ζi : [0, T
i
max] 7→ Rn, ζi(0) ∈ Rn>0, i = 1, . . . , N , and a scalar ε > 0
such that the inequalities
ζi(τi)
>Ai + ζ˙i(τi)> ≤ 0, i = 1, . . . , N, (5.28)
and
ζj(0)
> − ζi(θi)> + ε1>n ≤ 0, i, j = 1, . . . , N, i 6= j (5.29)
hold for all τi ∈ [0, T imax] and all θi ∈ [T imin, T imax].
Moreover, when one of the above statements hold, the linear positive switched system (5.1) is asymptotically
stable under range dwell-time (Tmin, Tmax).
Proof : The proof readily follows from the substitution of the impulsive system formulation (5.2) of the
system (5.1) in the conditions stated in Remark 3.13. ♦
5.4.2. Stabilization under range dwell-time switching
We consider here the control law
uσ(tk)(tk + τ) = Kσ(tk)(τ)x(tk + τ), τ ∈ [0, Tk) (5.30)
where Ki : [0, T¯ ] 7→ Rmc×n, i = 1, . . . , N . The above control law is the switched systems version of the
control law (4.26). The rationale for such a control law is explained in Section 4.4. The following result
is obtained by applying Theorem 4.5 to the system (5.2)-(5.30) and can be seen as the ”positive systems”
version of a result in [65]:
Corollary 5.8. There exists a controller of the form (5.30) such that the closed-loop system (5.1)-(5.30) is
positive and asymptotically stable under range dwell-time if one of the following equivalent statements holds:
(a) There exist vectors λi ∈ Rn>0, i = 1, . . . , N , and matrix-valued functions Ki : [0, T imax] 7→ Rm×n,
i = 1, . . . , N , such that the matrix Ai +BiKi(τi), i = 1, . . . , N , is Metzler for all τi ∈ [0, T imax] and such
that the inequality
Ψi(θi)λj − λi < 0 (5.31)
holds for all θi ∈ [T imin, T imax] and all i, j = 1, . . . , N , i 6= j, where
dΨi(s)
ds
= (Ai +BiKi(s)) Ψi(s), Ψi(0) = In, s ≥ 0. (5.32)
(b) There exist matrix-valued functions Xi : [0, T
i
max] 7→ Dn, Xi(0) ∈ Dn0, i = 1, . . . , N , matrix-valued
functions Ui : [0, T
i
max] 7→ Rm×n, i = 1, . . . , N , and scalars α, ε > 0 such that the inequalities
AiXi(τi) +BiUi(τi) + αI ≥ 0, (5.33)[
X˙i(τi) +AiXi(τi) +BiUi(τi)
]
1n < 0 (5.34)
and
[Xj(0)−Xi(θi) + ε I]1n ≤ 0 (5.35)
hold for all τi ∈ [0, T imax], all θi ∈ [T imin, T imax] and all i, j = 1, . . . , N , i 6= j. Moreover, in such a case,
suitable controller gains can be computed using the relations Ki(τ) = Ui(τ)Xi(τ)
−1, i = 1, . . . , N .
Proof : The proof readily follows from the substitution of the impulsive system formulation (5.2) of the
system (5.1) in the conditions stated in Theorem 4.5. ♦
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5.5. Examples
Example 5.9 (Stability under minimum dwell-time #1). Let us consider here the system (5.1) with
the matrices [101]
A1 =
−0.5302 0.0012 0.08730.2185 −0.7494 0.5411
0.7370 0.1543 −0.3606
 and A2 =
−0.5136 0.4419 0.36890.1840 −0.3951 0.0080
0.3163 0.6099 −1.0056
 . (5.36)
Both matrices are Hurwitz stable but do not admit any common linear copositive Lyapunov function. We
then look for an estimate for the minimum dwell-time and we get the results summarized in Table 4. We
can see that by increasing the degree of the polynomials in the sum of squares program, we can reach the
value obtained by the original linear program. The sum of squares conditions are also able to approach the
values of minimum dwell-time computed using the conditions of Corollary 5.5, (a), when the degree ds of the
polynomials increases.
Example 5.10 (Stability under minimum dwell-time #2). Let us consider here the system (5.1) with
the matrices [27]
A1 =
−1.1309 0.0087 0.84990.0222 −1.0413 0.5865
0.4105 0.4817 −0.8792
 and A2 =
−2.9923 1.5069 2.91424.0681 −3.9685 1.8570
0.1072 0.0618 −0.7999
 . (5.37)
As in the previous example, these matrices are Hurwitz stable but do not admit any common linear copositive
Lyapunov function. We can observe in Table 4 that the sum of squares conditions are again able to approach
the values of minimum dwell-time computed using the conditions of Corollary 5.5, (a), when the degree ds
of the polynomials increases.
Table 4: Minimum dwell-time results for the switched systems (5.1)-(5.36) and (5.1)-(5.37) obtained using Corollary 5.5.
Result Method T¯ No. variables Solving time
System (5.36)
Cor. 5.5, (a) – 3.4296 18/6 0.9024
Cor. 5.5, (c) SOS (ds = 1) infeasible 114/48 –
Cor. 5.5, (c) SOS (ds = 2) 3.7063 198/60 1.2610
Cor. 5.5, (c) SOS (ds = 3) 3.4538 306/72 1.6763
System (5.37)
Cor. 5.5, (a) – 1.0717 18/6 1.4464
Cor. 5.5, (c) SOS (ds = 1) 5.0992 114/48 1.0844
Cor. 5.5, (c) SOS (ds = 2) 2.2637 198/60 1.2228
Cor. 5.5, (c) SOS (ds = 3) 1.0862 306/72 1.5291
Example 5.11 (Stability under range dwell-time). Let us consider the system (5.1) with the matrices
[57]
A1 =
[−2 1
5 −3
]
, A2 =
[
0.1 0
0.1 0.2
]
. (5.38)
Note that the matrix A1 is Hurwitz stable and A2 is anti-stable. Then the system cannot be stable under
arbitrary switching or under minimum dwell-time switching. We hence consider a mode-dependent range
dwell-time criterion and let T 2min = 0.01 and T
1
max =∞. We then consider Theorem 5.7 for different values
for T 1min = 1 and compute the associated maximal values for T
2
max. The results are gathered in Table 5 where
we can recover the values by choosing a sufficiently large polynomial degree ds. Compared to the gridding
approach, the SOS approach yields more accurate conditions that are faster to solve.
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Table 5: Mode-dependent range dwell-time results for the switched system (5.1)-(5.38) with T 2min = 0.01 and T
1
max = ∞
obtained using Corollary 5.7.
Result Method T 2max No. variables Solving time
System (5.38),
T 1min = 1
Th. 5.7, (a) Gridded (Ng = 201) 1.2847 410/4 3.6096
Th. 5.7, (b) SOS (ds = 1) 1.2788 80/28 0.8220
Th. 5.7, (b) SOS (ds = 2) 1.2847 146/36 0.9641
Th. 5.7, (b) SOS (ds = 3) 1.2847 232/44 1.1172
System (5.38),
T 1min = 2
Th. 5.7, (a) Gridded (Ng = 201) 2.5471 410/4 3.5899
Th. 5.7, (b) SOS (ds = 1) 2.5010 80/28 0.7727
Th. 5.7, (b) SOS (ds = 2) 2.5470 146/36 1.0925
Th. 5.7, (b) SOS (ds = 3) 2.5470 232/44 1.2273
System (5.38),
T 1min = 5
Th. 5.7, (a) Gridded (Ng = 201) 6.2158 410/4 .37078
Th. 5.7, (b) SOS (ds = 1) 5.5783 80/28 0.8722
Th. 5.7, (b) SOS (ds = 2) 6.2112 146/36 1.0439
Th. 5.7, (b) SOS (ds = 3) 6.2140 232/44 1.3031
Example 5.12 (Stabilization under minimum dwell-time). Let us consider the system (5.1) with the
matrices
A1 =
[
1 2
0 −1
]
, B1 =
[
1
0
]
, A2 =
[−2 1
2 3
]
, B2 =
[
0
1
]
. (5.39)
Note that both subsystems are unstable. The goal is then to design a controller of the form (5.19) such that
the closed-loop system is positive and stable under minimum dwell-time T¯ = 0.1. We consider Theorem
5.6 and solve the conditions using the SOS relaxation with ds = 1/2 (degree of X and U is one while the
additional polynomials are of degree 2). The obtained semidefinite program has 180 primal variables and 71
dual variables. Solving the conditions yields the controller matrices
K1(τ) =
[−0.7115τ + 2.5772
0.8189τ − 0.8234
−0.5314τ + 0.9017
0.2750τ − 0.6962
]
,
K2(τ) =
[−0.5525τ + 1.0274
0.2470τ − 0.7918
−1.1025τ + 3.6721
0.4632τ − 0.7159 .
] (5.40)
For simulation purposes, we generate a random sequence of dwell-times satisfying the minimum dwell-time
constraint and we obtain the trajectories depicted in Figure 4 where we can see observe the stabilizing effect
of the controller.
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Figure 4: State (left) and control input (right) trajectories of the closed-loop system (5.1)-(5.39)-(5.19)-(5.40).
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Example 5.13 (Stabilization under range dwell-time). Let us consider the system (5.1) with the ma-
trices
A1 =
[
2 3
1 −3
]
, B1 =
[
1
0
]
, A2 =
[−4 2
3 −2
]
, B2 =
[
0
1
]
. (5.41)
As in the previous examples, both subsystems are unstable and we seek for a controller of the form (5.30)
that makes the closed-loop system positive and stable under range dwell-time (T 1min, T
1
max) = (0.2, 0.3) and
(T 2min, T
2
max) = (0.1, 0.2). We consider Theorem 5.7 and solve the conditions using the SOS relaxation with
ds = 1/2 (degree of X and U is one while the additional polynomials are of degree 2). The semidefinite
program to solve has 229 primal variables and 84 dual variables. Solving the conditions takes 1.5875 seconds
and returns the controller matrices
K1(τ) =
[−0.9381τ − 2.7094
0.4876τ + 0.4790
−0.7981τ − 0.9812
0.3152τ + 0.5428
]
,
K2(τ) =
[−0.2044τ − 0.6353
0.1183τ + 0.5053
0.2601τ − 0.7524
0.2289τ + 0.5581
]
.
(5.42)
For simulation purposes, we generate a random sequence of dwell-times satisfying the range dwell-time con-
straint and we obtain the trajectories depicted in Figure 5 where we can see observe the stabilizing effect of
the controller.
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Figure 5: State (left) and control input (right) trajectories of the closed-loop system (5.1)-(5.41)-(5.30)-(5.42).
6. Conclusion
Several stability and stabilization conditions for linear positive impulsive systems and linear positive
switched systems have been obtained using the notion of dwell-times. Discrete-time stability conditions
have been obtained and reformulated using a lifting approach in order to get conditions that can be applied
for design purposes. Because of their infinite-dimensional nature, several relaxation approaches have been
proposed to make the lifted conditions finite-dimensional. Several examples have been given for illustration.
Possible extensions are the stability analysis and stabilization linear positive impulsive systems with
inputs using the L1-, L2- and L∞-gains in the same way it has been done with linear positive systems
[15, 15, 102, 103], linear positive systems with delays [15, 22, 104], linear positive switched systems [27] and
linear positive Markov jump systems [29]. The consideration of the obtained conditions for the design of
interval observers [34–36] for (not necessarily positive) linear impulsive systems or linear switched systems is
also an interesting application of the developed theory. Developing lifted conditions for polyhedral Lyapunov
functions is also quite appealing due to the universal properties these functions have. Finally, the extension
to positive/monotone nonlinear systems is also of potential interest.
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