We study self-adjoint extensions of operators which are the product of the multiplication operator by an analytic function and the analytic continuation in a strip. We compute the deficiency indices of the product operator for a wide class of analytic functions. For functions of a particular form, we point out the existence of a self-adjoint extension which is unitarily equivalent to the analytic-continuation operation.
Introduction
Products of unbounded operators are subtle. If A is a densely defined closed unbounded operator and x is a bounded operator on a Hilbert space, then it is easy to see that Ax on the obvious domain {ξ : xξ ∈ Dom(A)} is closed but it may fail to be densely defined. On the other hand, xA is densely defined, but it is not necessarily closed (in general, xA is closable if and only if A * x * = (xA) * is densely defined [18, Theorem 13.2] . This is not the case if one considers A = A * unbounded and take x to be the projection onto a subspace whose vectors are not in Dom(A)).
In [4] , we encountered operators of the form M f ∆ 1 2 (up to a rescaling), where M f is the multiplication operator by an analytic function f and ∆ We give the precise definitions in Section 2. Under the condition that f (θ) = f (θ − πi), this operator is symmetric. Then the natural question arises whether this operator is (essentially) self-adjoint or not, and if not, what its self-adjoint extensions are. It turns out that this question highly depends on f : its zeros and the decay rate at θ → ±∞.
This is not only a purely mathematical problem. The operator M f ∆ 1 2 appears as a building block of a quantum observable in certain two-dimensional quantum field theories [4] . In a relativistic quantum field theory, it is required that observables localized in spacelikeseparated regions should strongly commute [8] . Therefore, it is an important problem to classify the self-adjoint extensions of M f ∆ 1 2 and choose a right one. Although the operator M f ∆ 1 2 looks simple and its extension theory has interesting features as we will see, it has apparently been treated neither in textbooks, e.g. [24, 15, 7, 9, 6, 11, 13, 26, 25, 5, 18, 1, 2, 23, 19] nor in a recent review of self-adjointness in quantum physics [10] . In this paper, we go back to the basics, namely we compute deficiency indices of the operator. We will see that the deficiency indices depend highly on the choice of f , furthermore, there appears to be no canonical choice of a self-adjoint extension for a generic f . Therefore, we restrict ourselves to a certain subclass of functions. For such functions, we can find a self-adjoint extension of M f ∆ 1 2 which is unitarily equivalent to ∆ 1 2 . This particular extension will be useful in the original context of integrable quantum field theory and bound states [22] .
For a generic f , we take its Beurling factorization and we reduce the computation of deficiency indices to each factors. We find especially, when f has zeros in the strip, that M f ∆ 1 2 may have different deficiency indices, and may have no self-adjoint extension. By considering our applications [4] , this forces us to pick the subclass of functions which are a square of another function h: f = h 2 . If f such a square, there is a canonical choice of a self-adjoint extension which is unitarily equivalent to ∆ 1 2 . This paper is organized as follows. In Section 2, we state precisely the assumptions and the problem. We compute in Sections 3, 4 the deficiency indices of M f ∆ 1 2 and obtain an explicit form for the vectors in the deficiency subspaces for certain functions f . We also get an expression of the polar decomposition. In Section 5, we consider functions f which is a square and construct a canonical self-adjoint extension of M f ∆ 1 2 .
Preliminaries

Hardy spaces
We denote by H 2 (S a,b ) the space of analytic functions ξ in the strip S a,b := R + i(a, b), a < b, such that ξ(θ + iλ) is in L 2 (R) (with the Lebesgue measure on R, which we will omit in the rest) for a fixed λ and the norms ξ( · + iλ) are uniformly bounded for λ ∈ (a, b). They are called the Hardy space based on the strip S a,b . Let us fix one such Hardy space H 2 (S −π,0 ). For each element ξ ∈ H 2 (S −π,0 ), the limits lim ǫ→0 ξ( · − iǫ) and lim ǫ→0 ξ( · − (π − ǫ)i) exist in the sense of L 2 (R) [20, Corollary III.2.10] . Let us denote these boundary values by ξ(θ), ξ(θ − πi) for simplicity. Then, for the Fourier transformξ(t) of ξ(θ), e πtξ (t) is L 2 and it holds that ξ(θ + iλ) = 1 √ 2π dt e i(θ+iλ)tξ (t),
where the integral with respect to t is actually L 1 and has meaning pointwise for θ + iλ, −π < λ < 0 [20, Theorem III.2.3] . For the convenience of the reader, we give an elementary proof of these facts in Appendix A (c.f. [13, Theorem IX.13] ). Therefore, the Hardy space H 2 (S −π,0 ) can be considered as a (dense) subspace of the Hilbert space L 2 (R). Next, let us consider the operator of analytic continuation: Dom(∆ This can be identified with the Fourier transform of the multiplication operator M eπ by e π (t) = e πt , and it is self-adjoint on this space (see Appendix A).
The bound state operator
Let f ∈ H ∞ (S −π,0 ), the space of bounded analytic function on S −π,0 = R + i(−π, 0). We do not assume the continuity on the closure R + i[−π, 0]. However, one can identify the strip R + i(−π, 0) with the unit disk in C by a conformal transformation (see, e.g. [12, Appendix A]) and it follows from the boundedness of f that f (ζ) has radial boundary values when Im ζ → 0, −π, namely, f (θ + iλ) converges when λ → 0, −π for almost every θ [17, Theorem 11.32]. We denote these boundary values by f (θ) and f (θ − πi), respectively, which are L ∞ (R). We further assume the property that f (θ) = f (θ − πi) almost everywhere. Let M f be the multiplication operator by f (θ) = f (θ − πi).
Our main object in this paper is the operator M f ∆ 
It holds that
where in the second line we used Cauchy's theorem and rapid decay of ξ and η. By continuity, this equation holds for any pair ξ, η ∈ Dom(∆ 1 2 ), therefore, we obtain the symmetry. In particular, one obtains again that the product operator
This notation of ∆ is (almost) compatible with its use in integrable two-dimensional quantum field theory, which we will investigate in [22] . Namely, ∆ is the one-particle component of the modular operator for the von Neumann algebra [21] corresponding to the right standard wedge with respect to the vacuum vector (which is sometimes denoted by ∆ 1 , but we omit the subscript for simplicity). The unitary operators ∆ it coincide with the one-particle action of the Lorentz boosts in many cases (see [3] for the integrable models without bound states) and gives the shift ξ(θ + 2πt), therefore, ∆ 1 2 is the analytic continuation θ → θ − πi. The product operator M f ∆ 1 2 appears in the study of quantum field theories with bound states [4] . One of the principal problems in quantum field theory is to construct local observables (a class of self-adjoint operators). For a family of integrable quantum field theories in two spacetime dimensions, we constructed a candidate of observables localized in a wedgeshaped region. This candidate operator contains M f ∆ 1 2 as a building block. More precisely, it is the one-particle component of the operator which makes a bound state. Yet, its correct self-adjoint domain and locality in a strong sense remained open. As these properties are crucial in constructing Haag-Kastler nets (operator-algebraic realization of quantum field theories), we investigate the self-adjointness of M f ∆ 1 2 in this paper.
Self-adjointness criterion
Now the question is whether M f ∆ 1 2 has a self-adjoint extension. For this purpose, let us recall the fundamental criterion for self-adjointness [13, Section X.1].
For a symmetric operator A, its adjoint A * may have nonzero eigenvectors for eigenvalues ±i. We denote the dimensions of the corresponding eigenspace by n ± (A). The pair (n + (A), n − (A)) is called the deficiency indices of A. Equivalently, they are dimensions of the spaces ker(A * ∓ i). A can be extended to a self-adjoint extension if and only if n + (A) = n − (A) and there is a one-to-one correspondence between such self-adjoint extensions and isometric operators from ker(A * − i) to ker(A * + i). If the deficiency indices of A is (0, 0), then A is essentially self-adjoint and the closure A of A is the unique self-adjoint extension of A.
We 
where α j ∈ R + i(−π, 0) and satisfies the Blaschke condition which assures the convergence of the infinite product (see [17, Theorem 15.21] for the condition written in the unit circle picture), c n = − , where β n = e αn +i e αn −i
, we set c j = 1 as a convention). c is a constant with |c| = 1.
1+s 2 is a finite singular measure (with respect to the Lebesgue measure ds) on R ∪ {∞} and may have an atom at ∞ (−∞ is identified with ∞). φ(s) is a positive function on R such that 
for almost every θ ∈ R (they are defined as the boundary values and not as integrals for ζ = θ ∈ R, θ − πi, which might be meaningless). On the other hand, f out is said to be outer and it is the exponential of the Poisson integral of the kernel log φ(s)
This decomposition is unique. We call f Bl the Blaschke product of f , f in the singular inner part of f , and f out the outer part of f .
In order to solve the eigenvalue equation ∆ 1 2 M f ξ = ±iξ, it is helpful to extend the domain of consideration to meromorphic functions on the strip R + i(−π, 0). Once we find a meromorphic function g which satisfies f (θ − πi)g(θ − πi) = ±ig(θ), any solution ξ in the domain of the operator ∆ 1 2 M f can be divided by g and one obtains a periodic function:
Some properties of this periodic function can be derived from those of ξ, f and g, and we might be able to classify such periodic functions. We will call the equation 
for each λ and assume that its L 2 -norm is uniformly bounded in λ, and that 
We only have to prove the analyticity at λ = 0. For a given θ, θ 1 < θ < θ 2 , we take
. Consider the rectangle with the corners θ 3 + iλ 1 , θ 4 + iλ 1 , θ 4 + iλ 2 , θ 3 + iλ 2 and take a counterclockwise path Γ. Then
defines an analytic function inside the rectangle, as the integrand is (L 2 on the bounded segments, therefore) L 1 . Let us see that h coincides with h on the upper-and lower-half rectangles. Indeed, let 0 < ǫ < Im ζ and take a rectangular path Γ ǫ with the corners θ 3 + iǫ, θ 4 + iǫ, θ 4 + iλ 2 , θ 3 + iλ 2 which contains ζ in its inside (see Figure 1) . By Cauchy's formula, we have
As ǫ → 0, this integral tends to
where Γ + is the rectangle with corners θ 3 , θ 4 , θ 4 +iλ 2 , θ 3 +iλ 2 , by the assumption of continuity of h (in the L 2 , therefore) in the L 1 sense and the L 1 -integrability of h on the sides of the rectangle. On the other hand, if we consider a rectangle in a lower half-plane, the integral gives 0 by Cauchy's theorem. By a similar continuity argument, we obtain
where Γ − is the rectangle with corners θ 3 , θ 3 + iλ 1 , θ 4 + iλ 1 , θ 4 . Therefore, altogether we get
By a parallel argument, we have h(ζ) = h(ζ) for Im ζ < 0. In other words, h has an analytic extension to the whole rectangle. By the L 2 -continuity, it must hold that h = h.
We use this Lemma in the following form.
) and the limits coincide. Then h extends to an analytic function with period πi.
Proof. Define the periodic function by h(ζ + Nπi) = h(ζ), N ∈ N. The only question is the analyticity at ζ ∈ R + Nπi, which is a direct consequence of Lemma 3.1.
Finite Blaschke products
α j e ζ − e α j be a finite Blaschke product, where α j ∈ R + i(−π, 0). Note that they have exactly n-zeros (including multiplicity) in the strip R + i(−π, 0), since the function e ζ is one-to-one in the strip. In order that this satisfies f (θ) = f (θ − πi), α j and α j − πi must appear in pair including multiplicity, or Im α j = − 
We can define an analytic function on C \ {0} by h ⊢ log z 2
, which is well-defined by the πi-periodicity of h. The bound of h ⊢ can be translated into
and especially, the singularity at z = 0 is removable. Then it is a well-known consequence of the Cauchy estimate [17, Theorem 10.26] 
is a polynomial p(z) of degree less than or equal to N.
Since ζ = log z 2 or z = e 2ζ , we have h(ζ) = p(e 2ζ )e −N ζ as desired. Proof. We observed after Lemma 2.1 that
By definition of the product of (possibly) unbounded operators, the domain of ∆
In order to determine the deficiency indices, we have to find the eigenvectors of ∆ 1 2 M f corresponding to the eigenvalues ±i. We claim that the functions
where 0 ≤ k < n, are precisely those eigenfunctions. It is easy to see that they have n-poles in the strip R + i(−π, 0).
Firstly, let us show that they are indeed eigenfunctions. We have
We observe that this has no pole in R + i(−π, 0), since e ζ takes only values with negative imaginary part, while e α j have positive imaginary parts. The product f (θ)ξ k (θ) belongs to
again because e ζ has negative imaginary part, while e α j have positive imaginary parts. The right-hand side decays exponentially when Re ζ → ±∞, since 0 ≤ k < n, therefore,
. The boundary value can be straightforwardly computed and it is
where we used that α j and α j − πi appear in pair, or Im α j = π 2
and e α j = −e α j . This means that this belongs to the deficiency subspace. More precisely, if k = 0 and if n = 2m, it belongs to n − (M f ∆ 1 2 ) and if n = 2m + 1, to n + (M f ∆ 1 2 ). As k increases, it alters the eigenvalue by −1. They are obviously linearly independent.
Summing up, if m is even, we found m vectors both in n ± (M f ∆ M f , to which eigenspace it belongs depends on k. As described in Section 3.1, we need just one function which satisfies the eigenvalue equation, which is not necessarily in the Hilbert space. The restriction 0 ≤ k < n is required only when one wants a Hilbert space vector, and for other k, ξ k , defined analogously, satisfies the same eigenvalue equation. We take a ξ k which has the same eigenvalue as ξ.
We proceed as we described in Section 3.1: We consider
. By assumption, f ξ ∈ H 2 (S −π,0 ). On the other hand, we have
where A and M are positive constants. Especially, this factor has no pole. Therefore, the function
is analytic in R + i(−π, 0) and has the same locally L 2 -boundary value at Im ζ = 0, −π, hence by Proposition 3.2, it extends to an entire periodic function. An entire periodic function admits a Fourier expansion:
a j e jζ , where a j is strongly decreasing, and this sum is uniformly convergent on any compact set with respect to Re ζ.
For any
defines an analytic function of ζ in R + i(−π, 0) by Morera's theorem [17, Theorem 10.17] . Furthermore, we have the following estimate:
This function is periodic since so is
, hence by Lemma 3.3, it must be of the form N j=−N a η,j e jζ , where N is the smallest even integer such that N > M.
By the compactness of the support of η and the uniform convergence of
we obtain a η,j = a j dθ η(θ)e jθ . As η is arbitrary, this implies that a j = 0 for |j| > N. In other words,
jζ . This is actually of the form ξ(ζ) = N −N a j ξ k+j (ζ), but we know that ξ k+j (ζ) can be in H 2 (S −π,0 ) if and only if 0 ≤ k + j < n, and their decay rates are different for different k + j, therefore, ξ(ζ) ∈ H 2 (S −π,0 ) if and only if ξ(ζ) = n−1 j=0 a j ξ j (ζ). This completes the proof that {ξ j } n−1 j=0 exhaust the deficiency subspaces.
Infinite Blaschke products
From the results of the previous section, it is natural to expect that for an infinite Blaschke product
2 ) are infinite. This will turn out to be true, yet it is not easy in general to calculate the deficiency subspaces explicitly, as the natural candidate vectors in those subspaces would be infinite products, whose convergence is not always under control. Therefore, we divide the cases.
Zeros on the middle line
Let us assume that Im α j = − π 2
. In this case, e α j =: iγ j ∈ iR − . We divide the negative numbers {γ j } into two families according to their real parts and reorder as follows: Re α 
Proof. As the infinite product is absolutely convergent, from [17, Theorem 15.5] , it follows for ζ ∈ R + i(−π, 0) that
By noting that γ
, there is sufficiently large j such that 2|b| ≤ |γ . By comparing with the above convergent series, it is straightforward to see that the following infinite sums are convergent also for real θ such that e θ = a:
Therefore, the following infinite products
are absolutely convergent and non zero for θ ∈ R.
We consider the following function
We claim that ξ k ∈ L 2 (R, dθ) for infinitely many k ∈ Z. Indeed, each factor in the big products has the modulus smaller than 1, the former factors decay exponentially as θ → ∞, while the latter factors decay exponentially as θ → −∞. By assumption, at least one of these products is infinite, hence it can decay faster than e (k+ 1 2 )θ for k > 0 or k < 0, depending on which is infinite.
Next, we claim that f (ζ)ξ k (ζ) ∈ H 2 (S −π,0 ). By c + = −1 and c − = 1, it is easy to check that )Re ζ f (Re ζ)ξ(Re ζ) . Finally,
, where − applies when k is odd and − applies when k is even. In particular, there are infinitely many such eigenvectors.
Zeros outside the middle line
Here we assume that Im α j = − π 2
. By the symmetry condition, α j must appear with α j − πi in pair. Let us reorder and rename the zeros {α j } and write this explicitly:
Note that f is inner, hence the multiplication operator M f is unitary and the product
is a closed symmetric operator. We first show that M f ∆ 1 2 has a self-adjoint extension. Indeed, using the above reordering, we have f (ζ) = f + (ζ)f − (ζ), where
Both functions are in H ∞ (S −∞,0 ) and it holds that f + (θ − πi) = f − (θ). By definition of the domains of product operators, we have
is bounded and analytic in R + i(−π, 0). Therefore, we have the following inclusion
The last expression is a self-adjoint operator, since M f − is unitary. In particular, the operator M f ∆ 1 2 has a self-adjoint extension and n . We can see as above
Such an infinite tower of extensions is possible only if n
Singular inner functions
In this Subsection we consider singular inner functions. An singular inner function admits the following representation
where µ is a singular measure on R ∪ {∞}. If µ has atoms at 0, ∞, we need a different treatment. Let us consider these cases separately.
Atomic measures at infinity
When µ({0})
1+s 2 = β ≥ 0 and µ = 0 elsewhere, our function takes the form f (ζ) = exp iαe −ζ − iβe ζ . As in Section 3.1, we look for solutions of the eigenvalue equation
and the problem is reduced to find πi-periodic functions with a certain growth condition. defines an analytic function h η of ζ with the estimate:
and on the boundary, it is immediate from the assumption that max{|h η (θ)|, |h η (θ − πi)|} ≤ η · max{ h , h( · − πi) }. Therefore, by Phragmén-Lindelöf principle [17, Theorem 12.9] ,
As this estimate does not depend on R, it holds for any η ∈ L 2 (R), which implies that
Next, consider the function cos te −ζ , t ∈ R. This is πi-periodic in ζ and it holds that cos te ) such that κ(−t) = κ(t), dt κ(t) = 0. Then its Fourier transform is entire and we havê
Then we have the following bound:
|Im e −ζ | .
Furthermore, on the boundary,κ(e −θ ) andκ(e −(θ−πi) ) =κ(−e −θ ) =κ(e −θ ) (as κ(−t) = κ(t)) are rapidly decreasing in θ and faster than exponentials for θ → −∞, sinceκ(p) is a Schwartz class function withκ(0) = 0, therefore,κ(e −θ )e −nθ tends to 0 rapidly as θ → ±∞, where n > 0. 
Proof. We may assume that α > 0, as the case β > 0 is similar. Let κ as above, n ∈ N and consider the function ξ κ,n (ζ) =κ(e −ζ ) exp(−
)ζ . For ζ ∈ R + i(−π, 0) we have the following estimate:
|Im e −ζ | · e )Re ζ
as Im e −ζ > 0 and Im e ζ < 0, and on the boundary we saw that |ξ κ,n (ζ)| is Schwartz class. Thus by Lemma 3.6, f (ζ)ξ κ,n (ζ) ∈ H 2 (S −π,0 ).
Let us check the eigenvalue equation. We have
Therefore, depending on whether n is even or odd, ξ κ,n is in one of the deficiency subspaces of M f ∆ 1 2 with eigenvalue i or −i. They are clearly linearly independent.
Generic singular measures
As we show in Appendix B, any singular inner function f has essential singularities on the boundary R, R − πi or Re ζ → ±∞. If the measure is atomic on the boundary, it is not difficult to find vectors in the deficiency indices similarly as in the case of atoms at infinity. In a generic case, we are not able to write explicitly the vectors in the deficiency subspaces of M f ∆ 1 2 . Yet, we are able to show that the deficiency indices are (∞, ∞) again by finding a self-adjoint extension and a sequence of closed symmetric extension between them.
Proposition 3.8. Let f be singular inner as above. Then n
Proof. As f has no zero in R + i(−π, 0), f has analytic roots f 1 n for arbitrary n. More explicitly, we can write this root as
1 + e ζ s e ζ − s , and accordingly we have
and the last expression is manifestly self-adjoint. We claim that this extension is not trivial. Indeed, the domain of the latter opera-
. This is not equal to H 2 (S −π,0 ). In order to see this, pick a vector ξ ∈ H 2 (S −π,0 ). As we saw in Corollary A.2, the values ξ(θ − iλ) is bounded by ξ and ∆ 
is a proper self-adjoint extension.
Take an even n = 2m. Then by repeating the argument above,
is m successive proper extensions, therefore, n ± (M f ∆ 1 2 ) ≥ m. As m is arbitrary, they must be infinite.
Outer functions with decay conditions
Let us consider outer functions. An outer function can be expressed as the exponential of a Poisson integral of a kernel log φ(s) 1+s 2 which is L 1 . Consequently, φ cannot have too strong decay as Re ζ → ±∞.
More concretely, the function with fast decay φ(s) = 1 e −s α +e s α satisfies this condition if 0 < α < 1, but with 1 ≤ α it does not. Yet the condition that log φ(s) 1+s 2 should be L 1 can be satisfied in many ways. In addition, φ can approach to 0 around finite s so long as the L 1 -condition is satisfied. We are not able to treat such a variety of cases in a general way.
Here we impose a bound on the decay rate of φ(s) = |f (log s)|. Under this condition, the operator M f ∆ 1 2 is essentially self-adjoint. Proof. Let f be a function which satisfies the estimate above. If f had a Blaschke factor, it would have at least one zero and it contradicts the assumed estimate (which separates f from 0), thus f has no Blaschke factor. Suppose that f had a singular inner factor. If the singular measure µ corresponding to the factor has non zero measure at 0 or ∞, then the factor contains e iµ({0})e −θ e −iµ({∞})e +θ and they decay as e −Be |Re ζ| when Re ζ → ∓∞, respectively, which contradicts the assumption (α < 1). If the singular measure were non-zero and had no atom at 0, ∞, it must tend to zero on the boundary as we show in Appendix B, which would again contradicts the assumed estimate. Therefore, f cannot have any nontrivial inner part, namely is an outer function.
Conversely, let f be an outer function defined through φ as above. Note that the modulus of f is given through the imaginary part of the integral, which is, by putting e ζ = a + ib,
The latter expression can be estimated as follows. Note that it follows from the assumption on φ that | log φ(s)| ≤ B |s| α + 1 s α + | log A|.
We estimate these three terms separately. Let us first take B|s| α . We may assume that a ≥ 0 (the case a < 0 is analogous). Then for the half-line s < 0, s 2 ≤ (a − s) 2 and we have
Next, note that |a + s| α ≤ |a| α + |s| α if 0 < α < 1. Indeed, if we put F (t) = t α for t > 0, then F ′ (t) = αt α−1 which is monotonically decreasing. Therefore, we have |s|
We subdivide the other half-line into [0, a] and (a, ∞). There, we have the following estimates, respectively:
where we used
Next we consider B 1 s α . By successive changes of variables s =
We claim that this integral is bounded for a fixed 0 < α < 1. For a = 0, we have
If a = 0, we can write b = βa (note that β < 0) and
where we changed the variable k = βs √ 1+β 2
. Hence we get
Lastly, it is immediate that
By putting B 1 = 4B 3 π and A 1 = e B 1 +| log A| we finally obtain
as desired. is strongly decreasing when Re ζ → ∞ (the key is that β < 1, see [17, Theorem 12.9] ), hence especially is bounded on the half strip Re ζ > 0. If we consider a large interval of Re ζ, the maximum modulus principle tells that the maximum is taken on the boundary, but actually it occurs on the edges of the half strip if the interval is large enough. As exp −ǫ e β(ζ+
for Re ζ > 0, but ǫ is arbitrary, thus we obtain |h(ζ)e −B 1 ζ | ≤ A, which is equivalent to |h(ζ)| ≤ Ae B 1 Re ζ . We can argue similarly for Re ζ < 0 and obtain the desired bound.
Although we do not use it, this proof can be easily adopted to the case where the boundary values are bounded by Ae B 1 |Re ζ| .
Proposition 3.11. Let f be a bounded analytic function on R+i(−π, 0) with f (θ) = f (θ−πi) and suppose that there are numbers A, B ≥ 0, 0 ≤ α < 1 such that
Proof. By the assumption and Lemma 3.9, f can be represented as a Poisson integral of a kernel φ(s) = |f (log s)|:
By the symmetry of f , the kernel satisfies φ(s) = φ(−s). Note that, as ζ ∈ R + i(−π, 0), Im e ζ < 0. This should be kept in mind when we consider the boundary value Im e ζ → 0. We have
and this time, the relevant boundary value is considered in the sense that Im e ζ > 0. As previous cases, let us find a solution to the eigenvalue equation. We claim that
satisfies the eigenvalue equation. First note that, for s < 0, the integrand is continuous in ζ around R as Re e ζ > 0, therefore, it is irrelevant whether ζ approaches to R from above or below. Then, we have
and here Im e ζ > 0. If we consider the product of f and g, it holds that
because the approach of ζ in the integral in [0, ∞) coincide, therefore, they cancel each other, while for the integral in (−∞, 0) the direction of approach is irrelevant, and we obtain the equality. Now, let us assume that there were a nontrivial vector ξ ∈ ker ∆ e ζ 2 extends to a periodic function, and on the boundary
, while by Lemma 3.9 it is immediate that there are A 1 , B 1 > 0 such that
Let η(θ) be an arbitrary L 2 -function with the support contained in [−R, R]. Then it holds that
and on Im ζ = 0, we have dθ η(θ)
e θ+ζ 2
≤ e
R+Re ζ 2 η · ξ since g(ζ) = 1. Therefore, the analytic function in ζ
is πi-periodic and hence satisfies the conditions of Lemma 3.10, and it follows that it is bounded on the whole strip by e R+Re ζ 2 η · ξ . As in Lemma 3.3, using the periodicity and the bound, there is a function f η (
η · ξ , therefore, it must be constantly zero [17, Theorem 10.26] . Namely, f η (ζ) = 0 for any η supported in [−R, R].
As R is arbitrary, it follows that ξ = 0. Namely, ker ∆
The other eigenspace can be argued similarly.
The outer functions which comply with this condition are not generic, as f may have zero on the boundary. Yet, as for the behavior at Re ζ → ±∞, it is not too restrictive, since e.g. 
In particular, if f is as in Proposition 3.11, then this extension is actually equal to the
Proof. The function f − is well-defined, as the integral is over the negative half-line and the integrand is L 1 . The integral is real, hence f − (θ) has modulus 1. Namely, the operator M f − is unitary. Moreover, f − can be analytically continued to a bounded function on R + i(−π, 0) and the boundary value at R − πi is given by
where θ approaches to the real line from above. On this side of the strip, we have
Now we have the following inclusion of symmetric operators:
as in Section 3.3.2. The last expression is manifestly self-adjoint as M f − is unitary. If f satisfies the assumption of Proposition 3.11, we know that M f ∆ 1 2 is essentially selfadjoint, hence the conclusion follows.
3.6 A simple essential self-adjointness criterion: perturbation arguments Proposition 3.13. Assume that there is r > 0 such that f (θ) − r ≤ r for θ ∈ R. Then the operator M f ∆ is essentially self-adjoint.
Proof. We use the Wüst theorem [13, Theorem X.14]. It is obvious that r∆ is self-adjoint. Now, as M f ∆ = r∆ + (M f ∆ − r∆), if we show that (M f ∆ − r∆)ξ ≤ r∆ξ , the desired essential self-adjointness follows. This inequality is a direct consequence of the assumption:
As it holds that f (θ) = f (θ − πi), the condition of the Proposition is equivalent to the existence of r such that |f (θ − πi) − r| ≤ r.
The condition can be rephrased as follows: There is r > 0 such that the complex number f (θ) is in the disk {z ∈ C : |z − r| ≥ r}. Especially, if there is ǫ > 0 such that − Example 3.14. For 0 < α < 1, let us consider
Note that, as 0 < α < 1, the denominator is separated from 0 when −π < Im ζ < 0, and hence f is bounded and analytic. As cosh
, which is strictly smaller than π 2
. Therefore, we can apply Proposition 3.13 and M f ∆ is essentially self-adjoint.
Next, for 0 < β, we take
.
It holds that (θ−βi)(θ+(π+β)i) = θ 2 +β(π+β)+πθi, therefore the ratio |πθi|/(θ 2 +β(π+β)) is bounded and arg f (θ) is separated from π 2 , and hence Proposition 3.13 applies.
On the other hand, it is easy to see that a similar function
does not satisfy the condition of Proposition 3.13. Indeed, this function has a zero at ζ = − πi 2 and we know from the results in Section 3.2 (see Theorem 4.1 for a more precise argument) that the operator M f ∆ cannot be essentially self-adjoint. This non-example tells that the information of zeros of f (ζ) in the strip −π < Im ζ < 0 which satisfies f (θ) = f (θ − πi) is partially encoded in the behavior of f (θ), θ ∈ R. Of course, it follows from the uniqueness of the Blaschke factor, but the relation is rather implicit. Here, a certain estimate of arg f can exclude the existence of zeros.
And the expression is still symmetric. This is possible only if n ± (M f ∆ 1 2 ) = ∞. Next we assume that f in = 1. With the assumption of Proposition 3.11, we saw in Section 3.5 that there is
Therefore, the question of deficiency indices is reduced to that of f Bl , as M f − is unitary. This case has been studied in Sections 3.2, 3.3.
Let us summarize the results. 
• (∞, ∞) if f Bl has infinitely many factors.
• (m, m) if f in is trivial and f Bl has 2m factors.
• (m + 1, m) if f in is trivial and f Bl has 2m + 1 factors.
Polar decomposition
As a byproduct of the analysis above, the polar decomposition of M f ∆ 1 2 can be easily obtained, again if the outer part of f can be estimated as before. Let us take the Beurling factorization of f :
and assume that ϕ out satisfies the estimate of Proposition 3.11. Then we have
where M fout ∆ 1 2 is essentially self-adjoint by Proposition 3.11, therefore, this is the polar decomposition.
von Neumann's criterion
A von Neumann's criterion [13, Theorem X.3] says that if a symmetric operator A commutes with an antilinear conjugation J, then A has a self-adjoint extension. Let us see when this can be applied to
commutes with J:
As for f , a nontrivial singular inner part gives the deficiency indices (∞, ∞) and the outer part (with a bound) does not affect the existence of self-adjoint extensions, as we saw in Theorem 4.1, Let us take f (ζ) = n e ζ −e , then it does not have a partner but it must have even multiplicity in order to keep the condition f (θ) = f (−θ). Altogether, f has even Blaschke factors and has equal deficiency indices, in accordance with Proposition 3.4.
Restriction to squares
As we saw in Section 3, for a wide class of functions f , the operator M f ∆ 1 2 has nontrivial deficiency indices. The cases where f has zeros, therefore a nontrivial Blaschke product, is remarkable. If the number of Blaschke factors in f is finite, we computed explicitly the deficiency indices in Section 3.2. If the singular inner part is trivial, then the deficiency subspaces are finite dimensional. In particular, if the number of Blaschke factors is odd, then M f ∆ 1 2 does not admits any self-adjoint extension. Furthermore, even if f may generically contain a nontrivial singular inner part or the number of Blaschke factors might be even, the trouble is that there does not seem to be any particular choice of a self-adjoint extension. Therefore, in order to have a nicer structure, we need to put a constraint on f .
Here we consider the case where f is a square of another function: f (ζ) = h(ζ) 2 . We will see that this choice allows us to find a particular self-adjoint extension whose spectral calculus can be explicitly performed. This is not an essential restriction in our application to bound states in quantum field theory [22] . Moreover, this restriction affects only the Blaschke product, because in the Beurling factorization, the singular inner part and the outer part have no zero, hence they can be already written as squares.
Canonical self-adjoint extensions and operator calculus
If f = h 2 , all the factors in the Beurling factorization (see Section 3.1) is a square:
Note that h Bl and h in are inner and symmetric, namely, it holds that
Consequently, the multiplication operators M h Bl , M h in are both unitary operators and it holds that
As for f out (we do not need h out ), let us recall the integral representation, which can be in the sense of operator calculus.
Let us summarize this construction.
This example can be generalized in the following form: If f is a square f = h 2 and has the outer part which is bounded below, the above idea allows us to rewrite the domain studied in Section 5.1 from a different point of view, and prove the self-adjointness in a direct way based on the definition. 
, which is well defined on the domain above). This extension A f coincides with the one given in Theorem 5.1 Proof. First we need to check that the operator A f defined above is symmetric. This is immediate because if ξ, η belong to that domain, then
where we can use the Cauchy theorem since hξ, hη ∈ H 2 (S −π,0 ) (see Proposition 2.2). Now let η ∈ Dom(A * f ). This means that for any ξ such that hξ ∈ H 2 (S −π,0 ), we have | η, A f ξ | ≤ C ξ where C is a constant independent of ξ. In other words,
Furthermore, by assumption h is bounded below on the boundary, hence there is C h such that ξ ≤ C h hξ , and therefore, hη, ∆
, there is ξ ∈ Dom(A f ) such thatξ = hξ. Indeed, the boundary valueξ
, which implies by definition that η ∈ Dom(A f ). This concludes the proof of self-adjointness of A f .
To see that this coincides with the extension in Theorem 5.1, note that the assumption that h is bounded below on the boundary implies that the outer factor is bounded below on the whole strip and makes no effect on the domain. Now, the condition that hξ ∈ H 2 (S −π,0 ) is equivalent to h Bl h in ξ ∈ H 2 (S −π,0 ), which is exactly the domain obtained in Theorem 5.1.
The above simple and seemingly natural description of the domain fails if f is not bounded below. Indeed, if h is an outer function with a simple zero on the boundary, the closure of
contains functions ξ which have double pole at the boundary. For such ξ, hξ / ∈ H 2 (S −π,0 ), therefore, the domain above cannot be the domain of self-adjointness.
Concluding remarks
For the computation of deficiency indices, the case where the outer part does not satisfy the assumption of Proposition 3.11 remains open. Yet, we studied this problem with a motivation which arose in Quantum Field Theory (QFT), and the class of functions which we considered in Section 5.1 seems to suffice in the operator-algebraic treatment of certain integrable QFT [22] . The operator M f ∆ 1 2 appeared in [4] as the one-particle component of the bound state operator. The whole operator is a complicated symmetrization of such a one-particle component which requires different techniques and we will investigate it in a separate paper [22] . or in other words ∆ 1 2 g = M eπ g. Therefore, ∆ 1 2 is essentially self-adjoint on the space of functions which are the inverse Fourier transform of compactly supported smooth functions and unitarily equivalent to M eπ .
For each g such thatĝ ∈ Dom(M eπ ), g ∈ H 2 (S −π,0 ), because for ζ ∈ R + i(−π, 0) the integral g(ζ) = dt e itζĝ (t) = is L 1 , where ǫ > 0 is such that ζ − iǫ ∈ R + i(−π, 0), which shows the analyticity of g by Morera's theorem, and the uniform L 2 -bound follows from M e iζĝ L 2 ≤ ĝ L 2 + M eπĝ L 2 and the Plancherel theorem, where M e iζ is the multiplication operator by the function e itζ . Now we give an elementary proof of the converse inclusion without using the results of [20, Chapter III] cited in Section 2.1.
Proposition A.1. For each ξ ∈ H 2 (S −π,0 ),ξ ∈ Dom(M eπ ).
Proof. Let g be such thatĝ has compact support and is smooth. Then the inverse Fourier transform g is entire analytic, g(t) = 1 √ 2π dθ e itθĝ (θ) andḡ(ζ) := g(ζ) is entire as well. We claim that dθ ξ(θ + λi)g(θ − λi)
does not depend on λ ∈ (−π, 0). Note that ξ(ζ)ḡ(ζ) is analytic. For λ 1 , λ 2 ∈ (−π, 0), λ 1 < λ 2 , let us consider the rectangle surrounded by Im ζ = λ 1 , Im ζ = λ 2 , Re ζ = R, Re ζ = −R (see Figure 3 ). By the Cauchy theorem, the integral of ξĝ over this contour is 0. By assumption dλ |ξ(θ + iλ)ḡ(θ + iλ)| tends to 0 as n → ∞. Let us say that the integral above is less than ε n , where ε n → 0. Then, there must be a set in [n, n + 1) with Lebesgue measure larger than Corollary A.2. For each ξ ∈ H 2 (S −π,0 ) and λ ∈ (−π, 0), it holds that ξ(θ+iλ) ≤ 1 + e ζ s e ζ − s has an essential singularity at each point of the boundary ζ ∈ R, R − πi where it holds that µ((a−ǫ,a+ǫ)) 2ǫ → ∞ as ǫ → 0, where a = e ζ ∈ R. The set of such points is not empty if µ is nontrivial, indeed it is the case for a almost everywhere with respect to µ [17, Theorem 7.15] .
Let us fix such a ζ 0 on the boundary. It is known that f (ζ) has a radial limit almost everywhere (with respect to the Lebesgue measure ds) [17, Theorem 11.32 ], whose modulus is 1 [17, Theorem 17.15] . Hence it is easy to see that there is a sequence ζ j → ζ 0 such that |f (ζ j )| → 1.
We show that the radial limit towards ζ 0 is 0. The modulus of the function f is determined by the imaginary part of the integral. By writing e ζ = a + ib, a, b ∈ R, we have Therefore, if e ζ 0 = a, f does not have a unique limit towards ζ 0 , so it must be an essential singularity of f .
