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ABSTRACT
There is evidence that the strengthened stratospheric westerlies arising from the Antarctic ozone hole–
induced cooling cause a polar mesospheric warming and a subsequent cooling in the lower thermosphere.
While previous studies focus on the role of nonresolved (gravity) wave drag filtering, here the role of resolved
(planetary) wave drag and radiative forcing on the Antarctic mesosphere and lower thermosphere (MLT) is
explored in detail. Using simulations with NCAR’s Community Earth System Model, version 1 (Whole
Atmosphere Community Climate Model) [CESM1(WACCM)], it is found that in late spring and early
summer the anomalous polar mesospheric warming induced by easterly nonresolved wave drag is dampened
by anomalous dynamical cooling induced by westerly resolved wave drag. This resolved wave drag is at-
tributed to planetary-scale wave (k5 1–3) activity, which is generated in situ as a result of increased instability
of the summer mesospheric easterly jet induced by the ozone hole. On the other hand, the anomalous
cooling in the polar lower thermosphere induced by westerly nonresolved wave drag is enhanced by
anomalous dynamical cooling due to westerly resolved wave drag. In addition, radiative effects from in-
creased greenhouse gases during the ozone hole period contribute partially to the cooling in the polar lower
thermosphere.
The polar MLT temperature response to the Antarctic ozone hole is, through thermal wind balance,
accompanied by the downward migration of anomalous zonal-mean wind from the lower thermosphere
to the stratopause. The results highlight that a proper accounting of both dynamical and radiative effects
is required in order to correctly attribute the causes of the polar MLT response to the Antarctic
ozone hole.
1. Introduction
Ever since the first observation of the Antarctic ozone
hole in themid-1980s, the cause of springtime ozone loss
and its impacts on the atmospheric circulation and sur-
face climate has been investigated in great detail (e.g.,
Thompson and Solomon 2002; Gillett and Thompson
2003; Pawson et al. 2008; Son et al. 2010; Eyring et al.
2010, chapters 4–8; Polvani et al. 2011; Orr et al. 2012,
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2013; WMO 2014). This springtime ozone loss is mainly
caused by increased anthropogenic emissions of chlo-
rofluorocarbons (CFC) and other halogenated species
containing bromine and chlorine (Solomon et al. 1986;
Molina and Molina 1987; WMO 2014). In particular,
when there is not enough sunlight in the polar winter
stratosphere to initiate photochemistry, the conversion
of reservoir chlorine molecules into chlorine gas takes
place on the surface of polar stratospheric clouds (PSCs)
(e.g., Solomon et al. 1986). In the spring, when the polar
stratosphere becomes sunlit, solar ultraviolet (UV) ra-
diation splits the chlorine gas molecules into radical
chlorine atoms and makes them much more effective at
destroying ozone through catalytic cycles (e.g., Molina
and Molina 1987).
One striking effect of the stratospheric ozone loss is
the radiative cooling associated with a reduction of
absorbed solar UV radiation. This effect is evident in
observations as indicated by negative trends of polar
lower-stratospheric temperatures during spring and
early summer (e.g., Thompson and Solomon 2002;
Randel et al. 2009). Through thermal wind balance, the
resulting increased meridional temperature gradient
must be accompanied by increased vertical shear of the
geostrophic wind, leading to a strengthening of the polar
vortex (e.g., Waugh et al. 1999; Thompson and Solomon
2002; Orr et al. 2012). In the troposphere, this anoma-
lous circulation change resembles the patterns projecting
onto the positive phase of the southern annular mode
(SAM) [see Son et al. (2010) for an overview of possible
mechanisms], which is often described as the poleward
shift in the tropospheric jet and extratropical storm track
(e.g., Simmonds and Keay 2000; Wang et al. 2013).
Changes in SAM trends during the ozone hole period
have had a significant impact on the Southern Hemi-
sphere (SH) regional surface climate (e.g., Thompson
and Solomon 2002; Ummenhofer et al. 2009).
Changes in the SH stratosphere due to the ozone hole
can also affect the mesosphere and lower thermosphere
(MLT). The primary mechanism is changes in the
propagation of gravity waves (GWs) due to the change
in background stratospheric winds (Smith et al. 2010;
Smith 2012). Smith et al. (2010), using simulations with
the Whole Atmosphere Community Climate Model
(WACCM), show that ozone-loss-induced changes in
the stratospheric wind lead to a warming of the polar
summer mesopause. This is attributed to a weakening of
the westerly gravity wave drag (GWD) in the meso-
sphere during late spring and early summer (November–
December). In particular, strengthened westerly winds
in the stratosphere enhance filtering of westerly GWD
as they approach critical levels (i.e., the phase speed of
GWs becomes equal to the background wind speed).
This results in increased easterly GWD in the meso-
sphere, leading to a weakening of the polar summer
upwelling and the associated adiabatic warming in this
region. However, the role of resolved planetary wave
drag on theMLT temperature and circulation responses
to the Antarctic ozone hole remains unclear.
More recently, Lossow et al. (2012), using simulations
with the CanadianMiddleAtmosphereModel (CMAM),
show that SH mesospheric responses to the stratospheric
ozone loss differ significantly between late spring and
early summer. In late spring, the strengthened lower-
stratospheric westerlies increase filtering of the westerly
GWD, resulting in more anomalous easterly GWD in
the mesosphere. This leads to anomalous polar down-
welling and associated anomalous warming in the polar
summer mesosphere, similar to Smith et al. (2010). In
early summer, however, the strengthened mesospheric
easterlies due to increased easterly GWD, induce a
westerly resolved planetary wave drag anomaly through
baroclinic instability. The resulting polar mesospheric
cooling induced by this process dominates the upper-
mesospheric temperature responses to the ozone hole in
early summer. The latter result is in contrast to the Smith
et al. (2010) findings, which do not show a significant
difference in the mesospheric temperature responses
between late spring and early summer. These differing
results could be associated with a delayed breakdown of
the SH vortex inWACCM,which is approximately a few
weeks later than it occurs in CMAM (Lossow et al.
2012). Consequently, the mesospheric warming induced
by the ozone hole in WACCM persists longer into early
summer. Nevertheless, the structures of the changes that
occur in dynamical variables are very similar between
WACCM and CMAM. Despite these results, it is still
not clear how large the radiative effects from increased
ozone-depleting substances (ODSs) and greenhouse
gases (GHGs) are and how they influence the MLT
temperature and circulation responses during the Ant-
arctic ozone hole period. We attempt to address this
question with this study.
It is well established that planetary waves contribute
to the circulation and the large dynamical variability in
the MLT (Becker 2012; Smith 2012). Although most of
these waves are generated in the troposphere, they can
be also forced in situ in the mesosphere via instability of
the zonal-mean state (Garcia et al. 2005; Becker 2012;
Smith 2012). Two examples are in situ generation of the
quasi-2-day wave (QTDW) and 5-day planetary wave
(k5 1) via baroclinic instability of the easterly jet in the
summer mesosphere (Plumb 1983; Pfister 1985; Norton
and Thuburn 1999; Garcia et al. 2005). The strengthen-
ing of the mesospheric easterlies induced by the ozone
hole could affect the susceptibility of the mesosphere to
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be more baroclinically or barotropically unstable and
hence increase the probability of in situ planetary wave
generation. Lossow et al. (2012) finds that there is a
pronounced increase of the resolved wave drag in the
summer upper mesosphere due to the Antarctic ozone
hole. However, their calculations show that such
changes are mainly attributed to synoptic-scale waves
rather than planetary-scale waves likeQTDW (k5 3) or
5-day waves (k 5 1). As discussed in Lossow et al.
(2012), there are at least two potential issues that might
affect the resolved wave drag response in their simula-
tions: 1) the use of the Scinocca (2003) nonorographic
GWD parameterization in CMAM tends to dampen the
amplitude of the QTDW (McLandress and Scinocca
2005) and 2) the response of the resolved planetary
wave drag in the upper mesosphere was possibly af-
fected by the location of the model lid (;95 km), as
indicated by the large negative PV gradient maximizing
close to this location ;90 km [see Lossow et al. (2012)
for a detailed explanation]. Therefore, further investi-
gations with a higher-lid model are needed to address
this possibility.
A prominent feature of mesospheric dynamics is the
interhemispheric circulation from summer to winter pole
(Murgatroyd and Singleton 1961; Plumb 2002; Butchart
2014). This circulation is driven primarily by upward-
propagating GWs, with their effect on the mesospheric
mean flow depending on their phase velocities and the
background wind patterns (Holton 1983; Plumb 2002).
In the summer (winter) hemisphere, an equatorward (a
poleward) residual circulation in the mesosphere is in-
duced by westerly (easterly) GWD, resulting from fil-
tering of easterly (westerly) GWD by stratospheric
background winds. In contrast to the mesosphere, the
winter stratosphere is dominated by a poleward residual
circulation from the tropics to the pole (Plumb 2002;
Butchart 2014). This circulation arises primarily from the
dissipation of upward-propagating planetary-scale Rossby
waves in the stratosphere. In the upper troposphere and
lower stratosphere, the poleward flow of the residual
circulation is driven mainly by synoptic-scale wave ac-
tivity, which persists throughout the year (Plumb 2002).
The radiatively or wave-induced strengthening of the
polar vortex can suppress the upward wave propagation
from the troposphere into the stratosphere (Charney
and Drazin 1961), which results in further strengthening
of the polar vortex. This positive feedback can be
strengthened by the buoyancy frequency and the west-
erly winds near the tropopause (Chen and Robinson
1992), which lead to additional reduction of the upward-
propagating wave and, thus, inducing downward prop-
agation of the wind anomalies toward the tropopause
(e.g., Kuroda and Kodera 1998). Orr et al. (2012) show
that this positive feedback mechanism explains the
downward migration of zonal-mean wind anomalies
toward the tropopause during the Antarctic ozone hole
period. For the ozone-induced tropospheric changes,
there is recent evidence that the internal tropospheric
eddy-driven dynamics play crucial role for shaping and
maintaining the tropospheric response to the ozone hole
(Ogawa et al. 2015). Given the fact that stratosphere–
troposphere coupling associated with the ozone hole
has been widely investigated, our study will focus on
the mechanisms maintaining the vertical coupling in the
middle atmosphere from the stratosphere toward the
mesosphere and lower thermosphere.
In this paper, we perform experiments with the NCAR’s
Community Earth System Model, version 1 (Whole Atmo-
sphere Community Climate Model) [CESM1(WACCM)], a
state-of-the-art fully coupled chemistry–climate model,
to further investigate the impact of the Antarctic ozone
hole on the vertical coupling of the stratosphere–MLT
system. While previous studies focused on the impact of
nonresolved (gravity) wave drag filtering, this study in-
vestigates in detail the role of both resolved (planetary)
wave drag and radiative forcing (short- and longwave
radiation) during the Antarctic ozone hole period in the
model. We address the following questions:
1) What are the roles of resolvedwave drag and radiative
forcing on the MLT temperature responses to the
Antarctic ozone hole?
2) What are the dynamical mechanisms responsible for
maintaining the downward propagation of zonal
wind anomalies in the MLT?
3) What is the dynamical origin of the pronounced change
in the resolved wave drag responses in the MLT?
Section 2 describes the data and methods. The results
are presented in sections 3–5. Finally, the paper finishes
with a summary and discussion in section 6.
2. Model, simulations, and analysis
a. Model description
We use version 1.0.2 of the NCAR’s Community
Earth System Model (CESM), a fully coupled general
circulation model developed based on the Community
Climate System Model version 4 (CCSM-4; Gent et al.
2011), which includes an interactive ocean, land, sea ice,
and atmosphere (Marsh et al. 2013). For the simulations
analyzed here, we use WACCM version 4 as the atmo-
sphere component of CESM, which is the successor of
WACCM version 3.5 used by Smith et al. (2010).
WACCM uses the finite-volume dynamical core with a
horizontal resolution of 1.98 latitude by 2.58 longitude
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and 66 vertical levels from the surface to the lower
thermosphere at an altitude of ;140 km (;5.9 3
1026 hPa). Chemical processes in WACCM are repre-
sented by the 3D chemical transport Model of Ozone
and Related Chemical Tracers, version 3 (MOZART-3;
Kinnison et al. 2007). This includes the Ox, NOx, HOx,
ClOx, and BrOx chemical families, along with CH4
species within the chemical and physical processes in the
troposphere through the lower thermosphere (i.e., fully
interactive and fully coupled chemistry and physics).
WACCM is not able to resolve small-scale GWs with
horizontal wavelengths of tens up to several hundred
kilometers, and hence they need to be parameterized
(Richter et al. 2010). Therefore, WACCM employs an
updated parameterization of nonorographic GWs gen-
erated by frontal systems and convection and surface
stress due to unresolved topography (Richter et al.
2010). Other processes important for the mesosphere
and lower thermosphere such as ion chemistry, auroral
processes, and extreme ultraviolet and nonlocal ther-
modynamic equilibrium radiation are also implemented
[see Marsh et al. (2013) for specific details].
b. Model simulations
We perform five model experiments (summarized in
Table 1) to study the impact of the Antarctic ozone hole
on the vertical coupling of the stratosphere–MLT sys-
tem. The first two transient (TR) experiments are CTL-
TR and GHGODS-TR, covering 145 yr from 1955 to
2099. Both experiments use a nudged quasi-biennial
oscillation (QBO) signal in zonal-mean winds between
228S and 228N following the approach by Matthes et al.
(2010). The QBO is projected into the future by de-
veloping Fourier coefficients for the QBO time series
based on climatological values of Giorgetta1 from the
past records (1954–2004). The QBO nudging allows us
to study the dynamical impact of the tropics on the ex-
tratropics and the high latitudes. The effects of QBO
nudging in CESM1(WACCM) on extratropical and
high latitude dynamics agrees well with observations
(Hansen et al. 2013). The solar cycle was prescribed
using spectrally resolved daily variations of solar in-
coming radiation at the top of the atmosphere follow-
ing Lean et al. (2005) and was projected into the future
by repeating cycles 20–23 from the years 1965 to 2008.
The CTL-TR experiment uses a perpetual annual cycle
of all anthropogenic forcing including airplane emis-
sions at pre–ozone hole conditions averaged from 1955
to 1965, which we refer to as 1960s conditions, and
therefore no ozone hole develops in this simulation.
The GHGODS-TR experiment uses transient anthro-
pogenic forcing following observations until 2005 and
phase 5 of the Coupled Model Intercomparison Project
(CMIP5) representative concentration pathways (RCP)
scenario 8.5 (Taylor et al. 2012; Meinshausen et al. 2011)
thereafter, and consequently an ozone hole develops,
peaking in 2010. The RCP8.5 scenario includes future
projections of surface emissions of bothGHGs andODSs
as described in Meinshausen et al. (2011). Both model
simulations are initialized using initial files for January
1955 from a CESM-piControl experiment2 from the
CESM contribution to CMIP5, which runs for several
hundred years to reach an equilibrium state in the
ocean. Therefore, the differences between GHGODS-
TR and CTL-TR experiments can be used to study the
relative effects of ODSs and GHGs during the period
of the ozone hole or future ozone recovery (depending
on the time periods used for the analysis).
To examine whether the responses obtained from the
transient simulation during the Antarctic ozone hole
period are attributed mainly to ozone depletion or due
to the effects of GHGs, three 40-yr timeslice (TS) ex-
periments with different combinations in prescribed
surface emissions of the ODSs and GHGs are per-
formed. The reference timeslice experiment (REF-TS)
uses a perpetual annual cycle of surface emissions of
TABLE 1. Description of CESM1(WACCM) transient and timeslice experiments. TR 5 transient run and TS 5 timeslice run. All
experiments are run with interactive SSTs and sea ice.
Experiment Period GHGs ODSs
CTL-TR 1955–2099 (145 yr) 1960s level 1960s level
GHGODS-TR 1955–2099 (145 yr) OBS1RCP8.5a OBS1RCP8.5a
ODS2010-TS 40 yr 1960s level 2010s level
GHG2010-TS 40 yr 2010s level 1960s level
REF-TS 40 yr 2010s level 2010s level
a GHG/ODS follows observations until 2005 and the RCP8.5 scenario thereafter.
1 http://www.pa.op.dlr.de/CCMVal/Forcings/qbo_data_ccmval/
u_profile_195301-200412.html.
2 http://www.cgd.ucar.edu/ccr/strandwg/CMIP5_experiment_list.
html.
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both ODSs and GHGs averaged from 2005 to 2015,
which represent emissions during the deep ozone hole
condition (refer to as 2010 conditions). The GHG2010-
TS experiment uses seasonally varying surface emissions
of ODSs at 1960s levels in combination with surface
emissions of GHGs at 2010 levels. For the ODS2010-TS
experiment, ODSs at 2010 levels in combination with
surface emissions of GHGs at 1960s levels are used. All
timeslice experiments are initialized using restart files
from year 2010 of the GHGODS-TR run and are cou-
pled with interactive ocean and sea ice. All other ex-
ternal forcings are kept constant at the 2010 levels.
Therefore, the differences between the GHG2010-TS
(ODS2010-TS) and REF-TS experiments reveal the
effects of polar stratospheric ozone depletion (climate
change due to increased GHGs).
c. Analysis framework
The transformed Eulerian mean (TEM) zonal mo-
mentum and thermodynamic budget analysis are used to
study the vertical coupling associated with the ozone
hole (Andrews et al. 1987; Orr et al. 2012, 2013; Keeble
et al. 2014), as follows:
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where za5 (a cosf)
21([u] cosf)f2 f ; [Qdia] is a total
diabatic source; u, y, and w are, respectively, the zonal,
meridional, and vertical components of the velocity; a is
Earth’s radius; f is the Coriolis parameter;f is latitude; z
is height (in log-pressure coordinates); r0 is air den-
sity, which varies with height as exp(2z/H); H is the
density-scale height taken as 7000m; and u is potential
temperature. The subscripts mean the derivative with
respect to the corresponding coordinate. The asterisks
are used for the total waves (deviation from the zonal
mean in all frequencies) and square brackets for the
zonal mean. The [y]y and [w]y in Eq. (1) denote the TEM
residual meridional and vertical winds, which are de-
fined as [y]y5 [y]2 r210 (r0[y*u*]/[u]z)z and [w]
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(a cosf)21(cosf[y*u*]/[u]z)f. The term [X ] represents
the unresolved forcing that includes the nonresolved
GWs, smaller-scale turbulent diffusion, friction, etc.
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Given that not all parameterized wave drags were
saved in the simulations, the ‘‘nonresolved wave
drag’’ is defined as the residual of the TEM zonal
momentum equation [X]. Figures 1a and 1b show the
climatology of nonresolved wave drag [X] from the
CTL-TR experiment averaged over December–
February (DJF) and June–August (JJA). Compared
to the previous analysis of parameterized GWD in
WACCM [Richter et al. (2010), see their Fig. 6d], it
can be seen that the total nonresolved wave drag
calculated from Eq. (1) (Fig. 1a) is comparable to the
total parameterized GWD, which includes both oro-
graphic and nonorographic GWD. In addition, the
westerly (easterly) nonresolved wave drag dominates
the summer (winter) mesosphere, which is consistent
FIG. 1. Climatology of total nonresolved wave drag computed as
the residual of the TEM zonal momentum equation [X] for the
145-yr CTL-TR simulation averaged over (a) DJF and (b) JJA.
Color contour intervals are 6 (0.5, 1, 2, 4, 10, 20, 40, 60, 80, and
100) m s21 day21.
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with filtering of the easterly (westerly) GWD by
stratospheric easterlies (westerlies) in the summer
(winter) (Figs. 1a,b). This result indicates that the
nonresolved wave drag is mainly attributed to
parameterized GWD.
According to the TEM zonal momentum budget
[Eq. (1)], the easterly (westerly) wave drag exerted on
the mean flow leads, through the Coriolis force, to a
poleward and downward (upward and equatorward)
residual circulation in high latitudes, resulting in
adiabatic warming (cooling) over this region. To di-
agnose the residual circulation induced by the resolved
wave drag, we computed the mass streamfunction
using the downward control principle (Haynes et al.
1991) as
C
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where g is the acceleration due to gravity. The mass
streamfunction for the nonresolved wave drag (Cnrw) is
deduced by the difference between the total mass
streamfunction C(f, p)52cosf/g
Ð 0
p
[y]y dp0, and the
downward control streamfunction Crw [Eq. (5)], similar
as in (Karpechko and Manzini 2012), as follows:
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In addition, the total dynamical heating rates (i.e.,
temperature tendency [u]t due to dynamical processes)
are computed by rearranging the TEM thermodynamic
balance [Eq. (2)], similar as in (e.g., Dunkerton et al.
1981; Orr et al. 2013), as follows:
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The first term on the right-hand side of (7) is a contri-
bution to dynamical heating from nonquasi-geostrophic
motions (i.e., eddy-heat flux term). This term is gener-
ally much smaller than the other two terms on the right-
hand side of this equation. Hence, changes in total
dynamical heating rates [Qdyn]
u mainly result from the
advective terms (2a21[y]y[u]f2 [w]
y[u]z). The short-
wave and longwave radiative heating rates are the
primary components of the total diabatic heating
source [Qdia] in the middle atmosphere. These radia-
tive heating rates were diagnosed directly from the
model. To compare the dynamical heating with ra-
diative heating from the model, the result of [Qdyn]
u
is converted to absolute temperature as [Qdyn]5
[Qdyn]
u(p/p0)
R/Cp , where R is the gas constant of air and
Cp is the specific heat capacity. Furthermore, the dy-
namical heating rates attributed to resolved and non-
resolved wave forcing are computed by first calculating
the vertical residual velocity for different type of waves as
[w]y(rw,nrw)5 (gH/pa cosf)C(rw,nrw)f, and then these values
are used to calculate the dynamical heating rates from the
vertical advection terms in Eq. (7).
To investigate in situ wave generation in the MLT
via instability of the mean states, the meridional gradi-
ent of quasigeostrophic potential vorticity (PV), [q]y, in
spherical coordinates (Matsuno 1970) is calculated as
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where b is the meridional gradient of Coriolis parameter
and N is the Brunt–Väisälä frequency. To estimate the
effects of different wind structures on the source of in-
stability, the relative contributions of meridional (baro-
tropic) terms 2a22fcosf21([u] cosf)fgf and vertical
(baroclinic) terms 2f 2r210 (rN
22[u]z)z of [q]y are also
examined separately.
3. Ozone response to anthropogenic forcing
Before analyzing the stratosphere andMLT responses
to the Antarctic ozone hole, we first examine the global
changes in stratospheric ozone in response to natural
and anthropogenic forcing factors under the RCP8.5
scenario and then quantify the total southern polar-cap
ozone changes during theAntarctic ozone hole period in
the model.
a. Global ozone responses
The evolution of ozone in response to natural forcing
factors (CTL-TR, green solid curves) and anthropogenic
forcing factor under the RCP8.5 scenario (GHGODS-
TR, solid red curves) from 1955 to 2099 is illustrated in
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Figs. 2a–d. In general, the ozone decrease in the
GHGODS-TR simulation occurred steadily from 1955
to 2010 and increase throughout the twenty-first century,
consistent with previous chemistry–climate model
(CCM) studies (e.g., Eyring et al. 2013). The annual-
mean evolution of ozone in the midlatitude lower
stratosphere differs between hemispheres (Figs. 2a,b).
The anthropogenic-induced changes in the southern
midlatitude ozone by 2010 are much more skewed, and
stronger, compared to the northern midlatitude ozone.
In 2010, anthropogenic-induced ozone in the southern
midlatitude average was significantly lower (;8%) than
1980s values.
Figures 2c and 2d show the time evolution of spring
column ozone in both hemispheres. In response to an-
thropogenic forcing, the total spring column ozone in
both hemispheres decreases from 1950s values to mini-
mum values in 2010 and then increase to approximately
1980s values by 2060 in the SH or by 2040 in the NH
(Figs. 2c,d). The rate of decline of the springtime polar
column ozone from 1955 to 2010 is muchmore rapid and
larger in the SH than in the NH [235.88 and212.82 DU
(10 yr)21, respectively], consistent with the earliest
findings of CCM studies (e.g., Austin and Wilson 2006;
Waugh et al. 2009; Eyring et al. 2013). The deep Ant-
arctic ozone hole in the anthropogenic forcing simula-
tion occurs from 1990 to 2030, with column ozone
concentration reduced down to ;130 DU.
b. Antarctic ozone hole
Guided by the evolution of spring column ozone in the
SH (Fig. 2c), we focus our analysis in the period from
1990 to 2030, during which the deep Antarctic ozone
hole is present in the model simulation. Hereafter, all
transient simulation responses shown in the rest of the
manuscript are in reference to the averaged period of
1990–2030. The differences in global, monthly mean,
and zonal-mean total column ozone betweenGHGODS-
TR and CTL-TR are shown in Fig. 3a. The largest ozone
decrease is found in the SH polar region during austral
spring and peaks in October–November, with a decrease
of ;130 DU. However, during the summer, the total
FIG. 2. Evolution of zonal-mean ozone from the CTL-TR (green) and GHGODS-TR (red) simulations for
(a) 50 hPa, 308–608S; (b) 50 hPa, 308–608N; (c) column ozone, 808–908S; and (d) column ozone, 808–908N. (a),(b)
Annual means, (c) the October mean, and (d) the March mean. Thick curves are smoothed versions of the thin
curves, calculated by applying a 1–2–1 filter iteratively 30 times (see Waugh et al. 2009). Solid lines for the trend
lines represent trends found to be more than 95% statistically significant. The probability (prob), slope per decade
(T ), and t-statistic values of the trends from 1955 to 2010 (2011–99) are shown with (without) the parentheses.
Vertical orange dashed lines indicate the time frame of maximum Antarctic ozone loss.
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column ozone decrease is limited up to 10–30DU. In the
SHmidlatitudes (308–608S), the column ozone decreases
by up to 20 DU throughout the seasons. This seasonal
variation of the Antarctic ozone loss is in good agree-
ment with previous CCM studies (e.g., Manzini et al.
2003; Marsh et al. 2013; Keeble et al. 2014).
Figure 3b shows the percentage change of the zonal-
mean ozone mixing ratio averaged over the polar cap
(708–908S). The strong ozone loss begins in September at
20 hPa and descends in altitude over time. The largest
ozone loss occurs during October–November with a
maximum of 77.4% ozone destroyed at 50 hPa. The
ozone hole is followed by a distinct increase in ozone
mixing ratios in the mid stratosphere during summer
through autumn, peaking in February at 20 hPa. The
temporal extent of this positive ozone response from
late summer to autumn in the midstratosphere is to a
large degree associated with increased downwelling
induced by resolved planetary wave drag (see section 4
for detailed analysis).
4. Middle-atmosphere temperature coupling
In this section, the impact of the Antarctic ozone hole
on the stratosphere and MLT temperatures is examined
by discussing the seasonal structure of the temperature
responses, the contribution of radiative and dynamical
heating components, and the effects of different types of
wave drag to the dynamical heating responses.
a. Temperature responses
Figure 4a shows the zonal-mean, monthly mean
temperature differences between GHGODS-TR and
CTL-TR, averaged over the polar cap (908–708S) as a
function of pressure andmonth. Consistent with previous
observations and model studies (e.g., Thompson and
Solomon 2002; Manzini et al. 2003; Marsh et al. 2013;
Keeble et al. 2014), the polar stratospheric ozone loss
leads to a strong seasonal temperature response in the
lower stratosphere. Consistent with the negative ozone
response shown in Fig. 3b, the strong cooling of the lower
polar stratosphere begins in September when sunlight
activates the catalytic cycles to rapidly deplete ozone and
continues until April. The maximum cooling occurs from
November to December, when the polar-cap average
temperature response at 70hPa is up to 16K. In addition,
there is also a statistically significant positive temperature
response in themiddle to upper stratosphere beginning in
November and persisting through February and March,
which is associated with enhanced downwelling and dy-
namically induced ozone increase near 10hPa over the
polar cap (Fig. 3band see section3b for further details). The
maximum warming over this region occurs in December,
during which temperatures at 7hPa increase by 4K.
In contrast to the stratosphere, the mesosphere begins
to warm from October to December (Fig. 4a). The
maximum warming occurs in November, with temper-
ature increases of ;8K at 0.01 hPa around the meso-
pause. On the other hand, the lower thermosphere cools
by up to 14K above 0.001 hPa throughout the seasons. In
addition, Fig. 4 also includes the zonal-mean tempera-
ture responses from the timeslice experiments by iso-
lating the effects of the ozone depletion (Fig. 4b) and
increased GHGs (Fig. 4c). The differences between
these temperature responses confirm that the polar
stratospheric ozone loss is largely responsible for spring
to summer temperature changes in the stratosphere and
MLT regions (Fig. 4b). It is also worth noting that the
significant cooling of the lower thermosphere (1023 and
1024 hPa) between October and December is partly
caused by the increased GHG concentration (Fig. 4c).
FIG. 3. (a) Zonal-mean, monthly mean total column ozone differ-
ences between GHGODS-TR and CTL-TR averaged over the years
1990–2030 as a function of month. The contour interval is 10 DU and
colors range from 0 to 6120 DU. (b) Differences in the polar-cap
average (908–708S) ozone concentration as a function of month and
pressure. The contour interval is 10% and colors range from 0% to
680%. Stippling indicates regions where the change exceeds the 95%
significance level based on a two-tailed Student’s t test.
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b. Dynamical and radiative contributions to
temperature coupling
To examine the contribution of dynamics and radiation
to the temperature responses, we computed the dynam-
ical, shortwave, and longwave heating-rate responses
from both the transient (Figs. 5a–d) and timeslice simu-
lations (Fig. S1 in the supplemental material). Here we
focus our analysis on December, since the strato-
spheric temperature changes resulting from the Ant-
arctic ozone hole are at their maximum in this period.
Qualitatively similar results are also found in No-
vember (not shown).
Figure 5 shows ameridional cross section of the zonal-
mean temperature differences between GHGODS-TR
and CTL-TR as well as the dynamical and radiative
(short- and longwave) heating-rate differences. In the
lower to midstratosphere (between 250 and 10hPa),
temperature decreases significantly by ;16K (Fig. 5a).
This cooling is caused by a reduction of shortwave
heating rates (up to 0.6Kday21) as a result of ozone
destruction via catalytic chemical reactions (Fig. 5c).
This result is comparable to a coupled CCM study by
Keeble et al. (2014), showing a maximum reduction of
shortwave heating rates by;0.6Kday21 in December.
In addition, the cooling in the lower to midstratosphere
is enhanced by anomalous dynamical cooling (up to
20.25Kday21) induced by anomalous upwelling be-
tween ;300 and ;100 hPa (see solid contour lines in
Fig. 5b). This is in agreement with previous findings by
Orr et al. (2013), which show that the radiative cooling
in the lower stratosphere is enhanced by a reduction in
dynamical heating rates. This overall lower-stratospheric
temperature response is due mainly to the effects of the
stratospheric ozone depletion (Figs. S1a–d).
An increase of the mid- to upper-stratospheric polar
temperatures (between 10 and 1hPa) by up to ;5K is
due to anomalous dynamical heating induced by
anomalous polar downwelling (Fig. 5b) and to a smaller
degree by anomalous shortwave heating due to in-
creased ozone concentrations (Fig. 3b). The warming
above the lower-stratospheric cooling is consistent with
the previous CCM studies, which is attributed to the
Antarctic ozone hole (e.g., Manzini et al. 2003; Lossow
et al. 2012; Marsh et al. 2013; Keeble et al. 2014). In
addition, the dynamical warming between 0.7 and 0.1hPa
is dampened by radiative cooling, resulting in insignifi-
cant anomalous cooling over this region. Further analysis
by separating the effects of stratospheric ozone depletion
and increased GHGs show that this radiative cooling is
mainly attributed to increased GHGs (Figs. S1e,f).
In the mid- to upper mesosphere (0.7 to 0.002 hPa), a
significant temperature increase by ;10K is associated
with the dynamical warming induced by anomalous
polar downwelling (Fig. 5b). On the other hand, the
anomalous cooling in the lower thermosphere (0.001–
0.0001 hPa) is caused by a combination of anomalous
dynamical cooling (up to 5Kday21) induced by anom-
alous polar upwelling (Fig. 5b) and anomalous radiative
cooling due to increasedGHGs (Fig. 5d and Figs. S1e,h).
The effects of increased GHG concentrations also ex-
plain the significant temperature decreases in the MLT
regions from late summer to late winter.
To quantify the effects of resolved and nonresolved
wave drag on the dynamical heating rates, we performed a
downward control analysis [Eqs. (5) and (6)] to calculate
FIG. 4. (a) Polar-cap-average (908–708S) temperature differences between GHGODS-TR and CTL-TR averaged over the 1990–2030
period as a function of month and pressure. (b),(c) As in (a), but for the timeslice experiments: (b) REF-TS minus GHG2010-TS (impact
of ozone only) and (c) REF-TSminusODS2010-TS (impact of GHGs only). The contour interval is 2 K, solid (dashed) contours represent
positive (negative) changes, and colors range from 0 to618K. The zero contour is shown with solid gray lines. Stippling indicates regions
where the change exceeds the 95% significance level based on a two-tailed Student’s t test.
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the separate contributions to residual circulation and
dynamical heating from different types of wave drag.
Figure 6 shows the meridional cross section of dy-
namical heating rates and residual circulation from
total (Fig. 6a), resolved (Fig. 6b), and nonresolved (Fig.
6c) wave contributions. The anomalous dynamical
cooling from the upper troposphere to lower strato-
sphere (;250–100 hPa, Fig. 5b) is associated with
anomalous upwelling induced by resolved waves
[Fig. 6b, consistent with Orr et al. (2013)]. Further-
more, the anomalous dynamical heating in the mid- to
upper stratosphere (50–1 hPa, Fig. 5b) can be explained
by anomalous dynamical heating induced by both re-
solved waves (0.5–2Kday21 between 50 and 1 hPa) and
nonresolved waves (0.5–1.5Kday21 between 5 and
1 hPa). This indicates that both the resolved and non-
resolved wave drag play crucial roles in determining
the anomalous dynamical heating in the mid- to upper
FIG. 5. December zonally averaged temperature and heating-rate differences between GHGODS-TR and CTL-
TR averaged over the 1990–2030 period as a function of latitude and pressure. (a) Temperature (K), (b) total
dynamical heating rate {[Qdyn] see Eq. (8), K day
21}, (c) shortwave heating rate (K day21), and (d) longwave
heating rate (K day21). Contours in (b) denote the residual mass streamfunction (C) at intervals of 6{1 3 105 3
[0.01, 0.05, 0.1, 0.5, 1, 2, 4, 8, 16, 32,. . .]} kg s21 with solid (dashed) contours indicating upwelling (downwelling) of
air parcels in a counterclockwise (clockwise) direction. Stippling indicates regions where the change exceeds the
95% significance level. For clarity, a nonlinear color scale is used for temperature and heating-rate differences
[interval of 0.25K (0.25K day21) for absolute values, 1K (1K day21) and interval of 1 K (1K day21) for absolute
values . 1K (1K day21)].
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stratosphere in response to the ozone hole, which was
not shown in previous studies.
Furthermore, the adiabatic warming in the meso-
sphere (0.1–0.003 hPa, Fig. 5b) is caused by anomalous
downwelling induced by nonresolved waves (Fig. 6c).
Our analysis for the first time shows that this anoma-
lous downwelling is dampened by ;50%–60% by the
effects of the anomalous upwelling induced by re-
solved wave drag (Fig. 6b). The net of the two effects
yields a weakening of the summer upwelling in the
mesosphere, which is consistent with positive trends in
SH summer mesospheric temperatures shown by Smith
et al. (2010). In the lower thermosphere (0.001–
0.0001 hPa), the anomalous cooling is not only at-
tributed to anomalous nonresolved wave-driven
upwelling [as shown by Smith et al. (2010)] but also
to the effects of anomalous upwelling induced by re-
solved wave drag (Figs. 6b,c). This combined effect
leads to a weakening of the SH summer downwelling
above 0.001 hPa and, thus, is consistent with de-
creased SH summer temperatures in the lower ther-
mosphere (Fig. 5a).
FIG. 6. December zonally averaged dynamical heating-rate and residual circulation differences between
GHGODS-TR andCTL-TRaveraged for the 1990–2030 period as a function of latitude and pressure. (a) Total [w]y
advection, (b) [w]y advection from resolved waves, and (c) [w]y advection from nonresolved waves. Contour in-
tervals are as in Fig. 5b for the heating-rate responses and6{13 1053 [0.01, 0.05, 0.1, 0.5, 1, 2, 4, 8, 16, 32,. . .]} kg s21
for residual (mass) streamfunction responses. Solid (dashed) contours of C indicate clockwise (counterclockwise)
circulation with upwelling (downwelling) in the Antarctic regions. Stippling indicates regions where the change
exceeds the 95% significance level.
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5. Middle atmosphere zonal wind coupling
This section focuses on the mechanisms responsible
for maintaining downward propagation of the zonal-
mean wind anomalies in the MLT due to the Antarctic
ozone hole. We begin by discussing the vertical coupling
of the zonal-mean wind anomalies, the roles of resolved
and nonresolved wave drag in maintaining downward
propagation of zonal wind responses and the dynamical
origin of the positive resolved wave responses in theMLT.
a. Downward propagation of the zonal wind
anomalies
Figure 7a shows the zonal-mean, monthly mean zonal
wind response averaged over 758–558S between GHGODS-
TR and CTL-TR. Consistent with the increased meridional
temperature gradient (Fig. 5a), the stratospheric west-
erlies are significantly strengthened from midspring to
late summer, with maximum changes of nearly 20ms21
near 20 hPa in December. This is indicated by the
downward propagation of the westerly wind anomalies
from the lower mesosphere to the surface (Fig. 7a). The
strengthening of the westerlies has been shown to
cause a delay in the final vortex breakdown by about
several weeks (e.g., Karpechko et al. 2010; Lossow et al.
2012; Keeble et al. 2014).
In conjunction with stratospheric zonal wind changes
occurs a strengthening of the prevailing easterlies in the
mesosphere from late spring to early summer. This is
indicated by a downward propagation of the easterly
wind anomalies from the lower thermosphere to lower
mesosphere, with maximum changes of nearly 15ms21
FIG. 7. (a) Zonal-mean, monthly mean zonal wind differences between GHGODS-TR and CTL-TR averaged from 758 to 558S, and
averaged for the 1990–2030 period, as a function of month and pressure. (b),(c) As in (a), but for the timeslice experiments: (b) REF-TS
minus GHG2010-TS (impact of ozone only) and (c) REF-TS minus ODS2010-TS (impact of GHGs only). (d)–(f) Wave drag
(m s21 day21) differences between GHGODS-TR and CTL-TR divided into contributions from (d) total waves, (e) resolved waves, and
(f) nonresolved waves. Stippling indicates regions where the change exceeds the 95% significance level.
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near 0.005hPa in December. Stronger summer easter-
lies in the mesosphere are consistent with the simulated
negative trends of the summer mesospheric winds in the
SH found by Smith et al. (2010) and the observed per-
sistence of the winter mesospheric wind condition into
summer during the ozone hole period (Venkateswara
Rao et al. 2015). In addition, there is a strengthening of
prevailing westerlies in the lower thermosphere (be-
tween 0.001 and 0.0001 hPa) during the period of the
strongest Antarctic ozone hole in the model. This is as-
sociated with a significant downward propagation of the
westerly wind anomalies from the lower thermosphere
to the upper mesosphere from November to February.
The strengthening of the prevailing westerlies in the
lower thermosphere during the strongest Antarctic
ozone hole in the model is interesting, but needs to be
verified by further observational studies. In addition,
Fig. 7 includes the zonal-mean wind response from the
timeslice experiments by separating the effects of ozone
depletion (Fig. 7b) and global warming (Fig. 7c). The
differences between the two timeslice simulations con-
firm that it is indeed the Antarctic ozone hole that is
responsible for the downward coupling of the zonal-
mean wind anomalies in the stratosphere and MLT re-
gions (Figs. 7b,c).
b. Wave-maintained vertical zonal wind coupling
To understand the mechanisms responsible for main-
taining downward propagation of the zonal wind anom-
alies in the stratosphere andMLT, the total, resolved, and
nonresolved wave drag differences between GHGODS-
TR and CTL-TR are examined (Figs. 7d–f).
In the period of initial (radiative) strengthening of
lower-stratospheric winds (from October to late No-
vember, Fig. 7a) there is decreased resolved (planetary)
wave breaking in the stratosphere indicated by positive
westerly wave drag anomalies in the lower through the
middle stratosphere (Figs. 7d,e). In particular, the in-
creasing westerly wind above the critical value dampens
upward planetary wave activity into the stratosphere, as
indicated by anomalous negative vertical EP flux during
this period (not shown). This condition can initiate a
positive feedbackmechanism, in which the strengthened
westerlies associated with weaker wave driving can
cause further vortex strengthening and induce down-
ward migration of the wind anomalies toward the tro-
popause [consistent with the mechanism proposed by
Orr et al. (2012)]. Conversely, in the summer (from
December to late February) the delayed breakdown of
the polar vortex allows planetary waves to propagate
higher into the stratosphere. This results in increased
resolved wave breaking, as diagnosed by anomalous
negative EP-flux divergence between ;100 and 1hPa
(Figs. 7d,e). The strong increase in wave breaking in re-
sponse to the ozone hole during the austral summer is
consistent with Keeble et al. (2014).
The downward propagation of easterly wind anoma-
lies from the lower thermosphere to lowermesosphere is
maintained by total easterly wave drag anomalies
(Fig. 7d). These total wave drag anomalies are formed
by resolved and nonresolved wave drag that have almost
similar structures but are opposite in sign (Figs. 7e,f).
However, since the contribution from easterly non-
resolved wave drag anomalies exceeds that of westerly
resolved wave drag anomalies, the sum of the two yields
the net easterly wave drag anomalies that preserve the
downward propagation of the easterly wind anomalies
in the MLT from spring to early summer. The increased
easterly nonresolved wave drag during this period is
consistent with an increased filtering of the westerly
nonresolved wave drag by stratospheric westerly winds
(Fig. 7a).
In addition, the downward propagation of westerly
wind anomalies in the lower thermosphere from No-
vember to February is maintained by the total westerly
wave drag anomalies (Fig. 7d). These total westerly
wave drag anomalies consist of both nonresolved wave
drag (dominant component) and resolved wave drag
(Figs. 7e,f). The increased westerly nonresolved waved
drag in the lower thermosphere is a result of increased
filtering of the easterly nonresolved wave drag by me-
sospheric easterly winds (Fig. 7a), while the increased
westerly resolved wave drag in the lower thermosphere
is associated with in situ wave generation in the upper
mesosphere via zonal-mean state instabilities (see sec-
tion 5c for details). These results for the first time show
that both resolved and nonresolved wave drag are im-
portant inmaintaining the downward propagation of the
zonal wind anomalies in the MLT during the ozone
hole period.
c. Dynamical origin of the resolved wave drag
responses in the MLT
The emergence of pronounced changes in resolved
wave drag in the MLT from late spring to early summer
(from November to December) is interesting and re-
quires further investigation. One possible mechanism is
associated with changes in in situ wave excitation via
instability of the background zonal-mean state (Lossow
et al. 2012). To examine this process, we analyze the
latitude–height cross sections of the meridional gradient
of PV response in December along with total resolved
wave drag and zonal-mean wind responses (Fig. 8). We
focus our analysis on the transient simulation response,
since most changes in the zonal-mean wind during a pe-
riod of strong Antarctic ozone hole in the model are
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largely due to the stratospheric ozone depletion. The
qualitatively similar results are also found in November
(not shown).
The negative PV gradient response in December
(Fig. 8a) is visible over a wide range of high latitudes,
with a maximum response occurring near 0.01 hPa. This
response strengthens the climatological negative PV
gradients in the upper mesosphere and lower thermo-
sphere during early summer. According to Pedlosky
(1979), regions where the PV gradient is negative are
potentially baroclinically or barotropically unstable and,
thus, represent potential sources of in situ wave gener-
ation. The stronger easterlies, which have larger and
deeper regions of the negative PV gradients, coincide
with a region of positive EP-flux divergence anomalies
(Fig. 8b). This condition indicates that the westerly re-
solved wave drag anomalies in the upper mesosphere
are locally generated via instability of the zonal-mean
state [consistent with Lossow et al. (2012)]. The types of
instability responsible for this in situ wave excitation in
the upper mesosphere could be a mix of barotropic and
baroclinic processes (e.g., Plumb 1983; Garcia et al.
2005; Riggin et al. 2006). To examine this, we decom-
posed the PV gradient responses into contributions of
barotropic (i.e., meridional curvature) and baroclinic
(i.e., vertical shear and curvature) terms of the meridi-
onal PV gradient equation (Fig. S2 in supplemental
material). It should be noted that the barotropic in-
stability is associated with PV gradient changes of sign
between different latitudes, due to meridional wind
curvature ([u]ff), while baroclinic instability is asso-
ciated with PV gradient changes of sign between the
lower and upper levels, due to vertical wind structure
(rN22[u]z) (Pedlosky 1979). Our results show quanti-
tatively that both changes in vertical shear and meridi-
onal curvature of the zonal-mean wind appear to be
largely responsible for the negative PV gradient re-
sponse in this region (Fig. S2). This indicates that in situ
wave generation in the upper mesosphere during the
strongest Antarctic ozone hole in the model is not solely
associated with baroclinic instability [as suggested by
Lossow et al. (2012)], but also with barotropic instability.
To investigate which type of waves is responsible for
the resolved wave drag response in the upper meso-
sphere, we decompose the resolved wave drag response
into different zonal wavenumber (k) contributions.
Figure 9 shows latitude–height cross sections of the re-
solved wave drag differences divided into contributions
from planetary-scale waves k 5 1, planetary-scale waves
k 5 2–3, and synoptic-scale waves (k . 3), with the as-
sociated EP-flux vectors superimposed. Comparing re-
solved wave drag responses from total wavenumbers
(Fig. 8b) and to planetary-scale wavenumber k 5 1–3
(Figs. 9a,b), it is obvious that positive resolved wave drag
responses between 0.01 and 0.0001hPa are mostly dom-
inated by planetary-scale waves (k 5 1–3). In particular,
planetary waves (k5 1) dominate total westerly resolved
wave drag anomalies between 808 and 658S and 0.01 and
0.0001hPa, while the planetary waves (k 5 2–3) con-
tribute to the total westerly resolvedwave drag anomalies
FIG. 8. (a) Meridional PV gradient [q]y (shading, 3 10
212 s21 m21) and (b) resolved wave drag (shading,
m s21 day21) differences between GHGODS-TR and CTL-TR averaged for the 1990–2030 period as a function of
latitude and pressure inDecember. The contour lines denote the zonal-mean wind (U ) differences between the two
simulations (intervals are 2m s21). Stippling indicates regions where the change exceeds the 95% significance level.
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in mid- to high latitudes between 708 and 458S and 0.01 and
0.001hPa. In contrast to planetary-scale waves (k 5 1–3),
the response of the synoptic wave (k . 3) EP-flux di-
vergence gives the anomalous easterly forcing in the region
of larger negative PV gradients (Fig. 9c). This indicates
that the resolved synoptic-scale wave (k. 3) drag cannot
explain the westerly resolved wave drag anomaly in the
upper mesosphere, which is in contrast to the results of
Lossow et al. (2012) showing the opposite response.
Further understanding of the in situ wave generation
can be obtained by decomposing the resolved wave drag
responses from the dominant zonal wavenumbers k5 1–3
(Fig. 9) into the most prominent periods of traveling
planetary waves in the SH summer: 16-day waves k5 1,
10-day waves k 5 1, quasi-5-day waves k 5 1, and
QTDW k5 3 (Forbes et al. 1995; Lieberman et al. 2003;
Day and Mitchell 2010; Garcia et al. 2005). We should
note, since the aliasing in space–time filter appears as
folding about the Nyquist frequency (per 2 days here),
the QTDW is approximated as shorter period (,4 days)
waves with k 5 3. Figure 10 shows the most dominant
traveling resolved wave drag responses: for (Fig. 10a)
the 16-day planetary wave (k 5 1), (Fig. 10b) the 5-day
planetary waves (k 5 1), and (Fig. 10c) shorter period
(,4 days) waves (k 5 3), with the associated EP-flux
vectors superimposed. Our results show that both the
16- and the 5-day waves (Figs. 10a,b) dominate the
positive planetary wave drag (k5 1) responses (Fig. 9a)
in the region with strong negative PV gradients, with the
5-day wave contributing to changes up to;50%. On the
other hand, shorter period (,4 days) waves k5 3 (Fig. 10c)
dominate the positive response in EP-flux divergence for
planetary waves k5 2–3 in December (Fig. 9b).
6. Summary and discussion
We have presented results from a fully coupled
chemistry–climate model CESM1(WACCM) to study
the impact of the Antarctic ozone hole on the vertical
coupling of the stratosphere–MLT system. Two fully
coupled simulations from 1955 to 2099 are performed:
one with time-varying anthropogenic ODSs and GHGs
following the RCP8.5 scenario and the other with fixed
ODS and GHG concentrations at 1960 values. This re-
sulted in two simulated responses, one of which simulates
the severe ozone depletion (and recovery) and GHG
increases, and one of which does not. Specifically, we
analyzed the averaged responses between 1990 and 2030,
which represents the period of the strongest Antarctic
ozone hole in the model simulations. Using a set of
timeslice simulations, we further examine whether the
responses from the transient simulation during the period
of the strongestAntarctic ozone hole in themodel are the
result of ozone depletion alone or also affected by in-
creased GHGs. This work can be viewed as a comple-
mentary study to that of Smith et al. (2010) and Lossow
FIG. 9. Resolved wave drag differences between GHGODS-TR and CTL-TR in December averaged for the 1990–2030 period and
separated into different zonal wavenumbers: (a) planetary-scale waves k5 1, (b) planetary-scalewaves k5 2–3, and (c) synoptic-scale waves
k . 3 (m s21 day21), superimposed with EP-flux vectors. The dark green contours enclose regions where [q]y , 0, which is the necessary
condition for baroclinic or barotropic instability. The dashed gray contours indicate negative zonal-mean winds (intervals are 2m s21). The
zero contours are denoted by solid gray contours. Stippling indicates regions where the change exceeds the 95% significance level.
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et al. (2012), who particularly examined the impact of the
ozone hole on the Antarctic summer mesopause region.
However, we extend the analysis by quantifying the radi-
ative and dynamical components of the stratosphere–MLT
temperature coupling responses. We furthermore explain
the mechanism responsible for maintaining the downward
propagation of zonal wind anomalies in the MLT and
clarify the dynamical origin of the resolved wave drag re-
sponses in the upper mesosphere. The key processes re-
sponsible for the vertical coupling of the stratosphere and
MLT due to the Antarctic ozone loss in late spring and
early summer are summarized schematically in Fig. 11.
In the lower to midstratosphere (250–10hPa), the
significant temperature decrease during late spring and
early summer is due mainly to anomalous shortwave
cooling induced by stratospheric ozone depletion, which
is consistent with previous CCM studies (e.g., Manzini
et al. 2003; Smith et al. 2010; Orr et al. 2013; Keeble et al.
2014). This anomalous radiative cooling is enhanced by
anomalous dynamical cooling between 250 and 100 hPa
(Fig. 6a and Fig. 11) but is somewhat mitigated by
anomalous dynamical heating above ;70hPa. Our
analysis further clarified that the anomalous dynamical
cooling induced by the resolved wave drag in the lower
stratosphere (;250–100hPa, Fig. 6b) is dampened by
the effects of anomalous downwelling induced by non-
resolved wave drag (Figs. 6b and 6c). This suggests that
the easterly nonresolved wave drag anomalies in the
lower stratosphere act to weaken the anomalous adia-
batic cooling induced by the resolved wave drag.
The significant increase in upper-stratosphere tem-
perature (10–1hPa) from late spring to early summer is a
result of both anomalous dynamical heating induced by
anomalous polar downwelling (the dominant compo-
nent) and anomalous shortwave heating due to ozone
increases (Figs. 6b,c and 11). Unlike previous studies
(e.g., Manzini et al. 2003; Keeble et al. 2014), our results
for the first time show that both resolved and non-
resolved wave drag play a crucial role in driving the
anomalous polar downwelling in this region, with re-
solved waves contributing ;0.5–2Kday21 between 10
and 5hPa and nonresolved waves contributing ;0.5–
1.5Kday21 between 5 and 1hPa. This suggests
that anomalous downwelling in the upper stratosphere
(10–1hPa) induced by the ozone hole is not only due to
increased dissipation of resolved planetary waves but
also to the effects of anomalous easterly nonresolved
wave drag in the upper stratosphere resulting from fil-
tering of westerly GWD.
Our analysis also clarifies the cause of the lack of
significance of polar temperature cooling trends in
the lower mesosphere (;0.7–0.1 hPa) in response to
the ozone hole, as reported by Smith et al. (2010, see
their Fig. 1a). We find that in late spring to early
summer, the anomalous adiabatic warming due to a
weakening of the mesospheric upwelling is canceled
by the effects of radiative cooling due to increased
GHGs in the middle atmosphere (Figs. 5c,d and S1e).
This results in an insignificant cooling response in
this region.
FIG. 10. As in Fig. 9, but divided into different wave periods and zonal wavenumbers: (a) 16-day waves (k 5 1), (b) quasi-5-day waves
(k5 1), and (c) short-period (,4 days) waves (k5 3) (m s21 day21), superimposed with EP flux vectors. Stippling indicates regions where
the change exceeds the 95% significance level.
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Our results further reveal that the warming in themid-
to upper mesosphere (0.07–0.002hPa) driven by the
anomalous nonresolved wave-driven downwelling is
dampened by ;50%–60% through the effects of
anomalous upwelling induced by resolved wave drag
(Figs. 6b,c). This suggests that the westerly resolved
wave drag anomalies in this region dampen the
anomalous adiabatic heating induced by nonresolved
wave drag. In addition, the Antarctic ozone hole also
causes a significant cooling in the lower thermosphere
(above 0.001 hPa). Our analysis quantitatively shows
that this anomalous cooling is not only driven by anom-
alous nonresolved wave-driven upwelling [as shown by
Smith et al. (2010)] but also to the effects of anomalous
upwelling induced by resolved wave drag (see Fig. 6).
This combined effect causes a weakening of SH summer
downwelling above 0.001hPa and, thus, is consistent with
the temperature decreases in this region (Fig. 5a). Above
0.0002hPa (uppermost levels), this cooling is also partly
attributed to anomalous radiative cooling due to in-
creased GHG concentrations (Figs. S1e and 11).
The results also explain for the first time the role of
resolved and nonresolved wave driving in maintaining
the downward propagation of zonal wind anomalies in
theMLT region during the Antarctic ozone hole period.
From spring to early summer, the downward propaga-
tion of easterly wind anomalies in the MLT is main-
tained by total easterly wave drag anomalies, which
result from a net balance between easterly nonresolved
wave drag (the dominant component) and westerly re-
solved drag (Figs. 7e,f). Notably, the anomalously east-
erly nonresolved wave drag is a result of enhanced
filtering of westerly GWD by stratospheric westerly
winds, while anomalously westerly resolved wave drag is
associated with in situ wave generation via baroclinic–
barotropic instability. In addition, the downward prop-
agation of westerly wind anomalies in the lower ther-
mosphere from late spring to summer is maintained by
both westerly resolved and nonresolved wave drag
anomalies (due to enhanced filtering of easterly
GWD by mesospheric easterly winds).
The regions of positive resolved wave drag responses
in the upper mesosphere during late spring and early
summer are consistent with the wave excitation via in-
stability in the upper mesosphere (Fig. 8). Our results
show quantitatively that the types of instability for the
in situ wave generation are not only associated with
baroclinic processes [as suggested by Lossow et al.
(2012)] but also with barotropic processes (Fig. S2). It is
shown that the in situ wave generation produces a
spectrum of zonal wavenumbers, which peaks in the
planetary-scale waves (k5 1–3). Further analysis shows
that these planetary-scale waves are dominated by the
5-day wave (k 5 1) and shorter-period (,4 days) waves
(k 5 3). Previous studies have shown that the 5-day
waves observed in the summer mesosphere can be ex-
cited in situ via baroclinic instability in the upper me-
sosphere (e.g., Garcia et al. 2005; Riggin et al. 2006). Our
simulation suggests that increased instability of the
easterly summer jet during the Antarctic ozone hole
period can possibly increase the 5-day wave activity in
the upper mesosphere. Furthermore, the shorter period
wave drag (k 5 3) can be associated with enhanced
in situ QTDW (k 5 3) generation as a result of the
baroclinic–barotropic instability of summertime meso-
spheric easterlies in the SH (Plumb 1983; Garcia et al.
2005). Nevertheless, a future study using higher-
temporal-resolution output (i.e., higher than daily res-
olution) is required to verify this response. It should be
noted, however, that the resolved wave drag responses
in our analysis are in contrast to the results of Lossow
et al. (2012), which show a dominant synoptic-scale
wave drag (k . 3) response in the upper mesosphere.
These differences could be due to the model lid height
FIG. 11. Schematic diagram of the Antarctic ozone hole modu-
lated anomalies of the temperature [cold (C) and hot (H)], zonal-
mean wind [westerly (W) and easterly (E)], residual circulation
(C), resolved and nonresolved wave drag (=  F and NRWD, re-
spectively), and radiative heating–cooling during late spring and
early summer. The anomalous positive (negative) wave drag leads,
through theCoriolis force, to an upward and equatorward (poleward
and downward) residual circulation in high latitudes.
JUNE 2016 LUB I S ET AL . 2525
effects in their simulations (95 km in CMAM vs 140 km
in our model) that possibly alters the resolved wave drag
responses (indicated by the large negative PV gradient
maximizing close to the model lid ;90km; see Lossow
et al. 2012) and also to the use of Scinocca (2003)
nonorographic GWD parameterization in CMAM
that largely dampens the amplitude of the QTDW
(McLandress and Scinocca 2005).
As in most CCMs, WACCM also exhibits biases in
simulating stratospheric westerly jets in the SH (Marsh
et al. 2013). This bias is associated with the model cold-
pole problem, which is a common bias in chemistry–
climate middle-atmosphere models (Austin et al. 2003;
Eyring et al. 2010, chapters 4–8). The bias in the SH
polar temperature and the westerly jet leads to a delay in
the vortex breakdown by a few weeks relative to the
observed timing (Butchart et al. 2011). Therefore, the
observed early summer mesospheric warming and lower-
thermospheric cooling may in reality occur somewhat
earlier. The magnitude of the simulated temperature re-
sponse may be also exaggerated because of a possible
delay in ozone recovery in the model relative to the ob-
served timing, although we do not have sufficient obser-
vations to verify this. Nevertheless, the temperature and
circulation responses confirm the findings of earlier CCM
studies (e.g., Smith et al. 2010; Lossow et al. 2012), sug-
gesting that the middle-atmosphere responses to the
ozone hole are robust among models.
CCMs predict that after the recovery to pre-1980 levels
in 2050, the ozone layer will continue to grow until the
end of 2100 (e.g., Eyring et al. 2007; Waugh et al. 2009;
WMO 2014). Therefore, the changes discussed here will
most likely reverse or cease. Clearly, further model stud-
ies are required to understand how competing effects
between future ozone recovery and global warming de-
termine the strength of the southern polar vortex and,
thus, the characteristics of its vertical coupling.
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