It is commonly believed that the use of the assignment problem works well when one selects a relaxation problem within the framework of a branch and bound algorithm to solve an asymmetric traveling salesman problem (TS P) optimally. In this paper, we present asymmetric TSP instances found in real-life setting, and show that t.he above common belief is not necessarily appropriate. Based on the real-life example, a family of asymmetric TSP instances called SLOPE is considered, which are generated by deforming arc lengths of standard two-dimensional TSPs on a plane in a, specific manner.
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Introd uction
Most papers in the field of mathematical programming refer to applications of the models discussed. Presentation and discussion of computational experiments are often regarded as necessary ingredients of research on algorithm development, and in fact many papers give results of computational experiments. It is rather rare, however, to find papers which present computational results based on real-life instances. Most studies somehow "generate" instances artifically to evaluate algorithms.
Nothing is wrong to use such randomly generated instances, and this would be necessary for the systematic evaluation of proposed algorithms. However, algorithm evaluation could sometimes be based on experiments with "improper" instances. It would be important to perform algorithm evaluation which reflects characteristics of instances which arise in real-life situations.
For those who solve problems in real-life using mathematical programming, there is no question that the proper choice of models and algorithms is crucial. There exist some guidelines which should be followed to come up with a proper choice of models and algorithms, but more information would be desired for their proper choice. This paper considers the popular traveling salesman problem (TSP) for which a huge number of algorithms have been proposed and evaluated, and shows that the commonly believed guideline for selecting a relaxation problem within a branch and bound scheme is not necessarily appropriate. Specifically, the standard guideline for the selection of a relaxation problem recommends to use "the assignment problem if the instance is asymmetric, whereas the minimum I-tree if symmetric". See, e.g., [6] , [7] , [9] , [11 ,p.370,p.378,p .392], [12] , [13] .
This paper presents a practical problem scenario which could be modeled as an asym-metric TSP, and shows that the assignment relaxation does not produce good performance for the particular type of instances, presenting a case where a commonly-believed guideline leads us to an erroneous decision on algorithm design. It is well-known for combinatorial optimization problems that computational time may vary substantially even for the instances of the identical size, and also that one may encounter exceptionally difficult instances by chance. However, if a specific class of instances is found to be difficult for some reasons, then it is desired to find a proper algorithm to deal with the class of instances. It is shown that a particular type of asymmetric TSP instances could better be solved by the minimum l-arborescence relaxation which is proposed in this paper.
This paper is organized as follows. Section 2 describes the real-life problem scenario which motivated our study, and then defines a general class of asymmetric TSP instances called SLOPE. Computational results are given which show that the assignment relaxation produces poor performance for the real-life instance. Similar results are presented for a subclass of instances within SLOPE. The next section proposes the use of the l-arborescence relaxation to solve SLOPE instances efficiently. To obtain stronger lower bounds, l)the choice of a root node for the l-arborescence relaxation, and 2)the proper determination of Lagrange multipliers to increase the lower bounds, are explored. Section 4 demonstrates computational results which indecate the effectiveness of the proposed algorithm to solve the difficult class of SLOPE instances and the real-life instance.
In Appendix A, the real-life instance from which the proposed family of asymmetric TSPs originate is given. Appendix B shows a different type of "deformed" 2-dimensional TSPs, for which computational results similar to instances SLOPE can be observed. They imply the existence of a rather large class of asymmetric TSPs in the real world which are some "modifications" of the Euclidean TSPs. Finally, Appendix C gives the description of a heuristic algorithm to find an initial tour.
2
Real-Life Problem and Modeling-Instance SLOPE
Real-Life problem
Assume that at a factory, there exist several distinct products to be produced. Production of these products will be performed on a machine, and there are two parameters, for example, temperature and product size, that basically determine the production process. The temperature and size specifications are assumed to be mutually independent. As for temperature, it is desirable to go from high to low as much as possible. There is cost incurred when temperature is changed in either directions, but the cost is substantially higher when it is raised. So there is a penalty, so to speak, to raise the temperature. Sizes, on the other hand, may go from large to small, or vice versa, yet, frequent size changes are certainly undesirable, say, due to required setup losses. Thus just sorting products in the decreasing order of temperature specifications would not generally give a good production sequence. In essence, we seek a production sequence so that changes in both temperature and sizes are as "smooth" as possible, with a particular attention given to temperature raises.
One way of formulating this problem is to plot products on a two-dimensional plane with axes corresponding to temperature and size, somehow assign "cost" of moving from product i to j, and finally find a path which visits all points with the minimum cost. Then, this problem can be formulated as the Traveling Salesman Problem (TSP).
With regard to the "cost" of moving between two products (points), it would be reasonable to assume that the basis for the cost assignment is the (Euclidean) distance between the points. For temperature, however, extra penalty is accessed when it goes from low to high. Because of this "directionality", the resultant "cost" matrix becomes asymmetric, and thus we have an instance of an asymmetric TSP:
Minimize {C(T) IT ET} Here T is a set of tours that visit all the points exactly once and C(T) is the sum of arc cost on a tour T .
This problem originates from a rael-life problem which arose at a steel plant. Note that this type of problm is expected to exist widely for many sequencing problems in productions and other settings. Numerical data of one real-life instance with 35 products are shown in Appendix A.
To solve the particular asymmetric instance, we first applied a branch and bound algorithm based on the assignment relaxation, and the results of computational experiment are given in Table 4 -2. F'undamentally, our program j,s based on a FORTRAN translation of a BASIC program given in Kobayashi [S, pp.107-12S]. To make it more efficient and to get stronger lower bounds, at each subproblem, subroutine AP given in Carpaneto, Martello and Toth [5] and the Balas and Christofides bounding procedures [1] are coded and incorporated into the algorithm.
Throughout this paper, time shown corresponds to CPU seconds on APOLLO DOMAIN Series 4000. The 35-product instance required 3030831 branches and the 971223 CPU seconds. The poor performance of the algorithm motivated us to perform this study.
Modeling and instance SLOPE
We now define a family of Asymmetric TSP (ATSP) instances, referred to as instances SLOPE, which take two-dimensional Symmetric TSPs (STSPs) on a plane and deform their distances of a particular direction p(~ 1) times as described below. To get an intuitive feel, think of a situation where one moves around a ski slope, from which the above name origi- of point i, (Xi, Yi),i E= V, where V is node set, are assumed to be known and are sorted in nondecreasing order of x axe. Assume also that these points are randomly distributed on a square. "Distances" between two points are evalua.ted as follows:
Xi < Xj Note that we "penalize" a move from smaller Xi to larger Xj when p > 1. In reality, a starting node was fixed to the node at the top of the slope and it was not required to come back to the starting node. To conform with this practical requirement, we fix the starting node and also add a dummy node D. Note that node 1 corresponds to the node located at the top of the slope, since nodes are numbered in nondecreasing order of the values of X axe.
Applications of ATSP algorithms to instance SLOPE
The performance of a standard branch and bound algorithm with the assignment relaxation and with the Balas and Christofides (BC) procedures is examined for instances SLOPE. We parametrically change the number of nodes N (Throughout the paper, N stands for the number of nodes excluding t.he dummy node.) and slope parameter p, and study their effects on the total number of branches(NB), the ratio of the optimal value of the assignment relaxation of the original problem to its optimal value (AP /OPT), and the ratio of the value of lower bound improved by the BC procedures to the optimal value (BC/OPT), and CPU time. The preformance of the algorithm on random ATSPs of the corresponding size is also shown for comparisons. Those rows denoted as RND in Table 2-1 give results for N + 1 node random ATSPs in consideration of the added dummy node for SLOPE instances.
Values of x and y are generated as uniform real random numbers between 1 and 100. Distances between nodes are calculated by (2.1), (2.2) and for the dummy node as defined by (2.3), (2.4) whose fractional parts are truncated to make them integers. With regard to RND, the arc lengths are generated as uniform random numbers between 1 and 100. All figures reflect average results of 20 trials. Table 2 -1 summarizes the results from which the following observations can be made: 1) There is a general tendency that as p increases, NB decreases when p gets greater than a certain value. This is natural because instances become less symmetric as p increases, and because the algorithm tends to work well for totally random and totally asymmetric ATSPs, where each Cij is independent. Note that the maximum NB occurs when p is between 1 and 2. We emphasize the fact that NB is not uniformly decreasing as p increases. This is clearly shown when N = 16.
2) The ratio AP /OPT increases almost uniformly as p increases.
3) The ratio BC/OPT deteriorates almost uniformly as p increases for the range of p less than or equal to 2, contributing to the increase of NB as well as CPU. 4) As N exceeds 15, NB increases rapidly.
5) It may be possible to view that instances RND roughly correspond to instances SLOPE with parameter p ranging between 3 and 10, from the standpoint of NB and CPU. Note, however, that with respect to the strength of lower bounds such as AP /OPT and BC/OPT, instances RND always yields stronger (i.e., higher) lower bounds than SLOPE, irrespective of values of p.
The above observations would imply that the guideline which recommends to "use the assignment relaxation for ATSPs" does not necessarily apply to all instances within the wide class of ATSPs. More specifically, one can recognize within a class of SLOPE instances a non-trivial subclass for which the superiority of the assignment relaxation is doubtful.
3
A Proposed Algorithm for Instance SLOPE
Minimum 1-arborescence relaxation
The computational experience shown in Section 2 indicates that the real-life instance and SLOPE instances presented in this paper have properties similar to those of STSPs. It then is natural to consider the introduction of the minimum l-arborescence relaxation, i.e., the directed version of the minimum I-tree relaxation which is known to work well for STSPs [6) . We thus develop in this section a branch and bound algorithm based on the l-arborescence relaxation for the type of ATSPs which preserve some flavor of symmetry.
There exist few studies on the applications of the l-arborescence relaxation to solve ATSPs. Smith [12] is the only one known to the authors to study such algorithms. He used random instances for his computational experiments and concluded that the assignment relaxation works better for ATSPs than the 1-arborescence relaxation. It is not clear,however, the assignment relaxation uniformly outperforms the l-arborescnece relaxation across the wide variety of asymmetric instances.
In Section 3.2, we discuss a method for selecting a root node of the l-arborescence, and then discuss in Section 3.3 the determination of Lagrange multipliers.
For completeness, we give definitions of some basic terminologies. An arborescence rooted at node q is a spanning subgraph of a directed graph which contains no subtours, exactly one edge directed into every node except q. A value of an arborescence is a sum of its arc lengths, and a numinum arborescence is one whose value is minimum. A minimum 1-arborescence rooted at node q is a minimum arborescence rooted at node q, plus a minimumlength incoming arc to node q.
Choice of root node for the l-arborescence relaxation
Generally, any node can be chosen as a root to give a lower bound when the minimum 1-arborescence relaxation is used. It then is natural to select a root node so that the resultant lower bound is higher. We can show that the strongest lower bound can be obtained by selecting node 1, the node at the top of the slope, as the root node. Theorem 1 The value of a minimum 1-arborescence becomes the largest when node 1 is chosen as the root node under the conditions (2~3) and (2.4).
Proof
First we define the following.
arb( i) = the value of a minimum ar borescence rooted at node i one( i) = the value of a minimum 1-arborescence rooted at node i Note that the dummy node D is included in each case.
For arbitrary node q (#-1, D),CqD = Cm = 0 from the definitions of (2.3) and (2.4), and thus
In one(l), we call the arc which goes into node q as arc a, and define the length of the arc a as c(a). Removing arc a from one(l), produces an a,rborescence rooted at node q ( Figure: I-1), which implies
(a).
If we call the minimum-length incoming arc to node q as arc b, and define the length of the arc b as c(b), the definition of a minimum 1-arborescence implies
Theorem 1 is valid even when some arcs that are not incident to dummy node Dare fixed in a branch and bound procedure, and thus it is best to select node 1 as the root of a 1-arborescence throughout the process of a branch and bound procedure.
Improvement of lower bounds by the Lagrange relaxation
We now consider, based on Smith [13] ' how the Lagrange relaxation can be applied to instances SLOPE, where improvement of lower bounds is tried by putting the degree constraints of the 1-arborescence relaxation into the objective function.
To put those relaxed degree constraints into the objective function, we consider an ar- 
denotes the out-degree of the 1-arborescence of node i. The step size t can be obtained by:
where U stands for an upper bound for the value of the optimal tour. Smith [13] states that the algorithm for the l-arborescence cannot be used when some arc lengths are negative, and thus forces those Lagrange multipliers which become negative to be 0 as in (3.8):
Those nodes whose degree is zero should have negative Lagrange multipliers, but because of (3.8) the actual multipliers assigned by Smith's method are zeros. This leads to the solution of the l-arborescence not increasing the out-degree of those nodes whose associated multiplier should have been negative. The restriction of nonnegativity of arc lengths in the 1-arborescence algorithm is noted also by Suzuki [14] . However, the following simple result holds: Theorem 2 Given a graph, add a given constant M to all arc lengths. Then a minimum l-arborescence for the original graph gives the same minimum l-arborescence for the transformed one, and VIce versa.
Proof
Suppose that G is the given graph and GM a graph where a constantM is added to length of each arc on G. Let T be an arbitrary l-arborescence, and z(T) the value of T on G. Let T* be a minimum l-arborescence. If N denotes the number of nodes in G, any l-arborescence Unless the inequality in (3.10) holds, however, this contradicts that T* is a nummum 1-arborescence on G. Therefore, T* is also the same minimum 1-arborescence on GM' 0 The above theorem shows that even if some arcs have negative lengths, one can add some (possibly big) constant M to all arc lengths to make them nonnegative, and apply a 1-arborescence algorithm. The value of the 1-arborescence is the optimal value obtained for the transformed graph minus M N.
To see the effect of adding constant M instead of forcing negative multipliers to () as done by Smith, the following experiments are performed: 1) >. in (3.7) is fixed to 1.25. This is based on the knowledge obtained from the experiments, where various values of >. are tested ranging from 0.25 to 2.0 with a step of 0.25.
2) An initial value of 7r is set to O.
3) The termination criteria is as follows: a. When lower bound exceeds or is equal to an upper bound. b. Maximum of 100 repetitions if the above condition is not satisfied, where iterations correspond to the number of times 7r is updated.
With regard to the reason why the number of repetitions is limited to 100, we performed experiments on the real-life instance to see the effect of changing the limit, which showed that the upper limit of 100 repetitions outperforms the other cases with limits ranging from 40 to 160. Refer to computational results given in Table 4-2. As preliminary computational experiments, lower bounds obtained by the following four cases are compared: (1) a proposed method based on Theorem 2 (2) the Smith's method (3) the BC procedures (4) the assignment relaxation Evaluations are made based on the ratio beltween the lower bounds obtained and the optimal value. The instance used is the real-life one in Appendix A. For this instance, the optimal value is known, which is used as an upper bound U in (3.7). The results are shown in Figure 3-2 .
The results show that the Smith's method could not improve the lower bounds to the level of the BC lower bound even after 100 iterations, whereas the proposed method dominates the BC lower bound with approximately 20 iterations, and moreover, yields lower bounds which is around 99 % of the optimal value after roughly 80 iterations.
Computational Experiments
Computational experiments are performed to see the effectiveness of the proposed algorithm. First we describe the results for instances SLOPE, and then for the real-life instance.
Computational experiments with instances SLOPE
Experiments are performed under the following conditions: 1) A root node is defined to be node 1 as discussed in 3.2. 2) Lower bounds are improved by the Lagrange relaxation as discussed in 3.3. In the algorithm, an initial upper bound is calculated by the heuristic algorithm explained in Appendix C. Results are shown in Table 4 -1. The performance measures shown include the number of branches(NB), the ratio of the value of the minimum 1-arborescence to the optimal value (ARB/OPT), the ratio of the final lower bound after the Lagrange relaxation to the optimal value (LAG/OPT), and CPU time. Moreover, Table 4 Following observations are in order from Table 4-1. 1) With respect to NB (i.e., the number of nodes or subproblems in a branch and bound tree), the proposed algorithm uniformly dominates the assignment relaxation with the only exception of N = 20, p = 10.
Ratio ---------
The l-arborescence relaxation generally yields stronger lower bounds than the assignment relaxation. Specifically, in the range of p :::; 2 of instances SLOPE with N = 15, the lower bounds generated by the 1-arborescence relaxation (ARB/OPT) are stronger than those by the assignment relaxation (AP /OPT). For N =20 and 25, the similar trend is expected, even though these ratios are unknown because too much computation time was required for these cases. Recall that instances SLOPE with smaller p(> 1) tend to be difficult. More importantly, the final lower bounds as measured by LAG/OPT are uniformly stronger than those generated by the assignment relaxation after the BC procedures. Obviously, this contributes to the superiority of the 1-arborescence relaxation to the assignment relaxation.
On the other hand, one can easily observe that the ratios AP /OPT as well as BC/OPT are very high for instances RND, indicating that instances RND are substantially different from instances SLOPE with even large values of p. This would imply that instances RND fall Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. into a very special, and peculiar, class of ATSPs. Note also that values of lower bounds improved by the Lagrange relaxation are relatively independent of the value of the slope parameter p, and give good(i.e., large) lower bounds. 2) These results together with Table 2 -1 indicate that, irrespective of the algorithm used, difficult SLOPE instances which require much computational time are those whose parameter values are around p = 2. It is interesting to note that as p is increased from 1, instances SLOPE first become more difficult to solve, and as p exceeds 2, they become easier. For those difficult SLOPE instances, the increase of computational time for the proposed algorithm based on the l-arborescence relaxation is not as substantial as that for the assignment counterpart.
3) As will be expected from the computational experiments given in Section 2, the computational time requirement of the assignment relaxation exploded even for p = 3 or 5 when N = 25. When N is 20, the assignment relaxation took excessive time for p ::; 3. As N increases, the assignment relaxation becomes inefficient even for large values of p. 4) When the assignment relaxation is used for instances SLOPE, NB increases rapidly as N exceeds 15 as shown in Table 2 -1. The proposed algorithm, on the other hand, indicates much preferable characteristics in terms of the growth of NB as N increases.
Computational time requirement per subproblem (i.e., a node in a branch and bound tree) is not so heavy when the assignment relaxation is used even with the BC procedures. However, because of the weakness of the resultant lower bounds for instances SLOPE, NB tends to grow rapidly, resulting in an excessive overall computational time.
The l-arborescence relaxation together with the Lagrange relaxation, on the other hand, requires more time per subproblem, because many l-arborescence problems must be solved repeatedly as the Lagrange multipliers get modified. The subgradient optimization, however, yields comparatively better lower bounds, which helps reduce NB.
Computational experiments with the real-life instance
Two branch and bound algorithms, one based on the assignment relaxation with the BC procedures, and the other based on the 1-arborescence relaxation discussed in the present paper, are compared, and the results are shown in Table 4 -2.
In Table 4 the 1-arborescence relaxation, the value kin "l-arb(k)" is the maximum number ofrepetitions allowed for a subproblem in the process of the Lagrange relaxation. Two ratios, RX/OPT and LB/OPT are nothing but AP /OPT and BC/OPT, respectively, for the assignment relaxation (see Table 2 -1), and ARB/OPT and LAG/OPT,respectively, for the 1-arborescence relaxation (see Table 4 -1).
The results suggests the following observations: 1) The proposed algorithm solves the real-life ATSP instance more than 400 times faster than the algorithm that uses the assignment relaxation. Also, the number of branches required for the assignment relaxation algorithm is more than 6000 times of that for the proposed algorithm. Though the 1-arborescence relaxation takes more time for solving a subproblem, the better improvement of lower bounds contributes more to yield an efficient algorithm. 2) Even within the 1-arborescence relaxation, one can observe the dramatic dependence of the strength of lower bounds on the algorithmic efficiency. A small difference of 0.01 in LB/OPT could change CPU time by one digit. This indicates that the proper selection of the iteration limit k is important for the 1-arborescence relaxation. Setting k too small would likely to hurt the computational efficiency, as seen from Table 4-2.
Conclusions and Future Researches
This paper is motivated by a real-life instance of the asymmetric TSP, for which an algorithm based on the assignment relaxation fails to provide good performance, despite a widely believed guideline which recommends to "select the assignment relaxation for ATSPs, whereas the I-tree relaxation for STSPs".
It is a matter of course that solution algorithms should take full advantages of structure and/or characteristics of the problem of interest. This is especially true for computation ally Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
tough (say, NP-hard) combinatorial optimization problems such as the TSP studied in this paper.
It is natural that problem instances reflect characteristics of a real problem scenario. Since information concerning a TSP instance is condensed in its distance matrix, characteristics and structure of the problem would be hidden in the distances. As in the case presented in this paper, even rough ideas known about how distances are "defined" would help identify any potential problem structures. Knowledges of problem structures can be, and should be exploited to determine suitable solution strategy such as the selection of relaxation problems used within the branch-and-bound framework.
For TSP instances of a particular application, the distances (Cij) reflect relative "undesirableness" of going from one node to another. Each node normally corresponds to a particular "entity" in a real world and entities have their own "properties". Distances between two nodes are often defined as some functions of their properties, reflecting the underlying problem structure. This implies that so-called asymmetric TSP instances often used to evaluate ATSP algorithms are very peculiar problem instances in the sense that individual entries in the distance matrix are totally independent of each other, which may be difficult, if not impossible, to find in real world.
The above argument leads us to believe, without proof nor definite evidence, that many of real-life instances of TSPs are some deformations of Euclidean TSPs, without regard to whether they are synunetiric or not. In fact, many such problems are expected, as in our example, to retain flavour of Euclidean TSPs. For much wider range of real-life ATSPs than we anticipate, it is estimated that the I-tree or I-arborescence relaxation provides much stronger bounds than the assignment relaxation.
Whether a TSP is symmetric or asymmetric is certainly one characterization of the problem. Standard references (say, [11] ) suggest to base the selection of relaxation problem on this symmetric/asymmetric dichotomy. This paper warns that this dichotomy should be taken with caution. Moreover, the discussions given here imply that one should pay more attention, in selecting relaxation problems, to whether or not a problem maintains strong flavour of Euclidean TSPs.
We have not yet come up with definite measures obtained from given distance data of an ATSP nor with a formula that tells us which relaxation problem to choose, even if we restrict our attention to the assignment relaxation and the I-arboresence relaxation. We guess that independence/dependence of Ci/S play a key factor to come up with some measures. More concretely, the independence/dependence of c;/s can be measured by, say, 1) the ratio of distances Cij and Cj; between two nodes, and 2) relative relationship of nodes. The former gives a local (i.e., pair wise) measure of the independence/dependence, whereas the latter a global measure.
With regard to the local measure, when the variability of these ratios Cij/Cji is higher, distances CiJ and Cji can be regarded as more independent. Our results show that for ATSPs with high variability of the ratios, the assignment relaxation dominates the 1-arborescence relaxation.
On the other hand, global measures try to extract some "geometric" structure based on the global and relative relationship of nodes. Recognition of certain forms of "directionality" might lead to a good potential measure. One possibility for recognizing a directionality would take an original (complete) graph, and transform it by removing a longer arc (i.e., an arc with max{ Cij, CJi}) between each pair of nodes. The sum of in-degrees and out-degrees of each node of the resultant graph would be constant N, where N is the number of nodes. If the out-degrees of the transformed graph are distributed uniformly, i.e., N, N -1, ... , 1, this would imply the existence of a certain directionality, as this is the case for SLOPE. For instances RND, however, the out-degrees of the tarnsformed graph may not be distributed uniformly between 1 and N.
In the mean time, one quick and dirty, yet easily implement able, test before selecting the type of a relaxation problem would be comparisons of the relative strength of lower bounds, without following blindly unproven criteria such as "use the assignment relaxation for ATSPs, whereas the I-tree relaxation for STSPs".
In summary, the inherent problem structure is a key factor for selecting a proper solution strategy. More research will be needed to associate problem structures with solution strategies, which allows us to design a mechanism for an "automatic" identification of a proper solution strategy.
A A Real-Life ATSP Problem Instance " " 3. " .
• B Different Versions of "Deformed" Euclidean TSP
If we consider road traffic, we often encounter a situation where going into the center of a city takes more time than going out, thus resulting in asymmetric cost matrix. Since vehicles can be assumed to move on a two-dimensional plane, distances would be same and the resultant "cost" tends to preserve some Euclidean properties, or symmetry.
Consider a "center" on a plane. There is an extra penalty associated with approaching the center, whereas regular Euclidean distance is (lccessed when going away from the center. This, as opposed to instances SLOPE, may be c('Jled instances CONE, as it requires E'xtra efforts or costs to go toward the top of a mountain or a cone. Details of the definition of "distance" between two points i and j on a cone will not be explained here.
The above discussion implies the existence of many TSP problems which are not sym- concepts of "distance": (i) Distance between a subtour and a selected node is defined as the minimum of distances between those nodes in the subtour and the selected node.
(ii) Distance d ij between two points i and j which is used in the selection step is calculated by one of the following three methods: Criteria used in the insertion step is to choose the location such that the cost increase is kept minimum.
After an initial tour is obtained based on the framework just outlined, 3-opt will be performed to improve the tour, and the resultant !lour will be used as an initial tour.
Table C-1 compares three different methods to come up with "distances" of tours obtained by the heuristic algorithms against the optimal value for the averages of 20 instances with N = 15 and p == 2.0. 
