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AVERAGING 2D STOCHASTIC WAVE EQUATION
RAUL BOLAÑOS GUERRERO, DAVID NUALART, AND GUANGQU ZHENG
Department of Mathematics, University of Kansas
Abstract. We consider a 2D stochastic wave equation driven by a Gaussian noise,
which is temporally white and spatially colored described by the Riesz kernel. Our first
main result is the functional central limit theorem for the spatial average of the solution.
And we also establish a quantitative central limit theorem for the marginal and the rate
of convergence is described by the total-variation distance. A fundamental ingredient in
our proofs is the pointwise Lp-estimate of Malliavin derivative, which is of independent
interest.
Mathematics Subject Classifications (2010): 60H15, 60H07, 60G15, 60F05.
Keywords: Stochastic wave equation, Riesz kernel, central limit theorem, Malliavin-Stein
method.
1. Introduction
We consider the 2D stochastic wave equation
∂2u
∂t2
= ∆u+ σ(u)W˙ , (1.1)
on R+ × R2, where ∆ is Laplacian in space variables and W˙ is a Gaussian centered noise
with covariance given by
E[W˙ (t, x)W˙ (s, y)] = δ0(t− s)‖x− y‖−β (1.2)
for any given β ∈ (0, 2). In other words, the driving noise W˙ is white in time and it has
an homogeneous spatial covariance described by the Riesz kernel. Here W˙ is a distribution-
valued field and is a notation for ∂
3W
∂t∂x1∂x2
, where the noise W will be formally introduced
later.
Throughout this article, we also fix the boundary conditions
u(0, x) = 1,
∂
∂t
u(0, x) = 0 (1.3)
and assume σ is a Lipschitz function with Lipschitz constant L ∈ (0,∞) and σ(1) 6= 0. It
is well-known (see e.g. [6]) that equation (1.1) has a unique mild solution, which is adapted
to the filtration generated by W , such that sup
{
E
[|u(t, x)|2] : (t, x) ∈ [0, T ]×R2} <∞ for
any finite T and
u(t, x) = 1 +
∫ t
0
∫
R2
Gt−s(x− y)σ(u(s, y))W (ds, dy), (1.4)
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where the above stochastic integral is defined in the sense of Dalang-Walsh and Gt−s(x− y)
denotes the fundamental solution to the corresponding deterministic 2D wave equation, i.e.
Gt(x) =
1
2pi
√
t2 − ‖x‖21{‖x‖<t}.
Because of the choice of boundary conditions (1.3), {u(t, x) : x ∈ R2} is strictly stationary
for any fixed t > 0, meaning that the finite-dimensional distributions of {u(t, x+y) : x ∈ R2}
do not depend on y; see e.g. [7, Footnote 1]. Then it is natural to view the solution u(t, x)
as a functional over the homogeneous Gaussian random field W . Such Gaussian functional
has been a recurrent topic in probability theory, for example, the celebrated Breuer-Major
theorem (see e.g. [1, 2, 18]) provides the Gaussian fluctuation for the average of a functional
subordinated to a stationary Gaussian random field. Therefore, one may wonder whether
or not the spatial average of u(t, x) admits Gaussian fluctuation, that is, as R→ +∞
does
∫
{‖x‖≤R}
[
u(t, x)− 1] dx converges to N (0, 1), after proper normalization?
Here t > 0 is fixed, u(t, x) is the solution to (1.1) and N (0, 1) denotes the standard normal
distribution.
Recently, the above question has been investigated for stochastic heat equations (see
[9, 10, 4, 19]) and for 1D stochastic wave equation (see [7]). Our work can be seen as a
highly nontrivial continuation of the work [7]. We provide the following affirmative answer
(Theorem 1.1) to the above question.
Let us first fix some notation that will be used throughout this article.
Notation. (1) The expression a . b means a ≤ Kb for some immaterial constant K that
may vary from line to line.
(2) ‖ · ‖ denotes the Euclidean norm on R2 and we write BR = {x : ‖x‖ ≤ R}. We write
‖X‖p for the Lp(Ω)-norm of a random variable X . We define for each t ∈ R+ := [0,∞),
FR(t) =
∫
BR
(ut,x − 1) dx. (1.5)
Whenever convenient, we write ut,x for u(t, x) to avoid too many brackets in one display.
(3) We fix β ∈ (0, 2) throughout this article and there are two relevant constants1 cβ , κβ
defined by
cβ =
Γ(1− β2 )
pi4β/2Γ(β/2)
, κβ =
∫
R2
dξ‖ξ‖β−4J1(‖ξ‖)2 (1.6)
where J1(·) is the Bessel function of first kind with order 1; see e.g. [19, Lemma 2.1]. Note
that 4pi2cβκβ =
∫
B21
‖y − z‖−βdydz; see Remark 3 below.
Now we are in a position to state our main result.
1Note that the quantity κβ is finite, since J1(ρ) is uniformly bounded on R+ and equivalent to
constant timesρ as ρ ↓ 0; see e.g. [19, Lemma 2.1].
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Theorem 1.1. Recall FR(t) defined in (1.5). The process
{
R
β
2−2FR(t) : t ∈ R+
}
converges
in law to a centered Gaussian process G in the space C(R+;R) of continuous functions,
where
E
[Gt1Gt2] = 4pi2cβκβ ∫ t1∧t2
0
(t1 − s)(t2 − s)ξ(s)2ds,
with ξ(s) = E[σ(us,0)] and cβ, κβ being the two constants given in (1.6). For any fixed t > 0,
dTV
(
FR(t)/σR, Z
)
. R−β/2, (1.7)
where Z ∼ N (0, 1) and σR :=
√
Var(FR(t)) > 0 for every R > 0.
Remark 1. (1) The limiting process G has the following stochastic integral representation:
{Gt : t ∈ R+} (d)=
{
2pi
√
cβκβ
∫ t
0
(t− s)ξ(s)dYs : t ∈ R+
}
,
where {Yt : t ∈ R+} is a standard Brownian motion.
(2) We point out that σR > 0 is part of our main result. Indeed, it is a consequence of
our standing assumption σ(1) 6= 0. In fact, we have the following equivalences:
σR = 0, ∀R > 0⇔ ∃R > 0, s.t. σR = 0⇔ σ(1) = 0⇔ lim
R→+∞
σRR
β−4 = 0.
The verification of these equivalences can be done similarly as in [7, Lemma 3.4] and by
using Proposition 4.1. We omit the details here.
(3) The total-variation distance dTV induces a much stronger topology than that induced
by the Fortet-Mourier distance dFM, where the latter is equivalent to that of convergence in
law. For real random variables X,Y ,
dTV(X,Y ) := sup
A
∣∣P(X ∈ A)− P(Y ∈ A)∣∣, dFM(X,Y ) := sup
h
∣∣E[h(X)− h(Y )]∣∣,
where the first supremum runs over all Borel subsets of R and the second supremum runs
overs all bounded Lipschitz functions h with ‖h‖∞ + ‖h′‖∞ ≤ 1. Our quantitative CLT
(1.7) is obtained by the Malliavin-Stein approach that combines Stein’s method of normal
approximation with Malliavin’s differential calculus on a Gaussian space; see the monograph
[14] for a comprehensive treatment. One can also obtain the rate of convergence in other
frequently used distances, such as the Wassertein distance and Kolmogorov distance, and
the corresponding bounds are of the same order as in (1.7).
Now let us sketch a few paragraphs to briefly illustrate our methodology in proving
Theorem 1.1. The main ingredient is the following fundamental estimate.
Theorem 1.2. For any p ∈ [2,∞) and any t > 0, the following estimates hold for almost
all (s, y) ∈ [0, t]× R2:
Gt−s(x − y)‖σ(us,y)‖p ≤
∥∥Ds,yu(t, x)∥∥p ≤ Cβ,p,t,Lκp,tGt−s(x − y), (1.8)
where the constants Cβ,p,t,L and κp,t are given in (3.5) and (3.3), respectively.
Remark 2. (1) Theorem 1.2 indicates that Ds,yu(t, x) is indeed a real function in (s, y) ∈
R+ × R2. It is well known in the literature (see e.g. [13]) that Du(t, x) ∈ Lp(Ω;H) for any
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p ∈ [1,∞), where H is the Hilbert space associated to the noiseW , defined as the completion
of C∞c (R+ × R2) under the inner product
〈f, g〉H : =
∫
R+×R4
f(s, y)g(s, z)‖y − z‖−βdydzds (1.9)
= cβ
∫
R+×R4
Ff(s, ξ)Fg(s,−ξ)‖ξ‖β−2dξds, (1.10)
where cβ is given in (1.6) and Ff(s, ξ) =
∫
R2
e−ix·ξf(s, x)dx.
(2) Theorem 1.2 echoes the comment after [10, Lemma 2.1] and generalizes [7, Lemma
2.2] to the solution of a 2D stochastic wave equation. Although the expression in (1.8)
looks the same as in [7, Lemma 2.2], i.e. Lp-norm of the Malliavin derivative is bounded
by the fundamental solution to the corresponding deterministic wave equation, we would
like to emphasize that the proof in the 2D setting is much more involved and requires new
techniques in dealing with the singularity of Gt−s(x− y) while in 1D case the fundamental
solution is the bounded function 1{|x−y|<t−s}. Modulo sophisticated integral estimates, our
proof of Theorem 1.2 is treated through a harmonious combination of tools from Gaussian
analysis (Clark-Ocone formula, Burkholder inequality) and Sobolev embeddings (Hardy-
Littlewood-Sobolev’s lemma).
We will first sketch the main steps for the proof of Theorem 1.1 and then we will present
the key steps in proving (1.8).
The typical proof of the functional CLT consists in three steps:
(S1) We establish the limiting covariance structure, this is the content of Section 4.1.
In particular, the variance of the spatial average FR(t) is of order R
4−β , as R → +∞.
As one will see shortly, the important part of this step is the proof of the limit (4.3):
Cov
[
σ(us,y), σ(us,z)
] → 0 as ‖y − z‖ → +∞. This limit is straightforward when σ(u) = u
and in the general case, we will apply the Clark-Ocone formula (see Lemma 2.4) to first
represent σ(us,y) as a stochastic integral and then apply the Itô’s isometry in order to break
the nonlinearity for further estimations.
(S2) From (S1), we have the covariance structure of the limiting Gaussian process G. Then
we will prove the convergence of
{
R
β
2−2FR(t) : t ∈ R+
}
to
{Gt : t ∈ R+} in finite-
dimensional distributions. This is made possible by the multivariate Malliavin-Stein bound
that we borrow from [9, Proposition 2.3] (see also [14, Theorem 6.1.2]):
Proposition 1.3. Let F = (F (1), . . . , F (m)) be a random vector such that F (i) = δ(v(i)) for
v(i) ∈ Dom δ and F (i) ∈ D1,2, i = 1, . . . ,m. Let Z be an m-dimensional centered Gaussian
vector with covariance (Ci,j)1≤i,j≤m. For any C2 function h : Rm → R with bounded second
partial derivatives, we have
∣∣E[h(FR)]− E[h(Z)]∣∣ ≤ m
2
‖h′′‖∞
√√√√ m∑
i,j=1
E
[(
Ci,j − 〈DF (i), v(j)〉H
)2]
, (1.11)
where ‖h′′‖∞ := sup
{∣∣ ∂2
∂xi∂xj
h(x)
∣∣ : x ∈ Rm , i, j = 1, . . . ,m}.
In the above proposition, D is the Malliavin derivative and δ is the adjoint operator of
D that is characterized by an integration-by-parts formula. Moreover, D1,2 is the Sobolev
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space of Malliavin differentiable random variables X ∈ L2(Ω) with E[‖DX‖2H] < ∞ and
Domδ is the domain of δ; see Section 2 for more details.
In view of (1.4), we write u(t, x) − 1 = δ(Gt−•(x − ∗)σ(u•,∗)) so that FR(t) can be
represented as
FR(t) =
∫
BR
δ
(
Gt−•(x− ∗)σ(u•,∗)
)
dx = δ
(
ϕt,R(•, ∗)σ(u•,∗)
)
. (1.12)
by Fubini’s theorem, with
ϕt,R(r, y) =
∫
BR
Gt−r(x− y)dx; (1.13)
see Section 2.2. Putting Vt,R(s, y) = ϕt,R(s, y)σ(us,y) and in view of Proposition 1.3, in
order to show the convergence in law of the finite-dimensional distributions, it is enough to
prove for any t1, t2 ∈ (0,∞),
R2β−8Var
(〈DFR(t1), Vt2,R〉H) . R−β . (1.14)
Again the computations needed to show (1.14) heavily rely on the fundamental estimate
(1.8).
The bound (1.14) for t1 = t2 = t together with the following 1D Malliavin-Stein bound
(see, e.g. [9, 16, 20]) will lead to the quantitative result (1.7).
Proposition 1.4. Let F = δ(v) for some H-valued random variable v ∈ Dom δ. Assume
F ∈ D1,2 and E[F 2] = 1 and let Z ∼ N (0, 1). Then we have
dTV(F,Z) ≤ 2
√
Var
[〈DF, v〉H] . (1.15)
(S3) The last step is to show tightness. By the well-known criterion of Kolmogorov-Chentsov
(see e.g. [12]), it is enough to show for any finite T and for any p ∈ [2,∞),
‖FR(t)− FR(s)‖p . R2−
β
2 |t− s|1/2 for s, t ∈ [0, T ],
where the implicit constant does not depend on t, s or R. This will end the proof of Theorem
1.1.
Finally let us pave the plan of proving the fundamental estimate (1.8). The story begins
with the usual Picard iteration: We define u0(t, x) = 1 and for n ≥ 0,
un+1(t, x) = 1 +
∫ t
0
∫
R2
Gt−s(x− y)σ
(
un(s, y)
)
W (ds, dy).
It is a classic result that un(t, x) converges in L
p(Ω) to u(t, x) uniformly in x ∈ R2 for any
p ≥ 2; see e.g. [6, Theorem 4.3]. Now it has become clear that if we assume σ(1) = 0, we
will end up in the trivial case where u(t, x) ≡ 1, in view of the above iteration.
For each n ≥ 0, un+1(t, x) is clearly Malliavin differentiable. Our strategy is to first
obtain the uniform estimate of sup
{‖Ds,yun(t, x)‖p : n ≥ 0} and then one can hope to
transfer this estimate to ‖Ds,yu(t, x)‖p. As mentioned before, Du(t, x) lives in the space H
that contains generalized functions. To overcome this, we will carefully apply the following
Sobolev embedding to show Du(t, x) is a random variable in L
4
4−β (R+ × R2).
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Lemma 1.5 (Hardy-Littlewood-Sobolev). If 1 < p < p0 <∞ with p−10 = p−1 − αn−1,
then there is some constant C that only depends on p, α and n, such that
‖Iαg‖Lp0(Rn) ≤ C‖g‖Lp(Rn),
for any locally integrable function g : R2 → R, where with α ∈ (0, n),(
Iαg
)
(x) :=
∫
Rn
‖x− y‖α−ng(y)dy.
For our purpose, with n = 2, α = 2−β, p = 2q = 4/(4−β) and p0 = 4/β, we have, using
Hölder’s inequality,
〈f, g〉H0 :=
∫
R2
f(x)g(y)‖x− y‖−βdxdy (1.16)
≤ ‖f‖L2q(R2)‖I2−βg‖L4/β(R2)
≤ Cβ‖f‖L2q(R2)‖g‖L2q(R2), (1.17)
for any f, g ∈ L2q(R2); see e.g. [22, page 119-120].
Once we obtain the uniform estimate of sup
{‖Ds,yun(t, x)‖p : n ≥ 0} and proveDu(t, x) ∈
L
4
4−β (R+ × R2), that is, (s, y) 7−→ Ds,yu(t, x) is indeed a random function, we proceed
to the proof of (1.8). In view of the Clark-Ocone formula (see Lemma 2.4), we have
E[Ds,yut,x|Fs
]
= Gt−s(x − y)σ(us,y) almost surely, where {Fs : s ∈ R+} is the filtration
generated by the noise; see Section 2.2. Then, the lower bound in (1.8) follows immediately
from the conditional Jensen inequality. In order to remove the “conditioning on Fs” and
prove the upper bound in (1.8), we will go through an elegant application of approximation
to the identity, which is quite different from the arguments in [7].
Before we end this introduction, let us point out another technical difficulty in this paper.
After the application of Lemma 1.5 during the process of estimating ‖Ds,yun(t, x)‖p, we will
encounter integrals of the form∫ t
s
(∫
R2
G2qt−r(x− z)G2qr−s(z)dz
)1/q
dr and
∫ t
s
∫
R2
G2qt−r(x− z)G2pr−s(z)dzdr, (1.18)
where q ∈ (1/2, 1) and 0 < p ≤ q. In the case of stochastic heat equation, the estimation
of the above integrals is straightforward due to the semi-group property. However, for the
wave equation the kernel Gt does not satisfy the semi-group property and the estimation
of the above integrals is quite involved. For the case of 1D stochastic wave equation, as
one can see from the paper [7], the computations take advantage of the simple form of
the fundamental solution (i.e. 1{|x−y|<t−s}). For our 2D case, the singularity within the
fundamental solution Gt−s(x − y) puts the technicality to another level and we have to
estimate the convolution G2qt−r ∗G2qr−s by exact computations. A basic technical tool used in
this problem is the following lemma.
Lemma 1.6. For 0 ≤ s < t <∞, with ‖z‖ = w > 0 and q ∈ (1/2, 1), we have
G2qt ∗G2qs (z) . 1{w<s}
[
t2 − (s−w)2]1−2q + [t2 − (s+w)2]1−2q1{t>s+w}
+ 1{|s−w|<t<s+w}
[
(w + s)2 − t2]−q+ 12 [t2 − (s−w)2]−q+ 12 , (1.19)
where the implicit constant only depends on q.
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The rest of this article is organized as follows: Section 2 collects some preliminary facts
for our proofs, Section 3 is devoted to proving the fundamental estimate (1.8) and Section
4 contains the proof of Theorem 1.1.
2. Preliminaries
This section provides some preliminary results that are required for further sections. It
consists of two subsections: Section 2.1 contains several important facts on the function
Gt−s(x− y) and Section 2.2 is devoted to a minimal set of results from stochastic analysis,
notably the tools from Malliavin calculus.
2.1. Basic facts on the fundamental solution. Let us fix some more notation here.
Notation. For p ∈ R, we write (v)p+ = vp if v > 0 and (v)p+ = 0 if v ≤ 0. Then, we can
write
Gt(z) =
1
2pi
(t2 − ‖x‖2)−1/2+ .
Recall the function ϕt,R(r, y) introduced in (1.13). In what follows, we put together several
useful facts on the function Gt(z).
Lemma 2.1. (1) For any p ∈ (0, 1) and t > 0.∫
R2
G2pt (z)dz =
(2pi)1−2p
2− 2p t
2−2p. (2.1)
(2) For t > s, we have ϕt,R(s, y) ≤ (t− s)1{‖y‖≤R+t} and
∫
R2
ϕt,R(s, y)dy = (t− s)piR2.
As a consequence, ∫
R2
ϕt,R(s, z + ξ)ϕt,R(s, z)dz ≤ pi(t− s)2R2. (2.2)
The proof of Lemma 2.1 is omitted, as it follows from simple and exact computations.
Here is a consequence of Lemma 2.1.
Lemma 2.2. For t1, t2 ∈ (0,∞), we put
ΨR(t1, t2; s) := R
β−4
∫
R4
ϕt1,R(s, y)ϕt2,R(s, z)‖y − z‖−βdydz.
Then
(i) ΨR(t1, t2; s) is uniformly bounded over s ∈ [0, t2 ∧ t1] and R > 0;
(ii) For any s ∈ [0, t2∧t1], ΨR(t1, t2; s) converges to 4pi2cβκβ(t1−s)(t2−s), as R→ +∞.
Here the quantities cβ and κβ are given as in (1.6), see also Remark 3.
Proof. We can write
ΨR(t1, t2; s) = R
β−4
∫
B2R
dxdx′
∫
R4
Gt1−s(x− y)Gt2−s(x′ − z)‖y − z‖−βdydz
= cβR
β−4
∫
B2R
dxdx′
∫
R2
dξe−i(x−x
′)·ξ
(
sin((t1 − s)‖ξ‖)
‖ξ‖
sin((t2 − s)‖ξ‖)
‖ξ‖
)
‖ξ‖β−2 (2.3)
= cβ
∫
B21
dxdx′
∫
R2
dξe−i(x−x
′)·ξ sin((t1 − s)‖ξ‖R−1)
‖ξ‖R−1
sin((t2 − s)‖ξ‖R−1)
‖ξ‖R−1 ‖ξ‖
β−2, (2.4)
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by using Fourier transform in (2.3) and making a change of variables in (2.4).
Then, we can rewrite ΨR(t1, t2; s) as
cβ
∫
R2
[
2pi‖ξ‖−1J1(‖ξ‖)
]2( sin((t1 − s)‖ξ‖R−1)
‖ξ‖R−1
sin((t2 − s)‖ξ‖R−1)
‖ξ‖R−1
)
‖ξ‖β−2dξ,
where J1(x) is the Bessel function of first kind with order 1; see e.g. [19, Lemma 2.1]. Since
sin((t− s)‖ξ‖R−1)/(‖ξ‖R−1) is uniformly bounded over s ∈ (0, t] and converges to t− s as
R→∞, then the statement (i) holds true and
ΨR(t1, t2; s)
R→+∞−−−−−→ 4pi2cβκβ(t1 − s)(t2 − s),
by the dominated convergence theorem with the dominance condition κβ <∞. 
Remark 3. Recall from Lemma 2.1 in [19] that the Fourier transform of u ∈ R2 7−→ 1{‖u‖≤1}
is ξ ∈ R2 7−→ 2pi‖ξ‖−1J1(‖ξ‖), where J1 is the Bessel function of first kind with order 1.
Then by inverting Fourier transform, we have
(2pi)2cβκβ = cβ
∫
R2
(2pi)2J1(‖ξ‖)2‖ξ‖−2‖ξ‖β−2dξ =
∫
B21
‖y − z‖−βdydz.
2.2. Basic stochastic analysis. Let H be defined (see (1.9) and (1.10)) as the completion
of C∞c (R+ × R2) under the inner product
〈f, g〉H =
∫
R+×R4
f(s, y)g(s, z)‖y− z‖−βdydzds for f, g ∈ C∞c (R+ × R2).
Consider an isonormal Gaussian process associated to the Hilbert space H, denoted by
W =
{
W (φ) : φ ∈ H}. That is, W is a centered Gaussian family of random variables such
that E
[
W (φ)W (ψ)
]
= 〈φ, ψ〉H for any φ, ψ ∈ H. As the noise is white in time, a martingale
structure naturally appears. First we define Ft to be the σ-algebra generated by P-null sets
and
{
W (φ) : φ ∈ C∞(R+ × R2) has compact support contained in [0, t]× R2
}
, so we have
a filtration F = {Ft : t ∈ R+}. If
{
Φ(s, y) : (s, y) ∈ R+ ×R2
}
is an F-adapted random field
such that E
[‖Φ‖2H] < +∞, then
Mt =
∫
[0,t]×R2
Φ(s, y)W (ds, dy),
interpreted as the Dalang-Walsh integral ([5, 21]), is a square-integrable F-martingale with
quadratic variation given by
〈M〉t =
∫
[0,t]×R4
Φ(s, y)Φ(s, z)‖y − z‖−βdydzds = ∥∥Φ(•, ∗)1{•≤t}∥∥2H.
Let us record a suitable version of Burkholder-Davis-Gundy inequality (BDG for short); see
e.g. [11, Theorem B.1].
Lemma 2.3 (BDG). If
{
Φ(s, y) : (s, y) ∈ R+×R2
}
is an adapted random field with respect
to F such that ‖Φ‖H ∈ Lp(Ω) for some p ≥ 2, then∥∥∥∥∥
∫
[0,t]×R2
Φ(s, y)W (ds, dy)
∥∥∥∥∥
2
p
≤ 4p
∥∥∥∥∥
∫
[0,t]×R4
Φ(s, z)Φ(s, y)‖y − z‖−βdydzds
∥∥∥∥∥
p/2
.
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We refer interested readers to the book [11] for a nice introduction to Dalang-Walsh’s
theory. For our purpose, we will often apply BDG as follows. If Φ is F-adapted and
‖Gt−•(x− ∗)Φ(•, ∗)‖H ∈ Lp(Ω) for some p ≥ 2, then BDG implies∥∥∥∥∥
∫
[0,t]×R2
Gt−s(x− y)Φ(s, y)W (ds, dy)
∥∥∥∥∥
2
p
≤ 4p
∥∥∥∥∥
∫
[0,t]×R4
Gt−s(x− z)Gt−s(x − y)Φ(s, y)Φ(s, z)‖y − z‖−βdsdzdy
∥∥∥∥∥
p/2
, (2.5)
by viewing
∫
[0,t]×R2 Gt−s(x− y)Φ(s, y)W (ds, dy) as the martingale{∫
[0,r]×R2
Gt−s(x− y)Φ(s, y)W (ds, dy) : r ∈ [0, t]
}
valued at at time t.
Now let us recall some basic facts on Malliavin calculus associated with W . For any
unexplained notation and result, we refer to the book [15]. We denote by C∞p (R
n) the space
of smooth functions with all their partial derivatives having at most polynomial growth at
infinity. Let S be the space of simple functionals of the form F = f(W (h1), . . . ,W (hn)) for
f ∈ C∞p (Rn) and hi ∈ H, 1 ≤ i ≤ n. Then, the Malliavin derivative DF is the H-valued
random variable given by
DF =
n∑
i=1
∂f
∂xi
(W (h1), . . . ,W (hn))hi .
The derivative operator D is closable from Lp(Ω) into Lp(Ω;H) for any p ≥ 1 and we define
D1,p to be the completion of S under the norm
‖F‖1,p =
(
E
[|F |p]+ E[‖DF‖p
H
])1/p
.
The chain rule for D asserts that if F1, F2 ∈ D1,2 and h1, h2 : R → R are Lipschitz, then
h1(F1)h2(F2) ∈ D1,1 and hi(Fi) ∈ D1,2 with
D
(
h1(F1)h2(F2)
)
= h2(F2)Y1DF1 + h1(F1)Y2DF2, (2.6)
where Yi is some σ{Fi}-measurable random variable bounded by the Lipschitz constant of
hi for i = 1, 2; ; when hi are differentiable, we have Yi = h
′
i(Fi), i = 1, 2.
We denote by δ the adjoint of D given by the duality formula E[δ(u)F ] = E[〈u,DF 〉H] for
any F ∈ D1,2 and u ∈ Dom δ ⊂ L2(Ω;H), the domain of δ. The operator δ is also called the
Skorohod integral and in the case of the Brownian motion, it coincides with an extension of
the Itô integral introduced by Skorohod (see e.g. [8, 17]). D and δ satisfy the commutation
relation
[D, δ]V := (Dδ − δD)(V ) = V.
In our context, the Dalang-Walsh integral coincides with the Skorohod integral: Any
adapted random field Φ that satisfies E
[‖Φ‖2
H
]
<∞ belongs to the domain of δ and
δ(Φ) =
∫ ∞
0
∫
R2
Φ(s, y)W (ds, dy).
As a consequence, the mild formulation equation (1.4) can be written as
u(t, x) = 1 + δ
(
Gt−•(x− ∗)σ(u•,∗)
)
.
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By Fubini’s theorem and the above duality formula, we can interchange the Skorohod integral
and Lebesgue integral: Suppose fx ∈ Domδ is adapted for each x in some finite measure
space (E, µ) such that
∫
E
fxµ(dx) also belongs to Domδ and E
∫
E
‖fx‖2Hµ(dx) <∞, then
δ
(∫
E
fxµ(dx)
)
=
∫
E
δ(fx)µ(dx) almost surely. (2.7)
Indeed, for any F ∈ S,
E
[
Fδ
(∫
E
fxµ(dx)
)]
= E
〈
DF,
∫
E
fxµ(dx)
〉
H
=
∫
E
E
〈
DF, fx
〉
H
µ(dx)
=
∫
E
E
[
Fδ(fx)
]
µ(dx) = E
[
F
∫
E
δ(fx)µ(dx)
]
,
which gives us (2.7). In particular, the equalities in (1.12) are valid.
With the help of the derivative operator, we can represent F ∈ D1,2 as a stochastic
integral. This is the content of the following two-parameter Clark-Ocone formula, see e.g.
[3, Proposition 6.3] for a proof.
Lemma 2.4 (Clark-Ocone formula). Given F ∈ D1,2, we have almost surely
F = E[F ] +
∫
R+×R2
E
[
Ds,yF |Fs
]
W (ds, dy).
We end this section with the following useful fact: If
{
Φs : s ∈ R+
}
is a jointly measurable
and integrable process satisfying
∫
R+
(
Var(Φs)
)1/2
ds <∞, then√√√√Var(∫
R+
Φsds
)
≤
∫
R+
√
Var(Φs)ds. (2.8)
3. Fundamental estimate on the Malliavin derivative
This section is devoted to the proof of Theorem 1.2. After a useful lemma, we study the
convergence and moment estimates for the Picard approximation in Section 3.1. The main
body of the proof of Theorem 1.2 is given in Section 3.2 and we leave proofs of two technical
lemmas to Section 3.3.
Lemma 3.1. Given any random field {Φ(r, z) : (r, z) ∈ R+ ×R2}, we have for any x ∈ R2,
0 ≤ s < t <∞ and p ≥ 2,∥∥∥∥∫ t
s
dr
∫
R4
dydz Gt−r(x− y)Gt−r(x− z)Φ(r, z)Φ(r, z′)‖y − z‖−β
∥∥∥∥
p/2
≤ Kβt
(2−2q)2
2q
∫ t
s
dr
∫
R2
dz G2qt−r(x − z)
∥∥Φ(r, z)∥∥2
p
, (3.1)
where q = 24−β and the constant Kβ only depends on β.
Proof. By (1.17), there exists some constant Cβ that only depends on β such that∫
R4
dydz Gt−r(x− y)Gt−r(x− z)Φ(r, z)Φ(r, z′)‖y − z‖−β
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≤ Cβ
(∫
R2
dy G2qt−r(x− y)|Φ(r, y)|2q
)1/q
≤ Cβ
(
(2pi)1−2q
2− 2q (t− r)
2−2q
) 1
q−1 ∫
R2
dy G2qt−r(x− y)|Φ(r, y)|2
≤ Kβt
(2−2q)2
2q
∫
R2
dy G2qt−r(x − y)|Φ(r, y)|2,
where we have used the fact that G2qt−r(y)dy is a finite measure on R
2 with total mass
(2π)1−2q
2−2q (t − r)2−2q in view of (2.1) and we have put Kβ = Cβ
( (2π)1−2q
2−2q
) 1
q−1. Therefore, a
further application of Minkowski’s inequality yields the bound in (3.1). 
3.1. Moment estimates for the Picard approximation. Recall the Picard iteration:
u0(t, x) ≡ 1, and un+1(t, x) = 1 +
∫ t
0
∫
R2
Gt−s(x− y)σ
(
un(s, y)
)
W (ds, dy).
By BDG and Minkowski’s inequalities and Lemma 3.1, we can write with 2q = 44−β ∈ (1, 2),
p ≥ 2 and n ≥ 1,
‖un(t, x)‖2p ≤ 2 + 8pKβt
(2−2q)2
2q
∫ t
0
ds
∫
R2
G2qt−s(x− y)‖σ(un−1(s, y))‖2pdy
≤ 2 + 8pKβt
(2−2q)2
2q
∫ t
0
ds
∫
R2
G2qt−s(x− y)
(
2σ(0)2 + 2L2‖un−1(s, y)‖2p
)
dy
≤ 2 + 16pKβ
(2− 2q)(3− 2q) t
(2−2q)2
2q +3−2qσ(0)2
+ 16pKβt
(2−2q)2
2q L2
∫ t
0
ds
∫
R2
G2qt−s(x− y)‖un−1(s, y)‖2pdy,
where in the last inequality we have applied (2.1). This leads to
Hn(t) ≤ c1 + c2
∫ t
0
dsHn−1(s), (3.2)
where Hn(t) = supx∈R2 ‖un(t, x)‖2p,
c1 := 2 +
16pKβσ(0)
2
(2− 2q)(3− 2q) t
(2−2q)2
2q +3−2q and c2 :=
16pKβL
2
2− 2q t
(2−2q)2
2q +2−2q.
Therefore, by iterating the inequality (3.2) and taking into account that H0(t) = 1, yields
Hn(t) ≤ c1 exp(c2t).
In what follows, we will denote by C∗β a generic constant that only depends on β and may
be different from line to line. In this way, we obtain
‖un(t, x)‖p ≤
(√
2 +
√
pC∗βt
3−β
2 |σ(0)|) exp (pC∗βt3−βL2).
As a consequence,
‖σ(un(t, x))‖p ≤ |σ(0)|+ L
(√
2 +
√
pC∗βt
3−β
2 |σ(0)|) exp (pC∗βt3−βL2) =: κp,t. (3.3)
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3.2. Proof of Theorem 1.2. The proof will be done in several steps.
Step 1. In this step, we will establish the following estimate for the p-norm of the Malliavin
derivative of the Picard iteration.
Proposition 3.2. For any n ≥ 3 and any p ≥ 2∥∥Ds,yun+1(t, x)∥∥p ≤ Cβ,p,t,Lκp,tGt−s(x− y), (3.4)
where κp,t is defined in (3.3) and the constant Cβ,p,t,L is given by
Cβ,p,t,L := 1 +
√
pLC∗βt
3−β
2 + pC∗βL
2t3−
β
2− 24−β
∞∑
k=0
(pC∗βL
2)k/2√
k!
tk(
3
2− 24−β ), (3.5)
with C∗β a constant only depending on β.
Proof. It is clear that for each n ≥ 0, un(t, x) ∈ D1,p with
Ds,yun+1(t, x) = Gt−s(x− y)σ
(
un(s, y)
)
+
∫ t
s
∫
R2
Gt−r(x− z)Σ(n)r,zDs,yun(r, z)W (dr, dz),
where
{
Σ
(n)
s,y : (s, y) ∈ R+ × R2
}
is an adapted random field that is uniformly bounded by
L, for each n. Now finite iterations yield (with r0 = t, z0 = x)
Ds,yun+1(t, x) = Gt−s(x− y)σ
(
un(s, y)
)
+
∫ t
s
∫
R2
Gt−r1(x− z1)Σ(n)r1,z1Gr1−s(z1 − y)σ(un−1(r1, z1))W (dr1, dz1)
+
n∑
k=2
∫ t
s
· · ·
∫ rk−1
s
∫
R2k
Grk−s(zk − y)σ
(
un−k(rk, zk)
)
×
k∏
j=1
Grj−1−rj (zj−1 − zj)Σ(n+1−j)rj ,zj W (drj , dzj) =:
n∑
k=0
T
(n)
k , (3.6)
where T
(n)
k denotes the kth item. For example, T
(n)
0 = Gt−s(x − y)σ
(
un(s, y)
)
and
T
(n)
1 =
∫ t
s
∫
R2
Gt−r1(x− z1)Σ(n)r1,z1Gr1−s(z1 − y)σ(un−1(r1, z1))W (dr1, dz1).
We are going to estimate the p-norm of each of term T
(n)
k for k = 0, . . . , n.
Case k = 0: It is clear that
‖T (n)0 ‖p ≤ κp,tGt−s(x− y), (3.7)
where κp,t is the constant defined in (3.3).
Case k = 1: Applying BDG, Minkowski’s inequalities and (1.17), we can write
‖T (n)1 ‖2p ≤ 4p
∥∥∥∥∥
∫ t
s
∫
R4
Gt−r1(x− z1)Gt−r1(x− z′1)Gr1−s(z1 − y)Gr1−s(z′1 − y)
× ‖z1 − z′1‖−βΣ(n)r1,z1Σ(n)r′1,z′1σ(un−1(r1, z1))σ(un−1(r1, z
′
1))dz1dz
′
1dr1
∥∥∥∥∥
p/2
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≤ 4pL2κ2p,t
∫ t
s
∫
R4
Gt−r1(x− z1)Gt−r1(x− z′1)Gr1−s(z1 − y)Gr1−s(z′1 − y)
× ‖z1 − z′1‖−βdz1dz′1dr1
≤ 4pL2κ2p,tKβ
∫ t
s
(∫
R2
G2qt−r1(x− z1)G2qr1−s(z1 − y)dz1
)1/q
dr1,
with q = 2/(4 − β). Here we encounter the first technical difficulty mentioned in the
introduction. To estimate the above term, we will make use of the following result, which is
a consequence of the technical Lemma 1.6. It will be proved in Section 3.3.
Lemma 3.3. For q ∈ (1/2, 1) and s < t, with γ = 1− 12q ∈ (0, q/2) ( (0, 1/2)
Ks,t(z) :=
∫ t
s
dr
[
G2qt−r ∗G2qr−s(z)
]1/q
. (t− s)1−2γG2γt−s(z). (3.8)
where the implicit constant only depends on q.
We can deduce immediately from Lemma 3.3 that
‖T (n)1 ‖2p ≤ pL2κ2p,tC∗βt1−2γG2γt−s(x− y),
with γ = 1 − 12q = β4 and for some generic constant C∗β , which only depends on β. Taking
into account that
G2γt−s(x− y) ≤
[
2pi(t− s)]2−2γG2t−s(x− y),
we deduce
‖T (n)1 ‖2p ≤ pL2κ2p,tC∗βt3−βG2t−s(x− y). (3.9)
Case 2 ≤ k ≤ n: We can write
T
(n)
k =
∫ t
s
∫
R2
W (dr1, dz1)Gt−r1(x− z1)Σ(n)r1,z1Nr1,z1
with Nr1,z1 defined to be
Nr1,z1 =
∫
s<rk<···<r2<r1
∫
R2k−2
Grk−s(zk − y)σ
(
un−k(rk, zk)
)
×
k∏
j=2
Grj−1−rj(zj−1 − zj)Σ(n+1−j)rj ,zj W (drj , dzj),
which is clearly Fr1 -measurable. Then, by BDG, Minkowski’s inequality and (1.17), we
obtain ∥∥T (n)k ∥∥2p ≤ 4p
∥∥∥∥∥
∫ t
s
dr1
∫
R4
Gt−r1(x− z1)Σ(n)r1,z1Nr1,z1Gt−r1(x− z′1)Σ(n)r1,z′1Nr1,z′1
× ‖z′1 − z1‖−βdz1dz′1
∥∥∥∥∥
p/2
≤ 4pL2Kβ
∫ t
s
dr1
∫
R2
dz1G
2q
t−r1(x− z1)‖Nr1,z1‖2p,
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where q = 2/(4− β). Now we can iterate the above process to obtain∥∥T (n)k ∥∥2p ≤ (4pL2Kβ)k−1 ∫ t
s
dr1
∫ r1
s
dr2 · · ·
∫ rk−2
s
drk−1
∫
R2k−2
dz1 · · · dzk−1
×G2qt−r1(x − z1)G2qr1−r2(z1 − z2) · · ·G2qrk−2−rk−1(zk−2 − zk−1)
∥∥N̂rk−1,zk−1∥∥2p, (3.10)
where N̂rk−1,zk−1 is given by
N̂rk−1,zk−1 :=
∫
[s,rk−1]×R2
W (drk, dzk)σ
(
un−k(rk, zk)
)
Grk−1−rk(zk−1 − zk)
× Σ(n+1−k)rk,zk Grk−s(zk − y).
Therefore, the same arguments for estimating ‖T (n)1 ‖2p lead to∥∥N̂rk−1,zk−1∥∥2p ≤ 4pκ2p,tL2KβKs,rk−1(zk−1−y) ≤ pκ2p,tL2C∗βt1−2γG2γrk−1−s(zk−1−y), (3.11)
with γ = β/4 and C∗β being a generic constant that only depends on β. Substituting (3.11)
into (3.10), we find the second integral in (1.18), which can be estimated using the next
lemma, whose proof is postponed to Section 3.3.
Lemma 3.4. For any γ ∈ (0, 1/2) and q ∈ (1/2, 1) such that γ + q ≤ 32 , we have for s < t
K̂s,t(z) :=
∫ t
s
G2qt−r ∗G2γr−s(z)dr . (t− s)3−2γ−2q1{‖z‖<t−s}, (3.12)
where the implicit constant only depends on γ and q.
Now applying the estimate (3.12) with γ = β/4 and q = 2/(4− β), we obtain∫ rk−2
s
drk−1
∫
R2
dzk−1G
2q
rk−2−rk−1(zk−2 − zk−1)
∥∥N̂rk−1,zk−1∥∥2p
≤ pL2C∗βκ2p,tt1−2γK̂s,rk−2
(
zk−2 − y
)
≤ pL2C∗βκ2p,tt4−4γ−2q1{‖zk−2−y‖<rk−2−s},
In particular, for k = 2, we have∥∥T (n)2 ∥∥2p ≤ (pL2C∗β)2κ2p,tt4−4γ−2q1{‖x−y‖<t−s}.
For 3 ≤ k ≤ n, we write∥∥T (n)k ∥∥2p ≤ (pC∗βL2)kκ2p,tt4−4γ−2q1{‖x−y‖<t−s}
×
∫ t
s
dr1 · · ·
∫ rk−3
s
drk−2
∫
R2k−4
dz1 · · · dzk−2G2qt−r1(x− z1)
×G2qr1−r2(z1 − z2) · · ·G2qrk−3−rk−2(zk−3 − zk−2).
Now, we can perform the integration with respect to dzk−2,dzk−3, ..., dz1 one by one to get∫
R2k−4
dz1 · · · dzk−2G2qt−r1(x− z1)G2qr1−r2(z1 − z2) · · ·G2qrk−3−rk−2(zk−3 − zk−2)
=
(
(2pi)1−2q
2− 2q
)k−2
×
k−2∏
j=1
(
rj−1 − rj
)2−2q ≤ ( (2pi)1−2q
2− 2q t
2−2q
)k−2
,
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in view of the equality (2.1). Together with the integration on the simplex {t > r1 > · · · >
rk−2 > s}, we get∥∥T (n)k ∥∥2p ≤ (pC∗βL2)k(k − 2)! κ2p,tt4−4γ−2q+(k−2)(3−2q)1{‖x−y‖<t−s}.
Thus, taking into account that
1{‖x−y‖<t−s} ≤
[
2pi(t− s)]2G2t−s(x− y),
we obtain for k ∈ {2, ..., n},∥∥T (n)k ∥∥p ≤ 2piκp,t (pC∗βL2)k/2√(k − 2)! t 3−β2 +( 32−q)(k−1)Gt−s(x− y), (3.13)
Hence, we deduce from (3.7), (3.9) and (3.13) that for any n ≥ 3,∥∥Ds,yun+1(t, x)∥∥p ≤ n∑
k=0
∥∥T (n)k ∥∥p ≤ Cβ,p,t,Lκp,tGt−s(x − y),
where the constant Cβ,p,t,L is defined in (3.5). This proves Proposition 3.2. 
Step 2. We are going to show that Ds,yu(t, x) is a real-valued random variable. As a
consequence of (1.17) and (3.4), we have for any p ≥ 2 and with q = 2/(4− β)
E
[
‖Dun+1(t, x)‖pH
]2/p
=
∥∥∥∥∥
∫
R+
ds
∥∥Ds,•un+1(t, x)∥∥2H0
∥∥∥∥∥
p/2
.
∥∥∥∥∥
∫
R+
ds
(∫
R2
|Ds,yun+1(t, x)|2qdy
)1/q∥∥∥∥∥
p/2
.
∫
R+
ds
(∫
R2
∥∥Ds,yun+1(t, x)∥∥2qp dy)1/q by applying Minkowski twice
.
∫
R+
ds
(∫
R2
G2qt−s(x − y)dy
)1/q
.
∫ t
0
(t− s) 2−2qq ds . 1.
One can first read from the above estimates that
(
Dun+1(t, x)
)
n≥1 is uniformly bounded
in Lp
(
Ω;H
)
, which together with the Lp-convergence of un(t, x) to u(t, x) implies the con-
vergence of Dun+1(t, x) to Du(t, x) in the weak topology on L
p
(
Ω;H
)
up to a subsequence;
this fact is well-known in the literature, see for instance [13]. One can deduce from the same
arguments that
(
Dun+1(t, x)
)
n≥1 is uniformly bounded in L
p
(
Ω;L2q(R+ × R2)
)
:
∥∥Dun+1(t, x)∥∥pLp(Ω;L2q(R+×R2)) =
∥∥∥∥∥
∫
R+×R2
|Ds,yun+1(t, x)|2qdyds
∥∥∥∥∥
p
2q
p
2q
≤
(∫
R+×R2
∥∥Ds,yun+1(t, x)∥∥2qp dyds
) p
2q
.
(∫
R+×R2
G2qt−s(x− y)dyds
) p
2q
. 1.
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So up to a subsequence, Dun(t, x) also converges to Du(t, x) in the weak topology on
Lp
(
Ω;L2q(R+ × R2)
)
. In particular, we have (2q < 2 ≤ p <∞)
sup
(t,x)∈[0,T ]×R2
∥∥∥∥∥
∫
R+×R2
|Ds,yu(t, x)|2qdyds
∥∥∥∥∥
p
2q
< +∞ (3.14)
and Ds,yu(t, x) is a real function in (s, y).
Step 3. Let us prove the lower bound. By Lemma 2.4, we can write
u(t, x)− 1 =
∫ t
0
∫
R2
E
[
Ds,yu(t, x)|Fs
]
W (ds, dy),
so that a comparison with (1.4) yields E
[
Ds,yu(t, x)|Fs
]
= Gt−s(x − y)σ(u(s, y)) almost
everywhere in Ω× R+ × R2. It follows that∥∥E[Ds,yu(t, x)|Fs]∥∥p = Gt−s(x− y)∥∥σ(us,y)∥∥p,
thus by conditional Jensen, we have∥∥Ds,yu(t, x)∥∥p ≥ Gt−s(x− y)∥∥σ(us,y)∥∥p,
which is exactly the lower bound in (1.8).
Step 4. We are finally in a position to prove the upper bound in (1.8). Put p⋆ = p/(p− 1),
which is the conjugate exponent for p. Let us pick a nonnegative functionM ∈ Cc(R+×R2)
such that ‖M‖L1(R+×R2) = 1. For each ε > 0, define Mε(s, y) = ε−3M(s/ε, y/ε). Then,
{Mε : ε > 0} is an approximation to the identity. Let us choose any random variable
Z ∈ Lp⋆(Ω) with ‖Z‖p⋆ ≤ 1, then for any fixed (ε, s, y) ∈ (0,∞) × R+ × R2, the random
function
(s′, y′, ω) ∈ R+ × R2 × Ω 7−→ Lε(s′, y′, ω) = Z(ω)Mε(s− s′, y − y′)
belongs to Lp
⋆(
Ω;Lm(R+ ×R2)
)
for any m ∈ [1,∞). Since Dun(t, x) converges to Du(t, x)
in the weak topology on Lp
(
Ω;L2q(R+×R2)
)
along some subsequence (say Dunk(t, x)), we
have
E
∫
R+×R2
Lε(s′, y′, ω)Ds′,y′unk(t, x)ds′dy′ nk↑∞−−−−→ E
∫
R+×R2
Lε(s′, y′, ω)Ds′,y′u(t, x)ds′dy′.
That is, for any fixed ε > 0,
E
[
Z(Mε ∗Dunk(t, x))(s, y)] nk↑∞−−−−→ E[Z(Mε ∗Du(t, x))(s, y)]. (3.15)
By Minkowski’s inequality and the estimate (3.4), we can write
‖(Mε ∗Dun+1(t, x))(s, y)‖p ≤ (Mε ∗ ‖Dun+1(t, x)‖p)(s, y) ≤ C(Mε ∗ gt,x)(s, y),
where C = Cβ,p,t,Lκp,t is the constant appearing in (3.4) and gt,x(s, y) = Gt−s(x − y). It
follows that the LHS of (3.15) is bounded by
‖Z‖p⋆
∥∥(Mε ∗Dunk(t, x))(s, y)∥∥p ≤ C(Mε ∗ gt,x)(s, y).
Therefore,
E
[
Z(Mε ∗Du(t, x))(s, y)] ≤ C(Mε ∗ gt,x)(s, y). (3.16)
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Given Z as before, we define
LZ(s, y) = E[ZDs,yu(t, x)],
which is an integrable function defined on R+ ×R2. Since {Mε, ε > 0} is an approximation
to identity, there is some sequence εn ↓ 0 such that(LZ ∗Mεn)(s, y) n→∞−−−−→ LZ(s, y)
for almost every (s, y) ∈ R+ × R2. Note that
(LZ ∗Mε)(s, y) coincides with the LHS of
(3.16), so that we can write for almost every (s, y) ∈ R+ × R2,
E
[ZDs,yu(t, x)] ≤ C lim sup
n→+∞
(gt,x ∗Mεn)(s, y) ≤ CGt−s(x− y).
In this way, we obtain ∥∥Ds,yu(t, x)∥∥p ≤ CGt−s(x− y),
which is exactly the desired upper bound.
3.3. Proof of technical lemmas. For convenience, let us recall Lemma 1.6 below.
Lemma 1.6. For t > s, with ‖z‖ = w > 0 and q ∈ (1/2, 1)
G2qt ∗G2qs (z) . 1{w<s}
[
t2 − (s−w)2]1−2q + [t2 − (s+w)2]1−2q1{t>s+w}
+ 1{|s−w|<t<s+w}
[
(w + s)2 − t2]−q+ 12 [t2 − (s−w)2]−q+ 12 , (1.19)
where the implicit constant depends only on q.
Proof of Lemma 1.6. We are interested in estimating
I =
∫
R2
(
t2 − ‖x‖2)−q
+
(
s2 − ‖x− z‖2)−q
+
dx,
where (v)−q+ = v
−q for v > 0 and (v)−q+ = 0 for v ≤ 0. It is clear that I only depends on s, t
and ‖z‖ and we can assume additionally z = (w, 0), where w > 0. Note that the integral I
vanishes if t+ s ≥ w and we can write, putting x = (ξ, η),
I =
∫
R2
(
t2 − ξ2 − η2)−q
+
(
s2 − (ξ −w)2 − η2)−q
+
dξdη.
Making the change of variables (x, y) =
(
ξ2 + η2, (w − ξ)2 + η2) yields
I =
1
2
∫
D
(t2 − x)−q(s2 − y)−q[(√x+w)2 − y]−1/2[y − (√x−w)2]−1/2dxdy, (3.17)
where
D =
{
(x, y) ∈ R2 : 0 < x < t2, 0 < y < s2, (√x−w)2 < y < (√x+w)2} .
To derive the expression (3.17) for I, we have used the fact that the Jacobian of the change
of variables is ∣∣∣∣∂(x, y)∂(ξ, η)
∣∣∣∣ = 4w|η| = 2[(√x+w)2 − y]1/2[y − (√x−w)2]1/2.
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Then, integrating first in the variable y yields
I =
1
2
∫ t2
0
dx(t2 − x)−q
∫
D(x)
dy (s2 − y)−q[(√x+w)2 − y]−1/2[y − (√x−w)2]−1/2
=:
1
2
∫ t2
0
(t2 − x)−qSq(x)dx,
where
D(x) =
{
y ∈ R : (x, y) ∈ D} = {y ∈ R : y < s2, (√x−w)2 < y < (√x+w)2}
and
Sq(x) =
∫
D(x)
dy (s2 − y)−q[(√x+w)2 − y]−1/2[y − (√x−w)2]−1/2. (3.18)
Let us first deal with Sq(x) for every x ∈ (0, t2). There are two possible cases, depending
on the value of x:
(A) When (
√
x−w)2 < s2 < (√x+w)2,
Sq(x) =
∫ s2
(
√
x−w)2
(s2 − y)−q[(√x+w)2 − y]−1/2[y − (√x−w)2]−1/2dy
≤ Beta(1/2, 1− q)[(√x+w)2 − s2)]−1/2[s2 − (√x−w)2]−q+ 12
.
[
(
√
x+w)2 − s2)]−1/2[s2 − (√x−w)2]−q+ 12 . (3.19)
(B) When (
√
x−w)2 < (√x+w)2 < s2,
Sq(x) =
∫ (√x+w)2
(
√
x−w)2
(s2 − y)−q[(√x+w)2 − y]−1/2[y − (√x−w)2]−1/2dy
≤ (s2 − (√x+w)2)−q
∫ (√x+w)2
(
√
x−w)2
[
(
√
x+w)2 − y]−1/2[y − (√x−w)2]−1/2dy
= Beta(1/2, 1/2)
[
s2 − (√x+w)2]−q . [s2 − (√x+w)2]−q.
Note that three positive numbers a, b, c can form sides of a triangle if and only if the sum
of any two of them is strictly bigger than the third one, which is equivalent to saying that
|a− b| < c < a+ b. It follows that
(
√
x−w)2 < s2 < (√x+w)2 ⇔ √x,w, s can be the sides of a triangle
⇔ (s−w)2 < x < (s+w)2.
Furthermore, it is trivial that (
√
x−w)2 < (√x+w)2 < s2 ⇔ x < (s−w)2 and s > w.
Now we decompose the integral 2I =
∫ t2
0 (t
2 − x)−qSq(x)dx into two parts corresponding
to the cases (A) and (B):
2I = IA + IB,
where
IA =
∫ t2∧(s+w)2
(s−w)2
(t2 − x)−qSq(x)dx and IB =
∫ (s−w)2∧t2
0
(t2 − x)−qSq(x)dx.
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Estimation of IA. We first write, using (3.19),
IA .
∫ t2∧(s+w)2
(s−w)2
(t2 − x)−q[(√x+w)2 − s2)]−1/2[s2 − (√x−w)2]−q+ 12 dx
=
∫ t2∧(s+w)2
(s−w)2
(t2 − x)−q[(w + s)2 − x]−q+ 12 [x− (w − s)2]−q+ 12 [(√x+w)2 − s2]q−1dx.
Recall in this case
√
x+w > s, which implies (
√
x+w)2−s2 > x− (s−w)2 > 0. Therefore,
IA .
∫ t2∧(s+w)2
(s−w)2
(t2 − x)−q[(w + s)2 − x]−q+ 12 [x− (w − s)2]−1/2dx.
Now we consider the following two sub-cases:
(A1) If s+w < t, then for (s−w)2 < x < (s+w)2 < t, we have, with γ = 2− q−1,
(t2 − x)−q ≤ [t2 − (s+w)2]−qγ[(s+w)2 − x]−q+qγ
=
[
t2 − (s+w)2]1−2q[(s+w)2 − x]q−1.
Thus,
IA .
[
t2 − (s+w)2]1−2q ∫ (s+w)2
(s−w)2
[
(w + s)2 − x]−1/2[x− (w − s)2]−1/2dx
= Beta(1/2, 1/2)
[
t2 − (s+w)2]1−2q.
(A2) If (s−w)2 < t2 < (s+w)2 (i.e. s,w, t form triangle sides), then
IA .
∫ t2
(s−w)2
(t2 − x)−q[(w + s)2 − x]−q+ 12 [x− (w − s)2]−1/2dx
≤[(w + s)2 − t2]−q+ 12 ∫ t2
(s−w)2
(
t2 − x)−q[x− (w − s)2]−1/2dx
.
[
(w + s)2 − t2]−q+ 12 [t2 − (s−w)2]−q+ 12
because
∫ b
a
(b − x)−q(x − a)−1/2dx = Beta(1/2, 1 − q)(b − a)−q+ 12 for any 0 ≤ a <
b <∞ and for any q < 1.
Combining (A1) and (A2), we have obtained
IA .
[
t2 − (s+w)2]1−2q1{t>s+w} + 1{|s−w|<t<s+w}[(w+ s)2 − t2] 1−2q2 [t2 − (s−w)2] 1−2q2 .
(3.20)
Estimation of IB. In this case,
√
x < s−w and w < s, then
s2 − (√x+w)2 > (s−w)2 − x > 0.
Therefore, Sq(x) .
[
(s−w)2 − x]−q and the quantity IB can be bounded as follows
IB =
∫ (s−w)2
0
(t2 − x)−qSq(x)dx .
∫ (s−w)2
0
(t2 − x)−q[(s−w)2 − x]−qdx
.
[
t2 − (s−w)2]1−2q, (3.21)
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because for any 0 < a < b <∞ and any p, q ∈ (1/2, 1)∫ a
0
(b − x)−p(a− x)−qdx =
∫ a
0
(b − a+ y)−py−qdy = (b− a)1−p−q
∫ a
b−a
0
y−q(1 + y)−pdy
≤ (b− a)1−p−q
∫ ∞
0
y−q(1 + y)−pdy . (b− a)1−p−q.
Our proof is done by combining the estimates (3.20) and (3.21) to get (1.19). 
Now let us apply Lemma 1.6 to prove Lemma 3.3.
Proof of Lemma 3.3. Put µ = (t− r) ∧ (r − s) and ν = (t− r) ∨ (r − s) and assume µ 6= ν.
We apply Lemma 1.6 to write(
G2qt−r ∗G2qr−s(z)
)1/q
.
(
1{w<µ}
[
ν2 − (µ−w)2]1−2q + [ν2 − (µ+w)2]1−2q1{ν>µ+w}
+ 1{|µ−w|<ν<µ+w}
[
(w + µ)2 − ν2]−q+ 12 [ν2 − (µ−w)2]−q+ 12)1/q
. 1{w<µ}
[
ν2 − (µ−w)2]−2γ + [ν2 − (µ+w)2]−2γ1{ν>µ+w}
+ 1{|µ−w|<ν<µ+w}
[
(w + µ)2 − ν2]−γ[ν2 − (µ−w)2]−γ ,
where w = ‖z‖ > 0 and 2γ = 2− 1q < q < 1. Define
K
(1)
s,t (z) : =
∫ t
s
dr1{w<µ}
[
ν2 − (µ−w)2]−2γ = ∫ t
s
dr1{w<µ}
[
(ν + µ−w)(ν − µ+w)]−2γ
and note that t − r > r − s if and only if r < t+s2 . Then, by exact computations and
decomposing the integral in the intervals [s, (t+ s)/2] and [(t+ s)/2, t], yields
K
(1)
s,t (z) = 1{w< t−s2 }
∫ (t+s)/2
s+w
(t− s−w)−2γ(t+ s+w − 2r)−2γdr
+ 1{w< t−s2 }
∫ t−w
(t+s)/2
(t− s−w)−2γ(2r +w − t− s)−2γdr
= 2× 1{w< t−s2 }(t− s−w)
−2γ 1
2(1− 2γ)
[
(t− s−w)1−2γ −w1−2γ
]
≤ (t− s)
1−2γ
1− 2γ 1{w< t−s2 }(t− s−w)
−2γ
. (t− s)1−2γ(t− s)−2γ1{w< t−s2 }
. (t− s)1−2γ[(t− s)2 − ‖z‖2]−γ1{‖z‖<t−s}. (3.22)
By the same arguments, we can get
K
(2)
s,t (z) : =
∫ t
s
dr
[
ν2 − (µ+w)2]−2γ1{ν>µ+w}
=
∫ t
s
dr
[
(ν + µ+w)(ν − µ−w)]−2γ1{ν>µ+w}
= 1{t−s>w}(t− s+w)−2γ
∫ (t+s−w)/2
s
(
t+ s− 2r −w)−2γdr
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+ 1{t−s>w}(t− s+w)−2γ
∫ t
(t+s+w)/2
(
2r − s− t−w)−2γdr
= 1{t−s>w}(t− s+w)−2γ 1
2(1− 2γ)(t− s−w)
1−2γ × 2
. (t− s)1−2γ[(t− s)2 − ‖z‖2]−γ1{‖z‖<t−s}. (3.23)
Similarly, we first write
K
(3)
s,t (z) : =
∫ t
s
dr1{|µ−w|<ν<µ+w}
[
(w + µ)2 − ν2]−γ[ν2 − (µ−w)2]−γ
=
∫ t
s
dr1{ν−µ<w<µ+ν}
[
(µ+ ν)2 −w2]−γ(w + µ− ν)−γ(w + ν − µ)−γ
=
[
(t− s)2 −w2]−γ ∫ t
s
dr1{ν−µ<w<µ+ν}(w + µ− ν)−γ(w + ν − µ)−γ .
Recall t− r > r − s if and only if r < t+s2 . Then∫ (t+s)/2
s
dr1{ν−µ<w<µ+ν}(w + µ− ν)−γ(w + ν − µ)−γ
= 1{w<t−s}
∫ t+s
2
t+s−w
2
dr (w − t− s+ 2r)−γ(w + t+ s− 2r)−γ
= 1{w<t−s}2−2γ
∫ b
a
(r − a)−γ(c− r)−γdr,
where a =
t+ s−w
2
< b =
t+ s
2
< c =
t+ s+w
2
. It is easy to show that∫ b
a
(r − a)−γ(c− r)−γdr = (c− a)1−2γ
∫ b−a
c−a
0
t−γ(1− t)−γdt
≤ (c− a)1−2γ
∫ 1
0
t−γ(1− t)−γdt
= Beta(1 − γ, 1− γ)(c− a)1−2γ .
Therefore, ∫ (t+s)/2
s
dr1{ν−µ<w<µ+ν}(w + µ− ν)−γ(w + ν − µ)−γ
. 1{w<t−s}w1−2γ ≤ (t− s)1−2γ1{‖z‖<t−s}.
In the same manner, we can get∫ t
(t+s)/2
dr1{ν−µ<w<µ+ν}(w + µ− ν)−γ(w + ν − µ)−γ
= 1{w<t−s}
∫ t+s+w
2
t+s
2
dr (w − t− s+ 2r)−γ(w + t+ s− 2r)−γ
= 1{w<t−s}2−2γ
∫ c
b
(c− r)−γ(r − a)−γdr (3.24)
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≤ 1{w<t−s}2−2γ(c− a)1−2γBeta(1 − γ, 1− γ)
. 1{w<t−s}w1−2γ ≤ (t− s)1−2γ1{‖z‖<t−s},
where a =
t+ s−w
2
< b =
t+ s
2
< c =
t+ s+w
2
. Thus, we obtain
K
(3)
s,t (z) . (t− s)1−2γ
[
(t− s)2 − ‖z‖2]−γ
+
1{‖z‖<t−s}, (3.25)
with γ = 1 − 12q ∈ (0, 12 ). Combining the estimates (3.22), (3.23) and (3.25) allows us to
finish the proof. 
To prove Lemma 3.4, we employ a different strategy We first integrate out the time
variable and then we bound the integral in space.
Proof of Lemma 3.4. Let us first consider the case where 0 < γ < 1/2 < q < 1 and γ+q ≤ 1.
First we write
K̂s,t(z) =
∫ t
s
∫
R2
G2qt−r(x)G
2γ
r−s(x− z)dxdr
.
∫
R2
dx
∫ t
s
dr
[
(t− r)2 − ‖x‖2]−q
+
[
(r − s)2 − ‖x− z‖2]−γ
+
(3.26)
.
∫
R2
dx‖x‖−q‖x− z‖−γ1{ ‖x‖<t−s
‖x−z‖<t−s
‖z‖<t−s
} ∫ t
s
dr
(
t− r − ‖x‖)−q
+
(
r − s− ‖x− z‖)−γ
+
. (3.27)
The integrand in the second integral vanishes unless t− ‖x‖ > r > s+ ‖x− z‖. Therefore,
we can write ∫ t
s
dr
(
t− r − ‖x‖)−q
+
(
r − s− ‖x− z‖)−γ
+
= Beta(1− γ, 1− q)(t− s− ‖x‖ − ‖x− z‖)1−γ−q
+
, (3.28)
from which we get
K̂s,t(z) . (t− s)1−γ−q1{‖z‖<t−s}
∫
R2
dx‖x‖−q‖x− z‖−γ1{‖x‖<t−s,‖x−z‖<t−s}. (3.29)
For z = 0, the above spatial integral is uniformly bounded. Indeed, using polar coordinates,∫
R2
dx‖x‖−γ−q1{‖x‖<t−s} = 2pi
∫ t−s
0
ρ1−γ−qdρ . (t− s)2−γ−q.
If w = ‖z‖ ∈ (0, t − s), assuming z = (w, 0), by the change of variables (x, y) = (ξ2 +
η2, (w − ξ)2 + η2), we can write∫
R2
dx‖x‖−q‖x− z‖−γ1{‖x‖<t−s,‖x−z‖<t−s} (3.30)
=
∫
R2
dξdη
(
ξ2 + η2
)−q/2(
(w − ξ)2 + η2)−γ/21{
ξ2+η2<(t−s)2,(w−ξ)2+η2<(t−s)2
}
=
1
2
∫ (t−s)2
0
dxx−q/2
∫ (t−s)2
0
dy y−γ/2
[
(
√
x+w)2 − y]−1/2
+
[
y − (√x−w)2]−1/2
+
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.
∫ (t−s)2
0
dxx−q/2
∣∣√x−w∣∣−γ ∫ (√x+w)2
(
√
x−w)2
dy
[
(
√
x+w)2 − y]−1/2
+
[
y − (√x−w)2]−1/2
+
= Beta(1/2, 1/2)
∫ (t−s)2
0
x−q/2
∣∣√x−w∣∣−γ dx.
By decomposing the domain of the last integral into the intervals [0,w2] and [w2, (t− s)2],
we obtain∫ w2
0
x−q/2
∣∣√x−w∣∣−γdx = ∫ w2
0
x−q/2(w2 − x)−γ(w +√x)γdx
≤ (2w)γ
∫
w
2
0
x−q/2(w2 − x)−γdx = Beta(1− γ, 1− q
2
)
2γw2−γ−q . (t− s)2−γ−q
and ∫ (t−s)2
w2
x−q/2
∣∣√x−w∣∣−γdx = ∫ (t−s)2
w2
x−q/2(x−w2)−γ(w +√x)γdx
≤ (2t− 2s)γ
∫ (t−s)2
w2
x−q/2(x−w2)−γdx = (2t− 2s)γ
∫ (t−s)2−w2
0
(x+w2)−q/2x−γdx
. (t− s)γ
∫ (t−s)2
0
x−γ−
q
2 dx . (t− s)2−γ−q.
That is, we just proved (3.12).
Now let us consider the case 1 < γ+ q ≤ 3/2. In this case, we still have (3.27) and (3.28).
Instead of (3.29), we obtain
K̂s,t(z) .
∫
R2
dx‖x‖−q‖x− z‖−γ1{ ‖x‖<t−s
‖x−z‖<t−s
‖z‖<t−s
}(t− s− ‖x‖ − ‖x− z‖)1−γ−q
+
. (3.31)
For z = 0, (3.31) reduces to
K̂s,t(z) .
∫
R2
dx‖x‖−q−p1{‖x‖<t−s}
(
t− s− 2‖x‖)1−p−q
+
=
∫
R2
dx‖x‖−q−p1{‖x‖< t−s2 }
(
t− s− 2‖x‖)1−p−q
+
= 21−p−q2pi
∫ t−s
2
0
ρ1−p−q
( t− s
2
− ρ
)1−γ−q
dρ . (t− s)3−2γ−2q.
Now let us consider the case where w = ‖z‖ ∈ (0, t− s), we continue with (3.26) and change
r to r + s,
K̂s,t(z) .
∫
R2
dx
∫ t
s
dr
[
(t− r)2 − ‖x‖2]−q
+
[
(r − s)2 − ‖x− z‖2]−γ
+
.
∫
R2
dx1{‖x‖+‖x−z‖<t−s}
∫ t−s
0
dr
(
(t− s− r)2 − ‖x‖2)−q
+
(
r2 − ‖x− z‖2)−γ
+
.
Then the further change of variables (x, z, r)→ (t− s)(x, z, r) yields
K̂s,t
(
z(t− s))
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. (t− s)3−2γ−2q
∫
R2
dx1{‖x‖+‖x−z‖<1}
∫ 1
0
dr
(
[1− r]2 − ‖x‖2)−q
+
(
r2 − ‖x− z‖2)−γ
+
.
(3.32)
It suffices to show that the quantity
Y :=
∫
R2
dx1{‖x‖+‖x−z‖<1}
∫ 1
0
dr
(
[1− r]2 − ‖x‖2)−q
+
(
r2 − ‖x− z‖2)−γ
+
is bounded by a constant that depends only on q and γ. We can assumew = ‖z‖ ∈ (0, 1). We
divide the last integral into two parts based on r ∈ (0, 1/2] or r ∈ (1/2, 1). For r ∈ (0, 1/2],
we have (1 − r + ‖x‖)−q ≤ 2q; and for r ∈ (1/2, 1), we obtain (r + ‖x− z‖)−γ ≤ 2γ . Then
we can write∫ 1/2
0
dr
(
[1− r]2 − ‖x‖2)−q
+
(
r2 − ‖x− z‖2)−γ
+
=
∫ 1/2
0
dr
(
1− r − ‖x‖)−q
+
(
r − ‖x− z‖)−γ
+
(
1− r + ‖x‖)−q
+
(
r + ‖x− z‖)−γ
+
. ‖x− z‖−γ
∫ 1/2
0
dr
(
1− r − ‖x‖)−q
+
(
r − ‖x− z‖)−γ
+
. ‖x− z‖−γ(1− ‖x‖ − ‖x− z‖)1−γ−q
+
(3.33)
and similarly∫ 1
1/2
dr
(
[1− r]2 − ‖x‖2)−q
+
(
r2 − ‖x− z‖2)−γ
+
. ‖x‖−q(1− ‖x‖ − ‖x− z‖)1−γ−q
+
. (3.34)
Combining (3.33) and (3.34), we have
Y .
∫
R2
dx1{‖x‖+‖x−z‖<1}
(‖x− z‖−γ + ‖x‖−q)(1− ‖x‖ − ‖x− z‖)1−γ−q
+
.
By the same change of variables as for (3.30), we can write with w = ‖z‖ ∈ (0, 1),
Y .
∫
R2
dxdy1{√x+√y<1}
(
y−γ/2 + x−q/2
)(
1−√x−√y)1−γ−q
+
× [(√x+w)2 − y]−1/2
+
[
y − (√x−w)2]−1/2
+
.
∫
R2
dxdy1{√x+√y<1}
(|x−w2|−γ + x−q/2)(1−√x−√y)1−γ−q
+
× [(√x+w)2 − y]−1/2
+
[
y − (√x−w)2]−1/2
+
,
where in the last inequality we used y−γ/2 <
∣∣√x − w∣∣−γ . ∣∣x − w2∣∣−γ provided y >
(
√
x−w)2. Let us collect a few facts here:
(i)
(
1−√x−√y)1−γ−q
+
.
[(
1−√x)2 − y]1−γ−q
+
.
(ii) 1−√x < √x+w if and only if √x > 1−w
2
.
(iii) We define g(x) =
∣∣(1−√x)2 − (√x+w)2∣∣ = (1 +w)∣∣1−w − 2√x∣∣.
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It follows that for 2
√
x 6= 1−w,∫
R
dy
(
1−√x−√y)1−γ−q
+
[
(
√
x+w)2 − y]−1/2
+
[
y − (√x−w)2]−1/2
+
.
∫
R
dy
(
(1−√x)2 − y)1−γ−q
+
[
(
√
x+w)2 − y]−1/2
+
[
y − (√x−w)2]−1/2
+
. 1{√x> 1−w2 }g(x)
−1/2
∫
R
dy
(
(1 −√x)2 − y)1−γ−q
+
[
y − (√x−w)2]−1/2
+
+ 1{√x< 1−w2 }g(x)
1−γ−q
∫
R
dy
[
(
√
x+w)2 − y]−1/2
+
[
y − (√x−w)2]−1/2
+
. 1{√x> 1−w2 }g(x)
−1/2 + 1{√x< 1−w2 }g(x)
1−γ−q
so that
Y .
∫ (1−w)2
4
0
(|x−w2|−γ + x−q/2)g(x)1−γ−qdx
+
∫ 1
(1−w)2
4
(|x−w2|−γ + x−q/2)g(x)− 12 dx
.
∫ (1−w)2
4
0
(|x−w2|−γ + x−q/2)(1−w
2
−√x
)1−γ−q
dx
+
∫ 1
(1−w)2
4
(|x−w2|−γ + x−q/2)(√x− 1−w
2
)− 12
dx.
To ease the notation, we write b = 1−w2 ∈ (0, 1/2). Let us estimate separately the four parts
from the above two integrals.
Part 1. We can write∫ 1
b2
x−q/2
(√
x− b)−1/2dx . ∫ 1
b2
x−q/2
(
x− b2)−1/2dx = ∫ 1−b2
0
(x+ b2)−q/2x−1/2dx
= b1−q
∫ 1−b2
b2
0
(x+ 1)−q/2x−1/2dx.
Since 1 − q > 0, the above integral is uniformly bounded when b is near 1/2. If b is very
close to zero, then 1−b
2
b2 is very large and we can write∫ 1−b2
b2
0
(x + 1)−q/2x−1/2dx =
∫ 1
0
(x + 1)−q/2x−1/2dx+
∫ 1−b2
b2
1
(x+ 1)−q/2x−1/2dx
. 1 +
∫ 1−b2
b2
1
x−
1+q
2 dx . 1 +
(1− b2
b2
) 1−q
2
so that b1−q
∫ 1−b2
b2
0
(x + 1)−q/2x−1/2dx . b1−q +
(
1− b2) 1−q2 . 1.
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Part 2. We need to bound∫ 1
b2
∣∣x−w2∣∣−γ(√x− b)−1/2dx . ∫ 1
b2
∣∣x−w2∣∣−γ(x− b2)−1/2dx. (3.35)
Note that b > w ⇔ w < 1/3. If b > w, the second integral in (3.35) reduces to∫ 1
b2
(
x−w2)−γ(x− b2)−1/2dx = ∫ 1−b2
0
(
x+ b2 −w2)−γx−1/2dx
=
(
b2 −w2) 12−γ ∫ 1−b2b2−w2
0
(
x+ 1
)−γ
x−1/2dx .
(
b2 −w2) 12−γ + (1− b2) 12−γ . 1,
using the same arguments as for Part 1. If b < w, the integral in (3.35) reduces to∫
w
2
b2
(
w
2 − x)−γ(x− b2)−1/2dx+ ∫ 1
w2
(
x−w2)−γ(x− b2)−1/2dx
. 1 +
(
1−w2) 12−γ . 1.
Part 3. We have
∫ b2
0
x−q/2
(
b−√x)1−γ−qdx . ∫ b2
0
x−q/2(b2 − x)1−γ−qdx . b4−3q−2γ . 1,
since 4− 3q − 2γ = 1− q + 3− 2q − 2γ > 0.
Part 4. We need to bound∫ b2
0
|x−w2|−γ(b−√x)1−γ−qdx . ∫ b2
0
|x−w2|−γ(b2 − x)1−γ−qdx. (3.36)
As in Part 2, we consider two cases depending on whether b > w or b < w.
(i) If b < w, the second integral in (3.36) reduces to∫ b2
0
(w2 − x)−γ(b2 − x)1−γ−qdx = ∫ b2
0
(w2 − b2 + y)−γy1−γ−qdy
=
(
w
2 − b2)2−2γ−q ∫ b2w2−b2
0
(1 + y)−γy1−γ−qdy
. 1 +
(
w
2 − b2)2−2γ−q + (b2)2−2γ−q . 1. (3.37)
since 2− 2γ − q = 12 − γ + 32 − γ − q > 0.
(ii) If b > w, the second integral in (3.36) reduces to∫ w2
0
(w2 − x)−γ(b2 − x)1−γ−qdx+ ∫ b2
w2
(x−w2)−γ(b2 − x)1−γ−qdx.
The second summand is equal to (b2 −w2)2−2γ−qBeta(1− γ, 2− γ − q) and he first
summand can be rewritten as∫ w2
0
y−γ(b2 −w2 + y)1−γ−qdy . 1 + (b2 −w2)2−2γ−q + (w2)2−2γ−q . 1,
which follows from the same arguments that lead to (3.37).
Combing (3.32) and Parts 1-4, we get K̂s,t((t− s)z) . (t− s)3−2γ−2q1{‖z‖<1}. That is, we
just proved (3.12). Hence the proof of Lemma 3.4 is finished. 
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4. Gaussian fluctuation of the spatial averages
We follow the three steps described in our introduction.
4.1. Limiting covariance structure.
Proposition 4.1. Suppose t1, t2 ∈ (0,∞). We have
E
[
FR(t1)FR(t2)
]
R4−β
R→∞−−−−→ 4pi2cβκβ
∫ t1∧t2
0
(t1 − s)(t2 − s)ξ(s)2ds (4.1)
with κβ =
∫
R2
dξ‖ξ‖β−4J1(‖ξ‖)2 ∈ (0,∞). In particular, for any t > 0,
Var
(
FR(t)
)
Rβ−4 R→∞−−−−→ 4pi2cβκβ
∫ t
0
(t− s)2ξ(s)2ds.
Proof. Recall that FR(t) =
∫ t
0
∫
R2
ϕt,R(s, y)σ(us,y)W (ds, dy). Then, by Itô’s isometry,
E
[
FR(t1)FR(t2)
]
=
∫ t1∧t2
0
∫
R4
ϕt1,R(s, y)ϕt2,R(s, z)‖y − z‖−βE
[
σ(us,y)σ(us,z)
]
dydzds.
We claim that
Rβ−4
∫ t1∧t2
0
∫
R4
ϕt1,R(s, y)ϕt2,R(s, z)‖y − z‖−βCov
[
σ(us,y), σ(us,z)
]
dydzds→ 0, (4.2)
as R → +∞. Assuming (4.2), we can deduce from Lemma 2.2 and dominated convergence
that
lim
R→+∞
E
[
FR(t1)FR(t2)
]
R4−β
= lim
R→+∞
∫ t1∧t2
0
ξ(s)2ΨR(t1, t2; s)ds = RHS of (4.1),
where ξ(s) = E[σ(us,0)] is uniformly bounded over s ∈ [0, t1 ∧ t2].
We need to prove (4.2) now and it is enough to show for any s ∈ (0, t1 ∧ t2]
lim
‖y−z‖→+∞
Cov
[
σ(us,y), σ(us,z)
]
= 0. (4.3)
Indeed, if (4.3) holds for any given s ∈ (0, t1 ∧ t2], then for arbitrarily small ε > 0, there is
some K = K(ε, s) such that Cov
(
σ(us,y), σ(us,z)
)
< ε, for ‖y− z‖ ≥ K. By Lemma 2.2, we
deduce
Rβ−4
∫
‖y−z‖≥K
ϕt,R(s, y)ϕt,R(s, z)‖y − z‖−βCov
[
σ(us,y), σ(us,z)
]
dydz ≤ εΨR(t1, t2; s) . ε,
while using the uniform L2-boundedness of u(t, x), we get
Rβ−4
∫
‖y−z‖<K
ϕt,R(s, y)ϕt,R(s, z)‖y − z‖−βCov
[
σ(us,y), σ(us,z)
]
dydz
. Rβ−4
∫
‖y−z‖<K
ϕt,R(s, y)ϕt,R(s, z)‖y − z‖−βdydz
= Rβ−4
∫
‖ξ‖<K
dξ‖ξ‖−β
(∫
R2
ϕt,R(s, z + ξ)ϕt,R(s, z)dz
)
. Rβ−2
∫
‖ξ‖<K
dξ‖ξ‖−β by (2.2)
. Rβ−2 R→+∞−−−−−→ 0.
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That is, we just proved for any s ∈ (0, t1 ∧ t2],
Rβ−4
∫
R4
ϕt,R(s, y)ϕt,R(s, z)‖y − z‖−βCov
[
σ(us,y), σ(us,z)
]
dydz
R→∞−−−−→ 0,
where the LHS is uniformly bounded in R > 0 and s ∈ (0, t1 ∧ t2] in view of Lemma 2.2.
Then the claim (4.2) follows from the dominated convergence.
It remains to verify (4.3). By Theorem 1.2, for any 0 < s < t,
‖Ds,yu(t, x)‖p . Gt−s(x− y).
By Lemma 2.4,
σ(us,y) = E
[
σ(us,y)
]
+
∫ s
0
∫
R2
E
[
Dr,γ
(
σ(us,y)
)|Fr]W (dr, dγ).
As a consequence,
E
[
σ(us,y)σ(us,z)
]
= ξ2(s) + T (s, y, z),
where
T (s, y, z) =
∫ s
0
∫
R2
E
(
E
[
Dr,γ(σ(us,y))|Fr
]
E
[
Dr,γ′
(
σ(us,z)
)|Fr])‖γ − γ′‖−βdγdγ′dr.
By the chain-rule (2.6) for the derivative operator,
Dr,γ
(
σ(us,y)
)
= Σ(s, y)Dr,γu(s, y)
with Σ(s, y) an adapted random field uniformly bounded by L. This implies,∣∣∣E(E[Dr,γ(σ(us,y))|Fr]E[Dr,γ′(σ(us,z))|Fr])∣∣∣ . ∥∥Dr,γu(s, y)∥∥2∥∥Dr,γ′u(s, z)∥∥2
. Gs−r(γ − y)Gs−r(γ′ − z).
Thus,
|T (s, y, z)| .
∫ s
0
∫
R2
Gs−r(γ − y)Gs−r(γ′ − z)‖γ − γ′‖−βdγdγ′dr.
Suppose ‖y − z‖ > 2s, then
Gs−r(γ − y)Gs−r(γ′ − z)‖γ − γ′‖−β ≤ Gs−r(γ − y)Gs−r(γ′ − z)
(‖y − z‖ − 2s)−β
from which we get
|T (s, y, z)| . (‖y − z‖ − 2s)−β ∫ s
0
∫
R2
Gs−r(γ − y)Gs−r(γ′ − z)dγdγ′dr ‖y−z‖→+∞−−−−−−−−→ 0.
This verifies (4.3) and hence concludes our proof. 
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4.2. Convergence in finite-dimensional distributions. In view of the Malliavin-Stein
bound (1.11) and the results in Section 4.1, it is enough to prove for any t1, t2 ∈ (0, T )
R2β−8Var
(〈DFR(t1), Vt2,R〉H) . R−β for R ≥ t1 + t2 (4.4)
in order to obtain the convergence in finite-dimensional distributions. Note that the 1D
Malliavin-Stein bound (1.15) and the above bound (4.4) with t1 = t2 = t lead to the
quantitative CLT in (1.7). In fact, we have for any fixed t > 0,
dTV
(
FR(t)/σR, Z
)
.
2
σ2R
√
Var
(〈DFR(t), Vt,R〉H);
by Proposition 4.1, σ2RR
β−4 converges to some explicit positive constant, see (4.1). So we
can write, for all R ≥ Rt
dTV
(
FR(t)/σR, Z
) ≤ CR−β/2,
where Rt is some constant that does not depend on R. As the total variation distance is
aways bounded by 1, we can write for R ≤ Rt,
dTV
(
FR(t)/σR, Z
) ≤ 1 ≤ (Rt)β/2R−β/2, ∀R ≤ Rt.
Therefore, the bound (1.7) follows.
The rest of this subsection is then devoted to the proof of (4.4).
Proof of (4.4). Recall from (1.12)
FR(t) =
∫
BR
(ut,x − 1)dx = δ(Vt,R) with Vt,R(s, y) = ϕt,R(s, y)σ(us,y)
and we have
Ds,yFR(t) = ϕt,R(s, y)σ(us,y) +
∫ t
s
∫
R2
ϕt,R(r, z)Σr,zDs,yu(r, z)W (dr, dz).
Then, for t1, t2 ∈ (0,∞), we can write
〈
DFR(t1), Vt2,R
〉
H
= A1 +A2, with
A1 =
〈
Vt1,R, Vt2,R
〉
H
=
∫ t1∧t2
0
∫
×R4
ϕt1,R(s, y)ϕt2,R(s, z)σ(us,y)σ(us,z)‖y − z‖−βdydzds
and
A2 =
∫ t1∧t2
0
∫
R+×R4
(∫ t1
s
∫
R2
ϕt1,R(r, z)Σr,zDs,yu(r, z)W (dr, dz)
)
× ‖y − y′‖−βVt2,R(s, y′)dsdydy′.
(i) Estimation of Var(A1). From (2.8), we deduce that Var(A1) is bounded by(∫ t2∧t1
0
(
Var
∫
R4
ϕt1,R(s, y)ϕt2,R(s, z)σ(us,y)σ(us,z)‖y − z‖−βdydz
)1/2
ds
)2
. (4.5)
Note that the variance term in (4.5) is equal to∫
R8
ϕt1,R(s, y)ϕt2,R(s, z)ϕt1,R(s, y
′)ϕt2,R(s, z
′)‖y − z‖−β‖y′ − z′‖−β
× Cov
[
σ(us,y)σ(us,z), σ(us,y′)σ(us,z′)
]
dydzdy′dz′.
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To estimate the covariance term, we apply the Clark-Ocone formula (see Lemma 2.4) to
write
σ(us,y)σ(us,z)− E[σ(us,y)σ(us,z)] =
∫ s
0
∫
R2
E
{
Dr,γ
(
σ(us,y)σ(us,z)
)|Fr}W (dr, dγ).
Then we apply Itô’s isometry to obtain
Cov
[
σ(us,y)σ(us,z), σ(us,y′)σ(us,z′)
]
(4.6)
=
∫ s
0
∫
R4
E
[
E
{
Dr,γ
(
σ(us,y)σ(us,z)
)|Fr}E{Dr,γ′(σ(us,y′)σ(us,z′))|Fr}]‖γ − γ′‖−βdγdγ′dr,
where, by the chain rule (2.6),
Dr,γ
(
σ(us,y)σ(us,z)
)
= σ(us,y)Σs,zDr,γu(s, z) + σ(us,z)Σs,yDr,γu(s, y).
Then by Cauchy-Schwarz inequality and Theorem 1.2, we can see that the above covariance
term (4.6) is bounded by∫ s
0
∫
R4
∥∥∥Dr,γ(σ(us,y)σ(us,z))∥∥∥
2
∥∥∥Dr,γ′(σ(us,y′)σ(us,z′))∥∥∥
2
‖γ − γ′‖−βdγdγ′dr
.
∫ s
0
dr
∫
R4
dγdγ′‖γ − γ′‖−β
(
‖Dr,γu(s, z)‖4 + ‖Dr,γu(s, y)‖4
)
×
(
‖Dr,γ′u(s, z′)‖4 + ‖Dr,γ′u(s, y′)‖4
)
.
∫ s
0
dr
∫
R4
dγdγ′‖γ − γ′‖−β(Gs−r(z − γ) +Gs−r(y − γ))(Gs−r(z′ − γ′) +Gs−r(y′ − γ′)).
Now we can plug the last estimate into (4.5) for further computations:
Var
(∫
R4
ϕt1,R(s, y)ϕt2,R(s, z)σ(us,y)σ(us,z)‖y − z‖−βdydz
)
.
∫ s
0
dr
∫
R12
ϕt1,R(s, y)ϕt2,R(s, z)ϕt1,R(s, y
′)ϕt2,R(s, z
′)‖y − z‖−β‖y′ − z′‖−β‖γ − γ′‖−β
× (Gs−r(z − γ) +Gs−r(y − γ))(Gs−r(z′ − γ′) +Gs−r(y′ − γ′))dγdγ′dydzdy′dz′ (4.7)
and in order to obtain Var(A1) . R
8−3β, it is enough to show sups≤t1∧t2 Ts . R8−3β with
Ts : =
∫ s
0
dr
∫
R12
ϕt1,R(s, y)ϕt2,R(s, z)ϕt1,R(s, y
′)ϕt2,R(s, z
′)‖y − z‖−β‖y′ − z′‖−β
× ‖γ − γ′‖−βGs−r(z − γ)Gs−r(z′ − γ′)dγdγ′dydzdy′dz′
as other terms from (4.7) can be estimated in the same way with the same bound: For
example, Gs−r(z − γ)Gs−r(z′ − γ′) and Gs−r(z − γ)Gs−r(y′ − γ′) play the same role in the
integration (4.7).
For s ∈ (0, t1 ∧ t2], we write
Ts =
∫ s
0
dr
∫
B4R
∫
R12
Gt1−s(x1 − y)Gt1−s(x′1 − y′)Gt2−s(x2 − z)Gt2−s(x′2 − z′)Gs−r(z − γ)
×Gs−r(z′ − γ′)‖γ − γ′‖−β‖y − z‖−β‖y′ − z′‖−βdγdγ′dydzdy′dz′dx1dx′1dx2dx′2.
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Making the change of variables
(γ, γ′, y, z, y′, z′, x1, x′1, x2, x
′
2)→ R(γ, γ′, y, z, y′, z′, x1, x′1, x2, x′2)
and using Gt(Rz) = R
−1GtR−1(z) for every t, R > 0 yields
R−14+3βTs =
∫ s
0
dr
∫
B41
∫
R12
G t1−s
R
(x1 − y)G t1−s
R
(x′1 − y′)G t2−s
R
(x2 − z)G t2−s
R
(x′2 − z′)
×G s−r
R
(z − γ)G s−r
R
(z′ − γ′)‖γ − γ′‖−β‖y − z‖−β‖y′ − z′‖−βdγdγ′dydzdy′dz′dx1dx′1dx2dx′2.
Using the fact (2.1), we can integrate out x1, x
′
1, x2, x
′
2 to bound R
−14+3βTs by
R−4(t1 − s)2(t2 − s)2
∫ s
0
dr
∫
R12
1{‖y‖∨‖y′‖∨‖z‖∨‖z′‖∨‖γ‖∨‖γ′‖≤1+(t1+t2)R−1}
×G s−r
R
(z − γ)G s−r
R
(z′ − γ′)‖γ − γ′‖−β‖y − z‖−β‖y′ − z′‖−βdγdγ′dydzdy′dz′ (4.8)
Suppose R ≥ t1 + t2 and notice that
sup
z∈B2
∫
B2
‖y − z‖−βdy ≤
∫
B4
‖y‖−βdy = 2pi
2− β 4
2−β <∞,
together with which, we integrate out y, y′ in (4.8) to write
Ts .R10−3β
∫ s
0
dr
∫
R8
1{‖z‖∨‖z′‖∨‖γ‖∨‖γ′‖≤2}G s−r
R
(z − γ)G s−r
R
(z′ − γ′)‖γ − γ′‖−βdγdγ′dzdz′.
We further integrate out z, z′ and use (2.1) again to write
sup
s≤t1∧t2
Ts .R8−3β
∫
R8
1{‖γ‖∨‖γ′‖≤2}‖γ − γ′‖−βdγdγ′ . R8−3β .
So we obtain Var(A1) . R
8−3β for R ≥ t1+ t2, where the implicit constant does not depend
on R.
Next we estimate the variance of A2.
(ii) Estimate of Var(A2). Using again (2.8), we write
Var(A2) ≤
(∫ t1∧t2
0
{
Var
∫
R4
(∫ t1
s
∫
R2
ϕt1,R(r, z)Σr,zDs,yu(r, z)W (dr, dz)
)
‖y − y′‖−β
× ϕt2,R(s, y′)σ(us,y′)dydy′
}1/2
ds
)2
=:
(∫ t1∧t2
0
√
Usds
)2
.
As before, we will show sups≤t2∧t1 Us . R8−3β .
First note that ∫ t1
s
∫
R2
ϕt1,R(r, z)Σr,zDs,yu(r, z)W (dr, dz) = Ms,y(t1),
where
{
Ms,y(τ) : τ ∈ [s, t1]
}
is the square-integrable martingale given by
Ms,y(τ) :=
∫ τ
s
∫
R2
ϕt1,R(r, z)Σr,zDs,yu(r, z)W (dr, dz).
Then we deduce from the martingale property that
E
[
σ(us,y′)Ms,y(t1)
]
= E
[
σ(us,y′)E(Ms,y(t1)|Fs)
]
= 0,
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that is, M(t1) and σ(us,y′) are uncorrelated. Moreover, by Itô’s formula,
Ms,y(t1)Ms,y˜(t1) =
∫ t1
s
Ms,y(τ)dMs,y˜(τ) +
∫ t1
s
Ms,y˜(τ)dMs,y(τ)︸ ︷︷ ︸
martingale−part
+〈Ms,y,Ms,y˜〉t1 ,
where the bracket 〈Ms,y,Ms,y˜〉t1 between both martingales is equal to∫ t1
s
∫
R4
ϕt1,R(r, z)Σr,z
(
Ds,yur,z
)
ϕt1,R(r, z˜)Σr,z˜
(
Ds,y˜ur,z˜
)‖z − z˜‖−βdzdz˜dr.
So
E
[
Ms,y(t1)Ms,y˜(t1)σ(us,y′)σ(us,y˜′)
]
= E
[
E
(
Ms,y(t1)Ms,y˜(t1)|Fs
)
σ(us,y′)σ(us,y˜′)
]
.
∥∥〈Ms,y ,Ms,y˜〉t1∥∥2 . ∫ t1
s
∫
R4
ϕt1,R(r, z)‖Ds,yur,z‖4ϕt1,R(r, z˜)‖Ds,y˜ur,z˜‖4‖z − z˜‖−βdzdz˜dr
.
∫ t1
s
∫
R4
ϕt1,R(r, z)Gr−s(y − z)ϕt1,R(r, z˜)Gr−s(y˜ − z˜)‖z − z˜‖−βdzdz˜dr.
As a consequence, the variance-term Us is indeed a second moment and
Us =
∫
R8
dydy′dy˜dy˜′‖y − y′‖−β‖y˜ − y˜′‖−βϕt2,R(s, y′)ϕt2,R(s, y˜′)
× E
[
Ms,y(t1)Ms,y′(t1)σ(us,y′)σ(us,y˜′)
]
.
∫ t1
s
dr
∫
R12
dzdz˜dydy′dy˜dy˜′‖y − y′‖−β‖y˜ − y˜′‖−β‖z − z˜‖−β
× ϕt2,R(s, y′)ϕt2,R(s, y˜′)ϕt1,R(r, z)ϕt1,R(r, z˜)Gr−s(y − z)Gr−s(y˜ − z˜),
which has the same kind of expression as Ts. The same arguments that led to the uniform
estimate of Ts yields
sup
s≤t1∧t2
Us . R8−3β,
for R ≥ t1 + t2, thus we obtain Var(A2) . R8−3β for R ≥ t1 + t2. Hence, for R ≥ t1 + t2,
R2β−8Var
(〈DFR(t1), Vt2,R〉H) . R2β−8[Var(A2) +Var(A1)] . R−β.
This implies the desired convergence in finite-dimensional distributions. 
4.3. Tightness. In this section, 2 − β2 = 1q . Given T > 0, we need to prove for any p ≥ 2
and for any 0 ≤ s < t ≤ T ≤ R,∥∥FR(t)− FR(s)∥∥p . R1/q√t− s, (4.9)
where the implicit constant does not depend on t, s or R.
Proof of (4.9). Recall that FR(t) =
∫ t
0
∫
R2
ϕt,R(s, y)σ(us,y)W (ds, dy). Then by BDG, (1.17)
and Minkowski’s inequality, we have∥∥FR(t)− FR(s)∥∥2p .
∥∥∥∥∥
∫ t
0
(∫
R2
∣∣∣(ϕt,R(r, y)− ϕs,R(r, y))σ(ur,y)∣∣∣2qdy)1/q
∥∥∥∥∥
p/2
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.
∫ t
0
dr
(∫
R2
∣∣ϕt,R(r, y)− ϕs,R(r, y)∣∣2q‖σ(ur,y)‖2qp dy)1/q
.
∫ t
0
dr
(∫
R2
∣∣ϕt,R(r, y)− ϕs,R(r, y)∣∣2qdy)1/q . (4.10)
Note that∣∣ϕt,R(r, y)− ϕs,R(r, y)∣∣ = 1{r≥s} ∫
BR
Gt−r(x− y)dx
+ 1{r<s}
∫
BR
1{‖x−y‖<s−r}
[
Gs−r(x− y)−Gt−r(x− y)
]
dx
+ 1{r<s}
∫
BR
1{‖x−y‖≥s−r}Gt−r(x− y)dx
=: S1 + S2 + S3.
The first summand S1 is bounded by 1{r≥s}(t− r)1{‖y‖≤R+t} ≤ (t− s)1{‖y‖≤R+t}, in view
of Lemma 2.1-(2). For the second summand, we can write
S2 ≤ 1{r<s}1{‖y‖≤R+s}
∫
BR
1{‖x‖<s−r}
[
Gs−r(x)−Gt−r(x)
]
dx
≤ 1{r<s}1{‖y‖≤R+s}
∫
{‖x‖<s−r}
(
1
2pi
√
(s− r)2 − ‖x‖2 −
1
2pi
√
(t− r)2 − ‖x‖2
)
dx
= 1{r<s}1{‖y‖≤R+s}
√
t− s
(√
t+ s− 2r −√t− s
)
by explicit computation
.
√
t− s1{‖y‖≤R+s};
In the same way, the third summand can be bounded as follows
S3 ≤ 1{r<s}1{‖y‖≤R+t}
∫
R2
1{s−r≤‖x‖<t−r}Gt−r(x)dx . 1{‖y‖≤R+t}
√
t− s.
Therefore, we can continue with (4.10) to write
∥∥FR(t)− FR(s)∥∥2p . ∫ t
0
dr
(∫
R2
(t− s)q1{‖y‖≤R+t}dy
)1/q
. (t− s)(R+ t)2/q.
This implies (4.9). 
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