Motor rehabilitation based on the association of electroencephalographic (EEG) activity and proprioceptive feedback has been demonstrated as a feasible therapy for patients with paralysis. To promote long-lasting motor recovery, these interventions have to be carried out across several weeks or even months. The success of these therapies partly relies on the performance of the system decoding movement intentions, which normally has to be recalibrated to deal with the non-stationarities of the cortical activity. Minimizing the recalibration times is important to reduce the setup preparation and maximize the effective therapy time. To date, a systematic analysis of the effect of recalibration strategies in EEGdriven interfaces for motor rehabilitation has not yet been performed. Data from patients with stroke (4 patients, 8 sessions) and spinal cord injury (4 patients, 5 sessions) undergoing two different paradigms (self-paced and cue-guided, respectively) are used to study the performance of the EEG-based classification of motor intentions. Four calibration schemes are compared, considering different combinations of training datasets from previous and/or the validated session. The results show significant differences in classifier performances in terms of the true and false positives. Combining training data from previous sessions with data from the validation session provides the best compromise between the amount of data needed for calibration and the classifier performance. With this scheme, the average true (false) positive rates obtained are 85.3% (17.3%) and 72.9% (30.3%) for the self-paced and the cue-guided protocols, respectively. These results suggest that the use of optimal recalibration schemes for EEG-based classifiers of motor intentions results in enhanced performances of these technologies, while not requiring long calibration phases prior to starting the intervention.
Introduction
The association of mental states related to motor actions with proprioceptive coherent feedback constitutes a feasible strategy to boost functional rehabilitation of patients with neurological injuries such as stroke or spinal cord injury (SCI). 1 In fact, it has been proven as the only means to facilitate recovery for certain pathological conditions such as in chronic stroke patients with no residual movement. 2, 3 Technologies based on electroencephalographic (EEG) signals are of special interest, since they allow the precise and real-time estimation of cortical activation over motor areas, [4] [5] [6] and at the same time, can be used in clinical environments. A large number of studies have been carried out during the past years proving the benefits of using interventional strategies based on brain-machine interface (BMI) technologies relying on the EEG activity.
3, 7-12 These experimental protocols involve multiple BMI sessions along several weeks to induce significant plastic changes (e.g., cortico-cortical and cortico-muscular connectivity) and promote functional recovery (e.g., FuglMeyer index, American spinal injury association impairment scale) in the patients. The encouraging results observed so far in terms of functional and neurophysiological improvements in patients undergoing BMI interventions 3, 11, 12 support the need for further validating these technologies in clinical environments, and reducing the associated limitations of current solutions.
Two typically critical aspects in BMIs for rehabilitation are the time needed to set up the technology on the patient and the impact on the systems' performance of non-stationarities in EEG signals within single sessions and, more importantly, across different recording days. 13 If BMI-based interventions are to be applied on patients along multiple sessions, a major goal will be to maximize the effective BMI-driven rehabilitation time. From a practical point of view, for a patient that attends to a onehour BMI rehabilitation session, the idea would be to maximize the time in which the patient receives associative feedback. This can be related to: i) the time needed to calibrate the EEG decoding systems at the beginning of each training session, before the patients start the actual BMI intervention (the less time needed for this part, the better); and ii) the percentage of intervention trials with correct estimations of the movement-related cortical activity, which lead to a coherent proprioceptive feedback (a strong correlation has been reported between the subjectspecific accuracy of the EEG classifiers of motor intentions and the induced plastic changes after the BMI intervention 14 ) . In this regard, the calibration of signal processing and classification algorithms to decode movement-related mental states is a critical element to consider.
There are two major strategies to detect motor intentions from EEG signals. On the one hand, these can be decoded from the event-related desynchronization (ERD) of sensorimotor rhythms, which consists of a decrease in the energy of cortical rhythmic activity within the mu (8-12 Hz) and beta (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) Hz) frequency bands, starting around 1.5 s before planned motor actions. 15 On the other hand, movement intentions are also reflected in slow (below 1 Hz) variations of the EEG amplitudes around the cranial vertex, which are referred to as movement-related cortical potentials (MRCP). MRCPs in planned movements start with a negative deflection of the EEG amplitude at approximately the onset of the movements, known as the Bereitschaftspotential (BP). 16 Both ERD and MRCP cortical patterns have been used for BMI applications with neurological patients, since they are reliable sources of information to estimate in real-time when a subject is about to start a movement.
17-21
Recalibration of systems using either of these patterns require considering changes in the EEG signal properties (signal-to-noise ratios and non linear dynamics of the signal principally) and in the state of the subjects (changes in concentration, fatigue, drowsiness, etc), which can influence the efficiency of the algorithms to detect motor intentions.
13
Previous studies have dealt with the recalibration of BMI systems to provide subjects with alternative communication channels. 13 A study by Niazi et al. proposed a way to design universal decoders of motor intentions for neurorehabilitation purposes, but classification results obtained with patients decreased substantially compared to healthy subjects. 22 This was likely due to the high heterogeneity in cortical activation patterns typically observed in patients with damages in the central nervous system. [23] [24] [25] To date, only very preliminary works have explored the influence of recalibration strategies for BMIs detecting motor intentions with neurological patients, pointing the importance of using recent data to improve the performance.
26-28
This study evaluates four different recalibration strategies for BMI systems detecting motor intentions based on the identification of ERD and MRCP patterns. All these strategies are feasible solutions in multi-session BMI interventions carried out with patients in clinical facilities. To reach generalizable results that can be directly extrapolated to any BMI platform dealing with motor intention detection for neurological rehabilitation, two datasets from experiments carried out with patients are analyzed offline. The first dataset is from a group of chronic stroke patients who participated in an 8-sessions BMI intervention. The second dataset is from a group of subacute patients with SCI who underwent 5 BMI sessions. The studied recalibration strategies rely on the use of data from the past and/or the validated session to calibrate the movement intention decoder.
Methods
The datasets used to compare the different BMI recalibration strategies were acquired in two sets of experiments for arm/hand rehabilitation in patients with chronic stroke (Exp1) and subacute SCI (Exp2). Table 1 summarizes the details of the two datasets, which are described in sections 2.1 and 2.2. In both experiments, patients underwent a multiplesessions intervention based on detecting motor intentions from EEG signals to provide a coherent (visual and/or proprioceptive) feedback. Two different BMI paradigms were used: stroke patients (Exp1) were asked to perform self-initiated movements and SCI patients (Exp2) followed a cue-guided protocol. As commonly done in BMI research applied to neurorehabilitation, patients first performed several repetitions of the desired task (i.e., attempting to move their paralyzed limb) without feedback to calibrate the BMI in each session. Then, they performed some closed-loop trials in which they were given feedback (functional electrical stimulation to assist the movements trained) according to their brain activity. This study refers only to the data recorded during the calibration trials, since it allowed us to perform offline comparisons with data not affected by the effects of the stimulation. Trials with feedback were not eligible to compare calibration schemes; firstly, to avoid possible influences of the afferent stimulation on the EEG signals; and secondly, because they were influenced by the type of calibration scheme used to train the BMI triggering the proprioceptive stimuli.
Both experimental protocols considered here were designed in accordance with the Declaration of Helsinki, and approved by the corresponding Local Ethics Committees (Universidad Rey Juan Carlos, Madrid, Spain, for Exp1; and Hospital Complex of Toledo, Toledo, Spain, for Exp2). All patients signed a written informed consent before their participation in the study. Four chronic stroke patients (all males, age 54 ± 12 years, mean ± SD) with a lesion in the territory of the middle cerebral artery and a predominance of brachial hemiparesis were recruited (see Table 2 ). The experimental sessions were carried out at the Universidad Rey Juan Carlos, Madrid (Spain). , placed on the hand dorsum, the distal third of the forearm, and the middle of the arm measured the limb kinematics. The data were sampled at 100 Hz (gyroscopes) and 1000 Hz (EMG). A common digital signal was acquired by all systems and posterior offline resampling was carried out to store all measured signals synchronized at 256 Hz.
Experimental design
The experimental protocol consisted of eight sessions performed during one month (two sessions per week). In each session, the patients first performed (or attempted) 35 reaching movements with the affected arm. Patients were instructed to perform self-paced reaching movements separated by resting intervals of at least 5 seconds. The resting phases between movements ensured that each new trial was initiated from a baseline condition and that there was enough time provided to record the entire ERD and BP patterns (which are supposed to start around 1.5 s before the movement onset). The movement intervals had a duration between 4 and 5 s, while the resting intervals were around 6-10 s long. EEG data of these movements was used to train an EEG-based system that based the estimations of movement intentions on the combined characterization of the ERD and the MRCP cortical patterns. During the intervention phase (data not considered in this study), patients performed/attempted 80 movements, and electrical stimuli were delivered each time movement intentions were detected from the EEG data.
Definition of movement events
Since the experimental protocol used for Exp1 was self-paced (the patients initiated the movements at their own chosen pace), the localization of movement events was required to train and evaluate the BMI. The onsets of the performed movements were located by processing the gyroscopic data, which were more reliable than EMG signals and, in addition, have proven to be reliable to precisely locate the BP peak.
6 To detect the time at which each movement started, the gyroscopic sensor at the hand dorsum was analyzed. Data were low-pass filtered (Butterworth, order 2, < 6 Hz), and the peak amplitude was estimated for each subject performing the reaching movement. The threshold amplitude for the detection of the onsets of the movements was set to 5% of this peak amplitude and posterior visual correction was performed to assure that the events were correctly labeled.
Data description for Exp2

Patients
Four patients with incomplete tetraplegia participated in this experiment. All of them were in a subacute stage, and were hospitalized at the Hospital Nacional de Parapléjicos, in Toledo (Spain), where the experimental sessions took place. Clinical details of each patient can be seen on Table 3 . 
Experimental design
The experimental protocol consisted of five sessions, performed within a maximum time of 10 days. In each session, the patients performed 40 trials in which they were asked to try to close one of their hands (see rightmost column in Table 3 ) without any feedback. They were executed in 20-trial blocks, with visual cues indicating to the patient what to do on each moment. The trials started with a "Rest" cue (i.e., the word Rest with random duration between 4 and 7 seconds), followed by a "Movement" cue (i.e., the word Movement, during 3 seconds). These visual cues were displayed in a screen placed 1-1.5 m away from the patient. Subsequently, they performed between 40 and 80 closed-loop trials in which they were provided with electrical and visual feedback (i.e., electrical stimulation of the finger flexors to close the hand and a virtual hand in the screen that closed when the stimulation was delivered) when the intention of movement was detected by the BMI (data not considered in this study). 
EEG-based classifier of motor intentions
Despite the two datasets studied in this paper correspond to different paradigms (self-paced and cueguided), the decoder of motion intention is based on the same principles in both cases, and is trained with examples of rest and movement intention signals in order to predict new unseen data ( Fig. 1 ).
Data preprocessing
The EEG signals were first trimmed down to 4.5-second trials for Exp1 (i.e., from -4 to 0.5 s, with respect to the movement onset), and to 7-second trials for Exp2 (i.e., from -4 to 3 s, with respect to presentation of the cue). Trials containing artifacts were discarded after visual inspection.
Feature extraction
The BMI decoder was designed to distinguish between rest and movement intention brain states. A one-second long sliding window was used to simulate an online operation of the BMI. Since the experiments relied on different paradigms (i.e., self-paced for Exp1 and cue-guided for Exp2), we used different time windows to calibrate the decoder. For the dataset of Exp1, the rest interval was defined as [-4, -2] s and the movement intention interval was defined as [-0.5, 0.5] s, with t = 0 being the onset of the movement (see Fig. 1 , top). This strategy was followed to maximize temporal precision of the motor intention detections, which is one of the most desired properties for self-paced BMI protocols. 14 For the dataset of Exp2, the rest interval was defined as [-4, -1] s and the movement intention interval was defined as [0, 3] s, with t = 0 being the presentation of the "Movement" cue (see Fig. 1 , bottom). In this case, the objective was to maximize the number of trials with the movement intention correctly decoded during the "Movement" period. Within these intervals, the one-second window was applied with a sliding step of 0.25 s to obtain training examples of rest and movement intention classes, and to extract the features.
The decoder was based on both the ERD and the MRCP cortical patterns. The features were extracted from the 21 electrodes shared by both montages (i.e., F3, Fz, F4, FC3, FCz, FC4, C5, C3, C1, Cz, C2, C4, C6, CP3, CP1, CPz, CP2, CP4, P3, Pz, P4). An automatic feature selection system was used to obtain the most discriminant ones. ERD features were computed after applying a Laplacian filter to the signals, and using a 16th order autoregressive model to obtain the power values in the frequency range Hz using 1-Hz bins (i.e., resulting in 24 features per channel and window). The MRCP features were extracted after applying a common average reference, bandpass filtering the signals to [0.1-1] Hz and downsampling them to 64 Hz (i.e., 64 features per channel and window).
As a result of this process, a total of 1848 features were extracted for each one-second window, combining power values (i.e., ERD features) and signal amplitudes (i.e., MRCP features). Their values were normalized to have zero mean and unit variance. Sparse discriminant analysis (SDA) 29, 30 was used to select the most discriminative features, removing redundant information, and as linear classifier. The maximum number of features was set to 30, based on previous empirical results. 5 SDA is especially useful for problems with the number of features being large with respect to the number of observations. Using 1 and 2 penalties, this method performs a sparsity-based regularization, which allows to significantly reduce the number of features, selecting the most discriminative ones while removing the redundant information. This technique has successfully been used to classify motor commands both in healthy subjects, and in SCI and stroke patients.
5, 20, 31
Calibration schemes
Four different schemes for BMI calibration were implemented and compared for each subject separately. For each scheme, the EEG-based decoder was calibrated using different configurations of datasets, and tested on the data recorded on each session. Each scheme simulates a scenario in which a patient comes on day n for his/her BMI therapy, and the decoder is trained using data obtained on previous and/or the same day.
A) Previous Session (PrevSes):
This scheme simulates an intervention in which data for BMI training are recorded on a previous day before starting the therapy. For each session n tested (n ≥ 2), the BMI is trained with data from session n-1 only. B) Accumulated previous sessions (AccumPrevSes): This scheme extends the previous one by pooling all the previous sessions together, simulating a database of trials recorded in the past to train the BMI before starting each session. For each session n tested (n ≥ 2), the training dataset consists of all the sessions previous to the current one (i.e., sessions [1 .. n-1]) pooled together. C) Current session (CurrentSes): This scheme simulates a scenario in which, on each session, the subjects perform some trials to calibrate the BMI, and then they start the therapy. In this case, data from each session n (n ≥ 2) are used for training and testing a , using a leave-one-out cross-validation procedure. D) Accumulated sessions (Accum): In this scheme, a database of trials from all previous sessions is stored and updated with new data recorded on each therapy session. For each session n (n ≥ 2), a similar leave-oneout procedure to scheme C is used, but in this case, data from all the previous sessions (i.e., sessions [1 .. n-1]) is appended to the training set.
The comparisons between these four schemes is expected to allow assessing the benefits of using training datasets with: i ) larger number of samples (AccumPrevSes and Accum schemes), and ii ) information obtained from the test/intervention session (CurrentSes and Accum).
For the two schemes that included training data from the tested session (i.e., CurrentSes and Accum), we also studied the influence of the amount of data of such session included in the training set. Hence, we computed the performances of both schemes in 5 different configurations, considering only the first 20%, a Given that schemes A and B required data from at least one previous session, they were evaluated after session 2. Hence, to facilitate comparisons, schemes C and D were also tested after the second session only.
40%, 60%, 80%, or 100% of the trials. With these reduced datasets, we repeated the same procedure as for the original one: leave-one-out for CurrentSes, and modified leave-one-out (including data from all previous sessions in the training set) for Accum.
Optimization of the classifier threshold
On the test data, a threshold was applied to the output of the decoder to decide at each moment if it corresponded to rest or to movement intention. This threshold was optimally obtained from the training dataset in an inner 10-fold cross validation loop, following the criterion of maximizing the percentage of trials with a true positive (TP) and with no false positives (FP).
Decoding evaluation
All the schemes were tested offline, but simulating an online operation of the system. 32 In each case, the BMI decoder was trained with the corresponding datasets, and the test trials of each session were evaluated with a one-second sliding window with a sliding step of 62.5 ms (i.e., 16 samples at 256 Hz). The decoding performance of each scheme was evaluated by computing the percentage of trials containing true positives (TP) and false positives (FP). TP were defined as the movement intervals (i.e., interval [-0.5, 0.5] for Exp1, and interval [0, 3] for Exp2) with at least one correct movement intention output generated by the decoder. FP were defined as the rest intervals (i.e., interval [-4, -0.5] for Exp1, and interval [-4, 0] for Exp2) containing at least one movement intention output. Bottom rows on both panels of Figure 1 show how the test trials were evaluated, indicating the rest and movement intervals, and coloring in red and green the windows that belong to each of these intervals, respectively.
In addition, we computed the decoding latency of the TPs as the time of the first movement intention output with respect to t = 0 (i.e., the onset of the movement for Exp1 and the presentation of the cue for Exp2). This metric can be positive or negative for Exp1 (as, in a self-initiated paradigm, the movement can be decoded before it starts), but only positive for Exp2. The results on detection latencies are provided to ensure that the different recalibration schemes do not modify the detection profiles and to provide an indication of the distribution of the TPs.
Statistical analysis
In order to gain statistical power, results with all patients (stroke and SCI) were used together for the statistical analysis. The analysis was performed on the dependent variables TP, FP, average latencies and standard deviation of latencies. The results with the four calibration schemes were compared to test the hypothesis that they led to significantly different values. Given that the BMI performances with the schemes depended on each subject, a Friedman's test was used. Paired post-hoc comparisons (using the Nemenyi test) were used to analyze significant differences between pairs of calibration schemes. Therefore, it was assumed that the differences in the two experimental paradigms used to obtain the two datasets (stroke and SCI) only have an influence on the absolute performance of the classifier, but not on the relative changes of this performance due to the selection of different calibration schemes. All results are reported as the mean ± SD.
Results
On average, the number of available trials on each session after removing artifacts was 28.34±4.80 and 32.25±4.61 for stroke and SCI patients, respectively. Both patient groups presented contralateral cortical activations, including ERD and MRCP, as described in the literature 15, 16 (see Figure 2) . The automatic feature selection method primed the use of features in the lower-alpha ( [7] [8] Hz), upper-alpha ( [10] [11] [12] [13] [14] Hz) and beta ( [18] [19] [20] [21] [22] [23] [24] Hz) frequency ranges from both hemispheres, although with a trend towards selecting more contralateral features. This result is in line with previous studies using SDA feature selection. 5, 20 The average features selected for each recalibration scheme for the stroke and the SCI datasets are shown in Figure 3 .
In order to evaluate the overall performance of the implemented classifier, the first four rows in Table 4 summarize the average classification results with each recalibration scheme in terms of TP, FP and detection latencies for each of the two paradigms considered. With the Accum scheme (which provided the highest average TP/FP ratio), 85.3% and 72.9% of the movements were correctly detected in both groups of patients with average detection latencies of 0.01±0.21 ms (stroke) and 1.22±0.57 ms (SCI). With this scheme, the FP rates were 17.3% and 30.3% for Note that, for both patient groups, the left-and right-sided electrodes were swapped in the patients that performed the task with the left hand. Therefore, these cortical activation plots represent that, for all the patients, the right arm was the paralyzed one (which was used to perform the movement attempt).
stroke and SCI data, respectively. The fifth row in Table 4 reports the average results of a random classifier. The random classifier was evaluated four times on each dataset (i.e., one for each of the four recalibration schemes), and trained after shuffling the labels of the training trials. This classifier led to notably worse classification results (in terms of TPs and FPs) than those obtained with the four compared schemes using the correct labels. Figure 4 summarizes the results obtained in each population for each recalibration strategy. In terms of TP, significant differences (p < 0.001) were found between the recalibration schemes. Post-hoc paired comparisons showed that the CurrentSes scheme led to a significantly higher TP rate than the PrevSes and AccumPrevSes schemes (p = 0.003 and p = 0.010, respectively), and that the Accum scheme led to a significantly higher TP rate than the PrevSes and AccumPrevSes schemes (p = 0.010 and p = 0.034, respectively). Significant differences were also obtained for FP (p = 0.009). In this case, the post-hoc analysis showed that the Accum scheme led to significantly lower FPs than the PrevSes scheme (p = 0.019).
Regarding detection latencies, their absolute value for the self-paced protocol was below 50 ms (range -0.07±0.21 -0.02±0.22 s), while for the cueguided protocol was above 1 s (range 1.10±0.60 -1.28±0.58 s). Note that, unlike in the cue-guided paradigms, the self-paced protocol was optimized to Figure 2 , the left-and right-sided electrodes were swapped in the patients that performed the task with the left hand, so that in all cases, the electrodes of the left hemisphere (odd numbers) represent the contralateral hemisphere to the arm that the patients attempted to move.
decode the movement intention with accurate temporal precision, and this is intrinsically validated by considering as TPs the classifier activations within the ±500 ms windows around the actual onsets of the movements. The average detection latencies were significantly different between the recalibration strategies (p < 0.015), with the post-hoc analyses showing only significant differences between CurrentSes and AccumPrevSes schemes (p = 0.005). No differences were found in the standard deviation of the obtained latencies with the different schemes (p = 0.522). Notice that the latencies of the studied schemes were similar to the ones of the random classifier. In contrast, the standard deviations were, on average, 28% (self-paced experiment) and 24% (cue-guided experiment) smaller than the ones obtained with the random classifier (which tends to show a uniformly distributed TP profile along the windows considered to belong to the movement state).
The classification results were stable across sessions in terms of TP, FP and latencies, with no detectable trends towards better or worse performances.
Finally, Figure 5 analyzes, for Accum and Cur- rentSes schemes, the influence on the classifier's performance of the number of training examples considered from the session in which the BMI is tested. According to these results, the Accum scheme is less dependent on the number of training trials collected on the "intervention" session, and it provides the best average recalibration results when considering only 20-40% of the training examples from the classification session, i.e., with around 6-12 training examples from the validation session. To facilitate the comparison with the other results based on the leaveone-out procedure, the last two rows of Table 4 represent the particular case in which CurrentSes and Accum schemes used 40% of the session data to train the decoder. In this case a higher variability could be observed, with the CurrentSes 40% scheme leading to substantially higher FP rates, and the Accum 40% being more similar to the standard Accum scheme.
Discussion and Conclusions
This paper presents a systematic approach comparing the performance of different recalibration schemes for an EEG-based classifier of motor intentions in ecologically relevant experiments with paralyzed patients. Each scheme considered here simulates a scenario of a BMI-based rehabilitation intervention with multiple sessions, in which, for the n-th session, data from the past and/or the current ones are used to calibrate the decoder. The different recalibration schemes are evaluated offline in two datasets: an 8-sessions intervention with stroke patients using a self-paced BMI paradigm, and a 5-sessions intervention with incomplete SCI patients using a cue-guided BMI paradigm. The results highlight the importance of the data used to calibrate the movement intention BMI-decoders in order to improve their accuracy. A relevant result of this study is that significant differences can be observed between calibration approaches only using data from previous Notice that, in both panels, the dashed/solid thin line corresponds to CurrentSes/Accum schemes, and hence their value is the same as for the thick line when it was evaluated with 100% of the data. In addition, the 0% in the Accum scheme is equivalent to the AccumPrevSes scheme.
calibration sessions (the most common approach in BMI interventions) and calibration approaches combining data from past sessions with data from the validation session (even if the size of the training dataset from the validation session is reduced).
With a growing interest in the integration of BMI systems for rehabilitation and motor restoration of patients with motor dysfunction, the optimization of these technologies becomes of high relevance. 33 Given the time-consuming set-up procedures required to start a BMI intervention, one of the best ways to maximize the therapy time is to reduce calibration periods. Assuming that the longer the time in which the patients receive associative feedback, the better recovery, we aim at maximizing this therapy time, while trying also to maximize the decoders' performance. Choosing optimal calibration schemes for EEG-based classifiers of motor intentions results in enhanced performances of these technologies.
According to the results here presented, EEGbased classifiers of motor intentions used along multiple sessions should base the decision on which recalibration method to use on the amount of available training data from the session in which the intervention is to be carried out. Recalibration schemes using training datasets from previous sessions combined with small sets (∼ 10-12, see Fig. 5 ) of training examples from the intervention session result in good values of specificity and sensitivity. This is probably due to the fact that the schemes trained including data from the same session that is being tested (i.e., CurrentSes and Accum) can minimize the effects of EEG non-stationarities. Therefore, we consider that, in terms of suitability of these different schemes to real clinical interventions, carrying out large initial calibration sessions (∼ 30-40 trials) in combination with smaller screening intervals preceding each BMI intervention appears to be a good solution that satisfies the compromise between time dedicated in each session to calibrate the platform and robustness of the implemented decoders of motor intentions.
One relevant finding of the present study is the similar behavior of the proposed schemes in both datasets, despite the fact that they correspond to different paradigms (self-paced vs. cue-guided) and type of patients (stroke vs. SCI). In both cases, schemes including information from the tested session (i.e., CurrentSes and Accum) provide higher TP rates than the others, while the lowest FP rates are found for accumulative schemes (i.e., AccumPrevSes and Accum). There is evidence showing that EEG signals have lower variance in power values during a motor task than during rest.
34, 35 Therefore, we speculate that the larger variance in power of the resting EEG might be better modeled when more data from the past is accumulated (AccumPrevSes and Accum schemes), while the power values of the motor condition can be better estimated using the data from the tested session (CurrentSes and Accum schemes).
Although a reduced group of patients is considered here, the consistency in the classification accuracies supports the generalizability of the results obtained. In addition, the best performing recali-bration schemes led to classifier performances that are comparable to those presented in similar published studies. 5, 6, 18, 21, [36] [37] [38] This is remarkable because it shows, for the first time, that a single classifying strategy can match the requirements of both paradigms considered here, which are in turn the two most frequent paradigms used in BMI interventions for neurorehabilitation. On one hand, in the selfpaced condition, cortical changes at the movement onset are tracked by the classifier to minimize the detection latencies, which can allow eliciting associative facilitation if used to provide a coherent afferent stimulation.
11, 14 On the other hand, in the cueguided paradigms, the cortical changes do not anticipate the patients attempts to move, and the precise identification of states of motor cortical activation is a key element to reward the patients intentions with proprioceptive feedback.
3, 17 Undoubtedly, the recalibration scheme and its effects in performance is not the only relevant parameter for a successful BMI neurorehabilitation intervention. Factors impacting motor learning, such as amount and dosage of the training (e.g., total duration of the intervention, or number of sessions per week), 39 or the type of proprioceptive feedback (electrical or mechanical stimulation; above or below motor threshold; etc)
17 also play a pivotal role in the consolidation of learning, and accordingly, in the success of these therapies to maximize motor recovery. On top of that, individual factors can also affect the response of the patients to the intervention.
40, 41
Potential benefits have been demonstrated during the past years regarding the use of BMI technologies coupling motor intentions with proprioceptive feedback for motor neurorehabilitation.
1, 42
Since the recent demonstration of the positive effects of BMI rehabilitation in a double-blind controlled study, 3 these results have been replicated and confirmed, [8] [9] [10] providing solid evidence of the functional improvements associated to BMI training in stroke patients. For SCI patients, BMI systems were initially devised for functional restoration of movements, 43, 44 although recent trends also aim at rehabilitation of patients with incomplete 20, 45 and even complete 12 SCI lesions. Notice that all the studies demonstrating functional recovery with BMIs are based on the discrimination of movement intention from resting activity (i.e., a two-class classification problem). 3, [8] [9] [10] 12 Works proposing systems to classify different movements from EEG have shown lower decoding performances, [46] [47] [48] and to date there is no evidence showing if decoding different movements in a BMI rehabilitation scenario can lead to higher functional improvements. However, if integrated for rehabilitation in a multiple-session paradigm, we expect that a system decoding several different movements would also benefit from recalibration.
47
To date, insufficient efforts have been devoted to optimize BMI recalibration strategies in protocols consisting of multiple sessions, which in turn appears to be a critical element to provide robust enduring functional benefits in patients. 3, 11, 12 Previous studies validating multisession BMI interventions for motor neurorehabilitation have typically used fixed classifiers trained with data from an initial screening session 7, 8, 10, 49 and in some cases intrasessioncalibrated decoders have been implemented. 50 Another interesting proposed approach is to have an initial screening session to select the control features, and to use an adaptive strategy to update only the threshold used to provide feedback with data recorded during the therapeutic intervention. Although this approach avoids recording screening data on each intervention session, special care has to be taken as some sorts of stimulation may induce artifacts on the recorded signals, biasing the decoder performances. 51 In a recent study performing a long term intervention (12 months) with a SCI patient, the classifier was retrained periodically and kept fixed during several sessions. Interestingly, in those periods between recalibrations, the decoding results showed a progressive decrease in performance, 44 which underlines the importance of using recent data to train the BMI decoder. Given that each proposed intervention or application presents different particularities, direct comparisons between their results are difficult, which evidences the need of meta-analyses to study the influence of calibration methodologies on BMI performances and their relationship with recovery.
In a preliminary study, we evaluated some of the schemes here presented and some subjecttransfer approaches with data of SCI patients only. 27 However, we evaluated the decoding schemes on datasets that included closed-loop electrical stimulation, which might have influenced the performance of the decoder. 52 The results also showed better performances for schemes including training data of the tested session, which agrees with a recent study that compared a movement intention decoder in 3 sessions with stroke patients with and without recalibration. 28 In addition, it was also shown that approaches combining data from other patients might not be so effective, 27 presumably due to the cortical reorganization process of these patients, 25 despite these strategies have been used in other BMI paradigms.
53-55
An additional argument in favor of recalibrating the BMI decoders is the brain reorganization experienced by neurological patients. The data analyzed in this paper corresponds to two preliminary and shortlasting interventions, in which no significant changes in cortical activation were expected in any group of patients, which was confirmed by offline analyses (results not reported in this paper). However, two phenomenons can have an impact on the cortical patterns of the patients, which means that a decoder trained with data of a certain day only, might become non-functional some weeks or days later. 56 Firstly, the neural reorganization following a stroke or spinal cord injury causes significant changes in the brain activity of the patients in a period of few weeks.
24, 25
Secondly, the BMI interventions themselves aim at inducing a cortical reorganization to facilitate motor recovery. 3 The influence and importance of each of these two factors is difficult to quantify, and probably varies with the typology of patient and the BMI protocol carried out. However, it evidences the fact that strategies with no recalibration might result even less effective in long-lasting interventions.
The self-paced paradigm (with stroke patients) involved actual movements (or attempts of movements). Therefore, there is a possibility that motorrelated artifacts had an impact on the obtained BMI performances. 57 However, this impact is estimated to be small. First, muscle artifacts are associated with increases of the EEG signal power in the beta band, which are in a different frequency band and in the opposed direction to the ERD changes learned by the classifier from the pre-movement EEG segments in the training stage (see Figure 2) . Also, muscle artifacts should be better observed in the lateral regions of the ipsilateral hemisphere, while, according to the features selected, the most frequently selected channels to classify motor intentions were over central and contralateral areas (see Figure 3 ) . Regarding post-movement low frequency components, these are spread along the scalp, which allow spatial filtering techniques as the ones used in this study to cancel them. Moreover, these slow components are opposed to BP-related EEG changes. 58 Finally, the comparisons between calibration schemes are dependent on the nature of the features extracted. The classifier proposed in this study makes use of both, changes in the power of cortical oscillations (to characterize the ERD) and changes in the amplitudes of the EEG slow components (BP). As a result, other EEG-based approaches to decode motor intentions based on alternative feature extraction methods (e.g., different algorithms to estimate the power, 59 or phase information of the BP 60 ) may not lead to equal results when comparing different recalibration schemes.
