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Artificial Intelligence (AI) is on the rise. It already drives a lot of services and products we use
everyday. But for AI to bring its full potential into daily tasks and fuse seamlessly into our lives,
with technologies such as autonomous driving, augmented reality or mobile robots, AI needs
to be not only intelligent but also perceptive. In particular, the ability to see and to construct
an accurate model of the environment is an essential capability to build intelligent perceptive
systems.
Fortunately, research has not been idle in this direction. The ideas developed in Computer
Vision for the last decades in areas such as Multiple View Geometry [1] or Optimization,
put together to work into 3D reconstruction algorithms (be it Structure from Motion (SfM),
Simultaneous Location and Mapping (SLAM), or Bundle Adjustment (BA)), seem to be mature
enough to nurture a range of emerging applications that already employ as of today 3DComputer
Vision in the background.
However, while there is a positive trend in the use of 3D reconstruction tools in real ap-
plications, there are also some fundamental limitations regarding reliability and performance
guarantees that may hinder a wider adoption, e.g. in more critical applications involving people’s
safety such as autonomous navigation.
State-of-the-art 3D reconstruction algorithms typically formulate the reconstruction problem
as aMaximum Likelihood Estimation (MLE) instance, which entails solving a high-dimensional
non-convex non-linear optimization problem. In practice, this is done via fast local optimization
methods that pursue the computation of a critical point of theMLEobjective. Thus, having a good
initialization is critical to reach the right critical point: The optimal solution. This bootstrapping
is typically done by splitting the overall reconstruction complexity into intermediate, smaller
subproblems, for which the literature has also given a wide battery of approaches and solutions.
Yet, even for these simpler subproblems we often lack the ability to produce certifiably optimal
solutions due to the different challenges surrounding non-convex optimization. Overall, this has
driven to the current paradigm: The significant advances in 3D Computer Vision have enabled
fast and scalable reconstruction pipelines, yet the lack of guarantees on most of the building
blocks leave us with fundamentally brittle pipelines where small to no control in performance
or guarantees exists.
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One particularly ubiquitous scenario which is (maybe surprisingly) still hard to deal with is
optimizing over 3D poses. A whole bunch of problems in 3D reconstruction, from the simplest
blocks (tracking, odometry, calibration...) to the full reconstruction formulation, deal with the
estimation of poses. Yet the non-convex nature of optimization in the domain of poses in SE(3)
makes that, after decades of research and advances, these problems still remain elusive to
general and scalable algorithms which may guarantee the goodness of the obtained solution in
the optimal sense.
In this thesis, we address a set of fundamental problems whose core difficulty boils down
to precisely optimizing over poses. This includes many geometric 3D registration problems,
covering well-known problems with a long research history such as the Perspective-n-Point
(PnP) problem and generalizations, extrinsic sensor calibration, or even the gold standard for
Structure fromMotion (SfM) pipelines: The relative pose problem from corresponding features.
Likewise, this is also the case for a close relative of SLAM, Pose Graph Optimization (also
commonly known as Motion Averaging in SfM).
The crux of this thesis contribution revolves around the successful characterization and de-
velopment of empirically tight (convex) semidefinite relaxations for many of the aforementioned
core problems of 3D Computer Vision. Building upon these empirically tight relaxations, we are
able to find and certify the globally optimal solution to these problems with algorithms whose
performance ranges as of today from efficient, scalable approaches comparable to fast second-
order local search techniques to polynomial time (worst case). So, to conclude, our research
reveals that an important subset of core problems that has been historically regarded as hard
and thus dealt with mostly in empirical ways, are indeed tractable with optimality guarantees.
We truly hope that these successes will motivate further research in this direction, which may
radically boost the reliability and performance of current 3D perception algorithms, unleashing
the full potential these may have for all kinds of present and future applications.
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Hemos visto cambios en el mundo, a través de la historia y de nuestros propios ojos. El mundo
está cambiando. Pero el mundo, oh amigo mío, el mundo está a punto de cambiar mucho más.
Tecnologías actuales y futuras
Piensa en toda la tecnología involucrada en nuestra vida cotidiana.
Más de cien años de historia de producción industrial en masa respaldan ese automóvil que
conduces a casa.
El siglo pasado también vio el surgimiento de los computadores u ordenadores, sólo superado
por el desarrollo de la computación móvil, y en concreto el teléfono inteligente ("smartphone").
Puedo pensar fácilmente en varias personas que no tienen automóvil. Pero, ¿puedes pensar en
alguien que no tenga su propio teléfono inteligente?
Lo que físicamente podría parecer solo una superficie 2d que ilumina un montón de píxeles se
ha convertido para el ciudadanomedio en una ventana que le permite acceder a unmundo virtual,
Internet, donde las capacidades de comunicación e información son prácticamente ilimitadas.
Si el impacto del teléfono inteligente en nuestra vida diaria es evidente, todavía estamos
avanzando activamente hacia tecnologías aún más impactantes. Considera cada vez que has
usado tu teléfono inteligente hoy, todas las acciones que has realizado con él y toda la información
transferida en el proceso: Comprobar el tiempo, usar su aplicación de mapas favorita para llegar
a un destino, enviar mensajes a sus amigos, su familia, revisar el correo ... Ahora imagina obtener
toda esa información en un abrir y cerrar de ojos. Pero podemos llegar aún más lejos: ¿Quieres
ver en la oscuridad? ¿Quieres compartir la increíble vista del Gran Cañón con tus padres, en
tiempo real, como si estuvieran allí? ¿Necesitas gafas? ¿Quieres algunas notas históricas sobre
ese monumento que estás mirando? Hablando con alguien en un pub concurrido, ¿te gustaría
cancelar el ruido ambiente? Te presento la Realidad Aumentada (ver Fig. 1).
Un éxito más del siglo pasado, los robots han demostrado ser muy valiosos en el entorno
industrial para aliviar el trabajo humano mediante la automatización de tareas pesadas, tal vez
incluso realizando tareas que están fuera del alcance de las personas. También hemos tenido
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Figure 1: Algunos ejemplos del potencial en la Realidad Aumentada. Arriba: la realidad tal como la percibes hoy. Abajo: la real-
idad percibida a través de gafas de Realidad Aumentada. Imágenes tomadas de la URL https://www.oculus.com/blog/inventing-
the-future/.
la oportunidad a estas alturas de ver algunos de estos robots desplegados en casa. Un ejemplo
destacado son las aspiradoras robotizadas, con el objetivo de liberarnos de algunas cargas
domésticas desde 2002 (Fig. 2).
Más inteligente
Ahora, imagina todo ello hecho más inteligente:
Ha sido un día largo, tal vez incluso has decidido compartir una merecida cerveza con tus
compañeros después de la oficina. ¿Qué tal si te sientas en tu coche, te relajas y dejas que te
lleve a casa (en lugar de al revés)?
Pero las tecnologías inteligentes tienen el potencial para tener aún más impacto en nuestra
existencia. Si la evolución ha hecho maravillas a lo largo de millones de años trayendo todas
esas capacidades "mágicas" que cada persona ya tiene para sentir y comunicarse, la realidad
aumentada trae la promesa de enriquecer nuestras capacidades aúnmás y, especialmente, nuestra
experiencia al interactuar con el mundo virtual, al cual accedemos hoy en día principalmente
con nuestros smartphones. ¿Te gustaría saber que viene a continuación? Imagina que todas estas
capacidades "añadidas" a nuestros sentidos que describimos anteriormente aparecen automáti-
camente, según tu contexto, como una extensión natural de tus capacidades y tu voluntad. Te
presentamos la Realidad Aumentada Inteligente, te presentamos al "superhombre". La Realidad
Aumentada Inteligente no consiste solo en poder mostrar elementos virtuales para tus ojos que
mejoren tus sentidos o capacidades, también se trata de percibir y comprender el mundo tal
como lo haces tú para tomar decisiones fundamentadas y ser proactiva en cómo servirte.
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1. INTRODUCCIÓN
Figure 2: iRobot introdujo la serie roomba en 2002. Imagen tomada de https://www.irobot.ie/.
Y ¿qué hay sobre el bastión final de una vida de ciencia ficción? Si la realidad aumentada tiene
el poder de mejorar nuestras capacidades cognitivas, proveyendo información, en la realidad
física la robótica tiene la capacidad de actuar por nosotros, automatizando muchas labores
manuales. Pero podemos ir mucho más allá (Fig. 3): robots para zonas de desastre, drones...
Todos tienen el potencial de realizar importantes tareas, para nosotros. Pero para que un robot
sea tan capaz como un humano, ¿no debería tener capacidades similares?
¿Qué se necesita?
A estas alturas del discurso, espero que el futuro te parezca emocionante y prometedor, a mí
me lo parece. Existen muchos desafíos en numerosas disciplinas y campos que se interponen en
el camino para alcanzar el futuro que esbozamos arriba. Pero si hay algo sorprendente en todo
esto es que hay muchas razones y hechos para pensar que se puede conseguir. Sin embaro, es
sólo la perseverancia, la inversión de una importante cantidad de recursos y, sobre todo, el genio
humano, pueden hacer realidad estos escenarios.
Pero, en un sentido más técnico, ¿qué necesitamos para llegar allí? Como se mencionó ante-
riormente, todas y cada una de estas aplicaciones son multidisciplinares y requieren numerosas
herramientas. Pero aquí queremos llamar nuestra atención sobre una necesidad fundamental
que comparten todas las tecnologías mencionadas: la necesidad de una Percepción Artificial
Inteligente.
El campo de la Inteligencia Artificial está en auge. Pero para que una máquina nos ayude
en nuestra vida diaria (en cualquiera de las formas descritas anteriormente), no solo necesita
ser inteligente, sino también percibir nuestra vida diaria de la misma manera que lo hacemos
xi
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Figure 3: Izquierda: un (hipotético, futuro) robot humanoide (imagen tomada de https://blogs.3ds.com/
northamerica/future-robots-and-ensuring-human-safety/). Derecha: un dron operando en un en-
torno peligroso (imagen tomada de https://newsroom.cisco.com/feature-content?type=webcontent&
articleId=1940944).
nosotros. Tan sólo así, un agente automatizado podrá tener las herramientas para comprender
el entorno lo suficientemente bien como para saber qué se debe hacer y cuándo, de manera
proactiva. Sólo de esa manera, cualquiera de las capacidades anteriores puede convertirse en
parte integral de nuestra vida.
Si algo define las capacidades de un ser humano para interactuar y comprender el entorno,
es (entre otras cosas, por supuesto) su capacidad para percibir la estructura tridimensional del
mundo en el que vivimos.
Por suerte, la madurez alcanzada por muchos de los (ahora clásicos) algoritmos e ideas en
áreas como la Geometría desde Múltiples Vistas ("Multiple View Geometry") u Optimización
proporcionan a día de hoy una serie de herramientas para percepción 3D sobre las cuales ya se
construyen numerosas aplicaciones en la actualidad, y que son la semilla para las capacidades
necesarias en muchas de las tecnologías emergentes mencionadas anteriormente.
Analicemos con mayor detalle estas herramientas fundamentales de percepción 3D.
2 Una herramienta fundamental de la Visión Artificial en 3D (3D
Computer Vision): el "Ajuste de Paquetes" ("Bundle
Adjustment")
De las muchas técnicas que permiten la percepción 3D, el estándar es probablemente la "op-
timización por lotes" ("Batch Optimization"), también conocida como "ajuste de paquetes"
("Bundle Adjustment", BA), "estructura a partir del movimiento" ("Structure from Motion",
SfM) o "localización y mapeo simultáneos" ("Simultaneous Location and Mapping", SLAM).
Existen algunas distinciones clásicas entre estos métodos, pero en la práctica estos límites se
han vuelto menos claros con los avances en los distintos campos. En términos muy generales,
esta técnica intenta encontrar la geometría 3D del mundo circundante, utilizando la informa-
ción proporcionada por un conjunto de sensores (o dispositivo), que puede variar desde una
sola cámara monocular hasta sistemas multicámara más complejos, a menudo acompañados de
sensores de rango o Unidades de Medición Inercial ("IMUs") (ver Fig. 4). Intrínsecamente, el
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2. UNA HERRAMIENTA FUNDAMENTAL DE LA VISIÓN ARTIFICIAL EN 3D (3D COMPUTER VISION): EL "AJUSTE
DE PAQUETES" ("BUNDLE ADJUSTMENT")
Figure 4: Equipo de captura profesional empleado en [2], compuesto por cámaras en escala de grises, RGB e infrarrojas, junto
con Unidades de Medición Inercial (IMU) y un proyector infrarrojo.
problema también implica estimar el movimiento de los sensores y, a menudo, refinar muchos
de los parámetros internos de estos sensores.
Este tipo de técnicas, con los datos adecuados, pueden conducir a resultados sobresalientes
(ver Fig. 5).
En un tono más técnico, los métodos "estado del arte" plantean este problema como una
instancia de Estimación de Máxima Verosimilitud ("Maximum Likelihood Estimation", MLE),
donde asumiendo una cierta distribución de probabilidad para el ruido de los sensores buscamos
un modelo que maximice la probabilidad general de toda la información disponible. Esta es
una formulación muy atractiva de cualquier problema probabilístico desde un punto de vista
teórico, dadas las propiedades y garantías que conlleva la estimación de máxima verosimilitud
(MLE). Más allá de la "elegancia" de este enfoque, esto eventualmente se reduce a resolver un
problema de optimización en el que buscamos los parámetros del modelo que maximizan la
consistencia de todos los datos del sensor disponibles, o de manera equivalente minimizar el
error de las predicciones del modelo respecto a los valores reales observados en nuestro sensores.
Sin embargo, esto en realidad implica una tarea computacional fundamentalmente difícil. Para
entender por qué, primero debemos hacer una revisión rápida de la optimización y sus conceptos
básicos.
2.1 Nociones básicas de optimización
Al resolver un problema mediante optimización, nuestro objetivo es encontrar el valor más bajo
posible para una función en una determinada región o dominio del problema.
Los métodos de optimización que se encuentran típicamente en la visión geométrica por
computador y en "Bundle Adjustment" funcionan de manera iterativa, realizando una búsqueda
local desde un punto inicial con el objetivo de llegar finalmente a un punto crítico (mínimo
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Figure 5: Las técnicas de visión geométrica por computador de última generación junto con los datos proporcionados por
diferentes sensores pueden proporcionar reconstrucciones 3D de muy alta calidad. Arriba: reconstrucción dispersa ("sparse")
mediante SfM basada en imágenes de turismo fotográfico [3]. Enmedio: reconstrucción de alta fidelidad con tecnología
LIDAR [4]. Abajo: reconstrucciones de alta fidelidad realizadas con equipo profesional en Fig. 4 [2].
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local) en la función a optimizar. Si el punto crítico encontrado es el óptimo globalmente, lo
logramos. Estos métodos son notablemente rápidos en la mayoría de los casos de interés, lo cual
es una virtud esencial para la mayoría de las aplicaciones donde la Visión Artificial en 3D es un
componente central.
Si hay un solo punto crítico en todo el dominio, el problema será fundamentalmente fácil, ya
que solo necesitamos seguir iterando en nuestro método hasta que finalmente lleguemos a este
punto crítico. Esto es básicamente lo que define un problema de optimización convexa: tener un
mínimo local (y por tanto global) único.
Pero ¿y si existen múltiples puntos críticos? En este escenario, un método iterativo típico
podría estancarse en los mínimos locales incorrectos, impidiéndonos encontrar la solución
realmente buscada que se encuentra en el mínimo global. Esto es lo que define un problema de
optimización no convexo.
Así, en este escenario, las alternativas más comunes son mantener el mejor mínimo local
encontrado por un método iterativo local (sin más garantías sobre su optimalidad global), o
recurrir amétodos exploratoriosmás complicados (si buscamos garantías de optimalidad global),
como por ejemplo "Branch-and-Bound", que básicamente hace algunos trucos inteligentes para
particionar de forma recursiva el dominio y verificar si una partición puede contener el óptimo
global. Esta última familia de métodos, sin embargo, es intrínsecamente mucho más costosa
computacionalmente que los métodos iterativos locales rápidos y escalables.
2.2 De vuelta al metodo de "Bundle Adjustment" como problema de
optimización
Ahora estamos en condiciones de entender por qué resolver el problema de "Bundle Adjustment"
es un problema tan difícil. El problema de "Bundle Adjustment" es, por definición, un problema
de optimización no lineal, no convexo y de dimensiones enormes. Debido a esto, ningún algo-
ritmo existente puede resolver una instancia del problema de "Bundle Adjustment" común con
garantías de optimalidad global.
Así, en la práctica, en lugar de encontrar la estimación de máxima verosimilitud (MLE),
los métodos prácticos se enfocan en encontrar un punto crítico del problema de optimización
subyacente, con la esperanza de que este punto crítico será de hecho la solución globalmente
óptima, y por lo tanto corresponderá a la estimación demáxima verosimilitud deseable. Esta tarea
ha sido abordada por muchas de las soluciones actualmente existentes mediante la aplicación
de métodos rápidos de optimización numérica de primer o segundo orden, que es un enfoque
atractivo por las muchas ventajas que proporciona junto con técnicas de optimización de última
generación, como velocidad de convergencia rápida en la proximidad de un punto crítico o
escalabilidad en el tamaño del problema aprovechando que el problema es "disperso" ("sparse").
En general, esto ha resultado en un conjunto de herramientas y librerías [5,6] que pueden abordar
el problema de "Bundle Adjustment" de una manera eficiente y escalable, y que funcionan bien




3 Límites de usabilidad para la Visión Artificial en 3D estado del
arte
En medio del fuerte aumento en las aplicaciones relacionadas con la Inteligencia Artificial
(IA), a medida que aumentamos las capacidades de la IA o la automatización habilitada por la
percepción y, por lo tanto, la cantidad de tareas que podemos asignarles, también ha habido una
preocupaciónmotivada por la resiliencia y fiabilidad de estos sistemas. Paramuchas aplicaciones
con reciente éxito (aplicaciones móviles, etc.), los errores pueden provocar una experiencia de
usuario no tan fluida, que finalmente termina con una aplicación no completamente estable y un
cliente no tan satisfecho. Pero para una gran cantidad de aplicaciones de interés que propulsan
este campo, como la conducción autónoma o la robótica, un error del sistema (debido, por
ejemplo, a fallos en un algoritmo) puede incurrir en altos costes que van desde daños a la
propiedad hasta la pérdida de vidas humanas [7]. Por lo tanto, para alcanzar todo el potencial de
estas técnicas, debemos posibilitar la adopción total en estos escenarios críticos proporcionando
un grado adicional de solidez, fiabilidad y comprensión de las técnicas que se utilizan.
En el contexto de la geometría 3D (y por lo tanto en las herramientas de reconstrucción 3D
actuales, como el problema de "Bundle Adjustment"), un punto crítico subóptimo puede estar
arbitrariamente lejos de la solución correcta, por lo que encontrar la solución realmente óptima
a la formulación MLE se convierte en un requisito. Dado que, como vimos, las técnicas de
"Bundle Adjustment" proceden principalmente a través de métodos de optimización iterativos,
obtener una estimación inicial suficientemente buena para comenzar el refinamiento iterativo
subsiguiente es un paso crucial hacia el éxito de toda la reconstrucción 3D. Para este propósito,
la mayoría de los sistemas constan de varios pasos en los que se aprovechan las soluciones a
los subproblemas más simples para construir de forma incremental una estimación inicial que
pueda incorporarse al esquema de refinamiento final.
Se han propuesto numerosas soluciones para estos diversos subproblemas clásicos funda-
mentales en el contexto del problema de "Bundle Adjustment". Desafortunadamente, incluso
estas versiones simplificadas del problema de "Bundle Adjustment" todavía están lejos de ser
triviales. Así, muchos de estos algoritmos de inicialización básicos que tienen como objetivo
asegurar el éxito del ajuste posterior del paquete siguen siendo de naturaleza principalmente
empírica. Esto hace que toda el sistema sea más frágil, en el sentido de que incluso si muchas
de las soluciones actuales funcionan perfectamente en circunstancias favorables, pueden fallar
catastróficamente en un escenario ligeramente menos favorable. En última instancia, este aspecto
empírico de muchas soluciones existentes puede hacer que el régimen de operación fiable de
los algoritmos sea más limitado de lo que nos gustaría. Peor aún, puede haber poca o ninguna
certeza sobre cuál es el régimen seguro de operación.
Solo lentamente se están realizando más investigaciones sobre estos bloques fundamentales
de la Visión Artificial en 3D, arrojando algo de luz sobre cuáles son los límites fundamentales
y qué garantías y fiabilidad podemos obtener de los métodos existentes.
Así que, en conclusión, la fiabilidad es una característica crítica que restringe un uso más
amplio de las herramientas actuales de percepción 3D. Si bien la fiabilidad puede (y debe)
abordarse de varias maneras (por ejemplo, mediante una mayor redundancia de sensores, real-
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Figure 6: Una pose como se presenta en [8]
izando verificaciones adicionales, etc.), se puede ganar mucho mejorando las garantías de los
métodos actuales. Así, en esta tesis, nuestra principal contribución se enmarca en la mejora de
la comprensión y las garantías a la hora de resolver varios subproblemas fundamentales en la
visión por ordenador en 3D.
4 Algunos subproblemas fundamentales en la Visión Artificial en
3D
A continuación, presentaremos dos tipos de problemas que juegan un papel fundamental para
inicializar el problema de "Bundle Adjustment". En esencia, ambos comparten un objetivo
común (y, como veremos más adelante, un desafío): la estimación de movimiento o poses. Pero
primero, ¿qué es una pose?
¿Que es una pose?
Tiene sentido que para comprender la forma tridimensional del mundo, un ingrediente esencial
sea describir dónde están ubicadas las cosas. Para un objeto rígido esto involucra dos parámetros:
su posición y su orientación (o equivalentemente su rotación). La combinación de posición y
orientación se denomina pose de un objeto. Más allá del concepto de alto nivel, en la práctica,
esta descripción debe darse respecto a algún sistema de coordenadas de referencia (de aquí en
adelante, el sistema de coordenadas global).
Dado un sistema de coordenadas global y el sistema de coordenadas local de un objeto (Fig.
6), la pose del objeto respecto al sistema global básicamente describe el sistema de coordenadas
local del objeto en términos de coordenadas globales.
El concepto de pose también subyace a la idea de movimiento, y así se remonta a los
conceptos fundamentales de la mecánica clásica, conectándose con la noción de transformación
de un cuerpo rígido. Por lo tanto, el trabajo y cálculo con poses también es fundamental para
muchas otras disciplinas, como la robótica.
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Problemas geométricos de registro de pose por parejas en 3D ("Geometric 3D
Pairwise Pose-Registration problems")
En los problemas de registro, como en el problema de "Bundle Adjustment", nuestro objetivo es
unificar un conjunto de observaciones de un modelo común de manera coherente. Sin embargo,
en este caso, es común introducir varias simplificaciones que reducen parte de la enorme
complejidad en el problema de "Bundle Adjustment" completo más general. Así, mientras que
en el problema de "BundleAdjustment" es normal trabajar en espacios complejos y significativos,
como puntos 2D en la imagen proyectados desde la cámara, o incluso valores fotométricos en
la imagen, en los problemas de registro se acostumbra trabajar con características geométricas
en 3D y elementos geométricos primitivos (puntos, líneas, planos). También, mientras que en el
problema de "Bundle Adjustment" a menudo optimizamos una gran cantidad de parámetros que
incluyen el modelo 3D del entorno, los parámetros internos del sensor, etc., en los problemas
de registro nos limitamos a estimar la mejor pose para que dos conjuntos de características
geométricas coincidan1, asumiendo que el resto de los parámetros son lo suficientemente buenos
como para que realmente pueda ocurrir un buen ajuste.
A pesar de las simplificaciones anteriores, este tipo de problemas de registro son ubicuos
y subyacen a muchos subproblemas centrales en la visión clásica por computador en 3D,
desempeñando un papel fundamental para iniciar algoritmos más complejos, como el problema
de "Bundle Adjustment". Algunos ejemplos incluyen:
• Calcular la pose absoluta de un sensor visual o de rango con respecto a un modelo
geométrico dado (seguimiento o "tracking").
• Calcular el movimiento relativo de uno de estos sensores entre dos momentos (odometría).
• Calcular la calibración extrínseca (pose relativa) de dos de estos sensores en un equipo
(calibración).
Las características geométricas 3D son omnipresentes cuando se trabaja con el tipo de sensores
anteriores. Por ejemplo, los puntos y líneas 2d en las imágenes de la cámara se retroproyectan
como líneas y planos 3D cuando se considera la geometría proyectiva de la cámara; los sensores
de rango generalmente detectan puntos 3D en los que podemos ajustar planos 3D, que pueden
cruzarse a su vez formando líneas 3D. Por tanto, cualquiera de los problemas anteriores se
puede plantear cuidadosamente como el registro de dos conjuntos de primitivas geométricas 3D
(puntos, líneas, planos).
Optimización de Grafo de Poses ("Pose Graph Optimization")
Como consecuencia de la omnipresencia de los problemas anteriores, muy a menudo nos
encontramos con información redundante sobre elmovimiento relativo o la pose de varios objetos
a lo largo del tiempo (a pares). El uso de toda esta información redundante disponible para estimar
un modelo global único conlleva un problema matemático que involucra solo poses, que ha sido
1En realidad, un problema de registro puede consistir en más de dos conjuntos de características para encajar, pero por simplicidad
restringiremos nuestro discurso aquí al caso base de dos conjuntos.
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durante mucho tiempo objeto de estudio en diversas comunidades: "Optimización de Grafo
de Poses" ("Pose Graph Optimization"), "Promediado del Movimiento" ("Motion Averaging"),
"Sincronización de Poses" ("Pose-Synchronization")... se refieren todos al mismo concepto y
problema subyacente. Tenga en cuenta que mientras que los problemas de registro presentados
anteriormente limitaban significativamente la complejidad del problema al considerar una sola
pose para optimizar, en el problema de "Pose Graph Optimization" podemos tener hasta decenas
de miles de poses para optimizar (o incluso más). Por lo tanto, incluso si el problema de
"Pose Graph Optimization" sigue siendo una fuerte simplificación del problema de "Bundle
Adjustment" o SLAM completo más general, ya se encuentra significativamente más cerca en
términos de escalabilidad y complejidad del dominio.
Un desafío subyacente común: optimizar poses
A pesar de eliminar muchas capas de complejidad con respecto al problema de "Bundle Ad-
justment" completo, incluso en el más simple de los escenarios anteriores, sigue existiendo un
desafío fundamental: Optimizar sobre una pose.
Desde una perspectivamatemática, las poses (o equivalentemente "transformaciones rígidas")
son elementos del grupo Euclideo especial SE(3), uno de los grupos más antiguos y estudiados
en matemáticas (ya mucho antes de que se inventara el concepto de grupo). Por lo tanto, podría
sorprender que lidiar con poses pueda ser aún un desafío en la actualidad, ¡pero lo es!
La razón de esto se remonta a los conceptos básicos de optimización y las dificultades que
implica la no convexidad. El espacio de rotaciones 3D (recuerde que una pose 3D consiste
en una posición y una orientación) es no convexo, y así la optimización de cualquier función
objetivo (por simple que sea) puede presentar múltiples mínimos locales. Por lo tanto, cualquier
problema de optimización general que implique una pose no es convexo y, por lo tanto, no es
trivial de resolver.
Como consecuencia, cualquiera de los problemas considerados anteriormente es en general
difícil de resolver con garantías globales de optimalidad, aunque siempre existen excepciones.
Por ejemplo, existe una solución de forma cerrada basada en una descomposición de valores
propios para el problema de Procrustes entre dos nubes de puntos [9,10]. También para algunos
de estos problemas, podemos encontrar todos los mínimos locales utilizando métodos estado
del arte, pero esta estrategia no escala bien a medida que aumenta la complejidad del problema
y el número de mínimos locales puede explotar.
Hasta el momento de las contribuciones en esta tesis, las pocas soluciones existentes que
se ocupan de la optimización sobre poses de una manera certificable estaban muy lejos del
ámbito de la computación en tiempo real, proporcionando optimización principalmente a través
de técnicas exploratorias (como "Branch-and-Bound") [11, 12].
5 Contribuciones y esquema de esta tesis
En el contexto de los bloques fundamentales de la Visión Artificial 3D antes mencionados, esta
tesis tiene como objetivo caracterizar diferentes subproblemas cuya dificultad central proviene
de la estimación de poses (Sec. 3). Esta tesis contribuye a superar las limitaciones de fiabilidad
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actuales para obtener soluciones óptimas garantizadas dada la naturaleza no convexa de esos
problemas, mediante la exploración de enfoques prácticos para obtener una solución óptima a
los subproblemas geométricos relevantes.
Los aportes de esta tesis se pueden dividir en varios bloques.
5.1 Abordar diferentes tareas de Visión Artificial en 3D como problemas de
registro
En la primera parte de esta tesis, exploramos el potencial de los problemas de registro geométrico
para modelar y abordar algunas tareas típicas de la Visión Artificial en 3D (Sec. 3).
Una de esas tareas es la calibración extrínseca de una cámara monocular y un sensor de
rango láser 2D (o LIDAR), asumiendo una calibración intrínseca ya conocida para ambos.
Debido a la escasa superposición en el tipo de datos percibidos por estas dos modalidades
de sensor, construir la asociación de datos necesaria para realizar la calibración extrínseca no
es sencillo. En nuestro artículo en ICRA15 [13] propusimos un enfoque novedoso que supera
esta limitación aprovechando las limitaciones estructurales presentes en cualquier entorno tipo
"Manhattan" típico de las estructuras creadas por el hombre para establecer correspondencias
entre la retroproyección en 3D de las características extraídas en la imagen de la cámara (planos
y líneas) y las extraídas en el escaneo LIDAR (líneas y puntos), evitando la necesidad de
construir un patrón de calibración específico para la tarea. En nuestro artículo en IROS15 [14]
aportamos una solución de forma cerrada para el caso mínimo del problema de registro anterior,
que básicamente se reduce a una observación completa de un trihedro ortogonal tanto desde la
cámara monocular como desde el sensor de rango láser 2D.
La segunda tarea abordada es la de estimar la orientación de una cámara monocular a partir de
la observación de líneas rectas en (nuevamente) un entorno "Manhattan" creado por el hombre.
En nuestro artículo de revista en JMIV [15], proporcionamos una solución simple y rápida al
problema de registrar tres planos retroproyectados en el sistema de coordenadas de la cámara
a las correspondientes líneas 3D en el mundo cuando estas tienen direcciones ortogonales.
Entonces usamos esta solución para implementar un giroscopio visual (es decir, estimar las
rotaciones relativas de la cámara a partir de las imágenes).
A través de los problemas anteriores, confirmamos las principales afirmaciones en la intro-
ducción de esta tesis (Sec. 3): Los problemas que involucran la estimación de pose son muy
comunes, sin embargo, excepto por algunos problemas específicos donde se pueden implemen-
tar soluciones de forma cerrada, las soluciones óptimas garantizadas para la mayoría de los
problemas más generales e interesantes siguen siendo esquivas. Este punto, sin embargo, lo
abordamos en el siguiente conjunto de contribuciones.
5.2 Optimalidad global en problemas de registro geométrico 3D
En el segundo bloque de esta tesis, revisamos el tema fundamental del registro geométrico 3D y
mostramos que algunos problemas clásicos centrales de la visión 3D por computador que durante
mucho tiempo han sido considerados como globalmente intratables (en tiempo polinomial), son
de hecho resolubles con garantías de optimalidad mediante una adecuada relajación convexa.
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En CVPR17 [16], mostramos que para un problema de registro 3D multimodal bastante
general, que involucra correspondencias de puntos a puntos, líneas y/o planos, es posible obtener
una solución óptima certificable a través de una relajación convexa apropiada que resulta ser
ajustada en virtualmente todos los casos probados.
En CVPR18 [17], abordamos uno de los problemas más clásicos y fundamentales en la
geometría de múltiples vistas, el problema del cálculo de la pose relativa a partir de corre-
spondencias 2D (para cámaras calibradas). Nuevamente, en este caso podemos caracterizar
una relajación convexa del problema que resulta ser ajustada o "tight" en prácticamente todos
los escenarios probados, proporcionando un procedimiento para obtener una solución óptima
certificable en este problema central de la Visión Artificial 3D.
5.3 Optimalidad global en la optimización de grafo de poses
Siguiendo con el tema de la estimación de pose y la dificultad inherente de los problemas
relacionados, en la última parte de esta tesis vamos más allá de los problemas de registro por
pares y nos enfocamos en construir un método óptimo y certificable para el problema de "Pose
Graph Optimization" (Sec. 3). Para ello, en primer lugar, caracterizamos en nuestro artículo en
IROS16 [18] una relajación convexa novedosa a través del Lagrangian dual del problema de
"Pose Graph Optimization" que se vuelve empíricamente ajustado en circunstancias comunes.
Cuando la relajación es ajustada o "tight", esta permite certificar la optimalidad de una solución
candidata al problema de "Pose Graph Optimization". Gracias a un tratamiento más cuidadoso
de la estructura del problema, el algoritmo de certificación resultó en un procedimiento mucho
más limpio y rápido que para el método estado del arte contemporáneo [19].
Sobre la base de esta misma relajación convexa, en nuestro artículo en ICRA17 [20] con-
tribuimos un método unificado que proporciona directamente la solución globalmente óptima
certificable para una instancia del problema de "Pose Graph Optimization" desde la solución a
su problema dual, si es ajustada, o una inicialización empírica competitiva con otras alternativas
de lo contrario en aquellos escenarios extremos donde el problema dual no es ajustado, por
ejemplo cuando los datos se vuelven muy ruidosos.
Por último, en la revista RAL17 [21] combinamos la relajación convexa para el problema
de "Pose Graph Optimization", caracterizada en nuestro trabajo anterior, con avances de última
generación en métodos de optimización numérica en geometría diferencial ("manifolds") para
producir un método de regiones de confianza de segundo orden ("second-order trust-regions
method") rápido y certificable que es capaz de converger globalmente a la solución óptima de
una instancia del problema de "Pose Graph Optimization" cuando su problema dual Lagrangiano
es ajustado.
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7 Contexto y línea temporal
Esta tesis es el resultado de cinco años de trabajo del autor en el grupo de investigaciónMachine
Perception and Intelligent Robotics (MAPIR)2, a partir de octubre de 2013 cuando me incorporé
al grupoMAPIR como asistente de investigación, ya bajo la supervisión del Prof. Javier González
Jiménez. Después de esto, recibí una beca FPU (Formación de Personal Universitario), con este
mismo grupo, soportada por el Ministerio de Educación español, que financió principalmente
esta investigación doctoral. El grupo MAPIR forma parte del departamento de Ingeniería de
Sistemas y Automatización, de la Universidad de Málaga, y tiene una amplia experiencia en
robótica móvil, visión artificial y olfato robótico.
Durante este período, el autor completó el programa de doctorado en Ingeniería Mecatrónica
en el departamento de Ingeniería de Sistemas y Automatización. Al comienzo de este viaje, tuve
la oportunidad de participar en la Escuela Internacional de Verano de Visión Artificial (Inter-
national Computer Vision Summer School, ICVSS), celebrada en Sicilia en 2016, que brindó
una gran oportunidad para jóvenes investigadores y estudiantes de doctorado para reunirse e
interactuar directamente y discutir con líderes mundiales en el campo de la Visión Artificial (y de
hecho he tenido la oportunidad en los años siguientes de seguir encontrándome amuchas de estas
personas una y otra vez, viendo nuestros progresos alineados con el progreso de la disciplina).
Más tarde tuve la oportunidad de participar y presentar nuestro trabajo en múltiples conferencias
internacionales relevantes sobre robótica y Visión Artificial, en Seattle (Estados Unidos), Ham-
burgo (Alemania), Daejeon (Corea del Sur), Singapur (Singapur), Honolulu (Estados Unidos),
Vancouver (Canadá) y Salt Lake City (Estados Unidos) y el taller internacional sobre líneas,
planos y modelos de "Manhattan" para mapeo 3-D (LPM17) celebrado conjuntamente con la
conferencia IROS en Vancouver, 2017.
De marzo de 2017 a junio de 2017, el autor completó una estancia de investigación en el
Computer Vision Group de la Chalmers University of Technology (Gotemburgo, Suecia). De
enero de 2018 a julio de 2018, el autor fue becario de investigación en Oculus (Facebook) en
Redmond (EE. UU.) bajo la supervisión del Dr. Hauke Strasdat, y se incorporó nuevamente
como científico investigador a tiempo completo en noviembre de 2018.
Además, el autor ha sido un revisor activo demanuscritos en prestigiosos congresos y revistas,
incluyendo IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Interna-
tional Journal of Robotics Research (IJRR), IEEE International Conference on Computer Vision
(ICCV), International Conference on Robotics and Automation (ICRA), Pattern Recognition
Letters, IEEE Robotics and Automation Letters (RA-L), IEEE Transactions on Robotics (T-RO),
International Conference on Intelligent Robots and Systems (IROS), Journal of Mathematical
Imaging and Vision (JMIV) o Robotics: Science and Systems (RSS).
Durante el desarrollo de esta tesis, el autor impartió varios cursos como ayudante de cátedra
en la Escuela Superior de Ingeniería Informática y en la Escuela Técnica Superior de Ingeniería




8 Conclusiones y líneas futuras
En esta tesis hemos abordado múltiples problemas (de optimización) fundamentales en la Visión
Artificial en 3D que, a pesar de la madurez relativa del campo, seguían siendo inherentemente
difícil de resolver debido a la naturaleza no convexa de la optimización sobre poses en 3D.
Primero, exploramos y mostramos la ubicuidad de los problemas de registro 3D en múltiples
formas (que implican el registro de diferentes primitivas geométricas), y cómo estos sirven como
el problema central de estimación para resolver diferentes tareas en la Visión Artificial 3D, como
la calibración o la odometría (Sec. II).
Luego, pasamos a la tarea de resolver con garantías de optimización global y eficientemente
algunos de estos problemas de registro 3d genéricos o ubicuos (Sec. III), así como el prob-
lema relacionado o complementario de sincronizar/promediar múltiples poses globales basadas
en observaciones relativas entre ellas (Sec. IV), que surge naturalmente en muchas aplica-
ciones al combinar la salida de múltiples problemas de registro 3D. A pesar de la existencia
de diferentes enfoques o técnicas para resolver problemas de optimización con garantías de
optimización global, por ejemplo técnicas exploratorias como "Branch-and-Bound" (BnB) o
técnicas algebraicas basadas en el cálculo de todos los puntos críticos para la función de coste,
la caracterización de una relajación convexa ajustada muestra ser uno de los enfoques más efec-
tivos y escalables. En particular, las contribuciones de esta tesis mostraron que la resolución de
los "programas semidefinidos" ("Semidefinite Programs", SDP) que surgen de las relajaciones
aplicadas a los distintos problemas estudiados superan a las alternativas basadas en BnB para
la optimización global genérica sobre poses, incluso si se utilizan solo métodos estándar para
resolver estos problemas SDP.
Además, mostramos cómo al aprovechar hábilmente la existencia de estas relajaciones ajus-
tadas o "tight", podemos incluso implementar algoritmos certificables específicos para el prob-
lema [21] que compiten con los métodos iterativos locales estado del arte en términos de
rendimiento y, al mismo tiempo, proporcionan las garantías de optimalidad global que sólo son
posibles a través de la correspondiente relajación convexa ajustada.
Sobre el arte de caracterizar relajaciones ajustadas
Encontrar una relajación convexa ajustada para un problema dado (la pieza clave para la mayoría
de nuestras contribuciones) no es, por supuesto, un trabajo trivial. Cualquier tipo o familia
de problemas no convexos, y en particular cualquier Programa Cuadrático con Restricciones
Cuadráticas (Quadratically Constrained Quadratic Program, QCQP), sigue siendo fundamental-
mente difícil (en jerga informática, "NP-hard") de resolver con garantías de optimalidad global,
hasta que encontremos un enfoque específicamente elaborado que demuestre lo contrario (ya
sea con garantías teóricas o empíricas).
En el enfoque seguido en esta tesis para encontrar relajaciones convexas ajustadas para
algunos de estos problemas, nos apoyamos recurrentemente en el hecho de que diferentes for-
mulaciones equivalentes para un problema de optimización dado pueden conducir a relajaciones
significativamente diferentes, que van desde relajaciones sin valor práctico alguno hasta rela-
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jaciones ajustadas [22]. Si bien este aspecto de los problemas de optimización convierte la
elaboración de relajaciones alternativas en una especie de arte matemático, también es cierto
(y se muestra en esta tesis) que ciertos trucos y métodos funcionan bien sobre una variedad de
problemas, lo que nos permite explorar relajaciones potencialmente útiles de formas más sis-
temáticas. Si tuviéramos que destacar una de estas técnicas de entre las que se aprovechan en esta
tesis, sería sin duda el gran potencial que tiene introducir restricciones adicionales equivalentes
pero independientes al conjunto de restricciones habitual definiendo el dominio del problema.
Esta técnica ha sido fundamental para lograr las relajaciones ajustadas que han resultado todo
un éxito para los problemas de registro 3D abordados (Sec. II).
Sobre el poder de los datos
Otra observación relevante de nuestro trabajo a través de esta tesis es cómo más datos pueden
facilitar los problemas de optimización (sí, los datos no solo son poderosos para el campo del
aprendizaje automático o "Machine Learning"). Más datos, lo que significa un mayor número
de correspondencias en los problemas de registro, o una mayor conectividad en el grafo de los
problemas de sincronización, pueden hacer que estos problemas de optimización sean inher-
entemente más simples. Esto se refleja en el hecho de que las relajaciones más simples de esas
instancias de problemas se vuelven ajustadas y permiten resolver el problema de manera óptima.
Esta es nuestra intuición basándonos en la observación de que, incluso si nuestras relajaciones
propuestas para los problemas de registro 3D se destacan por su capacidad de permanecer
(empíricamente) ajustadas en todos los casos probados, las relajaciones más simples fueron a
menudo suficiente para resolver aquellos casos con una gran cantidad de observaciones o corre-
spondencias. También es la intuición tras el hecho de que para la sincronización de poses, a pesar
de la gran dimensionalidad y la complejidad general del dominio del problema, una relajación
relativamente sencilla del problema resulta ser ajustada en la práctica, sin la necesidad de intro-
ducir técnicas adicionales para fortalecer la relajación, como agregar restricciones adicionales.
Esta intuición se alinea con otros trabajos teóricos y observaciones obtenidas en otros trabajos
contemporáneaos para problemas relacionados como la sincronización de rotaciones [23].
Trabajo futuro
Si hay algo excitante sobre las aportaciones de esta tesis es la cantidad de oportunidades y líneas
de investigación que abre.
En los últimos años se ha visto cómo problemas fundamentales en la Visión Artificial 3D,
cuya resolución imponía hasta ahora una elección entre eficiencia o fiabilidad/garantías, pueden
ser abordados a través de algoritmos que son eficientes y fiables. Sin embargo, creemos que
nuestras contribuciones (y otras contemporáneas) tan sólo se adentran en la superficie de este
campo, y queda la pregunta sobre cuántos problemas fundamentales de la Visión Artificial en
3D podemos abordar de una manera mejor, más eficiente y con garantías de optimalidad. Y
también, ¿cuál puede ser el impacto de estas mejoras si se integran en las librerías estado del




A continuación, proporcionamos una lista no exhaustiva de futuras direcciones de investi-
gación que creemos que están estrechamente conectadas con las contribuciones presentadas en
esta tesis y que podrían conllevar importantes avances en la disciplina.
Certificadores rápidos y algoritmos certificables para más problemas más allá
de PGO
SE-Sync [24] y Cartan-Sync [21] son dos buenos ejemplos del potencial existente en aprovechar
hábilmente las relajaciones convexas ajustadas y fusionarlas con técnicas de optimización locales
eficientes para proporcionar métodos óptimos, rápidos y certificables [25]. En este contexto, la
capacidad de encontrar un certificado de optimalidad, de manera rápida y eficiente, es una pieza
clave.
Mientras que tal certificador ha sido definido para algunos problemas (por ejemplo "Pose
Graph Optimization" [18]), aún queda por encontrar certificadores rápidos similares para otros
problemas para los que hemos hallado una relajación convexa ajustada, por ejemplo para el
registro 3D de puntos a puntos, líneas y planos [16] o el problema de la pose relativa ("Relative
Pose Problem") [17].
Relajaciones convexas ajustadas para problemas más complejos
Como se mencionó anteriormente, encontrar relajaciones ajustadas para problemas fundamen-
tales no convexos en la Visión Artificial en 3D no es una tarea sencilla. En nuestro trabajo,
abordamos problemas relevantes que, a pesar de su relativa simplicidad, aún no eran asequibles
en el sentido de la optimización con garantías globales (a través de relajaciones convexas es-
trechas) mediante los métodos estado del arte.
Queda una miríada de problemas relevantes diferentes, para los que valdría la pena explorar
la viabilidad de caracterizar relajaciones convexas ajustadas que, en caso de existir, podrían
aprovecharse nuevamente para impulsar el estado del arte en métodos con garantías de opti-
malidad global. Estos problemas abarcan desde problemas incrementalmente más complejos,
como por ejemplo el registro 3D de líneas a líneas como una alternativa geométricamente más
significativa que el problema clásico de la pose relativa, basado en costes algebraicos, hasta
escenarios más complejos como el registro 3D de múltiples conjuntos de primitivas (en lugar
del registro por pares que tratamos aquí), y más allá con problemas que se aproximen más al
problema completo de "Bundle Adjustment".
La técnica de la "escalera de Riemann" más allá de PGO
En Cartan-Sync [21] vimos cómo la aplicación del método Burer-Monteiro para producir una
relajación intermedia, aunque no convexa del problema original, eventualmente condujo a la op-
timización en un dominio cercano al original que presentaba elevaciones ("lifts") incrementales
del espacio SE(3), que pasaban a convertirse en una especie de pose generalizada/extendida (el
grupo Cartan presentado en [21]).
A pesar de que la aparición de estas “poses generalizadas” estaba estrechamente conectada
a la estructura de la formulación concreta de la sincronización de poses en Cartan-Sync [21],
xxvi
8. CONCLUSIONES Y LÍNEAS FUTURAS
dado el impacto notable de esta relajación parcial en la convergencia global para el problema
resultante, esto plantea la pregunta de si este “truco”, relajar parcialmente ciertos objetos no
convexos como son las poses, podría aprovecharse de alguna manera fuera del contexto concreto
de la formulación en Cartan-Sync e incorporarse a otros problemas en los que, incluso si no
proporcionara ninguna garantía per se, podría suponer una mejora empírica en la convergencia
y en la reducción de la no convexidad general del problema correspondiente.
Mejores algoritmos de inicialización
En nuestro trabajo, las relajaciones convexas propuestas se han aprovechado principalmente
para la resolución global de los problemas correspondientes, dado que estas relajaciones eran
ajustadas o "tight".
De manera más general, sin embargo, para otros problemas en la literatura de optimización
(como por ejemplo el problema "Max-Cut" [26]) tradicionalmente las relajaciones propuestas no
han sido ajustadas, pero aún así se han aprovechado para producir buenas estimaciones iniciales
a través de diferentes heurísticas. Nosotros mismos propusimos un procedimiento de este tipo
para los casos del problema de "Pose Graph Optimization" cuando la dualidad fuerte no se daba
en [20].
De manera similar, creemos que existe gran potencial en la exploración y explotación de
versiones simplificadas de las relajaciones convexas propuestas. Incluso si no son ajustadas,
estas relajaciones podrían conducir a nuevos algoritmos de inicialización que tuvieran un mejor
equilibrio entre la complejidad y la calidad de inicialización, lo que conduciría a métodos de
optimizaciónmás efectivos (ya que la inicialización es un componente clave de cualquier sistema
en la práctica, como se muestra por ejemplo en Cartan-Sync [21]).
Sobre valores atípicos ("outliers") y métodos robustos
Un caso particular pero relevante de problemasmás complejos aún por tratar es el de las versiones
robustas de los mismos problemas abordados aquí.
El lector familiarizado probablemente habrá notado a estas alturas la ausencia de cualquier
mención a valores atípicos y métodos robustos en esta tesis, que sin duda son aspectos esenciales
para cualquier método del mundo real en la práctica. Esto no es una coincidencia. Como se
dijo al inicio de esta tesis, los problemas aquí abordados se caracterizaron en parte por tener
como único principal desafío la aparición de poses en el dominio de la optimización. Esto
fue intencionadamente, para que pudiéramos enfocar nuestro esfuerzo y análisis en ese único
aspecto fundamental de los problemas geométricos abordados (siguiendo el principio de “divide
y vencerás”).
La construcción de algoritmos certificables es mucho más complicado que simplemente en-
contrar soluciones empíricas. Por lo tanto, aumentar la complejidad del problema subyacente
(manteniendo la certificabilidad y las garantías) generalmente requiere un buen entendimiento
de cada fuente de complejidad por separado. En este sentido, se están realizando muchas investi-
gaciones en el campo más general de la estimación robusta. Esperamos que nuestra contribución
aquí llene un vacío en la comprensión y certificabilidad en el campo comparativamente más
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especializado de la no convexidad en torno a la estimación de poses, que es muy relevante a su
vez para un área tan amplia como la Visión Artificial en 3D.
Creemos firmemente que se puede lograr un avance práctico muy significativo aunando
robustez y certificabilidad en los problemas geométricos fundamentales tratados en esta tesis, y
esperamos ver más investigaciones en esta dirección en el futuro de la disciplina.
Dos metodologías concretas para estimación robusta que pueden beneficiarse de ampliar
nuestras contribuciones aquí son:
1. Combinar nuestra capacidad para resolver la versión no robusta de estos problemas de forma
óptima, con algún método empírico para estimación robusta como la de "no-convexidad
graduada" ("Graduated Non-Convexity") [27,28]. Alguno avances prometedores han ocur-
rido en esta dirección para algunos problemas de forma posterior a las contribuciones de
esta tesis, por ejemplo en [29].
2. Caracterizar relajaciones convexas ajustadas para formulaciones robustas de los problemas
que tratamos aquí, especialmente teniendo en cuenta que paramuchas formulaciones típica-
mente robustas, por ejemplo con "estimadores-M" ("M-estimators"), el problema resultante
aún se puede formular como un problema polinómico [28] (que podría presentar poten-








We have seen world change, both in historical records and by ourselves. World is changing. But
world, oh my friend, world is about to change way more.
Current and future technologies
Think of all the technology involved in our everyday lives.
More than one hundred years of history of industrial mass-production endorse that automobile
you drive home.
Last century also saw the rise of computers, only topped by the development of mobile
computing, and concretely the smartphone. I can easily think of a few people who do not own
a car. But, how easily can you think of anyone who does not have his own smartphone? What
physically might appear as just a 2D surface lighting a bunch of pixels has become for the average
citizen a window that lets you peak into a virtual world, the Internet, where communication and
information capabilities are virtually unlimited.
If the impact of the smartphone in our daily life is apparent, we are still actively moving
towards even more impactful technologies. Consider every time you drew your smartphone
today, all the actions you did with it, and all the information retrieved as a result: Check the
weather, use your favorite maps app to reach a destination, message your friends, your family,
check the mail... Now imagine getting all that information displayed at the blink of an eye. But
we can go even further: Want to see in the dark? Want to share the amazing view of the Grand
Canyon with your parents, in real time, as if they were there? Need prescription glasses? Want
some historic notes on that monument you are looking at? Talking to someone in a busy pub,
would you like to cancel the surrounding noise? Meet Augmented Reality (see Fig. 1).
Onemore hit of past century, robots have proven highly valuable in the industrial environment
at alleviating human labor by automating burdensome tasks, maybe even performing tasks that
are out of reach for a human. We have also had the opportunity at this point to see some of
these robots deployed at home. One prominent example are robot vacuum cleaners, aiming at
releasing you from some household burden since 2002 (Fig. 2).
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Figure 1: Some examples for Augmented Reality potential. Above: Reality as perceived today. Below: Reality as
could be perceived through Augmented Reality glasses. Images taken from https://www.oculus.com/blog/
inventing-the-future/.
Figure 2: iRobot introduced the Roomba series as far back as in 2002. Image taken from https://www.irobot.ie/.
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Figure 3: Left: A (maybe future) humanoid robot (image taken from https://blogs.3ds.com/northamerica/
future-robots-and-ensuring-human-safety/). Right: A drone operating in a challenging scenario (image taken
from https://newsroom.cisco.com/feature-content?type=webcontent&articleId=1940944).
Go smarter
Now, imagine all that made smarter:
It has been a long day, maybe you even decided to share a well-deserved beer with colleagues
after office. What about just seating in your car, relaxing, and letting it drive you home (rather
than the other way around)!
But smart technologies have the potential to be even more impactful in our existence. If
evolution has made wonders through millions of years bringing all those "magical" capabilities
every single person already has to sense and communicate, Augmented Reality brings the
promise to enrich our capabilities and specially our user experience interacting with the virtual
world, which at this time we do mostly via our smartphones. Considering all these potential
extended capabilities, want to know what is next? Imagine all these capabilities we described
above being automatically served to you, based on your context, just as a natural extension
of your capabilities and your will. Meet Intelligent Augmented Reality, meet the superhuman.
Intelligent Augmented Reality is not only about being able to display virtual elements into your
eyes that enhance your senses or capabilities, it is also about perceiving and understanding the
world just as you do in order to take informed decisions and be proactive on how to serve you.
And what about the final bastion of a sci-fi life? If Augmented Reality has the power to
enhance our cognitive capabilities, getting things known, so does robotics in the physical reality,
getting things done. But we can go much beyond (Fig. 3): Robots for disaster areas, drones...
They all have the potential to get things done, for us. In order for a robot to be as capable as a
human, shouldn’t it have, well, similar capabilities?
What does it take?
At this point, I hope the future looks exciting and promising to you, it certainly does to me. A lot
of challenges exist in numerous disciplines and fields that stand in the way to reach the future we
sketched above. But if there is something surprising about it all is that there are many reasons
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and facts to think it can be done. It is only persistence, the investment of an important amount
of resources and, above all, human genius, that may bring these scenarios to become a reality.
But, in a more technical sense, what do we need to get there? As mentioned above, each and
every one of these applications are multidisciplinary and require numerous tools. But here we
want to bring our attention onto a fundamental need all of the technologies above share: The
need for Intelligent Machine Perception.
Artificial Intelligence in on the rise. But for a machine to assist us in our daily life (in any of
the fashions depicted above), it does not take only to be intelligent, but also to perceive our daily
life just the same way we do. Only that way an automated agent may have the tools to understand
the environment sufficiently well so as to know what needs to be done and when, in a proactive
manner. Only that way any of the capabilities above can become part of your life and improve it
in a seamless way.
If something defines the capabilities of a human being to interact and understand the envi-
ronment, it is (among other things of course) its ability to perceive the 3D structure of the world
we live in. This may not be the only human-like quality required by an intelligent agent to be
performant in a real world, but it is for sure one fundamental pillar that enables ourselves to
reason about the environment the way we do.
Luckily, the maturity reached by many of the now classical algorithms and ideas in areas such
as Multiple View Geometry [1] or Optimization provide as of today a toolbox of practical 3D
perception capabilities upon which many current applications are already building higher-level
functionalities, and are for sure the seed for the perception capabilities needed by many of the
emerging technologies referenced above.
Let us look a little bit closer into what do those fundamental 3D perception tools look like.
1 A fundamental tool of 3D Computer Vision: Bundle Adjustment
Of the many enabling techniques for 3D perception, the gold standard is probably Batch Opti-
mization, also commonly referred to as Bundle Adjustment (BA), Structure fromMotion (SfM),
or Simultaneous Location and Mapping (SLAM). There are some classical distinctions between
these, but in practice these boundaries have become blurrier with the advances in these fields.
In very broad terms, this technique attempts to find the 3D geometry of the surrounding world,
using the information provided by a sensor suite (or rig), which may range from a single monoc-
ular camera to more complex multi-camera systems, often accompanied by range sensors or
Inertial Measurement Units (IMUs) (see Fig. 4). The problem intrinsically involves also finding
the motion of the sensor rig, and often refining many of the internal parameters for these sensors.
This kind of techniques, with the right input data, may lead to outstanding results (see Fig.
5).
On a more technical note, state-of-the-art approaches cast this problem as an instance of
Maximum-a-Posteriori (MAP) estimation, where assuming a certain probability distribution for
the sensors’ noise we seek for a model that maximizes the overall likelihood of all the available
information. This formulation is often simplified to Maximum-Likelihood Estimation (MLE),
by assuming an uniform prior on the parameters to estimate.
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Figure 4: Professional capture rig employed in [2], consisting of greyscale, RGB and IR cameras, together with IMU and IR
projector.
This is a very attractive formulation of any probabilistic problem from a theoretical point
of view, given the appealing properties and guarantees that Maximum-Likelihood Estimation
entails. As fancy as the above may sound, this eventually boils down to solving an optimization
problem where we seek for the model parameters that maximize the consistency of all the avail-
able sensor data, or equivalently minimize the error of model predictions wrt the actual observed
values in our sensors. However, this does actually entail a fundamentally hard computational
task. To understand why, we should first do a quick review of optimization and its basics.
1.1 Basic notions of optimization
When solving a problem via optimization, we aim at finding the lowest possible objective or
error in a certain problem region or domain.
The optimization methods typically encountered in Geometric Computer Vision and Bundle
Adjustment work in an iterative manner, doing a local search from an initial point with the
goal of eventually reaching a critical point (local minimum) in the objective to optimize. These
methods work remarkably fast in most cases of interest, which is an essential virtue for most of
the applications where 3D Computer Vision is a core component.
If the critical point found is the globally optimal one, we succeeded.
If there is one single critical point in the entire domain, the problem will be fundamentally
easy as we just need to keep iterating in our method until eventually we reach this critical point.
This is basically what defines a convex optimization problem: Having a single local (and thus
global) minimum.
But what if multiple critical points exist? In this scenario, a typical iterative method might
stagnate in the wrong local minima, preventing us to find the actually seeked solution which lies
at the global minimum. This is what defines a non-convex optimization problem.
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Figure 5: State-of-the-art geometric Computer Vision techniques together with the data provided by different sensors may
provide outstanding 3D reconstructions. Top: SfM sparse reconstruction based on photo tourism images [3]. Middle: High-
fidelity reconstruction with LIDAR technology [4]. Bottom: High-fidelity reconstructions done with professional rig in Fig.
4 [2].
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Aswewill see later through this thesis, there may exist different sources for the non-convexity
of an optimization problem: Namely either the optimization objective, the optimization domain,
or both, may be non-convex, turning the overall problem non-convex as well. This is important
to note, as e.g. domains involving 3D rotations and transformations are non-convex, and this is
one of the critical sources of complexities this thesis revolves around.
Thus, in this scenario, the most common alternatives are either keeping the best local min-
imum found by a local iterative method (with no further guarantees on its global optimality
whatsoever), or resorting to more involved exploratory methods (if we seek global optimality
guarantees), like e.g. Branch-and-Bound, which basically does some clever tricks to recursively
partition the domain and check if a partition may contain the global optimum. This latter family
of methods, however, is intrinsically much more computationally expensive than the fast and
scalable local iterative methods.
1.2 Back to Bundle Adjustment as an optimization problem
Now we are in a position to understand why solving Bundle Adjustment is such as hard prob-
lem. Bundle Adjustment is, by definition, a typically huge-dimensional, non-convex, non-linear
optimization problem. Because of this, no existing algorithm can solve a common Bundle
Adjustment instance with full optimality guarantees.
Thus, in practice, rather than finding the maximum-likelihood estimate, practical methods
focus on finding a critical point of the underlying optimization problem, with the hope that this
critical point will be in fact the globally optimal solution, and thus correspond to the desirable
maximum-likelihood estimate. This task has been addressed by many of the currently existing
solutions via applying fast first- or second-order numerical optimization methods, which is an
attractive approach for the many advantages this provides in conjunction with state-of-the-art
optimization techniques, such as rapid convergence speed in the proximity of a critical point
or scalability in the problem size by leveraging sparsity. Overall, this has resulted in a set of
tools and libraries [5,6] that can address Bundle Adjustment in an efficient and scalable manner,
and which work well under the assumption of starting close to the optimal solution, due to the
iterative nature of these techniques.
2 Limits of usability for state-of-the-art 3D Computer Vision
Amidst the strong surge in AI-related applications, as we increase the capabilities of AI or
perception-enabled automation, and thus the number of tasks we can give to them, there has
been also a motivated concern as to the resilience and reliability of these systems. For many
trending applications (mobile apps, etc.), failure cases may turn into a not-so-smooth user
experience, which ultimately ends up with a moderately-stable-only application and a not-so-
satisfied client. But for a great bunch of field-pushing applications, such as autonomous driving
or robotics, a system failure (due e.g. to an algorithm’s poor performance) may incur in high
costs that range from damage to property to the loss of human lives [7]. Thus, in order to exploit
the full potential of these techniques, we need to enable full adoption in these critical scenarios
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by providing an additional degree of robustness, reliability and understanding in the techniques
under use.
In the context of 3D geometry (and thus in current 3D reconstruction tools such as Bundle
Adjustment), a suboptimal critical point may typically be arbitrarily far from the correct solution,
so finding the actually optimal solution to the MLE formulation turns a necessity. Since, as
we saw, Bundle Adjustment techniques proceed mainly via iterative optimization approaches,
obtaining a sufficiently good initial estimate to bootstrap the subsequent iterative refinement
is a crucial step towards the success of the whole 3D reconstruction. For this purpose, most
pipelines consist of multiple steps where the solutions to simpler subproblems are leveraged to
incrementally build an initial estimate that can be fed into the final refinement scheme.
Numerous solutions have been proposed for these various classical fundamental subproblems
in the context of Bundle Adjustment. Unfortunately, even these stripped down versions of Bundle
Adjustment are still far from trivial. Thus, many of these core initialization algorithms that aim
at securing the success of subsequent Bundle Adjustment remain still remarkably empirical
in nature. This makes the whole pipeline more brittle, in the sense that even if many current
solutions work perfectly in favorable circumstances, they may still fail catastrophically against a
slightly not-so-favorable scenario. Ultimately, this empirical aspect of many existing solutions
may render the scope of reliable operation for the algorithms more limited than we would like.
Worse yet, there may be little to none certainty in which is the secure scope of operation.
Only slowly further research is being done on these fundamental building blocks of 3D Com-
puter Vision, shedding some light onto what are the fundamental limits and what performance
guarantees can we get from existing methods.
So, in conclusion, reliability is a critical feature that restricts a wider use of current 3D
perception tools. Whereas reliability can (and should) be addressed in various ways (e.g. via
higher sensor redundancy, performing additional checks, etc.), there is a lot to gain by improving
the guarantees of currentmethods. Thus, in this thesis, ourmain contribution fall within the scope
of improving the understanding and guarantees when solving several fundamental subproblems
in 3D Computer Vision.
3 Some fundamental subproblems in 3D Computer Vision
Next, we will present two kinds of problems which play a fundamental role in bootstrapping
Bundle Adjustment. At their core both share a common goal (and as we will see later, challenge):
The computation of motion or poses. But first, what is a pose?
What is a pose?
It makes sense that in order to understand the 3D shape of the world, one essential ingredient is
to describe where things are located. For a rigid object this involves two parameters: Its position
and its orientation (or equivalently its rotation). The combination of position and orientation
is called the pose of an object (less often also referred to as attitude). Beyond the high-level
concept, in practice this description needs to be given wrt some reference coordinate system or
frame (from here on the world frame).
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Figure 6: A pose as presented in [8]
Given a reference world frame and an object’s local coordinate system (Fig. 6), the pose of the
object wrt the global frame basically describes the object’s frame in terms of global coordinates.
The concept of pose also underlies the idea of motion, and thus goes back to the fundamental
concepts of classical mechanics, connecting with the notion of transformation of a rigid body.
Thus, working with poses is also core to many other disciplines, such as robotics.
Geometric 3D Pairwise Pose-Registration problems
In registration problems, as in Bundle Adjustment, we aim at bringing together a set of ob-
servations of a common model in a consistent manner. However, in this case, it is common to
introduce various simplifications that strip down part of the huge complexity in the more general
Full Bundle Adjustment. Thus, whereas in Bundle Adjustment it is normal to work in complex
and meaningful spaces, such as 2D points in the projected camera image, or even photometric
values in the image, in registration problems it is customary to work with 3D geometric features
and primitives (points, lines, planes). Also, whereas in Bundle Adjustment we often optimize
over a huge bunch of parameters which include the 3D model of the environment, internal
sensor parameters, etc. in registration problems we constrain ourselves to estimate the best pose
to match two sets of geometric features1, assuming the rest of parameters are good enough so
that a good fit can actually happen.
Despite the simplifications above, this kind of registration problems are ubiquitous and
underlie many core subproblems in classical 3D Computer Vision, playing a fundamental role
to bootstrap more complex algorithms such as Bundle Adjustment. Some examples include:
• Computing the absolute pose of a visual or range sensor with respect to a given geometric
model (tracking).
• Computing the relativemotion of one of these sensors between two timestamps (odometry).
1Actually a registration problem might consist of more than two feature sets to fit, but for simplicity we will restrict our speech here to the
base case of two sets.
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• Computing the extrinsic calibration of two of these sensors in a rig (calibration).
Geometric 3D features are pervasive whenworking with the type of sensors above, e.g. 2D points
and lines in camera images back-project into 3D lines and planes when considering projective
geometry; range sensors typically detect 3D points to which we can fit 3D planes, which may
intersect in turn into 3D lines. Thus, any of the above problems can be carefully cast as the
registration of two sets of 3D geometric primitives (points, lines, planes).
Pose Graph Optimization
As a consequence of the ubiquity of the problems above, very often we find ourselves with
redundant pairwise information regarding the relative motion or pose of various objects through
time. The use of all this available redundant information to estimate a unique global model entails
a mathematical problem involving only poses, which has been for a long time an object of study
in various communities: Pose Graph Optimization, Motion Averaging, Pose-Synchronization...
all refer to the same underlying concept and problem. Note that whereas the registration problems
presented above constrained the problem complexity significantly by considering a single pose
to optimize upon, in the problem of Pose Graph Optimization we may have as many as tens of
thousands of poses to optimize upon (or even more). Thus, even if Pose Graph Optimization is
still a strong simplification of the more general Full Bundle Adjustment or SLAM, it lies already
significantly closer in terms of domain complexity and scalability.
One common underlying challenge: Optimizing over poses
Despite strippingmany layers of complexity with respect to the full Bundle Adjustment problem,
even in the simplest of the scenarios above, there remains a fundamental challenge: Optimizing
over a pose.
From a mathematical perspective, poses (or equivalently rigid transformations) are elements
of the special Euclidean group SE(3), one of the oldest and most studied groups in mathematics
(already long before the concept of group was even invented). It might therefore come as a
surprise that dealing with poses can still be a challenge in the present day, but it is!
The reason for this goes back to the basics of optimization and the difficulties implied by
non-convexity. The space of 3D rotations (remember a 3D pose consists of a position and an
orientation) is non-convex, and thus the optimization of any objective function (however simple
it is) may present multiple local minima. Thus, any general optimization problem involving a
pose is non-convex and thus non-trivial to solve.
As a consequence, any of the problems considered above is in general hard to solvewith global
optimality guarantees, although exceptions always exist. E.g. a closed-form solution based on
an eigenvalue decomposition exists for the Procrustes problem between two point clouds [9,10].
Also for some of these problems we may find all local minima using state-of-the-art approaches,
but this strategy does not scale as the problem complexity increases and the number of local
minima may explode.
Up until the time of the contributions in this thesis, the few existing solutions dealing with
the optimization over poses in a certifiable manner were way far from the realm of real-time
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4. CONTRIBUTIONS AND OUTLINE OF THIS THESIS
performance, providing optimality mainly via exploratory techniques (such as Branch-and-
Bound) [11, 12].
4 Contributions and outline of this thesis
In the context of the aforementioned fundamental blocks of 3D Computer Vision, this thesis
aims at characterizing different subproblems whose core difficulty stems from the estimation
of poses (Sec. 3). This thesis contributes to overcoming the current reliability limitations to
get guaranteed optimal solutions given the non-convex nature of those problems, by exploring
practical approaches to obtain an optimal solution to relevant geometric subproblems.
The contributions of this thesis can be divided into several blocks.
4.1 Addressing different 3D Computer Vision tasks as registration problems
In the first part of this thesis, we explore the potential for geometric registration problems to
model and address some typical tasks in 3D Computer Vision (Sec. 3).
One such task is the extrinsic calibration of a monocular camera and a 2D Laser Rangefinder
(or LIDAR), assuming already known intrinsic calibration for both. Due to the scarce overlap
on the kind of data perceived by these two sensor modalities, building the data association
necessary to perform the extrinsic calibration is not straightforward. In our ICRA15 paper [13]
we proposed a novel approach which overcomes this limitation by leveraging the underlying
structural constraints present in any typical human-made Manhattan-like environment to estab-
lish correspondences between the 3D back-projection of extracted features in the camera image
(planes and lines) and the extracted 3D features visible in the LIDAR scan (lines and points),
circumventing the necessity to build a specific on-purpose calibration pattern for the task. In our
IROS15 paper [14] we contributed a closed-form solution for the minimal case of the registration
problem above, which basically boils down to a complete observation of an orthogonal trihedron
from both the monocular camera and the 2D Laser Rangefinder.
The second tackled task is that of estimating the orientation of a monocular camera from
the observation of straight lines in (again) a human-made Manhattan-like environment. In our
JMIV journal [15], we provide a simple and fast solution to the problem of registering three
back-projected planes in the camera frame to the corresponding 3D lines in the world when
these have orthogonal directions. Then we use this solution to implement a visual gyroscope
(i.e. estimate relative camera rotations from images).
Through the problems above, we confirm the main claims in the introduction of this thesis
(Sec. 3): Problems involving pose estimation are very common, yet except for some specific
problems where closed-form solutions can be deployed, guaranteed optimal solutions to most of
the more general and interesting problems remain ellusive. That, however, we addressed in the
next set of contributions.
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4.2 Global optimality in 3D Geometric Registration problems
In the second block of this thesis, we revisit the fundamental topic of 3D geometric regis-
tration and show that some core classical problems of 3D Computer Vision which have been
long-regarded as globally intractable (in polynomial time), are in fact solvable with optimality
guarantees via an appropriate convex relaxation.
In CVPR17 [16], we show that for a quite general multi-modal 3D registration problem,
involving correspondences from points to points, lines and/or planes, it is possible to get a
certifiably optimal solution via an appropriate convex relaxation which turns out to be tight in
virtually all tested cases.
In CVPR18 [17], we address one of the most classical and fundamental problems in Multiple
View Geometry [1], the Relative Pose problem from corresponding 2D features (for calibrated
cameras). Again, in this case we are able to characterize a convex relaxation of the problem that
turns out to be tight in virtually all tested scenarios, providing a procedure to obtain a certifiable
optimal solution in this core problem of 3D Computer Vision.
4.3 Global optimality in Pose Graph Optimization
Following with the topic of pose estimation and the inherent difficulty of related problems, in
the last part of this thesis we go beyond pair-wise registration problems and focus on building
a certifiably optimal solver for Pose Graph Optimization (Sec. 3). For this purpose, first, we
characterize in our IROS16 paper [18] a novel convex relaxation via the Lagrangian dual of
the Pose Graph Optimization problem which turns empirically tight in common circumstances.
When tight, the proposed convex relaxation allows to certify the optimality of a candidate
solution to the Pose Graph Optimization problem. Thanks to a more careful handling of the
problem structure, the certification algorithm resulted in a much cleaner and faster procedure
than for the contemporary state-of-the-art approach [19].
Building upon this same convex relaxation, in our ICRA17 paper [20] we contributed a
unified approach that directly provides the certifiable globally optimal solution to a Pose Graph
Optimization instance from the solution to its dual problem, if this is tight, or a competing
empirical initialization otherwise in those extreme scenarios where the dual problem is not tight,
e.g. when the data becomes very noisy.
Lastly, in the RAL17 journal [21] we combined the convex relaxation for Pose Graph Op-
timization, characterized in our previous work, with state-of-the-art advances in numerical
optimization methods on manifolds to produce a fast, certifiable second-order trust-regions me-
thod that is able to converge globally to the optimal solution of a Pose Graph Optimization
instance when its Lagrangian dual problem is tight.
5 Publications
The present thesis comprises the following publications and, in some cases, associated source
code and supplementary videos and materials:
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6. FRAMEWORK AND TIMELINE
Journals
• J. Briales and J. Gonzalez-Jimenez, “A Minimal Closed-form Solution for the Perspec-
tive Three Orthogonal Angles (P3oA) Problem: Application To Visual Odometry,”
in Journal of Mathematical Imaging and Vision, vol. 55, no. 3, pp. 266-283, 2015, doi:
10.1007/s10851-015-0620-x. JCR in Computer Vision and Pattern Recognition: Q1,
T1
• J. Briales and J.Gonzalez-Jimenez, “Cartan-Sync:Fast andGlobal SE(d)-Synchronization,”
in IEEE Robotics and Automation Letters (RA-L), vol. 2, no. 4, pp. 2127–2134, 2017, doi:
10.1109/LRA.2017.2718661. Not indexed yet in 2017.
International Conferences
• R.Gomez-Ojeda, J. Briales, E. Fernandez-Moral, and J. Gonzalez-Jimenez, “Extrinsic cal-
ibration of a 2d laser-rangefinder and a camera based on scene corners,” in IEEE Inter-
nationalConference onRobotics andAutomation (ICRA), 2015, doi: 10.1109/ICRA.2015.7139700.
Conference Ranking: A1 (Qualis).
Both first and second authors had the same level of contribution.
• J. Briales and J. Gonzalez-Jimenez, “Aminimal solution for the calibration of a 2D laser-
rangefinder and a camera based on scene corners,” in IEEE/RSJ International Confer-
ence on Intelligent Robots and Systems (IROS), 2015, doi: 10.1109/IROS.2015.7353625.
Conference Ranking: A1 (Qualis), A (ERA).
• J. Briales and J. González-Jiménez, “Fast Global Optimality Verification in 3D SLAM,”
in IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), 2016,
doi: 10.1109/IROS.2016.7759681. Conference Ranking: A1 (Qualis), A (ERA).
• J. Briales and J. González-Jiménez, “Initialization of 3DPoseGraphOptimization using
Lagrangian duality,” in IEEE International Conference on Robotics and Automation
(ICRA), 2017, doi: 10.1109/ICRA.2017.7989600. Conference Ranking: A1 (Qualis).
• J. Briales and J. González-Jiménez, “Convex Global 3D Registration with Lagrangian
Duality,” in IEEE Conference on Computer Vision and Pattern Recognition, 2017, doi:
10.1109/CVPR.2017.595. Conference Ranking: A1 (Qualis), A (ERA).
• J. Briales, L. Kneip, and J. Gonzalez-Jimenez, “A certifiably globally optimal solution
to the non-minimal relative pose problem,” in IEEE Conference on Computer Vision
and Pattern Recognition, 2018, doi: 10.1109/CVPR.2018.00023. Conference Ranking:
A1 (Qualis), A (ERA).
6 Framework and Timeline
This thesis results from five years of work by the author at theMachine Perception and Intelligent
Robotics (MAPIR) research group2, starting on October 2013 when I joined the MAPIR group
2http://mapir.isa.uma.es/
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as a Research Assistant, already under the supervision of Prof. Javier González Jiménez. After
this, I received a FPU grant (Formación de Personal Universitario), with this same group,
supported by the Spanish Ministry of Education, which mainly funded this doctoral research.
The MAPIR group is part of the Department of System Engineering and Automation, at the
University of Málaga, and has extensive experience in Mobile Robotics, Computer Vision and
Robotic Olfaction.
Through this period, the author completed the doctoral program inMechatronics Engineering
at the Department of System Engineering and Automation. In the beginning of this journey, I
got to participate in the International Computer Vision Summer School (ICVSS), held in Sicily
in 2016, which provided a stimulating venue for young researchers and Ph.D. students to meet
and directly interact and discuss with world leaders in the field of Computer Vision (and I have
in fact had the opportunity over the subsequent years to keep meeting many of these folks over
and over, seeing the progress of the field happen with all of us and the push of time). Later
on I got the opportunity to participate and present our work in multiple relevant international
conferences on Robotics and Computer Vision, in Seattle (USA), Hamburg (Germany), Daejeon
(South Korea), Singapore (Singapore), Honolulu (USA), Vancouver (Canada) and Salt Lake
City (USA) and the International Workshop on Lines, Planes and Manhattan Models for 3-D
Mapping (LPM17) celebrated jointly with the IROS conference in Vancouver, 2017.
From March 2017 to June 2017 the author completed a research stay at the Computer Vision
Group at Chalmers University of Technology (Gothenburg, Sweeden). From January 2018 to
July 2018, the author was a research intern at Oculus (Facebook) in Redmond (USA) under
the supervision of Dr. Hauke Strasdat, and he joined again as a Full-Time Research Scientist in
November 2018.
Additionally, the author has been an active reviewer of manuscripts from prestigious confer-
ences and journals, including the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), the International Journal of Robotics Research (IJRR), the IEEE International Con-
ference on Computer Vision (ICCV), the International Conference on Robotics and Automation
(ICRA), the Pattern Recognition Letters, the IEEE Robotics and Automation Letters (RA-L),
the IEEE Transactions on Robotics (T-RO), the International Conference on Intelligent Robots
and Systems (IROS), the Journal of Mathematical Imaging and Vision (JMIV) or the Robotics:
Science and Systems (RSS).
During this thesis work, the author taught several courses as a teaching assistant at theEscuela
Técnica de Ingeniería Informática and the Escuela Técnica Superior de Ingeniería Industrial at
the University of Malaga.
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CHAPTER 1. EXTRINSIC CALIBRATION OF A 2D LASER-RANGEFINDER AND A CAMERA BASED ON SCENE
CORNERS
Extrinsic Calibration of a 2D Laser-Rangefinder and a Camera
based on Scene Corners
Ruben Gomez-Ojeda, Jesus Briales and Javier Gonzalez-Jimenez
Abstract
Robots are often equipped with 2D laser-rangefinders (LRFs) and cameras since they complement well
to each other. In order to correctly combine measurements from both sensors, it is required to know
their relative pose, that is, to solve their extrinsic calibration. In this paper we present a new approach
to such problem which relies on the observations of an orthogonal trihedron which is profusely found
as corners in human-made scenarios. Thus, the method does not require any specific pattern, which
turns the calibration process fast and simpler to perform. The estimated relative pose has proven to
be also very precise since it uses two different types of constraints, line-to-plane and point-to-plane,
as a result of a richer configuration than previous proposals that relies on plane or V-shaped patterns.
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CHAPTER 2. A MINIMAL SOLUTION FOR THE CALIBRATION OF A 2D LASER-RANGEFINDER AND A CAMERA
BASED ON SCENE CORNERS
A minimal solution for the Calibration of a 2D Laser-Rangefinder
and a Camera based on Scene Corners
Jesus Briales and Javier Gonzalez-Jimenez
Abstract
Robots are often equipped with 2D laser-rangefinders (LRFs) and cameras since they complement well
to each other. In order to correctly combine the measurements from both sensors, it is required to know
their relative pose, that is, to solve their extrinsic calibration. In this paper we present a simple, quick
and effective minimal solution for the extrinsic calibration problem. Our approach does not require
any on-purpose calibration pattern: it bases on the observation of an orthogonal trihedron, which is
profusely found as corners in human-made scenarios. The proposal is validated with synthetic and
real experiments, showing better performance than existing alternatives. An implementation of our
approach is made available as open-source software1.
1Code available at http://mapir.isa.uma.es/jbriales
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A minimal closed-form solution for the Perspective Three
orthogonal Angles (P3oA) problem. Application to visual
odometry.
Jesus Briales and Javier Gonzalez-Jimenez
Published in Journal of Mathematical Imaging and Vision (JMIV), 2016.
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©IEEE (Revised layout)
CHAPTER 3. A MINIMAL CLOSED-FORM SOLUTION FOR THE PERSPECTIVE THREE ORTHOGONAL ANGLES
(P3OA) PROBLEM. APPLICATION TO VISUAL ODOMETRY.
A minimal closed-form solution for the Perspective Three
orthogonal Angles (P3oA) problem. Application to visual
odometry.
Jesus Briales and Javier Gonzalez-Jimenez
Abstract
We provide a simple closed-form solution to the Perspective Three orthogonal Angles (P3oA) problem:
given the projection of three orthogonal lines in a calibrated camera, find their 3D directions. Upon this
solution, an algorithm for the estimation of the camera relative rotation between two frames is proposed.
The key idea is to detect triplets of orthogonal lines in a hypothesize-and-test framework and use all
of them to compute the camera rotation in a robust way. This approach is suitable for human-made
environments where numerous groups of orthogonal lines exist. We evaluate the numerical stability
of the P3oA solution and the performance of the odometry algorithm with synthetic and real data,
comparing our results to a state-of-the-art similar approach.
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CHAPTER 1. CONVEX GLOBAL 3D REGISTRATION WITH LAGRANGIAN DUALITY
Convex Global 3D Registration with Lagrangian Duality
Jesus Briales and Javier Gonzalez-Jimenez
Abstract
The registration of 3D models by a Euclidean transformation is a fundamental task at the core of
many application in computer vision. This problem is non-convex due to the presence of rotational
constraints, making traditional local optimization methods prone to getting stuck in local minima. This
paper addresses finding the globally optimal transformation in various 3D registration problems by a
unified formulation that integrates common geometric registration modalities (namely point-to-point,
point-to-line and point-to-plane). This formulation renders the optimization problem independent of
both the number and nature of the correspondences.
The main novelty of our proposal is the introduction of a strengthened Lagrangian dual relaxation for
this problem, which surpasses previous similar approaches [82] in effectiveness. In fact, even though
with no theoretical guarantees, exhaustive empirical evaluation in both synthetic and real experiments
always resulted on a tight relaxation that allowed to recover a guaranteed globally optimal solution by
exploiting duality theory.
Thus, our approach allows for effectively solving the 3D registration with global optimality guarantees
while running at a fraction of the time for the state-of-the-art alternative [83], based on a more
computationally intensive Branch and Bound method.
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CHAPTER 2. A CERTIFIABLY GLOBALLY OPTIMAL SOLUTION
TO THE NON-MINIMAL RELATIVE POSE PROBLEM
A Certifiably Globally Optimal Solution
to the Non-Minimal Relative Pose Problem
Jesus Briales, Laurent Kneip and Javier Gonzalez-Jimenez
Abstract
Finding the relative pose between two calibrated views ranks among the most fundamental geometric
vision problems. It therefore appears as somewhat a surprise that a globally optimal solver that
minimizes a properly defined energy over non-minimal correspondence sets and in the original space
of relative transformations has yet to be discovered. This, notably, is the contribution of the present
paper. We formulate the problem as a Quadratically Constrained Quadratic Program (QCQP), which
can be converted into a Semidefinite Program (SDP) using Shor’s convex relaxation.While a theoretical
proof for the tightness of this relaxation remains open, we prove through exhaustive validation on both
simulated and real experiments that our approach always finds and certifies (a-posteriori) the global
optimum of the cost function.
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CHAPTER 1. FAST GLOBAL OPTIMALITY VERIFICATION IN 3D SLAM
Fast Global Optimality Verification in 3D SLAM
Jesus Briales and Javier Gonzalez-Jimenez
Abstract
Graph-based SLAM has proved to be one of the most effective solutions to the Simultaneous Local-
ization and Mapping problem. This approach relies on nonlinear iterative optimization methods that
in practice perform both accurately and efficiently. However, due to the non-convexity of the problem,
the obtained solutions come with no guarantee of global optimality and may get stuck in local minima.
The application of SLAM to many real-world applications cannot be conceived without additional
control tools that detect possible suboptimalities as soon as possible in order to take corrective action
and avoid catastrophic failure of the entire system.
This paper builds upon the state-of-the-art framework [19] in verification for this problem and intro-
duces a novel superior formulation that leads to a much higher efficiency. While retaining the same
high effectiveness, the verification times of our proposal reduce up to >50x, paving the way for faster
verification in critical real applications or in embedded low-power systems. We support our claims
with extensive experiments with real and simulated data.
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CHAPTER 2. INITIALIZATION OF 3D POSE GRAPH OPTIMIZATION USING LAGRANGIAN DUALITY
Initialization of 3D Pose Graph Optimization using Lagrangian
duality
Jesus Briales and Javier Gonzalez-Jimenez
Abstract
PoseGraphOptimization (PGO) is the de facto choice to solve the trajectory of an agent in Simultaneous
Localization and Mapping (SLAM). The Maximum Likelihood Estimation (MLE) for PGO is a non-
convex problem for which no known technique is able to guarantee a globally optimal solution under
general conditions. In recent years, Lagrangian duality has proved suitable to provide good, frequently
tight relaxations of the hard PGO problem through convex Semidefinite Programming (SDP). In this
work, we build from the state-of-the-art Lagrangian relaxation [111] and contribute a complete recovery
procedure that, given the (tractable) optimal solution of the relaxation, provides either the optimalMLE
solution if the relaxation is tight, or a remarkably good feasible guess if the relaxation is non-tight,
which occurs in specially challenging PGO problems (very noisy observations, low graph connectivity,
etc.). In the latter case, when used for initialization of local iterative methods, our approach outperforms
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CHAPTER 3. CARTAN-SYNC: FAST AND GLOBAL SE(D)-SYNCHRONIZATION
Cartan-Sync: Fast and Global SE(d)-Synchronization
Jesus Briales and Javier Gonzalez-Jimenez
Abstract
This work addresses the fundamental problem of Pose Graph Optimization (PGO), which is pervasive
in the context of SLAM, and widely known as SE(d)-Synchronization in the mathematical community.
Our contribution is twofold. First, we provide a novel, elegant and compact matrix formulation of the
Maximum Likelihood Estimation (MLE) for this problem, drawing interesting connections with the
Connection Laplacian of a graph object. Secondly, even though the MLE problem is non-convex and
computationally intractable in general, we exploit recent advances in convex relaxations of PGO and
Riemannian techniques for low-rank optimization to yield an a-posteriori certifiably globally optimal
algorithm [144] that is also fast and scalable.
This work builds upon a fairly demanding mathematical machinery, but beyond the theoretical basis
presented, we demonstrate its performance through extensive experimentation in common large-scale
SLAM datasets. The proposed framework, Cartan-Sync, is up to one order of magnitude faster that
the state-of-the-art SE-Sync [24] in some important scenarios (e.g. the KITTI dataset).
We make the code for Cartan-Sync available at bitbucket.org/jesusbriales/cartan-sync, along with
some examples and guides for a friendly use by researchers in the field, hoping to promote further







In this thesis we have addressed multiple fundamental (optimization) problems in 3D Computer
Vision which, despite the relative maturity of the field, remained inherently hard to solve due to
the non-convex nature of optimization over 3D poses.
First, we explored and showcased the ubiquity of 3D registration problems in multiple forms
(involving the registration of different geometric primitives), and how these serve as the core
estimation problem for solving different tasks in 3D Computer Vision, such as calibration or
odometry (Sec. II).
Then, we turned onto the task of solving with global optimality guarantees and efficiently
some of these generic or ubiquitous 3D registration problems (Sec. III), as well as the related or
complementary problem of synchronizing/averaging multiple global poses based on relative ob-
servations between them (Sec. IV), which naturally arises in many applications when combining
the output of multiple 3D registration problems. Whereas different approaches or techniques ex-
ist to solve optimization problems with global optimality guarantees, e.g. exploratory techniques
like Branch-and-Bound (BnB) or algebraic techniques based on the computation of all critical
points for the cost function, characterizing a tight convex relaxation stands out as one of the
most effective and scalable approaches. In particular, the contributions in this thesis showed that
solving the Semidefinite Programs (SDP) arising from the exercised relaxations for the different
problems beat alternatives based on BnB for generic global optimization over poses, even if
using just off-the-shelf solvers.
Furthermore,we got to showhowby cleverly leveraging the existence of these tight relaxations
wemay even be able to deploy tailored certifiable algorithms [21] that compete with state-of-the-
art local iterative solvers in terms of performance while still additionally providing the global
optimality guarantees only possible through the corresponding tight convex relaxation.
On the art of characterizing tight relaxations
Finding a tight convex relaxation for a given problem (the key piece for most of our contri-
butions) is, of course, not a trivial job. Any type or family of non-convex problems, and in
particular any Quadratically Constrained Quadratic Program (QCQP), remains fundamentally
41
hard (in Computer Science slang, NP-hard) to solve with global optimality guarantees, until we
find a specifically crafted approach that proves otherwise (either with theoretical or empirical
guarantees).
In the approach followed in this thesis for finding tight convex relaxations to some of these
problems, we consistently relied on the fact that different equivalent formulations for a given
optimization problem can lead to significantly different relaxations, ranging from useless to even
tight [22]. While this aspect of optimization problems turns the crafting of relaxed alternatives
into some kind of mathematical art, it is also true (and showcased in this thesis) that certain
tricks andmethods work well across different problems, enabling us to explore potential valuable
relaxations in more systematic ways. If we had to highlight one such trick from between those
leveraged in this thesis, that would be without any doubt the high potential of introducing
additional equivalent but independent constraints into a problem constraint set. Such trick has
been instrumental in attaining the successful, tight relaxations encountered for the addressed 3D
registration problems (Sec. II).
On the power of data
Yet another relevant observation from our work through this thesis is how more data can make
optimization problems easier (yes, data is not only powerful for Machine Learning). More
data, meaning a larger number of correspondences in registration problems, or higher graph
connectivity in synchronization problems, can make these optimization problems inherently
simpler. This is reflected by the fact that simpler relaxations of those problem instances become
tight and enable to still solve the problem optimally. This is our intuition after the fact that,
even if our proposed relaxations for 3D registration problems stand out for its ability to remain
(empirically) tight in all tested problem instances, simpler relaxations can still often deal with
those problem instances with a large number of observations. It is also the intuition behind the
fact that for Pose Synchronization, despite the large dimensionality and overall complexity of
the problem domain, a relatively straightforward relaxation of the problem turns out to be tight
in practice, without the need to involve any relaxation strengthening tricks like adding additional
constraints. This intuition aligns with other theoretical work and insights done in contemporary
research for close problems like Rotation Synchronization [23].
Future work
If there is something we are most excited about the contributions in this thesis, it is the number
of opportunities and lines of research it opens up.
The last few years have seen how many fundamental problems in 3D Computer Vision,
whose resolution imposed so far a choice between efficiency or reliability/guarantees, might be
actually amenable via algorithms that are both efficient and reliable. Yet, we feel our (and other
contemporary) contributions have just scratched the surface of it, and there remains the research
question as to how many fundamental problems of 3D Computer Vision we can tackle in better,
more efficient and guaranteed ways. And also, what can be the impact of such improvements if
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these make their way to the core of the state-of-the-art toolboxes that support the emerging field
of 3D Machine Perception in industry and applications?
Next we provide a non-comprehensive list of future directions of research that we feel are
tightly connected with the contributions presented in this thesis, and that might hold potential
breakthroughs for the field.
Fast certifiers and certifiable algorithms for more problems beyond PGO
SE-Sync [24] andCartan-Sync [21] are two good examples of the potential for cleverly leveraging
tight convex relaxations and fusing these with efficient, local optimization frameworks to provide
fast and certifiably optimal solvers [25]. In this context, the ability to compute an optimality
certificate, fast and efficiently, is a key piece for the whole fast, certifiable paradigm.
Whereas such an efficient optimality certifier has been found for some problems (e.g. for
Pose Graph Optimization [18]), it still remains to find similar fast optimality certifiers for other
problems for which we characterized a tight convex relaxation, e.g. 3D registration of points to
points, lines and planes [16] or the Relative Pose problem [17].
Tight convex relaxations for more complex problems
As mentioned earlier, finding tight relaxations for fundamental non-convex problems in 3D
Computer Vision is not a straighforward task. In our research, we took upon relevant problems
which despite their relative simplicity were still non-manageable in the globally optimal sense
(via tight convex relaxations) by state-of-the-art methods.
There remains a myriad of different relevant problems, for which it would be worth to
explore the viability of characterizing tight convex relaxations that, in case of existing, might
again be leveraged to push the state-of-the-art in solvers with guarantees. These problems
span from incrementally more complex problems, like e.g. 3D lines-to-lines registration as a
more geometrically meaningful alternative to the algebraic cost of the calibrated Relative Pose
problem, to more complex scenarios like 3D registration of multiple sets of primitives (rather
than pair-wise registration we dealt with here), and all the way up to closer approximations of
the full, gold Bundle Adjustment problem.
The Riemannian staircase trick beyond PGO
In Cartan-Sync [21] we saw how the application of the Burer-Monteiro approach to produce an
intermediate, yet non-convex relaxation of the original problem eventually led to optimizing on
a close sibling of the original domain which featured incremental lifts of the SE(3) space into
some kind of generalized/extended pose (the Cartan group featured in [21]).
Even though the appearance of these “lifted poses” was tightly connected to the concrete
structure of the concrete formulation of Pose Synchronization in Cartan-Sync [21], given the
remarkable impact of this partial relaxation on the global convergence capabilities for the
resulting problem, we cannot but wonder if this “trick”, partially lifting certain non-convex
objects like poses, could be leveraged somehow outside the concrete structure of the Cartan-Sync
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formulation and baked in into other problems where, even if it would not provide any guarantees
per se, it could suppose an empirical improvement in practice on convergence capabilities and
in reducing the overall non-convexity of the corresponding problem.
Better initialization algorithms
In our work, the proposed convex relaxations have been exploited mainly towards the global
resolution of the corresponding problems, given the tightness of these relaxations.
More generally, though, for other problems in the optimization literature (a gold standard
example being the Max-Cut problem [26]) proposed relaxations have traditionally not been tight
but still leveraged for producing good initial estimates via different heuristics. We proposed such
a procedure ourselves for Pose Graph Optimization cases where strong duality would not hold
in [20].
In a similar fashion, we think there is potential in exploring and exploiting simplified versions
of the proposed convex relaxations. Even if not tight, these might still lead to novel initialization
algorithms which had a better trade-off between complexity and initialization quality, thus
leading to more effective optimization pipelines (as initialization is a key component of any
practical solver, as motivated e.g. in Cartan-Sync [21]).
On outliers and robust methods
A particular yet relevant case of more complex problems yet-to-be-dealt-with is that of robust
versions of the same problems tackled here.
The acquainted reader might have probably noticed at this point the absence of anymention to
outliers and robust methods, which are undoubtedly essential aspects to any real-world method
in practice, when exploring convex relaxations in Parts III and IV. This is not coincidental. As
stated at the beginning of this thesis, the problems addressed here were characterized in part for
having as its main challenge the appearance of poses in the optimization domain, only. This was
intentionally so, so that we could focus our effort and analysis on that single fundamental aspect
(“divide and rule”) of the addressed geometric problems.
Building certifiable algorithms is significantly more involved than just finding empirical solu-
tions. Thus, increasing in the complexity of the underlying problem (while keeping certifiability
and guarantees) typically requires a good understanding of each source of complexity on its own.
In this sense, much research is being done in the more general field of robust estimation. It is our
hope that our contribution here fills a gap of understanding and certifiability in the comparatively
more specialized field of non-convexity around pose estimation, which is yet vastly important
for a general enough topic such as 3D Computer Vision.
It is our firm belief that very valuable progress can be done in joining robustness and
certifiability in the fundamental geometric problems treated in this thesis, and we expect to see
further research in this direction by follow-up works.
Two concrete robust methodologies which may benefit from or extend our contributions here
are:
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1. Combine our ability to solve the non-robust version of these problems optimally, with some
empirical framework for robust estimation like Graduated Non-Convexity [27, 28]. Some
promising work has been done in this direction for some problems after the contributions
of this thesis, e.g. in [29].
2. Characterize tight convex relaxations for robust formulations of the problems we dealt with
here, specially since for many typically robust formulations, e.g. with M-estimators, the
resulting problem can be still formulated as a polynomial problem [28] (which might again
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