In [1] , Aldous constructed a growth process for the binary tree where clusters freeze as soon as they become infinite. It was pointed out by Benjamini and Schramm that such a process does not exist for the square lattice.
Introduction and statement of the main result
Let S denote the square lattice. The vertices of this lattice are the elements of Z 2 , and each vertex v has an edge to each of the four vertices v + (i, j), |i| + |j| = 1. Let E denote the set of edges of S. The norm |v| of a vertex v = (v 1 , v 2 ) is defined as max(|v 1 |, |v 2 |), and the distance between two vertices v and w is defined as |v − w|. The diameter of a set W ⊂ Z 2 is defined as sup{|v − w| : v, w ∈ W }. By the diameter of a subgraph G of the square lattice, we mean the diameter of the set of vertices of G.
To each edge e ∈ E we assign a value τ e , where the τ e , e ∈ E are independent random variables, uniformly distributed on the interval (0, 1). At time 0 all edges are closed. If each edge e became open at time τ e (and remained open after that time), the configuration of open and closed edges at time t would simply be a typical configuration for an ordinary percolation model with parameter t. In particular, the open cluster of a given vertex, say 0, would initially consist of 0 only, remain finite up to some (random) time t > 1/2, and eventually (at time 1) be the entire lattice.
However, in the process we study, each open cluster 'freezes' as soon as it has diameter larger than or equal to N, the parameter of the process. Here 'freezes' means that the external edges of the cluster remain closed forever.
In other words, in this process initially all edges are closed, and an edge e becomes open at time τ e , unless at least one endpoint of e already belongs to an open cluster with diameter ≥ N (in which case e remains closed forever).
We Motivation comes from a paper by Aldous [1] , who introduced (as an 'interpretation' of ideas concerning gel formation in [6] ) a growth process with similar rules as above, but where clusters freeze as soon as they become infinite. We will refer to that model as the ∞-parameter frozen model. Aldous made a rigorous construction of such a process for the binary tree (and proved several interesting properties). However, Benjamini and Schramm ((1999) , private communication via D. Aldous) showed that such a process does not exist for the square lattice (see the discussion in [3] , Section 3).
It follows from standard arguments that for each finite N, the N-parameter frozen percolation model on S (and, more generally, on Z d ) does exist. (See Sections 4.1 and 4.2 in [4] , where also some exact computations for d = 1 are shown). It is natural to ask if the above mentioned non-existence result for the ∞-parameter model on S is, in some sense, reflected in the asymptotic behaviour of the N-parameter system as N → ∞. In particular, the follow-ing questions arise, where we use the notation C (N ) for the open cluster of the origin at time 1 in the N-parameter model, and where a cluster is called a giant cluster if its diameter is at least N.
• (1.) Do, eventually, the giant clusters cover the entire lattice? More precisely,
• (2.) Do, eventually, the giant clusters cover a neglible portion of the lattice? More precisely,
• (3.) If the answer to question (1) is negative, what can be said, for large N, about the diameters of the non-giant clusters?
Note that if the final cluster of 0 has diameter k, there is a vertex at distance ≤ k + 1 from 0 which belongs to a giant cluster. Hence, if the answer to question (2) is positive, then, for every k, the probability that C (N ) has diameter k goes to 0 as N → ∞. Theorem 1.1, below, gives a negative answer to question (1) and a partial answer to question (3) . The proof is given in the next section. 2 Proof of Theorem 1.1
Deviating somewhat from the standard percolation notation, we define (for a positive even integer k) B(k) as the box [−k/2, k/2] 2 in the square lattice. Let, as before, N denote the parameter in the frozen percolation process. Let 0 < a < b < 1 be given, and choose c ∈ (a, b). Next, take l such that
By the first inequality in (1) we can choose 0 < ε < 1 so small that also
(Later we possibly make ε even smaller to satisfy additional conditions). Let R be the rectangular box of length (l + (b − c)/2)N and width εN of which the west side is a central subsegment of the east side of B(cN). Let Λ be the union of B(bN) and R. So Λ is a bN × bN square from which a lN × εN rectangle sticks out to the right (see Figure 1) . Further, let Λ ′ be the set of all points at distance ≤ εN from Λ. So Λ ′ is the disjoint union of B((b + 2ε)N) and a rectangle of width 3εN and length lN. Let R ′ be the leftmost part of length 4εN of that rectangle.
Finally, let L 1 (respectively, L 2 ) be the rectangle of which the south (resp. north) side is the rightmost segment of length εN of the north (resp. south) side of B(cN), and the north (resp. south) side is a part of the boundary of Λ ′ . The first part of the proof of the theorem is a deterministic Lemma. Call an edge e t-open if τ e < t. A path, or more generally a set of edges, is called t-open if every edge of that set is t-open. The terminology t-closed is defined in a completely similar way. • (ii) ∃ 
-closed dual circuit in the annulus B(cN) \ B(aN).
• (iii) ∃ a 1 2 -closed dual circuit π in the annulus Λ ′ \ Λ.
• (iv) ∃ -closed dual paths π 1 and π 2 in L 1 , respectively L 2 , 'connecting' γ and π.
• (v) ∃ a 1 2 -open path in R from the right side of R to γ.
• (vi) There is no τ -open horizontal crossing of the area of R
′ bounded by the two segments of π. To complete the proof of Theorem 1.1, we will show that there exists a τ ∈ (0, 1/2) for which the probability that there is a circuit γ in the annulus B(bN)\B(cN) and a dual circuit π in the annulus Λ ′ \Λ such that each of the events (i) -(vi) in Lemma 2.1 holds is bounded away from 0 as N → ∞. From now on, E (i) , E (ii) and E (iii) will denote the event described in (i), respectively (ii) and (iii), in Lemma 2.1. Moreover, for a given (deterministic) circuits γ in the annulus B(bN) \ B(cN) and a given dual circuit π in the annulus Λ ′ \ Λ, we define the following events:
is the event that π is the widest 1/2-closed dual circuit in Λ ′ \ Λ; E (iv) (γ, π) is the event that (iv) holds; E (v) (γ) is the event that (v) holds; E (vi) (π) is the event that (vi) holds. Further, C (i) , C (ii) etc. will denote strictly positive constants that may depend on a, b, c, and ε, but not on N.
Now, let α (= α(N)) denote the probability that there is a 1/2-open horizontal crossing of the rectangle R. Note that, by the well-known RSW results in percolation (see e.g. [5] , Section 11.7), α(N) is bounded away from 0 as N → ∞. Let τ (= τ (N)) be such that
Note that for all sufficiently large N such a τ exists, is unique and smaller than 1/2, because the probability that there is a t-open horizontal crossing of R ′ is obviously continuous and strictly increasing in t, is 0 for t = 0, and at least α for t = 1/2. Now, again by RSW, there is a strictly increasing function f : [0, 1] → [0, 1] (which depends only on b, c, and ε, but not on N or t) such that f (0) = 0, f (1) = 1 and
By this, the definition of E (i) , and (3), there is a positive constant C (i) such that for all sufficiently large N
Also by RSW, there is a positive constant C (iii) such that for all sufficiently large N
Now, for given γ and π, we condition on the event E (i) (γ) ∩ E (iii) (π) defined above.
Note that the event E (ii) is independent of this event and (by RSW) has, for all sufficiently large N, probability larger than some positive constant C (ii) . Also note that, again by RSW, the conditional probability of E (iv) (γ, π) is (for all sufficiently large N) bounded from below by some positive constant C (iv) . Further, E (v) (γ) is independent of the event we condition on, and clearly (by the definition of α), has conditional probability ≥ α. It is also clear that E (vi) (π) is independent of the event we condition on, and that (using the choice of τ ), for all sufficiently large N, its complement has probability at most α/2. Finally, it is easy to see that the events E (ii) , E (iv) (γ, π), and E (v) (γ) ∩ E (vi) (π) are conditionally independent.
Combining the above facts with Lemma 2.1 we get that the probability that the final cluster of 0 in the N-parameter frozen percolation process has diameter ∈ [aN, bN] is larger than or equal to γ,π P (E (i) (γ) ∩ E (iii) (π)) C (ii) C (iv) P (E (v) (γ) ∩ E (vi) (π)).
Since, by the choice of α and by (3),
the summation (6) is larger than or equal to
which by (4) and (5) is larger than or equal to
This completes the proof of Theorem 1.1.
