We study the generic rank of 3-tensors using results from matrices and algebraic geometry. We state a conjecture about the exact values of the generic rank of 3-tensors over the complex numbers. We also discuss generic ranks over the real numbers.
Introduction
The subject of tensors, their rank and the approximation of tensors by low rank tensors became recently a very active area of pure and applied mathematics. See for example [1, 3, 4, 5, 6, 7, 8, 11, 14, 15, 16, 17, 19, 20] and references therein. Two dimensional tensors, which are identified as matrices, are well understood theoretically and numerically. Tensors of dimension greater than two, are much more complicated theoretically and numerically than matrices. Basically, matrices are strongly connected to linear operators, while tensors are strongly connected to the study of polynomial equations in several variables, which are best dealt with with the tools of algebraic geometry. Indeed, there is a vast literature in algebraic geometry discussing tensors. Unfortunately, it is unaccessible to most researchers in applied and numerical analysis.
The object of this paper is to give a basic introduction to one of the most interesting topics: the rank of 3-tensors. The novelle results of this paper are obtained by using results on matrices and basic results of algebraic geometry on polynomial equations. The study of tensors over the real numbers is closely related to semialgebraic geometry. We briefly discuss the real case in the end of the paper. This paper is written for the audience who has the knowledge of matrix theory and was only occasionally exposed to the study of polynomial maps in several complex variables. This paper is an expanded version of the talk I gave in Workshop on Algorithms for Modern Massive Data Sets, sponsored by Computer Forum of the Stanford Computer Science Department, NSF and Yahoo! Research, June 21-24, 2006, [8] .
We now survey briefly the contents of this paper. §2 deals with the basic notions of the tensor product of three vector spaces over F = R, C, 3-tensors and their rank. Theorem 2.4 gives a simple and useful characterization of the rank of a given tensor over any field F, in terms of the minimal dimension of a subspace spanned by rank one matrices, containing a given subspace L of F m×n . §3 introduces the notion of the generic rank in C l×m×n , denoted by grank(l, m, n). (grank(l, m, n) is a symmetric function in l, m, n.) §4 introduces the notion of the maximal rank in C l×m×n , denoted by mrank(l, m, n). §5 gives known values for grank(l, m, n) and states the conjectured values of grank(l, m, n) in the range 3 ≤ l ≤ m ≤ n ≤ (m − 1)(n − 1) − 1. §6 shows how to apply some results on matrices to obtain bounds on grank(l, m, n) and mrank(l, m, n). §7 discusses the notion of generic ranks of real tensors R l×m×n . In this case one has a finite number of generic ranks. The minimal generic rank has value grank(l, m, n). We give an infinite example of the form l = m, n = (m − 1) 2 + 1 where the maximal generic rank is bigger than grank(m, m, (m − 1) 2 + 1).
Basic notions and preliminary results
In this section we let F be any field. Usually we denote by a bold capital letter a finite dimensional vector space U over F, unless stated otherwise. A vector u ∈ U is denoted by a bold face lower case letter. A matrix A ∈ F m×n denoted by a capital letter A, and we let either A = [a ij ] m×n i=j=1 or simply A = [a ij ]. A 3-tensor array T ∈ F l×m×n , which will be denoted by a capital calligraphic letter. So either T = [t ijk ] l,m,n i=j=k=1 or simply T = [t ijk ]. Let U 1 , U 2 , U 3 be three vectors spaces. Let m i := dim U i be the dimension of the vector space U i . Let u 1,i , . . . , u m i ,i be a basis of U i for i = 1, 2, 3. Then U := U 1 ⊗ U 2 ⊗ U 3 is the tensor product of U 1 , U 2 , U 3 . U is a vector space of dimension m 1 m 2 m 3 , and u i 1 ,1 ⊗ u i 2 ,2 ⊗ u i 3 ,3 , i j = 1, . . . , m j , j = 1, 2, 3, (2.1)
is a basis of U. For any permutation σ : {1, 2, 3} → {1, 2, 3} the tensor product U σ(1) ⊗ U σ(2) ⊗ U σ(3) is isomorphic to U. Hence it will be convenient to assume that
unless stated otherwise. A 3-tensor is a vector in U. We will call 3-tensor a tensor, and denote it by a Greek letter. A tensor τ has the representation
in the basis (2.1). If the basis (2.1) is fixed then τ is identified with T = [t i 1 i 2 i 3 ] ∈ F m 1 ×m 2 ×m 3 .
Recall that x 1 ⊗ x 2 ⊗ x 3 , were x i ∈ U i , i = 1, 2, 3, is called a rank one tensor, or an indecomposable tensor. (Usually one assumes that all x i = 0. Otherwise 0 = x 1 ⊗ x 2 ⊗ x 3 is called a rank zero tensor.) (2.3) is a decomposition of τ as a sum of at most m 1 m 2 m 3 rank one tensors, as
A decomposition of τ = 0 to a sum of rank one tensor is given by
The minimal k for which the above equality holds is called the rank of the tensor τ . It is completely analogous to the rank of matrix A = [a i 1 i 2 ] ∈ F m 1 ×m 2 , which can be identified with 2-tensor in
It is well known that, unlike in the case of matrices, the rank of a tensor may depend on the ground field F. In particular, by considering the algebraic closed field C versus R, one may decrease the rank of the real valued tensor τ .
For j ∈ {1, 2, 3} denote by j c := {p, q} = {1, 2, 3}\{j}, where
The rank j τ is the rank of the operator τ (j). Equivalently, let 
Then rank j τ = rank A(j). Associating a matrix A(j) with the 3-tensors is called unfolding τ in direction j. The following proposition is straightforward.
mp,mq ip=iq=1 ∈ F mp×mq , i j = 1, . . . , m j . Then rank j τ is the dimension of subspace of m p × m q matrices spanned by T 1,j , . . . , T m j ,j .
The following result is well known.
Proof. We first show that r 3 ≤ rank τ . Since u i 1 ,1 ⊗ u i 2 ,2 ∈ U {1,2} it follows that the decomposition (2.3) is a decomposition of τ 3 to a sum of rank one linear operators from U {1,2} to U 3 . Hence r 3 ≤ rank τ . Let j ∈ {1, 2, 3}, j c = {p, q}. Recall that U is isomorphic to
Let v 1,j , . . . , v 1,r j be the basis of
Since z l ∈ X p ⊗ X q , it follows that each z l is at most a sum of R 2 rank one tensors in X p ⊗ X q . Hence τ is a sum of at most R 1 R 2 rank one tensors in
The following proposition is obtained straightforward: The following result is a very useful characterization of the rank of 3-tensor, which seems to be new.
mp,mq ip=iq=1 ∈ F mp×mq , i j = 1, . . . , m j . Then rank τ is the minimal dimension of a subspace of m p ×m q matrices spanned by rank one matrices, which contains the subspace spanned by T 1,j , . . . , T m j ,j .
Proof. It is enough to prove the Proposition for the case j = 3. Proposition 2.2 and its proof yields that it is enough to consider the case where r 3 = m 3 , i.e. T 1,3 , . . . , T m 3 ,3 are linearly independent. Let r be the dimension of the minimal subspace of m 1 × m 2 matrices spanned by rank one matrices, which contains the subspace spanned by T 1,3 , . . . , T m 3 ,3 .
Suppose that equality (2.4) holds. Since r 3 = m 3 it follows that z 1 , . . . , z k span U 3 . Without loss of generality we may assume that z 1 , . . . , z m 3 form a basis in U 3 . For each l > m 3 rewrite each z l as al linear combination of z 1 , . . . , z m 3 . Thus
In particular, the subspace spanned by T 1,3 , . . . , T m 3 ,3 is contained in the subspace spanned by k rank one matrices x 1 y ⊤ 1 , . . . , x k y ⊤ k . Therefore r ≤ k and r ≤ rank τ . Assume now that there exist
Hence k ≥ rank τ . So rank τ = r. 2
Generic rank
From this section and on F is either the field of complex numbers C or the field of real numbers R. We now recall well known result from basic algebraic geometry which will be needed here. Denote by F[x], the algebra of polynomials in n variables x = (x 1 , . . . , x n ) ⊤ with the coefficients in F. V ⊆ F n is a called an algebraic variety, or simply variety if there exists a finite number of polynomials
. . , N , such that V is the zero set of these polynomials, i.e. V = {x : 
This decomposition of V is unique up to a permutation of factors. If M ≥ 2 then V is called a reducible variety, and V 1 , . . . , V M are called the irreducible components of V . Assume that V is an irreducible variety. Then there exist a strict subvariety Sing V V , such that V \Sing V is a manifold of dimension d and at each point x ∈ Sing V , V is not a manifold. Sing V is the subvariety of singular points in V . Equivalently, there exists p 1 , . . . , p N ∈ F[x], x ∈ F n such that V is the zero set of p 1 , . . . , p N and has the following properties. Let p := (p 1 , . . . , p N ) :
where V ⊆ F n is a variety and W V is a strict subvariety of V . The dimension of U , denoted by dim U is defined to be the dimension of V . U is called an irreducible quasi-variety, if V is an irreducible variety.
Since
There is fundamental difference between the real varieties and complex varieties, i.e. V ⊆ R n or V ⊆ C n . In a way, the theory of complex varieties is simpler than the theory of complex varieties. In all sections except the last one we will deal with F = C, i.e. complex varieties.
Let V ⊆ C n be an irreducible complex variety of dimension d. Then a point x ∈ V is called a generic point if there exists a strict subvariety W of V such that x ∈ V \W . (The strict subvariety W will be usually well defined in the context of the specific problem discussed.) One can view a generic point of x as a point chosen at random. Recall that V \Sing V is a connected manifold. Let f :
In particular we need the following result.
Let
, and a vector y ∈ C m 1 m 2 m 3 with
1) is viewed as a block matrix, where
be the standard bases in C m j for j = 1, 2, 3. Then
So the p−th column of A 1 (x 2 , x 3 ) is the tensor e p,1 ⊗x 2 ⊗x 3 . Similar statements holds for A 2 (x 1 , x 3 ) and A 3 (x 1 , x 2 ).
Equality holds for any x i = 0 for i = 1, 2, 3.
be defined as in (3.1). Note that
That is, the columns of
Hence the inequality (3.3) holds.
. Then in J(f )(e 1,1 , e 1,2 , e 1,3 ) the column e 1,1 ⊗e 1,2 ⊗e 1,3 appears three times. After deleting two columns e 1,1 ⊗e 1,2 ⊗e 1,3 , we obtain m 1 +m 2 +m 2 −2 linearly independent columns, i.e. rank J(f )(e 1,1 , e 1,2 , e 1,3 ) = m 1 + m 2 + m 3 − 2. If x 1 , x 2 , x 3 = 0, then each x i can be extended to a basis in C m i . Hence equality holds in (3.3).
2
The inequality (3.3) can be also deduced from the simple observation that x 1 ⊗ x 2 ⊗ x 3 have only m 1 + m 2 + m 3 − 2 free parameters. Indeed, let PC n be the set of all complex lines through the origin. Then each point in PC n is identified with all z ∈ C n \{0} of the form tw for all t ∈ C\{0} and a fixed w ∈ C n \{0}. It is well known that PC n , the n − 1 dimensional complex projective space, is a complex manifold of dimension n − 1. Then each rank one tensors
Let k be a positive integer and consider the map
Since f k is a polynomial map it follows. 
be the smallest integer positive integer k satisfying the following property. There exists 3k vectors
Then there exists three varieties U V ⊆ W C m 1 ×m 3 ×m 3 ≡ C m 1 m 2 m 3 such that the following holds.
Any
satisfying the equality
forms a variety
Proof. (3.1) yields that
Moreover the column space of J(f k ) is spanned by the vectors (3.6). As in the proof of the Proposition 3.1, generically the rank of J(f k )(
and the theorem is trivial in this case. That is every tensor T is either rank one or rank zero tensor.
C m 1 ×m 2 ×m 3 is a strict subvariety of tensors of rank 1 at most. Since
In particular
. Then any T ∈ C m 1 ×m 2 ×m 3 \U is equal to some f grank (m 1 ,m 2 ,m 3 ) (x 1,1 , . . . , x grank(m 1 ,m 2 ,m 3 ),3 ), i.e. T is of rank grank(m 1 , m 2 , m 3 ) at most. This proves 1.
• The integer grank(m 1 , m 2 , m 3 ) is called the generic rank of T ∈ C m 1 ×m 2 ×m 3 .
• (3.5) . Let mrank(m 1 , m 2 , m 3 ) be the smallest integer k such that equality holds in (3.9) . I.e.
for k = mrank(m 1 , m 2 , m 3 ), and 
In particular for k ≤ grank(m 1 , m 2 , m 3 ) the dimension of the quasi variety of all 3-tensor of rank k is
which is the rank of the Jacobian J(f k ) at the generic point (x 1,1 , . . . , x k,3 ) ∈ C m 1 ×m 2 ×m 3 , (which is also the maximal rank of J(f k )(x 1,1 , . . . , x k,3 )).
Proof. Assume the notation of Definition 3.2 for k ≥ 0, where Y 0 := {0} ∈ C m 1 ×m 2 ×m 3 , U 0 = ∅. Suppose that (4.1) holds for k = p. Then any tensor of the form p+1 l=1 x l,1 ⊗x l,2 ⊗x l,3 is of the form p l=1 y l,1 ⊗y l,2 ⊗y l, 3 . Hence the rank of any tensor is p at most. Thus (4.1) holds for any k ≥ p. The second part of (3.9) yields mrank(m 1 , m 2 , m 3 ) ≤ m 1 m 2 m 3 , and m 2 , m 3 ) . Thus the rank of any 3-tensor is at most mrank(m 1 , m 2 , m 3 ) . From the definition of mrank(m 1 , m 2 , m 3 ) we deduce (4.2). That is for each integer
From the definition of q := grank(m 1 , m 2 , m 3 ) we deduce that
We now show (4.4) for k < q. Definition 3.2 implies the equality (4.5). Assume to the contrary that r(k, m 1 , m 2 , m 3 ) = r(k +1, m 1 , m 2 , m 3 ) for some integer k ∈ [1, q − 1]. Let s be the smallest positive integer satisfying this condition. Then there exists a strict subvariety ) tensor given by (3.6) for k = s. Let k > s + 1 and consider rank J(f k )(x 1,1 , . . . , x k,3 ), which is equal to the dimension of the subspace spanned by k(m 1 + m 2 + m 3 ) tensor given by (3.6). Let ( 
Then the set of all possible decomposition of T as a sum of k rank one tensors is a variety of dimension
k(m 1 + m 2 + m 3 − 2) − r(k, m 1 , m 2 , m 3 ). In particular, if r(k, m 1 , m 2 , m 3 ) = k(m 1 + m 2 + m 3 − 2), i.
e. k is small, then T can be decomposed as a sum of k-rank tensors in a finite number of way given by a number
Proof. This result follows from the general theory of algebraic geometry on polynomial maps, as follows. According to Theorem 4.1 a generic point in
Since T is exactly of rank k each factor x i ⊗ y i ⊗ z i = 0. View this rank one tensor as a point (x i , y i , z i ) ∈ C m 1 × C m 2 × C m 3 . For any 0 = a, b ∈ C we get that x i ⊗ y i ⊗ z i is also represented by (ax i , by i , 
So for a generic k-rank tensor T ∈ C m 1 ×m 2 ×m 3 , g (N (k, m 1 , m 2 , m 3 ) is called the degree of the map g k . ) 2
We remark that in the case r(k, m 1 , m 2 , m 3 ) = k(m 1 + m 2 + m 3 − 2) the positive integer N (k, m 1 , m 2 , m 3 ) is divisible by k!, since we can permute the k summands in (2.4) . If N (k, m 1 , m 2 , m 3 ) = k!, this means that a generic rank k tensor T has a unique decomposition to k factors. As we can see later,the numerical evidence points out that the equality r(k, m 1 , m 2 , m 3 ) = k(m 1 + m 2 + m 3 − 2) occurs for many k < grank(m 1 , m 2 , m 3 ).
Known theoretical results
The following results are known. See the references below. (n, n, n + 2) are perfect for n = 2 (mod 3), (5.5) (n − 1, n, n) are perfect for n = 0 (mod 3), (5.6)
⌋ is small for for n = 3, (5.8)
where (2.2) holds.
See [5] for (5.1), [17] for (5.3-5.6), [3] for (5.7), [16] We bring another proof of (5.1) using matrices in §6. It was conjectured in [8] . 
Matrices and the rank of 3-tensors
In this section we show use the known results for matrices to find estimates on the generic and maximal rank of tensors.
Proof. Since C m 1 ×m 2 is spanned by m 1 m 2 rank one matrices, Theorem 2. We now show how to deduce (5.1) using matrices. PC m×n is a complex projective space of dimension mn − 1, identified with all one dimensional subspaces of C m×n . Equivalently, if 0 m×n = A ∈ C m×n , thenÂ ∈ PC m×n corresponds to all points tA, t ∈ C\{0}. Note that rank A = rank tA for any t ∈ C\{0}. Thus we define rankÂ := rank A. Usually we will identifyÂ ∈ PC m×n with one of tA ∈ C m×n \{0} and no ambiguity will arise.
Let L ⊆ C m×n be a subspace of dimension d ≥ 1. Then PL ⊂ PC m×n , the set of all one dimensional subspaces in L. The dimension of PL is d − 1 and PL can be identifies with PC d . PL is called a linear space in PC m×n . The following result is known [13, 9] . Proof. We first consider the case d = (m−1)(n−1)+1. It is not difficult to check
. . , A γ 1,m,n } be a set of γ 1,m,n distinct matrices. We claim any d matrices out of these matrices are linearly independent. Note that if we perturb Assume now that L is a generic subspace of dimension Proof. In view of Proposition 6.1 we discuss first the case
generic subspace of dimension m 3 . Theorem 6.3 yields that L is spanned by rank one matrices. Theorem 2.4 yields that grank(m 1 , m 2 , m 3 ) = m 3 .
Assume now that m 3 = (m 1 − 1)(m 2 − 1) and T = [t ijk ] ∈ C m 1 ×m 2 ×m 3 be a generic tensor. Let L ⊂ C m 1 ×m 2 be the generic subspace defined as above. Theorem 6.2 yields that L is not spanned by rank one matrices. Hence the minimal dimension of a subspace spanned by rank one matrices containing L is at least m 3 + 1. Let X ∈ C m 1 ×m 2 be a generic matrix. Then L 1 = span(L, X) is a generic subspace of dimension (m 1 − 1)(m 2 − 1) + 1. Hence L 1 is spanned by rank one matrices. Therefore rank T = m 3 + 1.
Equality holds if 2m 2 ≤ m 3 .
j=k=1 ∈ C m 2 ×m 3 . Theorem 6.2 yields that rank T is the minimal dimension of a subspace spanned by rank one matrices containing span (A, B) . By changing a basis in span(A, B) we may assume that A has the maximal rank of all C ∈ span(A, B). Clearly, it is enough to find the maximal rank of T we can replace the pair (A, B) by the equivalent pair (P AQ ⊤ , P BQ ⊤ ), where P ∈ GL(m 2 , C), Q ∈ GL(m 3 , C). Thus we may assume that (C, D) is the Kronecker canonical form of (A, B), e.g. [12] . Note that (C, D) reduces to a direct sum ⊕ l i=1 (C i , D i ) plus, (⊕), a zero matrix of a corresponding size. Only one pair at most is a pair of square matrices (E, F ) where We believe that equality holds in the inequalities given in Proposition 6.6. We now show how to apply the above results to obtain upper estimates of grank(m 1 , m 2 , m 3 ) and mrank(m 1 , m 2 , m 3 ). Let us start with the case m 2 = m 3 ≥ 3.
Theorem 6.7 Let m, n ≥ 3 be integers. Then
Proof. We first discuss the grank(n, m, m). Clearly, (6.4) is implied by Corollary 6.4.
Assume now that n < (m − 1) 2 + 1, i.e. 2⌊ √ n − 1⌋ < 2(m − 1). Let τ ∈ C n×m×m be a tensor of the form (2.3). Assume that (T 1,1 = [t 1jk ] , . . . , T n,1 = [t njk ]) ∈ (C m×m ) n is a generic point. Let l = ⌊ √ n − 1⌋. So n ≥ l 2 + 1. Theorem 6.2 yields that span(T 1,1 , . . . , T n,1 ) contains at least γ m−l,m,m distinct matrices of rank m − l. It is straightforward to show that γ m−l,m,m ≥ n. Since (T 1,1 , . . . , T n,1 ) was a generic point we may assume span(T 1,1 , . . . , T n,1 ) contain n linearly independent rank m − l matrices Q 1 , . . . , Q n . (See the proof of Theorem 6.3.) This gives the inequality (6.3) for all n < (m − 1) 2 + 1.
Since T 1,1 , . . . , T n,1 are generic, we can assume that T 2i−1,1 is invertible and T −1 2i−1,1 T 2i,1 is diagonable. Then from the proof of Theorem 6.6 it follows that T 2i−1,1 , T 2i,1 is contained in a subspace spanned by m rank one matrices. If n is even we obtain that span (T 1,1 , . . . , T n,1 ) are contained in n 2 m dimensional subspace spanned by rank one matrices. Theorem 2.4 yields the inequality (6.2). If n is odd, we can assume that
Hence, we deduce (6.2) in this case too.
We now prove the inequality (6.5). We assume the worst case which will give the upper bound. So it is enough to consider the case where T 1,1 , T 2,1 , . . . , T n,1 linearly independent. Now we choose a new base S 1 , . . . , S n in span(T 1,1 , . . . , T n,1 ) such that rank S 1 ≥ rank S 2 ≥ . . . ≥ rank S n . So the worst case is rank S 1 = m. Since any 2 dimensional space contains a singular matrix we can assume that rank S i ≤ m − 1 for i = 2, 3, 4. According to Theorem 6.2 any 5 dimensional vector space contains a nonzero matrix of rank m − 2 at most. Hence rank S i ≤ m − 2 for i = 5, 6, 7, 8, 9. Theorem 6.2 implies that any subspace of dimension 10 contains a nonzero matrix of rank m − 3. Hence rank S i ≤ m − 3 for i = 10, . . . ,. Continuing the use of Theorem 6.2, and combing it with Theorem 2.4 we deduce (6.5).
Use Corollary 3.5, Proposition 3.6 and the above theorem to deduce:
7 Generic ranks of real 3-tensors
The study of the real 3-tensor is closely related to real semi-algebraic geometry.
Recall that a real algebraic set in R m is the zero set of a finite number of polynomials. A semi-algebraic is a subset of an algebraic set, which is given by polynomial inequalities. Hence any algebraic set is semi-algebraic. The fundamental result of real algebraic geometry claims that a polynomial map f : R m → R n maps a semi- 
2. Each T ∈ C i has rank r i for i = 1, . . . , M .
3. min(r 1 , . . . , r M ) = grank(m 1 , m 2 , m 3 ).
Proof. Consider the polynomial map
Let mgrank(m 1 , m 2 , m 3 ) be the smallest k such that Q k = R m 1 ×m 2 ×m 3 . From the proof of Theorem 4.1 it follows that there exists a strict complex subvariety
Thus the Jacobian of the real map
is an open semi-algebraic set in R m 1 ×m 2 ×m 3 . Note that this set consists of tensors of rank q. The theory of semi-algebraic sets implies that 
The case (2, 2, 2) is well known. The case (3, 3, 5) can be found in [19] . In these two cases mgrank(m, m, (m − 1)
We do not know if this equality holds for m ≥ 4. See also [6] It is well known that for F = R the above corollary can be improved for certain values of n, p. See [9] and the references therein. We now bring a well known improvement of the above corollary for n = 4, p = 1.
Proposition 7.5
There exists an neighborhood O of T = (T 1 , . . . , T l ) ∈ A 4 (R) l such that for any X = (X 1 , . . . , X l ) ∈ A 4 (R) l the subspace L(X) does not contain a matrix of rank 2 for l = 2, 3.
Proof. Let l = 3 and Let T = (T 1 , T 2 , T 3 ). Note that any nonzero matrix B ∈ L(T) is a multiple of an orthogonal matrix. Hence rank B = 4 and dim L = 3. Thus PL(T) ∩ PW 2,4 (R) = ∅. Therefore, there exists a small open neighborhood O of T such that for any X = (X 1 , X 2 , X 3 ) ∈ O PL(X) ∩ PW 2,4 (R) = ∅.
Similar results hold for l = 2 if we let T = (T 1 , T 2 ). 2 The next result appears in [10] . Proposition 7.6 Let S n,0 ⊂ R n×n be the subspace of real symmetric matrices of trace zero. Then S n,0 is an (n+1)n 2 − 1 dimensional subspace which does not contain a rank one matrix.
Proof. Clearly, dim S n,0 = (n+1)n 2 − 1. Assume to the contrary that a rank one matrix B is in S n,0 . Since B is symmetric B = xx ⊤ , where 0 = x ∈ R n . Then trace B = x ⊤ x = 0. So x = 0, contradicting our assumption. . Then L 1 does not contain a matrix of rank 2. Clearly S m,0 ∩ L 1 = {0 m×m }. Then L = S m,0 + L 1 is l = (m − 1) 2 + 1 dimensional subspace of trace zero matrices. Observe that if B ∈ L then B ⊤ ∈ L. We claim that L does not contain a rank one matrix B ∈ R m×m . Assume to the contrary that B ∈ L is a rank one matrix. Proposition 7.6 implies that B ∈ S m,0 . So
Since B is a rank one nonsymmetric matrix B 2 is a skew symmetric matrix of rank 2. This contradicts our assumption. Hence PL∩ PU 1,m,m = ∅. The above arguments show that mgrank(m, m, l) > l = grank(m, m, l). Assume finally that m = 4 and l = 11, 12. Repeat the above arguments where L 1 has dimension 2 or 3, as given in Proposition 7.5.
