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Abstract
Given a graphG and an integer k, a token addition and removal (TAR for short) reconfiguration sequence
between two dominating sets Ds and Dt of size at most k is a sequence S = 〈D0 = Ds, D1 . . . , D` = Dt〉 of
dominating sets of G such that any two consecutive dominating sets differ by the addition or deletion of
one vertex, and no dominating set has size bigger than k.
We first improve a result of Haas and Seyffarth [4], by showing that if k = Γ(G) +α(G)− 1 (where Γ(G)
is the maximum size of a minimal dominating set and α(G) the maximum size of an independent set), then
there exists a linear TAR reconfiguration sequence between any pair of dominating sets.
We then improve these results on several graph classes by showing that the same holds for K`-minor
free graph as long as k ≥ Γ(G) + O(`√log `) and for planar graphs whenever k ≥ Γ(G) + 3. Finally, we
show that if k = Γ(G) + tw(G) + 1, then there also exists a linear transformation between any pair of
dominating sets.
Keywords: reconfiguration, dominating sets, addition removal, connectivity, diameter, minor, treewidth.
1 Introduction
General introduction. Reconfiguration problems model dynamic situations where we are given an instance
I of a combinatorial search problem Π and we want to find a step-by-step transformation between feasible
solutions of I such that each intermediate solution satisfies the two following properties (i) it is also a feasible
solution of I; and (ii) it is obtained from the previous one by applying a specified (and unique) rule, called
reconfiguration rule. Such a transformation between two solutions Ss and St of I is called a reconfiguration
sequence between Ss and St, and is denoted by 〈S0 = Ss, S1, S2, . . . , S` = St〉. A reconfiguration sequence
does not always exist and some solutions may even be frozen, meaning that they cannot be modified at
all. Ito et al. [6] initiated a systematic study of the complexity of reconfiguration problems. For a more
complete overview of the field, the reader is referred to the surveys of Van den Heuvel [16], Nishimura [13],
or Mynhardt and Nasserasr [12].
It is often interesting to study reconfiguration problems by looking at the reconfiguration graph. The
vertices of the reconfiguration graph are the feasible solutions of the instance I of the problem Π, and two
vertices (solutions of I) are adjacent if and only if one solution can be obtained from the other by applying
the specified reconfiguration rule. In this paper, we focus on the reconfiguration of dominating sets. A
dominating set is a subset D of vertices such that each vertex is in D or has at least one neighbor in D. One
can represent a dominating set as a set of tokens, where exactly one token is placed on each vertex that is
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Figure 1: Reconfiguration sequence between two dominating sets Ds and Dt under the TAR(5) rule; the
dominating sets are depicted by the set of black vertices.
part of the dominating set. Then, one needs to define an operation that allows to transform a dominating set
into another one. In the literature, three kinds of operations have mainly been studied: Token Sliding (at each
step, one can slide exactly one token along an edge), Token Jumping (at each step, one can move exactly one
token to any vertex which does not already contain a token), or Token Addition and Removal (at each step, one
can add exactly one token or remove exactly one token). One can observe that, for the first two rules, the
size of each solution remains the same all along the transformation while it is modified at each step in the
token addition and removal operation. In this paper, we only consider the token addition and removal rule,
denoted by TAR for short.
Dominating set reconfiguration. One can indeed always transform a solution Ss into another one St if
we do not bound the maximum size of the intermediate solutions: we first add one by one all the vertices
in St \ Ss to Ss, and then remove each vertex in Ss \ St. If tokens are agents or equipment, there is not
necessarily enough agents to perform this transformation. The problem becomes much harder when we
have a threshold on the size of each solution we cannot exceed.
Let G = (V,E) be a graph, and k be an integer. The k-reconfiguration graph (also known as k-dominating
graph) is a graphRk(G) whose vertices are the dominating sets of G of size at most k, and two dominating
sets D1 and D2 are adjacent if and only if the size of their symmetric difference |D14D2| is equal to one. In
other words, D2 can be obtained from D1 by removing or adding exactly one token. Hence, there exists a
reconfiguration sequence between two dominating sets Ds and Dt both of size at most k under the TAR rule
with threshold k (denoted by TAR(k) rule for short) if and only if there is a path inRk(G) between Ds and
Dt.
LetG be a graph. We denote by Γ(G) the maximum size of a dominating set which is minimal by inclusion.
Determining upper bounds on k that guarantee that the k-reconfiguration graph Rk(G) is connected has
received a lot of attention. Haas and Seyffarth proved in [3] that being reconfigurable is not a monotone
property, which means that ifRk(G) is connected thenRk+1(G) is not necessarily connected. Indeed, let us
denote by K1,n the star graph on n+ 1 vertices, and note that Γ(K1,n) = n. They observed that, for every
n ≥ 3, Rk(K1,n) is connected if 1 ≤ k ≤ n− 1. But Rn(K1,n) is not connected since the dominating set of
size n which contains all the degree-one vertices is frozen, i.e. it is an isolated vertex in Rn(K1,n). They
then asked what is the smallest integer d0 such that Rk(G) is connected, for any k ≥ d0. They proved the
following:
Lemma 1 ([3]). Let G be a graph. If k > Γ(G) andRk(G) is connected, thenRk+1(G) is connected.
Moreover, they proved that if G has at least two independent edges, then d0 ≤ min{n− 1,Γ(G) + γ(G)},
γ(G) being the size of a minimum dominating set of G. They also showed that this value can be lowered
to Γ(G) + 1 if G is bipartite or a chordal graph. This result is tight since K1,n is bipartite and chordal and
Rk(K1,n) is not connected. They asked if this result can be generalized to any graph. Suzuki et al. [14]
answered negatively this question by constructing an infinite family of graphs for whichRΓ(G)+1(G) is not
connected. Mynhardt et al. [11] improved this result by constructing two infinite families of graphs:
• the first construction provides graphs with arbitrary Γ ≥ 3, arbitrary domination number in the range
2 ≤ γ ≤ Γ such that d0 = Γ + γ − 1
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• the second one gives graphs with arbitrary Γ ≥ 3, arbitrary domination number in the range 1 ≤ γ ≤
Γ− 1 for which d0 = Γ + γ. For γ ≥ 2, this is the first construction of graphs with d0 = Γ + γ.
On the positive side, Haas and Seyffarth [4] proved that if k = Γ(G) + α(G)− 1 (where α(G) is the size
of a maximum independent set of G), then Rk(G) is connected. To obtain this result, they proved that all
the independent dominating sets of G are in the same connected component ofRΓ(G)+1(G). Recall that if
G has at least two independent edges, then d0 ≤ min{n− 1,Γ + γ(G)}. It implies that the aforementioned
value of d0 obtained by Mynhardt et al. in [11] is the best we can hope for in the general case since
d0 ≤ min{Γ(G) + γ(G), 2Γ(G)− 1} holds for any graph G.
Haddadan et al. [5] studied the algorithmic complexity of the problem. They proved that, given a graph
G, two dominating sets Ds and Dt of G and an integer k ≥ max{|Ds|, |Dt|}, it is PSPACE-complete to decide
whether there exists a path inRk(G) between Ds and Dt. Actually, this problem remains PSPACE-complete
even restricted to bipartite graphs or split graphs. On the other hand, they proved that this problem can be
decided in linear time if the input graph is a tree, an interval graph or a cograph.
Mouawad et al. [10] studied the problem from a parameterized point of view. They proved that this
problem is W[2]-hard parameterized by k + `, where k is the threshold and ` the size of the desired
reconfiguration sequence. On the positive side, Lokshtanov et al. [8] gave an FPT algorithm parameterized
by k for graphs excluding Kd,d as a subgraph, for any constant d. Finally, Blanche´ et al. [1] studied the
complexity and parameterized complexity of an optimization variant originally introduced by Ito et al. [7]
for the independent set reconfiguration problem.
Our contribution. LetG = (V,E) be a graph on n vertices. In Section 3, we show that if k = Γ(G)+α(G)−1,
thenRk(G) has linear diameter, improving a previous result of Haas and Seyffarth [4] which only proved
that Rk(G) is connected but did not give any bound on the diameter1. Note that the proof is algorithmic,
and outputs such a transformation in polynomial time. It contrasts in particular with a result of Suzuki et
al. [14] who provided an infinite family of graphs Gn of linear size for whichRγ+1(G) has diameter Ω(2n).
In Section 4, we give some threshold that guarantee thatRk(G) is connected and has linear diameter for
some ”minor sparse classes”2. In particular, we prove thatRk(G) is connected and has linear diameter for
K`-minor free graphs as long as k ≥ Γ(G) +O(`
√
log `). In the particular case of planar graphs, it actually
holds as long as k ≥ Γ(G) + 3. The proof is algorithmic, and provides linear transformations in polynomial
time. We know that there exist planar graphs for which k ≥ Γ(G) + 2 is necessary [14]. We conjecture the
following:
Conjecture 1. For every planar graph G,RΓ(G)+2(G) is connected.
For K`-minor free graphs, the gap between the lower and upper bound is not completely closed since the
only lower bound we know is Γ(G) + `− 4, which is the lower bound for graphs of treewidth at most `− 2
which will be discussed in the next paragraph (graphs of treewidth at most `− 2 are K`-minor free). Our
argument for K`-minor free graphs is based on their average degree, and then we cannot improve the term
Γ(G) +O(`
√
log `) with our proof technique.
Finally, in Section 5 we give a sharper upper bound for bounded treewidth graphs. We prove thatRk(G)
is connected for k = Γ(G) + tw(G) + 1, and has linear diameter. Again our results are algorithmic as long as
the tree decomposition is given. Since a tree-decomposition of width r can be found in time 2O(k
3) · n [2],
our results provide an FPT algorithm parameterized by the treewidth that outputs a linear transformation
between any two dominating sets as long as k ≥ Γ(G) + tw(G) + 1.
We claim that this bound is tight up to an additive constant factor. Mynhardt et al. [11] constructed an
infinite family of graphs G`,r (with ` ≥ 3 and 1 ≤ r ≤ ` − 1) for which 2Γ(G) − 1 tokens are necessary to
guarantee the connectivity of the reconfiguration graph. Let us describe their construction when r = `− 1.
The graph G`,`−1 contains `− 1 cliques C1, C2, . . . , C`−1 called inner cliques, each of size `. We denote by cji
1Their induction based proof does not provide a linear diameter.
2For a formal definition, we refer the reader to Section 4.
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Figure 2: The graph G3,2
the j-th vertex of the clique Ci. We then add a new clique C0 of size `, called the outer clique and we add a
new vertex u0 adjacent to all the vertices of C0 (hence, C0 can be seen as a clique of size ` + 1). For every
1 ≤ i ≤ `− 1 and for every 1 ≤ j ≤ `, we add an edge between cji and cj0. This completes the construction of
G`,`−1 (see Figure 2 for an example). Mynhardt et al. [11] showed that Γ(G`,`−1) = `.
They moreover show thatR2`−2(G`,`−1) is not connected. One can prove easily (see Section 2) that G`,`−1
has treewidth `. SoRΓ(G)+tw(G)−2 is not necessarily connected. So our function of the treewidth is tight up
to an additive constant factor. The pathwidth of G`,`−1 is at most 2`− 1. However, it is not clear if and how
we can obtain a better upper bound for bounded pathwidth graphs. To sum up Rk(G) is not necessarily
connected if k < Γ(G) + pw(G)/2 + O(1) and is connected if k > Γ(G) + pw(G) + 1. We were not able to
close this gap and left it as an open problem.
2 Preliminaries
All along the paper, every graph we consider is finite and simple. Let G = (V,E) be a graph. When there is
no ambiguity on the graph G, V denotes the vertex set of G, E its set of edges, n its order and m its size.
Given a subset of vertices S ⊆ V , we denote by G[S] the subgraph of G induced by S. More precisely, the
vertex set of G[S] is S, and its edge set is the subset of edges of G with both endpoints in S.
An edge contraction is an operation which removes an edge from a graph while simultaneously merging
the two vertices it used to connect (the resulting new vertices is adjacent to a vertex v if and only if at least
one endpoint of the edge was incident to v). A graph H is a minor of G if a graph isomorphic to H can be
obtained from G by contracting some edges, deleting some edges, and deleting some isolated vertices.
Given a vertex v ∈ V , N(v) denotes the neighborhood of v, i.e. the set {u ∈ V | uv ∈ E}. We denote by
N [v] the closed neighborhood of v, that is the set N(v) ∪ {v}.
A dominating set D of G is a subset of V such that for any v ∈ V , v ∈ D or there exists u ∈ D such that
uv ∈ E. An inclusion-wise minimal dominating set of G is a dominating set D of G such that for any v ∈ D,
D \ v is not a dominating set of G. A minimum dominating set of G is a dominating set D of G such that |D| is
minimal with this property. The maximum size of a minimal dominating set of G is denoted by Γ(G). We
say that a set X ⊆ V dominates another set Y ⊆ V if for any v ∈ Y , there exists u ∈ X such that uv ∈ E.
An independent set (or stable set) of G is a subset S ⊆ V of pairwise non-adjacent vertices, i.e. for any
pair of vertices u, v ∈ S, uv 6∈ E. An inclusion-wise maximal independent set S is an independent set such
that for any v ∈ V \ S, there exists u ∈ N(v) such that u ∈ S. A maximum independent set of G is an
independent set S such that |S| is maximal. We denote by α(G) the independence number of G, that is the size
of a maximum independent set. Computing a maximum independent set of a given graph G is a classical
NP-complete problem, while computing a maximal one can trivially be done in linear time by a greedy
algorithm. Moreover, given an independent set S′ which is not maximal, one can greedily complete into
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a maximal independent set S such that S′ ⊆ S. In particular, if there exist two vertices u and v such that
uv 6∈ E, then there exists a maximal independent set of G which contains both u and v. Obviously, this is
also true when S′ is reduced to a single vertex. We will use this fact in the proof of Theorem 2, as well as the
following well-known observation:
Observation 1. Let G = (V,E) be a graph, and S ⊆ V be an inclusion-wise maximal independent set of G. Then, S
is an inclusion-wise minimal dominating set.
Proof. Let u ∈ V be a vertex. If u ∈ S, u is dominated by itself. Otherwise, there exists v ∈ N(u) ∩ S since S
is maximal. Hence, u is dominated by v. Moreover, by definition of an independent set, we have N(S \ u)
does not contain u for every vertex u ∈ S. Therefore, u is not dominated in S \ {u} and thus S is a minimal
dominating set of G.
Note that Observation 1 implies that any inclusion-wise maximal independent set S of G satisfies
|S| ≤ α(G) ≤ Γ(G). In the remaining, we often refer to inclusion-wise minimal dominating sets (respectively
inclusion-wise maximal independent sets) as minimal dominating sets (respectively maximal independent sets)
by abuse of language.
A tree is a connected graph that contains no cycle. Given a graph G = (V,E), a tree decomposition of G is a
pair (X,T ) where X is a set of subsets of V called bags and T is a tree whose vertices are the bags of X , and
that satisfies:
• For any vertex v ∈ V , v belongs to at least one bag of X
• For any edge uv ∈ E, there exists a bag that contains both u and v
• For any vertex v ∈ V , the set of bags containing v forms a subtree of T .
The minimum, over all the possible tree decompositions of G, of the maximum size of a bag, to which we
subtract 1, is called the treewidth of G and is denoted by tw(G). A path decomposition is a tree decomposition
such that T is a path. The minimum, over all the path decompositions of G, of the maximum size of a bag
minus 1 is the pathwidth of G, denoted by pw(G).
Pathwidth and treewidth of G`,`−1. In the introduction, we claimed that G`,`−1 has treewidth ` and
pathwidth at most 2`− 1. For completeness, we prove it here.
Claim 1. The graph G`,`−1 has treewidth `.
Proof. First, observe that tw(G`,`−1) ≥ ` since G[C0 ∪ {u0}] is a clique of size `+ 1.
Let us now give a tree decomposition of G`,`−1 of width `. We first create a “central” bag B0 containing
all the vertices of C0 and the vertex u0. For each inner clique Ci with 1 ≤ i ≤ `− 1, we attach to B0 a path
B1iB
2
i · · ·B`i where Bji contains the vertices (C0 \
⋃j−1
k=0 c
k
0) ∪
⋃j
k=1 c
k
i (see Figure 3 for an example). Observe
that for any 1 ≤ i ≤ `− 1, the bag B`i contains all the vertices of Ci. And the bag Bji contains both cj0 and
cji . Hence, each edge is contained in at least one bag. For every 1 ≤ j ≤ `, the vertex cj0 is contained in the
bags B0 ∪
⋃`−1
i=1
⋃j
k=1B
k
i . And for every 1 ≤ i ≤ ` − 1 and every 1 ≤ j ≤ `, the vertex cji is contained in
B1i , B
2
i , . . . , B
j
i . It follows that for every vertex u ∈ V (G`,`−1) the set of bag containing u induces a connected
subtree. Finally, one can easily check that each bag contains exactly `+ 1 vertices. Hence, this decomposition
indeed is a tree decomposition of G`,`−1 of width ` and the conclusions follows. ♦
Claim 2. The pathwidth of G`,`−1 is at most 2`− 1.
Proof. We give a path decomposition of width at most 2`−1 ofG`,`−1. We first create a bag B0 which contains
C0 ∪ {u0}. For every 1 ≤ i ≤ ` − 1, we create a bag Bi = C0 ∪ Ci such that B1B2 . . . B`−1 induces a path.
One can easily check that it is a path decomposition of width 2`− 1 of G`,`−1. ♦
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Figure 3: Tree decomposition of G3,2 of width tw(G3,2).
3 General upper bound
Let G be a graph. All along the section k = Γ(G) + α(G) − 1. Haas and Seyffarth showed that Rk(G) is
connected [4]. However, they do not explicit the diameter of the reconfiguration graph and their induction
based proof does not give a linear diameter. We propose a new proof of the same result that moreover
implies that the reconfiguration graph has linear diameter. Note that our proof is constructive and provides
an algorithm that construct a path between two given dominating sets of size at most k of G.
Observation 2. Let D be a minimal dominating set of G, and let S be a maximal independent set of G such that
D ∩ S 6= ∅. Then, there exists a TAR(k)-reconfiguration sequence between D and S of length at most |D|+ α(G)− 2.
Proof. Recall that since S is a maximal independent set, |S| ≤ α(G) ≤ Γ(G). We first add to D each vertex in
S \D one by one. Note that there are at most α(G)− 1 such vertices. We thus obtain the set D′ = D ∪ S. We
then remove one by one each vertex in D \ S. There are at most |D| − 1 such vertices since S ∩D 6= ∅. Each
intermediate solution is indeed a dominating set since it either contains D or S which are both dominating
sets. Moreover, each solution is of size at most |D′| ≤ |D|+ |S| − 1 ≤ k.
Theorem 2. Let G = (V,E) be a graph on n vertices. If k = Γ(G) + α(G) − 1 then Rk(G) has diameter at most
10n.
Proof. LetD1 andD2 be two dominating sets, both of size at most k. Free to remove at most 2·(Γ(G)+α(G)−2)
vertices in total, one can assume without loss of generality that D1 and D2 are both inclusion-wise minimal
dominating sets of G. Hence |D1| ≤ Γ(G) and |D2| ≤ Γ(G). We outline a path between D1 and D2 inRk(G).
The next claim deals with the case where D1 and D2 have a non-empty intersection.
Claim 1. If D1 ∩D2 6= ∅ then there exists a reconfiguration sequence from D1 to D2 of length at most 2 · (α(G) +
Γ(G)− 2).
Proof. Let x be a vertex that belongs to both D1 and D2. One first constructs greedily (and thus in polynomial-
time) a maximal independent set S of G which contains x (which is then of size at most α(G)). By Observa-
tion 2, one can transform D1 into S under the TAR(k) rule. And the length of the reconfiguration sequence is
at most Γ(G) +α(G)− 2. Similarly, there exists a reconfiguration sequence of length at most Γ(G) +α(G)− 2
from D2 to S. By combining these two transformations, we obtain a reconfiguration sequence between D1
and D2 of length at most 2 · (α(G) + Γ(G)− 2), as desired. ♦
In the remaining of this proof, we assume that D1 ∩ D2 = ∅ otherwise we can directly conclude by
Claim 1. If there exist ui ∈ D1 and vj ∈ D2 such that the set D′ = (D1 \ {ui}) ∪ {vj} is a dominating set
of G, then we can conclude by Claim 1 since D′ ∩ D2 6= ∅ and D′ can be obtained from D1 in two steps.
Suppose now that D′ = (D1 \ {ui}) ∪ {vj} is not a dominating set of G. This means that ui is adjacent to
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Figure 4: The set Bi. The dotted lines represent the non-edges, and the zigzags represent the edges that are
contracted in G′.
a vertex x with no neighbors in (D1 \ {ui}) ∪ {vj}. Hence, there exists a maximal independent set S1 of G
which contains both x and a vertex uk ∈ D1 \ {ui}. Similarly, there exists a maximal independent set S2
which contains both x and vj . By Observation 2, there exists a reconfiguration sequence of length at most
Γ(G) + α(G)− 2 between S1 (respectively S2) and D1 (respectively D2) under the TAR(k) rule. Finally, since
S1 and S2 intersect, we can again use Observation 2 that ensures that there exists a transformation from S1
to S2 of length at most 2α(G)− 2.
Hence, we obtain a TAR(k)-reconfiguration sequence from D1 to D2 of length at most 4 · (Γ(G) + α(G)−
2) + 2 · (α(G)− 1) < 10n.
4 H-minor free graphs
In this section, we will prove some better bounds on k for minor-free graphs. We say that a graph is d-minor
sparse if all its bipartite minors have average degree less than d. Note that it is equivalent to say that the ratio
between the number of edges and the number of vertices of any bipartite minor of G is strictly less than d2 .
Lemma 3. Let G be a d-minor sparse graph. Let A and B be two dominating sets of G such that |A| = |B| and
|B \A| ≥ d. Then, there exists a vertex a ∈ A \B and a set S ⊂ B \A with |S| = d− 1 such that (A∪ S) \ {a} is a
dominating set of G.
Proof. We prove it by contradiction. For every ai ∈ A \ B, let Si,1 be a subset of B \ A of size d − 1. Let
xi,1 be a vertex that is only dominated by ai in A and not dominated by Si,1 in B (such a vertex must exist
otherwise the conclusion follows). Note that this vertex might be a vertex of A or of B. Let bi,1 be a vertex of
(B \A) \ Si,1 that dominates xi,1. This vertex exists since B is a dominating set and xi,1 is only dominated
by ai in A. Now, for every 2 ≤ j ≤ d, we define recursively the set Si,j as a subset of size d − 1 of B \ A
containing {bi,1, . . . , bi,j−1}. We let xi,j be a vertex only dominated by ai in A that is not dominated by Si,j
in B, and bi,j be a vertex of (B \ A) \ Si,j that dominates xi,j . Note that, for every j, since xi,j is incident
to bi,j and not to Si,j , bi,j /∈ {bi,1, . . . , bi,j−1}. In particular, Bi := {bi,1, . . . , bi,d} has size exactly d. Note that
Bi ⊆ B \A. The construction of the set Bi is illustrated in Figure 4.
Let us construct a minor G′ of G of density at least d. For every ai ∈ A \B, we contract the edges aixi,j
for any j such that xi,j 6∈ B \ A and xi,j 6∈ A \ B. (In particular, if xi,j ∈ B, we do not contract the edge).
By abuse of notations, we still denote by ai the resulting vertex. Note that the vertices xi,j are pairwise
disjoint. If xi,j = xi′,j′ then, since xi,j is only dominated by ai and xi′,j′ by a′i, we must have ai = a
′
i. And
by construction in the previous paragraph, xi,j 6= xi,j′ if j 6= j′. So the contractions defined above are well
defined. Moreover, the size of A \B is left unchanged. Similarly the size of B \A is not modified. We finally
remove from the graph any vertex which is not in (A \B) ∪ (B \A), and any edge internal to A \B and to
B \A. The resulting graph G′ is a minor of G and is bipartite.
For every i, j, xi,j is adjacent to every vertex of Bi in G. Thus, ai is adjacent to every vertex of Bi in G′.
Therefore, for any ai ∈ A \ B, ai has degree at least d in G′. Thus, there are at least d · |A \ B| edges in G′.
Since G′ has |A \B|+ |B \A| = 2|A \B| vertices, it contradicts the fact that G is a d-minor sparse graph.
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Lemma 4. Let G be a d-minor sparse graph. If k = Γ(G) + d − 1, then Rk(G) is connected and the diameter of
Rk(G) is at most 2Γ(G) · (d− 1) + 2(Γ(G)− 1).
Proof. Firstly, if d > Γ(G), then the result follows from Theorem 2. So we assume d ≤ Γ(G). We proceed by
induction on |t\Ds|. LetDs andDt be two dominating sets ofG of size at most k. Since Γ(G) is the maximum
size of a dominating set minimal by inclusion, we can add or remove vertices from Ds and Dt so that Ds
and Dt both have size exactly Γ(G), keeping dominating sets. Note that by assumption, we need to remove
or add at most 2(Γ(G) − 1) vertices in total. So from now on, we assume that |Ds| = |Dt| = Γ(G). Let us
show that there is a path from Ds to Dt inRk(G) of length at most 2|Dt \Ds| · (d− 1). Since |Dt \Ds| ≤ Γ(G),
and by taking into account the 2(Γ(G)− 1) vertices eventually initially added or removed, this will give the
expected result. We proceed by induction on |Dt \Ds|.
If |Dt \Ds| ≤ d− 1 then, since |Ds| = Γ(G), we have |Ds ∪Dt| ≤ Γ(G) + d− 1. Thus, we can simply add
all the vertices of Dt \Ds to Ds and then remove the vertices of Ds \Dt. We thus obtain a path from Ds to Dt
inRk(G) of length at most 2d− 2 ≤ 2|Dt \Ds| · (d− 1).
Assume now that |Dt \Ds| ≥ d. By Lemma 3, there exists a vertex v ∈ Ds \Dt and a set S ⊂ Dt \Ds with
|S| = d − 1 such that D′s := (Ds ∪ S) \ {v} is a dominating set of G. Let D′′s be any dominating set of size
exactly Γ(G) obtained by removing vertices of D′s, i.e. such that D′′s ⊆ D′s. Since |S| = d− 1 and |Ds| = Γ(G),
the transformation that consists in adding every vertex of S to Ds and then removing v and every vertex of
D′s \D′′s is a path from Ds to D′′s inRk(G). Moreover, |D′s| = Γ(G) + d− 2. Thus, this path has length 2d− 2.
We have D′s := (Ds ∪ S) \ {v} where v ∈ Ds \Dt and S ⊂ Dt \Ds with |S| = d − 1. Thus, |Dt \D′s| =
|Dt \ Ds| − d + 1. Since D′′s ⊆ D′s and |D′s \ D′′s | ≤ d − 2, it gives |Dt \ D′′s | ≤ |Dt \ Ds| − 1. By induction
hypothesis, there exists a path fromD′′s toDt inRk(G) of length at most |Dt\D′′s | ·(2d−2). The concatenation
of the two paths gives a path from Ds to Dt inRk(G) of length at most 2|Dt \Ds| · (d− 1). This concludes
the proof.
Let us now state two immediate corollaries of Lemma 4:
Corollary 5. Let G be a graph. Then, we have the following:
• if G is planar, thenRk(G) is connected and has linear diameter for every k ≥ Γ(G) + 3.
• if G is K`-minor free, then there exists a constant C such thatRk(G) is connected and has linear diameter for
every k ≥ Γ(G) + C`√log2 `.
Proof. Every minor of a planar graph is planar. Moreover every bipartite planar graph has at most 2n− 4
edges. Thus every planar graph is a 4-minor sparse graph and the first point follows from Lemma 4.
A result of Thomason [15] (improving a result of Mader [9]) ensures that the average degree of aK`-minor
free graph is at most 0.265 · `√log2 `(1 + o(1)). In particular, there exists a constant C such that, for every `
and every K`-minor free graph G, the average degree of G is at most C`
√
log2 `. Thus G is C`
√
log2 `-minor
sparse and the second point follows from Lemma 4.
We were not able to find an example where Γ(G) + 3 is needed for planar graphs. We also know that
Γ(G) + 1 is not enough. Indeed, Suzuki et al [14] gave an example of a planar graph G for whichRΓ(G)+1(G)
is disconnected. The graph G is given in Figure 5.
It is easily seen that Γ(G) = 3. Moreover, if we consider the dominating set in white, in order to remove a
vertex, we must add the two black vertices it is adjacent to, thus reaching a dominating set of size Γ(G) + 2.
We leave the question whetherRk(G) is connected if G is planar and k ≥ Γ(G) + 2 as an open problem (see
Conjecture 1).
5 Bounded treewidth graphs
Theorem 6. Let G = (V,E) be a graph. If k = Γ(G) + tw(G) + 1, thenRk(G) is connected. Moreover, the diameter
ofRk(G) is at most 4(n+ 1) · (tw(G) + 1).
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Figure 5: The planar graph G such thatRΓ(G)+1 is not connected.
Proof. Let (X,T ) be a tree decomposition of G such that the maximum size of a bag of X is tw(G) + 1. Let
b = |X|. We root the tree T in an arbitrary bag, then set X := {X1, . . . , Xb}, where for any Xi, Xj such that
Xi is a child of Xj , we have i < j. In other words, X1, . . . , Xb is an elimination ordering of the (rooted) tree
T where at each step we remove a leaf of the remaining tree. We say that a bag Xi is a descendant of Xj if Xj
is on the unique path from the root to Xi (in other words, Xi belongs to the subtree rooted in Xj in T ). Note
that, free to contract edges if a bag is included in another, we can assume b ≤ n. We denote by Vi the set of
vertices that do not appear in the set of bags ∪bj=i+1Xj . We set V0 := ∅.
Let Ds and Dt be two dominating sets. Free to first remove vertices from Ds and Dt if possible (which can
be done in at most 2(tw(G) + 1) operations in total), we can assume that Ds and Dt have size at most Γ(G).
Let D be a minimum dominating set of G. Instead of proving directly that there exists a reconfiguration
sequence from Ds to Dt, we will prove that that there exists a reconfiguration sequence from Ds to D and
from Dt to D of length at most 2n · (tw(G) + 1) each. Since the reverse of a reconfiguration sequence also is
reconfiguration sequence, that will give the conclusion, that gives a reconfiguration sequence of the desired
length. So the rest of the proof is devoted to prove the following:
Lemma 7. Let G = (V,E) be a graph and let Ds be a dominating set of G of size at most Γ(G) and D be a minimum
dominating set of G. If k = Γ(G) + tw(G) + 1, then there is a reconfiguration sequence from Ds to D. Moreover, the
length of this reconfiguration sequence is at most 2n · (tw(G) + 1).
In order to prove Lemma 7, we prove that there exists a sequence 〈D1 := Ds, D2, . . . , Db〉 of dominating
sets such that, for every j, Dj satisfies the following property P :
(i) Dj is a dominating set of G of size at most Γ(G),
(ii) For every j > 1, there exists a transformation sequence of length at most 2(tw(G) + 1) from Dj−1 to Dj
inRk(G),
(iii) Dj ∩ Vj−1 ⊆ D. In other words, the vertices of Dj that only belong to bags in X1 ∪ . . . ∪Xj−1 are also
in D.
So that will provide a reconfiguration sequence inRk(G) from Ds to a dominating set Db sufficiently close to
D to ensure the existence of a transformation from Db to D of length at most 2n · (tw(G) + 1). To prove the
existence of the sequence, we use induction on j.
First note that since Ds is a dominating set of G of size at most Γ(G) and V0 is empty, Ds satisfies property
P . Let us now show that if Dj satisfies property P , then there exists a set Dj+1 that satisfies property P . A
vertex v is a left vertex (for Xj) if v only appears in bags that are descendant of Xj . Note that by definition,
Xj is a descendant of itself. Otherwise, we say that v is a right vertex. When no confusion is possible, we will
omit the mention of Xj .
Claim 1. If a left vertex u (for Xj) is adjacent to a right vertex v (for Xj), then v ∈ Xj .
Proof. Since u and v are adjacent in G, there exists a bag Xi which contains both u and v. Note that since u is
a left vertex, Xi is a descendant of Xj . Besides, since v is a right vertex, there exists a bag Xi′ that contains v
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Xj
Xb
. . .
A
C
B
Figure 6: The tree decomposition of G, and the sets A, B and C. The circles represent the bags of the tree
decomposition. The vertices are represented by lines, or dots, that go along the bags they belong to. The
thick full lines represent the vertices of B, the dashed lines represent the vertices of D, and the dotted lines
represent de vertices of Dj . By induction hypothesis, the left vertices of Dj that do not belong to Xj belong
to D.
and which is not a descendant of Xi. Since the set of bags that contain v induces a connected tree, v must
belong to each bag on the unique path from Xi to Xi′ . In particular, v ∈ Xj . ♦
To construct Dj+1, we define several subsets of vertices (see Figure 6 for an illustration).
• A is the set of left vertices of Xj ∩ (Dj \D). In other words, A is the set of vertices of Xj that are in Dj
but not in D.
• B is the set of right vertices of Xj . In other words, B is the set of vertices of Xj that also appear in a
bag Xj′ with j′ > j.
• C is the set of left vertices of D \Dj . In other words, C is the set of vertices of D at the left of Xj that
are missing in Dj .
We partition again B into three parts:
• B1 is the set of vertices of B \D that are dominated by C
• B2 = B ∩Dj
• B3 = B \ (B1 ∪B2).
We set D′j = (Dj \A) ∪ C ∪B3. Let us first prove that D′j is a dominating set of G.
Claim 2. The set D′j is a dominating set of G.
Proof. Since Dj is a dominating set of G and Dj \A ⊆ D′j , the only vertices that can be undominated in D′j
are the ones dominated only by vertices of A in Dj . Let Nr(A) (resp. Nl(A))) be the right vertices (resp. left
vertices) that are only dominated by A in Dj . Note that Nl(A) might contain vertices of A, while Nr(A) does
not, since by definition the vertices of A are left vertices. Let us show that all the vertices in Nr(A) ∪Nl(A)
are dominated by D′j .
We start withNr(A). Since the vertices ofA are left vertices and the vertices ofNr(A) are right vertices, by
Claim 1, we have Nr(A) ⊆ Xj . Since the vertices in Nr(A) are right vertices, we have Nr(A) ⊆ B. Moreover,
since every vertex of Nr(A) is only dominated by A in Dj but does not belong to A, it is not in Dj and thus
not in B2. Thus, the vertices of Nr(A) either belong to B1 (and are by definition dominated by C), or they
belong to B3. Therefore, Nr(A) is dominated by C ∪B3 and thus by D′j .
Let us now focus on Nl(A). In D, Nl(A) is dominated by vertices that we partition into two sets: the right
vertices Y and the left vertices Z. We show that both Y and Z are included in D′j , which implies that D
′
j
dominates Nl(A). Since the vertices of Nl(A) are left vertices and the vertices of Y are right vertices, Lemma
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1 gives Y ⊆ Xj . Thus, by definition, Y ⊆ B. Moreover, the vertices of Y that belong to Dj do not belong to
A as they are right vertices, and thus belong to Dj \A, and the vertices of Y that do not belong to Dj belong
by definition to B ∩ (D \Dj) ⊆ B3. Thus, Y ⊆ (Dj \A) ∪B3 ⊆ D′j . Finally, the vertices of Z either belong
to Dj and thus by definition to Dj ∩D ⊆ Dj \ A, or they do not belong to Dj and by definition they thus
belong to C. Therefore, Z ⊆ (Dj \A) ∪ C ⊆ D′j . Therefore, Nl(A) is dominated by D′j , which concludes the
proof of this claim. ♦
Let us now prove the following:
Claim 3. |Dj ∪ C ∪B3| ≤ Γ(G) + tw(G) + 1.
Proof. Let us first show that the set D′ := (D \C)∪A∪B1 ∪B2 is a dominating set of G. We will then explain
how to exploit this property to prove that |Dj ∪ C ∪B3| ≤ Γ(G) + tw(G) + 1.
Since D is a dominating set, the only vertices that can be undominated in (D \ C) ∪ A ∪ B1 ∪ B2 are
vertices that are only dominated by C in D. Let Nr(C) (resp. Nl(C)) be the subset of right (resp. left) vertices
that are only dominated by C in D. Note that Nl(C) might contain vertices of C and Nr(C) does not, since
the vertices of C are left vertices. We prove that Nr(C) and Nl(C) are dominated by D′.
We first prove that the vertices of Nr(C) are dominated in D′. Since C only contains left vertices and
Nr(C) only contains right vertices, Claim 1 ensures that Nr(C) ⊆ Xj . Thus, by definition of B, Nr(C) ⊆ B.
Since the vertices of Nr(C) are only dominated by C in D, Nr(C) ⊆ B1. Therefore (D \ C) ∪ A ∪ B1 ∪ B2
dominates Nr(C).
Let us now prove that Nl(C) is dominated in D′. Every vertex v ∈ Nl(C) is dominated in Dj by either a
right vertex or a left vertex. Assume that v is dominated in Dj by a right vertex w. Since v is a left vertex
and w a right vertex, Claim 1 ensures that w ∈ Xj and thus w ∈ B. Since w ∈ Dj , w ∈ B2 ⊆ D′. Assume
now that v is dominated in Dj by a left vertex u. If u belongs to D, it is in D ∩Dj ⊆ D \ C ⊆ D′. So we
can assume that u /∈ D. By induction hypothesis, Dj satisfies (iii) and since u /∈ D, the vertex u necessarily
belongs to Xj . So we finally have u ∈ A. Thus, u ∈ (D \ C) ∪ A ⊆ D′. So Nl(C) is dominated in D′. And
then D′ is a dominating set of G.
We can now show that |Dj ∪ C ∪ B3| ≤ Γ(G) + tw(G) + 1. Since D is a minimum dominating set of
G and D′ = (D \ C) ∪ (A ∪ B1 ∪ B2) also is a dominating set of G, we have |C| ≤ |A ∪ B1 ∪ B2|. Thus,
|C ∪ B3| ≤ |A| + |B1 ∪ B2| + |B3|. But A, B1 ∪ B2 and B3 are pairwise disjoint subsets of Xj . Thus,
|A| + |B1 ∪ B2| + |B3| ≤ |Xj | ≤ tw(G) + 1, and |C ∪ B3| ≤ tw(G) + 1. Since, by induction hypothesis, Dj
has size at most Γ(G), this gives |Dj ∪ C ∪B3| ≤ Γ(G) + tw(G) + 1. ♦
We now have a reconfiguration sequence of size at most tw(G) + 1 from Dj to D′j by simply adding all
the vertices of C ∪B3 and then removing all the vertices of A. All along the sequence, the corresponding set
is dominating. Indeed, it contains Dj during the first part and D′j during the second one. One is dominating
by assumption and the other is dominating by Claim 2. By Claim 3, this reconfiguration sequence exists in
RΓ(G)+tw(G)+1(G).
The dominating set Dj+1 will be any dominating set of size at most Γ(G) obtained from D′j by removing
vertices, i.e. any dominating set Dj+1 satisfying Dj+1 ⊆ D′j and |Dj+1| = Γ(G), which necessarily exist
by definition of Γ(G). This can be done in at most tw(G) + 1 deletions. Thus, there exist a sequence in
RΓ(G)+tw(G)+1(G) from Dj to Dj+1 of length at most 2(tw(G) + 1), and Dj+1 thus satisfies (i) and (ii). Let us
now justify why Dj+1 satisfies (iii).
Since Dj+1 is a subset of D′j , if (iii) holds for D
′
j it holds for Dj+1. We have D
′
j = (Dj \A)∪C ∪B3. Since
C ⊆ D, if a left vertex v (for Xj) appears in D′j but not in D, it is either in Dj \ A or in B3. Since B3 only
contains right vertices, it must be in Dj \A. Since A contains the left vertices of Xj ∩ (Dj \D), it means that
v should be in Vj−1. But, by induction hypothesis, the vertices of Dj that belong to Vj−1 belong to D. So
v does not exists and D′j satisfies (iii). Thus, Dj+1 satisfies property P , and by induction, there exists a set
Db that satisfies property P . Moreover, since for any i such that 2 ≤ i ≤ b, there is a path of length at most
2(tw(G) + 1) from Di−1 to Di inRk(G), there is transformation of length at most 2(b− 1) · (tw(G) + 1) from
Ds to Db inRk(G).
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To complete the construction of a path from Ds to D inRk(G), we show that there exists a transformation
from Db to D in Rk(G) of length at most 2(tw(G) + 1). Let A′ = Db \ D, and C ′ = D \ Db. We have
D = (Db ∪ C ′) \ A′. Let S′1 be the reconfiguration sequence from Db to Db ∪ C ′ which consists in adding
one by one every vertex of C ′. Since each of the sets of S′1 contains Db, they are all dominating sets of G.
Note that S′1 has length |C ′|. Let S′2 be the reconfiguration sequence from Db ∪ C ′ to D which consists in
removing one by one each vertex of A′. Since each of the sets of S′2 contains D, they all are dominating sets.
Note that S′2 has length |A′|. Thus, applying S′1 then S′2 gives a reconfiguration sequence from Db to D of
length |C ′|+ |A′|. Moreover, the maximum size of a dominating set reached in this sequence is |Db ∪ C ′|.
Let us show that |Db ∪ C ′| ≤ Γ(G) + tw(G) + 1. We have Db = (D \ C ′) ∪A′. Thus, since D is a minimum
dominating set, |C ′| ≤ |A′|. Since Db satisfies (iii), every vertex of Db that does not belong to Xb also belongs
toD. Thus, A′ ⊆ Xb, and |A′| ≤ tw(G)+1, which gives |C ′| ≤ tw(G)+1, as well as |C ′|+ |A′| ≤ 2(tw(G)+1).
Since Db is a minimal dominating set of G, we have therefore |Db ∪ C ′| ≤ Γ(G) + tw(G) + 1. Thus, there is a
path of length at most 2(tw(G) + 1) from Db to D inRk(G) which completes the transformation of length at
most 2b · (tw(G) + 1) from Ds to D inRk(G). Since b ≤ n, the conclusion follows.
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