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Resumen
Existen numerosos me´todos de inversio´n por la te´cnica de tomograf´ıa en tiempo de viaje. En este trabajo se
desarrollo´ un procedimiento original para la determinacio´n de anomal´ıas convexas, homoge´neas e isotro´picas
en un medio con las mismas dos u´ltimas caracter´ısticas. Los emisores, receptores y la inclusio´n ubicados
en forma arbitraria en un dominio bi-dimensional. Se hace uso de un criterio de mı´nima dispersio´n que
conduce a un sistema lineal de ecuaciones. La experimentacio´n nume´rica muestra la validez del me´todo en
lo que respecta a la ubicacio´n, forma y taman˜o de la anomal´ıa.
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2D ANOMALY DETECTION BY A TOMOGRAPHIC INVERSION METHOD USING MINIMUM
DISPERSION
Summary
There exist several inversion methods by the travel time tomography technique. In this work it was developed
an original procedure to invert convex, homogeneous and isotropic anomalies inside a medium with the same
two last characteristics. The sources, receivers and the inclusion are located arbitrarily in a bi-dimensional
domain. The method takes usage of a minimum dispersion criteria that leads to a linear equation system.
Numeric experimentation shows the validity of the procedure respect to location, form and size of the
anomaly.
Keywords: tomography, seismic inversion, dispersion, linear system.
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INTRODUCCIO´N
Mediante la te´cnica tomogra´fica se pretende determinar la forma y ubicacio´n de una
inclusio´n (anomal´ıa) inserta en un medio que la contiene. Se considera medio homoge´neo e
iso´tropo, por lo cual los rayos que se propagan son rectos. Aunque la presencia de inclusiones
produce refracciones (lo que altera la hipo´tesis de homogeneidad y linealidad), el error
cometido no es grande1. Se debera´ tener en cuenta sin embargo, que a mayor contraste de
velocidades entre el medio base (V1 ) y la inclusio´n (V2 ), mayor sera´ la diferencia entre
la superficie real y la modelada por cualquier me´todo de inversio´n2. Adema´s, a partir de
cierta profundidad la hipo´tesis de linealidad y, por lo tanto, de isotrop´ıa y homogeneidad
se cumple, por lo que la aplicacio´n pra´ctica del me´todo es va´lida.
El tiempo de viaje (i.e. primeras llegadas) de estos rayos resulta una caracter´ıstica de
estas ondas y la alteracio´n de este tiempo es un indicador de la presencia de una anomal´ıa.
Los planteos generales de solucio´n discretizan el dominio en pequen˜as celdas rectangulares
denominadas pixeles3 planteando las ecuaciones de tiempo de viaje recorridos por los rayos,
siendo las inco´gnitas la velocidad en cada p´ıxel. Se llega a un sistema de ecuaciones lin-
eales A.x = y, cuyo segundo miembro son los tiempos medidos experimentalmente; A
es la matriz de distancia y x es la lentitud (inversa de la velocidad), que es la inco´gnita
buscada. Se trata entonces de un tipo de problema inverso. Este sistema subdeterminado
(ma´s inco´gnitas que ecuaciones) requiere incorporar informacio´n adicional para su solucio´n.
A partir de aqu´ı los me´todos difieren, sin existir uno considerado superior. Algunos son:
Me´todo de Ockham, MLS (minimum length solution), DLSS (damped least-squares solu-
tion), RLSS (regularized least-squares solution), SVD (descomposicio´n en valores singu-
lares), etc.4. En un trabajo anterior5 se intento´ un enfoque nuevo, utilizando un principio
variacional logrando buenos resultados. En la presente investigacio´n se propone un esquema
relacionado con te´cnicas de mı´nimos cuadrados que mejora tiempos de ca´lculo y robustez
con una implementacio´n computacional ma´s sencilla.
FORMULACIO´N DEL PROBLEMA
Dado un medio homoge´neo con velocidad de propagacio´n V1, con una inclusio´n del
mismo tipo en su interior con velocidad V2, se pretende modelar (determinar su forma y
ubicar) la misma mediante la te´cnica tomogra´fica por tiempo de viaje6. Los tiempos de
primeras llegadas de los rayos originados en los emisores si y captados en los receptores rj ,
son alterados por la presencia de la inclusio´n. Interpretar esta alteracio´n permitira´ modelar
la misma (Figura 1).
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Figure 1. Emisores si. Receptores rj . Inclusio´n de forma el´ıptica
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CARACTERI´STICAS
La ubicacio´n de los emisores y los receptores es arbitraria en una regio´n plana; trata´ndose
por tanto de un problema bidimensional. Tanto el medio base como la inclusio´n son ho-
moge´neos lo que supone propagacio´n de rayos rectos con velocidades V1 y V2 , respectiva-
mente. Adema´s la u´ltima es de forma convexa, pudie´ndose sustituir por la menos restrictiva
condicio´n que un rayo corte a lo sumo en dos puntos al contorno de la misma, excepto en
el punto de tangencia.
FORMULACIO´N DEL ME´TODO
Como primera medida a fin de definir la forma de la anomal´ıa, se debe determinar cua´les
rayos la atraviesan, as´ı como ubicar las coordenadas de los puntos de ingreso E y salida S
de los mismos.
Como informacio´n del problema se conocen la ubicacio´n de los emisores s y receptores
r y los tiempos de viaje entre ellos. Tambie´n son datos las velocidades en cada uno de los
medios V1 y V2 .
Para cada par emisor si y receptor rj corresponde un rayo i-j con tiempo de viaje Tij
y distancia total recorrida Dij ; mientras que en el interior de la anomal´ıa la distancia de
viaje sera´ dij.(Figura 2a)
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Figure 2. (a): Trayectoria de un rayo. Puntos E y S de entrada/salida a la
inclusio´n (b): El rayo k determina dk dentro de la anomal´ıa. Pk punto
medio del segmento
Cada uno de estos escalares conforman una matriz:
T = {Ti} D = {Dij} Dij = ‖ si − rj‖ d = {dij} i = 1 ..n, j = 1 ...m
Se descompone el tiempo de viaje en el recorrido externo (V1) e interno a la anomal´ıa
(V2):
Tij =
(Dij − dij)
V1
+
dij
V2
(1)
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despejando dij
dij = (Tij − Dij
V1
)(
V1 V2
V1 − V2 ) (2)
Expresando en notacio´n matricial
d = (T− D
V1
)(
V1 V2
V1 − V2 ) (3)
Es importante notar que la matriz d (n x m) tiene elementos dij > 0 para aquellos
rayos i-j que cruzan a la inclusio´n. Los valores pro´ximos a cero (p. ej. menores al 3% del
ma´ximo de los dij) se anulan. Esto tiene mucha aplicacio´n pra´ctica cuando los datos (i.e.
errores en la estimacio´n de las primeras llegadas) presentan ruido, y permitira´n seleccionar
aquellos tiempos que con seguridad corresponden a rayos que atraviesan la inclusio´n.
Se seleccionan los elementos no nulos de d, renombrando a estos rayos con k (k=1..N )
y denominando (xk, yk) a la coordenada de Pk, punto medio de dicho segmento de longitud
dk.(Figura 2b).
La ubicacio´n de los segmentos (o los puntos E y S ) queda un´ıvocamente determinada
por los xk, (los yk dependen de estas abscisas). Entonces, la forma y ubicacio´n de la
anomal´ıa se resuelve encontrando so´lo estos valores.
Para la determinacio´n de dichos puntos se desarrollaron dos me´todos:
a) Variacional: se determina el mı´nimo de la funcional longitud del contorno de la
anomal´ıa5,7
b) Mı´nima dispersio´n: Se calcula el mı´nimo de la funcio´n dispersio´n.
El primero es un me´todo iterativo que requiere valores iniciales de xk; el segundo
(a desarrollarse en este trabajo) es un me´todo de mı´nimos cuadrados directo reducido a
resolver un sistema lineal.
PRINCIPIO DE LA DISPERSIO´N MI´NIMA
Dado el conjunto Pk; una medida de la dispersio´n de los mismos es8
σ2 =
1
N − 1
N∑
k=1
wk(xk − x¯)2 + 1
N − 1
N∑
k=1
wk(yk − y¯)2 (4)
Donde σ es la desviacio´n esta´ndar, wk = dkL son los pesos, L =
∑N
k=1 dk
x¯ =
∑N
j=1wj xj y¯ =
∑N
j=1wj yj coordenadas del centro de gravedad.
Puesto que se conoce la trayectoria recta del rayo k (y = mk x + bk), σ2 resulta ser
so´lo funcio´n de xk : σ2 = σ2 (x1 x2 .........xN )
Distintas formas de la inclusio´n, a los que corresponden diferentes valores de la dis-
persio´n, se generan al deslizar los segmentos sobre los rayos k. En la Figura 3 se observa
que al alejarse de la posicio´n o´ptima, la dispersio´n de los Pk aumenta. Por ello, se adopta
el siguiente criterio: La forma de la anomal´ıa corresponde a la dispersio´n mı´nima de los
puntos Pk
Las ecuaciones ∂ σ
2
∂ xk
= 0 conducen a la obtencio´n de los xk.
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Figure 3. (a)-(d) Inclusio´n el´ıptica, puntos Pk y segmentos para diferentes casos
de aumento de la dispersio´n
DESARROLLO DEL PROCESO DE DERIVACIO´N
σ2 =
1
N − 1
N∑
k=1
wk(xk − x¯ )2 + 1
N − 1
N∑
k=1
wk(yk − y¯ )2 (5)
Siendo ∂xk∂ xi =
∂ yk
∂ yi
= δki ∂ x¯∂ xi =
∂y¯
∂ yi
= wi yi = mixi + bi ∂ yi∂ xi = mi
δki: delta de Kroneker
∂σ2
∂xi
= 0 =
2
N − 1
N∑
k=1
wk(xk − x¯)(δki − wi) + 2
N − 1
N∑
k=1
wk(yk − y¯)(δki − wi)mi (6)
Analizamos los te´rminos del segundo miembro de (6)
(xk − x¯) =
N∑
j=1
δkjxj −
N∑
j=1
wjxj =
N∑
j=1
(δkj − wj)xj (7a)
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(yk − y¯) =
N∑
j=1
(δkj − wj) yj =
N∑
j=1
(δkj − wj)(mjxj + bj (7b)
reemplazando la ecuacio´n (7a-b) en ec. (6) e intercambiando el orden de las sumatorias:
0 =
N∑
j=1
(
N∑
k=1
(δkj − wj)wk(δki − wi)
)
xj +
N∑
j=1
(
N∑
k=1
(δkj − wj)wk(δki − wi)
)
mi(mjxj + bj) (8)
agrupando en el primer miembro los te´rminos que acompan˜an a xj
N∑
j=1
(
N∑
k=1
(δkj − wj)wk(δki − wi)
)
(1 +mimj)xj = −mi
N∑
j=1
(
N∑
k=1
δkj − wj)wk(δki − wi)
)
bj
denominando:
cij =
N∑
k=1
(δkj − wj)wk(δki − wi) aij = cij(1 +mimj ) fi = −mi
N∑
j=1
cijbj
se obtiene finalmente el sistema lineal (N x N )∑N
j=1 aij xj = fi o, en forma matricial
A · x = f (9)
La resolucio´n del sistema lineal (9) permite conocer los xk y de esta forma las coorde-
nadas de los puntos de entrada Ek y salida Sk del rayo k :
xE = xk − dk2 cos (ϕk) yE = yk − dk2 sen (ϕk) Ek = (xE , y E)
xS = xk + dk2 cos (ϕk) yS = yk +
dk
2 sen (ϕk) S
k = (xS , y S)
y = mk x + bk ϕk = arctag (mk )
Los puntos Ek y Sk, k=1. . . .N determinan el contorno aproximado de la anomal´ıa
(Figura 4a). Tambie´n puede ser ajustado por una curva cerrada (p. ej. elipse, Figura 4b)
VALIDACIO´N NUME´RICA
Simulacio´n de resultados
Para simular resultados se lleva a cabo la construccio´n de un modelo, segu´n los siguientes
pasos:
1) Alrededor de una regio´n base cuadrada (LxL), se realiza una distribucio´n regular de
zonas rectangulares y dentro de ellas se ubican los emisores y receptores en forma aleatoria,
siguiendo el criterio de alteraciones pequen˜as dentro de una distribucio´n aproximadamente
regular (Figura 5). Se calculan mi y bi para todos los rayos.
2) Ubicacio´n de una elipse (elipse de entrada EE, que simula la anomal´ıa) en la zona
rectangular central con para´metros elegidos aleatoriamente: coordenadas (xc , yc )de su
centro, orientacio´n θ del eje mayor y semiejes a , b con a > b
Deteccio´n de anomal´ıas 2D por un me´todo de inversio´n tomogra´fica por mı´nima dispersio´n 301
3) Determinacio´n de la matriz d de distancias de segmentos interiores (ver Anexo), lo
que permite calcular wi.
4) Construccio´n, usando mi , bi y wi, del sistema lineal
∑N
j=1 aij xj = fi. Resolucio´n
del mismo y determinacio´n de los puntos del contorno de la anomal´ıa. Ajuste con una elipse
(elipse de salida, ES ), obteniendo: (x∗c , y∗c );q∗; a∗; b∗.
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Figure 4. (a): Anomal´ıa de forma el´ıptica y puntos EkP k (b): Anomal´ıa de
forma el´ıptica (l´ınea continua). Puntos EkP k(o) y ajuste con una elipse
(puntos)
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Figure 5. Los emisores y los receptores distribuidos aleatoriamente en zonas rec-
tangulares. El centro de la elipse de entrada ubicada aleatoriamente en
la zona rectangular central
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Evaluacio´n del modelo
Los para´metros que se eligieron para evaluar la calidad del modelo son aque´llos que
tienen en cuenta la capacidad de transmitir errores de los datos (κ) y los que tienen en
cuenta las alteraciones de ubicacio´n (δ), forma (∆θ y ∆ε) y taman˜o (ρ) entre las elipses de
entrada y de salida (Figura 6), siendo:
 
  
δ 
∆θ 
Figure 6. Cambios de ubicacio´n (δ) y de forma (∆θ ) entre EE (elipse de entrada)
y ES (elipse de salida)
a) κ (A) Condicio´n de la matriz A del sistema lineal.
b) δ =
√
(xc − x∗c )2 + ( yc − y∗c )2 separacio´n entre centros
c) ∆θ = θ − θ∗ cambio de orientacio´n
d) ∆ε = ε − ε∗ cambio de excentricidad donde ε =
√
(a2−b2)
a
e) ρ = pi a
∗ b∗
pi a b relacio´n de a´reas entre la elipse de salida y de entrada
Resultados obtenidos
Se simularon 10.000 casos, con los siguientes datos:
Regio´n base cuadrada L = 100.
Para´metros utilizados: 8 ≤ b ≤ a ≤ 30 0 ≤ θ ≤ 180o 30 ≤ xc ≤ 70 30 ≤ yc ≤ 70.
Los resultados registrados en la Tabla I incluyen valores promedio y ma´ximo, y en la
u´ltima columna una medida de dispersio´n de los valores de los para´metros.
Para´metro Valor promedio Valor ma´ximo V−99 (*)
K(A) 11.8 194 39
δ 1.5 5.2 4.8
∆θ 6o20’ 30o 19o
∆²
² 0.26 0.45 0.44
ρ 1.02 1.09 1.04
Tabla I. (*) V−99 valor que incluye el 99 % de los casos
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La condicio´n relativamente baja (κ v 101) indica la pe´rdida de un digito de precisio´n
de los datos al resolver el sistema lineal.
La ubicacio´n del centro de la anomal´ıa es muy precisa. Este dato es importante porque
indica el punto hacia el que se dirige la exploracio´n.
El cambio en la orientacio´n es apreciable, pero no determinante en la deteccio´n de la
anomal´ıa.
La disminucio´n notable de la excentricidad, es consecuencia del me´todo utilizado. La
dispersio´n mı´nima corresponde a formas ma´s cercanas a la circunferencia (ε = 0).
Las a´reas de las elipses se mantienen aproximadamente. El pequen˜o aumento del
taman˜o, mediante una disminucio´n del eje mayor y aumento del menor magnifica el cambio
de excentricidad.
CONCLUSIONES
El me´todo propuesto conduce a un sistema lineal muy bien condicionado. El pro-
cedimiento resulta simple, directo, robusto y de fa´cil implementacio´n computacional. La
experimentacio´n nume´rica con distribuciones aleatorias de emisores, receptores y anomal´ıas
para un nu´mero alto de simulaciones demuestra la validez del me´todo en lo que respecta a
la ubicacio´n, taman˜o y orientacio´n de la anomal´ıa y, en menor medida, referido a la forma.
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Anexo - Determinacio´n del segmento d
La ecuacio´n de la elipse referida a los ejes (X, Y) (Figura 7) es:
X 2
a 2
+
Y 2
b 2
= 1 (1)
La relacio´n entre sistemas de ejes coordenados:
x = xc + X cos ( θ) − Y sen ( θ )
y = yc + X sen ( θ) + Y cos ( θ )
⇔ X = (x − xc) cos ( θ) + (y − yc) sen ( θ )
Y = − (x − xc) sen ( θ) + (y − yc) cos ( θ )
Remplazando X e Y en (1) se arriba a la ecuacio´n de la elipse referida a (x, y):
Ax2 + B xy + C y2 + Dx + E y + F = 0 (2)
Interceptando la elipse de ecuacio´n (2) con la recta.{
Ax2 + B xy + C y2 + Dx + E y + F = 0
y = mx + b
Se resuelve el sistema mixto eliminando la ordenada y obteniendo:
αx2 + β x + δ = 0 (3)
α = A + Bm + Cm2
β = B b + 2Cmb + D + Em
δ = C b2 + E b + F
Buscando las ra´ıces de (3): x1 y x2
En caso de ser reales: y1 = mx1 + b, y2 = mx2 + b
Finalmente, d resulta:
d =
√
(x1 − x2 )2 + ( y1 − y2 )2
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Figure 7. Determinacio´n del segmento de recta interno a una elipse
