We prove a global well-posedness and regularity result of strong solutions to a slightly modified Michelson-Sivashinsky equation in any spatial dimension. Local in time well-posedness (and regularity) in the space W 1,∞ is established and is shown to be global if in addition the initial data is either periodic or vanishes at infinity. The proof of the latter result utilizes ideas previously introduced to handle the critically dissipative surface quasi-geostrophic equation and the critically dissipative fractional Burgers equation. Namely, the global regularity result is achieved by constructing a time-dependent modulus of continuity that must be obeyed by the solution of the initial-value problem for all time, preventing blowup of the gradient of the solution.
Introduction

Background
We study the initial-value problem associated with following nonlinear, nonlocal parabolic equation
where ν > 0, α ∈ (0, 1/2), p ∈ [1, ∞), µ > 0 and λ ∈ R, with our main results summarized in §1.2 below. Let us start by discussing the motivation behind this work and provide some background information. One of the outstanding questions in the analysis of partial differential equations is whether the Kuramoto-Sivashinsky (KS) equation develops a singularity in finite time or whether solutions arising from smooth enough initial data remain smooth for all time (in spatial dimension d ≥ 2). In its scalar form, this equation reads ∂ t θ(t, x) + ∆ 2 θ(t, x) + 1 2 |∇θ(t, x)| 2 + ∆θ(t, x) = 0.
(1.1)
In spatial dimension d = 1, the solution to the initial value problem associated with (1.1) (in the periodic or whole space setting) does not develop any singularities in finite time starting from smooth enough initial data θ 0 , see for instance [21, 33] . In dimensions d = 2, 3, and under the assumption of radially symmetric initial data in an annular region with homogenous Neumann boundary conditions, global regularity was proven in [2] . Nevertheless, the question of global well-posedness of the IVP associated with (1.1) remains open, in the large, for arbitrary smooth enough initial data when the spatial dimension d is larger than one. The KS equation was derived independently by Sivashinsky [29] as a model for flame propagation (see also [19] ), and by Kuramoto [13] in the context of a diffusion-induced chaos in a chemical reaction system (see also [14, 15] ). The original model derived by Sivashinsky in [29] and discussed in [19] reads ∂ t θ + 4(1 + ǫ) 2 ∆ 2 θ + ǫ∆θ + 1 2
where σ ∈ (0, 1) is the coefficient of thermal expansion of the gas, ǫ = (L 0 − L)/(1 − L 0 ), with L being the Lewis number of the component of the combustible mixture limiting the reaction, and L 0 < 1 being the critical Lewis number depending on various physical properties of the mixture. Here, (−∆) α , α ∈ (0, 1), is the nonlocal operator, whose Fourier symbol is given by |k| 2α . Equivalently, it can be represented in terms of the singular integral
for α ∈ (0, 1), sufficiently regular θ, and C d,α > 0 being a normalizing constant, degenerating as α → 0 + or 1 − . When ǫ > 0, upon rescaling, one formally recovers equation (1.1) from (1.2) by setting σ = 1. Much of the analysis done in the literature is carried out for the case when ǫ > 0 and σ = 1. To the best of our knowledge, no rigorous mathematical treatment for the case σ = 1 has been done. Furthermore, when L > L 0 (ǫ < 0), asymptotic analysis leads to dropping out the hyperviscous term ∆ 2 in (1.2), and the instabilities in the flame in this case arise as a consequence of thermal expansion on its own [19, 29] , and one gets (upon rescaling)
In other words, it is physically possible to have ǫ < 0; we refer the reader to the survey articles [17, 30] for further insight regarding the physical role of the parameters in (1.2) in the theory of combustion. Equation (1.4) is called the Michelson-Sivashinsky (MS) equation. It is a refined combustion model based on the Darrieus-Landau flame stability analysis, and was also recently derived in [20, 36] . Several computational studies were performed on the periodic one-dimensional version of (1.4), see for instance [7, 18, 19, 23] , where typical turbulence induced chaotic behavior was noted. Numerical observations have led several authors to consider special solutions of (1.4) in the one-dimensional case (see, for instance, [12, 22, 25, 34] and the references therein). However, the global regularity of the one-dimensional version of (1.4) does not present any mathematical challenges. Indeed, one has a-priori control over the H 1 norm of the solution, which can be bootstrapped to control higher order Sobolev norms, with the nonlocal part causing at most growth in time, but not blow up.
In dimensions higher than one, one runs into the same technical difficulties as in the KS equation. Namely, no a-priori bound, not even in L 2 , can be obtained, due to the nonlinear term. Thus, one can only prove short-time existence, uniqueness and regularity via standard arguments for smooth enough initial data. On the other hand, the fact that the dissipative operator in the KS, ∆ 2 , is replaced by the standard Laplacian, (−∆), in the MS equation (1.4) , there might be hope in controlling the Lipschitz constant of the solution to (1.4) (i.e., proving a "maximum principle" for the gradient of the solution to (1.4) ), which can then be bootstrapped to control higher order derivatives, analogous to the viscous Burgers equation. This was also the basis of the recent preprint [16] , where the authors propose a modification of the KSE in its vectorial form. Namely, by replacing hyperviscousity with standard Laplacian in one component, they were able to bootstrap the resulting maximum principle and show that smoothness persists under evolution.
A rather ingenious method developed fairly recently by Kiselev, Nazarov and Volberg [11] (see also [10] ) was used to obtain a maximum principle for the critically dissipative surface quasi-geostrophic (SQG) equation (and the fractal Burgers equation). Evolution under the critically dissipative SQG equation (when d = 2) is described by
where R 1 , R 2 are the usual Riesz transforms in R 2 . Even though (1.5) has a maximum principle of the form θ(t, ·) L ∞ ≤ θ 0 L ∞ , this control although useful, does not necessarily prevent blowup in general, and one would require control of a stronger norm in order to address the global existence of smooth solutions in the positive direction. The elegant work in [10, 11] introduced techniques that allow one to compare dissipation, (gradient) nonlinearity and nonlocality in the local (pointwise) setting, without any a-priori assumptions other than short time existence and regularity. The main idea is to show that if the initial data has a certain modulus of continuity (see Definition 2.1, below), and if the solution is guaranteed to be smooth for short time, then preservation of the modulus on some non-degenerate time interval [0, T ] implies control of the Lipschitz constant of the solution on that interval, which in many cases is sufficient to prevent blowup of higher order norms. The difficulty lies in constructing a modulus of continuity that is able to (locally) balance dissipation with the instabilities that may arise from nonlinearity and nonlocality for all time. In many cases this is not a trivial task, see for instance [9] and the references therein where this program was expanded and built upon in several other scenarios. Such techniques rely upon pointwise estimates, and so it is crucial to be able to 1. make sense of the PDE in the classical way, 2. make sure the solution enjoys parabolic regularity C 1 t C 2 x , 3. obtain pointwise estimates of all terms in the PDE, preferably via quantifying continuity of such terms in terms of Hölder estimates, or the modulus of continuity itself, 4 . have a regularity criterion in terms of the Lipschitz constant of the solution.
That being said, in order to study the evolution of moduli of continuity under (1.4) (or even formally obtain a maximum principle), a pointwise upper bound for the nonlocal part must be obtained, ideally in terms of the modulus of continuity being studied. In fact, as will be demonstrated later on, all what one really needs is a bound that does not exceed a constant multiple of ∇θ L ∞ . However, this does not seem to be possible: the square root of the Laplacian has the representation
being the standard Riesz transforms, and it is well known that L ∞ is a bad space for those operators, see for instance [32] . That is, even when θ has a modulus of continuity and its Lipschitz constant is under control, no information can be obtained about (−∆) 1/2 θ in terms of the controlled quantities; we refer the reader to [31, 37] for a classical characterization of the singular integral (1.3), and [4] for a more recent one. Nevertheless, see the conclusion of this paper for further remarks about a possible remedy to this situation. This has led the author to consider a slightly weaker model than (1.4), namely equation (1.6), below.
Main Results
With the previous remarks in mind, replacing the nonlocal part of equation (1.4) with (−∆) α , where α ∈ (0, 1/2), allows one not only to locally bound the corresponding nonlocality (Lemma 2.4, below), but also to obtain a continuity estimate. Indeed, if θ ∈ C 0,β with 0 < 2α < β ≤ 1, then (−∆) α θ ∈ C 0,β−2α [26] . Similarly, we show in Lemma 2.6, below, that while the operator (−∆) α doesn't quite preserve an abstract modulus of continuity, it doesn't distort it too much either. This allows us to control the nonlocality and prove that dissipation will prevail, thereby proving that strong (and hence classical) solutions exist and are unique for all time. The power of the nonlinearity does not seem to introduce any extra complications in the proof (in the absence of physical boundaries, see for instance [24] for various blowup results for viscous Hamilton-Jacobi equations in the presence of boundaries), and so in this work, we study the initial value problem associated with 
Remark 1.1. Lemma 2.4, below, allows us to make sense of (−∆) α θ as an L ∞ function.
Using standard (classical) properties of the heat kernel, one can show that strong solutions satisfy the initial condition in the sense lim 7) and are classical solutions to the PDE (1.6). By classical, we mean that they are once continuously differentiable in time and twice in space on the set (T 1 , T 2 ] × R d and satisfy (1.6) in the pointwise sense. In addition, their time derivatives have the regularity
, and a regularity criterion in terms of the Lipschitz constant of the solution should not be surprising. That is, we first establish the following local-wellposedness result.
Then there is a T 0 = T 0 (θ 0 , d, α, p, ν, µ, λ) > 0 and a strong solution θ to (1.6) on [0, T 0 ] corresponding to θ 0 and depending continuously on the initial data in the W 1,∞ R d norm. In particular, it is the only strong solution. Furthermore, if θ is a strong solution corresponding to θ 0 on an arbitrary interval of time
is the maximal interval of existence of the strong solution, then we must have
Remark 1.2. One can obtain a result analogous to Theorem 1.1 for any α ∈ (0, 1). We restrict ourselves to the case α ∈ (0, 1/2) for the sake of simplicity.
Thus, in order to go from local to global well-posedness, it is sufficient to prevent a gradient blowup scenario (in the L ∞ norm) in finite time. This will be guaranteed if we impose either a periodicity hypothesis on the initial data or require it to vanish at at infinity, i.e., we further assume that either
is the standard basis of R d and L > 0, or lim |x|→∞ |θ 0 (x)| = 0.
In this case, we show that the (unique) strong solution arising from such initial data (as defined in Definition 1.1) automatically inherits those properties, and we are able to control it's Lipschitz constant for all time by constructing a strong modulus of continuity (Definition 2.1, below) that must be obeyed by the solution.
That is, we establish Theorem 1.2. Assume the hypotheses of Theorem 1.1 and suppose further that θ 0 is either periodic with period L > 0 in every spatial direction or vanishes at infinity. Then there exists a strong solution θ to (1.6) on [0, ∞) corresponding to θ 0 , which is periodic if θ 0 is (with the same period) or vanishes at infinity if θ 0 does. Furthermore, θ is unique in the class of strong solutions and we have the following estimate valid for every t ≥ 0,
8)
where B depends only on θ 0 W 1,∞ and C 0 depends on B, ν, α, d, µ, with C 0 blowing up as α → 1/2 or ν → 0. In particular, B and C 0 do not depend on the period L if θ 0 is periodic, nor on p or λ. Remark 1.3. One can certainly allow for more singular initial data by considering the periodic and whole space scenario separately, and modifying the definition of a strong solution accordingly. Essentially, one only needs to guarantee that the solution immediately experiences parabolic regularity (make sense of the PDE (1.6) in the pointwise sense on (0, T ] × R d ). We chose the space W 1,∞ (R d ) and define strong solutions as in Definition 1.1 in order to handle both scenarios in a simple, unified fashion.
It is unclear at this stage whether the growth in time observed in (1.8) is sharp or is simply a technical difficulty arising from the proof. Equation (1.6) does not have any scale invariance, and so our modulus of continuity will be customized for each initial data, complicating the construction. Furthermore, in order to balance out the instabilities arising from the nonlocality without allowing time dependence, the second derivative of the modulus should be bounded from above by a negative constant, a scenario that might lead the modulus of continuity to be negative. This will be made clear at the technical level in §4, and touched upon in the conclusion.
This paper is organized as follows. In §2, we list some preliminary estimates and results that will be used later on. Subsection §2.1 mainly summarizes the properties and basic results of moduli of continuity used when studying their evolution, most of which are proven in [9, 10, 11] . In §2.2, we obtain some pointwise estimates for (−∆) α . Section 3 deals with the proof of Theorem 1.1, which mainly follows ideas from [1, 3] , slightly modified to take into account nonlocality. Finally, Theorem 1.2 is proved in §4, where the modulus is explicitly constructed and shown to be "preserved" by the evolution. We conclude with some remarks.
Preliminaries
In this section, we list some preliminary results and estimates that will be used throughout this work. We summarize the main ingredients introduced in [10, 11] when studying the evolution of moduli of continuity in §2.1 . In §2.2, we obtain some (elementary) pointwise upper bounds for the nonlocal operator (−∆) α that we will need in the analysis to follow. In particular, Lemma 2.6 (a generalization of [26, Proposition 2.5]) is the crucial estimate that will be used to prove the long-time existence of strong solutions, and is the key ingredient that fails when trying to obtain similar results for α ≥ 1/2. Let ω be a modulus of continuity. We say a scalar function θ ∈ C(R d ) has modulus of continuity ω if |θ(x) − θ(y)| ≤ ω(|x − y|). We say θ has strict modulus of continuity ω if |θ(x) − θ(y)| < ω(|x − y|) whenever x = y.
Moduli of Continuity
To avoid cumbersome notation, in the proof of the following two Lemmas, we drop the subscript L ∞ from · L ∞ . Even though they are discussed in [10, 11] , we prove them again here for the sake of completeness and convenience. Moreover, we find it necessary to rigorously prove Lemma 2.1, in order to verify that the control on the Lipschitz constant of the solution is independent on the period length L > 0 when θ 0 is chosen to be periodic. Proof. Chose B θ > 0 such that ω(B θ ) > max{2 θ + 1, ∇θ + 1}, which is possible as ω is unbounded. As ω is increasing, we must have ω(B) ≥ ω(B θ ) for any B ≥ B θ . Let ξ := |x − y| > 0. For ξ ≥ 1, we write:
and note that due to the concavity of ω, the function
is increasing and so must be negative on (0, 1), as h(1) < 0 by choice of B.
and has a strong modulus of continuity ω. It then follows that θ is Lipschitz and ∇θ L ∞ < ω ′ (0).
Proof. Let x 0 ∈ R d be such that |∇θ(x 0 )| = ∇θ . Let ξ ∈ (0, 1] be arbitrary and let y = x 0 + ξe, where e is the unit vector in the direction of ∇θ(x 0 ). From the first order Taylor expansion of θ about x 0 we see that
here ∇ 2 θ is just the maximum of all second order derivatives in a ball centered at x 0 with radius 1, and C is a combinatorial constant. The left hand side is at most ω(ξ), and so after rearranging we get for any ξ ∈ (0, 1],
Since ω is C 2 on (0, ∞), and lim
where lim ξ→0 + ρ(ξ) = ∞. Plugging this into (2.1) we get
The result now follows by choosing ξ ∈ (0, 1] small enough such that C ∇ 2 θ − ρ(ξ) < 0 and noting that
The following Lemma is crucial in handling the nonlinear part of the equation, as well as extracting local dissipation from the Laplacian. See [9, Proposition 2.4] for further insight, and a slightly different proof. We relax the assumptions on the modulus of continuity and only assume it is continuous on [0, ∞), and piecewise C 2 on (0, ∞), with finite one sided derivatives, modulo the condition ω ′′ (0) = −∞.
and
Let ǫ > 0 and define:
Notice that for j = 1, we have 
Suppose for the sake of contradiction that
As ω is piecewise C 2 , it follows that there exists some small enough ǫ > 0 such that h(s) is C 2 on [x 0 1 − ǫ, x 0 1 ] and −h ′′ (s) < 0 on that interval. On the one hand, a Lemma of Hopf (or simple calculus) tells us that we must have h ′ (x 0− 1 ) > 0. On the other hand, owing to (2.2), we must have
which leads to a contradiction under the concavity assumption of ω.
Under the concavity assumption of ω, from (2.2) we see that the modulus of continuity cannot be violated at a point where ω ′ has a jump discontinuity.
Pointwise Estimates for (−∆) α
This subsection is devoted to deriving some simple pointwise upper bounds for the fractional Laplacian. Lemma 2.4 is used in proving local well-posedness in a simple manner, regardless of whether we are in the periodic or whole space setting, while Lemma 2.5 is required when handling the whole space setting. We remark that one can do without Lemma 2.4 by specializing to the periodic or whole space scenario, where short time existence and regularity can be proven by standard energy techniques and, in the periodic case, Galerkin approximations. Lemma 2.4 simply allows us to prove local-well-posedness and regularity for either scenario, and arbitrary dimension d in a simple, unified fashion. On the other hand, we emphasize again, that Lemma 2.6 is the key ingredient that allows one to control the nonlocal, destabilizing part, by the local diffusive term, and is the key estimate that is missing when trying to prove similar results when α ≥ 1/2. Recall the singular integral definition of (−∆) α
which is known to be equivalent to the Fourier multiplier definition (in the whole space)
We remark that for periodic functions (assume the period is 2π for simplicity), it is common to instead use the following pointwise formula
with (2.7) known to be equivalent to the (periodic) Fourier multiplier definition
see for instance [5] . Nevertheless, by regularizing the singular integral (2.6) via
which is absolutely convergent for any θ ∈ C 2 (R d ) ∩ L ∞ (R d ) and any α ∈ (0, 1), along with using the fact that the function
is rotation invariant, allows us to easily establish the equivalence of (2.6) and (2.8) (and hence to (2.7)) in case θ happens to be periodic, by appropriately choosing the normalizing constant C d,α . We prefer to work with the representation (2.6), as it allows us to easily obtain the required bounds and continuity estimates, regardless of whether the function is periodic or not.
Proof. For α ∈ (0, 1/2), the singular integral (2.6) is absolutely convergent when θ ∈ W 1,∞ . Moreover, if θ is constant, the result is trivial, so we assume otherwise. For fixed R > 0, we have
The result now follows by choosing R :
functions such that all derivatives up to order k are bounded and vanish at infinity, i.e., lim |x|→∞ |D β θ(x)| = 0, ∀|β| ≤ k.
Proof. It suffices to prove the results for k = 1, 2, when α ∈ (0, 1/2) and [1/2, 1), respectively. For α ∈ (0, 1), we regularize the singular integral (2.6) by
making the above integral absolutely convergent for θ ∈ C 1 , if α ∈ (0, 1/2) and θ ∈ C 2 , if α ∈ [1/2, 1). We start by splitting the integral into a singular part, intermediate part and decaying part as follows
In what follows, C d,α always denotes a positive constant depending on d, α, degenerating as α → 0 + or 1 − , and whose value may change from line to line. For any given ǫ > 0, we start by choosing a large enough R > 1 such that
To handle I S , notice that given (x, y) ∈ R d × R d , by the mean value theorem, we can find some λ = λ(x, y) ∈ (0, 1) such that
implying the singular integrand of I S is bounded from above by
For α ∈ (0, 1/2), we can chose a large enough N 1 > 1 such that, whenever |z| ≥ N 1 − 1,
making I S < ǫ/3 when |x| ≥ N 1 . This concludes the case when α ∈ (0, 1/2). For α ∈ [1/2, 1), we apply the mean value theorem once again to (2.9) to get a σ ∈ (0, 1) and conclude that the singular integrand is now dominated by
allowing us to conclude by choosing a large enough N 1 such that
whenever |z| ≥ N 1 − 1, meaning I S < ǫ/3 when |x| ≥ N 1 .
Lemma 2.6. Suppose θ ∈ C(R d ) has a modulus of continuity ω, and let α ∈ (0, 1/2). Then (−∆) α θ has modulus of continuity
10)
Proof. Following Remark 2.1, we must have θ ∈ W 1,∞ (R d ), and so for α ∈ (0, 1/2), the singular integral (2.6) is absolutely convergent. Therefore, for arbitrary ρ > 0, (x, z) ∈ R d × R d , we must have
where
dy ,
For I 1 , we estimate from above by
where we integrated by parts in the last step. For I 2 , we have
from which we conclude by choosing ρ = |x − z|.
3 Proof of Theorem 1.1
In this section, ∇ always denotes the gradient vector acting on spatial coordinates, while C d,α ≥ 1 always denotes an absolute constant depending on the dimension d and α, may blow up as α → 1/2, and whose value may change from line to line. Let us start by recalling some properties of the heat kernel 
where β ∈ (0, 1) is arbitrary. (3.1)-(3.3) follow by explicit calculations, while it is somewhat tedious (yet straightforward) to prove inequality (3.4), see for instance [3, Lemma 4.3] . We will also make use of the following Gronwall-type inequality. The proof of Theorem 1.1 closely follows the ideas presented in [1, 3] , and will be broken down into several Propositions. We begin by constructing a strong solution in Proposition 3.1, below. This will be followed by proving the local well-posedness of strong solutions in Proposition 3.2, before concluding with the parabolic regularity and regularity criterion in Propositions 3.3 and 3.4, respectively.
Then there is a T 0 = T 0 (θ 0 , d, α, p, ν, µ, λ) > 0 and a strong solution θ to (1.6) on [0, T 0 ] corresponding to θ 0 . Furthermore, if θ 0 is periodic with period L > 0, then so is θ(t, ·), and if θ 0 ∈ C 0 (R d ), then so is θ(t, ·) for t ∈ [0, T 0 ].
Proof. For T > 0, let X T be the Banach space
We will construct a strong solution by choosing a small enough T 0 > 0 such that the inductively defined sequence of functions {θ k } ∞ k=1
is Cauchy in X T0 . We start by obtaining some uniform bounds. Let We obtain the following bounds, uniform in k ∈ N, t ∈ [0, T 0 ],
via an inductive argument: they hold trivially for θ 1 , and assuming they are true for θ k−1 , we get, by using (3.1), along with Lemma 2.4, that
By choice of T 0 , the right hand side is bounded from above by M 0 . Similarly, except now using (3.2), we get that
and the right-hand side is bounded by M 1 by choice of T 0 , closing the inductive argument. To show that the sequence is Cauchy in X T0 , it is sufficient to show that
(3.7)
To begin, notice that by choice of T 0 and Lemma 2.4, we have, whenever (t,
making (3.7) true. It follows that {θ k } ∞ k=1 converges to some θ in the norm topology of X T0 and so, by utilizing Lemma 2.4 one more time,
meaning θ is a strong solution on [0, T 0 ] corresponding to θ 0 , with the extra regularity C t C 1 x (0, T 0 ] × R d . It is clear that if θ 0 is periodic with period L > 0, then so is each θ k (t, ·), and so the same can be said of the limiting function. We now argue that if θ 0 ∈ C 0 (R d ), then θ k (t, ·) ∈ C 1 0 (R d ) for each fixed t > 0. Since meaning θ k (t, ·) ∈ C 1 0 (R d ) for every t > 0. Virtue of the convergence in the norm topology of X T0 , we must have θ(t, ·) ∈ C 1 0 R d whenever t ∈ (0, T 0 ].
and suppose θ is a strong solution corresponding to θ 0 on [T 1 , T 2 ]. It follows that lim
Furthermore, if θ 1 ∈ W 1,∞ R d and ϕ is a strong solution corresponding to θ 1 on [T 1 , T 2 ], then
where γ ∈ C[T 1 , T 2 ] is a positive, increasing function depending on α, p, ν, λ, µ and the L ∞ [T 1 , T 2 ]; W 1,∞ R d norms of θ and ϕ.
Proof. From the uniform continuity of θ 0 , it is clear that
and so it remains to show that lim
To do so, first of all notice that as θ ∈ C([T 1 , T 2 ]; W 1,∞ (R d )), ∇θ(t, x) converges to some vector g(x) as t → T + 1 in the norm topology of L ∞ (R d ), and all what is needed is to show that g(x) = ∇θ 0 (x) for almost every x ∈ R d . This can be done as follows: let x 0 ∈ R d and R > 0 be arbitrary, and let χ R be a smooth function compactly supported in a ball of radius R centered at x 0 . Then we must have
owing to (3.8) , and the fact that χ R is compactly supported. Now, let w(t, x) := θ(t, x) − ϕ(t, x), and notice that 
Similarly, applying ∇ to (3.9) and using (3.2), we obtain
Adding inequalities (3.10) and (3.11), while setting g(t) := w(t, ·) W 1,∞ (R d ) and f (σ) := A (νσ) −1/2 + 1 we obtain, for every t ∈ [T 1 , T 2 ],
The result now follows from Lemma 3.1, by choosing, for instance, q = 3, r = 3/2. Remark 3.1. A direct consequence of Propositions 3.1 and 3.2 is that if θ 0 is periodic or vanishes at infinity, and if θ is a strong solution corresponding to θ 0 on [T 1 , T 2 ], then θ(t, ·) is periodic or vanishes at infinity if θ 0 is.
To avoid cumbersome notation, in Proposition 3.3 we work with strong solutions posed on [0, T ], without any loss in generality. Further, we write a b whenever there exists a constant C > 0, depending (possible nonlinearly) on d, α, p, β, ν, µ, λ and max 
where β ∈ (0, 1), t ∈ (0, T ] are arbitrary. Consequently, we get that
Proof. We have 
with ǫ > 0 being arbitrary small. First of all, notice that virtue of Proposition 3.2, we must have, for any
Differentiating ϕ 0 once in time, integrating by parts, bounding |∇θ(t 0 , y)| ≤ ∇θ(t 0 , ·) L ∞ and using (3.2) we see that, whenever t ∈ (t 0 , T ],
As θ(t, ·) is Lipschitz, owing to Lemma 2.6, we must have that 
whenever s ∈ [t 0 , T ], (x, y) ∈ R d , and β ∈ (0, 1). Hölder estimates (3.17)-(3.18) allow us to differentiate the volume potentials (3.15) once in time (see for instance [6] ) to get
Choosing β = 1 − 2α, bounding from above, and utilizing (3.3) we get
From (3.16) and (3.19) , we obtain (3.13) . It is clear that ϕ 0 is smooth and solves the heat equation on [t 0 , T ] × R d , while the Hölder estimates (3.17)-(3.18) allow us to differentiate the volume potentials (3.15) twice in space to conclude that
holds true in the pointwise sense on [t 0 , T ] × R d , with t 0 ≥ ǫ > 0 being arbitrary small. 
is the maximal interval of existence of the strong solution, then
Proof. Set
and suppose for the sake of contradiction that T 0 < T 0 . We must have lim sup ∇θ(t, ·) L ∞ < ∞, and bounding from above, while utilizing Lemma 2.4, we get, whenever t ∈ [T 1 , T 0 ),
As 1 − 2α ∈ (0, 1), we must have
allowing us to conclude the proof by Gronwall's inequality.
4 Proof of Theorem 1.2
Strategy of the Proof
By Theorem 1.1 and Proposition 3.4, we only need to show that ∇θ(t, ·) L ∞ < ∞ for any t ≥ 0. This will be achieved by constructing a time dependent strong modulus of continuity (an Ω(t, ξ) such that Ω(t, ·) is a strong modulus of continuity for any t ≥ 0 according to Definition 2.1) such that θ(t, ·) has Ω(t, ·) as a strict modulus of continuity for all t ≥ 0, thereby ruling out the gradient blowup scenario. As a byproduct, we are able to obtain an explicit bound on the gradient, depending on θ 0 W 1,∞ , ν, α, µ, d and time t. Time dependent moduli of continuity have been studied before in [9] , mainly in the context of eventual regularization of active scalars. Hölder time dependent moduli of continuity were also considered in [28] , where a drift-diffusion equation with a pressure term was considered, and the solution is shown to remain Hölder continuous as long as the drift velocity is under control. Following (and slightly generalizing) the work in [9] , the time dependent modulus Ω(t, ξ) will be constructed such that the initial data has strict modulus of continuity Ω(0, ·) and
where h will represent any "local" instabilities that may arise from the nonlocal and nonlinear part of the equation, that may depend linearly, nonlinearly or nonlocally on Ω.
As will be shown below, the nonlinear term will not be of any concern and will in fact vanish (as is expected when trying to prove "maximum principles"); we only need to worry about the nonlocal term, and as is easily observed for the linear equation (that is, equation (1.6) with λ = 0), this will cause at most exponential growth in time, but not blowup. As opposed to [9] , where h(t, ξ) is a "nonlocal" Burgers type nonlinear term, in our case, since the nonlinearity will vanish, h(t, ξ) is a linear term in Ω, allowing us to solve the "heat inequality" (4.1) by a simple separation of variables, i.e. we seek a modulus of the form
In our case,
and owing to the fact that lim
we see that the local dissipation from the Laplacian (the term −4ν∂ 2 ξ Ω) will balance out h when ξ is small. Time dependence on the other hand is necessary, since the above integral cannot be made to vanish as ξ → ∞, while local dissipation from the Laplacian must go to 0 as ξ → ∞, otherwise the modulus of continuity will become negative for large ξ. Therefore, we need to rely on the time derivative ∂ t Ω to balance out those instabilities when ξ is large.
Before constructing the modulus of continuity, let us recall the main ideas introduced in [10, 11] and slightly modify them in order to be applicable for problem (1.6) . Let us suppose that Ω(t, ·) is an unbounded strong modulus of continuity for each t ≥ 0, and assume that θ 0 has Ω(0, ξ) as a strict modulus of continuity.
, and that Ω(·, ξ) is non-decreasing as a function of time for each ξ ∈ [0, ∞). Let us now define
where x, y ∈ R d × R d are arbitrary, and assume for the moment that τ > 0. It is clear that if T * < ∞, then τ < T * : virtue of Proposition 3.4, θ must exhibit gradient blowup at T * , while the fact that ∂ ξ Ω(t, 0) < ∞ would lead to a uniform bound for the gradient on the interval [0, T * ]. It follows that by continuity, θ(τ, ·)
has Ω(τ, ·) as a modulus of continuity, albeit not necessarily strict. The idea is then to construct Ω such that if τ > 0, then τ = ∞, contradicting the fact that T * < ∞ and providing the explicit bound
To show that τ = ∞, it will be sufficient to rule out the "breakthrough" scenario
Indeed, suppose scenario (4.4) is not possible. As τ < T * , the solution is still C 2 in space at time τ , and for a short time beyond that. It follows that Lemma 2.2 is applicable, and so ∇θ(τ, ·) L ∞ < ∂ ξ Ω(τ, 0). This guarantees that the strict modulus of continuity can never be violated in a neighborhood of the diagonal x = y, and so the same must be true for a short time beyond time τ and small |x − y|, say |x − y| ∈ (0, δ) some δ > 0. Since the solution is bounded in space in a neighborhood of time τ , while the modulus is unbounded in space and nondecreasing in time guarantees that the strict modulus is not violated for a short time beyond τ and large |x − y|, say |x − y| ≥ K, some K >> δ. The only troublesome case is extending the time τ when |x − y| ∈ [δ, K] without assuming any bound on x or y. This can be done under the assumption that the solution is either periodic or vanishes at spatial infinity (both properties which are inherited from the initial data, Remark 3.1). Let us now make this rigorous. Virtue of Theorem 1.1, we may, without any loss in generality, assume θ 0 is C 2 . No C 2 or concavity assumptions on Ω(t, ·) are necessary for the proof of the next Proposition. See also [9, Lemma 2.3] .
is such that Ω(t, ·) is an unbounded strong modulus of continuity for each t ≥ 0, and that Ω(·, ξ) is nondecreasing as a function of time for each ξ ≥ 0. Suppose θ 0 has Ω(0, ·) as a strict modulus of continuity, and let θ be the (short-time) strong solution to (1.6) corresponding to θ 0 . Assume further that either θ 0 is periodic with period L > 0 or vanishes at infinity, and let T * and τ be as defined in (4.2) and (4.3), respectively. It follows that τ > 0 and if τ < ∞, then we must have |θ(τ, x) − θ(τ, y)| = Ω(τ, |x − y|) for some x = y.
Proof. Lemma 2.2 tells us that ∇θ 0 L ∞ < ∂ ξ Ω(0, 0), and by continuity of the function ∇θ(t, ·) L ∞ , this remains true for t ∈ [0, ǫ 0 ], some ǫ 0 > 0. Set
and for ξ > 0, consider the function
Clearly, h(ξ) < 0 for ξ ∈ (0, δ), some δ > 0. It follows that whenever t ∈ [0, ǫ 0 ] and |x − y| ∈ (0, δ), since Ω(·, ξ) is nondecreasing as a function of time for each fixed ξ ≥ 0, we must have
As Ω(0, ·) is unbounded and nondecreasing, there exists some K >> δ such that Ω(0, ξ) ≥ 3M 1 whenever ξ ≥ K. It follows that whenever t ∈ [0, ǫ 0 ] and |x − y| ∈ [K, ∞),
It remains to handle the case |x − y| ∈ [δ, K]. If θ 0 is periodic, then so is θ(t, ·) and in this case, we first define
and note that since the set [0, ǫ 0 ] × A is compact, the function
is uniformly continuous on it, and as R(0, x, y) < 0, the same must be true on [0, ǫ] × A, some ǫ ∈ (0, ǫ 0 ]. As θ(t, ·) is periodic, this proves that τ ≥ ǫ > 0.
On the other hand, if θ 0 vanishes at spatial infinity, one can chose a large enough K 0 and a small enough ǫ 1 ∈ (0, ǫ 0 ] such that |θ(t, z)| ≤ Ω(0, δ)/4 whenever |z| ≥ K 0 , t ∈ [0, ǫ 1 ], owing to the fact that ∂ t θ ∈ L 1 ([0, T * ]; L ∞ (R d )). We now decompose the set
and B 2 is the complement of the set B 1 . By choice of K 0 and ǫ 1 , we have
since Ω is nondecreasing in both variables. It is fairly straightforward to verify that B 2 is compact, and so as in the periodic case, one can find a small enough ǫ ∈ (0, ǫ 1 ] such that Ω is not violated on [0, ǫ].
The second part of the proposition follows by similar arguments. As discussed previously, the solution has not exhibited any blowup on [0, τ ], and so θ(τ, ·) has modulus of continuity Ω(τ, ·), albeit not necessarily strict. Therefore, Lemma 2.2 can still be applied and we have the strict bound ∇θ(τ, ·) L ∞ < ∂ ξ Ω(τ, 0). Since θ(τ, ·) ∈ W 1,∞ R d , by Theorem 1.1 and Remark 3.1, the solution is smooth for a short time beyond τ , and is periodic or vanishes at infinity if θ 0 is. Therefore, assuming that 
Constructing the Modulus of Continuity
We start by analyzing the breakthrough scenario, i.e. we assume τ as defined in (4.3) is positive and finite, so that
for some x 0 = y 0 . Since everything is rotation and translation invariant, we may assume that the strict modulus is violated at some x 0 = y 0 , with x 0 − y 0 = (ξ, 0, · · · , 0), some ξ > 0. Further, it is sufficient to assume θ(τ, x 0 ) − θ(τ, y 0 ) = Ω(τ, ξ), the case when θ(τ, x 0 ) < θ(τ, y 0 ) is handled similarly. To rule out this scenario, we consider the function
on the interval [0, τ + ǫ], some small enough ǫ, and we construct Ω such that g ′ (τ ) < 0, for any ξ > 0. To do so, we use the fact that the PDE holds pointwise to get that
The first line in equation (4.5) is of stabilizing nature, while the second may cause instabilities. From (2.2), we see that ∇θ(τ, x 0 ) p − ∇θ(τ, y 0 ) p = 0, while (2.3) and (2.10) give us
Therefore, we obtain
and so our aim is to construct Ω such that the right hand side of inequality (4.6) is negative, which we now do. For ξ ≥ 0, define
Clearly, ω is an unbounded strong modulus of continuity: it is concave, grows like ξ α , ω ′ (0) = 1 and ω ′′ (ξ) = −O(ξ −α ) near ξ = 0. Next, chose a sufficiently large B = B ( θ 0 W 1,∞ ) such that θ 0 has ω B (ξ) := ω(Bξ) as a strict modulus of continuity (owing to Lemma 2.1), and let δ 0 = δ 0 (B, ν, α, µ, d) > 0 be a small number to be determined later. Set
,
Finally, define
Now, δ 0 will be chosen small enough such that the dissipative term alone will balance the local instabilities arising from the nonlocal part for ξ ∈ (0, δ 0 ], while the time dependent part of the modulus will balance those instabilities away from δ 0 . To see this, as ω is concave, we have ω ′ B (ξ) ≤ B, and so 
. This immediately implies that g ′ (τ ) < 0, whenever ξ ∈ (0, δ 0 ], as f is positive and nondecreasing. When ξ ≥ δ 0 our aim is to bound (2.10) uniformly in ξ, and so we use the bound
Therefore, when ξ > δ 0 , we obtain
which is strictly negative by choice of f (4.7), concluding the proof.
Concluding Remarks
Let us start by commenting on the exponential growth observed in bound (1.8) . As opposed to the scenario in the SQG and critical Burgers equation analyzed in [10, 11] , the instabilities in our case manifest themselves in estimate (2.10), which cannot be made to decay in ξ. This is the main technical difficulty that forces us to allow the modulus to depend on time, as the best we could do is construct a modulus such that (2.10) is bounded. Therefore, if we do not "absorb" that term by a function of time, one would require the concavity of the modulus to be bounded from above by some fixed negative constant, since this will be the only negative quantity in inequality (4.6) . But this immediately implies that at some large enough ξ, the modulus becomes decreasing, and in fact, negative at even larger ξ. One might be able to overcome this in the periodic setting by constructing a more sophisticated modulus, since one only needs to rule out the "breakthrough" scenario for ξ in some compact set in this case.
A possible approach to prove that regularity persists under evolution when α = 1/2, and to eliminate time dependence in (1.8), is the following. Recall that the main difficulty in studying evolution of moduli of continuity under the original MS model (1.4) is the lack of pointwise control of (−∆) 1/2 θ. However, one can bootstrap control of the Lipschitz constant, and obtain, via energy techniques, a bound on a high enough Sobolev norm. Owing to the Sobolev embedding theorem, we obtain a pointwise bound or even continuity (Hölder) estimate for the term (−∆) 1/2 θ in (4.5). Nevertheless, the time dependent part of the modulus will now have to satisfy a first order ODE whose solution blows up in finite time, rendering the separation of variables approach useless.
On the other hand, Lemma 2.2 is still valid for moduli of continuity of the form
allowing for uniform in time control over the Lipschitz constant. However, solving the heat equation by a simple separation of variables for the right part of the modulus, ω R , now results in a jump discontinuity at δ, introducing various technical difficulties in the proof. Upon sharing the above remarks and results with the author's current doctoral adviser Edriss Titi, it was suggested that in order to adapt the approach for the MS model (1.4) , one should instead try to solve the heat equation implicitly to patch the break in the modulus at δ [35] . That is, solve a boundary value problem for ω R . Ideally, one would want the modulus to be at least C 1 in space, and so this amounts to prescribing Cauchy data to the forced heat equation at ξ = δ, resulting in an overdetermined problem. It was also suggested by Titi to relax one of the boundary conditions instead of trying to solve the overdetermined problem. The main technical difficulty in solving this so called lateral Cauchy problem is the lack of a minimum principle, in particular one can no longer guarantee positivity of the modulus. That being said, it is natural to relax the Neumann condition, in order to guarantee concavity of the modulus, at least near 0. This is remaining faithful to the spirit of the ideas presented in [9, 10, 11] , mainly in order to be able to deal with the nonlinearity and extract dissipation at δ (apply Lemma 2.3). In simple words, this translates to showing that the Dirichlet to Neumann map is not increasing in time, at least on an arbitrary interval of time [0, T ]. This is currently under investigation by the author, where in the thesis [8] , we study this in more details, as well apply this technique to other nonlinear-nonlocal PDEs.
Our final remark is that one would expect similar results to hold even if the dissipative operator, (−∆) is replaced by the fractional one (−∆) β , where β ∈ [1/2, 1]. Indeed, it was shown in [9] , that the local dissipative power of (−∆) β for small ξ is, roughly speaking, ξ 2−2β ω ′′ (ξ), and as long as β ≥ 1/2, one can still construct a modulus of continuity, according to Definition 2.1, such that lim ξ→0 + ξ 1−2β+2α ω ′′ (ξ) = −∞.
To obtain a local well-posedness result and regularity criteria in terms of ∇θ L ∞ in this case, one should be able to adapt the ideas in [27] and the references therein.
