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BOOLEAN FUNCTIONS WITH SMALL SPECTRAL NORM,
REVISITED
TOM SANDERS
1. Introduction
The purpose of this note is to present the argument from [San16] for groups of the form
F
n
2 . Throughout G will denote such a group; the whole point of our arguments is that the
results will not depend on n, but we shall touch on this later in the introduction.
Before motivating the problem we need a couple of definitions. Given f : G Ñ R we
define its Fourier transform and spectral norm respectively bypfprq :“ ExPGfpxqp´1qrtx for all r P G, and }f}A :“ÿ
r
| pfprq|.
It has been known since [KM93, Theorem 4.12] that if a Boolean function (meaning a
function taking only the values 0 and 1) has small spectral norm then (an approximation
to) it can be easily learnt [KM93, p1338]. (See also [Man94].) In view of this it is natural
to ask how rich the class of Boolean functions with small spectral norm is, and this was
part of what motivated the paper [GS08a].
There are some obvious members: if V ď G then it is easy to check that }1V }A “ 1
and so if V1, . . . , VL ď G then1 f :“
řL
i“1˘1Vi is certainly integer-valued and it also has
}f}A ď L. Our aim is to prove the following sort of converse.
Theorem 1.1. Suppose that f is integer-valued with }f}A ďM . Then there are subspaces
V1, . . . , VL ď G such that
f “
Lÿ
i“1
˘1Vi and L ď exppM3`op1qq.
This improves on the bound L ď exppexppOpM4qqq in [GS08a, Theorem 1.3]. On the
other hand if f is a sum of k maps of the form x ÞÑ p´1qrtix with the ris independent then
}f}A “ Op
?
kq so that we certainly need L “ ΩpM2q above.
The above result includes a structure theorem for Boolean functions (with small spectral
norm) as they are functions taking particular integer values, but does not address the
question of which linear combinations of indicator functions of subspaces lead to Boolean
functions.
Various sub-classes of the Boolean functions with small spectral norm have been studied:
for example the symmetric functions in [AFH12, Theorem 1.1]; the low-degree functions in
1This notation means that there are signs εi P t´1, 1u such that f “
řL
i“1 εi1Vi .
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[TWXZ13, Lemma 4]; the functions with small Fourier support in [STV14, Theorem 1.3];
and the functions in small2 ambient group [STV14, Theorem 1.2].
This last result is particularly worth mentioning as the dependence on the size of the
ambient group is very mild.
Theorem 1.2 ([STV14, Theorem 1.2]). Suppose that f is Boolean with }f}A ďM . Then
there are subspaces V1, . . . , VL ď G such that
f “
Lÿ
i“1
˘1Vi and L ď exppOpMpM ` log log |G|qqq.
This result is stronger than Theorem 1.1 unless |G| ě exppexppM2`op1qqq, though it does
not cover integer-valued functions more generally.
Statements producing weaker structures (but usually with better quantitative informa-
tion) have also been proved about Boolean functions with small spectral norm including
[Gro97, Theorem 4], [STV14, Theorems 1.1 &1.4 ] and [TWXZ13, Lemmas 4 & 8].
2. Outline and conditional proof of main theorem
The overall structure is not wildly different to that in [GS08a]. We use an induction over
almost integer-valued functions, where we say that f : GÑ R is ǫ-almost integer-valued if
there is a function fZ such that }f ´ fZ}8 ď ǫ. If, as will always be the case, ǫ ă 12 then
fZ is uniquely determined.
Given a finite non-empty set S in G we write µS for the uniform probability measure on
S, and given a function f on G we then write
f ˚ µSpxq :“ Ex`Sf for all x P G.
In particular, if V ď G then 1A ˚ µV pxq is the relative density of A on x` V .
The idea is to keep splitting f up into pieces with smaller spectral norm, though they
may also be less close to being integer-valued. We do this in two parts: given f we find a
subspace with which it correlates. This is done first by passing to a set with small doubling
(Proposition 2.1 below), and then using a version of Freiman’s theorem (Proposition 2.2
below). This result is discussed more in §5.
Proposition 2.1. There is an absolute C ą 0 such that the following holds. Suppose that
f is ǫ-almost integer-valued; and }f}A ďM with ǫ ď expp´CMq. Then there is a set A Ă
supp fZ such that |A` A| ď exppOpM logMqq|A| and |A| ě expp´OpM logMqq| supp fZ|.
Proposition 2.2. Suppose that A Ă G has |A ` A| ď K|A|. Then there is some V ď G
with |V | ě expp´ log3`op1qKq|A| and |AX V | ě expp´ log1`op1qKq|V |.
These are proved in §4 and §5 respectively.
For the second part, given this subspace we try to make f behave continuously on it to
restore the property of being almost integer-valued. This is the purpose of Proposition 2.3
and is roughly an analogue to [GS08a, §3].
2It is perhaps better to say not enormous rather than small here.
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Proposition 2.3. Suppose that V ď G; }f}A ď M ; and ǫ P p0, 1s and p ě 2 are parame-
ters. Then there is a subspace U ď V with codimV U “ Oppǫ´2 log ǫ´1q and
}f ´ f ˚ µU}LppµW q ď ǫM for all W P G{U.
This is proved in §3.
With these in hand we produce our key iteration lemma:
Lemma 2.4. There is an absolute constant C ą 0 such that the following holds. Suppose
that f is ǫ-almost integer-valued; }f}A ď M ; η ą 0 is a parameter and ǫ ď expp´CMq.
Then there is some V ď G such that f ˚ µV is pǫ` ηq-almost integer-valued, pf ˚ µV qZ ı 0
and |V | ě expp´OpM2`op1qmaxtlog η´1,Muqq| supp fZ|.
Proof. Apply Proposition 2.1 (possible provided ǫ ď expp´CMq). This gives us a set
A Ă supp fZ which we can put into Proposition 2.2 to get U ď G such that
|U | ě expp´M3`op1qq| supp fZ| and |A X U | ě expp´M1`op1qq|U |.
Apply Proposition 2.3 with a parameter p to be optimised and we get V ď G with |V | ě
expp´Oppp`MqM2`op1qqq| supp fZ| such that
}f ´ f ˚ µV }LppµW q ď 2´4 for all W P G{V.
We may assume that ǫ ď 2´4 and hence by the triangle inequality that
}fZ ´ f ˚ µV }LppµW q ď
1
8
for all W P G{V.
It follows that f ˚µV (which is constant on cosets of V ) is certainly 18-almost integer-valued,
but crucially this can be bootstrapped. Suppose W P G{V . Then
µW ptx P W : pf ˚ µV qZpxq ‰ fZpxquq ď }pf ˚ µV qZ ´ fZ}pLppµW q ď
ˆ
ǫ` 1
8
˙p
ď 4´p.
Writing W “ z ` V for some z P G it follows that
|f ˚ µV pzq ´ pf ˚ µV qZpzq| ď |pf ´ fZq ˚ µV pzq| ` |pfZ ´ pf ˚ µV qZq ˚ µV pzq|
ď ǫ`O pMµW ptx PW : pf ˚ µV qZpxq ‰ fZpxquqq .
We conclude that f ˚ µV is pǫ`OpM2´pqq-almost integer-valued from our earlier estimate
for the measure. Finally, if pf ˚ µV qZ ” 0 then we have
µW ptx PW : 0 ‰ fZpxquq ď 2´p for all W P G{V,
but by averaging there is some W P G{V such that µW psupp fZq ě µW pAq ě µUpA X Uq.
It follows that we may take p “ Opmaxtlog µUpA X Uq´1, logMη´1uq such that f ˚ µV is
pǫ` ηq-almost integer-valued, and 2´p ă µUpAX Uq from which the lemma follows. 
The result we shall prove (from which Theorem 1.1 follows immediately) is then the
following.
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Theorem 2.5. There is an absolute constant C ą 0 such that the following holds. Suppose
that f is ǫ-almost integer-valued; }f}A ďM ; and ǫ ď expp´CMq. Then there are subspaces
V1, . . . , VL ď G such that
fZ “
Lÿ
i“1
˘1Vi and L ď exppM3`op1qq.
Proof. Let C ą 0 be the absolute constant in the statement of Lemma 2.4. Let ǫi :“
2iǫ` 4i´2M´4 expp´CMq. We shall define functions fi such that
fi is ǫi-almost integer-valued, }fi`1}A ď }fi}A ´ 1
2
,
and so that pfi ´ fi`1qZ can be written as a ˘1 sum of at most exppM3`op1qq cosets of
a subspace Vi`1. We set f0 :“ f which is certainly ǫ0-almost integer-valued. At stage
i ď 2M ` 1 apply Lemma 2.4 with η “ 4´2M´3 expp´CMq which is possible provided
ǫ ď expp´C 1Mq. We get Vi`1 ď G with
|Vi`1| ě expp´M3`op1qq| supppfiqZ| and fi ˚ µVi`1 is pǫi ` ηq ´ almost integer-valued.
Put fi`1 :“ fi ´ fi ˚ µVi`1. Then fi`1 is 2ǫi ` η ď ǫi`1 almost integer-valued. Moreover,
since
| supppfi ˚ µVi`1qZ| ď 2| supppfiqZ|
and pfi ˚ µVi`1qZ is invariant on cosets of Vi`1 it follows from the lower bound on |Vi`1|
that pfi ˚ µVi`1qZ takes non-zero integer values on at most exppM3`op1qq translates of Vi`1.
Added to this, the value of pfi ˚ µVi`1qZ on each of these is an integer between ´pM ` 1q
and pM ` 1q. It follows that pfi ´ fi`1qZ “ pfi ˚ µVi`1qZ can be written as a ˘1 sum of at
most exppM3`op1qq cosets of Vi`1.
Finally, since pfi ˚ µVi`1qZ is not identically 0 it follows that }fi ˚ µVi`1}A ě 1´ ǫi`1 ě 12
and hence }fi`1}A “ }fi}A´}fi˚µVi`1}A ď }fi}A´ 12 . In view of this the iteration terminates
in 2M steps and unpacking what that means we have the result. 
The 3` op1q in Theorem 2.5 arises at two different points. The first is in the application
of Freiman’s theorem. While we do not know how to improve that result, in this case there
is a lot more structural information available to us in the proof of Proposition 2.1 and
better bounds can be achieved in this setting (at the expense of the wider applicability of
the result).
The second is in Proposition 2.3 where, at least for fixed p (e.g. p “ 2) it is unclear
how to improve the dependencies given the example of f being a sum of maps of the form
x ÞÑ p´1qrtix where the ris are independent.
One of the key purposes of this note is to help with the understanding of [San16].
Inevitably that paper is rather more complicated but we have followed its overall structure
closely. Roughly speaking Lemma 2.4 corresponds to [San16, Lemma 10.2], Proposition
2.3 to [San16, Proposition 7.1], and Proposition 2.2 to [San16, Proposition 8.1]; the least
similar is Proposition 2.1 which corresponds to a combination of [San16, Lemma 9.1],
[San16, Proposition 9.2] (and the Balog-Szemere´di-Gowers lemma).
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3. Quantitative continuity
In this section we shall prove the following
Proposition (Proposition 2.3). Suppose that V ď G; }f}A ďM ; and ǫ P p0, 1s and p ě 2
are parameters. Then there is a subspace U ď V with codimV U “ Oppǫ´2 log ǫ´1q and
}f ´ f ˚ µU}LppµW q ď ǫM for all W P G{U.
To prove this we shall need the following corollary of work of Croot,  Laba and Sisask
[C LS11]. One could also proceed using Chang’s Lemma [TV06, Lemma 4.35]. We have
chosen the former approach because it is closer to the argument in [San16, §7], where the
appropriate localisation of Chang’s Lemma would be more involved.
Lemma 3.1. Suppose that V ď G, f P A and ǫ P p0, 1s, p ě 2 are parameters. Then there
is a subspace U ď V with codimV U “ Oppǫ´2q such that
}f ˚ µU ´ f}LppµV q ď ǫ}f}A.
Proof. Apply [C LS11, Corollary 3.6] to f to get some k “ Oppǫ´2q, r1, . . . , rk P G, and
complex numbers of unit modulus ω1, . . . , ωk such that
3››››f ´ }f}Ak ´ω1p´1qrt1¨ ` ¨ ¨ ¨ ` ωkp´1qrtk¨¯
››››
LppµV q
ď ǫ}f}A.
Let U :“ V XŞki“1 tx : rtix “ 0u and note that the given sum is invariant under translation
by elements of U . The result follows by the triangle inequality on rescaling ǫ. 
Proof of Proposition 2.3. We produce subspaces Ui ď V iteratively; initialise with U0 :“ V .
At stage i suppose that
(3.1) }f ´ f ˚ µUi}LppµW q ą ǫ}f}A for some W P G{Ui.
By translation we may suppose that W “ Ui. Apply Lemma 3.1 to f with parameter
ǫ0 :“ 12ǫ to get a space Z0 ď Ui with
codimUi Z0 “ Opǫ´2pq and }f ˚ µZ0 ´ f}LppµU q ď
1
2
ǫ}f}A.
By the triangle inequality we have
(3.2)
1
2
ǫ}f}A ă }f ´ f ˚ µUi}LppµUi q ´ }f ´ f ˚ µZ0}LppµUi q ď }f ˚ µUi ´ f ˚ µZ0}LppµUi q.
At this point we might use a simply upper bound this last term by the spectral norm and
find that we have a large ℓ1-mass of pf on ZK0 zUKi . This could then be iterated. We do a
little bit better by a dyadic decomposition.4
Let ǫj :“ 2j´1ǫ and at stage j ą 0 let Zj ď Zj`1 ď Ui be a space of minimal codimension
such that
}f ˚ µZj ´ f ˚ µZj`1}LppµUi q ď ǫj`1}f ˚ µZKj }A.
3Here p´1qr
t
i
¨ denotes the function x ÞÑ p´1qr
t
i
x.
4This is the same idea as is discussed after [GK09, Lemma 4.1] where a power of 1
4
is improved to 1
3
.
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By Lemma 3.1 applied to f ˚ µZj with parameter ǫj`1 we get a space Yj`1 ď Ui with
codimUi Yj`1 “ Opǫ´2j`1pq and }f ˚ µZj ´ f ˚ µZj ˚ µYj`1}LppµUi q ď ǫj`1}f ˚ µZKj }A.
It follows that we can take Zj`1 “ Zj ` Yj`1 and have codimUi Zj`1 ď codimUi Yj`1 and
Z0 ď Z1 ď ¨ ¨ ¨ . On the other hand if J “ rlog ǫ´1s ` 2 then ǫJ ě 2 and we can certainly
take ZJ “ Ui by the triangle inequality.
By the triangle inequality it follows that
}f ˚ µUi ´ f ˚ µZ0}LppµUi q ď
Jÿ
j“0
}f ˚ µZj ´ f ˚ µZj`1}LppµUi q ď
Jÿ
j“0
ǫj`1}f ˚ µZj}A,
and so by averaging and (3.2) there is some j such that
1
2pJ ` 1qǫ}f}A ď ǫj`1}f ˚ µZj}A.
But then codimUi Zj “ Opǫ´2j`1pq; set Ui`1 :“ Zj.
Returning to our main iteration, and writing di`1 :“ codimUi Ui`1 we then have
1 ď di`1 “ Opǫ´2j`1pq and }f ˚ µUi`1 ´ f ˚ µUi}A “ Ω
˜
ǫ}f}A
log ǫ´1
d
di`1
p
¸
.
Since U0 ě U1 ě U2 ě . . . we have
}f}A ě
ÿ
i
}f ˚ µUi`1 ´ f ˚ µUi}A “
ÿ
i
Ω
˜
ǫ}f}A
log ǫ´1
d
di`1
p
¸
,
and since di ě 1 for all i ą 0 this sum must involve a finite number of summands and the
iteration must terminate with the failure of (3.1) – exactly the conclusion we want. But
then
codimV U ď
ÿ
i
di ď
ˆ
sup
i
a
di
˙ÿ
i
a
di “ Opǫ´1?pq ¨Opǫ´1?p log ǫ´1q.
This gives the result. 
4. From small Spectral norm to small doubling
Throughout this section it is most natural to use counting measure, and for convenience
if f P ℓ1pGq and r P N we write
f prqpxq :“
ÿ
x1`¨¨¨`xr“x
fpx1q ¨ ¨ ¨ fpxrq and f p0q :“ 1t0Gu.
The key result of the section is the following. It essentially uses a refined version of
arithmetic connectivity [GS08b, Definition 5.2] and is closely related to ideas of Me´la from
[Me´l82].
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Proposition (Proposition 2.1). There is an absolute C ą 0 such that the following
holds. Suppose that f is ǫ-almost integer-valued; and }f}A ď M with ǫ ď expp´CMq.
Then there is a set A Ă supp fZ such that |A ` A| ď exppOpM logMqq|A| and |A| ě
expp´OpM logMqq| supp fZ|.
Proof. Let R :“ supp fZ and take l and m to be natural numbers to be chosen shortly.
Suppose that there is some x P Rm such that for any S Ă rms with 2 ď |S| ď l odd
we have fZp
ř
sPS xsq “ 0. For 1 ď i ď m put ωi :“ sgnpfZpxiqq and define h by phprq “
1
m
řm
j“1 ωip´1qr
txj so that }h}ℓ1pGq ď 1.
Then for every 1 ď k ď l we haveˇˇˇ
xph2k`1, pfZyL2pµGq ˇˇˇ “ m´p2k`1q
ˇˇˇˇ
ˇˇEr
˜
mÿ
i“1
ωip´1qrtxi
¸2k`1 pfZprq
ˇˇˇˇ
ˇˇ
ď m´p2k`1q
ÿ
σPrms2k`1
|fZpxσ1 ` ¨ ¨ ¨ ` xσ2k`1q|
ď m´p2k`1q
ÿ
σPrms2k`1
|tσi:iPrmsu|ďk`1
}fZ}ℓ8pGq
ď m´p2k`1q ¨ pM ` 1q ¨ p2k ` 1q ¨m ¨Opmkqk “Mm´kOpkqk`1.
Moreover, by Young’s inequality }hp2k`1q}ℓ1pGq ď 1 and so by Plancherel’s theorem we see
that ˇˇˇ
xph2k`1, pfZyL2pµGq ´ xph2k`1, pfyL2pµGq ˇˇˇ “ ˇˇxhp2k`1q, fZ ´ fyℓ2pGq ˇˇ ď }f ´ fZ}L8pGq ď ǫ
for all 0 ď k ď l.
Let P pXq “ a1X ` a3X3 ` ¨ ¨ ¨ ` a2l`1X2l`1 be the Chebychev polynomial (of the first
kind5) of degree 2l`1 so that a2r`1 “ p´1ql´r22r`1
`
l`r`1
l´r
˘
and }P }L8pr´1,1sq ď 1. Note thatˇˇˇ
xP pphq, pf ´ pfZyL2pµGq ˇˇˇ ď ǫÿ
i
|ai| ď ǫ
lÿ
k“1
22k`1
ˆ
l ` k ` 1
l ´ k
˙
ď ǫ exppOplqq.
But we also have
|xP pphq, pfZyL2pµGq| ě p2l ` 1q|xph, pfZyL2pµGq| ´ lÿ
k“1
|a2k`1||xph2r`1, pfZyL2pµGq|
ě p2l ` 1q ´M
lÿ
k“1
ˆ
l ` k ` 1
l ´ k
˙
Opkqk`1m´k
ě p2l ` 1q ´MO
ˆ
l3
m
exppOpl2{mqq
˙
.
5See [ZKR03, S6.10.6] for details.
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Since ´1 ď phprq ď 1 we have |P pphq| ď 1, and so |xP pphq, pfyL2pµGq| ď M . Combining the
results so far using the triangle inequality gives
M ě p2l ` 1q ´MO
ˆ
l3
m
exppOpl2{mqq
˙
´ ǫ exppOplqq.
It follows that if ǫ ď exppC1lq for some sufficiently large C1 ą 0 and m ě C2l3 for some
sufficiently large C2 ą 0 then for l “ C3M we obtain a contradiction, and the supposition
at the start of the proof does not hold. In view of this we see that
|T |m ď
ÿ
xPTm
ÿ
SĂrms
2ď|S|ď2l`1
|S|”1 pmod 2q
1R
˜ÿ
sPS
xS
¸
“
ÿ
xPTm
lÿ
k“1
ÿ
SĂrms
|S|“2k`1
1R
˜ÿ
sPS
xS
¸
“
lÿ
r“1
ˆ
m
2k ` 1
˙
x1p2k`1qT , 1Ryℓ2pGq|T |m´p2k`1q.
By averaging there is some 1 ď k ď l such that
1
p4k`2q
T p0Gq1{2|R|1{2 ě x1p2k`1qT , 1Ryℓ2pGq ě
1
m
`
m
2k`1
˘ |R|2k`1.
Since 1
p4k`2q
T p0Gq ď |T |4k´21p4qT p0Gq we can apply the Balog-Szemere´di-Gowers [TV06, The-
orem 2.29] and we are done. 
5. A variant of Freiman’s theorem
In this section we prove the following result which may be of independent interest.
Proposition (Proposition 2.2). Suppose that A Ă G has |A ` A| ď K|A|. Then there is
some V ď G with |V | ě expp´ log3`op1qKq|A| and |A X V | ě expp´ log1`op1qKq|V |.
It may be worth taking a moment to compare this with existing work. We consider results
of the following form: if |A`A| ď K|A| then there is a subspace V with α :“ |AX V |{|V |
and δ :“ |V |{|A|.
[San13, Theorem 1.4] gives α, δ ě expp´ log3`op1qKq which is not enough for our pur-
poses. If one wanted α ě K´Op1q then this is guaranteed by [San12, Theorem A.1]) though
only with δ ě expp´Oplog4Kqq. Indeed, it actually seems likely that those methods could
be used to get α “ p1´ ηqK´1 and δ ě expp´Oηplog4Kqq; this is close to optimal for α.
It is a celebrated conjecture of Marton [Ruz99] called the Polynomial Freiman-Ruzsa
conjecture [TV06, Conjecture 5.34] that we can take α, δ ě K´Op1q.
Proof of Proposition 2.2. Apply [San13, Proposition 8.5] to get r “ logop1qK and sets S
and T with
2A Ă S Ă 2rA, |S ` T | “ Op|S|q and |T | ě expp´ log3`op1qKq|S|.
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By Plu¨nnecke’s inequality we have |2S| ď expplog1`op1qKq|S|. Apply the Croot-Sisask
Lemma (for example, in the form [San13, Proposition 8.3]) with a parameter m to be
optimised shortly to get a set X with
|X| ě expp´m2 log1`op1qKq|T | and mX Ă 4S.
Let l be a further parameter to be optimised shortly and note by Plu¨nnecke’s inequality
again that
|mlX| ď |4lS| ď exppl log1`op1qKq|S|
ď exppl log1`op1qK `m2 log1`op1qK ` log3`op1qKq|X|.
Put 3k ` 1 “ ml and see that for K sufficiently large we can choose m “ log1`op1qK
(and with m ě r logK) and l “ log2`op1qK such that |p3k ` 1qX| ă 2k|X|. We apply
Chang’s covering lemma [San13, Lemma 5.2] to get a set T Ă X of size k “ log3`op1qK
such that 3X Ă xT y ` 2X . It follows that U :“ pk ` 2qX is a group and µUpXq ą 2´k ě
expp´ log3`op1qKq.
So far the argument is essentially the same as the proof of [San13, Proposition 2.5], and
if we stopped here then we would have the conclusion but with a weaker bound on the
relative density of A in V . We shall bootstrap what we have into the better result by using
the argument behind Chang’s theorem [TV06, Theorem 4.41] for two different sets. First,
note that
m´1ź
s“0
|X ` sX ` A|
|sX ` A| ď
|mX ` A|
|A| ď
|p8r ` 1qA|
|A| ď K
Oprq,
and so by the the pigeon-hole principle there is a set L “ A` sX for some 0 ď s ď m´ 1
such that |X ` L| ď KOprm´1q|L| “ Op|L|q. (Here we use that m ě r logK.) Since the
cosets of U partition G, by averaging there is some translate of U , call it W , such that
|X ` pW X Lq| “ Op|W X L|q; put
B :“ LXW and D :“ |B `X||B| “ Op1q.
We may translate so that W “ U and now work with the Fourier transform on U . By
Chang’s Lemma [TV06, Lemma 4.35] there is a set Λ Ă pU with
|Λ| “ OpD log µUpXq´1q “ Oplog3`op1qKq and Spec 1
2
?
D
p1Xq Ă xΛy.
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It follows that if x P Spec 1
2
?
D
p1XqK (i.e. rtx “ 0 for all r P Spec 1
2
?
D
p1Xq) then
|1B ˚ 1B ˚ 1X ˚ 1Xpxq ´ 1B ˚ 1B ˚ 1X ˚ 1Xp0Gq| “
ˇˇˇˇ
ˇÿ
r
|x1Bprq|2|x1Xprq|2pp´1qrtx ´ 1q
ˇˇˇˇ
ˇ
ď 2
ÿ
rRSpec 1
2
?
D
p1X q
|x1Bprq|2|x1Xprq|2
ď µUpBq 1
2D
µUpXq2,
by Parseval’s theorem. On the other hand, by the Cauchy-Schwarz inequality we have
1B ˚ 1B ˚ 1X ˚ 1Xp0Gq ě pµUpBqµUpXqq
2
µUpX `Bq ě
1
D
µUpBqµUpXq2.
We conclude that V :“ xΛyK Ă B ` B `X `X Ă 2mX ` 2A Ă p16r ` 2qA. Finally, we
have
}1A ˚ µV }L8pGqµGpAq ě }1A ˚ µV }2L2pGq ě
µGpAq2
µGpA` V q ě µGpAqK
´Oprq,
by the Cauchy-Schwarz and Plu¨nnecke inequalities. It follows that |AXpx`V q| ě KOprq|V |
for some x P G and we get the result by enlarging V if necessary to be the group generated
by x` V – this is at most twice as big. 
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