Discriminant analysis for two data sets in IR d with probability densities f and g can be based on the estimation of the set G = fx : f(x) g(x)g.
Introduction
Assume that one observes two independent samples X = (X 1 ; : : : ; X n ) and Y = (Y 1 ; : : :; Y m ) of IR d -valued i.i.d. observations with densities f or g, respectively. The densities f and g are unknown. An additional random variable Z is observed that is assumed to have density f or g (and to be independent of X and Y ). We consider the discrimination problem to classify if Z comes from f or g. Discrimination problems were studied by many authors (see e.g. the recent books of Devroye, Gy or and Lugosi (1996) and Vapnik (1996) and the references cited therein).
A discrimination decision rule is de ned by a set G IR d . We attribute Z to f if Z 2 G and to g otherwise. For a decision rule G the Bayes risk R(G) with prior Since the densities f and g are assumed to be unknown, the Bayesian rule G is not available and one has to use empirical rulesG n;m , i.e. set valued functions based on the observations (X 1 ; : : : ; X n; ; Y 1 ; : : :; Y m ).
A standard way of assessing the quality of a decision ruleG n;m is to estimate how fast R(G n;m ) converges to the minimal possible value R . The convergence R(G n;m ) ! R in probability, almost surely or in mean, respectively] was proved for various estimatesG n;m of G . Moreover, certain bounds on the accuracy ofG n;m were obtained for nite sample sizes. The book of Devroye, Gy or and Lugosi (1996) gives the most up-to-date survey of such results.
In this paper we study optimality of decision rulesG n;m :
-how fast can R(G n;m ) converge to R , under smoothness] assumptions on G ? -which decision ruleG n;m attains the optimal rate of convergence?
To our knowledge, the only previous study of this problem was that of Marron (1983) . Under smoothness assumptions on the densities f and g he proved that the optimal rates of convergence in discrimination are the same as those of the mean integrated squared error in density estimation. As an error criterion, Marron (1983) used the integrated (over all prior probabilities p from 0 to 1) di erence R p (G n;m )? R p , where R p ( ); R p are the respective Bayes risks when the prior probabilities of f and g are p and 1 ? p. Our approach is quite di erent. We do not suppose that f and g are smooth. Instead, we put conditions on the possible sets G . In particular, we consider the case where the sets G are smooth enough more precisely, that the boundary of G is smooth]. This leads to di erent optimal decision rules and di erent optimal rates of convergence. In the setup of Marron (1983) plug-in rules fx :f n (x) >ĝ m (x)g show up as asymptotically optimal. Heref n andĝ m are properly chosen nonparametric estimators of f and g. Our decision rules are direct minimum contrast estimators of G . The intermediate density estimation step is avoided.
We consider nonparametric discrimination as a problem of set estimation. One of its speci c features, as compared to other set estimation problems see e.g. Korostelev and Tsybakov (1993), Rudemo and Stryhn (1994) , Mammen and Tsybakov (1995) , Polonik (1995) , Tsybakov (1997) ], is that the nonstandard distance d f;g is inherent for the de nition of the risk. We show that, under assumptions on the "-entropy of the class of possible sets G , the empirical risk minimization rules of Vapnik and Cervonenkis (1974) type converge with optimal rate, in the distance d f;g and in the distance d Lebesgue measure of symmetric di erence, see (1) below]. The rate of convergence depends on the smoothness "-entropy, respectively] of the class of possible sets G and on the local slope of the di erence f ? g around the boundary fx : f(x) = g(x)g. It is interesting that in all the cases the convergence of Bayes risks turns out to be rather fast: the optimal rate is always better than (n^m) ?1=2 .
We prove upper and lower bounds on minimax risks of estimators of G . The proof of the upper bounds uses general results on minimum contrast estimates cf. Birg e and Massart (1993) and van de Geer (1995)]. The proof of lower bounds is based on Assouad's lemma and is inspired by the approaches in Korostelev and Tsybakov (1993) and Tsybakov (1997) .
The results
Here we introduce the empirical decision rules and formulate the results on optimal rates for discrimination. We start with some de nitions.
Accuracy of the set estimates will be measured by the distances d f;g (G; G 0 ) and d 4 (G; G 0 ) = (G4G 0 ); A basic element of the model is the class G of possible "candidate" sets G. This class is assumed to be given. It imposes, in turn, the restrictions on a class F of possible pairs (f; g). The results are given in a minimax framework, over the class F. For a speci ed class G of subsets of K and for positive constants c 1 ; c 2 ; 0 and the class F is de ned as F = f(f; g) : f and g are probability densities on IR d ; (2) fx 2 . This is what we assume in the sequel, without deriving explicitly the restrictions on these parameters. Also, we assume for convenience that 0 < 0 < 1=2.
Consider now the following decision rulê G n;m = arg min G2G R n;m (G);
where R n;m (G) = 1 2n
denotes the empirical risk. Here and below I is the indicator function and G c = KnG.
Clearly, R n;m (G) is an unbiased estimator of R(G).
Although the de nition of the empirical decision ruleĜ n;m is similar to that of Vapnik and Cervonenkis (1974) (see also Vapnik (1996) and the references therein), there is an important di erence. We consider the empirical risk minimization over a nonparametric class of possible sets (in particular, over a smoothness class), rather than over a parametric collection of sets. This allows to approach asymptotically as close as possible the true set G and to treat the optimality issue.
Note also that the set estimation procedure (3) is closely related to the maximum likelihood density support estimators of Mammen and Tsybakov (1995) and to the excess mass estimators of density level sets studied by Hartigan (1987) , M uller and Sawitzki (1991), M uller (1993) and Polonik (1995) .
We study now the rate of convergence ofĜ n;m to G K . This rate depends on the -entropy H B ( ) with bracketing] of the metric space (G; d 4 (iii) for any G 2 G there exists a j 2 f1; : : :; N B ( )g such that U j G V j .
In the sequel we denote the probability measure and the expectation in case of underlying densities f and g by P f;g or E f;g , respectively. Theorem 1 For a class G of subsets of a compact set K IR d and for positive constants c 1 ; c 2 ; 0 and de ne the class F of pairs of densities (f; g) according to (2) 
Here n^m denotes the minimum of n and m. Theorem 1 allows to treat a number of interesting special cases. First, a rather general example where (4) holds is that of Dudley's classes G Dudley (1974) , see also Mammen and Tsybakov (1995) ]. These classes contain sets (possibly, disconnected) with piecewise smooth boundaries. For these classes the estimatorsĜ n;m are extremely di cult to compute, and it is worthwhile to replace the minimization over G in (3) by a minimization over a nite "-net on G (cf. Mammen and Tsybakov (1995) ). It is well known see e.g. Dudley (1974) For given positive constants ; L; c 1 ; c 2 ; 0 ; and de ne the class F = F frag of pairs (f; g) of probability densities satisfying (2) with G = G frag :
The next theorem states that in this particular model no better rates can be achieved than the rates given in the upper bounds of Theorem 1, with = (d?1)= .
Theorem 2 Let K = 0; 1] d and let F = F frag be as in (2) Note that for the distance d 4 the rate is exactly the same as the optimal rate in the problem of level sets estimation cf. Tsybakov (1997) ].
The case, where p = 1 and the distance is d f;g , makes a particular interest for the discrimination setup. In this case we get the following corollary on the asymptotic behaviour of Bayes risks. It states that the Bayes risk of the decision ruleĜ n;m converges with optimal rate to the minimal Bayes risk R(G K ). It is interesting that the rate of convergence of Bayes risks is rather fast. It is always faster than the "parametric" rate (n^m) ?1=2 , since (1 + ) = ( (2) We mention brie y some other straightforward generalizations. Analogous results hold for the choice of Bayes prior probabilities p and 1 ? p, with p 6 = 1 2 ; then the set G should be de ned as fx : pf(x) (1?p)g(x)g. Furthermore, models with random sample sizes see Vapnik (1996) , Devroye, Gy or and Lugosi (1996) ] can be easily covered. Another generalization concerns models with more than two populations.
3 Proofs Proof of Theorem 1.
We use a result of van de Geer (1995) that we state, for convenience, as a lemma.
For a probability measure P, consider a class H of uniformly bounded functions h in L 2 (P). Suppose that the -entropy with bracketing H B ( ; H; L 2 (P)) satis es, for some 0 < < 2 and A > 0, the inequality H B ( ; H; L 2 (P)) A ? (11) for all > 0 small enough. Let h 0 be a xed element in H. Lemma 1 (Van de Geer (1995) Clearly,
Observe also that g(x) dx c 1 d 4 (G K ; G); (16) where khk 2 f = R h 2 (x)f(x)dx. Furthermore, (4), (15) and (16) entail that (11) holds with = 2 .
Consider the random variable V n;m = p n R n;m (G K ) ? R n;m (Ĝ n;m ) + d f;g (Ĝ n;m ; G K )=2
(Ĝ n;m ; G K ) :
By de nition ofĜ n;m we have R n;m (Ĝ n;m ) R n;m (G K ). This implies
(Ĝ n;m ; G K ) V n;m : (17) We consider now the event E = fd 4 (G K ;Ĝ n;m ) > c 1 n ?2=(2+ ) g: Taking into account (13) and (14), we obtain that, if E holds, V E exp(tjV n;m j)I(E)] < 1 (18) for t > 0 small enough. We use now the following lemma.
Lemma 2
There exists a constant c( ) depending on such that for every Lebesgue measurable subset G of K and for (f; g) 2 F,
On E c we have d 4 (G K ;Ĝ n;m ) c 1 n ?1=(1+ ) and, because of the second inequality of Lemma 2, d f;g (G K ;Ĝ n;m ) 2c 2 For simplicity, we give the proof only for the case d = 2 (extension to higher dimensions is straightforward). For this case, it su ces to bound the term in squared brackets in (21) from below by cn ? p= (2+ ) +1] , where c > 0 is a constant that does not depend on the sample Y 1 ; : : :; Y m . This would prove (9) . The lower bound (10) follows from (9) and Lemma 2. Furthermore, it su ces to consider the case p = 1, since it implies the result for p 1 by application of the H older inequality. Hence for the proof of the theorem it su ces to show that for any estimatorG n;m and any n; m large enough n (2+ ) +1 Before we come to the proof of (22) 
