In this letter, we address multimodal language understanding with unconstrained fetching instruction for domestic service robots. A typical fetching instruction such as "Bring me the yellow toy from the white shelf" requires to infer the user intention, i.e., what object (target) to fetch and from where (source). To solve the task, we propose a multimodal target-source classifier model (MTCM), which predicts the region-wise likelihood of target and source candidates in the scene. Unlike other methods, MTCM can handle region-wise classification based on linguistic and visual features. We evaluated our approach that outperformed the stateof-the-art method on a standard dataset. We also extended MTCM with generative adversarial nets, and enabled simultaneous data augmentation and classification.
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I. INTRODUCTION
T HE increasing demand for support services for older and disabled people has spurred the development of assistive robots [1] as an alternative and credible solution to the shortage of caring labor. Increasing efforts are being made to standardize domestic service robots (DSRs) that provide various support functions [2] .
Meanwhile, most DSRs still have a limited ability to interact through language. Specifically, most DSRs do not allow users to instruct them with various expressions relating to object retrieval tasks. Communicative DSRs will provide non-expert users with a user-friendly way to instruct DSRs.
Against this background, our work addresses multimodal language understanding for fetching instructions (MLU-FI). This task consists of predicting the target object as instructed by the user from an unconstrained sentence, such as "Please give me the empty bottle from the small white shelf." Such a task raises several challenges related to the ambiguity of the instructions; i.e., the relevant information may be truncated, hidden, or expressed in several ways. The many-to-many nature of mapping between the language and real world makes it difficult Manuscript received February 24, 2019; accepted June 14, 2019. Date of publication July 1, 2019; date of current version August 2, 2019. This letter was recommended for publication by Associate Editor L. Jamone and Editor T. Asfour upon evaluation of the reviewers' comments. This work was supported in part by Japan Science and Technology Agency CREST and in part by SCOPE and NEDO. (Corresponding author: Aly Magassouba.) The authors are with the National Institute of Information and Communication Technology, Kyoto 619-0289, Japan (e-mail: aly.magassouba@nict.go.jp; komei.sugiura@nict.go.jp; anh.trinh@nict.go.jp; hisashi.kawai@nict.go.jp).
Digital Object Identifier 10.1109/LRA. 2019.2926223 to accurately predict user intention. Consequently, an MLU-FI problem requires the fusion and exploitation of heterogeneous data before extracting an appropriate interpretation. Dialogue systems [3] can be used for disambiguation, as is usually the case during DSRs competitions like RoboCup@Home [2] . Unfortunately, such systems are timeconsuming and cumbersome especially when considering home environments and non-expert users.
Alternatively, recent studies have combined visual and linguistic knowledge by taking a multimodal similarity-based integration approach, which uses cosine similarity between linguistic and visual information [4]- [7] . In this approach, visual and linguistic inputs are handled by convolutional neural networks (CNNs) and long short-term memory (LSTM). Inspired by these studies, we develop a method able to understand unconstrained instructions, and predict the likelihood of candidate target objects given a single instruction.
In this letter, we propose the multimodal target-source classifier model (MTCM) for MLU-FI tasks. MTCM is an extension of the multimodal similarity-based integration approach. Multimodal region-wise classification is used instead of cosine similarity. To handle linguistic information, we adopt sub-word embedding using BERT [8] and a multi-layer bidirectional LSTM (Bi-LSTM). In addition, we propose MTCM-GAN that extends MTCM with generative adversarial nets (GANs [9] ). By taking advantage of the generation ability of GANs, we show that MTCM-GAN can successfully augment data and improve on the classification performance of the MTCM. The high level architecture of our method is shown in Fig. 1 .
The main contributions of this letter are summarized as:
r We propose an MTCM that predicts all target and source pairs given an instruction sentence and a scene. Rather than multimodal similarity-based integration [4]- [7] , our method is based on multimodal region-wise classification. The method is detailed in Section IV.
r We propose MTCM-GAN, which combines the MTCM with latent classifier GAN. This is an extension of our previous work [10] . We show that the proposed method improves the classification performance in Section V.
II. RELATED WORK
Inferring a user's intention relies on not only linguistic inputs but also other proprioceptive senses and a contextual knowledge. Several studies in the field of robotics focused on grounded communication with robots. Like the authors of many studies in the field of robotics, we are interested in fetching tasks in daily-life environments. Recent studies have handled multimodal language understanding using multimodal similarity-based integration [4] - [7] . The approach proposed in [4] uses an LSTM to learn the probability of a referring expression, while a unified framework for referring expression generation and comprehension was proposed in [5] , and introduced to robotics in [6] . Method handling unconstrained spoken language instructions with dialogues was proposed in [6] , while a robot system that comprehends human natural language instructions to pick and place everyday objects was presented in [7] .
Unlike the above studies, we propose a region-wise classification approach, which offers more flexibility in non-fixed observations. Indeed, these studies assume a fixed observable scene for the pick-and-place task (i.e., the target object is always in the scene), while our work has a broader DSR context. There are several cases where our region-wise classification approach has advantages over the similarity-based approach, which aims to solve the problem as a k-class classification problem. For example, observable scenes may not contain the target object, or erroneous instructions may be given. In such cases, the appropriate output is to classify all candidates as unlikely. Furthermore, in the case that several candidates correspond to the instruction, the region-wise classification can output multiple likely candidates to the user who may select one afterwards. For comparison purposes, both similarity-based and region-wise evaluations are presented in this letter.
We also propose a target-source network architecture in contrast with [6] that uses two different networks to predict the target and destination. In the latter work, the destination is predicted only to perform the placing task. In the MTCM, the source prediction is not explicitly used but is rather exploited to improve the target prediction (see Section V). Indeed, our intuition is that such an architecture improves the target prediction by discriminating target candidates on unlikely sources. GANs have recently spurred the field of image reconstruction and enhancement [11] , [12] . Interestingly, GAN-based approaches have also been used to address classification problems [13] - [16] . The latter cited studies proposed to improve the classification task by exploiting the data augmentation property of a GAN. In our previous works [10] , [14] , we introduced simultaneous data augmentation and classification to multimodal language understanding for manipulation tasks.
III. PROBLEM STATEMENT
A. Task Description
The present study targets MLU-FI. Fig. 2 shows typical setups of MLU-FI tasks. In an MLU-FI task, the most likely target object should be selected, given an unconstrained instruction and a scene. Typical instructions are "Take the blue sandal and move it to the lower-left box" and "Bring me the soda bottle on the shelf". Without any additional dialog, the system has to select the most likely region in the scene. This study assumes the following input and output.
r Input: An instruction sentence and a scene as an image. r Output: Likelihood of the target-source pair.
The input and output are more thoroughly detailed in Section IV. The evaluation metric is the classification accuracy. The terms target and source are defined as follows.
r Target: The daily object (e.g. soda or fruit) that the user intends the robot to fetch r Source: The origin of the target, such as a table or shelf Unlike our previous work [10] , we focus on the prediction of target-source pairs, and not on destination. The definitions 1 of these terms are inspired by Fillmore's case grammar [17] . We assume that no additional dialog-based disambiguation is used.
MLU-FI tasks are challenging for the following reasons. First, several target and source candidates might exist in the observable scene. The candidates may be of different or similar type. Second, users tend to use referring expressions to describe the target and/or source. Third, the expressions might be implicit, erroneous, or missing. One or more of these challenges may appear in a single instruction. We suppose that both the target and source are visible and can be detected by the robot. In the MLU-FI task, we assume that no additional dialog is allowed for further disambiguation. This is due to dialogue-based disambiguation introducing the following limitations.
1) Once top-k candidates are predicted and the prediction is sufficiently accurate, a touch panel is a more reliable and efficient solution than dialog. 2) Allowing dialogue-based disambiguation increases the time cost in the evaluation process because a statistically significant number of users are required to test the baseline and proposed methods. It would therefore be impractical to test many different parameters while keeping the results reproducible. 3) Dialogue may be unnecessary in a typical setup. For example, [6] reported that the validation-set accuracy was 88% for the PFN-PIC data set, which we reproduced. This fact means that approximately 100 out of 898 validation samples are misclassified. We analyzed the errors and found that less than 20 samples among the misclassified samples required dialog-based disambiguation. This indicates that users gave clear instructions that refer to a unique target object. We therefore focus on improving MLU accuracy.
B. Task Environments
The solution to the MLU-FI tasks should be general enough to be used for various scenarios. We therefore consider a fixedobservation configuration in the real world and a dynamicobservation configuration in simulation.
1) Fixed Observation:
We evaluate first our system on the PFN-PIC data set [6] . Although PFN-PIC is designed for pickand-place tasks, a target-source pattern can be applied to such a data set. In this data set, from a top-view, several target candidates are randomly placed into four boxes (see Fig. 2 ). These boxes are considered as source candidates. Annotated pick-and-place sentences such as "Grab the black mug and put it in the lower right box." are then used. It is noted that we do not solve the placing task.
2) Dynamic Observation: In addition to the above data set, we built an original data set using a simulator. The main advantage of this simulated environment is the wide variety of situations that can be set at a relatively small cost. In this study, we use the simulated environments that are provided in the World Robot Summit 2018 Virtual Space (WRS-VS) challenge. The simulator is based on SIGVerse [18] , which is a three-dimensional environment based on the Unity engine allowing the simulation of interactions between agents and their environments. In this environment, we use a simulated version of HSR (Human Support Robot), a service robot developed by Toyota having the ability to manipulate objects. The WRS-VS consists of typical indoor environments as illustrated in Fig. 2 , from which we built the data set. Given this context, our method should understand instructions such as "Give me the green can from the table" or "Take the empty bottle from the wooden table on the right side".
IV. PROPOSED METHOD
A. Multimodal Integration Model
This paragraph explains the typical approach of multimodal integration.
As illustrated in Fig. 3 , for each target candidate i ∈ {1, . . . , N} and associated source i ∈ {1, . . . , M}, we assume that their respective cropped image and positions are available. Thus, given a target candidate, the set of inputs x(i) is as follows:
where x ins (i), x v (i), and x rel (i) respectively denote linguistic, visual, and relational features. Hereinafter, for readability, we voluntarily omit the index i, so that x(i) is written as x when further clarity is not required.
The input x rel characterizes the relational features of the target candidate and environment (e.g., other objects, location in the scene, location with respect to the source). Depending on the data set, x rel may vary. Therefore, x rel is explicitly given in Section V where data sets for different tasks are introduced.
A visual input x v corresponds to the cropped image of the target object. A convolutional neural network (CNN) is used to process x v . In parallel, x ins is embedded and then encoded by an LSTM network. After encoding x ins and x v , a common latent representation is required to compare the features extracted from the CNN and LSTM. Two multi-layer perceptrons (MLPs) are used for this purpose. Most existing methods use a similaritybased loss function, which is explained in detail in the Appendix. 
B. Novelty
We propose the MTCM. The MTCM is illustrated in Fig. 3 and has the following features.
r The MTCM is based on multimodal region-wise classification and predicts the likelihood for all candidate regions. Unlike previous methods [4] - [7] , the MTCM does not use a similarity-based loss function.
r We introduce a sub-word embedding model with a multilayer Bi-LSTM to multimodal language understanding methods.
r We introduce GAN-based simultaneous data augmentation and classification to the MTCM, which is enabled by multimodal region-wise classification. Similarly to our previous method [10] , MTCM-GAN can augment data in a latent space.
C. Multimodal Target-Source Classifier Model
First, the importance of the region-wise classification model should be emphasized. A multimodal region-wise classification is more suitable to MLU-FI than the classic multimodal integration model. Indeed, in dynamic configurations (as opposed to static scenes used in [5] - [7] ), the target candidate might not be in the scene observed, or several likely target candidates may match a given instruction. Such cases are not captured by multimodal integration models. These models are designed for static scenes and assume that there is always a unique solution in the current observed scene by the robot. This might be true in the case of image understanding [5] but not for robots in home environments. This is illustrated by several examples in Section V.
Given the input x in Equation (1), the task is to predict the likelihood of each target-source candidate from an unconstrained instruction and a scene.
The framework of MTCM is illustrated in Fig. 3 . A sub-word embedding model with a multilayer Bi-LSTM and a CNN are used for encoding linguistic and non-linguistic features. They are connected with three MLPs, and the region-wise likelihood of the target and source is predicted.
For linguistic processing, instead of a word-based embedding model, we use a sub-word embedding model, BERT [8] , to initialize the embedding vectors. BERT is a language encoding model based on bi-directional transformers. This approach has more flexibility and robustness. BERT was pre-trained on 3.5 billion words and is therefore robust against data sparseness regarding rare words. Additionally, instead of a word-based tokenization, BERT uses a sub-word tokenization [19] . The sub-word tokenization is more robust against the misspelling of words, as illustrated in Table I . The embedding model is then fine-tuned on the data set as the MTCM is trained.
We use a multi-layer Bi-LSTM instead of a simple unidirectional LSTM to encode linguistic features. In parallel, a 16-layer network VGG16 [20] 
where y targ and y src are respectively the target and source predictions. MTCM's cost function J MT CM is defined as follows:
where λ 1 and λ 2 are weighting parameters, and J targ and J src are respectively the cross-entropy loss functions of the target and source. Given y and y * as generic notations for y targ and y src , the cross-entropy loss function J is defined as
where y * nm denotes the label given to the m-th dimension of the n-th sample, and y nm denotes its prediction.
1) A Reminder About GAN: The GAN framework [9] consists in two adversarial networks, a discriminator D and a generator G. The generator G creates artificial data by mimicking a given data distribution. In parallel, the discriminator D predicts whether the input data are real or fake. With their adversarial objectives, G is trained to generate data that are more realistic, while the discrimination ability of D is enhanced.
G has with a multi-dimensional input z randomly sampled from a normal distribution and generates x fake : x fake = G(z). To classify the real data x real and fake data x fake , D is alternately input with x = x real or x = x fake from a source flag S ∈ {real, f ake}. The output of D is p D (S = real|x) = D(x). The loss functions of G and D to be optimized, respectively J G and J D , are defined by: 2) From MTCM to MTCM-GAN: In our previous works [10] , [14] , we introduced simultaneous data augmentation and classification that takes advantage of the data augmentation property of GANs. Indeed, artificial data generated by G can be used to augment and improve a classifier network in D. Hence, not only does D discriminate x real from x fake , but also the network performs a classification task by predicting the likelihood of a candidate target. Hence, in addition to p D (S), D has a second output p D (y targ ), which is the likelihood of the target. The cost function of D is then modified as J D = J S + λJ where λ is a weighting parameter and J is the cross-entropy loss function as defined in (4) .
Considering the initial MTCM network, the set of inputs of the D network as illustrated in Fig. 4 is given by 
TABLE II PARAMETER SETTINGS AND STRUCTURES OF MCTM-GAN
Unlike the unsupervised encoding of the linguistic used in [10] , MTCM-GAN is a fully supervised method. Moreover, we propose an architecture where G is conditioned by o V , i.e., o V is input to both D through the real samples and G. Although there is some overlap between these works MTCM-GAN can be considered an extension of the GAN method used in [10] . Both D and G are fully connected networks. Beside predicting the origin of S, the classifier D also predicts if a pair of features (o I , o V ) is correct, while G augments the data by generating realistic pairs of correct/incorrect (o I , o V ) features. To do so, similarly to the MTCM, we build pairs of correct features (o I (i), o V (i)) and incorrect (o I (i), o V (j)) for each target i by considering a random incorrect target j of the same scene. The effect of the number of incorrect pairs is studied in Section V.
D. GAN-Based Simultaneous Data Augmentation and Classification
V. EXPERIMENT (1): STATIC OBSERVATION
A. Experimental Setup
In Experiment (1), we applied the MTCM to the PFN-PIC data set that exhibits static observation conditions. The parameter settings are summarized in Table II. We used the 24-layer pre-trained BERT for sub-word tokenization considering uncased words. The size of the embedded vector was 1024. We used the VGG16 pre-trained model as the CNN shown in Fig. 3 , and extracted the output of the seventh fully connected (FC7) layer. In MLP-I and MLP-V, we applied batch normalization and a ReLU activation function for each layer. In MLP-S, an ReLU activation function was used except for the last layer, for which a softmax function was used.
The generator G and discriminator D both comprised of four layers with ReLU activation functions. Batch normalization was applied to these layers. The output layer of G was a tanh activation function, while a softmax function was applied to the output layer of D. As described previously in Section IV, G is conditioned by o V so that the input of G is defined by (z, o V ), where z ∼ N (0, 1) with a dimension d z = 100. The input dimension of G is d G = 1124. The output of G has a dimension d fake = 2048.
B. Data Set: PFN-PIC Data Set
Although there are multiple versions of the PFN-PIC data set, we used the same version reported in [6] : 89,891 sentences in the training set and 898 sentences in the validation set. The PFN-PIC data set was annotated by three annotators, and contains 1,646 unique words. The average length of sentences is 14 words.
To solve the MLU-FI task with the PFN-PIC data set, we define the relational feature x rel (i), for a candidate target i as its position and size in the image. Similarly to [5] , we express the relational feature as 
C. Qualitative Results (1)
The qualitative results shown in Fig. 5 illustrate typical true and false predictions. Each column presents the results of MTCM-GAN for different situations. Subfigures (a) and (d) on the left present correct predictions.
Misclassification are illustrated in subfigures (b) and (e). In subfigure (b), our method misclassified the brown object in the top-left box, which was referred to as a "large brown coin or button." In subfigure (e), the source is considered to be the origin of the error because the false positive example shown with the red rectangle matches the description ("black round thing"). Indeed, the false positive was due to the statement of an incorrect box (top right instead of top left).
Subfigures (c) and (f) present candidates misclassified owing to ambiguous or erroneous instructions. In the case of subfigure (c), the target is described as the "green ball from lower left box", and the ground-truth target is shown by the dotted red rectangle. MTCM-GAN predicted all objects as unlikely, leading to a false negative for the ground-truth target. However, the ground-truth appears "yellow" and not "green" to most people. It is reasonable to regard the false-negative prediction as incorrect. Meanwhile, for subfigure (f), the instruction was "Pick the white plastic bottle and put it in the right box" and the object shown by the solid green rectangle was annotated as the target that fits the instruction. However, the object shown by the solid red rectangle also looks like a "white plastic bottle," and was predicted as a likely target by our method. There were thus multiple target candidates that fit the given instruction. It is also reasonable to regard the falsepositive prediction as incorrect.
The latter results emphasize an important point about the region-wise classification method, i.e., such situations that might occur in real-world contexts are not naturally handled by similarity-based approaches, which always return the bestmatching target. Conventional hinge-loss based methods cannot provide a reasonable basis for defining a threshold-based bipartite partition of labels [21] . By contrast, our approach offers more flexibility; i.e., it understands when the specified target is not in the scene or when several likely targets are in the scene and provides appropriate feedback to the user. This flexibility is crucial for interacting with non-expert users and an asset for DSRs.
D. Quantitative Results (1)
Table III presents quantitative results. The top-1 accuracy of the baseline was reported in [6] . Other presented in the table are the mean accuracy and sample standard deviation, over five trials.
In the first column, for a fair comparison with the baseline, we provide the top-1 accuracy defined in [6] . Likewise, we used the similarity-based matching (see Appendix) for the procedure shown as ' ' in Fig. 3 . This means that we did not use the region-based classification for the top-1 accuracy. Nonetheless, the MTCM achieveda top-1 accuracy of 88.8% while the baseline method achieved 88.0%. Although the top-1 accuracy is not the main focus of this letter, the result indicates that the MTCM can predict the target more accurately than the baseline. Note that the region-wise accuracy was not reported in [6] , and statistical comparison with the latter work is limited because both the average and standard deviation are needed for such an investigation. Nonetheless we report the results of an additional ablation study in Table IV to emphasize the different contributions of the network. The similarity-based state-of-the-art method used in [5] is referred as Classic. The table presents the effect of BERT and the source prediction. BERT increases the accuracy by 1.9%. The sub-word model that is more robust to spelling errors and the attention mechanism used to build the models better capture linguistic characteristics. The positive effect of BERT and more particularly the attention mechanism on the linguistic processing suggest that such a method would also benefit to the visual encoding. Additionally, the source prediction improves the target prediction accuracy by 3.4%. Although the predicted source is not explicitly used, this result emphasizes the idea that a model trained to predict the likelihood of a source candidate is more likely to predict the likelihood of a target candidate. This is particularly the case for MLU-FI, where the target source may be mentioned. We next compare the MTCM and MTCM-GAN sing region-wise accuracy, which is the main focus of the letter. From the prediction y and the ground truth label y * , the region-wise accuracy E r is defined as:
For each target i a set R(i) = R + (i) ∪ γR − (i) of correct and incorrect feature pairs was built. More explicitly, R
where j was sampled from a random target of the same image as i and j = i. The parameters γ characterized the number of incorrect samples for each correct sample. Table III shows that the MTCM achieved region-wise accuracies 94.5%, 95.4%, 96.1%, 96.3% and 97.1% when γ was 1,2,4,5 and 10, respectively. Note that the top-1 accuracy and region-wise accuracy cannot be compared directly. In the table, "MTCM-GAN with conditioning" represents the model in which G is conditioned by (z, o V ), as described previously in Section IV. MTCM-GAN outperformed then MTCM when γ ∈ {1, 2, 4, 5, 10}.
Additionally, we investigated the effect of o V . We tested a model in which G is conditioned by z, referred to as "MTCM-GAN without conditioning" in the table. MTCM-GAN with conditioning had higher region-wise accuracy than that without conditioning under all conditions. This indicates that a more accurate prediction can be achieved by introducing o V . The table shows that the superiority of MTCM-GAN over MTCM was greater when γ was smaller. For example, the improvement of MTCM-GAN over MTCM was 1.4% when γ = 1 and 0.9% when γ = 2. This indicates that the data augmentation property is more effective with fewer samples. Such a property is particularly interesting in robotics, in which real data collection and annotation are generally long and tedious tasks and few large-scale data sets are available in contrast with the case in the fields of computer vision and natural language. The lack of data is compensated by this type of augmentation.
Furthermore, although there is no guaranteed correlation between the generated samples quality and the accuracy improvement, MTCM-GAN can also be evaluated with generation metrics. Considering the Frechet inception distance [22] as the metric, MTCM-GAN generator produced samples with a score of 11.64 at the end of the training. As illustrated in Fig. 6 , the conditioning effect, as well as the superiority of MTCM-GAN over MTCM is confirmed when considering the F1 score. The area under the curve (AUC) metric gives similar results although the positive effect of conditioning is not guaranteed for high γ.
VI. EXPERIMENT (2): DYNAMIC OBSERVATION
In Experiment (2), we validated our method with the WRS-VS data set explained in Section III. We used the same parameter settings and structures given in Table II . Except for the input dimensions and x rel , the characteristics of the networks are shared between Experiment (1) and (2) .
A. Data Set: WRS-VS Data Set
For the WRS-VS data set, we collected 308 images from which we could annotate 1010 targets in the training set and 37 targets in the validation set. The data set was annotated by an expert user. This data set has an average of 3.4 targets per image, and 7.4 words for each instruction. In addition to x rel defined previously, we used the relative positions of the source and the target and the cropped image of the source.
B. Qualitative Results (2)
Qualitative results of our method are illustrated in Fig. 7 . Subfigures (a) and (b) present correct predictions, which confirm the consistency of our method independently of the data set used. Nonetheless, ther are erroneous predictions, as in subfigure (c) when the scene configuration is challenging.
C. Quantitative Results (2)
We also report in Table V accuracy results for the MTCM and MTCM-GAN without and with conditioning. Note that these results are obtained only for γ ∈ {1, 2} because the average number of targets in each scene (3.4) is low.
Similarly to the PFN-PIC case, the results confirm the superiority of MTCM-GAN over the MTCM. Indeed, for both γ = 1 and γ = 2, a higher accuracy was achieved with MTCM-GAN (90.7% and 93.6%) than with MTCM (83.5% and 85.6%). Likewise, the conditioning effect on MTCM-GAN improves the simultaneous data augmentation and classification because the most accurate results were obtained with this method. 
VII. CONCLUSION
Motivated by the increasing demand for domestic service robots, we developed a method of understanding unconstrained fetching instructions. The proposed method (MTCM) is a region-wise classifier that predicts the likelihood of target objects and their respective sources given linguistic and visual inputs. The following important contributions of the letter are emphasized:
r The MTCM is based on multimodal region-wise classification, which predicts the likelihood of all candidate regions. We introduced a sub-word embedding model with Bi-LSTM to multimodal language understanding methods. The MTCM achieved accuracy of 88.8%, which was 0.8% higher than the top-1 accuracy in [6] .
r We introduced GAN-based simultaneous data augmentation and classification to the MTCM, which was enabled by multimodal region-wise classification. The region-wise accuracy of MTCM-GAN was better than the initial accuracy of MTCM. In future work, we plan to extend MTCM-GAN with attention mechanisms that have proven to work well. A physical experimental study with non-expert users and a human service robot is also planned.
APPENDIX
Hereinafter we explain the similarity-based loss function used in previous work [4] - [7] . In those similarity-based approaches, a hinge loss function J sim is used to match linguistic and non-linguistic features. This loss function consists in increasing the similarity between correct pairs of linguistic and non-linguistic features and the dissimilarity between incorrect pairs. More explicitly the loss function is expressed by J sim = i {max(0, λ M + f (g 1 (i), g 2 (j)) − f (g 1 (i), g 2 (i)) + max(0, λ M + f (g 1 (k), g 2 (i)) − f (g 1 (i), g 2 (i))}, where λ M is the margin, and f (·, ·) is a similarity function such as cosine similarity. The functions g 1 (·) and g 2 (·) correspond to the neural networks related to the linguistic and non-linguistic features, respectively. The incorrect linguistic and non-linguistic features are extracted from two random candidates targets j and k from the same image as the current target i. This means that j and k are randomly sampled from {1, . . . , N}, where j = i and k = i.
