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Résumé
L’allumage et le réallumage de haute altitude présentent de grandes difficultés dans le cadre des
chambres de combustion aéronautiques. Le succès d’un allumage dépend de multiples facteurs,
des caractéristiques de l’allumeur à la taille des gouttes du spray en passant par le niveau de
turbulence au point d’allumage. Déterminer la position optimale de l’allumeur ou le potentiel
d’allumage d’une source d’énergie donnée à une position donnée sont ainsi des paramètres es-
sentiels lors du design de chambre de combustion.
Le but de ces travaux de thèse est d’étudier l’allumage forcé des chambres de combustion aéro-
nautiques. Pour cela, des Simulation numériques aux Grandes Echelles (SGE) d’écoulements
diphasiques réactifs sont utilisées et analysées. Afin de les valider, des données expérimen-
tales issues du banc MERCATO installé à l’ONERA Fauga-Mauzac sont utilisées. Cela permet
dans un premier temps de valider la méthodologie ainsi que les modèles utilisés pour les SGE
diphasiques évaporantes avant leur utilisation dans d’autres conditions d’écoulement. Le cas
diphasique réactif statistiquement stationnaire est ensuite comparé aux données disponibles
pour évaluer les modèles en condition réactives. Ce cas est étudié plus en détail à travers
l’analyse de caractéristiques de la flamme. Celle-ci semble être le théâtre de régimes de com-
bustion très différents. On note aussi que la détermination de la méthode numérique la plus
appropriée pour le calcul d’écoulements diphasiques n’est pas évidente. De plus, deux méth-
odes numériques différentes peuvent donner des résultats en bon accord avec l’expérience et
pourtant avoir des modes de combustion différents.
Les capacités de la SGE à correctement calculer un écoulement diphasique réactif étant validé,
des SGE du phénomène transitoire d’allumage sont effectuées. La sensibilité observée expéri-
mentalement de l’allumage aux conditions initiales, i.e. à l’instant de claquage, est retrouvé
par les SGE. L’analyse met en évidence le rôle prépondérant de la dispersion du spray dans le
développement initial du noyau de flamme. L’utilisation des SGE pour calculer les séquences
d’allumage fournie de nombreuses informations sur le phénomène d’allumage, cependant d’un
point de vue industriel, cela ne donne pas de résultat optimal, à moins de ne tester toutes
les positions, ce qui rendrait le coût CPU déraisonnable. Des alternatives sont donc néces-
saires et font l’objet de la dernière partie de ces travaux. On propose de dériver un critère
local d’allumage, donnant la probabilité d’allumage à partir d’un écoulement diphasique (air
et carburant) non réactif instationnaire. Ce modèle est basé sur des critères liés aux différentes
phases menant à un allumage réussi, de la formation d’un premier noyau à la propagation
de la flamme vers l’injecteur. Enfin, des comparaisons avec des données expérimentales sur
des chambres aéronautiques sont présentées et sont en bon accord, indiquant que le critère
d’allumage proposé, couplé avec une SGE d’écoulement diphasique non réactif, peut être utilisé
pour optimiser la puissance et la position du système d’allumage.
Mots clés: Probabilités d’allumage, Allumage forcé, Simulation aux Grandes Echelles, Ecoule-
ment diphasique, Combustion turbulente.
Abstract
Ignition and altitude reignition are critical issues for aeronautical combustion chambers. The
success of ignition depends on multiple factors, from the characteristics of the ignitor to the
spray droplet size or the level of turbulence at the ignition site. Finding the optimal location
of the ignitor or the potential of ignition success of a given energy source at a given location
are therefore parameters of primary importance in the design of combustion chambers.
The purpose of this thesis is to study forced ignition of aeronautical combustion chambers. To
do so, Large Eddy Simulations (LES) of two-phase reacting flows are performed and analysed.
First, the equations of the Eulerian formalism used to describe the dispersed phase are pre-
sented. To validate the successive LES, experimental data from the MERCATO bench installed
at ONERA Fauga-Mauzac are used. It allows to validate the two-phase evaporating flow LES
methodology and models prior to its use to other flow conditions. The statistically stationnary
two-phase flow reacting case is then compared to available data to evaluate the model in re-
acting conditions. This case is more deeply studied through the analysis of the characteristics
of the flame. This last one appears to experience very different combustion regimes. It is also
seen that the determination of the most appropriate methodology to compute two-phase flow
flame is not obvious. Furthermore, two different methodologies may both agree with the data
and still have different burning modes.
The ability of the LES to correctly compute burning two-phase flow being validated, LES of
the transient ignition phenoma are performed. The experimentally observed sensitivity of igni-
tion to initial conditions, i.e. to sparking time, is recovered with LES. The analysis highlights
the major role played by the spray dispersion in the development of the initial flame kernel.
The use of LES to compute ignition sequences provides a lot of information about the ignition
phenomena, however from an industrial point of view, it does not give an optimal result, unless
all locations are tested, which brings the CPU cost to unreasonable values. Alternatives are
hence needed and are the objective of the last part of this work. It is proposed to derive a
local ignition criterion, giving the probability of ignition from the knowledge of the unsteady
non-reacting two-phase (air and fuel) flow. This model is based on criteria for the phases of a
successfull ignition process, from the first kernel formation to the flame propagation towards
the injector. Then, comparisons with experimental data on aeronautical chambers are done
and show good agreement, indicating that the proposed ignition criterion, coupled to a Large
Eddy Simulation of the stationnary evaporating two-phase non-reacting flow, can be used to
optimize the ignitor location and power.
Key words: Ignition probabilities, Spark ignition, Large Eddy Simulation, Two-phase flow,
Turbulent combustion.
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When dealing with turbo-reactor performance, the most thermodynamically efficient com-
ponent still remains today the combustion chamber and improvements obtained on the most
recent engines come from increased efficiencies of compressors and turbines. However, and
because of the drastic changes of the legislation concerning pollutant emissions, the classical
operating mode of the combustion chambers has to be reconsidered. Indeed, as legacy, the
fuel/air mixture usually burns at an equivalence ratio close to stoichiometry or even rich, while
reducing pollutant emissions 1 requires to burn lean [1, 2]. This new burning regime presents
several known drawbacks such as combustion instabilities [3, 4] or difficulties to ignite. Pre-
vious studies highlight that ignition system performance will be lowered when departing from
stoichiometric fuel/air conditions [5]. and the ignition phase of the new systems is becoming
even more critical.
Nowadays, ignition systems for aeronautics fall in two main categories, the spark ignitors
and the torch ignitors:
• Gas turbine spark ignitors consist in two electrodes separated by semi-conductor material,
a specific electrical device producing a high voltage between these two electrodes. The
high voltage then induces breakdown which ionizes the surrounded mixture, i.e. plasma
phase, and generates an electrical arc. The associated energy is transferred to the mixture
through the subsequent plasma phase and is typically of the order of one Joule. However,
because of losses by conduction, radiation and shock waves, only a few part of the spark
energy is actually transferred to the mixture. The electrical discharge is usually repeated
several times per second to increase the success rate of ignition of the combustor but it
also reduce the lifespan of the electrodes.
• A torch ignitor system, a spark ignitor is associated to a starter pressurized nozzle (which
has easier ignition conditions). This starter once ignited then produces a continuous pilot-
flame which will ignite the main injector. Compared to the standard spark ignitor, such
a device requires a smaller spark plug but may experience coke formation at the starter
nozzle. To avoid such formations, the nozzle fuel injection is cut after ignition and bled
continuously with air.
The dependency on the specificities of the ignition systems, although potentially of importance
for the subsequent ignition sequence, is however out of the scope of the present document.
The purpose of this thesis is to study the ignition in the new aeronautical context presented
above: i.e. premixed combustors and the physics at play during their ignition phase. The study
of ignition started decades ago and the level of comprehension of the involved phenomena have
led to more and more advanced techniques. Historically the part devoted to experimental
measurements was larger than the one to computational studies. However, due to progress in
computer power and numerical models the part of the numerical studies in the development of
recent engines is quickly increasing. Furthermore, under some extreme conditions such as high
pressure combustion (rocket engines combustion) [6] or highly transient phenomena (ignition)
1mainly nitrogen oxides, NOx
[7], the access to measured data in the experiments can be very challenging [8] and the numerical
simulations, within its own modeling and numerics limitations, can bring a bright insight.
The numerical tools themselves cover a wide range of applications depending on the level
of accuracy/predictivity required, from the potential flows to the so-called Direct Numerical
Simulations (DNS), where the Navier-Stokes equations are directly computed. In the case of
transient conditions of ignition, i.e. unsteady flows, the tools reduce to three categories:
1. URANS: Unsteady Reynolds-Averaged Navier-Stokes
2. LES: Large-Eddy Simulations
3. DNS: Direct Numerical Simulations
The URANS is cost effective but since the turbulence scales are fully modeled, the complex
interaction between combustion and turbulent mixing would not be computed accurately. On
the other hand, the DNS resolves the whole turbulence spectrum making the coupling with
combustion easier but is very costly and remains confined to academic configurations [9, 10].
The use of LES appears as a good compromise between accuracy and CPU efficiency for the
study of ignition in an industrial context. Furthermore, LES is becoming a standard tool for
gaseous reacting flows [11, 12, 13, 14, 15]. The application of LES to non-reacting two-phase 2
flows [16, 17, 18] or to reacting two-phase flows [19, 20, 21, 22, 23] is at an earlier stage because
of the multiple challenges associated with the description of fuel spray atomization, of interac-
tion of droplets with flames or walls and the lack of experimental results which can be used to
validate these CFD results.
Dense liquid phenomena like atomization [24, 25, 26, 27, 28] are out of the scope of this doc-
ument and only diluted sprays are addressed. To study the spray dynamic, the two main
formalisms available to the CFD community are the so-called Lagrangian [29, 30, 31] and Eule-
rian formalisms [32, 33, 34]. In the Lagrangian approach, the dispersed phase can be considered
as a set of small discrete particles following point mechanic equations. In the Eulerian approach,
the spray is described as a continuous phase like the gas phase with the properties of the mean
local set of particles. The Eulerian solver used in this work has been developed and validated
from the PhD work of Kaufmann (2004) [35] while the Lagrangian solver stems from the work
of García (2005) [36]. The two formalisms are briefly described in Chapter 2.
In the context of ignition, recent measurement campaigns on the MERCATO bench from
ONERA (see Tab. 3.1) provide data sets for both non-reacting and reacting two-phase flows
which can be compared to stationary and transient LES. Such stationary monodisperse EE LES
two-phase flow predictions are presented in Chapter 3. Based on these encouraging findings
and although room for improvement is clear, the Euler-Euler turbulent reacting LES approach
is then applied to the study of the fully transient phenomena issued by an energy deposit as
encountered in an ignition sequence (cf. Chapter 4). Results from such simulations offer access
to fully transient phenomena that could not be addressed numerically with other CFD models
2Since in aeronautic, the fuel used (Kerosene) is liquid at operating conditions, at least at the injection;
two-phase flow modeling have to be taken into account.
(other than Direct Numerical Simulations, DNS). In particular, the fully transient phase that
results from a sparking ignition phase can be simulated with LES which thus provides a dynamic
description of the spatial and temporal evolution as well as the propagation of the flame front
until full ignition or extinction of the burner. Findings confirm the potential of the approach
in describing qualitatively the leading order mechanisms and also prove the importance of the
initial flow field state in the neighborhood of the ignitor at sparking time. In his review on
ignition [37], Pr. Mastorakos underlines the stochastic behavior of the ignition process which
requires the introduction of an ignition probability to be quantifiable. Hence, performing LES
of ignition sequences to study ignition requires numerous runs to determine ignition probabil-
ities, bringing CPU cost to unreasonable value. Another way to provide ignition probabilities
needs clearly to be developed. This is the objective of the Part III.
It may be assumed that the statistics of turbulent flow at the spark location determine the
probability of igniting a kernel. This concept was first put forward by Birch et al. [38, 39]
who introduced the term flammability factor, F. From this starting point, several studies [5,
40, 41, 42, 43] extended the concept and showed that the probability of igniting a kernel is the
result of many factors and is not necessarily equal to F . In the specific context of aeronautical
burners, the propagation of the turbulent flame to the fuel injection system and its stabilization
is not certain although they are clear pre-requests for the ignition success of the engine. The
probability of igniting the whole chamber is thus even lower than the one of igniting a flame
kernel. This one burner ignition process is not fully local and for the moment has not been
evaluated analytically [44, 45]. Building the ground for a simple analytical model predicting
the ignition probability of a single burner is the actual objective of this thesis (cf. Chapter 5).
Called I-crit-LES, this methodology based on analytical criteria uses a set of non reacting LES
snapshots. The final set of criteria used to model the full ignition of a sector burner, are:
C1: The fuel distribution must guarantee a flammable mixture.
C2: The discharge energy must be sufficient to create a first hot gas kernel.
C3: The local conditions (vaporization time versus diffusion time) must allow the kernel to
increase.
C4: The flame must not be quenched near walls.
C5: The flame speed must be larger than the local flow speed to allow the flame to propagate
upwards.
C6: The local stress experienced by the kernel must be low enough to avoid aerodynamic
quenching.
Finally, in Chapter 6, I-crit-LES is validated and illustrated through several configurations.
The purpose is to cover a large range of conditions to test the limits of the model.
Part I





Description and models for the carrying
gas phase
3
In this first chapter, the conservative compressible Navier-Stokes equations [46, 47, 48, 49]
are described. First, the unfiltered equations (used in Direct Numerical Simulations, DNS)
are detailed with the different source terms needed for two phase reacting simulations. These
sources terms include species fluxes due to multi-species formulation, heat release and species
production/destruction due to chemical reaction. Other terms come from the exchange with
the liquid phase (see chapter 2) like the evaporation rate, the drag force or the heat exchange
between phases. Finally, the energy deposit used in Chapter 4 to perform ignition is also
introduced in the following equations.
In the subsequent section, these equations are filtered to yield the Large Eddy Simulations
(LES) set of governing equations and the associated closures needed to perform the simulations
are detailed in chapters 3 and 4. Finally, the concept of the flame thickening for LES is briefly
described as it is used to model the turbulent / combustion closure problems.
1.1 Transport equations for DNS
In the case of DNS, for the gas phase and neglecting the volume forces, the conservative com-



































[ui(pδij − τij)] + Πg + Γ1
2
u˘2l,j − u˘l,jFd,j (1.4)
Equations (1.1) - (1.4) respectively represent the conservation of mass ρ, species mass
fraction Yk, momentum u and total energy E. Naturally, for a mixture of N species,
∑
Yk = 1.
Here, and for the rest of the document, Q˙ will be the heat source term of the ignition device
and the index k indicates the k-th species.
The liquid source terms are introduced with Πg standing for the heat transfert from the liquid
to the gas, Γ the evaporation rate and Fd the drag force. However, they will be detailed and
modeled only in the section dealing with the dispersed phase equations, and will be removed
for the rest of this section.
1.1.1 The perfect gas law
The gaseous phase is considered as a perfect gas mixture. If we note N the total number of
species in the mixture, we have:
p = ρrT (1.5)
where r = R
W





















In a multi-species flow, mass conservation implies:
N∑
k=1
YkVk,i = 0 (1.9)
where Vk,i are the diffusion velocity components of the k-th species.The approximation of
Hirschfelder-Curtis [50] defines these velocities as functions of the species gradients:
XkVk,i = −Dk ∂Xk
∂xi
(1.10)
where Xk is the molar fraction of the species k: Xk = YkW/Wk and Dk is the diffusivity of






However, summing the N species of Eq. (1.11) leads to a violation of the mass conservation
written in Eq. (1.9). Hence, if using the approximation of Hirschfelder-Curtis and to enforce










Finally, the species diffusion flux Ji,k is:






























1.1.3 The stess tensor
The stress tensor τij appearing in the momentum equation, Eq (1.3), is defined by the relations:















where µ is the dynamic viscosity.
1.1.4 The energy flux
For a multi-species mixture, the energy flux qi, Eq (1.4), is composed of two parts. The first
one is a heat diffusion expressed by Fourier’s Law and the second one from the species diffusion.
qi is written as:

















where λ is the thermal conductivity and hs,k is the sensible enthalpy of the species k. Soret
(molecular species diffusion due to temperature gradients) and Dufour (heat flux due to species
mass fraction gradients) effects are here neglected [51, 52].
1.1.5 Definition of diffusion coefficients
In most CFD codes for multi-species flows, the dynamic viscosity µ is often supposed indepen-
dent of the mixture composition and close to air. In AVBP, two formula are available based on
this hypothesis (plus the constant viscosity), Sutherland’s Law [53] and the power law. They














where Pr is the Prandtl number (supposed constant).
In the same way, instead of computing the thermal diffusivity coefficients of each species from





where Sck is the Schmidt number of the species k, supposed constant in space and time.
The values of the Schmidt and Prandtl numbers used in the simulations come from detailed
computations with the COSILAB software [54].
1.1.6 The chemical source terms
The chemical source terms are ω˙k in Eq. (1.2) and ω˙T in Eq. (1.4). The chemical kinetic is
described in this work by the Arrhenius’ Law. First, we define a chemical mechanism of N










kjMkj j = 1,M (1.21)









where νkj = ν
′′






















where Af,j is the preexponential constant and Ea,j is the activation energy. The reverse
















where pa = 1bar. ∆H0j and ∆S0j are the enthalpy (sensible + chemical) and the total
entropy of the reaction j:
∆H0j = hj(T )− hj(0) =
N∑
k=1







where ∆h0f,k is the mass enthalpy of formation of species k at the reference temperature
T0 = 0K.







1.2 Filtered equations for LES and closure models
1.2.1 The LES concept
Large Eddy Simulations (LES) are now recognized as an alternative to the more classical
Reynolds Averaged Navier-Stokes simulations (RANS). Both of these methodologies aim at
describing the caracteristics of turbulent flows, but with different levels of modeling. The de-
velopment of the new equations is obtained applying operators on the Navier-Stokes equations.
This step introduces new terms that have to be closed with models to solve the problems.
The main difference between RANS and LES is the mathematical operator used to recast the
original set of equations.
• In RANS, the operator consists in a mean of an ensemble of the flow realisations [55, 47,
56, 57, 58]. Assuming ergodicity of the flow, the operator is replaced by a temporal mean.
The unclosed terms represent the physical phenomena over the whole frequency domain.
• In LES, the operator is a local filter of caracteristic size ∆, independent of the time, which
differentiates large scales (larger than the filter size) to small scales [59, 60, 61, 62, 63,
64, 65]. The unclosed terms are here representative only of the small scales (i.e. high
frequencies) phenomena of the flow. Figure 1.1 illustrates the differences between RANS
and LES when applied on a Homogeneous Isotropic Turbulent field (HIT).
The separation between scales introduced by the LES filter allows a dynamic representation
of the large scales which are of primary importance in complex geometry. According to this,
LES predictions of turbulent flows are more accurate than RANS since the large scales or large
eddies and acoustic waves are resolved by the filtered Navier-Stokes equations [15]. Hence, LES
(a) (b)
Figure 1.1: Representation of the RANS (a) and LES (b) methods applied to a HIT spectum.
presents great advantages to compute turbulent flows of industrial applications. However, these
possibilities may be reduced by the assumptions introduced in the closure models needed for
LES. In the following, the equations resolved in AVBP for reacting LES are described.
1.2.2 LES filtering of the Navier-Stokes equations
The filtered variable f¯ is defined as the convolution product of the instantaneous variable f




′ − x)dx′ (1.29)
f¯ is the resolved part accessible to the numerical simulations while the Sub-Grid Scales
(SGS) f ′ = f − f¯ is modeled 1. For variable density flows, a density, ρ, weighted filtering, or
Favre mean [55], is introduced:
ρ¯f˜ = ρf (1.30)
Applying this filtering to the conservative equations without coupling with the liquid phase






(ρ¯u˜j) = 0 (1.31)
1In AVBP, there is no explicit filter. Filtering comes from the resolution of the equations on a discreted

































[ui(p δij − τij)] (1.34)
where the superscript t indicates the turbulent SGS contributions which are unclosed and
needed to ensure proper estimates and evolution of the mean filtered quantities.
1.2.3 Expressions and approximations of the resolved diffusive terms
The filtered diffusive terms are (see [15] for details):
• The laminar viscous tensor τij defined as:
τij = 2µ(Sij − 1
3


















































• The laminar energy flux qi:


















All of these equations suppose that spatial variations of the species diffusive fluxes are
negligible and can be modeled as simple gradients.
1.2.4 Expression and closure of the SGS terms
The filtering process has produced additional unclosed terms called SGS terms. To close the
set of Navier-Stokes equations, the SGS terms will be modeled:
• The SGS velocity tensor, or Reynolds tensor τij t:
τij
t = −ρ¯(u˜iuj − u˜iu˜j) (1.42)
and is modeled as:
τij
t = 2ρ¯νt(S˜ij − 1
3
δijS˜ll) (1.43)
where νt is the turbulent viscosity.
• The SGS species flux Ji,kt:
Ji,k
t
= ρ¯(u˜iYk − u˜iY˜k) (1.44)





























The turbulent Schmidt number is fixed in the simulations at Sctk = 0.6 for all species.
• The SGS energy flux qit:
qi
t = ρ¯(u˜iE − u˜iE˜) (1.48)
and is modeled as:
qi













To enforce a turbulent Lewis number of one in the simulations performed here, the tur-
bulent Prandtl number is fixed at Prt = 0.6.
1.2.5 Models for the turbulent viscosity
The filtered Navier-Stokes equations have produced SGS terms describing the interaction be-
tween resolved and unresolved scales. The influence of the SGS on the resolved flow is modeled
through the gradient assumption coupled to a turbulent viscosity νt, Eq. (1.43). This supposes
that SGS effects on resolved energetic structures are purely dissipative. This assumption is
valid in the theory of the turbulent energy cascade introduced by Kolmogorov [66]. In this
section, two models commonly used are presented.
Smagorinsky model






where ∆ is the filter size (linked to the cell volume Ve by: ∆ = (Ve)1/3) and CS the model
constant. The CS value can go from 0.1 to 0.18, depending on the flow [68]. This closure
generates the proper kinetic energy dissipation in homogeneous isotropic turbulence (HIT). In
real geometry, it is generally too dissipative [69, 70]. However, because of its simplicity it is
widely used. The estimation of the turbulent viscosity being based on the tensor Sij, it becomes
too high in strong mean gradient zones like shear layers or close to walls, producing potential
artificial relaminarization of the flow.
WALE model (Wall Adaptative Local Eddy-viscosity)
This model developed by Nicoud & Ducros [71] adjusts the turbulent viscosity to meet the






















where ∆ is filter size, Cw = 0.4929 is the model constant and g˜ij is the resolved velocity
gradient.
Other models
The two main SGS models have been presented here, but numerous models exist. A model
based on the equation of k has been implemented by Moureau [72]. Resolving the transport
of the turbulent kinetic energy, the turbulent viscosity can be recovered. The majority of the
models evaluating νt come from theories based on turbulence in incompressible flows. However,
it exists models taking into account the SGS dilation effects [73, 74, 75].
1.3 The thickened flame model for LES
When performing reacting simulations, usually the laminar flame thickness δ0L is smaller than
the mesh size h. To allow the use of "large" mesh size (in LES but also DNS) and to resolve the
flame front on the available mesh the thickened flame model has been developed. For laminar
flows, the thickening is obtained by artificially increasing diffusion while simply decreasing
proportionately the reaction rates to guaranty the proper flame speed of the non thickened
laminar premixed flame. In turbulent flows, the interaction between turbulence and chemistry
may be modified by thickening which expresses itself in a modified Damkohler number [76].
Indeed, the scales smaller than Fδ0L (where F is the thickening factor) do not act on the flame
anymore. Likewise if the thickening procedure is directly extended to LES, flame wrinkling
by vortices is further reduced. Since the flame surface is reduced artificially, the net reaction
rate is underestimated. To correct this effect, an efficiency function E , based on DNS results,
has been added by Colin [76]. The evaluation of the efficiency function is not detailed in the
present document, the interested reader can report to the original article [76] for more details.
The impact of the model on the filtered equations detailed in section 1.2.2 is described in the
following.
1.3.1 The standard thickened flame model (TFLES)
The filtered mass equation (1.31) and momentum equation (1.33) are not affected by the thick-
ening. For the species equation (1.32) and energy equation (1.34), the different fluxes and
source terms involved are:
• The species diffusion flux Ji,k:































• The reaction rate ω˙k of the species k:
ω˙k(Y˜k, T˜ )→ Eω˙k(Y˜k, T˜ )F (1.56)
• The heat released by combustion ω˙T :
ω˙T (Y˜k, T˜ )→ Eω˙T (Y˜k, T˜ )F (1.57)
1.3.2 The dynamic thickened flame model (DTFLES)
The TFLES model is adaquate only for perfectly premixed flames. For partially premixed, it
has to be modified for the following reasons:
• In non reactive zones with only mixing, the thermal and molecular diffusions are over-
estimated by a factor F . Furthermore, the SGS contributions of the energy and species
fluxes should be taken into account (in the TFLES philosophy, as soon as the thickening
is activated, the energy and species fluxes are resolved and hence SGS are removed).
• In the flame, due to thickening, the diffusion and source terms are resolved. Hence, SGS
turbulent mixing terms can be removed.
In other words, the TFLES model has to remain unchanged in the flame but has to be
adapted outside. The DTFLES model (Dynamic Thickening) has been developed to remove
these issues [77]. The thickening factor is not constant anymore and varies from 1 to Fmax
(from non reactive to reactive zones), following:
F = 1 + (Fmax − 1)S (1.58)
where S is a sensor depending on local temperature and mass fractions and written as:
S = tanh(β ′ Ω
Ω0
) (1.59)














The constant ΓT is used to activate the thickening just before the reaction zone and has a
typical value of 0.5 . The factor β ′ has a value of 500 in AVBP. Then, note that S goes from 0
(non reactive zones) to 1 (in the flame).



























































































In this chapter, the equations for the gas phase have been detailed. They include the different
closures and models which will be used in the LES of this work (except the coupling sources
terms with the liquid phase). The source terms that depend on the liquid variables will be
described in the next chapter. This will close the problem for two-phase flow reacting LES.
Chapter 2
Description and models for the dispersed
phase
17
2.1 Formalism of the liquid phase: Eulerian versus La-
grangian frameworks
In this section, the modelisation of a dispersed phase issued by a spray for example is de-
cribed. Dense liquid phenomena like atomisation [24, 25, 26, 27, 28] are out of the scope of this
document and only diluted sprays are adressed. To study the spray dynamic, the two main for-
malisms available to the CFD community are the so-called Lagrangian [29, 30, 31] and Eulerian
formalisms [32, 33, 34]. In the Lagrangian approach, the dispersed phase can be considered as
a set of small discrete particles following point mechanic equations. In the Eulerian approach,
the spray is described as a continuous phase like the gas phase with the properties of the mean
local set of particles. In AVBP, the Eulerian solver has been developed from the PhD work of
Kaufmann (2004) [35] and the Lagrangian solver from the work of García (2005) [36]. The two
formalisms are briefly described with more details for the Eulerian approach.
2.1.1 The Lagrangian approach
The deterministic description of the Euler-Lagrange (EL) approach for spray consists in tracking
the Lagrangian trajectory of each droplet, coupled to the conservation law for momentum, mass
and energy of the gas phase described in an Eulerian formalism. At each time, for each droplet

































where X(k)p,i are the droplet k coordinates, V
(k)
p,i its velocity components, m
(k)
p its mass, C(k)p
its heat capacity at constant pressure, T (k)p its temperature, F (k)p,i the external forces, m˙
(k)
p the
evaporation rate and Q˙(k)p the heat flux exchanges with the gas phase.
The main advantage of the EL method is the intrinsic treatment of polydispersion and
trajectory crossings [27, 78, 79]. However, due to the coupling and influence of the gas phase,
the turbulence demands an evaluation of the forces acting on the particle and vice versa. This
approach is commonly used in DNS solvers [80, 81, 82], which solve the whole range of turbulent
scales, and its potential in LES has been underlined [83, 84, 85, 29]. The Lagrangian approach
is also used for RANS simulations of industrial configurations, modeling the effect of turbulence
on particle dispersion [86, 87, 88, 89]. Note that in AVBP, the Lagrangian approach does not
use any model to reconstruct the SGS effect of the gas phase on the forces and fluxes acting on
the droplets.
From a numerical point of view, the localisation of the particles in the Eulerian mesh needs
precise algorithms [90, 91, 92]. In parallel computing with domain partitioning, the particle
exchanges between processors may be difficult [93]. Once particles are located, interpolations
have to be done to exchange the coupling terms from the Eulerian mesh to the particles and
vice versa. To avoid too high numerical diffusion during interpolation, high order schemes are
required increasing CPU costs [94].
From a hardware point of view, tracking millions of particles at each time step requires huge
CPU and memory ressources. This problem is usually overcome gathering real, initially close,
particles into numerical particles (also called parcels)[95]. Hence, the number of particles to
track can be seriously reduced, but an additional modelisation is necessary [96]. Furthermore,
to ensure statistical convergence and to avoid strong discontinuities in coupling source terms,
a minimum number of parcels is requiered [97].
An additional difficulty introduced by these approches is its capacity to perform efficient
parallel LES. Performing parallel LES, the domain partitioning is the most efficient method
using large number of processors. However, mesh partitioning for the gas solver is not optimised
for the Lagrangian solver. Indeed, the particle distribution in the domain may be very different
to the Eulerian cell distribution and changes in time. A very large number of Lagrangian
trajectories is thus computed potentially on only few processors, which lowers the parallel
efficiency. This potential inbalance in workload distribution leads to a decrease of the parallel
performance [98]. To keep efficient parallelism on thousand processors, the domain partitioning
has to be adapted dynamically during the computation [99, 19].
2.1.2 The Eulerian approach
In this approach, the idea is to represent the dispersed phase properties by Eulerian fields. We
do not focus on individual particles anymore. The spray is seen as a continuous phase. Various
methods have been developed in the literature like the fast Eulerian method [100] and the two
fluids method [101]. The Eulerian approach of the spray used in this document is based on
the works of Février and Simonin [102, 103, 104]. This one is based on a statiscal approach of
the two fluids method, called mesoscopic EE approach. The main idea of this description is to
discriminate the variables describing a volume of particles from particle characteristics. The
statistically averaged Euler-Euler (EE) equations come from the kinetic theory of gases [105].
The main steps of the equation derivation are summerized in the following, for more details
please report to [106, 107].
1. A pdf of the particles fp(cp, ξp, µp,x, t|Hf ) is conditionned by a flow realisation of the
carrying phase Hf . In the particle realisations space, each particle is identified by its
position x at the time t, its mass µp, its velocity cp and its temperature ξp.
2. The Boltzmann type transport equation describing the evolution of the pdf is written.
3. Using the pdf, a local statistical mean of the spray properties is defined. The mesoscopic
quantities are defined from the spatial mean mass of the particle quantity Ψ:
Ψ˘ = 〈Ψ〉l = 1
ρlα˘l
∫
µpΨ(cp, ξp, µp)fp(cp, ξp, µp,x, t|Hf )dcpdξpdµp (2.5)
The deviation from the mesoscopic mean Ψ˘ is noted Ψ′′ = Ψ− Ψ˘. Mesoscopic quantities
and uncorrelated motion are represented on Fig. 2.1.
Figure 2.1: Mesoscopic quantities and uncorrelated motion variable.
4. The pdf transport equation is multiplied by a spray variable Ψ, then the mean operator
defined in Eq. (2.5) is applied and leads to the generalized Enskog equation.
5. Replacing Ψ by appropriate quantities, we defined the mesoscopic conservation equation
set. In AVBP, the transported quantities are: n˘l the number of particles per unit volume,





Uncorrelated Energy (RUE) and h˘s,l the sensible mesoscopic enthalpy. The second and









The set of transport equations for the mesoscopic variables is given below, where Γ is the
liquid mass exchange to the gas phase due to evaporation, Φl is the enthalpy exchange
rate to the liquid, Fd is the drag force generated by the gas phase to the liquid and Wθ



















ρlα˘lu˘l,iu˘l,j = − ∂
∂xj

































In the above equations, the first terms noted 1 correspond to temporal variations, 2
terms correspond to convection due to mesoscopic motion, 3 convection due to uncor-
related motion (except in Eq. (2.8) where it is an additional convection term due to
mesoscopic motion), 4 anisotropic effects of the mesoscopic stress tensor, 5 evaporation
source terms, 6 drag source terms and 7 thermal conduction source terms. In this thesis,
only monodisperse flows are studied. There is thus only one diameter per cell. Hence the
second term ( ∂
∂xj
n˘l{δul,j}l) in Eq. (2.8) is cancelled.
6. Closures of the mesoscopic motion equations are given in the next section in the context
of non evaporating flows. Two terms have to be modeled:
(a) the effect of the unresolved motion or uncorrelated motion which represent the de-
viation from mesoscopic motion (terms 3 and 4).
(b) the coupling terms with the gas phase: drag force, mass and heat exchange between
the phases (terms 5, 6 and 7).
As the equations obtained with the EE approach are close to those of the gas phase, efficient
parallel algorithms used for gas solver can be used for the liquid solver. Furthermore, since the
mesh used for the liquid phase is the same as the one of the gas phase, load balance of the
processors is identical for both phases. Actually, the two-phase flow solver EE is an extension
of the gas solver with an additional set of variables and closure models. Hence, the CPU cost
is not linked to the number of particles but to the number of Eulerian equations and the com-
plexity of the closure models. Usually, it takes twice the time of the equivalent purely gaseous
computation.
One major drawback of the above retained set of equations comes from the highly compress-
ible properties of the governing equations which with the EE method leads to stability issues
of the numerical schemes. The numerical schemes used to compute the liquid phase will be
presented in section 3.2. The absence of diffusive terms and pressure like terms produces sharp
gradients of the mesoscopic variables. These physical phenomena lead to numerical issues that
slow the application of the EE method in an industrial context (see P. Sierra and N. Lamarque
[108] PhD thesis for detailed investigations).
Another limitation of this EE method arises with droplet trajectories. Indeed, by definition,
for each point of the mesh there is only one mesoscopic velocity, i.e. mono-cinétique method
as described by De Chaisemartin [109]. Corrections relying on the DQMOM method (Direct
Quadrature Method of Moments) [110] specifically address such issues and thus are able to
predict trajectory crossing with the Eulerian formalism.
2.2 Closure models for the dispersed equations
Here are presented the assumptions made to introduce modeling for the evaporation and drag
terms present in EE and EL models. For our application only the EE terms are given although
they could be expressed in a purely Lagrangian formalism. The assumptions H1-H7 are
equivalent to those used in the Lagrangian approach to write particle tracking equations. The






H1 The particles are spherical non-deformable droplets.
H2 The density ratio between the liquid and the gas allows to limit the interacting forces to
drag.
H3 The temperature (and so the sensible enthalpy) is uniform inside the droplets.
H4 Gravity is negligeable.
H5 The dispersed phase is diluted (the liquid volume fraction α˘l < 0.01) and the gaseous
volume fraction is 1− α˘l ≈ 1
H6 Droplet-droplet interactions are negligeable.
H7 The low impact of the diluted liquid phase on the carrying phase allows to condition the
statistics on only one realisation of the carrying phase.
H8 The spray is locally monodisperse.
H9 Droplets have locally the same temperature (mono-temperature spray).
2.2.1 Drag source terms





The drag force exerted by the gas on an individual droplet is modeled by a Stokes Law
extended by a correlation from Schiller and Naumann valid for particle Reynolds number


































2. The drag term Wθ in the uncorrelated energy equation, Eq. (2.11) is written from the
drag force exerted on an individual droplet, Eq. (2.15) and reads:






Note that drag is thus a destruction term of the uncorrelated energy. It tends to impose
to the set of particles the same velocity, close to the gaseous velocity and to minimize
velocity deviations.
2.2.2 Evaporation source terms
In this section, variables at the droplet surface (see Fig. 2.2) are noted with the subscript ξ,
and those at infinite use the subscript ∞ (in practice, this reports to the next cell or node).
The fuel species will use the subscript F .
Figure 2.2: Evolution of the fuel mass fraction and of the liquid temperature for an isolated
droplet.
1. The evaporation rate Γ.
The mass transfert term Γ from liquid to gas is expressed as the average of the droplet
mass variations, Eq. (2.19). This mass variation is determined solving the problem of an
















The evaporation model used assumes thermodynamic equilibrium at the interface and
infinite thermal conductivity of the liquid. Hence, using Clausius-Clapeyron Law, the
uniform droplet temperature Tp = Tξ can be linked to the gaseous fuel mass fraction at
the interface. For the resolution of an isolated evaporating droplet, readers are pointed
to the books of Kuo [56] and Sirignano [101].
The variation of thermodynamic and transport properties of the gas surrounding the iso-
lated droplet is taken into account evaluating these properties at a reference temperature
Tref and at a composition Yk,ref defined by the "1/3-2/3" law, Eqs. (2.20) - (2.22). The
law assumes that the gas layer surrounding the droplet, and hence its thermodynamic and
transport properties, follow a quasi-steady evolution. This assumption has been validated

















1− YF,∞ for k 6= F (2.22)
The product [ρDF ] being constant, it is evaluated at the droplet surface. Its value depends





The difference of fuel mass fraction between the interface and the reference point at the




YF,ξ may be expressed as a function of the molar fraction XF,ξ as in Eq.( 2.25) where
WnF,ξ is the mean molar weight of the mixture of all species except fuel.
YF,ξ =
XF,ξWF
XF,ξWF + (1−XF,ξ)WnF,ξ (2.25)
Assuming that the mixture composition does not change between ξ and ∞, WnF,ξ only
depends on known variables of the far-field namely YF,∞ and W , the molar weight of the
mixture of all species in the gas phase:
























The couple (Pcc, Tcc) corresponds to an arbitrary reference point on the saturation curve,
R is the universal gas constant and Lv(T refl ) the latent heat at T
ref
l . The latent heat Lv
at a given temperature T is defined as:
Lv(T ) = hs,F (T )− hs,l(T ) (2.29)
Applying the average operator to Eq. (2.19), we get Eq. (2.30), with BM given by
Eq. (2.24), [ρDF ] by Eq. (2.23) and the droplet diameter, d, extracted from Eq. (2.13).
Γ = pin˘ldSh[ρDF ]ln(1 +BM) (2.30)
2. The Πg term in the equation of the total energy of the gas phase and the Φl term in the
equation of the liquid enthalpy.
The heat transfert from the liquid to the gas Πg is expressed as an average of the enthalpy
tranfert of the droplets, Eq. (2.31). The heat transfert resulting from the evaporation of
an isolated droplet without combustion inside a gaseous flow has two contributions given
in Eq. (2.32): the heat flux by conduction φcg and the enthalpy flux due to evaporation
φevg . The heat transfert term Πl from gas to liquid is the opposite of the heat transfert













Πg = Φg + Λg with Φg = n˘l{φcg}l and Λg = n˘l{φevg }l (2.33)
Πl = −Πg (2.34)











l = 0 (2.35)
highlighting the total heat flux of the droplet φtl which has also two contributions: the
conductive flux φcg and the enthalpy flux due to evaporation φevl . These different contri-
butions are presented in Fig. 2.3. The enthalpy fluxes by phase changes of the droplet










Hence, the sum of the enthalpy fluxes by phase change of an isolated droplet and sur-
rounding gas is simply function of the latent heat Lv at the interface temperature Tξ and





















where BT is the temperature Spalding number and Leff is the effective latent heat of
vaporisation [101]. Cp and λ are evaluated at the reference temperature Tref and with
the composition Yk,ref as defined in Eqs. (2.20)-(2.22) and supposed constant between the
interface and infinity. As for [ρDF ], the evaluation of the thermal conductivity λ at the










From the Eqs. (2.19), (2.30) and (2.39), we find a relation between BM and BT that reads:
BT = (1 +BM)




where LeF is the Lewis number of the fuel in the mixture considered.
Finally, merging Eqs. (2.35) and (2.38)-(2.40), the conductive flux in the gas phase be-
comes:




Through the assumption H9, neglecting uncorrelated enthalpy, Φg and Λg, Eq. (2.33) can
be written as:
Φg = −n˘lpidNuλ(T∞ − T˘l) ln(1 +BT )
BT
(2.45)
Λg = Γhs,F (T˘l) (2.46)
Writting Λl = n˘l{φevl }l the transfert of liquid mesoscopic enthalpy by phase change, and
applying the average operator to Eq. (2.38) along with a neglect of uncorrelated enthalpy,
we obtain:
Λl = −Γhs,l(T˘l) = −ΓCp,l(T˘l − T refl ) (2.47)
Then the mesoscopic conductive flux Φl can be defined, as Πl = Λl + Φl. Because of
the infinite liquid thermal conductivity assumption, Φl should lead to an instantaneous
evolution of the liquid temperature T˘l.
Φl = −Πg + Γhs,l (2.48)
To take into account the increase in evaporation rate of a droplet mist due to potential
convection effects, the Nusselt and Sherwood numbers seen in the expressions Eqs. (2.30)
to (2.45) rely on the correlations of Frossling (1938).
Nu = 2 + 0.552Re1/2p Pr
1/3 (2.49)
Sh = 2 + 0.552Re1/2p Sc
1/3
F (2.50)
2.2.3 Closure of the uncorrelated motion
Several modelisations of the uncorrelated motion have been proposed [102, 113, 114]. In AVBP,
for the second order tensor δR˘l,ij a viscosity model is used and for the third order tensor δS˘l,ijk
a diffusivity model [107] is introduced.
Effect of the uncorrelated motion by the mesoscopic motion
The term −ρlα˘lδR˘l,ij ∂∂xj u˘l,i in Eq. (2.11) is a production/destruction term of uncorrelated en-
ergy by the mesoscopic motion. Assuming local equilibrium and weak anisotropy, the deviatoric
part of the second order tensor of the uncorrelated velocities δR˘∗l,ij = δR˘l,ij − 23δθ˘lδij can be































Effect of uncorrelated energy by the uncorrelated motion
The term − ∂
∂xj
ρlα˘lδS˘l,iij in Eq. (2.11) corresponds to the convection of the uncorrelated energy
by the uncorrelated motion. This flux is expressed as a third order tensor of the uncorrelated
velocities δS˘l,ijk. As the Fourier Law for the temperature, a diffusive model is applied [114] :
δS˘l,iij = −κRUM with : κRUM = 10
27
τpδθ˘l (2.53)
To tackle the difficulty to represent more precisly these uncorrelated variables, complex
closures have been studied by Masi [115] and Sierra in her PhD (2012).
2.3 LES equations and closure for the dispersed phase
The equations and closures developped in the previous section are for the DNS formalism.
Hence, as for the carrying phase (Chapter 1), the equations of the dispersed phase will be
filtered in the following for the LES formalism.
2.3.1 Filtering the conservative equations
The LES filtering of the dispersed phase is similar to the one of the gas phase. The mean Favre
of a mesoscopic function f˘l of the dispersed phase is similar to the one of a function f for the
gas phase and is obtained replacing the density ρ by the liquid volume fraction α˘l:
αlf̂l = α˘lf˘l (2.54)
where αl is the filtered liquid volume fraction. To simplify the notations, the˘ is omitted
since the LES filtering is only applied on mesoscopic variables of the dispersed phase.
In order to have equivalence between the filtered Favre mean based on the volume fraction
and the density, we assume that the flow is monodisperse at the filter scale. It means that SGS







αlf̂l = nlf̂l (2.55)
where nl is the filtered droplet density.
Applying this procedure to the Eulerian conservative equations for the dispersed phase, we
obtain the LES conservative equations for the spray:
∂wl
∂t
+∇ · Fl = Sl (2.56)
where wl = (nl, ρlαl, ρlαluˆl, ρlαlvˆl, ρlαlwˆl, ρlαlδ̂θl, ρlαlhˆs,l)T is the vector of the mesoscopic
conservative variables of the liquid phase. Sl is the filtered source term and Fl is the filtered
fluxes tensor.
2.3.2 Filtering of the non-linear terms
For the filtered second order δ̂Rl and third order δ̂Sl tensors of the uncorrelated motion, the









l,ij = −νˆRUM Ŝ∗l,ij (2.58)
δ̂Sl,iij = −κˆRUM ∂δ̂θl
∂xj
(2.59)




















and where the filtered relaxation time τ p is obtained with the approximation:
1
τ p








The SGS stress tensor for the dispersed phase τ tl,ij
Moreau [116] has shown that the modelisation of the SGS mesoscopic motion of the dispersed
phase has to take into account the compressibility effects when modeling both the deviatoric
and diagonal part of the tensor. Different SGS models have been studied in [117]. The model
implemented in AVBP [107] is a Smagorinsky model for the deviatoric part and a Yoshizawa
model [118] for the diagonal part linked to the compressibility effects.
τ tl,ij = −ρlαl(ûl,iul,j − ûl,iûl,j) (2.65)










Ŝ∗l  δij (2.66)










Ŝ∗l  with: C ′Y = 0.025 (2.68)
SGS uncorrelated energy diffusion flux q¯tθ,i
Similarly to the modelisation of the SGS thermal flux, a turbulent Prandtl number for the
dispersed phase Prtl is introduced :
q¯tθ,i = ρlαl(ûl,iδθl − ûl,iδ̂θl) (2.69)






All the simulations presented in this document are performed with Prtl = 0.7.
SGS sensible liquid enthalpy diffusion flux q¯th,i
The effects of this flux are supposed negligible. Hence:
q¯th,i = ρlαl(ûl,ihs,l − ûl,iĥs,l) ≈ 0 (2.71)
2.3.4 Resolved uncorrelated energy source term
The filtered uncorrelated energy production by the uncorrelated velocity tensor is written:
−ρlα˘lδR˘l,ij ∂
∂xj













The term Utθ still has to be closed. It is a production term by the SGS motion. It acts like
a dissipation in the SGS uncorrelated energy equation. From an equilibrium assumption of the
SGS uncorrelated energy [107], Utθ is modeled as:




2.3.5 Resolved coupling source terms
Filtering of the drag source terms





(ui − u˘l,i) (2.74)
F d,i ≈ ρlαl
τp
(u˜i − uˆl,i) (2.75)
2. The variation rate of the uncorrelated energy due to drag force W θ:







W θ ≈ −2ρlαl
τp
δ̂θl (2.77)
Filtering of the evaporation source terms
1. The evaporation rate Γ:
The filtered evaporation rate is built from the resolved variables.
Γ = pin˘ldSh[ρDF ]ln(1 +BM) (2.78)
Γ ≈ pin¯ldSh µ¯
ScF
ln(1 +BM) (2.79)
with Sh ≈ 2 + 0.55Re1/2p Sc1/3F (2.80)
BM ≈ YF,ξ(T̂l)− Y˜F
1− YF,ξ(T̂l)
(2.81)
The validation of the approximation of Eq. (2.79) has been checked by Boileau [106] on
a particle laden HIT.
2. The filtered variation rates of the momentum, uncorrelated energy and enthalpy by evap-
oration are evaluated by:
Γu˘l,i ≈ Γûl,i (2.82)
Γδθ˘l ≈ Γδ̂θl (2.83)
Γh˘s,l ≈ Γĥs,l (2.84)
3. The filtered conductive flux of enthalpy Φl is built from Eq. (2.48), resolved variables and
the filtered evaporation rate from Eq. (2.79) :
Φl = −Πg + Γhs,l(T˜l) ≈ −Πg + Γĥs,l (2.85)
In the same way, the filtered heat transfert from liquid to gas Πg is estimated by:
Πg = Λg + Φg
= Γhs,l(T˘l)− n˘lpidNuλ(T∞ − T˘l) ln(1 +BT )
BT




Φl ≈ −ΓLv(T̂l) + n¯lpidNuλ(T˜∞ − T̂l) ln(1 +BT )
BT
(2.87)
with: Nu ≈ 2 + 0.55Re1/2p Pr1/3 (2.88)
BT ≈ (1 +BM)β¯ with: β¯ = Sh
NuLeF
(2.89)
2.3.6 The LES equations for the dispersed phase















































ρlα¯lĥs,lûl,j = − ∂
∂xj
qth,j − Γĥs,l + Φl (2.94)
2.3.7 Closure of the coupling source terms in the gas equations
Applying the spatial filter ∆ to the coupling terms of Eqs. (1.1)-(1.4), and using the approxi-
mations used for the dispersed phase, we have:
Γ
Γδk,F











+ uˆ2l,i ≈ uˆ2l,i (2.96)
The term u˘l,iFd,i is computed as the product between the resolved mesoscopic velocity and
the resolved drag force, hence once closed the coupling source terms of the gas equations are:
Γ
Γδk,F







In this chapter, models and closures of the filtered equations for the liquid phase have been
presented. The closures and models are still under developments (cf. work of P. Sierra and E.
Masi). For AVBP, most of the efforts are focused on the evaporation rate Γ and on the closure
of the second order tensor of the uncorrelated velocities δR˘l,ij, Eq. (2.72). There are widely
detailed in the thesis of P. Sierra (2012).
It is also important to note that there is no direct combustion of liquid fuel possible (like
pyrolysis [119]). The liquid fuel first evaporates and then burns in the gas phase. In addition,
there is no modification of the liquid equations due to the thickening flame model. Hence, in the
case of large droplets able to reach the reaction zone, i.e. the thickened zone, the evaporation
rate may not be adequate with the reaction rate adjusted by the efficiency function. Kaufmann
in [35] has performed some tests, applying the thicknening factor to evaporation (through
the thermal conductivity). However, it is not obvious that the link between wrinkling and
evaporation rate is the same as between wrinkling and reaction rate. To conclude, the solution
is theoritically consistant only for homogeneous combustion regime.
Hence, in the following simulations, the droplet combustion regimes [8] are not directly adressed
and the aim is primarily to provide an indirect status on the modeling strategy in the context
of turbulent two phase flows. This is obtained by comparing LES results with experimental
data.
Part II




LES of stationary two-phase reacting flow
of the MERCATO bench
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Large-Eddy Simulation (LES) is becoming a standard tool for gaseous reacting flows [11, 12,
13, 14, 15]. The application of LES to non-reacting two-phase flows [16, 17, 18] or to reacting
two-phase flows [19, 20, 21, 22, 23] is at an earlier stage because of the multiple challenges
associated with the description of fuel spray atomization, of interaction of droplets with flames
or walls and the difficulty to compare with experimental results to validate CFD simulations.
Recent measurement campains on the MERCATO bench from ONERA (see Tab. 3.1) provide
data sets for both non-reacting and reacting two-phase flows which can be compared to LES. On
this bench, LES of the non-reacting two-phase flows were previously performed and validated
against measurement [120]. Comparison between a monodisperse Eulerian model as well as
monodisperse and polydisperse Lagrangian models have been applied to the dispersed phase
and gave similar results for the mean flow [121].
In this document, and appart from the previous studies of reacting two-phase flows [19, 20, 21],
the operating point studied has been defined to specifically address the transient phenomenon of
ignition. However, prior to study ignition, the different assumptions made through the models
used have to be assessed. In this chapter, to evaluate precisely the accuracy and limitations of
these models, LES are performed in a statistically stationary context.
First, the LES non-reacting predictions are validated against measurements to illustrate and
assess the effect of the numerical setup in two-phase flow. Second, the reacting LES is compared
to the measurements and then, a more precise study of the characteristics of the swirler two-
phase flow flame is performed and underlines the large variety of combustion regimes present
in this simulation.
3.1 Presentation of the MERCATO bench and available
data
The MERCATO bench presented in this section has been previously studied in several PhD the-
ses, both experimental (García-Rosa, 2008 and Linassier, 2011) and numerical (Lamarque, 2007;
Sanjosé, 2009 and Sénoner, 2009) and has been involved in several project like TIMECOP-AE 1
(part of the 7th European Commission project) or CALAS 2 (consortium project associated with
the Aquitaine region, France). This bench aims at studying reacting two-phase flows for both
stationary and transient combustion. A picture of the MERCATO bench, located at ONERA
Fauga-Mauzac, is presented in Fig. 3.1. A lot of data has been produced by R. Lecourt and
PhD students over the past years and are available to the community [7, 120, 122].
Even if the chamber geometry is quite simple (simple rectangular box with optical accesses),
the injection system corresponds to a modified pilot injector of the Makila DLN, designed by
Turbomeca. At the end of the injector a Delavan atomizer for the liquid kerosene issues a
hollow cone spray. The injection system is composed of a radial swirler with twelve vanes
ending on a straight cylindrical diffuser 3 cm large connected to the combustion chamber. The
combustion chamber has a cross section of 13 × 13 cm2 and is 50 cm in length. The flow
inside this chamber is representative of typical aeronautical chambers. Injected through the
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inlet channel in the plenum, the main air stream enters tangentially the vanes of the swirler
and takes high orthoradial velocity according to the axis of the chamber. The outgoing injector
air goes through a diffuser of 10 mm long and 30 mm in diameter. The suddent change of
section at the chamber entrance, Fig. 3.2, generates Corner Recirculation Zones (CRZ). The
swirled air flow tends to expand radially but is limited by these CRZ, leading to a cone shape
flow. Due to the swirl motion, a central toroidal recirculation zone (CTRZ) appears along the
chamber axis. This kind of flow is very useful in aeronautical chamber since when burning, the
hot gases recirculate close to the injection of both air and fuel. This helps to have a compact
stable flame over a wide range of operating points.
Table 3.1: MERCATO operating points
Test case WR m˙air (g/s) m˙kerosene (g/s) Pair (bar) Tair (K) Ubulk (m/s)
1 0.6 35.5 2.26 1 293 46.9
2 0.142 6.6 0.9 1 463 14
3 0.284 13.15 1.2 1 463 27.85
4 0.426 19.8 2 1 463 41.85
5 0.6 19.8 undefined 1 233 41.85
Table 3.2: Comments about MERCATO operating points
Test case comments
1 Reference case for burning mesurements, studied in this thesis.
2 Equivalent to WR=0.2 in high altitude conditions
3 Equivalent to WR=0.4 in high altitude conditions
4 Equivalent to WR=0.6 in high altitude conditions
5 High altitude conditions
The operating points tested experimentally at ONERA in the context of the ignition study
are summarized in Tab. 3.1 and 3.2. Test cases 2, 3 and 4 have been previously simulated by
Sanjosé [123] and Sénoner [121] in their PhD. In this thesis, we focus only on the operating
point 1. Based on mass flow and temperature at atmospheric pressure, it is supposed equivalent










where m˙air is the air mass flow, Tg the gas temperature and P the pressure going through
the burner.
3.2 Numerical strategies
Because of the highly compressible characteristic of the Eulerian equations of the dispersed
phase (see Part 1), the simulations EE may experience very strong local gradients of the liquid
mass field. The difficulty to both meet accuracy requirements and robustness for the dispersed
phase leads to various numerical strategies. This section presents briefly the strategies used
for the simulations performed with the LES solver AVBP. For more details about numerical
methods implemented in AVBP, readers can report to the theses of N. Lamarque [108] and A.
Roux [124].
Several convection schemes are implemented in AVBP for the two phase flow equations.
The computations presented in this thesis try to evaluate two of these:
• Centered scheme (TTGC) and artificial viscosity
• Uncentered scheme (PSI)
These two schemes correspond to two different strategies: either use a high order scheme
with artificial viscosity or use a more diffusive scheme.
The TTGC scheme is a finite-element centered scheme, it has a third order precision in
space and time [125]. The temporal integration is done in two steps by a prediction-correction
method. This scheme has been developed for AVBP and has good precision on unstructured
meshes, for any type of element (tetraedra, hexaedra, pyramides, prisma...) and for a reason-
able CPU cost compared to other schemes with the same precision [125]. To evaluate upwind
schemes on the resolution of the dispersed phase, the PSI scheme [108, 124] has been used.
This scheme is used with the Lax-Wendroff (LW) scheme for the gas phase. Both of these
schemes make the temporal integration in one step. The LW scheme is a second order (in space
and time) centered scheme, while PSI scheme is a first order (in space and time) upwind scheme.
The convection scheme TTGC has very low dissipation, however it generates high frequency
oscillations (wiggles) in high gradient zones. For the transport of gaseous variables, the dif-
fusive operator may not be sufficient to suppress them completely. For the transport of the
liquid phase, there is no diffusion term 3. The use of artificial viscosity allows to dissipate the
wiggles generated by the dispersive behaviour of the centered schemes. According to the idea
of Jameson et al. [126], a linear combinaison of viscosity (second order) and hyperviscosity
(fourth order) is added to the residuals to help solving the gradients through smoothing. The
key point is then to determine a sensor to apply this viscosity, i.e. a function going from 0 to
1, which is able to recognize numerical oscillations efficiently and stay local to avoid precision
degradation of the numerical scheme in the whole domain. In this thesis, for all simulations,
the CMS (CMS-lite when solving RUM) sensor of artificial viscosity is used for the liquid phase
(see the thesis of Sanjose for more details [123]). This artificial viscosity sensor is specifically
constructed to help solving EE numerical problems since particularly difficult to handle.
3Except for SGS closures and uncorrelated motion closure in the momentum equation.
The PSI scheme has been implemented in AVBP by Lamarque [108] and Roux [124]. It is a
backward residual distributed scheme. It means that the residuals are distributed, function of
the flow direction, on the nodes downstream of the cells, so dispersion phenomena are limited.
Furthermore, PSI has positivity and linear preservation properties of the solution. The PSI
scheme presents excellent robustness. Unfortunately, it introduces large levels of dissipation in
the flow direction, limiting its precision to first order both in space and time [108].
To summarize, the two sets of numerical schemes which will be evaluated are (gas phase / liquid
phase):
1. TTGC / TTGC ; for the high order scheme + artificial viscosity strategy.
2. LW / PSI ; for the lower order, more robust strategy.
This confrontation is a first step to identify which couple of numerical schemes is more
adapted to perform ignition simulation of two-phase flows. However, a demonstration of the
capacities of the two strategies through the whole range of potential LES is out of the scope
of this work. Note that to perform LES, many alternative families of numerical schemes exist
presenting high potential. Among these are the FCT schemes (Flux Corrected Transport) [127,
128] or VMM schemes (Variational Multiscale Method) [129, 130, 131]. Even being promising,
they still need more assesments on complex geometries.
3.3 Numerical parameters
3.3.1 Geometry
Figure 3.1: The experimental MERCATO bench at ONERA (picture from ONERA)
Figure 3.2: Description of the different elements of the MERCATO configuration
Figure 3.3: The LES domain of the MERCATO bench (half cut)
For this case, the computational domain includes all the geometric elements that may in-
fluence the aerodynamics and acoustics of the chamber. The flow exit which goes through
an exhaust pipe, which is added after the combustion chamber (Fig. 3.1 and 3.3). Inside the
exhaust pipe is a coflow which allows to work under low pressure conditions, using the Ven-
turi effect. In the present case, the bench is operated at ambient conditions and for both the
experiments and LES, the coflow within the exhaust pipe is not activated. Note however that
the flow deviation experienced between the chamber and the exhaust pipe helps to close the
recirculation zone, and hence, avoids recirculation issues at the outlet boundary condition.
3.3.2 Mesh
The mesh is fully tetreadric, allowing an easier resolution of the actual geometry and easier
mesh refinement/coarsening. The mesh, Fig. 3.4, is very fine close to the liquid injector with a
typical cell size of 0.3 mm (a zoom of the mesh around the swirler is displayed on Fig. 3.4 b)
) yielding about 26 cells to discretize the hollow cone of the liquid spray (especially the liquid
volume fraction αl, Fig. 3.5).
(a) Full mesh used for LES (b) Zoom centered on the swirler
Figure 3.4: Axial cut of the mesh
The resulting mesh has about 1.2 million nodes and 6.8 million cells. The mesh character-
istics are presented in Table 3.3.
Table 3.3: Caracteristics of the mesh
Cell number 6 798 047
Node number 1 237 854
Mesh volume 0.31 m3
Smallest element volume 3.2 10−12 m3
3.3.3 Boundary conditions
The boundary conditions for the gas phase are summerized in Table 3.4 and those for the
liquid phase in Table 3.5. The fuel used is kerosene, modeled by the surrogate KERO_LUCHE
defined by Luche in [132]. The liquid injection profiles being unknown at the injection plan,
they have to be recovered from the measurements, performed downstream at 6 mm from the
injector. An evaluation is thus needed for a reconstruction of the profile at the liquid inflow
location. A methodology, called FIM-UR, using the principle of upstream reconstruction has
been developped by M.Sanjosé [123]. It uses injector characteristics and correlations from
Lefebvre [133] and Cossali [134] to recover liquid and gas injection profiles from downstream
to upstream location. Note that to apply the liquid injection profiles built with the FIM-UR
methodology, the liquid injection surface has been enlarged from r = 0.25 mm to r = 4 mm
to result into the geometry shown on Fig. 3.5. Because of the Eulerian formalism used for the
liquid phase, and as explained in chapter 2, the liquid variables must be defined everywhere,
even at the pure air inlet. To avoid significant interaction of this injection with the gas phase,
at the air inlet, the liquid phase is injected at a low diameter (dl = 5 µm) and with a low
liquid volume fraction (αl = 10−8) which limits the reverse impact of the drag force. The mass
transfert is cancelled by clipping the evaporation source term for dl under 5 µm. Note that
this clipping value has to be set with care. Indeed if the clipping diameter is too small, in
strong evaporative regions, the droplet diameter could drop under zero, leading to numerical
issues. On the other hand, if it is set too high, the resolved evaporation rate is strongly affected.
Although the study of the influence of the clipping diameter is out of the scope of this work,
tests confirm the suitability of the chosen parameters for the operating conditions targeted.
Figure 3.5: Zoom on the modified liquid injection geometry (to use FIM-UR)
Table 3.4: Boundary conditions for the gas phase
Name Type Physical parameter Value
Air injection NSCBC
Temperature Tg = 285K
Mass flow m˙air = 35.5g/s
Species mass fraction YN2 = 0.67
YO2 = 0.23
Liquid injection NSCBC
Temperature Tg = 285K
Bulk velocity Ubulk from FIM-UR
Species mass fraction YN2 = 0.67
YO2 = 0.23
Outlet NSCBC Pressure 101250
Walls walls No-slip adiabatic
The injection parameters for the liquid injector come from the experiments, the mean diam-
eter used is equal to the Sauter mean diameter measured at 6 mm from the chamber entrance
wall and based on characterisation of the liquid injection system [120].
Table 3.5: Boundary conditions for the liquid phase
Name Type Physical parameter Value
Air injection Dirichlet
Temperature Tl = 285K
Volume fraction αl = 10−8
Droplet diameter dl = 5µm
Bulk velocity Ubulk = 0m/s
Liquid injection Dirichlet
Temperature Tl = 285K
Mass flow m˙l = 2.26g/s
Droplet diameter dl = 60µm
Outlet Dirichlet
Walls upstream liquid injection walls No-slip
Walls downstream liquid injection walls Slip
3.3.4 Characteristic time scales of the MERCATO target operating
point
Prior to any computation, it is of interest to characterize a configuration through the different
time scales linked to the different physical phenomena. Here we can define:
The convective time τconv corresponds to the time taken by the gas to go from the chamber
entrance to the end of the chamber. First we define the bulk velocity in the chamber:
m˙air = ρUbulkSchamber (3.2)
where Schamber is the transverse surface of the chamber. For the operating pointWR = 0.6,




≈ 278 ms (3.3)
The swirl time τswirl corresponds to the time for a complete revolution of the flow around
the injection axis. Because of the phenomena of vortex breakdown [135] that we will see
in section 3.4, two different swirl times are defined: one for the upstream part of the
central toroidal recirculation zone (CTRZ) τswirl,up and another one for the downstream
part τswirl,dw. They are evaluated a posteriori from LES mean flow quantities at an axial
position x = 25 mm and a radial position r = 14.75 mm for τswirl,up (this correspond to
an edge of the CTRZ before the vortex breakup axial position x = 80 mm). The second
point being at x = 85 mm, r = 60 mm for τswirl,dw (position after the vortex breakup).




= 0.74 ms (3.4)
τswirl,dw = 12 ms (3.5)
where ω = Uθ(r)
r
is the rotating frequency and Uθ the orthoradial velocity. It is interesting
to note that these two swirl characteristic times differ by more than an order of magnitude,
highlighting a sudden change in the flow behaviour. This will be described in more detail
in this chapter.
The droplet relaxation time τp corresponds to the time of relaxation of the droplet velocity







where ρl is the liquid density and µ the viscosity of the gas. For the droplet diameters, dl,
involved in the simulations and ranging from 60µm (injection diameter) to 5µm (clipping
diameter), we have 0.06ms < τp < 8.7ms.
From these times, Stokes numbers are defined (St = τp
|Ug(r)|
r
). Looking at how the droplets
will be affected by the swirl we evaluate the Stokes number at the two positions defined for
the swirl times above. For large droplets close to the injection we have Stswirl,up = 11.8
meaning they have almost ballistic trajectories. For small droplets in the downstream
part of the CTRZ, we have Stswirl,dw = 0.005, meaning that they are almost tracers and
follow the gas phase.
The vaporization time τvap is determined from the evaporation mass transfer as expressed





6Φ Sh ρ D ln(1 +BM)
(3.7)
where BM is the mass Spalding number. At the injection conditions, Table 3.5, τvap ≈ 110
ms.
These characteristic times will be used to analyse the results of section 3.4.
3.3.5 Initial condition
Since this is the first time this operating point is computed, the initial condition was made
from scratch. As an initial guess, the computed domain is filled with air at Tg = 285 K and
P = 101250 Pa without liquid. The velocity components are set to zero. Then, when the
gas phase is statistically converged, the liquid phase is added with a liquid volume fraction
αl = 10
−8 at Tl = 285 K and with a diameter dl = 5µm. The velocity of the liquid phase is
initially set equal to the gas phase.
3.4 Stationary non reacting LES
In this section, the flow topology obtained from LES is adressed. As presented in section 3.2, to
deal with the liquid phase in the Euler/Euler (EE) formalism, two couples of numerical schemes
(gas/liquid) available in AVBP are tested: LW/PSI and TTGC/TTGC. The artificial viscosity
levels necessary for such EE simulation are presented in Table 3.6.
LW/PSI TTGC/TTGC
Gas phase 2
nd order 0.05 0.1
4th order 0.01 0.01
Liquid phase 2
nd order 0.04 0.6
4th order 0.004 0.03
Table 3.6: Artificial viscosity levels
For the liquid phase, transported variables take the form ρlαlX. Because this phase is
described here as a continuous medium, the variable αl has to be defined at each point of the
computational domain as seen in Fig. 3.5 and due to the nature of the governing equations
may experience large variations over a very short distance. Hence, non diffusive schemes like
TTGC may have difficulties to handle such high gradients (not present in the gaseous phase)
while satisfying physical constraints. This is why, this scheme is used with artificial viscosity
to smooth gradients and avoid negative values of αl. On the other hand, the PSI scheme has
been designed to deal with such gradients, and hence does not need high artificial viscosity.
The outcome is however a more diffusive and a lower order scheme which may be not recom-
mandable with LES.
For the gaseous phase, even if the TTGC scheme is more precise than the LW scheme, their
differences are assumed negligeable compared to those of the liquid phase, i.e. TTGC vs PSI.
It is thus assumed that the differences that may be observed in the gaseous fields, between
the two approaches, come from the resolution of the liquid phase. According to these remarks,
it is not clear which numerical strategy will produce the best results at least with the grid
resolution retained in this work. The evaluation of these two strategies is one of the objective
of the present section.
3.4.1 The gas phase
Swirled flows in combustion chambers have been widely studied in the literature [137, 135].
These flows are very useful to anchor the flame thanks to the large recirculation zones generated











For values of S below 0.6, the flow exiting the vanes behaves like a classic jet without
recirculation along the axis. Above 0.6, the jet enlarges suddendly radially and generates along
the axis a zone where the flow propagates upstream. This is known as the Central Toroidal
Recirculation Zone (CTRZ).
The recirculation zones present in MERCATO are identified in Fig. 3.6 a) and b) by the
isolines of zero axial velocity. For the gas phase the two numerical strategies used here provide
the same results.
In the MERCATO chamber, the swirl number is high enough (S=0.77) to generate along
the injection axis a CTRZ. Its formation is due to an adverse pressure gradient, as described in
[137]. The sudden expansion of the section when the flow enters the chamber produces a radial
pressure gradient. This radial gradient generates Corner Recirculation Zones (CRZ). While the
CTRZ has a symmetry of revolution, close to the chamber entrance wall the CRZ does not (see
Fig. 3.7). This is due to the square section of the chamber. This cross structure is also present
in the experiment as seen in Fig. 3.8.
Figure 3.6 c) and d) display the orthoradial component of the gas velocity. According to
Fig. 3.6 a) b), when the orthoradial velocity drops, the radial pressure gradient decreases sud-
denly and the flow expands radially. This leads to the sudden radial expansion of the CTRZ
around x = 80mm, it also coincides with the closure of the CRZ. This expansion is also visible
through the conversion of the orthoradial momentum to the radial momentum on Fig. 3.6 e)
and f). This kind of phenomon is observed and described in [135], according to the authors the
narrow shape of the CTRZ may be due to the presence of a Precessing Vortex Core (PVC).
Figure 3.9 displays the RMS of the axial velocity. These fluctuations are very strong close
to the injection and can reach up to 50% of the mean axial velocity, underlining that the flow is
highly turbulent. The other RMS components present the same spatial evolution and are not
shown here.
Figure 3.10 presents the carburation of the chamber. Since there is no combustion, the
oxydiser O2 is not consumed, the kerosene mass fraction Ykero fields or equivalence ratio fields
are similar. Because of the relatively low temperature (Tg = Tl = 285K), the gaseous kerosene
mass fraction remains very low (saturation being reached). Indeed, the source term comes from
evaporation of the liquid phase and is very slow. This very low evaporation rate explains that
the gaseous kerosene is concentrated within the recirculation zones. Furthermore, and because
of the low temperature, even with a very high residence time in the CTRZ (rougthly 2τconv)
(a) Axial velocity (TTGC) (b) Axial velocity (LW)
(c) Orthoradial velocity (TTGC) (d) Orthoradial velocity (LW)
(e) Radial velocity (TTGC) (f) Radial velocity (LW)
Figure 3.6: Mean gas velocity fields obtained with TTGC (left) and LW (right) [m/s]. Cut
along the injection axis.
the saturation pressure of the kerosene is low and limits the gaseous equivalence ratio to about
0.3.
From this analysis, it is seen that the choice made (between TTGC or PSI) for the resolution
of the liquid phase does not significatively impact the dynamic and the dispersion of the fuel
in the gaseous phase. To go further in the analysis, a direct comparison of the resolved liquid
phase is adressed below.
(a) TTGC (b) LW
Figure 3.7: Transverse cut (x = 40mm) of the axial gas velocity fields obtained with TTGC
(left) and LW (right) [m/s]
Figure 3.8: Picture of the bottom chamber (R. Lecourt) after tests. The painting has been
diluted in the corners by kerosene droplets catched in the recirculation zones (light color).
3.4.2 The liquid phase
The velocity fileds of the liquid phase (Fig. 3.11) are similar to the gas phase except close to
the injection. This is to be related to the Stokes number evaluated in section 3.3.4. Close to
the injection, the spray is dense and large size droplets can enter the CTRZ axially (positive
velocity in Fig. 3.11a) and b) close to the liquid injector). The radial expansion of the spray is
more progressive (Fig. 3.11 e) and f) ) than for the gas phase because of the liquid relaxation
time.
Contrarely to the gas phase, discrepancies appear in the liquid axial velocity obtained between
the two numerical approaches. With TTGC, the CTRZ exhibited by the liquid phase is splitted
in two parts around x = 80mm, which is not the case with PSI. The axial liquid velocity inside
the upstream part of the CTRZ does not reach −30m/s values like with PSI. This high reverse
(a) TTGC (b) LW
Figure 3.9: RMS axial gas velocity fields obtained with TTGC (left) and LW (right) [m/s]. Cut
along the injection axis.
(a) Kerosene mass fraction (TTGC) (b) Kerosene mass fraction (LW)
(c) Equivalence ratio (gas only) (TTGC) (d) Equivalence ratio (gas only) (LW)
Figure 3.10: Carburation of the gas phase obtained with TTGC (left) and LW (right). Cut
along the injection axis.
velocity present with PSI brings the stagnation point closer to the liquid injector if compared
to TTGC. All parameters being identical between the two simulations, the modification of the
stagnation point is a priori due to the scheme used.
(a) Axial velocity (TTGC) (b) Axial velocity (PSI)
(c) Orthoradial velocity (TTGC) (d) Orthoradial velocity (PSI)
(e) Radial velocity (TTGC) (f) Radial velocity (PSI)
Figure 3.11: Mean liquid velocity fields obtained with TTGC (left) and PSI (right) [m/s]. Cut
along the injection axis.
Figure 3.12 displays the RMS values of the liquid axial velocity. Like for the gas phase, the
higher levels are located close to the injection where the mean velocity is the highest. However,
they are lower than the gaseous RMS, due to the inertia of the large droplets at the injection.
As for the mean axial velocity, there is some descrepancies between TTGC and PSI. Even if
both schemes present similar shapes, RMS levels from PSI are slightly higher than TTGC. This
may be due to the large amount of artificial viscosity applied with TTGC for the liquid phase
or too low resolution for such a centered scheme.
(a) TTGC (b) PSI
Figure 3.12: RMS axial liquid velocity fields obtained with TTGC (left) and PSI (right) [m/s].
Cut along the injection axis.
If we now look at the carburation of the chamber by the liquid phase, it seems that even
if the evaporated fuel presents similar results for both numerical approaches, the liquid charge
represented by αl in Fig. 3.13 a) and b) are locally very different. The liquid charge in the
CRZ and close to the walls are pretty similar between TTGC and PSI, however in the CTRZ,
αl level obtained with PSI is about four times lower than with TTGC. The liquid phase in the
PSI computation does not seem to enter the CTRZ as much as with TTGC.
One major outcome of such different dynamics is illustrated through, the dispersion of the spray
which is different between the two computations. Close to the liquid injector, in Fig. 3.13 a)
and in agreement with Fig. 3.11, the position of the stagnation point further downstream with
TTGC than with PSI allows the spray to expand further downstream. With PSI, the spray
seems more affected by the gaseous phase and expands earlier in the radial direction. The
liquid is thus rapidely evacuated through the exhaust pipe.
Similarly to Fig. 3.9 which illustrates the axial velocity RMS, Fig. 3.12 locates maximum
of liquid RMS around the liquid injection hollow cone. One origine of these peaks relates to
the presence of a Precessing Vortex Core (PVC) which affects the spray dispersion in the near
injection region, Fig. 3.14. Figure 3.14 illustrates how the spray is affected by the PVC. The
spray is rolled up around the PVC, and then blown by the high velocity of the air going out
of the swirler. Consequently, the more the spray is affected by the PVC, the larger the radial
dispersion will be.
Finally, the difference in terms of liquid charge seen in Fig. 3.13 a) and b) is also visible in
the liquid equivalence ratio (Fig. 3.13 c) and d) ) and in the global equivalence ratio (liquid +
gas) (Fig. 3.13 e) and f) ).
To conclude, even if the gaseous fields from the two numerical strategies are similar, the dis-
crepancies observed in the liquid axial velocity fields close to the nozzle have a strong influence
on the carburation of the CTRZ. Computing correctly the liquid injection seems therefore of
primary importance and numerics as well as modeling (cf. P.Sierra PhD (2012)) play a crucial
role in that region. In order to quantify more precisely these predictions, confrontation of the
(a) Liquid volume fraction (TTGC) (b) Liquid volume fraction (PSI)
(c) Equivalence ratio (liquid only) (TTGC) (d) Equivalence ratio (liquid only) (PSI)
(e) Global equivalence ratio (liquid+gas) (TTGC) (f) Global equivalence ratio (liquid+gas) (PSI)
Figure 3.13: Carburation of the liquid phase obtained with TTGC (left) and PSI (right). Cut
along the injection axis.
cold LES with experimental measurements are addressed thereafter.
3.4.3 Comparison with measurements
Prior to the study of the stable flame regimes issued by the two-phase flow combustion in the
MERCATO bench, the aerodynamics of the cold flow has to be validated against measurements.
Figure 3.14: Representation of the spray dispersion by the PVC. Isosurfaces of pressure P =
100800Pa (green) and liquid volume fraction αl = 5.10−4 (blue).
For this part, the experimental measurements (from ONERA) of the simulated operating
point (WR = 0.6) are not available at each axial position. However, possibilities of data reduc-
tion have been underlined by R.Lecourt in [122]. For the gaseous phase, LDA measurements
provide the three velocity components which are proven proportional to WR. For PDA mea-
surements of the liquid phase, more complex correlations have been defined. The data of the
axial liquid velocity Ul,ax is approximated by the following expression:
Ul,ax/(WR




where r is the distance to the axis in millimeters and m˙kerosene is the kerosene mass flow.
The orthoradial component Ul,θ is evaluated from the axial one through the correlation of the
angle θ = arctan(Ul,θ/Ul,ax):
θ = −0.000072r5 + 0.006430r4 − 0.220669r3 + 3.426499r2 − 21.857364r (3.10)
The radial component profile Ul,r is independent of the kerosene flow rate and proportional
to WR, it reads:
Ul,r/WR = 0.0008r
4 − 0.0475r3 + 0.6967r2 + 0.3679r (3.11)
In the following plots, all experimental data are displayed whenever available. Filled circles
represent actual measurements obtained for the operating point WR = 0.6 and simulated by
LES, while the empty circles correspond to data of the operating point WR = 0.426 rescaled
using the above correlations. These are compared with LES profiles computed with the numer-
ical schemes TTGC/TTGC and LW/PSI. Note that in all subsequent figures and to simplify
the notations, the couple TTGC/TTGC will be identified as TTGC and the couple LW/PSI
as PSI.
All axial velocity component profiles collapse onto the same line, for all positions and for
both phases, Fig. 3.15. From these more quantitative comparisons, the expansion of the jet is
well recovered as well as the RMS levels. Note the slight lack of convergence of the gaseous
(a) Gaseous mean (b) Gaseous RMS
(c) Liquid mean (d) Liquid RMS
Figure 3.15: Axial velocity component. ◦ represent data from WR = 0.426 + correlations, •
represent data from WR = 0.6 directly.
LES profiles at x = 86 mm especially compared to the one at 116 mm, Fig. 3.15a) and b). The
vortex breakdown of the CTRZ oscillating at a low frequency around the axial position x = 80
mm increases of the characteristic time and larger fluctuations is expected when compared to
profiles at 116 mm. As seen previously in the velocity fields, a small difference between the two
LES is visible on the liquid phase at x = 6 mm, Fig. 3.15c). The upstream limit of the CTRZ
is correctly predicted by the PSI scheme at x = 6 mm while the axial velocity value obtained
with TTGC still has positive value (i.e. larger penetration length of the liquid jet).
The correct predictions of the orthoradial component of the gaseous phase, Fig. 3.16a) and
b), underline a correct evaluation of the swirl which is essential for the size of the recirculation
zones. The predictions for the liquid phase seem less accurate close to injection, Fig. 3.16c)
and d). However the two experimental profiles present quite large differences, and LES results
are closer to the measurement of the actual operating condition.
For the radial component, LES give very good results for both numerical schemes and for
the gaseous phase, Fig. 3.17a) and b), for all positions. However, the prediction of the liquid
phase, Fig. 3.17c) and d), seems more challenging. From the early axial position x = 6 mm,
the maximum of the radial component is underpredicted, and seems to increase with the axial
position. The radial position of the maximum of the liquid radial velocity from LES is also
closer to the axis than the experimental one. However, for the first profile x = 6 mm, the
LES are not that far from the actual measurement. Even if additionnal measurements at the
operating point WR = 0.6 would be of interest to conclude clearly, some improvements in the
modelisation of the liquid phase are still needed to better compare with the measurements.
To conclude about this study of stationary non reacting LES, despite obvious limitations
introduced by the formalism used, i.e. Euler/Euler monodispersed, the aerodynamics of the
cold flow has been validated against measurements with fair agreement. As expected, the
choice of the liquid numerical scheme (between TTGC and PSI) does not impact significatively
the resolution of the gaseous phase. In addition, accuracy of the LES prediction is very good
compared to the measurements.
On the other hand, conclusions about the liquid phase is not clear for several reasons. First,
the assumption of locally monodisperse droplets may highly affect the spray dispersion. More
advanced models constructed to adress local polydispersion could be used to tackle this issue
[138, 139]. Second, the lack of data due to the difficulties to measure liquid phase velocity at
the operating point WR = 0.6 are filled by the extrapolation of the measurements done at
WR = 0.426 with the correlations Eq. 3.9, Eq. 3.10 and Eq. 3.11. Comparisons between the
two resulting measurements underline the limits of this procedure. Then, about the numerical
strategies, even if some discrepancies in terms of liquid carburation have been observed in section
3.4, the two LES are both able to match the aerodynamics of the experimental measurements
of this non-reacting two-phase flow 4. Although obtained for a fixed grid resolution, current
studies point to the potential need for high order schemes to properly address two-phase flows.
Despite these limitations, the questions of the influence of these choices and the accuracy of
LES on the reacting case is adressed in the next section.
4Note that even if the results obtained with PSI seem more physical, this may be due to the preferential
diffusion of the residuals along the streamlines. Further quantitative comparisons has to be done to conclude.
(a) Gaseous mean (b) Gaseous RMS
(c) Liquid mean (d) Liquid RMS
Figure 3.16: Orthoradial velocity component. ◦ represent data from WR = 0.426 + correla-
tions, • represent data from WR = 0.6 directly.
(a) Gaseous mean (b) Gaseous RMS
(c) Liquid mean (d) Liquid RMS
Figure 3.17: Radial velocity component. ◦ represent data from WR = 0.426 + correlations, •
represent data from WR = 0.6 directly.
3.5 Stationary reacting LES
In this section, the stationary two-phase flame is studied. The operating point is the same as
the one used in the non-reacting case (WR = 0.6). The main characteristics of the flow are
hence similar to those of the cold case and are not detailed here. However analysis of the flame
topology will be detailed based on instantaneous solutions in section 3.5.1. The numerical setup
is also the same as for all the non-reacting LES (mesh, boundary conditions, SGS model...).
To describe the chemistry, the simplified 2-step chemical kinetic scheme BFER [140] is used
associated with a thickened flame model [76, 77]. The dynamic thickening is used and adapts
to the cell size of the mesh in order to have five points within the flame front. An image of
the actual flame as seen in the experiment is shown in Fig. 3.18. This flame has the classical
compact M-shape of swirl burner flames [141]. It is shorten by the recirculation zone and is
anchored close to the chamber wall entrance around the swirler exit.
Figure 3.18: Flame topology from the experiments (courtesy of ONERA, R.Lecourt), chamber
entrance on the left.
As for the non reacting case (section 3.4), for the gaseous phase, LDA measurements provide
the three velocity components. For the liquid phase the velocity components are measured
using PDA method. The axial positions of measurements for the reacting case are displayed in
Fig. 3.19. Note that they are different than in the non reacting case. In the following, all mean
fields or profiles obtained from LES and presented have been averaged over 60 ms. If we look
at the mean reaction rate of the fuel oxidation reaction (Fig. 3.19) computed by LES, the same
shape than in experiments is recovered. The flame is mainly anchored at the combustor end-
wall and has a static position over few millimeters; the velocity fluctuations are very low in this
zone. On the contrary, the upstream limit of the central recirculation zone (delimited by the
black line on Fig. 3.19) is submitted to quite large velocity (and equivalence ratio) fluctuations
which lead to a more diffused mean flame brush.
Mean velocity profiles obtained numerically and measured for the steady reacting case are
presented on Fig. 3.20. LES match measurements, the main differences appearing for gaseous
Figure 3.19: Mean fuel reaction rate in the mean axial plane. The black isoline represents
Ug,ax = 0 and black vertical lines the positions of the measurements.
velocity profiles close to the fuel injection. According to the profiles at x = 10 mm and 26
mm, it seems that the central recirculation zone is slightly upstream in the LES if compared to
experiments. Despite the limitations of the Eulerian monodisperse approach used for the liquid
phase 5, good agreement is observed for the mean liquid phase profiles confirming the potential
of this approach for reacting flows. Note that the lack of data at 116 mm in Fig. 3.20c) is due
to the very low concentration of liquid that is almost evaporated at this position and hence not
captured experimentally.
Now if comparing the two set schemes, the results are globally similar, however three dis-
crepancies has to be underlined. First, the RMS levels from LW/PSI are higher than with
TTGC/TTGC which means larger fluctuations of the flame, especially at x = 116 mm. This
may be due to different combustion regimes in the two computed flames. Another point is the
intensity of the CTRZ at x = 10 mm; with PSI scheme, the liquid still experiences reverse flow
while it is almost quiescent with TTGC, i.e. stagnation point. The location of this point being
of primary importance for the carburation of the chamber, it can also affect the combustion
regimes of the flame as suspected above. Then, for both phases, the mean axial velocities at
x = 56 mm are slightly higher with PSI along the whole profile. We cannot conclude on this
precisely yet, but since the mass flow has to be conserved, it can be assumed that the thermal
expansion due to burning is different in the two computations.
To investigate in more details these effects, the flame topology and typical flame diagnostics
are studied for both schemes in the following paragraph, based on instantaneous fields.
3.5.1 Global combustion regimes
In the previous section (section 3.4), differences in terms of carburation and around the stagna-
tion point have been observed depending on which numerical scheme is used. In order to find
5this has been detailed in the previous section about non reacting LES.
(a) Gaseous mean (b) Gaseous RMS
(c) Liquid mean
Figure 3.20: Axial velocity component
out if there is a more appropriate numerical scheme or methodology to compute the stationary
flame of MERCATO, the carburation (Kerosene and O2 mass fraction, equivalence ratio and
liquid volume fraction) and temperatures fields, for the two numerical schemes, are gauged in
the following. As reference, note that for these operating conditions (Pressure of 1 atmosphere
and fresh gases temperature of 285 K), the adiabatic flame temperature Tadia at the stoechiom-
etry is 2278.3 K. For the liquid phase, the saturation temperature is 445.1 K. To investigate
the combustion behaviour in MERCATO, snapshots are first presented.
(a) Kerosene mass fraction (evaporated) (b) O2 mass fraction
(c) Liquid volume fraction (d) Global equivalence ratio
Figure 3.21: Instantaneous carburation fields for TTGC scheme. Black isoline denotes HR =
108W/m3.
TTGC flame: Figure 3.21a) presents the evaporated kerosene, i.e. gaseous field. It has a
very high concentration in the upstream part of the CTRZ and is almost absent from
the CRZ. The other reactant, O2, is present only upstream the flame front (Fig. 3.21b)).
The CRZ is thus filled only by burnt gases while the CTRZ contains both burnt gases
and evaporated kerosene. This implies a richer mixture within the CTRZ than in the
CRZ (Fig. 3.21d)). The high concentration of gaseous kerosene in the CTRZ is due to
the proximity of the liquid injection. The liquid kerosene 6 is able to go through a part of
the flame front and reaches the inner part of the CTRZ (Fig. 3.21c) ) where it evaporates
quickly because of the high temperature of the burnt gases.
However, because of evaporation (which acts as a sink for the enthalpy) and very rich
mixture, the burnt gas temperature within the CTRZ is lower than the one in the CRZ
(where the fuel is almost evaporated and the mixture close to stoechiometry) as seen in
6Note the apparent non sensitivity of the liquid phase to the turbulent mixing, the spray seems only subject
to diffusion.
(a) Gaseous phase (b) Liquid phase
Figure 3.22: Instantaneous temperature fields for TTGC scheme. Black isoline denotes HR =
108W/m3.
Fig. 3.22a). The difficulty of the flame to heat up the liquid phase close to the nozzle is
also visible in Fig. 3.22b).
PSI flame: The carburation fields obtained with the PSI scheme are displayed on Fig. 3.23.
The main comments done for TTGC are still valid here. However the flame front is more
wrinkled and the mixing of the evaporated kerosene seems more effective (Fig. 3.23a) ).
The sensitivity of the liquid phase (Fig. 3.23c) ) to turbulent mixing seems indeed greater
than with TTGC (Fig. 3.21c) ): the oriented diffusion of the PSI scheme looks to be
favorable and helps to deal with the interaction of dense spray with turbulence instead
of spreading too much the liquid phase in the transverse direction. The liquid does not
diffuse much towards the CTRZ and the hollow cone is wrinkled by the precessing vortex
core (PVC) and dispatched inside the flow exiting from the swirler. A consequence is that
kerosene evaporates mainly on the fresh gas side of the flame front (Fig. 3.23a) ) and mixes
with O2 which produces a mixture closer to stoichiometry in the CTRZ (Fig. 3.23d) ).
The very rich mixture is only present here very close to the nozzle and remains outside
the CTRZ.
Even if very rich mixtures are less present due to more progressive evaporation than in
the computation with TTGC, the sensitivity of the liquid phase to turbulence generates
pockets of liquid fuel which can evaporate and burn at different rates. These differences
lead to larger local fluctuations seen through the fields of temperature for both gas and
liquid phases as seen in Fig. 3.24.
As previously assumed through the analysis of the velocity profiles, the instantaneous
fields display different turbulent flame structures. The PSI flame is more wrinkled, leading
to larger fluctuations while the TTGC flame appears more quiet. Indeed, in TTGC computa-
tion, Fig. 3.21c), the spray is mainly dispersed by the diffusion from artificial viscosity, while
with PSI, Fig. 3.23c), the dispersion is due to its interaction with the PVC and turbulence.
Hence, the initial artificial diffusion of the liquid within the CTRZ tends to reduce its intensity
(a) Kerosene mass fraction (evaporated) (b) O2 mass fraction
(c) Liquid volume fraction (d) Global equivalence ratio
Figure 3.23: Instantaneous carburation fields for PSI scheme. Black isoline denotes HR =
108W/m3.
(a) Gaseous phase (b) Liquid phase
Figure 3.24: Instantaneous temperature fields for PSI scheme. Black isoline denotes HR =
108W/m3.
in the upstream part. Hence, due to the high quality mesh required by the TTGC scheme, in
this study, the artificial viscosity added to stabilize the LES was still too strong to ensure the
potential precision of the TTGC scheme. However, to conclude in a more general context, com-
plementary data or simulations are clearly needed to discriminate which strategy reproduces
the proper dynamics.
Since the influence of the numerical scheme used for liquid phase increases as we get closer
to the liquid injection, i.e. more dense spray, and according to the limited available data, the
PSI scheme will be used to further study the stationary flame structure. Indeed, within their
own clear modeling limits 7, a study of the combustion regimes occuring within the swirled
two-phase flow flames could provide clues on major phenomena involved. More diagnostics on
flame regimes are thus proposed in the following section.
3.5.2 Flame analysis and regimes
Based on the mean flame position as displayed in Fig. 3.25 and on the observations of the
previous section, three zones of study are defined (Fig. 3.25). Zone 1 represents the most stable
part of the flame with good evaporation and mixing, it is the main part of the CRZ. Zone
2 represents the most loaded (in liquid) part of the flame; expected to be the richest one is
located within the CTRZ. Then, Zone 3 is located in the main air flow and experiences large
velocity fluctuations.
Figure 3.25: Mean gaseous temperature field with heat release isolines (white: HR = 107W/m3
, grey: HR = 108W/m3). The numbers denotes the limits of the zones described next.
The different contributions of each zone to the total heat release are displayed in Fig. 3.26.
From this result, the global heat release presents two peaks. The most energetic one is close to
stoichiometry (z=0.054) and a secondary peak around a mixture fraction z of 0.065 (φ = 1.2).
Zone 1 and zone 2 contribute each one to about 50% of the main peak (around z = 0.05) while
the second peak of total heat release receives contributions from the three zones. As expected
from the previous section, the heat release from zone 1 is centered at the bulk equivalence ratio
φ = 0.95 and is highly energetic but it has also a tail on the rich side. The energy released by
7Major limits being: Eulerian formalism, locally monodisperse spray description, numerical schemes issues.
the rich part of zone 1 is much lower than the part due to stoechiometry combustion but is still
more powerfull than the contributions of the two other zones. These make the zone 1 the most
powerfull part of the flame.
Zone 2 has the smallest contribution to the total heat release. There is almost no lean com-
bustion and it has two maxima at z = 0.054 (stoechiometry) and at z = 0.065. Because of the
proximity of the fuel injection, zone 2 experiences poor mixing prior to combustion and hence
burns rich as confirmed by these results.
Zone 3 has no common boundary with the fuel injection system. Gases entering this zone have
thus potentially been subject to partially burning flames as evidenced by Fig. 3.25. These burnt
gases (from zones 1 and 2) induce an excess in concentration of CO2 compared to CO. The
reverse reaction of the equilibrium CO/CO2 thus dominates and leads to the negative contribu-
tion around z = 0.06. Note that in this specific region, the fluctuating releases of liquid pockets
seen in the previous section also bring flammable mixture which contributes to the second part
of the stoichiometry peak of the total heat release, HR, as evidenced by Fig. 3.26.
Figure 3.26: Heat release (integrated over the volume) function of the mixture fraction, and
different zones contributions. Note that the mixture fraction being non dimensioned, the heat
release "per mixture fraction" keeps [W] as unit.
To go further in details for the different combustion characteristics of each zone, variables
of interest are drawn in scatterplot format in Figs. 3.27- 3.30.
Figure 3.28 displays sharply the mixing and burnt lines while in Fig. 3.27 the intermediate
states are more visible. In zone 1, Fig. 3.27b), it appears that the mixture is essentially lean
with various stages (purely mixing, burning and burnt). This is due to the long path that the
liquid injected fuel has to follow to reach this zone, it has time to evaporate and mix with air.
In addition, according to the proximity of the air entrance, it is expected to mix leaner than the
bulk equivalence ratio. In zone 2, Fig. 3.27c), the mixture starts from lean mixing up to rich
burning, there is almost no point on the lean burnt gas line. Indeed, contrarily to the zone 1,
the liquid fuel injection is in contact with zone 2 and the mixture burns rich as expected. Zone
3 has no proximity to any entrance (air or fuel), the mixture reaching this part has already
experienced mixing and burning. Hence in Fig. 3.27d) the points are packed along the burnt
gas lines (lean and rich).
(a) Global (b) Zone 1
(c) Zone 2 (d) Zone 3
Figure 3.27: Scatterplots of gaseous temperature according to the zone splitting
Figure 3.28 confirms the previous observations: zone 1 mixes and burns mainly lean while
zone 2 has no points on the lean burnt gas line. In zone 3, Fig. 3.28d), the mixture is mainly
rich burnt gases. However, the burning points (between the mixing line and the burnt gas line)
are on the lean side
(a) Global (b) Zone 1
(c) Zone 2 (d) Zone 3
Figure 3.28: Scatterplots of fuel mass fraction according to the zone splitting
According to Fig. 3.26, Fig. 3.29 underlines the small contribution of the rich combustion
occuring in zone 2. Indeed, in spite of the small number of burning points in zone 3 (i.e. small
burning volume), the combustion close to stoichiometry is more effective.
The fuel being injected as a liquid, it may be interesting to follow the evolution of the liquid
volume fraction in these different zones and the eventual influence on the combustion in MER-
CATO. At the liquid injection, according to the FIM-UR methodology, the maximum liquid
volume fraction αl is about 10−2. Because of the clipping on the minimum diameter (5µm), αl
can not be smaller than 10−7, hence points next to this value (Fig. 3.30) behave like passive
scalars 8. This explain the accumulation of points close to αl = 10−7 and the bulk equivalence
8because of the clipping, they do not evaporate anymore, and because of their small diameter and low load,
(a) Global (b) Zone 1
(c) Zone 2 (d) Zone 3
Figure 3.29: Scatterplots of heat release according to the zone splitting
ratio φ = 0.95 (z = 0.051).
In zone 2 (Fig. 3.30c) ), the closest to the liquid injection, a large number of points are highly
loaded (more than 10−4). When evaporating, they produce rich mixture. After evaporation,
they begin to mix and the mixture fraction decreases.
In zone 1 (Fig. 3.30b) ), the kerosene is already partially evaporated which lowers the average
αl. The sudden contact between the pure air from the swirler and the liquid just next to the
nozzle is identified by the numbering points close to z = 0. The progressive evaporation, mixing
and burning bring these points to pack next to the stoechiometry and at the clipping liquid
volume fraction.
When the fuel reaches the zone 3 (Fig. 3.30d) ), it is almost evaporated and mixed. Hence, all
the points are packed next to the stoechiometry and at the clipping αl.
This first attempt to describe the potential combustion regimes of a swirled two-phase flow
flame highlights complex and multiple interactions leading to various local conditions. Indeed,
they do not affect the gaseous phase.
(a) Global (b) Zone 1
(c) Zone 2 (d) Zone 3
Figure 3.30: Scatterplots of liquid volume fraction according to the zone splitting
despite the strong approximation of locally monodisperse droplet diameter and the numerical
issues coming from the Eulerian formalism, a wide range of combustion regimes is observed
from lean to rich combustion, premixed to diffusion flame as well as fuel droplets within the
burnt gases. All of these imply specific design of the combustion model and chemistry. Indeed,
burning from lean to rich implies a wide validation of the chemical kinetic scheme to get the
right reaction rates, the right flame velocity and adiabatic temperature. Second, dealing with
diffusion flame while using a thickened flame model may be unappropriate since there is no
flame thickness clearly defined like for the premixed ones. Finally, having fuel remaining in the
liquid phase within the burnt gases may lead to heterogeneous combustion or even pyrolysis.
Hence, in addition to the limitations highlighted from the non reacting study (section 3.4), to
rigourously compute such complex flame a lot of phenomena have to be taken into account for
modeling.
3.6 Conclusions
LES of stationary two-phase flows have been performed. The results obtained in the non-
reacting case have been validated against measurements with extensive comparisons of the
velocities profiles. After a validation of the reacting case with the available data, a deeper
analysis the combustion observed in this configuration is done. It underlines the difficulty to
properly integrate the liquid phase. Indeed, the carburation of the chamber and hence the
forecoming evaporation is closely linked to the dispersion of the spray right after the injection.
This carburation will influence the combustion regimes (premixed/diffusion) and the unsteady
behaviour of the flame. Local analysis of the flame indicates that in this kind of configuration
the flame burns both as a premixed and diffusion flame. If classified in terms of the distance
to the fuel injection nozzle, premixed lean flame burns far from the nozzle and rich one around
the CTRZ. It also appears that the most powerfull part is the outer premixed flame.
Since the ability of the LES to correctly predict two-phase flow combustion has been partly
established in stationary conditions and based on the available data, the natural capacity
of the LES to describe fully transient phenomena is applied to test its capacity for ignition
phenomena. In the next chapter, the stochastic behaviour of ignition and its linked difficulties
like predictibily are adressed. Then, several fully transient ignition phase of a carburated
chamber are presented using LES. Each ignition sequence using as initial condition a statistically
converged non-reacting solution from this chapter. This will aim at understanding the ignition
process to propose then an analytical model for industrial type predictions.
Chapter 4
Transient LES spray ignition sequence in
the MERCATO bench
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The ignition phase of a jet engine cycle is by definition a critical phase and is part of the
certification of the jet engines which needs for security reasons to ignite or re-ignite in specific
conditions. To fullfil such requirements, fundamental ignition study receives great interest from
industry. However this fully transient phase is a complex phenomenon, not yet fully understood
and controlled. Experiments show that ignition may be successfull or fail in the same operating
conditions, even in simple geometry lab-scale congurations [142, 143, 144]. As a consequence,
ignition is usually described in terms of probability of success [37]. This probability is the result
of the space and time fluctuations of the fluid state at the igniter location, and is therefore con-
ditioned by local phenomena. To understand the process of ignition, previous numerical studies
have been devoted to gaseous ignition [145, 146] and in particular demonstrate the concept of
minimum energy for successful ignition [40, 147]. More recently, Garcia-Rosa [148] used zero
and one-dimensional sub-models to describe the very first moments of ignition. Less work has
been devoted to the ignition of a two-phase mixture, mainly because the simulation of two-
phase flows still presents multiple challenges associated with the dispersed phase description
(cf. Chapter 3). Note however that LES of two-phase reacting flows offer access to fully tran-
sient phenomena that could not be addressed numerically with other CFD models (other than
DNS). In particular, the fully transient phase that results from a sparking ignition phase can be
simulated with LES which thus provide a dynamic description of the spatial and temporal evo-
lution as well as the propagation of the flame front until full ignition or extinction of the burner.
In the following, LES is used to reproduce the details of ignition sequences and burning of
the two-phase mixture on the MERCATO bench. The objective is to validate ignition scenario
and understand the probabilistic character of ignition within the limits of the LES model.
In particular the main factors influencing the failure or success of ignition are identified and
implications for ignition systems optimization are derived.
The operating condition retained for the LES study of an ignition phase has already been
computed for statistically stationary regimes: (I) gaseous non-reacting flow with evaporating
droplets 3.4.3 and (II) reacting flow with droplets 3.5. Comparisons against experimental
data proved the proposed strategy to be of great interest for the resolution of such complex
flows. Based upon these encouraging findings and although room for improvement is clear, this
chapter extends the Euler-Euler turbulent reacting LES approach to the ignition phase of the
MERCATO burner.
4.1 Computational setup and meshes
The computational domain used in this chapter is the same as the one used for the station-
ary regime (subsection 3.3.1). All simulations use zero velocity at walls for the gas velocity.
In the simulation the liquid phase follows a slip condition at walls. One of the main factors
controlling the dispersion of the droplets is the description of the injection pattern. As in the
stationary case there is no computation of primary atomization at the injector outlet and the
EE approach relies on measurements and empirical correlations to adjust the injection condition
at the atomizer outlet plane (FIM-UR methodology [123]). According to the results obtained
(a) ) (b)
Figure 4.1: Field cuts of mean variables in the axial plan x = 0: (a) Axial velocity (white line
denotes U = 0 and (b) Liquid mass fraction (white line denotes Ul = 0.
from stationary computations, there is no clear discrimination between TTGC and PSI. Hence,
known the theoritical better precision of the TTGC scheme (vs PSI), the following ignition
sequences will follow this numerical strategy.
As a reminder, Fig. 4.1 shows the flow topology issued by the cold evaporating Euler/Euler
LES simulation. The spark location (dark cross on Fig.4.1b) ) is in the near wall region where
the swirling jet impacts the lateral walls of the combustor. This region is characterized by large
temporal variations of the particle number density, flow velocities (liquid and gas velocities)
and fuel concentrations. These variations are of clear importance and will impact the early
stage of the initial flame kernel formation following the sparking sequence as discussed in the
presentation of the transient LES. Note that this first sparking point coincides with the exper-
imental position for which statistical analysis of the ignition probability of the whole burner is
obtained with MERCATO [7].
At the earliest stages of the energy deposit modeling is required. Indeed, in reality and at
sparking time, a plasma-like phase is issued by the igniter yielding non-equilibrium phenomena
[149, 150]. These interactions and physics are not well understood and cannot be taken into
account by the LES solver. Following this gas ionization early stage, a return to equilibrium
occurs yielding an equivalent gas composition and temperature in a volume whose shape is
usually affected by the flow behavior during the plasma-like phase and expansion rate. Although
not known in shape and composition, this specific phase can be approximated by depositing in
the LES simulation, a spherical energy source modulated in time by a Gaussian like transient
phase to mimic sparking Eq. (4.1) (Energy Deposit model (ED) [151]). All of the model
parameters are in this case obtained a priori based on the power input needed for the spark
plug device. Note that no dependencies of the prediction to these model parameters are provided
Figure 4.2: Initial energy deposit phase

























edepdV is the total amount of energy transferred by
the spark to the gas, σx and σt are parameters that control the size and duration of the source
term, x0 and t0 are the space and time coordinates of the deposit. For the simulations discussed
afterwards, the spark characteristics are: σx = 1.8 mm, σt = 8.2 µs and Edep = 50 mJ (see
Fig. 4.2).
In order to ease the establishment of the initial flame kernel following the energy deposit
model, great care is needed in the numerical integration of the earliest instants. Theoretically
the initial kernel formation is dictated by fully laminar phenomena and no artificial LES tur-
bulent sub-model should interfere in this early stage [152]. To do so, local mesh refinement is
mandatory to avoid artificial thickening (in our case 3∆x < δ0l ) and changes of the different
time-scales during this stage. The resulting mesh has about 2.8 million nodes and 13.1 million
cells. The mesh characteristics are presented in Tab. 4.1. A view of the local refinement en-
forced at the sparking locations is illustrated on Fig. 4.3. In this work only the upper location
will be detailed (z = 56 mm and y = 57 mm). This mesh is hence used in the first milliseconds
of the LES run which covers the energy deposit phase of Fig. 4.2 and the establishment of a
local laminar flame fronts. The initial refinement, specific for ignition, is designed large enough
to avoid flame front quenching when the ignition solution will be interpolated back to the regu-
lar mesh, i.e. the diameter of the refined sphere must be larger than twice the thickened flame
thickness. In this zone, for the regular mesh, the cell size is of about 1 mm and the thickening
spread the flame front through three cells. This brings the thickened flame thickness on the
regular mesh to 3 mm. In our case, not to be too close to the critical limit, the diameter of the
refined sphere is four times the local thickened flame thickness. The resulting refined sphere has
thus a diameter of 12 mm with a typical cell size of ∆x = 0.2 mm (δ0l ≈ 0.7 mm > 3∆x). Once
this initial critical transient is obtained and the initial laminar flame kernel has reached the
boundaries of the refined sphere, interpolation onto the original LES mesh (shown on Fig. 3.4)
is obtained and the run is continued with all LES options being activated.
Table 4.1: Caracteristics of the mesh used for ignition sequences
Cell number 13 114 728
Node number 2 786 634
Mesh volume 0.31 m3
Smallest element volume 3.2 10−12 m3
4.2 Sensitivity of the ignition process to the initial condi-
tion
Due to the non deterministic behaviour of a turbulent flow and other interacting phenomena
(atomization, micro-mixing...), processes depending on the intantaneous local conditions such
as ignition are usually considered as stochastic processes in [37]. Because of these random
variability at the time of deposit and the succession of events that results into different temporal
evolutions. This variability is naturally embedded in the purely unsteady prediction issued by
LES and can be partly representative of the physics present within the experiments. Depending
on the degree of variability of the flow at the point of energy deposit, Fig. 4.1, and the time
at which sparking occurs, the actual and upcoming state of the flow appear to greatly impact
the preliminary instant during which the initial flame kernel will evolve. This initial transient
phase will determine the success or failure of the burner full ignition. To illustrate this contrast
in activity at the time of sparking and its impact on the ignition success or failure, 11 different
initial fields are used for the spark location, which is subject to large flow temporal variations.
The temporal evolution of the total consumption rate is shown on Fig. 4.4 for all 11 tests.
During the spark, up to t0 +0.05 ms, the curves perfectly collapse, the energy deposition
dominates all other phenomena. In a second phase, still in early instants and up to t0 +0.4
ms, the consumption rates follow almost the same slope. At this stage, the energy given to the
initial kernel is strong enough to cancel the impact of turbulence, the kernel remains laminar.
Then the energy density of the kernel decreasing, it becomes sensitive to local structures from
turbulence. Very different evolutions are thus observed: from fast ignition to immediate failure,
with intermediate behaviors where ignition starts more or less slowly and leads to complete
ignition or failure.
Figure 4.3: Mesh refinements for energy deposition tests
Figure 4.4: Ignition tests: time evolution of the total fuel consumption rate (
∫
ω˙dV ) in the
whole combustor.
The snapshots corresponding to the 11 different ignition times of Fig. 4.4, are shown on
Fig. 4.5. The flame front is strongly influenced by the surrounding fluid as time proceeds toward
full ignition or extinction of the burner. At given instant, some flame kernels have already begun
to shrink (Fig. 4.5 b)c)) when other ones have widely spread (Fig. 4.5 i) j) k)). Figure 4.5 g)
for example, has an intermediate behavior, and is potentially affected by turbulence (highly
wrinkled). In the next section, two of those LES will be decribed in more details to identify
phenomena involved in such extreme behaviours. Comparing with the experiment findings,
here Psuccess = 911 > Pexpe =
1
3
. This may be due to difficulties to get the correct reaction
rate and flame speed in such conditions or more certainly the actual limits of the EE model
evidences in chapter 3.
4.3 Analysis of successfull/failed ignitions
This section presents the temporal evolution of two LES simulations produced out of the eleven:
one successfull (t0 = 463 ms) and one failing (t0 = 460 ms) ignition phase. Figure 4.6 provides
a qualitative view of the two initial fields at sparking and yielding to the two extreme results.
Instantaneous snapshots of the spatial evolution of the flame (through variables such as gaseous
temperature, kerosene mass fraction and liquid volume fraction) within the two-phase flow fields
are provided at representative instants of the fully transient phase as obtained numerically with
(a) t0 = 459.25ms∗ (b) t0 = 459.75ms− (c) t0 = 460ms−
(d) t0 = 460.5ms∗ (e) t0 = 461ms∗∗ (f) t0 = 461.5ms∗∗
(g) t0 = 462ms∗∗ (h) t0 = 462.5ms∗∗ (i) t0 = 463ms∗∗∗
(j) t0 = 463.5ms∗∗∗ (k) t0 = 464ms∗∗∗
Figure 4.5: Snapshots of the 11 ignition sequences 1ms after the beginning of the deposit
denoted by t0. The light gray isosurface denotes the Tgas = 1500K surface. The slice is
the axial median plane colored by the velocity magnitude. The following superscripts denote
sequences that yield −: a failed ignition ; *: a late ignition ; **: a successful ignition ; ***: a
sharp ignition.
AVBP. The first intent of such diagnostics is to identify the macroscopic behaviour of the igni-
tion phase as it proceeds from the sparking time and as obtained with the Euler/Euler reacting
flow solver. Success or failure of the burner ignition is, in these cases, clearly illustrated and
in the case of a failed ignition identification, the limiting factors is underlined. At this occa-
sion, the differences in instantaneous behaviours are highlighted prior to a more quantitative
presentation of the prediction in the last paragraph (4.3.3).
Note that to ease visualization, only the longitudinal mid-plane of the computational do-
main is shown (although the real simulation predictions are fully 3D). The diagnostics are
furthermore restrained to the primary region of the burner: i.e. the region located at the exit
of the swirler outlet section.
(a) (b)
(c) (d)
Figure 4.6: Initial solution fields. (a) Gaseous equivalence ratio (only evaporated fuel) at t =
460ms, (b) Liquid mass fraction at t = 460ms, (c) Gaseous equivalence ratio (only evaporated
fuel) at t = 463ms, (d) Liquid mass fraction at t = 463ms.
4.3.1 The failed ignition: t0 = 460ms
Preliminary illustrations of the LES predictions as time proceeds from the sparking time provide
interesting information. In the very early phase, the energy deposit allows the establishment
of a spherical flame in agreement with the intent of the spark model adopted for that part
of the LES, Fig. 4.7a). The expansion of this initial kernel rapidly evolves and results from
the interaction of the hot spot issued by the model and the local evolution of the surrounding
fluid, Fig. 4.7b). The first effects are the local diffusion of the heat deposited because of the
colder surrounding air and liquid phase. The dominant mechanism is the heat transfer from
the hot spot to evaporate the colder local liquid fuel to sustain a flame front. At the same
time, the initially spherical kernel starts to be deformed by the evolving surrounding fluid and
the proximity of the initial kernel with the wall. At latter times, Fig. 4.7 c) d), the kernel gets
more and more deformed and looses energy (lower and lower peak temperature) due to the
exchanges with the fluid. The imbalance of heat exchange combined with the local fuel liquid
and gaseous mass fraction yield local quenching of the initial flame front which slowly decays
until total extinction and a failed ignition LES sequence.
Views of the gaseous kerosene mass fraction at the same instants as for Fig. 4.7 are provided
on Fig. 4.8. A first observation of these fields confirms the transfer of heat to the liquid phase
and the production of gaseous kerosene in the vicinity of the initial spark location. This rich
pocket of fuel stems from the energy deposited by the ignition model and then the combus-
tion process that takes place around the initial kernel. Just like for the temperature field, the
evolving flow field deforms the initially spherical fuel pocket. At the last instant, flame quench-
ing has occurred, Fig. 4.8 e), and the fuel rich zone starts to diffuse because of turbulent mixing.
Figure 4.9 shows the evolution of the liquid volume fraction as the LES proceeds through
the ignition phase. As underlined in the previous series of snapshots, the liquid is largely evap-
orated in the region of the initial spark producing a hot fuel rich kernel of gases. It is also noted
on these views that at the very early instants, t = 0.4603 ms or Fig. 4.8b), a large valued liquid
volume fraction region comes and interacts with the energy deposit kernel. It is suspected that
this structures carries a lot of liquid fuel that cannot be fully evaporated by combustion or the
energy provided in the early phase. Although the initial laminar flame is created, its energy is
insufficient to evaporate all the liquid fuel presented by the surrounding flow field. As time goes
on, the flame is quenched mainly because of the insufficient strength of the flame to counteract
the heat loss to the liquid phase, Fig. 4.9e).
Many factors can explain the failure of the ignition phase as identified by LES. One po-
tential reason already advanced in the previous discussion is the imbalance between the heat
produced by the initial flame kernel and the energy needed to evaporate the liquid fuel. The
local gaseous fuel rich condition is also a mechanism to take into account with the possible
apparition of inflammable mixture conditions because of an excessive evaporation of the liquid
fuel. Flow strain is a second source of quenching: the local turbulent flow field may induce
large flow and velocity variations which strain the flame front to the point of extinction [153].
Further exploitations of these predictions are clearly needed and will be developped in section
4.3.3. However, LES of this initial transient phase is very promising especially in light of the
second sparking event presented below.
(a) t = 460.1ms (b) t = 460.3ms
(c) t = 460.5ms (d) t = 461.0ms
(e) t = 462.0ms
Figure 4.7: Failed ignition (t0 = 460ms): field cuts of the gaseous temperature in the axial plan
x = 0
4.3.2 The successful ignition: t0 = 463ms
As already mentioned, ignition success or failure depends on the location and flow state at the
time of sparking. If these local evolutions are not able to sustain adequate conditions for the
creation of a propagating flame, it will result in a failure to ignite the chamber as observed
in the previous case. A second attempt is here presented and discussed. The only difference
between these two ignition sequences is the flow state at sparking time. As illustrated in the
(a) t = 460.1ms (b) t = 460.3ms
(c) t = 460.5ms (d) t = 461.0ms
(e) t = 462.0ms
Figure 4.8: Failed ignition (t0 = 460ms): field cuts of the Kerosene mass fraction (gaseous) in
the axial plan x = 0
following predictions, the early evolution of the initial flame kernel greatly differs and yields a
successful ignition of the burner.
Figure 4.10 shows the temporal evolution of the temperature field as time proceeds from
the initial sparking time. Similarly to Fig. 4.7 a), the early initial time, Fig. 4.10 a), coincides
with a local temperature field taking on a spherical shape as enforced by the sparking model
(a) t = 460.1ms (b) t = 460.3ms
(c) t = 460.5ms (d) t = 461.0ms
(e) t = 462.0ms
Figure 4.9: Failed ignition (t0 = 460ms): field cuts of the liquid volume fraction in the axial
plan x = 0
and little interaction with the surrounding fluid is observed. At the second time instant, the
initial temperature field denotes a nearly spherical flame with colder products surrounded by
a hot layer or flame front. Contrarily to the first numerical experiment, the kernel remains
almost spherical if compared to the previous attempt. That observation is further emphasized
by Figs. 4.10 c) and d). However and contrarily to the previous case, combustion seems to
be able to sustain the local flow conditions and two distinct flame fronts are clearly visible
(a) t = 463.1ms (b) t = 463.3ms
(c) t = 463.5ms (d) t = 464.0ms
(e) t = 465.0ms (f) t = 467.0ms
Figure 4.10: Succeed ignition (t0 = 463ms): field cuts of the gaseous temperature in the axial
plan x = 0
on Fig. 4.10 e). These two fronts keep growing, Fig. 4.10 f), producing a large region of hot
products and a propagating flame which ultimately ignites the entire burner, Fig. 4.11.
Although the heat loss at t = 0.04633 ms results in a diminution of the peak temperature
at the center of the initially spherical deposit, Figs. 4.12 and 4.13 a), the surrounding flame
front seems to be more robust and much less deformed by the surrounding fluid. The main
Figure 4.11: Succeed ignition (t0 = 463ms): field cuts of the intantaneous gaseous temperature
at a later instant and prior to the full ignition of the burner
difference between failed ignition and successful ignition is that at this specific instant the local
fuel equivalence ratio (liquid plus gaseous) is much more favorable to combustion, Figs. 4.12,
4.13 a) & b). The local fluid velocities are also smaller and the initial kernel is much less con-
strained by the flow. At t = 0.04635 ms, Figs. 4.12 & 4.13 c), the differences between the two
cases are clearly visible. Heat losses are still important, Figs. 4.12 & 4.13 c), d); however, the
initial kernel size perdures in size and even keeps extending (contrarily to Fig.4.7 d). At t =
0.0465 ms, Figs. 4.12 & 4.13 e), combustion clearly proceeds and becomes powerful enough to
evaporate the local liquid fuel and at the same time consumes the available mixture of gaseous
fuel and air. From that time on, the flame fronts propagate respectively in the downstream
direction, perpendicularly to the top lateral wall and upstream in the corner recirculation zone
located between the top lateral wall and the end combustor wall.
4.3.3 Quantitative comparisons of the two LES sequences
A more quantitative analysis of the LES prediction are first obtained by directly comparing
the temporal evolutions of the mean flow quantities, Fig. 4.14. In order to ease understanding
only terms considered of importance are shown: i.e. the maximum gas and liquid temperatures
as well as the mass transfer between the two phases (evaporation of liquid fuel into gaseous
kerosene), the maximum gaseous kerosene mass fraction and the two mean reaction rates are
plotted as functions of time. Note at this point that the LES modeling approach considers that
combustion can only take place in the gaseous phase and no liquid combustion can occur in
the predictions. Hence, at a given instant combustion is mainly controlled by evaporation and
the gas fuel mass fraction as well as the two phase temperatures, which locally determine the
evaporation rate which feeds combustion.
In the early instant of the two LES, Figs. 4.14 a) & b), the gas temperature and liquid
(a) t = 463.1ms (b) t = 463.3ms
(c) t = 463.5ms (d) t = 464.0ms
(e) t = 465.0ms (f) t = 467.0ms
Figure 4.12: Succeed ignition (t0 = 463ms): field cuts of the Kerosene mass fraction (gaseous)
in the axial plan x = 0
temperature increase to reach the maximum peak temperature of the ED model for the gas and
the saturation temperature for the liquid phase. The liquid phase temperature then remains
at this level while the gas peak temperature decreases slowly towards the adiabatic flame tem-
perature of a stoichiometric flame. It indicates that combustion has taken place and that heat
loss also plays a role in the diffusion of the initial heat released by the ED model. Being very
similar in behaviours, these two quantities indicate that most of the differences occur due to
(a) t = 463.1ms (b) t = 463.3ms
(c) t = 463.5ms (d) t = 464.0ms
(e) t = 465.0ms (f) t = 467.0ms
Figure 4.13: Succeed ignition (t0 = 463ms): field cuts of the liquid volume fraction in the axial
plan x = 0
the exchanges between the two phases which is partly illustrated by the evaporation rate of
the liquid phase and the peak kerosene mass fraction available for combustion, Figs. 4.14 c) & d).
Two distinct temporal evolutions are identified from the evaporation rate of the liquid phase,
Fig. 4.14 c) & d). At t0 + 0.2 ms, local conditions (saturation) and combustion, Figs. 4.14 e)
& f), allow to reduce the evaporation rate with the apparition of a pseudo-equilibrium state
(constant kerosene max mass fraction for a given duration), Figs. 4.14 d). The two ignition
phases then evolve in distinct manners. For the failed case, the pseudo-equilibrium is disturbed
due to the local increase of the volume liquid fraction which brings cold liquid fuel to the flame
front. That increase of available cold fuel yields an increase in heat loss from the flame to the
liquid, which produces more gaseous fuel, Fig. 4.14 d). Combustion is thus locally reaching rich
conditions and eventually goes above the flammability limit. Combustion consumption rates
hence drop suddenly indicating a weakening flame up until total quenching and the failure of
the ignition sequence. The successfull case is much less perturbed and instead reaches equi-
librium values and the steady increase of the combustion rates, Fig. 4.14 e) & f), indicate the
success of the sequence.
In our case, the interaction between the PVC and the spray affects the liquid phase disper-
sion and leads releases of these dense liquid pockets at the spark location. In the successful
ignition case, t0 = 463 ms, during the initial kernel expansion, the local conditions remain
stable and favorable. However in the failure ignition case, t0 = 460 ms, after 0.3 ms, a dense
liquid pocket brings, through evaporation, the local equivalence ratio above the flammability
limits. Hence, locally, the total equivalence ratio can vary from lean to rich which explains the
different evolutions observed in LES. It is clear from these evolutions that LES can identify the
impact of different interactions between the first flame kernel and the temporally and spatially
evolving fluid state. However, the accuracy of the ignition predictions are first dependent on the
quality of the prediction of the instantaneous fluid state from cold LES. Indeed, as previously
highlighed (chapter 3), the limitations in terms of liquid dispersion of the Eulerian monodis-
perse description may influence the carburation of the chamber and thus the initial condition
for spark ignition. In the future, more investigations are still needed for this approach to offer
more detailed diagnostics. Modeling of ignition is a second issue and although the present
predictions are very encouraging other approaches need to be tested to guarantee the observed
solver response [145, 146, 151, 152]. Finally detailed experimental diagnostics are required to
fully validate such simulations.
4.4 Conclusion of part II
Predictions provide reasonable qualitative agreement with available data provided by ONERA
[7] for both cold and reacting stationary conditions. Issues pertaining to the proper treatment of
the two-phase inflow conditions are nonetheless highlighted and stress the potential importance
of the primary and secondary atomization processes that cannot be properly addressed as of
today. Despite this initial shortcoming of the proposed numerical strategy (local monodisper-
sion, infinite droplet conductivity, thickened flame model,...), the stochastic nature and more
precisely the importance of the initial state of the fluid in the region of the igniter is evidenced
by the 11 LES of an ignition phase. These seem of primary importance to determine the success
or failure of the ignition of the burner. Indeed, for identical operating conditions a very large
variability has been observed, from failed ignition to quick growth of the initial flame kernel.
This variability underlines the difficulties to predict ignition even if the mean local conditions
seem favorable. One single LES of an ignition sequence is clearly not enough to conclude on
the behaviour of the flame during this transient phenomenon, and only statistics like ignition
probability will really give applicable results.
However, performing LES of ignition sequences to construct such probabilities is too expensive.
To evaluate if the chamber will be ignited, at least 10 ms of physical time (based on previous
simulations) have to be computed (and up to 70 ms in some cases). For MERCATO, which is
an intermidiate in terms of complexity between academic burner and real combustion chamber,
it takes about 5000 CPU hours to compute 8 ms of an ignition sequence. To have statistically
converged probability, at least 50 different initial fields have to be tested (to get the first sta-
tistical moment). Using a map of 10 by 10 positions (which gives poor resolution) brings the
total CPU cost to 25 millions hours for just one operating conditions. Another way to provide
ignition probabilities needs clearly to be developed. This is the objective of the part III.
(a) Gaseous temperature (b) Liquid temperature
(c) Liquid mass transfert (d) Evaporated kerosene mass fraction
(e) Reaction rate of the fuel oxydation reaction (f) Reaction rate of the equilibrium CO/CO2 reaction
Figure 4.14: Temporal evolution of interesting variables
Part III







5.1 The notions of ignition probability
As seen in chapter 4 and underlined by Pr. Mastorakos in his review on ignition [37], the
stochastic behaviour of the ignition process requires the introduction of an ignition probability
to be quantifiable. Among the identified mechanisms impacting the success or failure of an
ignition sequence, one can list :
1. It may be assumed that the statistics of turbulent mixture fraction fluctuations at the
spark location determine the probability of whether the spark samples flammable mixture
or not. Hence, it cannot be treated based only on the mean values. This concept was
first put forward by Birch et al. [38, 39] who introduced the term flammability factor,
F, for the integrated value of the mixture fraction pdf between Φlean and Φrich. F is the
probability of finding nominally flammable fluid at a point and this probability, to a first
approximation, can be used to discuss the statistics of spark success.
2. In reality, ignition success depends also on the size and the energy deposit leading to the
definition of the Minimum Ignition Energy (MIE). This concept has been first introduced
by Ballal and Lefebvre in [5] and then widely studied and extended [40, 41, 42, 43] from
quiescent gaseous mixtures to heterogeneous fuel-air mixtures.
3. Finally, the possibility that the kernel can be quenched by high local strain cannot be
discounted, since it is known that this may occur during forced ignition of turbulent mix-
tures [154, 155]. The probability of igniting a kernel is thus the result of many factors
and is not necessarily equal to F .
In the specific context of aeronautical burners, the propagation of the turbulent flame to the
fuel injection system and its stabilisation is not certain although they are clear pre-requistes
for the ignition success of the engine. The probability of igniting the whole chamber is thus
even lower than the one of igniting a flame kernel. This one burner ignition process is not local
and for the moment has not been evaluated analytically [44, 45] although research is going on.
Building the ground for a simple analytical model predicting the ignition probability of a single
burner is clearly of interest and is the actual objective of this chapter.
5.2 Identification of the relevant phenomena
Building an analytical model to predict ignition probability based on cold flow data is the ob-
jective of the section.
For this model called I-crit-LES, a general ignition scenario is built, leading to a series of an-
alytical criteria, which are all necessary for successfull ignition. These criteria are exclusively
based on the non-reacting flow (i.e. before ignition) local conditions, and may be applied to
instantaneous realisations of the flow. They are introduced to model the controlling processes of
ignition and to identify the limiting phenomena in many situations. Applying these determin-
istic criteria to a set of instantaneous solutions (LES snapshots), used as a statistical sample of
the flow, a probability of ignition may be calculated at each point in the combustion chamber.
In the previous chapter 4, LES of full ignition sequences in a swirled kerosene/air flow were
presented to illustrate the phenomena which the I-crit-LES model has to take into account.
Taking one flow realisation, sections 5.2.1 and 5.2.2 establishes the ignition scenarii and crite-
ria. Then section 5.2.3 shows how a set of instantaneous flow solutions can be used together
with the criteria of section 5.2.2 to compute an ignition probability. The difficulties to ignite
due to high local strain are taken into account through the addition of a specific criterion de-
tailed in section 5.2.5. Since, this criterion is very difficult to evaluate (evaluation the extinction
strain) and that it may be of primary importance for the prediction of ignition under purely
gaseous conditions, results of the I-crit-LES methodology with and without this criterion will
be compared. To finish, the model for ignition prediction will be applied to real combustion
chambers and compared to experimental results in the next chapter 6.
5.2.1 The ignition scenario used in I-crit-LES
In most aeronautical applications, ignition is produced by a spark or a laser which deposits a
certain amount of energy in a cold mixture of gas and droplets. The following ignition sequence
is considered as complete and successfull if a stabilised flame is installed at the end of the
process. The main objective of the current analysis does not restrain to the local ignition of
the first flame kernel (like in minimum ignition energy studies in premixed flames [147, 156])
but rather try to predict if the global stabilisation of the flame is obtained depending on the
configuration and overall operating condition.
The process to evaluate hence starts with the creation of a small kernel just after the spark or
laser discharge. The deposited energy must therefore be sufficient to sustain the first flame ker-
nel until combustion takes over and produces sufficient heat to increase the initially sparked hot
volume. After reaching a sufficient size, the kernel (which may have been convected to another
location in the meantime) starts to interact with surrounding turbulent flow and may convert
into a turbulent flame. Ignition is completed after this turbulent flame has propagated upwards
to the fuel injection system and stabilizes there. In annular combustion chambers (typical of
gas turbines), the last phase of clear industrial interest is the propagation of combustion from
one burner to the other (or light around sequence). This last step is a large scale phenomenon
and depends on the burner geometry and operating conditions is not analysed here. It can
however be studied with full annular simulations as in Boileau et al. [23].
The full ignition of one sector can be recast into the following phenomenological steps
(Fig. 5.1):
1. Droplet dispersion in the chamber (phase 1 in Fig. 5.1): the first step prior to igniting a
burner is to inject fuel and mix it with air. In the proposed solution, this specific initial
state is described by the LES of a cold (possibly evaporating) two-phase flow, which pro-
duces instantaneous distributions of liquid and gaseous fuel in the chamber. The local
Figure 5.1: The 6 phase ignition scenario (dark zones correspond to ignited regions).
mixture fraction and velocity fields at the moment of ignition are crucial. Its statistical
description is used as input of the I-CRIT-LES model to determine the local mixture
flammability.
2. Spark or laser discharge and first hot gas kernel (phase 2 in Fig. 5.1): ignition is trig-
gered by an energy deposition which leads to complex processes including non-equilibrium
physics. If sufficient, the energy deposition leads to the creation of a small hot gas kernel.
The size and temperature of this first kernel are critical for its later growth and need to
be determined.
3. Growth and convection of the kernel (phase 3 in Fig. 5.1): if conditions are favorable,
combustion starts around the hot gas. If the vaporisation time is small compared to the
heat diffusion time, the hot gas kernel becomes a flame kernel and its size increases [43].
This transition results from the competition of different heat exchanges in and between
the two phase flow.
4. Transition to a turbulent flame (phase 4 in Fig. 5.1): after reaching a size comparable
to the smallest turbulent structures, the flame kernel starts to interact with turbulence,
leading to wrinkling and stretching of the flame front. In most situations, this will accel-
erate flame propagation. If turbulence is too strong however, flame quenching may occur
[155]. This last point is not considered in the present analysis as turbulent quenching is
not expected to be a major mechanism (highly local phenomenon) in the target appli-
cations. However another quenching mechanism may occur in case of flame interaction
with cold walls and is considered in the present analysis during Phase 4. According to the
distance of the flame kernel to the wall and to its local speed, it may loose heat through
the interaction with the wall. If this interaction lasts more than a characteristic time of
the interaction [157], the flame will quench.
5. Propagation of the turbulent flame towards the injection system (phase 5 in Fig. 5.1):
usually the ignition system is located downstream of the injection system, and the turbu-
lent flame kernel is created away from the stationary flame position of the ignited burner.
In order to stabilize near the injector, the turbulent flame must propagate upstream, i.e.
against the mean flow. This is possible only in low velocity zones, around or in recircula-
tion zones, and requires a turbulent flame speed (evaluated from the local laminar flame
speed and velocity fluctuations [158, 159]) larger than the local flow speed.
6. Stabilisation of the flame: this is the end of the ignition process of a single burner ignition
phase. It is considered as automatically satisfied if all phases 1 to 5 are fulfilled.
For the full annular burner ignition a seventh step should be added, corresponding to the flame
propagation from ignited burners to their neighbours [23]. This last step is not considered here.
In the following, steps 1 to 5 are associated to five conditions that must be fulfilled for the
succesfull completion. In the modeling the sequence is viewed as a series of successive criteria
to be satisfied prior the evaluation of the next one :
C1 (step 1): The fuel distribution must guarantee a flammable mixture.
C2 (step 2): The discharge energy must be sufficient to create a first hot gas kernel.
C3 (step 3): The local conditions (vaporisation time versus diffusion time) must allow the ker-
nel to increase.
C4 (step 4): The flame must not be quenched near walls.
C5 (step 5): The flame speed must be larger than the local flow speed to allow the flame to
propagate upwards.
These five conditions will now be expressed in terms of criteria which depend on the instan-
taneous flow fields and change from one flow realisation to another. Note that the turbulence
levels are not directly adressed, only the instantaneous filtered variables are used. A way of
introduction of a dependence on the SGS turbulence level may be the use of RMS or SGS of
associated variables and would be an interesting study for a future work.
5.2.2 Criteria description
Criterion 1: Flammability
During a two-phase flow ignition, the available fuel is the fuel vapor (usually small) and
the liquid fuel which will evaporate at the spark location. As a consequence, flammability of
the mixture is evaluated by the total (gas + liquid) equivalence ratio, that must be in the
flammability limits of the considered fuel. Defining the equivalence ratio as:







where s is the stoichiometric ratio, YF and YO respectively the fuel and the oxidizer mass
fraction, ρ the gas phase density, ρl the liquid phase density and αl the liquid mass fraction.
Criterion 1 thus writes:
Φlow ≤ Φ ≤ Φhigh (5.2)
where Φlow and Φhigh are respectively the low and high flammability limits, known for usual
fuels.
Criterion 2: Energy discharge and first kernel
Spark ignition issued by an electric system has been described in details by R.Maly and
R.Vogel [160]. They recall that three phases (or discharge modes) can usually be distinguished.
The first one is the breakdown phase. It lasts several nanoseconds (1-10 ns) and is the scene
of very high voltage (about 10 kV) and currents (about 200 A). It implies the creation of a
cylindrical plasmatic channel between the two electrodes, where temperature and pressure can
respectively reach several tens of thousands degrees and 200 bars. The breakdown phase is
very efficient as very few energy losses are observed. The following phases are the arc and glow
discharges. Voltage, current and number of ionized particles are much lower but this phase is
much longer (hundreds of microseconds to milliseconds) and heat losses due to conduction in
the electrodes become very important.
Kono et al. [161] and later Kravchik and Sher [146] underlined that first, mass and energy trans-
fers are controlled by the high pressure wave (blast wave) created by the breakdown. While
expanding at high velocities, the shape of the kernel changes and quickly becomes spherical
[146, 162]. At the same time, ionization takes place releasing energy and slowing down the
cooling of the kernel [146, 162]. This fast expansion phase ends only after about one hundred
microseconds, and is followed by a slower expansion controlled by heat conduction and mass
diffusion. Although this plasma phase corresponds to the highest heat transfer and gas tem-
perature, it is too short and strong to be a limiting process of ignition and is therefore not
described here. In fact, the crucial parameter is the fluid state at the end of the plasma phase
(when the gas has come back to equilibrium), resulting from the true amount of energy trans-
ferred to the gas at the end of the discharge. This amount has been evaluated and measured
by several authors [160, 163] and is typically 10 to 30% of the spark energy.
For laser ignition, the energy deposit is simpler to evaluate since lasers directly transfer almost
the whole energy to the gas, even if a part of this energy can produce a strong pressure wave
through the dilatation of the ionized gas [150].
The previous observations were obtained for pure gaseous mixtures. In a spray, droplets evap-
oration is much slower than the energy transfer from the igniter to the gas: it is assumed here
that droplets do not interact directly with the igniter and are heated only by their interaction
with the hot gas (see Fig. 5.2). Furthermore, in practical devices, the spray is very diluted at
the spark location so that the energy absorbed by the liquid is very small.
Based on the above physical description of the energy deposit, the minimum energy required
to install a first kernel is in the following determined by considering the heating, evaporation and
ignition of a homogeneous mist of droplets in an initially fuel-vapor free gaseous environment
(Fig. 5.2).
Figure 5.2: Sketch of the topology considered with the representation of the temperature profile
at the end of the energy deposition.
For such a simplified configuration, numerical tests (see 5.2.4) show that if the liquid is
too far from saturation conditions when combustion starts, evaporation is too slow to feed the
flame. A criterion can be constructed by introducing an ignition temperature Tign which is
the temperature at which the chain-branching reaction balances the terminating reaction [164].
The criterion may be expressed in terms of a gas temperature, that must stay above the ignition
temperature Tign until the liquid has reached its saturation temperature Tcc. If tcc is the time
at which the liquid reaches saturation, criterion 2 is:
T (tcc) ≥ Tign (5.3)
Figure 5.3: Typical evolutions of the temperatures when ignition occurs (thermal runaway after
tcc).
Hence, criterion 2 requires the knowledge of the gas temperature temporal evolution T (t),
which is obtained from the evolution equations for the gas (T ) and liquid (Tl) temperatures at
the spark location (typical evolutions are shown in Fig. 5.3). Its evaluation is obtained taking
into account heat diffusion, heat transfer between the two phases and a source term (the spark
















= −ATl − T
τcond
(5.5)
These equations are written for the deposition phase (phase 1 in Fig. 5.3) and the heating phase
of the droplets, before they reach Tcc, therefore with negligible evaporated fuel, i.e. negligible
combustion. A unity Lewis number is assumed. The initial temperatures for the gas and liquid
phases are respectively noted T∞ and Tl,0. Td = T∞ + edep/ρCp is the gas temperature at the
end of the energy deposit phase, edep being the total volumic energy deposit. The parameter
A = ρCp/αlρlCp,l is the liquid to gas ratio of heat capacities, with αl the liquid volume fraction.
The two characteristic times τdiff = d2k/8ndimD and τcond = d2l /6DαlNu describe heat diffusion
in the gas and heat transfer between the phases, ndim being the number of dimensions. In these
expressions, D is the heat diffusion, dk is the initial kernel size (i.e. the deposit size), and dl is
the droplet diameter. Solving these two equations yields:
T (tcc) = Td − τcond
Aτ
(Tcc − Tl,0) (5.6)
where 1/τ = 1/τdiff + 1/τcond. Finally criterion 2 becomes:
edep
ρCp
≥ (Tign − T∞) + τcond
Aτ














(Tcc − Tl,0) (5.8)
This criterion expresses that the energy deposit must be sufficient to heat the gas from T∞
to at least Tign and the liquid from Tl,0 to Tcc while the gas temperature does not cool down to
a temperature lower than Tign. Note that dl = 0 (i.e. and αl = 0) provides the gaseous limit of
the criterion.
Criterion 3: Kernel growth
The next step is to sustain the kernel and corresponds to phase 3 in Fig. 5.1. In the ongoing
process, the initial flame kernel being issued by the spark discharge (criterion 2 satisfied),
if combustion is not strong enough, the heat release is not sufficient to compensate for the
cooling of the gas due to diffusion, i.e. the kernel quenches because of the evaporation of the
surrounding liquid field.
This third criterion is derived following the methodology of Ballal and Lefebvre (1981)[43].
Considering a hot gas kernel surrounded by a flame, in a mixture of fresh gas and droplets
(Fig. 5.4), characteristic times of evaporation τvap, diffusion τdiff and combustion τcomb are
compared. Combustion is thus sustained if the droplets can evaporate and burn before heat
diffuses away:
τvap + τcomb ≤ τdiff (5.9)
As combustion is fast compared to diffusion and evaporation, τcomb ≈ 0. The vaporization time





6Φ Sh ρ D ln(1 +BM)
(5.10)







3Φ Sh ρ ln(1 +BM)
(5.11)
Figure 5.4: Expansion of the initial laminar kernel.
which compares the flame kernel size dk to the droplet size dl. Since, this phase compares
variables after relaxation of the initial plasma, the flame kernel is compared after its relaxation
towards the adiabatic flame temperature. The kernel size dk is thus the equivalent hot gas
sphere produced by the energy deposit. If the kernel size it too small compared to the droplet
diameter, heat diffusion is too fast compared to evaporation and the flame can not survive.
Criterion 4: Wall quenching
Previous studies [165, 166, 157, 167] have shown that a flame can not exist at a distance to
the wall smaller than a critical distance called the quenching distance δQ. Therefore a flame
ignited too close to a wall will not be able to survive. The quenching distance has been evaluated
for various laminar flames interacting with walls, and is usually expressed as a Peclet number
PeQ = δQ/δ
0
l where δ0l is the local laminar flame thickness. This number is of the order of 3.0
for usual hydrocarbons (1.7 for H2/O2) when the flame propagates normally to the wall (head
on quenching). A characteristic time of the interaction tQ is also defined, which represents the





l . For typical hydrocarbons τQ ≈ 2.1 [157, 167].
Knowing PeQ and τQ, criterion 4 is expressed differently depending on the flame front wall
distance δ (Fig. 5.5):
• First, if the kernel is initiated within the quenching layer, i.e. if δ ≤ δQ, it has to leave
Figure 5.5: Layers description of criterion 4
this zone before t = tQ, then:
δ ≤ δQ & U.n > δQ − δ
tQ
> 0 (5.12)
where U is the local flow velocity vector and n the wall normal.
• Second, even if δ > δQ, the flame may convect within the quenching layer. Hence, it has to
be strong enough before entering this zone. To quantify this "strength", it is assumed that
the flame is strong enough when it has developed during at least τker = tcc + τdiff which
represents the time to reach equilibrium (i.e. non super adiabatic temperature). This
leads to the definition of an "overlayer distance" rQ = (U.n)τker and a second condition
which reads:
rQ ≥ δ > δQ & U.n > 0 (5.13)
• At last, if:
δ > rQ (5.14)
Note that criterion 4 is validated independently of other criteria.
Criterion 5: Upstream flame propagation
The turbulent flame created in step 5 must propagate upstream and ignite the complete
chamber. This last step is a complex issue probably requiring full LES of ignition sequences
(something we do not want to perform to use the present model) or Lagrangian simulations
of the kernel trajectory (see for ex [45]). To construct a criterion based only on instantaneous
snapshots, criterion 5 in I-crit-LES considers a simpler condition, stating that the flame velocity
must allow the front to propagate upstream: the turbulent flame speed ST must be larger than
the local flow mean velocity U vector along the burner axis ninj:
U.ninj − ST ≤ 0 (5.15)
where ST ≈ S∗L(Φ) + u′ is the turbulent flame speed [158, 159], u′ being the turbulent velocity
fluctuation. The laminar flame speed S∗L(φ) being applied to two-phase flow flames is corrected












All five criteria are necessary for ignition and are combined in an ignition index Iign =
C1×C2×C3×C4×C5, where Ci takes the value 1 if criterion i is verified and 0 otherwise. At this
stage, the ignition index is applied to one flow snapshot and is a deterministic quantity which
can take only 0 or 1 values. The input values of the model given by the user are summarized
in Table 5.2.2, the other ones being directly extracted from the cold LES snapshot. Typical
evolutions of the index Iign are shown in Figs. 5.6 & 5.7.
Stoechiometric coefficient (used in C1) s
Lean flammability limit (used in C1) Φl
Rich flammability limit (used in C1) Φr
Activation temperature (used in C2) Ta
Spark energy deposit (used in C2) Edep
Spark diameter (used in C2/C3) dk
Adiabatic flame temperature (used in C2/C3) Tadia
Laminar flame thickness (used in C4) δ0L
Laminar flame speed (used in C5) S0L
Mean flow orientation (used in C5) ninj
Table 5.1: User input values for the model I-crit-LES
Criterion 1 for example (flammability, Fig. 5.6a) does not depend on droplet diameter or
the spark energy deposit. Criterion 2 (first kernel creation) depends on the droplet diameter
and spark energy but the liquid volume fraction has almost no influence. The growth of the
flame kernel (Criterion 3 Fig. 5.6c) is controlled essentially by the droplet diameter. Finally,
the global index can take complex dependances (Fig. 5.6d) when it is plotted versus droplet
diameter, spark energy and fuel liquid mass fraction.
Sensitivity to pressure, initial gas temperature and droplet diameter
(a) Criterion 1: flammability limits (b) Criterion 2: kernel ignition
(c) Criterion 3: kernel growth (d) Ignition index Iign
Figure 5.6: Isosurfaces of limits of validity of ignition criteria and the full index function of the
liquid volume fraction, the droplet diameter and the energy deposit (White = success, i.e. = 1
/ dark = failure, i.e. = 0).
The first three criteria, C1 to C3 are local and it is interesting to study their sensitivity to
pressure P , initial gas temperature T∞ and droplet diameter dl spaces, or equivalently to the
burner operating conditions prior to the ignition phase. For the exercise, the fuel used is the
kerosene surrogate defined by Luche [168]. The energy deposit Edep = 50mJ and the liquid
volume fraction αl = 3.10−4 are fixed; P ranges from 104 to 5. 106 Pa, T∞ from 250 to 500 K
and dl from 10−6 to 10−4 m. To first order, Fig. 5.7 shows that ignition is more difficult at high
pressure: almost all criteria become 0 when pressure is higher than 30 bars. The maximum
pressure at which ignition becomes impossible will be called Pil and isosurfaces of Pil versus
gas temperature and initial droplet diameter correspond to the transition of light to dark zones
in Fig. 5.7. For criterion 1 (flammability limits), Pil varies mainly with temperature: higher
initial temperatures lead to easier ignition and higher values of Pil. The second criterion (kernel
ignition) is even more sensitive to temperature (Fig. 5.7b) but the third one (kernel propagation
in Fig. 5.7c) leads to a limit pressure Pil depending mainly on the droplet diameter. Finally, the
resulting surface for Pil obtained from the combination of criterion 1 to 3 leads to the complex
shape of Fig. 5.7d.
5.2.3 Ignition probability
The ignition scenario and criteria described above (sections 5.2.1 and 5.2.2) are developed in a
fully deterministic framework: that is for one given flow solution, the model predicts if ignition
will be successfull or fail with a 0 or 1 ignition index. However exact conditions (temperature
and composition of the liquid and gas phase) at the location and moment of ignition fluctuate
due to turbulence which clearly affects the success of the ignition sequence.
Figure 4.4 is obtained through expensive LES and justifies the development of the present
model: it would be much too expensive to perform series of ignition sequences with LES at each
igniter location to obtain ignition probabilities. As described by Mastorakos [37], a probabilistic
model is a better suited and to meet this requierement the I-crit-LES needs to be applied to
a series of instantaneous non-reacting LES snapshots (which is unique and much faster) to
evaluate the ignition probability without actually simulating the time dependent ignition series
of events. In this approach, each instantaneous LES solution is viewed as one flow realisation,
the finite set of instantaneous fields being used as a statistical ensemble of samples representative
of the turbulent field. This requires that the solutions be taken after statistical convergence of
the LES unsteady flow. Applying criteria C1 to C5 to a series of N realisations (instantaneous







The N realisations used are chosen to provide a sample of the "signal" according to the signal
processing theorem of Shannon. Hence, the discretization chosen will determine the smallest
resolved structure and may be adapted according to the desired accuracy. This statistical es-
timate is a three-dimensional field giving the probability of completion of all ignition steps at
each location in the burner, and varies from 0 to 1 (by construction). Using the same defini-
tion, one can also build an individual probability which is specific to one criterion replacing
Iign(tk) by Ci(tk), and showing how a potential step of the ignition will behave. If we suppose
statistical independence of the criteria C1 to C5 one can write p(Iign) =
∏5
i=1 p(Ci), where the
(a) Criterion 1: flammability limits (b) Criterion 2: kernel ignition
(c) Criterion 3: kernel growth (d) Ignition index
Figure 5.7: Isosurfaces of limits of validity of ignition criteria and the global index as functions
of the pressure, the initial gas temperature and the droplets size (White = success, i.e. = 1
/ dark = failure, i.e. = 0). The spark energy is 50 mJ and the initial fuel volume fraction is
αl = 3.10
−4
probabilities p(Ci) are individually built following Eq. (5.17). Tests (not presented here) show
that these two definitions of p(Iign) do not provide exactly the same results. Hence, criteria C1
to C5 are not statistically independent, especially C2 and C3 (the amount of the energy deposit
will directly influence the size of the kernel at the beginning of phase 3, Fig. 5.8) and the first
definition of the probability is used, Eq. (5.17).
The present approach also allows to identify the potential causes of failure when the ignition
probability, p(Iign), is lower than 0.5, identifying the limiting criterion as the criterion with
the lowest probability p(Ci). The same analysis may be conducted on only one instantaneous
solution, identifying the cause of failure by the first criterion for which Ci = 0 given the LES
initial flow state. In this case the analysis is fully deterministic.
5.2.4 Validation of the ignition scenario for I-crit-LES negliging in-
teraction with turbulence(phase 1 to 3)
Prior to the application of the provided strategy to real geometry (chapter 6), one-dimensional
simulations were performed to study the sensitivity of the evolution of the two-phase mixture
(Fig. 5.8) to the input parameter Edep and the associated criterion (Fig. 5.10). For this purpose,
a simple 1D DNS where a two-phase mixture of air and kerosene (only liquid initialy and


























edepdV is the total amount of energy transferred by the
spark to the gas, σx and σt are parameters that control the size and duration of the source term,
x0 and t0 are the space and time coordinates of the deposit. Initial conditions are P = 1atm
with a temperature of 300K for both phases. The liquid phase is described by a monodispersed
Eulerian formalism and the evaporation model is based on the Spalding description (see details
in Part I). The droplets size is 60µm and the liquid mass fraction 10−4. The spark characteristics
are: σx = 0.5mm and σt = 8.2µs. The liquid fuel is kerosene (surrogate and chemical kinetic
scheme from Franzelli and Riber (2010) [140].
The temporal evolution of the droplet (dashed line) and gas (solid line) temperatures are shown
in Fig. 5.8. In a first phase (t ≤ td), the gas temperature increases sharply, under the effect of
the energy deposition. Then in a second phase (td ≤ t ≤ tcc), heating of the droplets starts,
while the gas cools down. After some time, the droplets reach their equilibrium temperature
Tcc, while the combustion reactions, activated by the hot gas temperature, start to release heat,
resulting in a fast increase of the gas temperature and a second temperature peak at 0.4ms,
corresponding to the creation of a first flame kernel.
This preliminary unsteady DNS confirmes the scenario as postulated in the I-crit-LES se-
quencing and for the case under study. To further confirm the hypothesis introduced in I-crit-
LES, other conditions were tested.
As illustrated on Fig. 5.9, if during the spark, the gas temperature does not rise enough,
the gas may be cooled too strongly by heat diffusion, and the fuel evaporation becomes too
small: reactions can not start and ignition fails (dashed-dotted lines in Fig. 5.9 ). A series of
ignition simulations were performed for the parametric study of the droplet size dl and of the
Figure 5.8: Ignition of a homogeneous droplet cloud (Edep = 4.3mJ).
Figure 5.9: Comparison of the temporal evolution of maximum gas temperature between suc-
cessful (1) and failed (2) ignition.
energy of the spark Edep, keeping all other parameters unchanged. The resulting ignition map
is compared to criterion 2 in Fig. 5.10, showing that criterion 2 correctly predicts ignition limits
for the presented test cases.
Figure 5.10: Minimal energy as a function of droplet diameter dl for a stoechiometric mixture.
1 and 2 refer to Fig. 5.9.
5.2.5 The evolution of the I-crit-LES methodology
Recent purely gaseous experiments lead at CORIA within the KIAI project1, have provided
very precise ignition probability maps. Analysing the data and according to experimentator
comments, a potential important mechanism in the swirler near field is the flame strength/stress
competition which may lead to the extinction of the kernel. To specifically address this mech-
anism, a new criterion (numbered 6) is computed by first evaluating the stress tensor and then




|σmax − σmin| (5.19)
where σmax and σmin are respectively the maximum and minimum eigenvalues of the filtered
stress tensor. Hence, if we note τlimit the extinction stress limit, criterion 6 is valid if:
1
2
|σmax − σmin| < τlimit (5.20)
The limitations of this criterion come from the high difficulty to get an accurate evaluation
of τlimit for a wide range of conditions. Indeed, it may depend on the fuel, the equivalence
ratio, the pressure and the level of turbulence. An approximation of its value is based on the
correlation given by G.L.Pellett et al. in [153] for laminar flows, which has been evaluated from
1Knowledge for Ignition, Acoustics and Instabilities; Seventh framework programme.
a polynomial regression of the available database. Among the fuel used one finds methane,
n-heptane or kerosene. In order to deal with turbulence, an ad hoc. coefficient K is added
ahead to rescale the correlation:
τlimit = K ∗ 0.10136 ∗ S1.867l (5.21)
where Sl is the local laminar flame speed in cm/s; K is of the order of 200. Of course a
proper study of this coefficient, especially the local turbulence level, would be of interest but
has not been done in this work, the main sensitivity of the correlation being contained in the
power coefficient of Sl.
The different criteria used in I-crit-LES V2 to model the full ignition of a sector burner, are:
C1: The fuel distribution must guarantee a flammable mixture.
C2: The discharge energy must be sufficient to create a first hot gas kernel.
C3: The local conditions (vaporisation time versus diffusion time) must allow the kernel to
increase.
C4: The flame must not be quenched near walls.
C5: The flame speed must be larger than the local flow speed to allow the flame to propagate
upwards.
C6: The local stress experienced by the kernel must be low enough to avoid aerodynamic
quenching.
5.3 Conclusion
Following the conclusions of part II and according to the previous studies about ignition, a
new methodology to evaluate ignition probability has been designed. It uses analytical criteria
based on data from non reacting unsteady two-phase flows computed with LES. The list of
six criteria is defined according to the phenomena observed through previous simulations (cf.
part II). To get analytical formulations for these criteria, several assumptions have been done
(locality and independence) and require validations. In the next chapter, a set of configurations
with available data of ignition probability is adressed for the validation of I-crit-LES against
measurements and limitations are discussed. Note that these configurations have been chosen





In this chapter we present the main configurations that have been used to validate and illus-
trate the methodology proposed behind I-crit-LES. The first test uses a purely gaseous device,
which burns methane. Although I-crit-LES has been designed for two-phase flow configurations,
it can easily degenerate to purely gaseous flows. This specific test will underline the need for an
additional criterion taking into account strain to recover the ignition probability map. It also
emphasises the difficulty of handling history and trajectory effects of the initial flame kernel.
The second test is a burner from Cambridge University, for which detailed ignition probability
maps have been obtained allowing close comparison [144].
The last configuration tested, the MERCATO bench, has been described earlier (chapter 3).
This is a classical configuration used to test two-phase flow ignition with kerosene. The lack
of detailed ignition probability map is here clear although campaigns have indicated regions
of high probability of ignition from regions of low probability of ignition. Despite needs for
improvement, the methodology has also been applied to industrial burners to illustrate its
capacity of prediction.
6.1 The KIAI configuration
6.1.1 Description of the burner
The KIAI burner corresponds to an academic methane/air single-burner targeting ignition
phenomena as appearing in real gas turbine engines. This configuration has been studied by
CORIA providing experimental data for velocity and ignition probability. It corresponds to
a swirl experimental burner operating at premixed conditions with a mean equivalence ratio
of 0.75 and composed of the following four components, Fig. 6.1. The plenum: its purpose is
to smooth down the premixed flow before entering the injection system. The swirler injection
system is composed of two admissions, a tube in the center, which is surrounded by a radial
swirler. This one consists of 18 radial vanes at a swirl angle of 45o. The combustion chamber
has a squared cross section, assuring a symmetric flow field, linked to a convergent exhaust.
During the cold flow simulations, temperature is fixed at T = 298 K and the pressure in the
combustion chamber is at ambient pressure P = 101325 Pa. For the ignition, a laser providing
20 mJ to the gas is used. Prior to the application of I-crit-LES, LES of the cold flow is produced.
6.1.2 Validation of the cold LES against measurements (Results from
D. Barré).
Boundary conditions in simulations are of characteristic type (NSCBC [169]) for inlets and
outlet, respectively defined by imposing the volumetric mass flow rates and the pressure. The
wall boundary conditions are defined to match the experimental PIV measurements, by using
a wall model on each wall except central injection walls and the crown which surrounds it
(where a slip condition was used because of numerical issues at the corners). A Taylor-Galerkin
[170] weighted residual central distributions scheme is used for the numerical integration. The
Smagorinsky model is used as subgrid scale model. The mesh contains about 4 million cells.
Figure 6.1: Geometry of the KIAI burner.
Figure 6.2: Mean axial velocity field in the x = 0 plane (black line denotes 0 m/s)
In Fig. 6.2, recirculation zones represented by black isolines are small. The CTRZ is narrow and
short, and the CRZ appears only very close to the walls; this could imply difficulties to anchor
the flame during the ignition phase if the fluctuation are too small. The comparison between
the PIV and the LES velocity profiles is presented in Fig. 6.3 and Fig. 6.4. Figure 6.3 a) shows
very good agreement for all abscissa even if the maximum value is slightly overestimated. The
RMS (Fig. 6.3 b) ) are overestimated by the LES at the jet entry, however the magnitude and
the shape are correct.
Figure 6.4, for the tangential component, confirms the preliminary findings. An additional
feature is visible on the RMS profile at z = 0.25D for the LES, where an additional pairs of
peaks is observed (Fig. 6.4b) ). The peaks close to the axis are generated by the shear in the
central jet. In the experiments this has been smoothed out earlier and hence not visible at
z = 0.25D. From these results, the LES of the cold flow is validated and can be used to test
(a) Mean axial velocity
(b) RMS axial velocity
Figure 6.3: Axial velocity profiles of the cold flow
the ability of the methodology I-crit-LES to predict ignition probability of a purely gaseous
mixture.
(a) Mean tangential velocity
(b) RMS tangential velocity
Figure 6.4: Tangential velocity profiles of the cold flow
6.1.3 Application of I-crit-LES and confrontations
The I-crit-LES methodology is applied to the KIAI burner and directly confronted to exper-
imental findings obtained from a series of ignition tests. Experimentally 75 positions of the
ignitor were tested, 25 times for each one to get reasonable statistics, cf Fig. 6.5 c). For the
prediction of ignition probability by use of I-crit-LES the amount of energy set as input for the
model is 20 mJ (note that in the case of a perfectly premixed methane/air flow, the theoritical
MIE is very low, less than 1 mJ), an ignition index is built taking 90 instantaneous solutions
of a cold flow simulation. A confrontation of the I-crit-LES V1 and V2 (with the additional
criterion) estimations are given on Fig. 6.5 a) and b) and directly compared to the experimental
findings, Fig. 6.5 c).
In this configuration, the interpretation of I-crit-LES and the respective contributions can be
greatly simplified. Indeed, since the flow is perfectly premixed and injected at an equivalence
ratio of 0.75, the criterion about flamability limits, C1, is validated everywhere. Second, the
fuel being gaseous the criterion which compares evaporation to diffusion, C3, does not make
sense. Similarly, with purely gaseous fuel, the MIE is very low and the criterion C2 is validated
too. Finally, since there is no jet impact on walls, the low probability area of the flame to be
submitted to wall quenching is limited to a very thin layer. As a consequence, the ignition is
only driven by aerodynamic considerations, i.e. C5 and C6.
If we look at the predictions of the improved I-crit-LES, Fig. 6.5 b), the triangle shape of the
low probability is recovered in terms of level and extension. However, the estimated map still
exhibits low probabilities in the high speed regions, i.e. swirled jet expansion. C6 alone, Fig. 6.5
d) seems to define with a very good accuracy the ignition probability map from experiments at
the jet exit, Fig. 6.5 c). In the case of a purely gaseous mixture, the limit of the extinction stress
plays a major role in the success/failure of ignition compared to the propagation criterion, C5.
In addition to these remarks, the difficulty of properly evaluating the flame propagation (C5)
is evidenced by the results (not shown here but corresponding to Fig. 6.5 a)). Indeed, C5 tries
to predict if the kernel will be convected to the exit or anchor the flame close to the injection.
But this effect is highly linked to the size of the recirculation zones, as well as to the geometry
or flow history which are difficult to evaluate from local quantities as proposed with I-crit-LES.
This case highlights that even if a stable premixed flame is very difficult to extinguish (mainly
because flame holes can recover from other parts of the flame still burning), aerodynamic effects
such as stretch can prevail in the case of their ignition process.
6.2 The Cambridge burner configuration
6.2.1 Description of the burner
The experimental apparatus consists of a duct (350 mm long) bringing the air through an
axial swirler (swirl vanes at 60 degrees with respect to the flow axis) up to the combustion
chamber [144]. The connecting section to the combustion chamber is annular of inner diameter
of 25 mm and outer diameter of 35 mm. The cylindrical chamber is 70 mm wide and 80 mm
long. Pictures of the burner are presented in Fig. 6.6. Because of the compacity of the device,
n-heptane has been chosen as fuel. Indeed it evaporates very quickly at atmospheric conditions
and hence limits the mass of liquid reaching the end of the combustion chamber. In this case,
the mixture experiences evaporation, mixing and burning within the limits of the apparatus,
which is of interest.
(a) I-crit-LES V1(here, equivalent to C5). (b) I-crit-LES V2 (=V1 + C6).
(c) Experimental results. (d) Criterion 6: Stress tensor.
Figure 6.5: Comparison of experimental results with ignition criteria for the ignition operating
point on KIAI.
The simulated case S1 (see the article of T.Marchione et al. [144]) corresponds to n-heptane
combustion at a mean equivalence ratio of 0.90 (liquid+gas). Air and fuel are both injected at
300 K and the mean pressure in the chamber is 1 atm. Mass flow rates of air and n-heptane
are respectively 0.42 kg/min and 0.025 kg/min.
Figure 6.7 presents parts of the geometry which play a major role in the flow topology. Note
that the liquid injection has been redrawn to fit the FIM-UR conditions [123] and ease LES: it
has been enlarged to have enough cells to discretize the hollow cone and associated gradients
of liquid volume fraction αL. The mesh contains about 3 million cells with a minimal cell size
of 0.2 mm close to the liquid injection point (see Fig. 6.7 b) ).
(a) The cylindrical duct bringing the air up to the
chamber, the bottom chamber plate and the axial
swiler.
(b) The (a) parts mounted.
(c) View of the bottom chamber. (d) Zoom on the bottom chamber. The swirler is vis-
ible through the annular slit.
Figure 6.6: Pictures of the burner (courtesy of Cambridge University, Pr. Mastorakos).
This simulation uses the sub-grid scale model WALE [171] along with no-slip walls. Charac-
teristic boundary conditions NSCBC [169] are used for inlet and outlet sections. A monodisperse
Eulerian model has been applied to represent the dispersed phase [121]. The numerical scheme
PSI has been used in order to limit the artificial viscosity for the liquid phase [108, 124]. In the
experiments, the ignitor is a spark delivering 200 mJ of energy. According to the experimen-
tators, the energy released to the gas is about 60 mJ , which is the value used for I-crit-LES
predictions. The size of the energy deposit used by I-crit-LES is the same than the one of the
experiments, 2 mm.
(a) Vanes of the axial swirler with their
caracteristic helix shape
(b) Axial cut of the mesh along the fuel injection axis
Figure 6.7: Geometry and mesh of the LES
6.2.2 Validation of the cold LES against mesurements
Figure 6.8 presents the velocity profiles of the cold flow with liquid injection. Numerical pre-
dictions match quite well experimental findings even if there are some discrepancies for the
maximum value for both axial and orthoradial components. In the LES, the peaks are sharper.
According to the experimentators, the comparison would benefit of better resolution measure-
ments (2 mm in our case), however the limitations of the LES modeling are clearly part of these
discrepancies. Being aware of these limitations, the cold LES is used to extract flow realisations
for the I-crit-LES methodology.
6.2.3 Application and results of I-crit-LES V1
The I-crit-LES model of section 5.2.1 was applied to the bluff body burner from Cambridge
and compared to ignition probability maps obtained by [144]. The results are displayed in
Fig. 6.9. The poor probability of ignition close to the liquid injection along the axis and for
radial positions above 13 mm are recovered. However, the central zone of low probability
is larger with I-crit-LES. If we look at the equivalence ratio fields, Fig. 6.10 underlines the
high diffusion of the fuel in the transverse direction in the LES. The very high volatility of
the n-heptane fuel at 300 K and the difficulty of the numerical scheme to handle such strong
(a) Axial velocity at 5 and 10mm (b) Axial velocity at 30mm
(c) Orthoradial velocity at 5 and 10mm (d) Orthoradial velocity at 30mm
Figure 6.8: Velocity profiles of the cold flow. Lines represent the LES. Lines + symbols represent
the experiments.
gradients inherent to the Eulerien modelisation of the dispersed phase can explain this excess
of diffusion. The net result of this numerical artefact is the change of the chamber carburation
and hence the evaluation of the criterion 1 which becomes the most restrictive in this zone. For
radial positions above 15 mm, the probability measured is zero up to an axial position of 20
mm. I-crit-LES does not predict such a long zero probability zone. This low probability zone
predicted by I-crit-LES is dominated by criterion 5 which is linked to the local axial velocity.
Hence, because the velocity profiles compared in section 6.2.2 are similar, the difference comes
from an other phenomena not captured by the criteria. For axial positions over 35mm the
ignition probability measured in the experiments drops to zero while it keeps very high values
with I-crit-LES. According to the autors, this is due to high velocities leading to a blow out.
The velocity fields being the same between experiments and LES, criterion 5 would capture
this. So this is another limit of this version of I-crit-LES which will be improved in the V 2
(section 5.2.5).
(a) Experimental mesurements (courtesy of Cam-
bridge University, Pr. Mastorakos).
(b) I-crit-LES V1 predictions
Figure 6.9: Ignition probability maps
(a) Experimental mesurements (courtesy of Cam-
bridge University, Pr. Mastorakos).
(b) LES results
Figure 6.10: Comparison of the carburations XP vs LES
6.2.4 Evolutions of the results with I-crit-LES V2
In Figure 6.9, it has been shown that I-crit-LES fails to catch the suddent drop in ignition
probability above an axial position of 35 mm, even if it exibits a correct behaviour upstream.
According to the experimentators, this may be due to a blown out kernel to the exit.
The results obtained with the new version detailed in section 5.2.5 and shown in Fig. 6.11
underline the ability of the new method to capture the probability drop above a certain axial
position, here 25 mm. It seems that even if the exact axial position is not fully recovered,
the corrections are able to give the right shape of the non-zero probability. This addition also
confirms the blow out which has been noticed in the experiments.
(a) Experimental mesurements (courtesy of Cam-
bridge University, Pr. Mastorakos).
(b) I-crit-LES V2 predictions
Figure 6.11: Comparison of ignition probability maps
Figure 6.12 presents the two discriminating criteria in this configuration. According to these
fields, it appears that the drop of probability position is not due to a convection of the kernel
downstream (i.e. C5 = 0) but to a ripping of the flame sheet because of a too high strain.
Since it is quite challenging to evaluate the correct limiting extinction strain of a flame, more
accurate estimates should be tested and could explain the difference in the prediction of the
upper axial position of a non-zero probability. Here, the evaluation of criterion 6 could be
improved or confirmed in two ways. First, improving the carburation of the chamber, i.e. the
equivalence ratio map and second by improving the correlation used to evaluate the extinction
limit for the strain.
6.3 The MERCATO configuration
6.3.1 Application and results of I-crit-LES V1
The I-crit-LES model (5.2.1) is now applied to the MERCATO configuration described in
chapter 3. Prior to the comparison of true ignition probability (i.e. computed with several
snapshots), the first test is to check if I-crit-LES is able to match the success/failure of individual
(a) Criterion 5: Blowing (b) Criterion 6: Extinction stress
Figure 6.12: Relevant criteria maps on the Cambridge configuration
deterministic ignition sequences as presented in section 4.2 (11 individual tests). For each test,
only one LES solution is used (the one at the corresponding t0), yielding binary values: 0 or
1. The results are shown on Fig. 6.13. The methodology predicts no ignition for t0 = 459.75
ms and 460 ms, almost no ignition for t0 = 459.25 ms and 460.5 ms but with favorable zones
for ignition very close to the spark, and ignition for the other instants (especially for t0 = 464
ms). These observations are in very good agreement with the previous ignition sequences
performed directly by LES. Like in Fig. 4.4, failure of ignition at time 459.75 ms and 460 ms
are predicted as well as the sharp ignition at time 464 ms. I-crit-LES does not predict late
ignition phenomena (t0 = 459.25 ms and 460.5 ms), as this involves convection of the kernel
(i.e. trajectory computations) which are very expensive and can not be captured simply by
analytical models.
The main purpose of this index being to provide statistics about ignition, the strategy is
ganged against experimental data. In the experiments [7], several positions of the ignitor were
tested (along z = 26 mm and z = 56 mm). Since a few sparks have been done for each position
along the two test lines 1, an accurate probability cannot be given and only qualitative results
are presented from these measurements (never ignite vs may ignite). However, in order to get a
quantitative reference, a point, at 56 mm from the bottom chamber and 57 mm from the axis
of the burner has been widely measured. The ignition probability was then calculated from
the recording of success/failure of ignition. A direct comparison with the present model is thus
possible.
1This is due to difficulties to clean the combustion chamber walls after each tests. Indeed, liquid kerosene
flows along the windows and has to be cleaned to get the same conditions for each test.
(a) t0 = 464ms∗∗∗, plane x = 0 (b) t0 = 459.25ms∗ (c) t0 = 459.75ms−
(d) t0 = 460ms− (e) t0 = 460.5ms∗ (f) t0 = 461ms∗∗
(g) t0 = 461.5ms∗∗ (h) t0 = 462ms∗∗ (i) t0 = 462.5ms∗∗
(j) t0 = 463ms∗∗∗ (k) t0 = 463.5ms∗∗∗ (l) t0 = 464ms∗∗∗
Figure 6.13: I-CRIT-LES applied to single snapshots for the same times as in section 4.2.
White: I-CRIT-LES=1 (ignition) ; Black: I-CRIT-LES=0 (no ignition). Reminder of Fig. 4.5:
circle denotes spark location. The following superscripts denote sequences that yield −: failed
ignition ; *:late ignition ; **: successful ignition ; ***: sharp ignition.
To obtain ignition probabilities, the ignition index is built taking 200 independent instan-
taneous LES solutions (issued from TTGC simulations) over a total time of 20 ms. The
parameters used for I-crit-LES are Edep = 100 mJ (same order than in the experiements) and
(a) Criterion 1: Flamability limits (b) Criterion 4: Wall quenching
(c) Criterion 5: Blowing
Figure 6.14: Criteria in the x = 0 plane (criteria 2 and 3 being valid in the whole combustor
are not presented). Black cross: spark location for ignition sequences simulations. Edep = 100
mJ
dk = 8 mm (this is determined to avoid temperature exceeding 5000 K during the deposit)
. Figure 6.14 presents the leading criteria of the approach and as obtained when applied to
the MERCATO configuration (i.e. not equal to one in the whole chamber). According to the
map of αl (Fig. 4.1 b) ), the areas of low value for C1 (flammability limits) are located close
to the liquid injection (too rich mixture) and in the upstream part of the CTRZ where there is
no fuel accumulation. Because of the low velocity oriented toward the walls in the combustion
chamber, values of C4 (wall quenching) remain very low confirming that wall quenching is not
a main issue in this configuration. The contours of C5 (flame blowing) are almost delimited
by those of the recirculation zone, although the borders are smooth in high shear zones where
fluctuations are important.
The ignition probability map issued by I-crit-LES (shown in Fig. 6.15) is qualitatively in
good agreement with experimental findings, indicated with the black and white arrows in the
figure, except in the CTRZ (along z = 56mm) where the estimated probability is quite high
Figure 6.15: Global ignition index in the x = 0 plane given by I-crit-LES (V1) for Edep = 100
mJ . Dark zones correspond to low ignition probability (white isoline for Pign = 0.33). Arrows
report experimental tests (white means ignitions have been observed, black means no ignition
observed)
(i.e. gray) while no ignition could be obtained experimentally. This is however explained by
the fact that the laser ignitor used in the experiment could not be focused at the center of
the domain due to the presence of the spray and its diffraction effect on the laser beam 2.
Now looking at the position of the dark cross (56 mm from the bottom chamber and 57 mm
from the axis of the burner, Figs. 6.14 and 6.15), the experiment gives a probability of about
30% (one of the highest for the positions tested) compared to I-crit-LES which gives about
90%. In the following section, the addition of the criterion based on stress, i.e. I-crit-LES V2,
is tested to evaluate its potential benefits to some lack of prediction with the original version V1.
6.3.2 Evolutions of the results with I-crit-LES V2
The results of the I-crit-LES V2 approach are displayed on Figs. 6.16 and 6.17. Compared to
the original version of the approach, Fig. 6.15, the quantitative estimate (dark cross position)
is clearly improved: 40% against 90%.
On Figure 6.16, the relevant criteria of version 2 (5.2.5) are presented for the median axial
plane (x = 0). Since criteria 4 and 5 are not modified from the initial version the fields remain
identical. Criteria 2 and 3 are still not discriminatory. The contribution of C6 (stress limit) is
here quite important. Globally it decreases the ignition probability in the whole chamber and
appears to be not spatially discriminating, except in very lean areas. As expected, the area
2confirmed by the experiments
where the criterion is zero is the upstream part of the CTRZ where shear is maximum.
(a) Criterion 1: Flamability limits (b) Criterion 4: Wall quenching
(c) Criterion 5: Blowing (d) Criterion 6: Extinction stress
Figure 6.16: Criteria in the x = 0 plane. Black cross: spark location for ignition sequences
simulations. Edep = 100 mJ
The addition of C6 (see Fig. 6.17) provides predictions in good agreement with the exper-
imental measurements along with a slight improvement in the region of the liquid injection
axis. However, it is difficult to conclude since according to experimentators they cannot focus
accurately the laser beam in this region.
In order to better understand the cause of ignition failure, the local limiting criterion is
displayed in Fig. 6.18. The values ranging from 1 to 6 for the improved I-crit-LES correspond
to the criterion with the lowest probability (over all realisations). The value 7 indicates that
all criteria are validated and ignition is highly probable (more than 0.5).
Figure 6.18 provides an identification of the mechanism leading to failed ignition: dark re-
gions correspond to a failure of criterion 1, i.e. flammability limits. The first dark zone is at
the fuel injector nozzle, where droplets accumulate because of the recirculation zone just down-
stream yielding a mixture that is too rich. The second dark zone corresponds to the upstream
Figure 6.17: Global ignition index in the x = 0 plane given by I-crit-LES (V2) for Edep = 100
mJ . Dark zones correspond to low ignition probability (white isoline for Pign = 0.33). Arrows
report experimental tests (white means ignitions have been observed, black means no ignition
observed)
Figure 6.18: Limiting criterion in the x = 0 plane. Black cross: spark location for ignition
sequences simulations. Edep = 100 mJ
part of the CTRZ where there is no fuel accumulation. Criterion 2 is always fulfilled, meaning
that the energy deposit is always sufficient in this case. Similarly, the volume of hot gases
produced by the initial energy deposit is large enough to sustain combustion and criterion 3 is
alway fulfilled. Criterion 4 applies only in a thin zone near the wall (as expected). Criterion 5,
in light gray, is limiting in zones of strong axial velocity: in the shear zone around the central
recirculation where the turbulent flame speed is not sufficient to propagate the flame in the up-
stream direction. Finally, the velocity gradients inside and around the CTRZ imply restrictions
of the ignition probability in these zones. Because of the high shear between the main flow
expansion and the CRZ, the effect of criterion 6 is also dominating around the high speed zones.
An alternative use of the ignition index is to determine the Minimum Ignition Energy (MIE)
to be provided for successfull ignition: this point is reached when criterion 2 becomes the most
restrictive. Since the kernel diameter dk depends on the energy deposited, criterion 3 is also
affected and can decrease dramatically in some regions. For this operating point, it was found
that a minimal energy of about 20 mJ was necessary to have relatively large area (about few
dk large) of non zero probability to ignite the chamber (the experimental tests were done with
an energy from 60 to 212 mJ, its purpose was not to evaluate the MIE) .
6.4 Applications of I-crit-LES to realistic geometries
CONFIDENTIAL INDUSTRY
6.5 Conclusion of part III
The computations of ignition sequences with LES in part II have proven a great potential
contribution to the knwoledge of the ignition phenomena. However, due to the stochastic
characteristic of ignition, only probabilities are practical for industrial applications. Building
ignition probability means computing hundreds of LES and brings the CPU cost to unreason-
able values.
A new methodology, called I-crit-LES, to evaluate ignition probability has thus been designed.
It uses analytical criteria based on data from non reacting unsteady two-phase flows computed
with LES. According to the phenomena observed through previous simulations (cf. part II),
six criteria are defined to model the full ignition of a sector burner and reads:
• C1: The fuel distribution must guarantee a flammable mixture.
• C2: The discharge energy must be sufficient to create a first hot gas kernel.
• C3: The local conditions (vaporisation time versus diffusion time) must allow the kernel
to increase.
• C4: The flame must not be quenched near walls.
• C5: The flame speed must be larger than the local flow speed to allow the flame to
propagate upwards.
• C6: The local stress experienced by the kernel must be low enough to avoid aerodynamic
quenching.
The methology I-crit-LES has been applied to various configurations. The purpose is to
cover a wide range of conditions to test the limits of the model. The overall results are in good
agreement with available experimental data. However, the following limits have been identified
and need some improvements:
1. When the proportion of the liquid phase is low (Cambridge burner) or for purely gaseous
cases (KIAI burner), the extinction limit by strain seems to play a major role. The main
difficulty is to estimate this limit for different fuels (gas or liquid) at different operating
conditions. Very few data is available.
2. The evaluation of the criterion are fully local for the moment. However, during its devel-
opment, the flame kernel may be submitted to relatively large advection and modification
of the local conditions. In some regions it may lead to mispredictions like with the KIAI
burner.
3. Assuming correct carburation of the chamber, the evaluation of the equivalence ratio is
made under the assumption of homogeneous combustion regime, i.e. the liquid is fully
evaporated before reaching the flame. The correct estimation of the equivalence ratio
actually seen by the flame, especially for rich mixture, is challenging and would improve
the quality of the predictions for both C1 (flamability limits) and C6 (extinction strain).
Conclusion and perspectives
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The main objective of this thesis is the study of two-phase flow ignition in realistic combus-
tors. The work detailed here is constructed around one main configuration, the MERCATO
bench installed at ONERA Fauga-Mauzac. The operating point selected has been experimen-
tally defined to perform ignition sequences as well as some stationary flame LES assessments.
The velocity components for both phases has been measured using LDA (gas phase) and PDA
(liquid phase). For the non reacting case, the lack of data at the actual operating point has
been overcome using autosimilarity correlations giving the correspondence from one operating
point to another. For the reacting case, only data measured at the actual operating point are
valid and used. Euler-Euler non reacting and reacting LES are performed for the MERCATO
configuration and are compared to the experimental data. All this information is capitalized
in this work and has been used to assess current two-phase flow LES capabilities.
Two numerical approaches have been applied first to the non-reacting case showing very
good agreement with the measurements for both phases. However, some descrepancies between
the two numerical strategies have been observed. The difficulty to predict the stagnation point
in front of the liquid injection is also clearly underlined. Since the dispersion of the spray
is linked to its interaction with the PVC, this difficulty can lead to quite large variations in
the carburation of the chamber. Computing correctly the liquid injection seems therefore of
primary importance and numerics as well as modeling (cf. P.Sierra PhD (2012)) play a crucial
role in that region. In the case of TTGC numerical scheme [125] plus artificial viscosity, the
liquid fuel is able to directly reach the CTRZ while with PSI numerical scheme [108] it has to go
around before entering in the CTRZ. Such differences yield two reacting different intantaneous
flame shapes and potential differences in local combustion regimes. However, mean velocity
profiles and flame position remain very similar in terms of mean fields. Further studies of the
reacting case show the complexity of the flame, and especially of the flame type (diffusion or
premixed). Indeed, depending on the flame part, the fuel feeding the flame does not experience
the same level of evaporation and/or mixing. According to these studies, several perpespectives
to improve the simulations arise:
1. Optimize the numerical strategy: optimize the artificial viscosity sensor for TTGC / find
a robust scheme less diffusive than PSI.
2. Improve RUM closure models (see E.Masi (2010) or P.Sierra (2012) theses)
3. Improve evaporation models (see P.Sierra (2012) thesis)
4. Improve the spray dispersion using locally polydisperse description (Eulerian [172, 139]
or Lagrangian [78, 79])
Statistically stationary flow regimes being validated, the transient phenomena of ignition is
studied next. With the use of the ED model [151], numerical energy deposit is performed to
mimic forced ignition. It is shown that the ignition process is highly dependent on the initial
flow conditions. This implies that at identical mean operating conditions and with identical
ignition device, the ignition depends on the spark location and on the spark time. The high vari-
ability of the obtained behaviours for 11 distinct transient LES leads to an unreasonable CPU
cost to evaluate ignition of a realistic combustor although of interest to the scientific community.
To predict ignition probability a framework is proposed and exploits non reacting Euler-
Euler LES. To do so, the ignition process of one burner is described through several steps.
Then these steps are modeled with analytical criteria. Six criteria have been proposed, and the
global methodology resulting in the prediction of an ignition probability is called I-crit-LES.
The results are first validated against mono dimensionnal DNS. Then the methology is applied
to complex geometries. The purpose is to cover a large range of conditions to test the limits of
the model. First, a purely gaseous and perfectly premixed configuration is used (KIAI burner).
It allows to evaluate the basis of the modelisation through a gaseous configuration. Second, a
configuration with a light liquid fuel is computed (Cambridge burner). One of the challenges
of this bench is the stiffness of the fuel because of its strong evaporation at ambient conditions.
Then, the main configuration of this work, the MERCATO bench is used as typical academic
representation of an aeronautical burner.
The overall results display the potential of such a methodology. Indeed, despite the assump-
tions made and the limitations of the numerical models presented in the previous parts, good
agreement is found with available experimental findings. Since, this represents a first attempt
for an application of ignition prediction for the industry, several path for improvement are pro-
posed. Without the additional complexity induced by the liquid phase, is has been noticed that
the extinction, or unfavorable conditions, due to strain plays a major role in low liquid laden
flows. Hence, a correct estimation of this extinction limit is of primary importance. Then, since
the evaluation of the ignition criterion remains local, in some cases it may lead to mispredic-
tions. This evaluation is particularly sensitive in the criteria of convection, C5. Indeed, despite
the pertinence of its definition which evaluate if locally the kernel can move upstream to the
injector, the history effect may be important through large advection and modification of the
local conditions (see A.Neophytou (2010) thesis). Last, the evaluation of the local equivalence
ratio should be improved. It can be done at different levels: first, as seen in chapter 3, the
models used for the cold LES can influence the carburation of the combustion chamber; second,
the equivalence ratio actually seen by the flame, i.e. the combustion regime. This evaluation
is challenging, especially for rich mixture and would improve the quality of the prediction for






Acoustic analysis of two swirlers using
LES
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The work presented in this appendix is part of the european project KIAI 1, more precisely
the work package 5.3.
In comparison with RANS methods, LES shows great improvement concerning CFD unsteady
analysis of non reacting flows in industrial injector systems. Studies establish significant com-
parisons of LES results with experiments [14]. Nonetheless, technological effects such as small
geometrical discrepancies on the same injector system have not been tackled until now. Is LES
able to predict variations of the acoustic spectrum resulting from small variations of geometry?
Two geometries are computed with LES for non reacting flow. Although quite similar, these
geometries are chosen to experimentally show up different acoustic behaviours. The experi-
mental measurements are done by ONERA. Comparisons between the two computations will
be performed and confronted to measurements.
This appendix is organized as followed: first a brief description of the experimental setup is
presented. Second, the two LES are presented, their spectrum are confronted and maps of the
acoustic modes are shown. Third, the eigenmodes of the LES acoustic spectrum are identified
and compared with the experiments using the acoustic solver AVSP. Fourth, detailled compar-
ison between the LES and experimental spectrum is presented. Then brief study about the
influence of the boundary conditions on the results is done.
The studied flow consists in pure air at T = 300K and atmospheric pressure. The mass
flow is 25.9g/s.
A.1 Experimental setup
For both swirlers studied the surrounding geometry is identical, pictures of the experimental
device are displayed in Fig. A.1. The air enters through an inlet pipe of section 7.8 10−3m2
blowing in a cyclindrical plenum of section 5.3 10−2m2 and 380mm long. Then a convergent
bring the air through the swirler and exits in a confinement tube 120mm of diameter and
500mm long. At the exit, the air blows in the room as seen in Fig. A.1.
In order to validate the aerodynamic fields provided by LES, velocity profiles are measured
using LDA. The position of the measurements without the confinement tube are visible in
Fig. A.2. The LDA was not able to get any measurement inside the confinement tube (trans-
parent) due to its thickness. This actual velocity measurements are done 10mm after the end
of the tube when comparing with LES.
The pressure signal is catched by a microphone in a plane 10mm after the end of the
confinement tube. Then the temporal signal is directly processed by a spectral analyser B&K
type 2032. The output being directly the amplitude of the FFT pressure signal. The details of
the recording protocole are presented in Table A.1.
1Knowledge for Ignition, Acoustics and Instabilities
(a) (b)
Figure A.1: Views of the experimental device
Figure A.2: View of the LDA system.
Table A.1: Recording protocole
Recorder B&K type 2032
Measured variable RMS in Volt
Windowing Rectangular
Averaging 1000-5000 spectrum
Calibration dB SPL with Pref = 20.10−6
Recording frequency 25.6kHz
Recording length 250ms
A.2 LES of the selected swirlers
A.2.1 Geometry and LES meshes
The LES domain is displayed in Fig. A.3. At the exit of this tube, a cyclindrical atmosphere
has been drawn. Note that the position of the spectrum probe is in a plane orthogonal to the
device axis and 10mm after the end of the confinement tube. In LES the probe is located at a
radius r = 75mm.
Figure A.3: Geometry of the LES domain
Figure A.4 displays the only difference between the two swirlers. In the geometry A, there
are 26 peripheric holes of 2.5mm diameter, the perforation radius being 18mm. In the geometry
I, there are less peripheric holes (18) but they are bigger (2.85mm) in order to preserve their
total section. Finally the perforation radius is 15mm (closer to the swirler axis).
(a) Swirler A (b) Swirler I
Figure A.4: Comparative view of the simulated swirlers
The geometry computed by the LES are identical to the swirlers used for the experimental
measurements. Because of this, some very small holes (1.5mm of diameter) impose small cells
of typical size 0.35mm. The mesh, Fig. A.5, is fully tetraedra and counts about 4.6 millions
of cells. The air pathes through the swirler are identified in Fig. A.5: one through axial holes,
two through the vanes and one through the peripheric holes.
A.2.2 Numerical parameters
LES use TTGC numerical scheme [125] with the WALE SGS turbulent model [171]. The wall
boundary conditions are adherent with adiabatic condition while the inlet and outlet use the
NSCBC formalism [169]. To save CPU hours, the equivalent species mixture "air" [173] is used.
A.2.3 Flow topology and validation against measurements
The LES mean statistics presented here are done averaging LES variables for 300ms after
statistical convergence. Since, in LES and experiments, the two first moments of aerodynamics
provide the results, only configuration A is presented.
Figure A.6 displays the mean and RMS axial velocity fields. The flow exits the inlet channel
and does not expend that much inside the plenum, then it hits the back of the swirler. A part
of the mass flow goes through the axial holes, the remain mass flow going through the vanes
and the peripheric holes. At the swirler exit, as expected (S = 0.85) recirculation zones appear,
one around the swirler axis so-called CTRZ and the other one in the corner of the wall chamber
Figure A.5: LES mesh. Axial cut
entrance so-called CRZ, Fig. A.6b). Note that the CTRZ lasts up to the atmosphere, Fig. A.6a).
RMS experience high level close to the swirler exit where a PVC takes place, Fig. A.6c-d).
The position of the LDA measurements is displayed in Fig. A.6. Although very low axial ve-
locities encountered at this position, Fig. A.7, LES are in good agreement with the experiments.
The variability of the LDA measurements corresponds to the different angular positions.
In order to improve the comparison between LES and the experiments, the length of the
CRZ has been measured using "painting" colored by coal, Fig. A.8. The end of the CRZ is
identified by the position of a splitting line in the tube. This length is 50mm and matches the
LES findings.
The available data being matched with LES, the acoustic spectrum recorded by the probe will
be compared in the followings sections.
A.2.4 Acoustics spectrum from LES
The convergence of the flow aerodynamics is obtained after about 100ms. Then, in order to
have a spectrum resolution similar to the experiments, the signal is recorded during 300ms
and a square windowing is applied for the signal processing. The amplitude spectrum resulting
from the two configurations, Fig. A.9, are pretty similar. There are two main peaks around
850Hz and 2400Hz and some secondary peaks around 300Hz, 1350Hz, 2000Hz and 2200Hz.
Using 2000 LES snapshots over 200ms (constant spacing of 0.1ms), for the two configu-
rations the DSP amplitude fields have been processed. The DSP amplitude for the two main
(a) Mean axial velocity (b) Mean axial velocity, zoom on swirler
(c) RMS axial velocity (d) RMS axial velocity, zoom on swirler
Figure A.6: Axial velocity fields, axial cut
peaks are displayed in Fig. A.10.
As seen in Fig. A.9, the peak located at 850Hz has a much lower amplitude in the config-
uration I than in A (same scales used). The hydrodynamic noise generated by the swirler is
more visible on the configuration I. However, the mode in the confinement tube has the same
shape for both configurations, corresponding to a longitudinal mode of 3/4 wave length. For
the second peak, there is a small frequency shift between the two configurations: 2350Hz for
I and 2470Hz for A. Their shape are similar and represent a 5/4 longitudinal wave length
mode coupled with the first transverse mode of the confinement tube. One may notice that the
confinement tube has a great impact on the resulting spectrum captured by the probe.
In order to identify the suspected acoustic origine of the different peaks observed in the spec-
trum in Fig. A.9, a study of the acoustic eigenmodes of the geometries is done in the next
section.
Figure A.7: LDA and LES mean axial velocity profiles.
Figure A.8: Experimental measurement of the CRZ length.
A.3 Identification of the eigenmodes in the LES and ex-
perimental spectrum
The acoustic solver AVSP is used to identify the eigenmodes of the two geometries. It solves
linearised Euler equations. In our case, the boundary conditions are supposed very simple
without any complex acoustic impedance. The geometries and meshes used are identical to
LES ones, Fig. A.11. The velocity field used as input for AVSP is an averaged solution obtained
with LES.
Figure A.9: Amplitude of the FFT of the LES signals (linear scale).
Even if the approximations done in the acoustic code may appear limitating (such as the
absence of viscosity for an internal flow), the results presented in Fig. A.12 are in excellent
agreement with the LES findings, the frequency shift is only few Hertz. All the peaks observed
in LES correspond to an acoustic eigenmode of the confinement tube, their proper shape are
displayed in Fig. A.13. For all modes the entrance chamber wall acts as a "ventre" of pressure
fluctuation. The influence of the inlet/outlet boundary conditions do not seem influence these
modes (slight influence of the constant pressure of the atmosphere for 5th longitudinal quarter
wave mode and 5th longitudinal quarter wave mode coupled with the 1st transverse mode).
Results and conclusions for configuration I are identical to configuration A.
It is interested to notice that all the amplified modes, or peaks, in LES are acoustic eigen-
modes of the confinement tube. It may be tricky since the confinement tube is the same for
both geometries. Furthermore, the purpose of the study is to discriminate the two swirlers from
the pressure signal catched by the probe in the atmosphere, Fig. A.3.
(a) Configuration A, 850Hz (b) Configuration I, 850Hz
(c) Configuration A, 2470Hz (d) Configuration I, 2350Hz
Figure A.10: DSP amplitude fields from LES. Axial cut
Figure A.11: Geometry and boundary conditions used for the acoustic computations.
Figure A.12: Identification of the acoustic eigenmodes on the LES and experimental spectrums.
Log scale.
A.4 Detailled comparison of the LES and experimental
spectrum
Now that the parts of the spectrum due to the acoustic modes of the confinement are identified,
i.e. which are identical for the two configurations, the proper comparison of LES with experi-
ment spectrum can be done. For configuration A, Fig. A.14, the LES matches the experiments
very well on the majority of the spectrum. However some differences are visible. For the two
main peaks, at 850Hz and 2400Hz, the amplitude of the LES is quite different from the ex-
periments: 16dB, but the main difference appears for the range of frequency between 400 and
700Hz where the levels remain almost stable from 300 to 850Hz in the experiments while it
drops in LES; the difference being of about 16dB around 500Hz.
For configuration I, Fig. A.15, comments about configuration A are still valid, however the
amplitude gap at 850Hz is much smaller ( ≈ 8dB) while the one at 2400Hz is larger (≈ 22dB).
The level differences in the range of frequency between 400 and 700Hz is similar to configuration
A.
Independently to the differencies observed between LES and the experiments, LES spectrum
are very close, Fig. A.16. From LES, only 2 differences can be noticed. A double peak is visible
on the LES A spectrum around 850Hz while there is a simple (lower) peak for LES I. The
difference in terms of amplitude has been seen previously in Fig. A.10a) and b). The other one
is a slight frequency shift of the second main peak around 2400Hz: 2470Hz for configuration
A and 2350Hz for configuration I.
Now looking at the experimental curves, Fig. A.16, it appears that the main difference is
(a) 1st longitudinal quarter wave mode, 354Hz (b) 3rd longitudinal quarter wave mode, 867Hz
(c) 5th longitudinal quarter wave mode, 1363Hz (d) 5th longitudinal quarter wave mode coupled with
the 1st transverse mode, 2427Hz
Figure A.13: Amplitude fields of the main acoustic eigenmodes (from acoustic solver AVSP).
Axial cut.
located at 600Hz where there is a peak for configuration A and a drop for configuration I. This
highlighs a very different acoustic response of the device at this frequency in the experiments.
Unfortunately, this is also within the range of frequency where LES do not match experiments,
LES A and I being similar elsewhere.
Because of the relative simplicity of the setup (only air, atmospheric pressure, simple ge-
ometry) and of the relatively low frequency range involved (between 400Hz and 700Hz), the
problem may come from a bad definition of the boundary conditions in LES. Then, the influence
of the boundary conditions on the computed spectrum is evaluated in the next section.
A.5 Influence of the boundary conditions
In the LES of the previous sections, the outlet boundary condition has been supposed perfectly
non reflecting. However, since the recording probe is located outside of the confinement tube,
i.e. in the atmosphere part of the mesh, if this assumption is not totally true it may impact
the real acoustic. Furthermore, the experiments being done in a room without specific acoustic
Figure A.14: Configuration A: LES and experimental spectrums. Log scale.
Figure A.15: Configuration I: LES and experimental spectrums. Log scale.
absorbant material, the wall may have reflected a part of the acoustic waves. A first test is to
change the outlet boundary condition and to see its impact on the resulting spectrum. The
non reflecting outlet boundary condition is replaced by a purely reflecting boundary condition
Figure A.16: Comparison of the acoustic spectrum LES and experimental for the two configu-
rations. Log scale.
(a wall), Fig. A.17.
Figure A.17: View of the modified boundary conditions for the reflecting test case.
In spite of the raw characterisation used for the test, the results obtained on LES A are
very interesting, Fig. A.18. The reflections on the outlet bring the amplitude of LES to the
same level than for the experiments in the frequency range of interest (400 − 700Hz). At
the same time, the high frequency (HF) noise remains at the same level for frequencies above
1000Hz. Note that this manipulation also cancelled the high frequency peaks corresponding
to the coupled modes (2000, 2150 and 2400Hz).
Figure A.18: Comparison of the acoustic spectrum for the configuration A.
This brief study has shown that the low frequencies of the spectrum (below 800Hz) are
highly affected by the outlet acoustic impedance. Since this impedance has not been measured
during the experiments, the correct outlet boundary condition can not be defined and the LES
comparison of the two swirlers can not be conclued.
However, the study of the acoustic eigenmodes have shown that the spectrum characteristics
are dominated by the modes due to the confinement tube. But the purpose of this work was
to study the swirlers, thus all invasive component which may altered the spectrum directly
issued from the swirler should be avoided. Hence, some additional studies using upstream and
dowstream infinite acoustically, i.e. with non reflecting boundary conditions, are performed
but not concluded yet.
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The purpose of this appendix is to give a brief insight on the principles of the FIM-UR (Fuel
Injection Method by Upstream Reconstruction) methodology developped by M. Sanjosé in her
PhD [123] in colaboration with J.M. Sénoner [174] at CERFACS. The interested reader may
report to [123] for the full presentation. The presented methodology proposes an approach to
specify the boundary conditions for fuel injection by pressure-swirl atomizer for both EE and
EL methods within the same framework.
When LES is performed on a liquid fuel combustion chamber, the main difficulty lies in the lack
of information on the spray characteristics. The global parameters of the operating point and
the precise geometry of the combustor are specified, but the internal geometry of the atomizer
or the characteristic parameters of the atomized spray often remain unknown. In most cases,
the only available parameters are the pressure drop or the spray cone angle at a calibrated
flow rate (measured sometimes with an other liquid than the fuel) and the liquid flow rate at
the considered operating point. The diameter distribution and the velocity field are sometimes
measured but only far downstream (about ten to twenty millimeters from the injector nozzle)
in the combustion chamber.
The proposed methodology complements this partial information for a simplex type atomizer
by using correlations and integral conservation laws. The design parameters of this model sim-
plex atomizer are determined from the specified injection parameters of the real nozzle and
empirical correlations.
Figure B.1: Definition of parameters and sketch of the methodology FIM-UR
The methodology for EE approach is developed into successive steps, the variables used in
the following are displayed in Fig. B.1:
1. First, the design parameters of the model atomizer and the boundary values in the real
injection plane x = x0 are determined, Fig. B.2, following the empirical results of Lefebvre
[133].
2. Second, liquid and gas velocity components, as well as the liquid volume fraction profiles
on the simulated injection plane x = xi, Fig. B.3, are calculated by writing integral con-
servation equations for the spray between the planes x = x0 and x = xi. In this approach,
the drop diameter is a direct input into the model: it is a characteristic parameter of the
atomized spray. Two unclosed terms appear in these integral equations: the mass-flow
rate of the air entrained by the spray m˙a and the momentum loss of the spray Js,l.
3. Third, these two unclosed terms m˙a and Js,l are evaluated at the simulated injection plane
x = xi by using an extension of Cossali’s model [134] adapted to hollow cone sprays.
The input parameters to FIM-UR are then of two types:
• atomizer parameters: the mass flow-rate of the injected liquid m˙l, the discharge orifice
radius R0 and the pressure drop coefficient CD.
• downstream spray characteristics: the half spray-angle θS, the characteristic diame-
ter of the droplet distribution d after primary and secondary breakups are achieved.
For the EL approach, the model reduces to step 1 to build in the real injection plane x = x0
the velocity and the density profiles of droplets of diameter d. No further analytical model (as
in steps 2 and 3) is required. For the EE approach, at the end of step 3 the outputs of FIM-UR
are the velocity and volume fraction profiles of the spray of droplets with mean diameter d in
the simulated injection plane x = xi, but also the velocity profiles of the air entrained by the
spray.
Figure B.2: Liquid variable profiles in the discharge orifice plane x = x0
Figure B.3: Liquid variable profiles on the injection plane x = xi
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The evolution equations for the gas (T ) and liquid (Tl) temperatures at the spark location,
taking into account heat diffusion, heat transfer between the two phases and a source term S


















where λ is the thermal conductivity, ρ the gas density, ρl the liquid density and Cp the thermal
capacity.




(Tζ − T ) (C.3)
where Tζ is the droplet surface temperature and is equal to Tl as droplets are supposed to have
uniform temperature.
The exact resolution of Eq. C.1 and Eq. C.2 is beyond the scope of this paper but a simple
approximation of the gas temperature space shape within the depot can be obtained by replacing
the ∆T term in Eq. C.1 by a simplified expression: if the temperature is supposed to follow
a parabolic profile (Fig. 5.2) with a maximum value T at r = 0 and a temperature T∞ at
r = dk/2, the Laplacien of T can be approximated by:
∆T =
8ndim(T∞ − T )
d2k
(C.4)
Assuming Le = 1 (.i.e. λ
ρCp
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(C.5)
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(Tl − T ) (C.7)
where A = ρCp
αlρlCpl
These equations are valid for the energy deposition (Phase 1 in Fig. 5.3) and the heating
phase of the droplets (Phase 2 in Fig. 5.3), before they reach Tcc.
• Phase 1: energy deposition (0 < t ≤ td):
S = e˙dep(x, t) (C.8)



















































A quantitative analysis of the magnitude of the different terms shows that e˙dep(0, t′) is
several orders greater than the other two terms which can be neglected. Consequently,
at the end of the sparking time (i.e. at t = td):







• Phase 2: droplet pre-heating (td < t ≤ tcc):
The second phase lasts from the end of the deposition at td, to the time tcc when the
temperature of the droplets reaches the saturation value Tcc (Fig. 5.3). In this phase, the
energy source from spark is null (S = 0) and the one from combustion is still negligible.





















































Now that T (tcc) is a fonction of tcc, this last time has to be determined. Solving Eq. C.7





































We suppose in this phase that the gas temperature varies slowly, and in order to integrate














After some rearrangements, one obtains:








As Tcc − Tl,0  Td − Tl,0, a 1st order Taylor expansion gives:
tcc − td = τcond
A
Tcc − Tl,0
Td − Tl,0 (C.19)
Including expressions in Eqs. C.12 - C.14 and C.19 in the criterion definition Eq. 5.3; and
supposing that Tl,0 and T∞ are close:










Which leads after another Taylor expansion on the exponential term and some rearrangements
to:
edep ≥ ρCp(Tign − T∞) + ρCp τcond
Aτ
(Tcc − Tl,0) (C.21)
Finally, we have:








ρlCp,l(Tcc − Tl,0) (C.22)
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