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A` mon arrie`re grand-pe`re du Sahara, que je n’ai jamais connu,
mais a` qui probablement je dois beaucoup

Abstract
The outstanding quality of the data provided by CERN’s Large Hadron Collider (LHC)
during the last decade has opened a new thrilling era in particle physics. In the meantime,
the excellent agreement between the experimental observations and predictions of the
Standard Model of particles has demanded the development of new tools to increase the
precision of theoretical predictions. In this thesis we propose a novel method to compute
higher-order corrections to physical cross sections, bypassing more traditional approaches.
This technique, the Four-Dimensional Unsubtraction (FDU), is based on the Loop-Tree
Duality (LTD) theorem, and aims at building pure four-dimensional representations of
scattering amplitudes at higher orders in perturbation theory. This is done by locally
renormalising the virtual contribution at high energies, and then mapping the kinematics
of the corresponding real contribution so it matches the virtual one in the soft and collinear
limits. This makes the ultraviolet and infrared singularities vanish at the integrand level
when taking the sum of both contributions, meaning that the four-dimensional limit can
be taken before integrating, thus allowing for a straightforward numerical implementation.
We apply this method for the first time to calculate the decay of a virtual photon to two
massless quarks, and then generalise the method to massive particles. We also show new
advantages provided by the LTD formalism. One of them is the possibility to write one-
and two-loop scattering amplitudes in a universal form at the integrand level, regardless
of the nature of the particle running inside the loop. The other is to perform integrand-
level asymptotic expansions in the internal mass – without having to rely on expansion-
by-region techniques – by taking advantage of the Euclidean nature of the integration
domain. Finally, we present a new algorithm to locally renormalise two-loop amplitudes,
where the renormalisation scheme can be easily fixed through subleading contributions in
the ultraviolet region.
Resumen
L’excepcional qualitat de les dades proporcionades per el Gran Col·lisionador d’Hadrons
(LHC per les seues sigles en angle`s) durant la u´ltima de`cada ha donat lloc a una nova i
emocionant era en la f´ısica de part´ıcules. Mentrestant, l’excel·lent compatibilitat entre les
observacions experimentals i les prediccions del Model Esta`ndard de f´ısica de part´ıcules ha
exigit el desenvolupament de noves eines per tal d’augmentar la precisio´ de les prediccions
teo`riques. En aquesta tesi es proposa un nou me`tode per calcular correccions d’ordre
superior a seccions transversals f´ısiques, evitant enfocaments me´s tradicionals. Aquesta
te`cnica, la No-substraccio´ Quatre-Dimensional (FDU en angle`s), es basa en el teorema
de la Dualitat Bucle-Arbre (LTD en angle`s) i te´ com a objectiu construir representacions
d’exactament quatre dimensions de les amplituds de dispersio´ a ordres superiors en teo-
ria de pertorbacions. Aixo` es fa renormalitzant localment la contribucio´ virtual a altes
energies, i despre´s mapejant la cinema`tica de la contribucio´ real corresponent, de manera
que coincidisca amb la virtual en els l´ımits colineal i suau. Aixo` fa que les singulari-
tats ultraviolades i infrarojes es cancel·len a nivell de l’integrand quan prenem la suma
d’ambdues contribucions. Ac¸o` significa que el l´ımit en quatre dimensions es pot prendre
abans d’integrar, permetent aix´ı una implementacio´ nume`rica senzilla. Apliquem aquest
me`tode per primera vegada per calcular la desintegracio´ d’un foto´ virtual a dos quarks
sense massa i despre´s generalitzar el me`tode a part´ıcules massives. Tambe´ mostrem nous
avantatges proporcionats pel formalisme LTD. Un d’ells e´s la possibilitat d’escriure ampli-
tuds de dispersio´ d’un i dos bucles d’una manera universal a nivell de l’integrand, indepen-
dentment de la naturalesa de la part´ıcula que hi haja dins del bucle. L’altre e´s realitzar
expansions asimpto`tiques a nivell de l’integrand – sense haver de dependre de te`cniques
d’expansio´ per regio´ – aprofitant la naturalesa Euclidiana del domini d’integracio´. Fi-
nalment, es presenta un nou algorisme per renormalitzar localment les amplituds de dos
bucles, on l’esquema de renormalitzacio´ es pot fixar fa`cilment mitjanc¸ant contribucions
subdominants a la regio´ ultraviolada.
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My objective when writing this thesis was shaped by this very thought. “What kind of
manuscript do I want to produce?” Well, very ideally, something that the me of three and
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Chapter 1
Introduction
“If you want to make an apple pie from scratch, you must first create the Universe.”
—Carl Sagan
Scientists from all eras have always been fascinated by the elementary structure of the Uni-
verse. From the philosophical theorisation of a discrete unit of matter over two and a half
thousands years ago, to the very recent discovery of the Higgs boson, every key milestone
mankind reached has raised many questions and opened new passionating possibilities.
Various models and theories have emerged and been developed in order to explain results
obtained by experiments, and one in particular, known as the Standard Model of par-
ticles, has more than proven its efficiency. Its huge success at predicting known results
and anticipating new discoveries has made it the almost–indisputable reference model for
particle physics nowadays.
However, despite its achievements, it is still unable to explain different known and well-
established phenomena such as neutrino oscillation and the existence of Dark Matter and
Dark Energy, or even include a quantum description of gravity. Therefore, in order to
test and challenge even further the validity of the Standard Model, physicists are relying
on the biggest machine man has ever built: the Large Hadron Collider (LHC). Its main
goals, among many others, are to investigate whether the Standard Model still holds at
higher energies, and to probe for Beyond Standard Model physics such as Super Symme-
try, Dark Matter particles, gravity mediators, and other exotic particles. More than ever
before, it has become essential to develop powerful computational techniques to keep up
with the enormous amount of data the LHC will provide, as well as the ever-increasing
experimental precision.
1.1 A short history of the Standard Model
The discovery of the electron by J. J. Thomson in 1897 can be considered as the first
crucial step among many of the journey towards an exhaustive representation of the ele-
mentary structure of matter. Back then, very little of the very small was known, but as
experiments and theories became more sophisticated, the mystery started to unravel itself.
The second major breakthrough occurred less than twenty years later, in 1911, when E.
Rutherford showed that the positively charged part of the hydrogen atom was limited to
a very small and relatively heavy nucleus. The proton had been discovered. A bit later,
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in 1914, N. Bohr proposed a representation for the hydrogen atom, where the electron
revolves around the proton, like the Earth does around the Sun. Although a priori pos-
sibly simplistic, this model was the very base on which modern particle physics built itself.
Around 1930, P. Dirac exploited Bohr’s idea and formulated the foundation of a rela-
tivistic model describing the electromagnetic force, i.e. the interaction of photons – the
“particles of light” – with charged particles, which would ultimately lead to what we call
today Quantum Electrodynamics (QED). Probably his biggest achievement was to in-
troduce the concept of antimatter and antiparticles. Then, after the postulation of the
neutrino by W. Pauli in 1930 and the discovery of the neutron by J. Chadwick in 1932, E.
Fermi generalised and extended the work of Dirac by including radioactive β decay. Yet,
even though the theory was really effective at explaining all kind of electromagnetic inter-
actions, it was still not understood why multiple positively charged protons were holding
together in a nucleus without repelling each other.
In order to solve this issue, H. Yukawa proposed in 1935 the existence of another fun-
damental force of nature he called the strong force. As its name suggests, this force would
be powerful enough to negate the electromagnetic repulsion between two protons and
even make them bind together. However, because this interaction had to be of short range
– otherwise its effects would be much more dramatic – its mediator was thought to be quite
heavy, with a mass probably between the one of the electron and the one of the proton.
For this reason, Yukawa logically gave the name meson to this hypothetical elementary
particle. In 1937, the studies of cosmic rays by two separate groups (C. D. Anderson
and S. Neddermeyer, and J. C. Street and E. C. Stevenson) lead to the discovery of a
new massive elementary particle matching Yukawa’s description, but that interacted too
weakly with nuclei to be the strong force mediator. Even more problematic, experiments
were showing worrying discrepancies. The puzzle was solved when, in 1947, C. F. Powell
showed there were actually two different particles of similar mass in cosmic rays. One
had the same properties as the electron, but was much heavier, and the other was charac-
terised, in particular, by its very short lifetime. The former was called the muon and was
the first particle of the second generation – even though it had not yet been established
at that time – to be discovered, and the latter was called the pion, and, although not an
elementary particle, was indeed the meson Yukawa had postulated.
On the theory side, in the late 1940’s R. Feynman, J. Schwinger and S. Tomonaga made
huge progress by finding the means to deal with the divergences appearing when comput-
ing perturbative corrections in QED. This new method was called renormalisation and
was generalised by F. Dyson in 1949. Their work gained a lot of credibility when the
measurements of the anomalous magnetic moment of the electron and of the Lamb shift
were matching their theoretical predictions.
After these breakthroughs and until the end of 1947, it was thought that the puzzle
of elementary particle physics was almost resolved, and that only the neutrino was yet to
be seen. This belief was soon buried when in December of the same year the kaon – a
heavier version of the pion decaying into two of them – was discovered by C. Butler and G.
Rochester. In the following years, many other particles, all belonging to the meson family,
were also found. One of them in particular – called the lambda meson and discovered in
1950 – showed strange properties. First, experiments showed that it was produced much
faster than is was decaying, suggesting that the two mechanisms behind each process were
completely different. This was one of the first evidences (one of the other being the β
decay) of a new type of interaction, called today the weak force and that is mainly re-
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sponsible for radioactive decays for instance. Then, as it was also the case for the kaon,
the lambda meson was always produced in pairs. In order to explain this property, M.
Gell-Mann proposed the introduction of a new quantum number he called strangeness.
In 1956, the (electronic) neutrino was finally detected by F. Reines and C. Cowan, con-
firming Pauli’s postulate. Later in the decade, many experiments to test and understand
the weak force lead theorists such as Schwinger to suggest the existence of a new hypo-
thetical massive vector particle, called the W boson, that was believed to be the mediator
of this interaction. Its relatively high mass and short life-time, however, would make it
very difficult to observe with the experimental tools available at that time.
The next twenty years were going to be very exciting for particle physicists, as the first
sizeable accelerator was built at the Stanford Linear Accelerator Center (SLAC). It was
also a very challenging period for theorists as they attempted to classify and organise the
“zoo” of already-discovered particles. Probably the most notable and elegant contribution
in this regard was made by Gell-Mann (and independently by Y. Ne’eman) in 1961. He
arranged the known hadrons – that is, particles governed by the strong force – into what
he called the “Eightfold Way”, different geometric shapes classifying hadrons according to
their quantum numbers. In order to explain the very curious patterns those particles were
fitting into, Gell-Mann and G. Zweig each independently suggested in 1964 that hadrons
were in fact composed of smaller elementary blocks, called quarks. There would be three
of them – the up, down and strange quarks – and all the possible combinations would
result in different particles. However, despite the theoretical beauty of this quark model,
the lack of experimental evidence – no free quark had never been observed – coupled with
the fact it seemed to violate the Pauli exclusion principle made the particle physicist com-
munity quite sceptical.
In parallel, S. Glashow proposed in 1961 that the weak and electromagnetic interactions
were actually the manifestation of a single force, called the electroweak force. This formu-
lation was carried out by A. Salam and J. C. Ward in 1964, and S. Weinberg in 1967, and
lead to the prediction of a new mediating, neutral particle, called the Z boson. This the-
ory, called the Glashow-Salam-Weinberg (GSW) model, was very elegant but was failing
to explain the non-zero mass of the mediating vectors. A major theoretical breakthrough
was made in 1964, when P. Higgs, R. Brout and F. Englert showed how those particles
could acquire their mass through a mechanism called symmetry breaking, conjecturing
at the same time the existence of a spin-0, neutral boson (today known as the Higgs bo-
son). Another remarkable theoretical consequence of this model was made by Glashow,
J. Iliopoulos and L. Maiani in 1964, when they predicted the existence of a fourth quark.
Besides, O. W. Greenberg suggested the same year that quarks were carrying an additional
quantum number called colour, that would come as a combination of red, green and blue.
He proposed this as a possible explanation to how seemingly identical quarks could occupy
the same quantum state. These two ideas gave the quark model a second breath, but it is
only after the discovery ten years later at SLAC of the J/Ψ meson, a bound state of what
appeared to be a new quark, called the charm quark, and its antiparticle, that the quark
model was universally accepted, as it was able to perfectly explain the relative long life of
the psi meson, as well as predicting many new mesons that were detected not so long after.
The beginning of the seventies was a turning point for theoretical particle physics. First,
M. Veltam and G. ’t Hooft showed that, like QED, the GSW model was renormalisable,
opening many new mathematical possibilities. Then, M. Kobayashi and T. Maskawa,
as a consequence of their attempt to explain a phenomenon called Charge-Parity viola-
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tion, postulated the existence of a third generation of quarks. Finally, H. Fritzsch and H.
Leutwyler, with the help of Gell-Mann, developed the colour model into what is known
today as Quantum Chromodynamics (QCD), the last missing piece of the theory that
would ultimately be known as the Standard Model.
However, as it is typical in physics, whenever everything finally seemed to be in order, a
new discovery would take the community by surprise. This time it was the detection, in
1975 at SLAC again, of what seemed to be a new lepton – later called the tau lepton –
and supposedly its corresponding neutrino. Glashow’s flavour symmetry was therefore not
fulfilled any more, but hope was restored when, in 1977, a fifth quark, called the bottom
quark, was detected at Fermilab. Now, if there is one thing we should know, it is that
nature works so that the most naive and appealing predictions are also often the correct
ones. So undoubtedly, regardless of the prediction of Kobayashi and Maskawa, there had
to be a sixth quark out there, but whether it exists or not is something that would have
to wait twenty years to be established.
At that time particle physicists had actually predicted all elementary particles discov-
ered to date – even though they were not aware of it – and had developed extremely
powerful tools in Quantum Field Theory (QFT). And probably for the first time of the
century, theory was ahead of experiments. Discoveries were actually expected, instead
of taking the scientific community by surprise, as it had often been the case during the
previous forty years. Now the only goal that remained was to prove the existence of these
hypothetical particles. The first step was to build powerful particle accelerators, such
as the Super Proton Synchrotron, built in 1976 at the Organisation europe´enne pour la
recherche nucle´aire (CERN). The ancestor of nowadays proton colliders lead to the dis-
covery in 1983 of the long-awaited W and Z bosons. During the next ten years, the SM
passed all the experimental tests with flying colours, and by providing extremely accurate
predictions. Besides, although three particles – the top quark, the tau neutrino and the
Higgs boson – remained to be discovered, there were already many hints suggesting their
existence.
And indeed in 1995, the top quark was finally discovered at Fermilab, with the help
of the Tevatron, the most powerful particle accelerator at that time. And only five years
later, in 2000, the tau neutrino was detected, again at Fermilab. In order to verify even
further the validity of the SM and to begin the hunt for the Higgs boson, the Large Hadron
Collider (LHC), the world largest and most powerful particle accelerator to date, was built
at CERN, and put into service in 2009. The accelerator itself as well as the four main
detectors – ATLAS, CMS, LHCb and Alice – are wonders of engineering. They involve
collaborations of thousands of physicists whose work contributed, in 2012, to the detection
of what is probably considered as one of the most important discovery of mankind, and
the last missing piece of the SM: the Higgs boson.
With this very last achievement, and the extremely high theoretical precisions it has
provided, the SM and its performances are undisputed.
1.2 Current paradigm in particle physics
Yet, it is also undeniable that the Standard Model bears several major fundamental flaws.
It is mostly accepted today that the SM is most likely but a low-energy approximation
of an even bigger theory of fields, in which all the three forces it would describe – as
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well as possibly gravity – are unified. Therefore, the main goal of the particle physicists
community today is to probe for Beyond Standard Model (BSM) physics, i.e. physics that
is not – or not entirely – described or explained by the SM.
One way of doing so is by increasing the energy and the luminosity at which colliders
operate. The LHC, in particular, is currently being upgraded, and its luminosity will
increase tenfold by 2026. Several other projects are under consideration, such as the In-
ternational Linear Collider (Japan) [14] and the Compact Linear Collider (CERN) [15,16],
two linear electron-positron colliders, and the Future Circular Collider (CERN) [17–20]
and the Circular Electron Positron Collider (China) [21, 22], whose precise goals are still
to be defined, but that would eventually be much bigger versions of the LHC.
Another possibility is to rely on very high precision, which means looking for BSM physics
not necessarily at higher energies, but by finding tiny discrepancies between theoretical
and experimental results, which could give hints about unknown processes or exotic par-
ticles. From the experimental point of view, this is where electron-positron colliders come
into play, as they are able to provide very precise measurements (albeit at relatively lower
energies). From the theoretical point of view however, increasing the precision of the
predictions is far from being a trivial task, as even though the mathematical formulation
of the SM is quite simple, it is not possible to solve the equations of motion analytically.
Instead, computations rely on what is called perturbation theory. Indeed, because the cou-
plings between interacting particles at colliders’ energies are usually much smaller than 1,
it is possible to expand a given process into an infinite sum of “orders”, each consecutive
order involving more interactions between particles, but also contributing in general to a
lesser extent to the final result. In general, the Leading Order (LO) of the expansion, i.e.
its first term, gives a good approximation of the result, but it is necessary to go beyond,
e.g. at Next-to-Leading Order (NLO) or Next-to-Next to Leading Order (NNLO), and
so on, to achieve the desired precision. The tools available to us nowadays are extremely
effective at computing relatively simple processes. As of today, the vast majority of NLO
computations can be done by programs such as Madgraph [23] and MCFM [24], in a
completely automated way. Yet, the current experimental precision provided by the LHC
requires most of the time to compute processes at least up to NNLO, and/or with more
external legs. This can be very challenging from the theoretical point of view, as this
means dealing with more scales due to the presence of more particles and internal masses.
In the traditional method, the presence of additional scales involve elliptical functions,
which can increase by a huge margin the complexity of the computations. So far, most
of the 2 −→ 2 processes at NNLO have been computed in the massless limit, but it has
become necessary to develop new tools to bypass the difficulties encountered when com-
puting massive processes.
New methods have recently been developed in order to overcome the challenges that
arise when performing such computations. In this thesis we propose a novel approach
to higher-order computations in perturbative theory, called the Four-Dimensional Unsub-
traction [1, 2, 6–9, 25]. It is based on the Loop-Tree Duality theorem [26–32], and aims
at building quantities that can be evaluated numerically, completely circumventing most
complications analytic approaches tend to encounter.
1.3 Outline
This thesis is organised as follows. In Chapter 2, we briefly recall the fundamentals of
particle physics, from the mathematical formulation of the Standard Model to the evalua-
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tion of cross sections. We explain how physical observables in quantum field theory can be
constructed from the Lagrangian, through the use of perturbation theory and Feynman di-
agrams. We study the divergent structure of scattering amplitudes in Chapter 3, where we
give a succinct overview of regularisation in perturbation theory. There we introduce the
traditional method known as Dimensional Regularisation, and explain how it can be used
to remove the infinities appearing at intermediate steps of the calculation. In Chapter 4,
we introduce the Loop-Tree Duality (LTD) theorem and formalism, which will serve as a
foundation for the rest of this thesis. We start by deriving the duality relation at one-loop
level, and then extend it to multi-loop diagrams, and diagrams involving multiple iden-
tical propagators. In Chapter 5, we present the Four-Dimensional Unsubtraction (FDU)
method, and its very first application to a physical process. We start by illustrating, using
a toy model as an example, the fundamental concepts of FDU, which will then be put into
practice to calculate the decay rate of a virtual photon into a pair of massless quarks, at
NLO. The FDU framework is extended to massive particles in Chapter 6. After explaining
how to solve the difficulties introduced by the presence of masses, we compute numerically
the decay rate of scalar and vector bosons into a pair of massive quarks, again at NLO.
In Chapter 7, we present new advantages of the LTD formalism, by considering the Higgs
boson production through gluon fusion and decay to two photons amplitudes, at one-loop
level. We show how LTD allows for the amplitude to be written in a universal form at
the integrand level, regardless of the nature of the particle running inside the loop. We
also perform straightforward integrand-level asymptotic expansions in the internal mass,
without having to rely on the expansion-by-region approach. We apply for the first time
the LTD theorem at two-loop level in Chapter 8, by considering the Higgs boson decay to
two photons amplitude, and show that the universality of the functional form still holds at
this order. There, we present a new algorithm to locally regularise ultraviolet divergences
for two-loop processes, allowing for a direct numerical implementation of the computation.
We summarise our work in Chapter 9, and discuss future potential directions of research.
Most algebraic manipulations and computations related to this thesis have been carried
out using Mathematica, and especially the FeynArts [33] and FeynCalc [34,35] pack-
ages. The Feynman diagrams in this thesis were drawn using graphical tools provided by
the Axodraw 2 LATEX package [36].
Chapter 2
Theoretical basis of particle
physics
In this chapter we briefly introduce the mathematical formalism behind the Standard
Model. We start by formulating QED and QCD through their Lagrangians, and from
them we explain how to compute scattering amplitudes and ultimately cross sections. We
also give some details about the generic strategies to calculate these amplitudes through
the use of perturbation theory and Feynman diagrams.
2.1 The Standard Model
The Standard Model (SM) is a wonderful theory that has been developed, extended and
refined by many physicists over the last half century. It is now able to successfully describe
three of the four interactions of nature, which are the electromagnetic force, the strong
force, and the weak force. It is able to explain the vast majority of the experimental results
in particle physics and has successfully predicted, before they were even discovered, the
existence of several elementary particles, namely the charm and top quarks, the gluon,
the W± and Z bosons, and the Higgs boson. Furthermore, the theoretical predictions
are consistent with observations to a precision far exceeding all other scientific fields, in
certain circumstances showing agreement to one part in 10−13.
The SM is a relativistic Quantum Field Theory (QFT) defined by the local
SU(3)C ⊗ SU(2)L ⊗ U(1)Y (2.1)
gauge symmetry, where SU(3)C is the gauge group of the strong interaction, and SU(2)L ⊗
U(1)Y , the gauge group of the electroweak interaction. A very remarkable feature of the
SM is that all the interactions it describes can be mathematically defined by imposing its
Lagrangian to be locally symmetric, i.e. invariant under any SU(3)C ⊗ SU(2)L ⊗ U(1)Y
local transformation2. As it is going to be explained in the following, this automatically
leads to the emergence of what are called gauge fields – bosons that are carriers of the
distinct forces – and in the meantime provides the mathematical rules describing these
interactions.
2.1.1 Quantum Electrodynamics
QED is an abelian U(1) gauge theory describing the electromagnetic interaction between
fermions, particles of spin 12 , and photons. It is the relativistic counterpart of the classical
2This means one can choose a different transformation parameter at each space-time point.
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theory of electromagnetism developed by J. C. Maxwell during the nineteenth century,
and is the first theory to successfully combine quantum mechanics and special relativity.
The QED Lagrangian, obtained by imposing the Lagrangian of a given free Dirac fermion
to be invariant under a local U(1) symmetry, is written
LQED = ψ¯(i γµDµ −m)ψ − 1
4
Fµν F
µν , (2.2)
where ψ is the fermion field, Dµ is the covariant derivative, defined as
Dµ = ∂µ − i eAµ , (2.3)
with e the electromagnetic charge of the fermion field, and Fµν is the electromagnetic field
strength tensor, written
Fµν = ∂µAν − ∂νAµ . (2.4)
The vector Aµ is interpreted as the electronic field generated by the fermion, i.e. the
photon field, and naturally appears in the Lagrangian by imposing gauge invariance.
In QED, it is easy to show that the photon has to be massless – which is indeed what is to
be expected – as a photon mass term inside the Lagrangian would not be invariant under
a local transformation.
2.1.2 Quantum Chromodynamics
QCD is a non-abelian SU(3) gauge theory describing the strong interaction between quarks
and gluons. QCD is very similar to QED in the sense that the steps to achieve a mathe-
matical representation of the strong interaction are exactly the same as with the electro-
magnetic interaction. The main difference however, is that, as said above, QCD is non
abelian. Although seemingly only a mathematical peculiarity, it gives very interesting and
exclusive physical properties to the strong force, as we will see in the following.
Derived in a similar way as the QED Lagrangian, the QCD Lagrangian reads
LQCD = ψ¯(i γµDµ −m)ψ − 1
4
Gaµν G
µν
a , (2.5)
where ψ is the quark field, the covariant derivative Dµ is defined as
Dµ = ∂µ − i gS Aaµ Ta , (2.6)
with gS being the strong coupling, and the strong field strength tensor is written
Gaµν = ∂µA
a
ν − ∂νAaµ + gS fabcAbµAcν . (2.7)
The tensors Aaµ are the gluon fields in the adjoint representation of the SU(3) gauge group,
and are labelled with the index a. Unlike for QED – for which there is only one mediating
field – there are eight different gluon fields in QCD. This is simply due to the fact SU(3)
possesses eight generators1, written Ta, and fulfilling
Tr(Ta Tb) =
1
2
δab and [Ta,Tb] = i fabc Tc , (2.8)
with δab being the Kronecker delta, and fabc the structure constants of SU(3). This fea-
ture, coming from the non-abelian characteristic of QCD, gives birth to the third term in
1One can indeed show that the group SU(N) has N2 − 1 generators, for N ≥ 2.
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the right-hand side of Eq. (2.7), which is particular and essential to QCD as a theory, as
it is at the origin of the gluon self-interaction.
As a consequence of this, QCD exhibits two remarkable properties known as confinement
and asymptotic freedom. Both phenomena are explained by what is called the running
of the coupling αS = g
2
S/(4pi), whose value differs depending on the energy scale µ of
the process. One can show for instance that, for NC colours and nf different flavours of
quarks, αS(µ) is given by
αS(µ) ≈ αS(µ0)
1 + αS(µ0)(11NC − 2nf ) log(µ2/µ20)/(12pi)
, (2.9)
where µ0 is a reference constant. This means that, given NC = 3 and nf = 6 in the SM,
the higher the energy of the process – or, equivalently, the lower the distance between two
interacting particles – the lower αS , and vice versa.
On one hand, confinement takes place at low energy, or high distances. Although there is
for the moment no analytical proof of this phenomenon, is it still possible to give a quali-
tative explanation. When two colour-charged particles are far enough from one another,
the potential energy between them is such that it leads to the creation of a new pair of
particles with each one of them biding with one of the original particles. This means that
quarks and gluons can never be completely separated and isolated from another hadron,
and therefore that in nature, only colourless particles can be seen and detected.
On the other hand, asymptotic freedom occurs at high energies. When colour-charged
particles are close to each other, the coupling becomes very small, which makes those
particles behave as if they were free. This is a very important feature from the theory
point of view as it allows perturbative computations, as it will be seen in Section 2.2.2.
2.2 Building a physical observable
The non-deterministic aspect of quantum mechanics – and consequently of any quantum
field theory – means that ultimately, we can only hope to compute the probability of a
given outcome. In the context of particle physics, what is usually worth measuring is a
cross section, which is a quantity expressing the probability two particles (or more) in-
teract. When they do interact, these particles are transformed through a process called
scattering, whose mathematical description is achieved through the use of the so-called
Scattering matrix, or S-matrix. The elements composing this matrix are scattering am-
plitudes describing all possible interactions that are allowed in a given theory.
In the following, we will briefly enumerate the successive steps needed to construct relevant
mathematical quantities starting from a “raw” theory, usually described by a Lagrangian
such as the ones we wrote before in this chapter. We will try to stick to the bare minimum,
but for a much more exhaustive and detailed discussion of this subject, we refer the reader
to e.g. [37, 38].
2.2.1 Scattering amplitudes and cross sections
Say we want to find the probability of transition between an initial state | i 〉 = |{pi1 , pi2 , . . . }〉
and a final state | f 〉 = |{pf1 , pf2 , . . . }〉, both defined by given fields as well as a given
configuration of the momenta of those fields. These states must be assumed to be asymp-
totically free – i.e. they must correspond to states of the theory which are not yet or
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not any more being affected by the interaction. The probability amplitude describing the
evolution of this system is given by the S-matrix element
Sfi = 〈 f |S | i 〉 = δfi + i Tfi , (2.10)
where the term δfi describes the unaltered propagation of the two states, while the inter-
action is described by the term
i Tfi = i(2pi)
4δ
∑
j
pfj −
∑
k
pik
M(i→ f) , (2.11)
where the four-momentum conservation is enforced by the presence of the δ function. In-
side Tfi are encoded all possible paths (some more likely than others) that can follow the
interacting particles to go from state | i 〉 to state | f 〉, whose probabilities are given by
the matrix element M(i→ f).
Generally in physics, theories are confronted with experiments via the use of measurable
physical quantities called observables. In particle physics, the total cross section, usually
written σ, acts as such an observable. The differential cross section dσ of a given process
can be obtained from the corresponding S-matrix elements Sfi through the relation
dσ =
|M(i→ f)|2
F
dΩ (2.12)
where F is a quantity called flux factor that only depends on the kinematics of the process,
and dΩ is the solid angle element. The total cross section is then obtained by integrating
over the desired final phase space, depending on the observable that has been chosen
beforehand. The biggest obstacle is that, as already said before, it is impossible (rather,
we do not know how) to calculate an exact analytic expression for |Tfi|2 and therefore for
the cross section σ, in the general case. Yet, and luckily for us, it is still possible to obtain
an approximation of σ. The approach used to do so is called perturbation theory, whose
principles will be explained in the following.
2.2.2 Perturbation theory and Feynman diagrams
Perturbation theory is a method used to obtain an approximate solution to a mathemat-
ical problem whose formulation is in general too complex, or for which the tools needed
to obtain an analytic solution simply do not exist. Its principle is to consider a known
solution for a given – usually simpler – configuration of a problem, and to study how a
small perturbation affects the solution. This leads to an expression in terms of a power
series in a relatively small parameter of the problem.
In the simplest case of a generic QFT with a single interaction whose corresponding cou-
pling is g, for instance, a probability amplitude A can be decomposed as
A = A(0) + g2A(1) + g4A(2) + · · · , (2.13)
where A(n) is the n-th order of the perturbative expansion of A. If g is small enough,
each consecutive order of the expansion contributes less and less to the total amplitude,
meaning that the more orders one considers, the closer one gets to the actual result1.
1While it is what one should indeed expect from the physical point of view, the rigorous demonstration of
this statement in the framework of QFT is highly non-trivial, and requires very sophisticated mathematical
techniques. The reader can find more details in e.g. [37].
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One remarkable characteristic of the SM Lagrangian is that under certain conditions1,
the interactions between particles and gauge bosons are relatively weak, legitimising the
use of perturbation theory. The formalism involved in the enumeration and computation of
all the configurations that must be taken into account at a given order in the SM, though,
is quite complex mathematically speaking. Nevertheless, the integrals that appear in such
computations have particular structures that allow them to be easily represented by what
are called Feynman diagrams, invented by the eponymous physicist. They are pictorial
descriptions of the different terms that appear in a perturbative expansion such as the one
in Eq. (2.13). Note that these diagrams do not actually illustrate what happens in nature,
but are merely representations of mathematical equations describing the interaction under
consideration.
A = ︸ ︷︷ ︸
A(0)
+ ︸ ︷︷ ︸
e2A(1)
+ + +︸ ︷︷ ︸
e4A(2)
+ . . .
Figure 2.1: First three orders of the perturbative expansion of the fermionic propagator
in QED. Each red dot represents an interaction, and therefore introduces an additional
power in the coupling constant e.
In Fig. 2.1, we draw the Feynman diagrams contributing to the first three orders of the
fermionic propagator. The very first order, called Leading order (LO) or tree-level2 con-
tains all the diagrams with the minimum possible amount of vertices (a vertex representing
a point-like interaction between three or more particles) for the process under consider-
ation. In the particular case of Fig. 2.1, there is only one diagram and the amount of
vertices is zero. The second order is the Next-to-Leading order (NLO), and is the first or-
der correcting the LO. In our example, again, there is also only one contributing diagram,
containing this time two vertices. The third order is the Next-to-Next-to-Leading order
(NNLO), and so on... Even though higher orders involve more and more diagrams, these
diagrams contain more vertices, and therefore more powers of the coupling – that is much
smaller than one. Consequently, they are expected to contribute less to the amplitude A
than the previous orders.
While the mathematical formulation behind Feynman diagrams is quite complex, con-
structing them is actually fairly easy. They are drawn using a set of fundamental building
blocks, each of them associated to different mathematical quantities through what we call
Feynman rules. For a given theory, these rules can be computed from the corresponding
Lagrangian. In QED for instance, we can compute the Feynman rules of the fermion prop-
agator, the photon propagator and the electromagnetic interaction. The complete SM has
much more of them, but only a handful (found in Appendix A) will be used in this thesis.
Even though the tools at our disposal to generate higher orders in perturbative QFT
are very elegant, there is one major issue. When constructing higher-order diagrams using
Feynman rules, we start encountering loops that contain internal particles with arbitrary
1When it comes to perturbation theory in the SM, QCD is usually the main bottleneck, since αS is
quite big compared to the other coupling constants. For hadron colliders like the Tevatron or the LHC, it
is only for energies around 5-10GeV that we start obtaining a good approximation.
2To be more precise, tree-level means without loops. For most processes, leading order and tree-level are
equivalent. There are cases though, such as the one studied in Chapter 7, for which there are no tree-level
contributions as the leading order already involves at least one loop.
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four-momenta. Because we must take into account all possible configurations, integrals
over these loop momenta will appear. Performing such computations naively, however, can
lead to infinities. Of course, as physical observables must have finite values, it is essential
to get rid of these infinities. The different steps and methods needed to achieve this will
be discussed in the next chapter.
Chapter 3
Singularities and regularisation
Higher-order computations in perturbative gauge theories such as the SM involve most
of the time dealing with ill-defined objects, i.e. mathematical quantities that generate
infinities when evaluated in four space-time dimensions. In physics, these infinities are
often called singularities, or divergences. The procedure of removing singularities is known
as regularisation, and has been a very active field of research for the last half-century.
In this chapter, we will cover the different types of divergences one can encounter at
intermediate steps when dealing with higher-order computations. We will also introduce
the traditional regularisation approach known as Dimensional Regularisation (DREG), and
will briefly enumerate the general methods used to deal with infinities in this framework.
3.1 The different types of divergences
When a loop appears in a Feynman diagram, there is an implicit additional integration
that must be performed over the loop four-momentum. Since the integration domain is
unrestricted, this momentum can have arbitrary large energies, including ones at which
we know the SM is not a valid theory any more2. Depending on the process under consid-
eration, this can lead to infinities when trying to evaluate the integral in the high-energy
region. In this case, and for this very reason, we refer to these divergences as ultraviolet
(UV) singularities. As an explicit example, let’s consider the most basic one-loop diver-
gent diagram, namely the massless scalar two-point function L
(1)
Bubble, shown in Fig. 3.1.
p p
`
`+ p
Figure 3.1: The Feynman diagram of the massless scalar two-point function, with external
momentum p and loop momentum `.
2For instance, our description of fundamental interactions cannot be any more valid above the Planck
scale, since quantum gravitational effects would have to be taken into account.
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Explicitly, we have
L
(1)
Bubble(p,−p) = i
∫
d4`
(2pi)4
1
(`2 + i0)((`+ p)2 + i0)
. (3.1)
Simply by counting the powers of ` coming from the measure and the denominators, we
can see that the integral appearing in Eq. (3.1) does not converge for large1 `. In this
particular case, it is logarithmically divergent, which means that if we were to integrate
for energies only up to a cutoff Λ, the integrated results would exhibit a term proportional
to log(Λ), which indeed goes to infinity when the limit Λ → ∞ is taken. A logarithmic
divergence is the “smallest” UV divergence one can encounter; anything less divergent
would automatically lead to a finite result. On the other hand, there exists much more
divergent amplitudes, exhibiting for instance linear and quadratic divergences (that would
go as Λ and Λ2, respectively). In any case, removing UV singularities in practice is roughly
equivalent to removing any divergent term in this limit. The use of a cutoff to achieve
this, however, is not very practical for several reasons; we will see in the following – and
in many places in this thesis – that there are more advanced and efficient techniques to
deal with UV singularities.
Another type of infinities, called infrared (IR) singularities, are associated this time with
the low-energy region of the integration domain. These divergences are related with the de-
generation of observable states and can only emerge in theories with massless fields. In or-
der to understand how such infinities are generated in practice, we will work with an actual
example. Let’s consider the situation in which a massless particle with four-momentum
pr is emitted from another particle with four-momentum p, as shown in Fig. 3.2. A first
issue arises from the fact that the integration domain of the external particles (i.e. the
phase space) includes regions in which the radiated particle can have zero energy – and
therefore zero four-momentum (i.e. pr = 0), since it is on shell. While from the exper-
imental point of view, there is no difference between no emission and the emission of a
particle with zero energy, the limit in the theoretical point of view is not mathematically
well-defined and gives rise to infinities at intermediate steps of the calculation. In this
particular case, we refer to these divergences as soft singularities. A very similar issue can
occur if the radiating field is also massless. In this case, infinities will be generated when
the radiated particle is emitted in the same direction as the radiating one (i.e. pr ‖ p or,
equivalently, pr · p = 0). As for the first case, there is no experimental difference between
two massless particles with four-momenta p and pr travelling very close from each other,
or a single one whose momenta is p+ pr. But once again, the limit is not mathematically
well-defined and leads to infinities when studying this kind of configurations. This second
type of IR divergence is called collinear singularities (sometimes also referred to as mass
singularities).
Additionally, it is very important to note that loop diagrams can also generate IR sin-
gularities. They come in general from the low-energy region of the loop four-momentum
(`→ 0), when one or more internal lines are massless. We will see in Section 3.4 that there
is a fundamental connection between IR divergences coming from real emissions, and the
ones coming from virtual (i.e. loop) amplitudes.
Finally, a third type of singularities can manifest themselves, when computing loop dia-
grams involving at least two scales. In this case, and since the virtuality of the internal
1Note that ` being a four-vector in a Minkowski space of signature (1,-1,-1,-1), associating a magnitude
to it does not make much sense a priori. It is understood here that “large `” implies “large energy
component for `”.
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p
pr
p
pr
Figure 3.2: Feynman diagrams illustrating the emission of a massless particle (here a gluon
or a photon). If the integration is performed over the low-energy region of the phase space,
the left diagram will generate both soft and collinear singularities, while the right diagram
will only generate soft singularities, assuming the fermion is massive.
particle is arbitrary, some denominators can vanish in points of the integration space that
are not end points. This generates what are called threshold singularities. Unlike UV or
IR singularities though, the threshold singularities are actually integrable.
The three types of divergence we just discussed about are the most common one will
encounter when computing higher-order contributions in perturbation theory, and loop
diagrams in general. Other types of divergences also exist, but usually only appear under
certain conditions, or when working with modified frameworks. In Chapter 4 for instance,
we will encounter unphysical spurious threshold singularities inside intermediate expres-
sions, and will see that they naturally cancel themselves at the end of the computation.
There are also singularities arising from a particular choice of gauge for instance, such
as the light-cone gauge that introduces an additional denominator that is linear in the
momentum of the propagating particle.
To compute observables that have a physical relevance, UV and IR singularities must
be removed before the final step of the computation. In the following, we will see the most
common methods used to deal with divergences in general.
3.2 Regularisation schemes
A regularisation scheme is a framework used to deal with singularities of different types,
and ultimately to avoid or remove them. The regularisation process will most of the time
depend on which singularities are to be removed. For instance, the introduction of a cutoff
Λ to limit the integration space, as briefly explained earlier, is one possibility to deal with
UV singularities. Another possibility – known as the Pauli-Villars regularisation – is to
introduce and associate to each particle of the theory an unphysical ghost particle, with
arbitrary large mass (also usually written Λ), designed so that their loop contributions
cancel the UV behaviour of physical loop amplitudes. Note that in both these regularisa-
tion methods, one has to keep Λ finite at intermediate steps, and make every dependence
in this regulator vanish at the end of the computation to obtain a meaningful physical
result. There also exists other completely different approaches, such as for instance lattice
regularisation. The idea of this method is to discretise the space-time onto a lattice of
a given grid size, which acts as a natural cutoff for the momentum of the propagating
particles. This modifies the definition of the propagator, and allows for the computation
of otherwise divergent probability amplitudes, as a function of the grid spacing. The con-
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tinuous (i.e. physical) limit is recovered by extrapolating the grid spacing to 0.
For IR singularities, similar ideas can be developed. As we saw earlier in Section 3.1,
IR singularities appear at intermediate steps when dealing with massless particles. One
possibility to completely avoid this kind of divergences is simply to give an infinitesimally
small mass to these particles. This mass would act as a lower regulator, preventing alto-
gether the emergence of infinities in soft or collinear configurations.
However, the methods we just described usually introduce several problematic issues.
They may for instance violate fundamental symmetries of the theory such as gauge in-
variance or Lorentz invariance. In some cases, this can mean the necessity of performing
additional complex steps in order to recover the expected result. There exists an alterna-
tive and very effective approach, tough, that does not encounter such issues. Its principles
will be introduced in the next section.
3.2.1 Dimensional regularisation
Dimensional regularisation (DREG) is a regularisation scheme that was introduced inde-
pendently by Giambiagi and Bollini [39], and by ‘t Hooft and Veltman [40] in the seventies.
It is without any doubt the most popular regularisation method used by particle physicists
nowadays, and has so far proven to be a very powerful tool for computing higher-order
amplitudes in perturbation theory.
The principle of DREG is to alter the dimension of space-time and momentum space,
from 4 to an arbitrary d ∈ C, and to modify loop and phase-space measures accordingly.
For loop integrals, for instance,∫
d4`
(2pi)4
−→ µ4−d
∫
dd`
(2pi)d
. (3.2)
The arbitrary mass µ is introduced to compensate the extra dimensions generated by the
d-dimensional integration measure. Note that while the dimension d can a priori take
any value, a space (or space-time) of a finite non-integer dimension would not make much
sense. This is why it is important to remember that this “trick” is just a purely formal
way of expressing mathematical quantities. The main idea behind DREG is that for any
loop or phase-space integral, there exists a value of d for which this integral converges (for
example, the integral appearing in Eq. (3.1) is convergent for Re(d) < 4). This means
that one can work with mathematically well-defined quantities by keeping the dependence
in d at intermediate steps of the computation, and only take the limit d→ 4 after having
regularised the divergent terms.
In order to get a grasp on the method, we will apply it to two very basic examples.
Let’s first consider the function
f(x) =
1
x+ 1
, for x ∈ R+ . (3.3)
The function f is clearly not integrable around infinity (we can say this is the one-
dimensional equivalent of a UV singularity). Now if we assume x to instead live in a
d-dimensional space, with d ∈ C, we can examine the integral
Id =
∫
(R+)d
f(x) ddx = cd
∫ ∞
0
xd−1
x+ 1
dx , (3.4)
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with cd being some volume factor depending on the dimension d. This quantity is only
well-defined if Re(d) < 1, and leads after integration to
Id = cd
pi
sin(pid)
∣∣∣∣
Re(d)<1
. (3.5)
By expanding Eq. (3.5) around d = 1, we have
Id = − 1
d− 1 +O
(
(d− 1)0) . (3.6)
where the divergence for d→ 1 explicitly appears in the first term, which we call a pole. It
is important to notice that while we had to assume Re(d) < 1 to integrate Eq. (3.4), there
is nothing actually preventing Re(d) in Eqs. (3.5) and (3.6) from taking values greater
than 1. As a matter of fact, by carrying out an analytical continuation of the integral1 in
Eq. (3.4), it is possible to extend the results in Eq. (3.5) to any value of d ∈ C. This is a
very important property of DREG, because it allows in practice for the calculation of any
integral in d dimensions without worrying about the potential conditions on the values of
d, which can therefore remain completely arbitrary.
Now let’s work with a very similar example, and consider
g(x) =
1
x
, for {x ∈ R+ | x 6= 0} , (3.7)
and
Jd =
∫
(R+)d
g(x) ddx = cd
∫ ∞
0
dx
x2−d
. (3.8)
Note that the quantity in Eq. (3.8) is a priori not well-defined, since there is no value of
Re(d) for which we have convergence both around 0 and infinity. Yet, we will see that
within DREG, we can consider this integral to be a posteriori well-defined. By splitting
the integrand into two pieces, namely
Jd = cd
∫ 1
0
dx
x2−d
+ cd
∫ ∞
1
dx
x2−d
= J
[0,1]
d + J
[1,∞)
d , (3.9)
and by assuming Re(d) > 1 for the first integral, and Re(d) < 1 for the second, we have
convergence for both of them independently, with
J
[0,1]
d =
cd
d− 1
∣∣∣∣
Re(d)<1
,
J
[1,∞)
d =
cd
1− d
∣∣∣∣
Re(d)>1
. (3.10)
In this case, the integral J
[0,1]
d exhibits a IR pole, and J
[1,∞)
d exhibits a UV pole. Now, by
using the arbitrariness of d in Eq. (3.9), we have2
Jd = J
[0,1]
d + J
[1,∞)
d = 0 , (3.11)
1We would like to point out, however, that showing that Feynman integrals written in terms of the
parameter d can be analytically continued is far from being an easy task. We refer the interested reader
to [41] where very complete demonstrations can be found.
2While this reasoning may seem a bit dubious and questionable since we needed to make incompatible
assumptions on d, the main argument is that we can perform an analytical continuation of each integral
in Eq. (3.10), making them valid for any value of d ∈ C. This is something specific to DREG, where
essentially IR and UV poles can cancel each other.
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for any d ∈ C, and in particular ∫
R+
g(x) dx = 0 . (3.12)
In general, DREG does not discriminate between IR and UV poles. They can partially
or even completely cancel each other, as we just saw in this last example. In other for-
malisms though, it may be necessary to keep track of the origin of each pole, since they
have different physical meanings.
Of course, calculating actual loop integrals in DREG is much more complicated, and
involve several tricks and mathematical techniques that will not be enumerated here.
Detailed and exhaustive step-by-step calculations are, once again, available in standard
textbooks. The integral appearing in Eq. (3.1) for instance, leads after integration to
L
(1)
Bubble(p,−p) = i µ4−d
∫
dd`
(2pi)d
1
(`2 + i0)((`+ p)2 + i0)
=
Γ(1 + )Γ2(1− )
(4pi)2−Γ(1− 2)
µ2
(1− 2)(−p
2 − i0)− , (3.13)
with i0 being an infinitely small quantity with positive imaginary part, and where we
rewrote the dimensions d in terms of the parameter , as
d = 4− 2 . (3.14)
This way, taking the limit d → 4 is equivalent to taking the limit  → 0, and the poles
will simply be negative powers of . Note that the convention chosen in Eq. (3.14) is one
possibility. Others exist, such as for example d = 4−  or d = 4 + .
One of the biggest advantage of DREG is that fundamental symmetries of the theories
are conserved, which leads to more compact results compared to other approaches, and
reduces the risk of encountering quantities at intermediate steps that may have no physical
meaning. By working with well-defined objects throughout the whole calculation, there is
usually no need to carry out extra, usually quite heavy steps to obtain a relevant result.
3.2.2 A brief review of other regularisation methods
A regularisation method in general must establish a framework in which consistent guide-
lines are given to deal with all the different types of singularities. Furthermore, it also
needs to specify how to handle different quantities appearing in Feynman amplitudes, such
as metric tensors, momenta, and gamma matrices. In this section, we will write a brief
summary of a recent review on the subject, found in [4].
The most commonly used regularisation schemes are the traditional dimensional schemes,
where the dimension d of the space-time is altered. Among them are the Conventional
Dimensional Regularisation (CDR, introduced in Section 3.2.1), the ‘t Hooft and Veltman
(HV) scheme [40], the Four-Dimensional Helicity scheme (FDH) [42,43] and Dimensional
Reduction (DRED) [44, 45]. Depending on the scheme, different vector spaces will be
used for different objects. From the original four-dimensional vector space can be con-
structed1 the d-dimensional space and the ds-dimensional space. The former is the natural
space-time used in DREG, and the one that is used for momentum integration in all the
aforementioned schemes, while the latter is the direct sum of the former with an extra
1More details about the mathematical formulation of these extensions can be found in [41,44,46].
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CDR HV FDH DRED
Singular vector fields d d ds ds
Regular vector fields d 4 4 ds
Table 3.1: Value of the dimensions used in the treatment of singular and regular vector
fields, depending on the regularisation scheme. The singular vector fields are the ones
associated with parts of diagrams that can exhibit UV or IR singularities. The regular
vectors fields are all the other ones.
orthogonal space of dimension n, with ds = d+n. The dimension n is most of the time
taken to be the difference between four and the dimension d, meaning that we essentially
have ds = 4, even though ds is usually kept as a free parameter until the end of the
computation. In Table 3.1, we show the differences between the schemes listed above by
specifying how each of them treats singular and regular vector fields.
While these dimensional schemes have been proven to be very effective for any type of cal-
culations in gauge theories, it can be in some cases more practical to work in a space-time
of fixed finite integer dimension. For instance the Four-Dimensional Formulation (FDF)
of FDH [47] adapts the FDH scheme so it can be used in a four-dimensional framework.
In brief, FDF allows for integrands to be rewritten in terms of tree-level amplitudes, by
taking advantage of unitarity-based methods. The divergences are regulated by repre-
senting particles propagating inside loops as massive internal states. The Six-Dimensional
Formalism (SDF) [43] is very similar to FDF but, as its name suggests, sets the number
of dimensions to 6. It is based on the six-dimensional spinor-helicity formalism [48], and
is optimised for the analytic calculation of two-loop amplitudes.
Other schemes that do not modify at all the dimension of space-time have also been
developed. They aim at building pure four-dimensional representations of loop and phase-
space integrals, usually by removing the singularities at the integrand level. Implicit
Regularisation (IREG) [49, 50], for instance, isolate the UV singular part of divergent
loop integrals and express it in terms of implicit integrals and other boundary terms.
The Four-Dimensional Regularisation (FDR) scheme [51,52] is very similar to IREG, but
avoids renormalisation altogether by simply setting to zero the UV part of the integral,
which renders the introduction of UV counterterms at the Lagrangian level unnecessary.
In both IREG and FDR, the IR singularities are regularised by restricting the phase-space
integration around the soft and collinear regions, by using an infinitesimal shift of mo-
menta. Finally, another non-dimensional scheme, the Four-Dimensional Unsubtraction
(FDU) [1, 2, 6–9, 11, 25], will be covered in its entirety in this thesis and will be the main
subject of Chapters 5 and 6.
In the rest of this chapter, we will explain the main principles to perform explicit reg-
ularisations of divergences. To simplify the discussion, we will stick to DREG.
3.3 Renormalisation of UV singularities in gauge theories
Because of the infinities that are generated at very high energies in perturbation theory,
the physical quantities that we measure – such as the electric charge and the mass – are
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not the ones that directly appear in the original, unrenormalised theory. This is due to
the fact the bare parameters of the Lagrangian (that is to say, the parameters of the
Lagrangian before renormalisation) do not take into account the effects that quantum
corrections have on the associated physical quantities. The main idea of renormalisation
is to rewrite the Lagrangian by introducing small shifts in these parameters, in order to
generate counterterms at the Lagrangian level, allowing for a direct cancellation of infini-
ties while simultaneously promoting the bare parameters to physical ones.
In this section, we will detail how to systematise the renormalisation procedure for per-
turbation theories, and show how to obtain a finite theory formulated in terms of physical
parameters that can be measured experimentally. We will first introduce the (modified)
minimal subtraction renormalisation scheme, and then illustrate the procedure by using
as an example the QED Lagrangian, found in Eq. (2.2). We will try to avoid most explicit
calculations here, and will mostly focus on the more conceptual aspects.
3.3.1 The minimal subtraction scheme
Essentially and as said above, renormalising a quantity means removing (UV) infinities
generated by the theory at a given order in perturbation theory. In practice, this is done
by introducing a counterterm at a given step of the calculation in order to cancel the poles.
For instance, let’s take Id in Eq. (3.6). The counterterm
ICTd (A) =
1
d− 1 +A , A finite (3.15)
will do the required job, since
Id − ICTd (A) (3.16)
is regular when the limit d → 1 is taken. The finite part A appearing in Eq. (3.15),
however, is completely arbitrary. Since the final result must of course be independent of
A, its value must be fixed at some point of the computation, but this has to be done in
a consistent manner. The rules to fix A are given by a renormalisation scheme that must
be chosen beforehand. Probably the simplest of them is the Minimal Subtraction (MS)
scheme, introduced independently by ‘t Hooft [53] and Weinberg [54]. In this scheme, only
the pole is removed, meaning that in our previous example, A is simply set to 0. Now
let’s do the same exercise with the integral appearing in Eq. (3.13). By expanding around
 = 0, we have
L
(1)
Bubble(p,−p) =
1
16pi2
(
1

− log
(−p2 − i0
µ2
)
+ 2− γE + log(4pi) +O(1)
)
, (3.17)
where γE is the Euler-Mascheroni constant. In the MS scheme, only the pole is removed,
meaning that the integrated counterterm would be of the form
L
(1,CT,MS)
Bubble =
1
16pi2
1

. (3.18)
It would be more practical, though, to also include in the counterterm the very commonly
encountered γE and log(4pi) (also appearing in Eq. (3.17)). To do so, we define the
Modified Minimal Subtraction scheme, written MS, where in addition to removing the
pole, we factorise in the counterterm the quantity
SMS = (4pi)
e− γE . (3.19)
Note that, up to O(2), this is equivalent to applying the shift
1

−→ 1

− γE + log(4pi) (3.20)
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inside the counterterm. We therefore have
L
(1,CT,MS)
Bubble =
SMS
16pi2
1

, (3.21)
which we use to obtain the renormalised amplitude,
L
(1,R)
Bubble(p,−p) = L(1)Bubble(p,−p)− L(1,CT,MS)Bubble =
1
16pi2
(
− log
(−p2 − i0
µ2
)
+ 2
)
, (3.22)
in the MS scheme and in the limit → 0.
3.3.2 Generating the counterterms from the Lagrangian
In terms of the bare parameters, written with an index 0, the (unrenormalised) QED
Lagrangian reads
L0 = ψ¯0(i γµ(∂µ + i e0A0µ)−m0)ψ0 −
1
4
(∂µA0ν − ∂νA0µ)(∂µAν0 − ∂νAµ0 ) , (3.23)
Since there are four such parameters, we logically expect in the end the same number of
counterterms. By using Eq. (3.23), it is possible to show that computing the electron and
photon propagator leads to
=
i Z2
/p−m + · · · , = −
i Z3 gµν
q2
+ · · · ,
with Z2 and Z3 being the wave-function renormalisation factors of the electron and the
photon, respectively. The first step is therefore to rescale the bare fermion field ψ0 and
photon field Aµ0 in order to absorb Z2 and Z3 into the Lagrangian. This is done by
considering the new fields ψ = Z
−1/2
2 ψ0 and A
µ = Z
−1/2
3 A
µ
0 , leading to
L0 = Z2 ψ¯(i γµ∂µ −m0)ψ − eZ1 ψ¯ γµ ψAµ − Z3
4
(∂µAν − ∂νAµ)(∂µAν − ∂νAµ) , (3.24)
where we also rescaled the bare electric charge e0 as e0 Z2 Z
1/2
3 = eZ1, with e being
interpreted as the physical electric charge. By defining
δ2 = Z2 − 1 , δ3 = Z3 − 1 ,
δm = Z2m0 −m δ1 = Z1 − 1 = (e0/e)Z2 Z1/23 − 1 (3.25)
and expanding accordingly Eq. (3.24), we find
LQED = L0 − LCT (3.26)
where the second piece LCT contains all four counterterms. Explicitly,
LCT = ψ¯(i δ2 γµ∂µ − δm)ψ − e δ1 ψ¯ γµ ψAµ − δ3
4
(∂µAν − ∂νAµ)(∂µAν − ∂νAµ) . (3.27)
Now that we have built the renormalised Lagrangian, the next step consists in finding the
values of the counterterms so they effectively cancel the infinities coming from the original
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theory. In general, they are fixed through what are called renormalisation conditions. In
QED, there are four of them, reading
Σ(/p = m) = 0 ,
∂
∂/p
Σ(/p)
∣∣∣∣
/p=m
= 0 ,
Π(q2 = 0) = 0 ,
−i eΓµ(q = 0) = − i e γµ . (3.28)
where iΣ (resp. Π) is the coefficient appearing in the evaluation of the corrections of the
fermion (resp. photon) propagator, and −i eΓµ is the term involved in the computation
of the corrections of the three-point function. The first condition sets the fermion mass
to the physical value m, and when combined with the second, it forces the cancellation
of on-shell singularities. The third condition forces the on-shell photonic propagator to
remain unmodified by the renormalisation procedure. Finally, the fourth condition fixes
the three-point coupling to the physical one, which sets e to be the physical electric charge.
In the MS scheme (see Section 3.3.1), with dimension d = 4 − 2, the QED countert-
erms (at one-loop order) read
δ1 = δ2 = −e2 S
MS

16pi2
1

, δ3 = −e2 S
MS

16pi2
4
3
, δm = −e2 S
MS

16pi2
3

, (3.29)
and their associated Feynman rules are
µ ν
q
−i(gµν q2 − qµ qν)δ3
p
i(/p δ2 − δm)
µ −i e γµ δ1
Removing the infinities is therefore simply done by taking into account and calculating
all the extra diagrams generated from these new Feynman rules. For instance, the singu-
larities generated by the one-loop self-energy contribution of the photon propagator are
cancelled by the corresponding counterterm, i.e.
− = O(0) . (3.30)
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This procedure is completely equivalent to simply removing the infinities by hand, but
makes things easier in general when dealing with more loops, thanks to its systematic
aspect.
3.4 IR singularities and the KLN theorem
While the treatment of UV divergences can be done systematically and order by order in
perturbation theory by introducing counterterms at the Lagrangian level, cancelling IR
divergences requires a very different approach. As we briefly saw before, they can arise
from both virtual contributions (i.e. diagrams involving loops) and real contributions (i.e.
diagram with the emission of an extra physical particle). We will see that, by properly
handling each of these quantities, IR singularities will actually vanish by themselves at
the end of the computation.
In order to illustrate this idea, we will consider the very simple 1 −→ 2 process at NLO
in QED of a virtual photon γ∗ decaying into two (massless) electrons. In order to obtain
the complete1 cross section σNLOγ∗→e+e−(γ), we need to calculate two quantities. The first,
written σNLOV(γ∗→e+e−), is evaluated by taking into account all possible one-loop corrections,
and considering the interference between them and the tree-level diagram. The second,
written σNLOR(γ∗→e+e−γ), is obtained by squaring the sum of all diagrams where an additional
physical particle is emitted. Essentially and in our example, we want to compute
σNLOV(γ∗→e+e−) σ
NLO
R(γ∗→e+e−γ)︷ ︸︸ ︷ + + +

2
+
︷ ︸︸ ︷ +

2
,
where we must ignore the terms given by the products of two one-loop diagrams, since
they are of a higher order than the one we consider here. Indeed, in this case, we restrict
ourselves to terms in the perturbative expansion that are at most proportional to α2, with
α =
e2
4pi
. (3.31)
Performing the explicit calculation2 leads to
σNLOV(γ∗→e+e−) = σ
LO
(
1 +
2α
3pi
(
s12
µ
)− Γ(1 + )Γ2(1− )
(4pi)−Γ(1− 2)
(
− 2
2
− 2

− 8 +O(1)
))
,
(3.32)
with σLO the value of the cross section at LO, obtained when computing the square of
the tree-level diagram, s12 the virtuality of the incoming photon, and µ an arbitrary mass
scale. The -poles appearing in Eq. (3.32) only come from the low-energy region of the
loop integration domain, since in this particular case the UV singularities cancel between
the different virtual contributions3.
1Here, we consider the sum of both the LO and NLO, instead of only the NLO corrections.
2We refer the reader to e.g. [55] for the complete derivation.
3In the most general case, the amplitude must be renormalised beforehand, so only IR singularities
remain.
24 Singularities and regularisation
On the other hand, the real contribution reads
σNLOR(γ∗→e+e−γ) = σ
LO
(
1 +
2α
3pi
(
s12
µ
)− Γ(1 + )Γ2(1− )
(4pi)−Γ(1− 2)
(
2
2
+
2

+
19
2
+O(1)
))
.
(3.33)
The double pole (i.e. the term proportional to 1/2) in Eq. (3.33) comes from the region
of the phase space where soft and collinear singularities manifest themselves simultane-
ously, whereas the single pole (i.e. the term proportional to 1/) is generated when these
singularities occur separately. One can immediately notice that not only the poles of
σNLOV(γ∗→e+e−) and σ
NLO
R(γ∗→e+e−γ) have the same absolute value, they are also of opposite
signs. As a consequence of this, σNLOγ∗→e+e−(γ) is completely free of -poles, and the limit
→ 0 can be taken after summing, i.e.
σNLOγ∗→e+e−(γ) = σ0
(
1 +
α
pi
)
. (3.34)
The two quantities σNLOV(γ∗→e+e−) and σ
NLO
R(γ∗→e+e−γ) having opposite -poles is of course not a
coincidence. As a matter of fact, the Block-Nordsieck theorem states that in perturbative
QED, the cancellation between IR poles generated by virtual contributions and IR poles
generated by real contributions is verified at all orders. In non-abelian theories, the IR
divergences exhibit a more complex structure because of the existence of self-interaction
vertices between gauge bosons for instance. In the case of QCD, collinear singularities can
manifest themselves even when considering massive quarks, since a final-state gluon can
be emitted from another final-state gluon. However and fortunately, the cancellation is
guaranteed by the more general Kinoshita-Lee-Nauenberg (KLN) theorem [56, 57]. This
theorem states that any quantum field theory with massless fields is free of IR singular-
ities, which disappear after performing the sum over virtual and degenerate initial- and
final-state real contributions. This property is a crucial aspect of perturbation theory,
since it allows one to build infrared-safe observables at any order.
The traditional approach to regularise IR divergences is known as the subtraction for-
malism [58–65] (and its variants [66–72]). It exploits the KLN theorem by building coun-
terterms which locally mimic the real radiation contribution. The resulting integrals can
then be computed, and reproduce the divergences present in the virtual part.
3.5 Threshold singularities and the optical theorem
One can show [73] that a given loop diagram contributing to a given transition proba-
bility amplitude M(i → f) will always be real, unless there exists non-trivial points of
the loop integration domain for which one or more internal propagators vanish. This can
only happen if intermediate states can go on shell, which usually gives a condition on the
lightest internal mass. In this case, the discontinuity is called a threshold singularity; it is
integrable, and will contribute to the imaginary part of the scattering amplitude. As we
will see, techniques exist to isolate and calculate this imaginary component.
But first, let’s go back to the definition of the S-matrix given in Section 2.2.1. Knowing
that S is Hermitian, we can write
S†S = 1 = (1− i T †)(1 + i T †) (3.35)
which leads to
i(T − T †) = T †T . (3.36)
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For given initial and final states | i 〉 and | f 〉, we can rewrite the right-hand side as
〈 f |T †T | i 〉 =
∑
x
∫
dΩx〈 f |T |x 〉〈x |T † | i 〉 (3.37)
where the sum is performed over all possible intermediate states |x 〉 = |{px1 , px2 , . . . }〉,
whose corresponding phase-space factor is Ωx. From Eq. (3.36), we therefore have
M(i→ f)−M∗(f → i) = i
∑
x
∫
dΩLIPSM∗(f → x)M(i→ x) , (3.38)
with
dΩLIPS = (2pi)
4δ
∑
j
pfj −
∑
k
pxk
 dΩx . (3.39)
The relation obtained in Eq. (3.38) is called the generalised optical theorem, and holds
order by order in perturbation theory. A more interesting case of the generalised optical
theorem is when | i 〉 = | f 〉 = | k 〉, which reduces Eq. (3.38) to
2i ImM(k → k) = i
∑
x
∫
dΩLIPS |M(k → x)|2 . (3.40)
For instance if | k 〉 is a one-particle state, Eq. (3.40) tells us that the imaginary part of
the amplitude M(k → k) is equal to the total decay rate of this particle times its mass.
On the other hand, if | k 〉 is a two-particle state, then Eq. (3.40) tells us that the total
scattering cross section can be deduced from the imaginary part of the probability ampli-
tude M(k → k) and vice-versa.
This theorem is very convenient, since it is in practice quite easy to evaluate the imagi-
nary part of a loop diagram. Indeed, it is possible to show that for an internal particle of
momentum q,
Im
1
q2 −m2 + i0 = −pi δ(q
2 −m2) , (3.41)
which means that the imaginary part of a loop amplitude can be directly obtained from
the discontinuity arising when internal lines go on shell. A systematic approach to evaluate
the imaginary part of an amplitude involves a three-step algorithm known as Cutkosky’s
cutting rules [73]. First, take a loop diagram and cut through it in all possible ways such
that the cut propagators can simultaneously be put on shell (momentum conservation must
hold). Then, for each cut, perform the replacement (q2 −m2 + i0)−1 → −2i pi δ(q2 −m2).
Finally, the integrable discontinuity is given by the sum of all cuts, and is equal to minus
two times the imaginary part of the original amplitude.
Although very useful, this method has its limits. If there are more than one internal
scale for instance, additional discontinuities – known as anomalous thresholds – may man-
ifest themselves [74, 75]. They still generate an imaginary component, but are much less
simple to evaluate. This is even more challenging at two-loop level, where having more
degrees of freedom inside the integrand means that more internal lines can go on shell
simultaneously.

Chapter 4
The Loop-Tree Duality theorem
The Loop-Tree Duality (LTD) theorem [26–32] is a mathematical method based on
Cauchy’s residue theorem that can be applied to any QFT in Minkowski space with an
arbitrary number d of space-time dimensions. In short, and as its name suggests, it allows
the loop scattering amplitudes to be rewritten as a sum of tree-level-like objects, thus
demonstrating the existence of an underlying and formal connection among loops and
phase-space integrals. As explained in more details in this chapter, its main strength lies
in the fact it reduces the integration space from a (Ld)-dimensional Minkowski space to
a (L(d− 1))-dimensional Euclidean space with L being the number of loops, which allows
one to circumvent many of the difficulties that may arise in the traditional approach.
In the following, we will establish the theoretical grounds on which LTD is built, and
will introduce most of the notations that will be used throughout this thesis. Without any
loss of generality and in order to simplify all the demonstrations, the particles considered
in this chapter will all be scalars.
4.1 Loop-Tree Duality at one loop
4.1.1 The Loop-Tree Duality theorem
In this section we introduce the key concepts of LTD [26] by applying the theorem to
a generic one-loop scalar integral we will call L(1), and deriving the associated duality
relation. As shown in Fig. 4.1, the external momenta are labelled as pi with i ∈ α =
{1, 2, . . . , N}. They also are clockwise ordered, and are taken as outgoing. The internal
momenta are written2
qi = `+ ki with ki =
i∑
j=1
pj , (4.1)
and with ` being the loop momenta, which flows anti-clockwise. Consequently, and because
of the momentum conservation relation between the external particles, namely
N∑
i=1
pi = 0 , (4.2)
we have qN = `.
2Throughout this thesis, we will label the internal momenta more adequately, depending on the pro-
cess under consideration. The notations used in this chapter are more suited for a formal and general
demonstration.
28 The Loop-Tree Duality theorem
p1
p2
p3
pN
q1
q2
qN
`
Figure 4.1: Momentum configuration of the one-loop N -point scalar integral.
With all this in mind, L(1) can be written in a straightforward manner
L(1)(p1, . . . , pN ) =
∫
`
∏
i∈α
GF (qi) where
∫
`
• = −i µ4−d
∫
dd`
(2pi)d
• , (4.3)
and with d the dimension of the Minkowski space-time, on which the metric tensor is the
usual gµν metric of signature (+1,−1, . . . ,−1). The Feynman propagator GF is written
GF (qi) =
1
q2i −m2i + i0
, (4.4)
with mi being the mass of the internal particle with momentum qi.
The propagator GF (qi) has two complex poles, and if we write qi,0 the energy compo-
nent of qi, and qi its space component, we have(
GF (qi)
)−1
= 0 ⇐⇒ qi,0 = q(±)i,0 = ±
√
q2i +m
2
i − i0 . (4.5)
This means that, in the complex plane of the variable qi,0, the positive energy solution
has negative imaginary part, and vice-versa, as shown in Fig. 4.2.
Deriving the Loop-Tree Duality theorem is done by directly applying Cauchy’s residue
theorem on L(1), with a well-chosen contour CL that selects all the poles with negative
imaginary part, i.e. all the poles with positive energy of each individual Feynman propa-
gator GF (qi), as shown in Fig. 4.3.
Assuming there are only single poles1, we have
L(1)(p1, p2, . . . , pN ) =
∫
`
∫
d`0
∏
i∈α
GF (qi) =
∫
`
∫
CL
d`0
∏
i∈α
GF (qi)
= − 2pii
∫
`
∑
Res{Im(`0)<0}
(∏
i∈α
GF (qi)
)
, (4.6)
1At one-loop level, this is always the case, assuming a suitable choice of gauge [26].
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GF (qi) qi,0 C-plane
×
×
−i0
q2i +m
2
i
Figure 4.2: Position of the poles of GF (qi) in the qi,0 complex plane.
L(1) `0 C-plane
CL
. . . × × × . . .
. . . × × × × . . .
Figure 4.3: Position of the poles of L(1) in the `0 complex plane. The closed contour CL
includes all poles with negative imaginary part.
where integrating for all values of `0 is equivalent to integrating over the closed contour
CL, as the integrand is convergent when `0 → ∞. The next step consists in computing
the N residues that appear in Eq. (4.6). While it seems quite straightforward, it involves
several subtleties that should not be overlooked.
Let’s first focus solely on the residue at the i-th pole for instance, and write
Res{i−th pole}
∏
j∈α
GF (qj)
 = Res{i−th pole} (GF (qi))×
∏
j∈α
j 6=i
GF (qj)

{Evaluated at the i-th pole}
, (4.7)
where none of the propagators GF (qj) with j 6= i are singular at the value of the pole
of GF (qi), because of the fact there are no multi-poles. The product appearing in the
right-hand-side of Eq. (4.7) can therefore directly be evaluated at this particular value.
Furthermore, the contour CL only selects poles with negative imaginary part, which means
that in practice the residues at the i-th pole are to be evaluated when qi,0 = q
(+)
i,0 , as a
consequence of Eq. (4.5).
In order to simplify the notations, and because of the fact the rest of the computation is
independent of the index i, we will write
GF (qj) = GF (qi + (qj − qi)) = GF (qi + kji) , for j 6= i . (4.8)
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One can observe that kji = qj−qi does not depend on the loop momentum `, and is simply
a linear combination of the external momenta. We will also remove any dependence in i
and relabel the momenta and the mass
qi → q , qj → q + kj and mi → m . (4.9)
The right-hand side of Eq. (4.7) is therefore rewritten
Res{q0=q(+)0 }
(
GF (q)
)×
∏
j
GF (q + kj)

q0=q
(+)
0
, (4.10)
where q
(+)
0 =
√
q2 +m2 − i0.
The residue itself is very easily computed, and gives
Res{q0=q(+)0 }
(
GF (q)
)
= lim
q0→q(+)0
(
(q0 − q(+)0 )
1
q20 − q2 −m2 + i0
)
=
1
2q
(+)
0
=
1
2
√
q2 +m2
=
∫
d`0 δ+(q
2 −m2) , (4.11)
where we used the short hand notation
δ+(q
2 −m2) = θ(q0) δ(q2 −m2) , (4.12)
which sets the internal particle of momentum q on shell, while selecting the positive energy
mode thanks to the presence of the Heaviside function θ. Note that the prescription in
Eq. (4.11) has been dropped inside the definition of q
(+)
0 . This is justified by the fact
that in the massive case (m 6= 0), q(+)0 is always strictly positive and thus cannot vanish,
and in the massless case (m = 0), the singularity appearing when q2 → 0 corresponds
to an end-point singularity in the integration over q, for which the i0 prescription has
no regularisation effect whatsoever. The last equality of the second line of Eq. (4.11) is
simply obtained from the mathematical definition of the delta function.
Thus, the calculation of the residue finally gives
Res{i−th pole}
(
GF (qi)
)
=
∫
d`0 δ+(q
2 −m2) . (4.13)
This equality shows that after applying Cauchy’s residue theorem to the loop integral,
the residue of the Feynman propagator of the internal line with momentum qi can be
substituted with the corresponding on-shell propagator δ+(q
2
i − m2i ). This is equivalent
to cutting – i.e. putting on shell – this particular line in the appropriate term of the
sum in Eq. (4.6). Consequently, and by inserting Eq. (4.13) into Eq. (4.6), we achieve a
representation of the one-loop integral as a linear combination of N phase-space integrals.
The only thing that remains to be done is to evaluate the residue pre-factor (the product
in Eq. (4.10)). But before moving forward, it is worth mentioning that even though we re-
moved the prescription coming from the Feynman propagator in Eq. (4.11), it still played
an important role in the application of Cauchy’s Residue Theorem, as it is the reason why
we selected the pole with positive energy. Now, the computation of the pre-factor is a
bit more subtle, as the prescription plays an even bigger role, and its careful and rigorous
treatment is critical for the consistency of the method.
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Explicitly, we have∏
j
GF (q + kj)

q0=q
(+)
0
=
∏
j
1
(q + kj)2 −m2j + i0

q0=q
(+)
0
=
∏
j
1
m2 + 2q
(+)
0 kj,0 − 2q · kj + k2j −m2j
,
(4.14)
where we replaced q0 by q
(+)
0 =
√
q2 +m2 − i0 in the last equality. Then, by noting that
2q
(+)
0 ≈ 2
√
q2 +m2 − i0/
√
q2 +m2, we can write∏
j
GF (q + kj)

q0=q
(+)
0
=
∏
j
1
m2 + 2
√
q2 +m2 kj,0 − 2q · kj + k2j −m2j − i0 kj,0/
√
q2 +m2
.
=
∏
j
1
q2 + 2q · kj + k2j −m2j − i0 kj,0/q0

q0=
√
q2+m2
.
(4.15)
The potential singularities appearing in Eq. (4.15) are regularised thanks to the shift from
the real axis produced by the imaginary term i0 kj,0/q0. In addition, it is worth mentioning
that in the limit of the infinitesimal prescription, only the sign in front of i0 matters1.
Therefore, knowing that q0 > 0, we can perform the replacement i0 kj,0/q0 → i0 η · kj ,
where η can be any future-like vector, namely fulfilling
ηµ = (η0,η) with
{
η0 > 0
η2 ≥ 0 . (4.16)
Thus, we finally obtain∏
j
GF (q + kj)

q0=q
(+)
0
=
∏
j
1
(q + kj)2 −m2j − i0 η · kj

q0=
√
q2+m2
, (4.17)
which, after reintroducing the index i we dropped earlier, gives us∏
j∈α
j 6=i
GF (qj)

{Evaluated at the i-th pole}
=
∏
j∈α
j 6=i
1
q2j −m2j − i0 η · (qj − qi)

qi,0=q
(+)
i,0
. (4.18)
As we can see, setting on shell the internal line with momentum qi also affects the remain-
ing propagators. Indeed, the singularity appearing when q2j = m
2
j for i 6= j is no longer
regularised by the customary +i0 Feynman prescription, but instead by a new prescrip-
tion, −i0 η · (qj − qi), which we call the dual prescription. This prescription arises from
the fact the original Feynman propagator GF (qj) is evaluated at the complex value of the
1In general, the sign in front of a given prescription is always unambiguously defined at one-loop level.
This may not be true any more, though, when dealing with two-loop amplitudes.
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loop momentum qi, which is determined by the location of the pole at
(
GF (qi)
)−1
. The
i0 dependence from the pole has to be combined with the i0 dependence as given by the
dual prescription.
Finally, inserting Eq. (4.13) and Eq. (4.18) into Eq. (4.6) gives the duality relation between
one-loop integrals and phase-space integrals
L(1)(p1, p2, . . . , pN ) = −L˜(1)(p1, p2, . . . , pN ) , (4.19)
where the expression of the phase-space integral L˜(1) is given by
L˜(1)(p1, p2, . . . , pN ) =
∫
`
∑
i∈α
δ˜(qi)
∏
j∈α
j 6=i
GD(qi; qj) , (4.20)
with
δ˜(qi) = 2pii δ+(q
2
i −m2i ) = 2pii θ(qi,0) δ(q2i −m2i ) ,
and
GD(qi; qj) =
1
q2j −m2j − i0 η · (qj − qi)
. (4.21)
In a given dual contribution, the N−1 Feynman propagators GF (qj) are substituted by the
corresponding dual propagators GD(qi; qj). Only their prescriptions have been modified,
and these are completely independent of the internal momentum `. They are therefore
fixed1. As said above, the value of η is arbitrary, as long it is taken to be a future-like
vector. One important point to keep into consideration, however, is that in order to
cancel the dependence in η in L˜(1), one has to take the same η across all contributions.
For simplicity, we will take
ηµ = (1, 0, 0, 0) (4.22)
for any subsequent computations in this thesis.
The presence of η is a consequence of using Cauchy’s residue theorem, and is essential
to the consistency of the LTD theorem. In addition, the fact that the prescription de-
pends on η indicates that the residues at each of the poles are not Lorentz-invariant
quantities. It is only when summing over all the residues that one recovers Lorentz in-
variance. Indeed, the one-loop integral L(1) is a function of the N2 Lorentz invariants
(pi · pj), and has a complex analytic structure involving poles and branch-cut singularities
in the multi-dimensional space of these variables. The usual +i0 prescription of the Feyn-
man propagators select a Riemann sheet in this multi-dimensional space and therefore
unambiguously defines L(1) as a single-valued function. However, after applying the LTD
theorem, each contribution to L˜(1) has additional – unphysical – singularities in the mul-
tidimensional complex space. The auxiliary vector η, however, fixes the position of those
singularities by correlating the various single-cut contributions, so that they are evaluated
on the same Riemann sheet, which leads to the cancellation of the unphysical singularities
we just mentioned. More details about this subject are given in the following section.
4.1.2 Cancellation of singularities among dual integrals
In this section, we explicitly show how the cancellation of unphysical spurious singularities
takes place within the LTD formalism, by carefully studying the structure of the pole of
the dual propagators [30].
1When dealing with several loops, this statement is not true any more. See Section 4.2.
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Let’s start by considering the dual contribution
Ii = −
∫
`
δ˜(qi)
∏
j 6=i
GD(qi; qj) = −
∫
`
δ˜(qi)
∏
j 6=i
1
q2j −m2j − i0 η · kji
. (4.23)
A crucial point of our discussion is to notice that it is possible to rewrite a given dual
propagator as
δ˜(qi)GD(qi; qj) = 2pii
δ(qi,0 − q(+)i,0 )
2q
(+)
i,0
1
(q
(+)
i,0 + kji,0)
2 − (q(+)j,0 )2
, (4.24)
where we recall (Eq. (4.5))
q
(+)
i,0 =
√
q2i +m
2
i − i0 (4.25)
is the loop energy measured along the on-shell hyperboloid whose origin is at −ki. While
the factor 1/q
(+)
i,0 can become singular if mi = 0, the integral∫
`
δ(qi,0 − q(+)i,0 )
2q
(+)
i,0
(4.26)
is still convergent by two powers in the IR region, thanks to the presence of the integra-
tion measure. Soft singularities indeed require at least two dual propagators to vanish
simultaneously. If we define
λ±±ij = ±q(+)i,0 ± q(+)j,0 + kji,0 , (4.27)
we can see from Eq. (4.24) that the inverse dual propagator
(
GD(qi; qj)
)−1
vanishes if
either one of
λ++ij = 0 or λ
+−
ij = 0 (4.28)
is fulfilled. The first condition of Eq. (4.28) is satisfied if the forward hyperboloid of −ki
intersects with the backward hyperboloid of −kj . The second condition is verified if the
two forward hyperboloids intersect.
In the massless case, the hyperboloids reduce to light-cones in the loop three-momentum
space, and q
(+)
i,0 and q
(+)
j,0 are the distance from the foci located at−ki and−kj , respectively,
with the distance between these two foci being
√
k2ji. In the massive case, Eq. (4.25) can
be reinterpreted as the distance associated to a four-dimensional space with one “massive”
dimension and the foci now located at (−ki,−mi) and (−kj ,−mj), respectively. Then,
the singularity arises at the intersection of the conic section given by Eq. (4.28) in this
generalised space with the zero mass plane. This picture is useful to identify the singular
regions of the loop integrand in the loop three-momentum space.
The solution to the first condition of Eq. (4.28) is an ellipsoid and clearly requires kji,0 < 0.
Moreover, since it is the result of the intersection of a forward with a backward hyper-
boloid, the distance between the two propagators has to be future-like, i.e. we must have
k2ji > 0. In fact, internal masses further restrict this condition. Bearing in mind the image
of the conic sections in the generalised massive space, we can intuitively deduce1 that this
first condition has a solution if and only if{
kji,0 < 0
k2ji − (mj +mi)2 ≥ 0
. (4.29)
1Of course, a more mathematical approach would lead to the same conclusion.
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Figure 4.4: On-shell hyperboloids for three arbitrary propagators in Cartesian coordinates
in the (`0,`z) space (left), and kinematical configurations with infrared singularities (right).
In the latter case, the on-shell hyperboloids degenerate to light-cones.
On the other hand, the solution of the second condition of Eq. (4.28) is an hyperboloid
in the generalised space, and this time there can be solutions for kji either positive or
negative, i.e. when either of the two momenta are set on shell. However, by interpreting
the result in the generalised space, it is clear that the intersection with the zero mass plane
does not always exist, and if it does, it can either be an ellipsoid or a hyperboloid in the
loop three-momentum space. Here, the distance between the momenta of the propagators
has to be space-like, although time-like configurations can fulfil this second condition as
well, as long as the time-like distance is small, or close to light-like. We can show that the
condition
k2ji − (mj −mi)2 ≤ 0 . (4.30)
is necessary for the existence of a solution. In any other configuration, the singularity only
appears for loop-three momenta with imaginary components.
In the following, we will prove the partial cancellation of singularities among dual inte-
grands that has been briefly discussed in the previous subsection. Let’s first consider two
Feynman propagators separated by a space-like distance k2ji < 0 (or more generally, ful-
filling Eq. (4.30)). In the corresponding dual representations, one of these propagators is
cut and the corresponding particle is set on shell, the other becomes dual, and the inte-
gration occurs along the on-shell hyperboloid of the former. A graphical representation of
this configuration is shown in Fig. 4.4 (left). There, the two forward hyperboloids of −k1
and −k3 intersect at a single point. Integrating over `z along the forward hyperboloid of
−k1, we find that the dual propagator GD(q1; q3), which is negative below the intersection
point where the integrand becomes singular, changes sign above this particular point as we
move from outside to inside the on-shell hyperboloid of −k3. The opposite occurs in the
contribution where q3 is set on shell; GD(q3; q1) is positive below the intersection point,
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and negative above. The change of sign leads to the cancellation of the singularity they
have in common. Notice also that the dual i0 prescription changes sign. Analytically, we
have
lim
λ+−ij →0
(
δ˜(qi)GD(qi; qj)
2pii
+ {i↔ j}
)
=
(
1
λ+−ij
− 1
λ+−ij
)
δ(qi,0 − q(+)i,0 )
(2q
(+)
i,0 )(2q
(+)
j,0 )
+O((λ+−ij )0) ,
(4.31)
demonstrating that the leading behaviour indeed cancels among the two dual contribu-
tions. The cancellation of these singularities is neither altered by the presence of other
non-vanishing dual propagators nor by a numerator, as
lim
λ+−ij →0
GD(qj ; qk) = lim
λ+−ij →0
1
(q
(+)
j,0 + kki,0 − kji,0)2 − (q(+)k,0 )2
= lim
λ+−ij →0
GD(qi; qk) , (4.32)
where we have used kkj = kki − kji. If instead, the separation is time-like (in the sense of
the second condition of Eq. (4.28), we find
lim
λ++ij →0
(
δ˜(qi)GD(qi; qj)
2pii
+ {i↔ j}
)
= −θ(−kji,0) 1
λ++ij
δ(qi,0 − q(+)i,0 )
(2q
(+)
i,0 )(2q
(+)
j,0 )
+{i↔ j}+O((λ++ij )0) .
(4.33)
In this case, the singularity of the integrand persists because of the presence of the Heav-
iside step function.
In the case where more than two propagators become simultaneously singular, we need to
define
λλ±±ab = ±q(+)a,0 ± q(+)b,0 + kba,0 , (4.34)
with a, b ∈ {i, j, k} and a 6= b. We also added a weight λ to the parameters so we can
take simultaneous limits. When three propagators become simultaneously singular at the
intersection of three forward hyperboloids, we have
lim
λ→0
(
δ˜(qi)GD(qi; qj)GD(qi, qk)
2pii
+ {(i, j, k)→ (j, k, i)}+ {(i, j, k)→ (k, i, j)}
)
=
1
λ2
(
1
λ+−ij λ
+−
ik
+
1
λ+−ij (λ
+−
ij − λ+−ik )
+
1
λ+−ik (λ
+−
ik − λ+−ij )
)
δ(qi,0 − q(+)i,0 )
(2q
(+)
i,0 )(2q
(+)
j,0 )(2q
(+)
k,0 )
+O (λ−1) ,
(4.35)
where the leading singular behaviour vanishes when taking the sum of all three contribu-
tions. Although not shown since its expression is quite complex, the O(λ−1) term also
vanishes, thus rendering the full integrand finite in the limit λ → 0. When two forward
hyperboloids intersect simultaneously with a backward hyperboloid, we have
lim
λ→0
(
δ˜(qi)GD(qi; qj)GD(qi, qk)
2pii
+ {(i, j, k)→ (j, k, i)}+ {(i, j, k)→ (k, i, j)}
)
= θ(−kki,0)θ(−kkj,0) 1
λ2
(
1
λ++ik (λ
++
jk − λ++ik )
+
1
λ++jk (λ
++
ik − λ++jk )
)
δ(qi,0 − q(+)i,0 )
(2q
(+)
i,0 )(2q
(+)
j,0 )(2q
(+)
k,0 )
+O (λ−1) ,
(4.36)
where the singularity in 1/(λ++jk − λ++ik ) cancels (it is not shown but it is once again also
the case at O (λ−1)). Finally, when two backward hyperboloids intersect with a forward
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hyperboloid,
lim
λ→0
(
δ˜(qi)GD(qi; qj)GD(qi, qk)
2pii
+ {(i, j, k)→ (j, k, i)}+ {(i, j, k)→ (k, i, j)}
)
= θ(−kki,0)θ(−kji,0) 1
λ2 λ++ij λ
++
ik
δ(qi,0 − q(+)i,0 )
(2q
(+)
i,0 )(2q
(+)
j,0 )(2q
(+)
k,0 )
+O (λ−1) . (4.37)
The same exercise can be carried out for the case where four hyperboloids intersect, for
which it is straightforward to prove that it does not lead to any common singularities.
By studying all the different possible scenarios, we showed that singularities of space-
like separated propagators, taking place where forward on-shell hyperboloids intersect,
vanish in the dual representation of loop integrand. This cancellation of singularities rep-
resents a big advantage of the LTD formalism with respect to the direct integration in the
four-dimensional loop space; it makes unnecessary the use of contour deformation to deal
numerically with the integrable singularities of these configurations.
The remaining singularities (coming from forward-backward intersections) are IR singu-
larities and are inherent to the process under consideration; they will therefore remain in
the sum of the dual contributions. Collinear singularities occur when two massless prop-
agators are separated by a light-like distance, k2ji = 0. In that case, the corresponding
light-cones overlap along an infinite interval. If we assume ki,0 > kj,0 for instance, the
collinear singularity for `0 > −kj,0 appears at the intersection of the two forward light-
cones, with the forward light-cone of −kj located inside the forward light-cone of −ki,
or equivalently with the forward light-cone of −ki located outside the forward light-cone
of −kj . As a consequence of this, the singular behaviours of the two dual contributions
cancel one another. If instead we have −ki,0 < `0 < −kj,0, then it is the forward light-cone
of −ki that intersects tangentially with the backward light-cone of −kj , according to the
first condition of Eq. (4.28). In this region, collinear singularities remain, but the range
of the loop three-momentum is limited. If there are more than one momenta separated
by light-like distances, the region in which we have IR singularities is this time limited
by the minimal and maximal energies of the external momenta. The singularity of the
integrand at q
(+)
i,0 leads to an actual soft divergence only if two other propagators – each
one contributing one power in the infrared – are light-like separated from −ki. In Fig. 4.4,
this condition is fulfilled only for q
(+)
1,0 = 0, but not for q
(+)
2,0 = 0 or q
(+)
3,0 = 0.
In summary, both threshold and IR singularities are limited to a compact region of the
loop three-momentum, which is of the order of the external momenta. Outside this region,
singularities can only take place at forward-forward intersection, and thus vanish in the
sum of all dual contributions.
4.1.3 Similarities with the Feynman Tree Theorem
Since it shares many aspects with the LTD theorem, it is worth discussing a similar rela-
tion known as Feynman’s Tree Theorem (FTT) [76]. In this subsection we recall the FTT
and examine how it compares to the LTD theorem1.
We start by defining, for an internal particle with four-momentum q and mass m, the
1For a more thorough comparison between FTT and the LTD theorem, see [26].
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advanced propagator GA(q) as
GA(q) =
1
q2 −m2 − i0 q0 . (4.38)
By applying Cauchy’s residue theorem on
L
(1)
A (p1, p2, . . . pN ) =
∫
`
∏
i∈α
GA(qi) , (4.39)
using the same contour CL as when we derived the LTD theorem, we remark that
L
(1)
A (p1, p2, . . . pN ) = 0 , (4.40)
since GA only has poles with positive imaginary part. By noting that
GA(q) = GF (q) + δ˜(q) , (4.41)
with GF (q) and δ˜(q) given in Eqs. (4.4) and (4.21), respectively, we have
L
(1)
A (p1, p2, . . . pN ) =
∫
`
∏
i∈α
(
GF (qi) + δ˜(qi)
)
= L(1)(p1, p2, . . . pN ) +
N∑
i=1
L
(1)
i−cut(p1, p2, . . . pN ) , (4.42)
where L
(1)
m−cut(p1, p2, . . . pN ) is the sum of all contributions where m propagators GF (qi)
have been cut, i.e. replaced by a δ˜(qi). FTT is obtained by combining Eqs. (4.40) and
(4.42), and relates the one-loop amplitude to all1 the m-cut contributions, namely
L(1)(p1, p2, . . . pN ) = −
N∑
i=1
L
(1)
i−cut(p1, p2, . . . pN ) . (4.43)
The first contribution, which reads
L
(1)
1−cut(p1, p2, . . . pN ) =
∫
`
∑
i∈α
δ˜(qi)
∏
j∈α
j 6=i
GF (qi) , (4.44)
is very similar to L˜(1)(p1, p2, . . . , pN ) given in Eq. (4.20), the only difference being that
it involves Feynman propagators instead of dual ones. But since in the end, calculating
the one-loop amplitude must lead to the same result regardless of how it is decomposed,
we deduce that the modified prescriptions that appear in the dual propagators in the
LTD relation account for every remaining multi-cuts that appear in FTT. This is a very
strong advantage of LTD over FTT, since only single-cut contributions have to be taken
into account, removing completely the need to evaluate multi-cut contributions. A careful
bookkeeping of the dual prescriptions throughout the entire calculation, though, is the
price to pay.
1Note that for m > d, L
(1)
m−cut(p1, p2, . . . pN ) = 0 since the delta functions give more conditions than
the number of available integration variables.
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4.2 Loop-Tree Duality beyond one loop
In the previous section, we established the LTD framework, and derived the duality rela-
tion at one-loop level. Here, we iteratively extend the LTD formalism so it can deal with
an arbitrary number of loops. We will mostly focus on the two-loop case, which is sufficient
for the work carried out later in this thesis. For a more detailed and exhaustive discussion,
see [28]. In the following, we will start by introducing notations that are more suited for
multi-loop computations within our framework. We will then describe the general itera-
tive procedure to obtain a LTD representation of multi-loop integrals. And finally, we will
explicitly apply this procedure to the two-loop case to derive the corresponding duality
relation.
First, we need to extend the definition of the Feynman and dual propagators – whose
argument in the one-loop case was a single internal momentum qi – to sets of internal mo-
menta. Let αk be a set of indices, namely αk = {i1, i2, . . . }, where qij are four-momenta
of internal propagators. From now on and all throughout this thesis, we will use αk to
denote both the set of indices and the corresponding set of internal momenta, as there is
an unambiguous correspondence between the two. For instance, we do not differentiate
αk = {1, 2, 3} and αk = {q1, q2, q3}. With these notations, we generalise the definition of
the Feynman and dual propagators to a set of internal lines αk by defining
GF (αk) =
∏
i∈αk
GF (qi) , GD(αk) =
∑
i∈αk
δ˜(qi)
∏
j∈αk
j 6=i
GD(qi; qj) . (4.45)
In the case where αk = {i}, then GD(αk) = δ˜(qi) by definition. Although individual terms
inside GD(αk) depend on the dual vector η, the dependence vanishes after considering
the sum over all terms appearing in GD(αk), as it was already the case at one loop. For
further use, we also define −αk to be the set αk in which all internal lines have had their
flow reversed. Accordingly, we have
GD(−αk) =
∑
i∈αk
δ˜(−qi)
∏
j∈αk
j 6=i
GD(−qi;−qj) . (4.46)
In practice, this means that instead of selecting the positive energy modes as we would
usually do, we select the negative ones, i.e. for a given internal momenta qi belonging to
αk,
δ˜(−qi) = ipi
q
(+)
i,0
δ(qi,0 + q
(+)
i,0 ) . (4.47)
Note that GF (−αk) = GF (αk), since the four-momentum is squared, and the +i0 pre-
scription is independent of the direction of the flow.
With these notations, the one-loop duality relation in Eq. (4.19) simply reads∫
`
GF (α) = −
∫
`
GD(α) , (4.48)
with α = {1, 2, . . . , N}, where we reused the notations of Section 4.1. Moreover, while for
two sets αi and αj , we always have GF (αi∪αj) = GF (αi)GF (αj), this is not true for dual
propagators in general. Instead, it is possible to show that we have the very interesting
identity1
GD(αi ∪ αj) = GD(αi)GD(αj) +GF (αi)GD(αj) +GD(αi)GF (αj) , (4.49)
1For a complete proof of Eq. (4.49), as well as the general relation for an arbitrary number of sets,
see [28].
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which is essential to the iterative procedure we are about to describe. Besides, if we have
several sets α1, α2, . . . , αN whose momenta depend on the same integration variable `i,
then ∫
`i
GF (α1 ∪ α2 ∪ · · · ∪ αN ) = −
∫
`i
GD(α1 ∪ α2 ∪ · · · ∪ αN ) , (4.50)
which is a direct consequence of Eq. (4.48), and is simply the generalisation of the LTD
theorem to a set of internal lines belonging to a single given loop of a multi-loop diagram.
The main idea is to subsequently apply Eq. (4.50) to all loops one after the other, intro-
ducing an extra single-cut at each step of the process. One important thing to remember
however, is that the one-loop LTD theorem only applies to Feynman propagators, and
some loops that have not yet been cut may have had their Feynman propagators previ-
ously transformed into dual propagators (if they depend on more than one loop momenta,
for instance). For that reason, we need to cleverly apply Eq. (4.49) (or rather, its general
form for an arbitrary number of sets) whenever it is needed, in order to transform some
of the dual propagators back into Feynman ones. Our goal in the end is to obtain an
expression that has as many cuts (i.e. dual propagators) as loops involved.
As an explicit example, let’s now consider a general two-loop diagram, as shown in Fig. 4.5.
The two loop momenta are denoted `1 and `2, and they flow anti-clockwise and clockwise,
respectively. As for the one-loop case, all external momenta are outgoing. We also write
pi,j = pi+1 + pi+2 + · · ·+ pj−1 + pj if i < j ,
pi,j = − pi−1 − pi−2 − · · · − pj+1 − pj if i > j ,
pi,j = 0 if i = j , (4.51)
where p0,N = 0 because of momentum conservation. Note that unlike for the one-loop
case, the number of external momenta and internal momenta may not be the same, hence
the need for a different, more elaborated labelling.
At two loops, according to Fig. 4.5, we write
qi =

`1 + p0,i , i ∈ α1
`2 + pi−1,s−1 , i ∈ α2
`1 + `2 + pi,s , i ∈ α3
(4.52)
where αk, k = 1, 2, 3, are sets of internal lines, defined by
α1 = {0, 1, . . . , r} , α2 = {r+ 1, r+ 2, . . . , s} , α3 = {s+ 1, s+ 2, . . . , N} . (4.53)
The corresponding two-loop scalar integral L(2) reads
L(2)(p1, p2, . . . , pN ) =
∫
`1
∫
`2
GF (α1 ∪ α2 ∪ α3) =
∫
`1
∫
`2
GF (α1)GF (α2 ∪ α3) , (4.54)
where we explicitly isolated one of the two loops, namely the loop depending on `2 and
`1 + `2. This loop is the one that is on the left of Fig. 4.5. The first step is to apply the
LTD theorem at one loop, i.e. Eq. (4.48), to α2 ∪ α3. We obtain
L(2)(p1, p2, . . . , pN ) = −
∫
`1
∫
`2
GF (α1)GD(α2 ∪ α3) . (4.55)
As one can see, and as it was explained previously, it is not possible to directly apply
the LTD theorem a second time, since neither GF (α1 ∪ α2) nor GF (α1 ∪ α3) appears in
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Figure 4.5: Assignment of momenta in the two-loop the master diagram.
Eq. (4.55). This is where we need to take advantage of the identity in Eq. (4.49), allowing
us to write
L(2)(p1, p2, . . . , pN ) = −
∫
`1
∫
`2
GF (α1)
[
GD(α2)GD(α3)
+GF (α2)GD(α3) +GD(α2)GF (α3)
]
, (4.56)
where GF (α1 ∪ α2) and GF (α1 ∪ α3) appear in the second and third term, respectively.
The first term already exhibits two dual propagators, we can therefore leave it as it is.
Applying Eq. (4.48) to the remaining two terms leads to the final dual representation of
the two-loop amplitude,
L(2)(p1, p2, . . . , pN ) =
∫
`1
∫
`2
[
GD(α2)GD(α1 ∪ α3)
+GD(−α2 ∪ α1)GD(α3)−GF (α1)GD(α2)GD(α3)
]
, (4.57)
where each of the three terms now exhibits two dual cuts, as desired. Note that the in-
dices of the sets appearing in Eq. (4.57) are completely interchangeable. It is important
to take into account that the momenta in α1 and the ones in α2 have opposite flow when
considering the loop formed by the union of these two sets. Therefore, in order to be able
to apply the LTD theorem to this loop, we had to reverse the flow of α2 (for instance),
which was done by adding a minus sign in front of this set in Eq. (4.57), as illustrated
in Eq. (4.46). This duality relation at two-loop level can be, under certain conditions,
reduced to a simpler version. We will see how in Chapter 8.
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While a rigorous demonstration of the cancellation of unphysical singularities among dual
integrand at two-loop level within the LTD formalism has not yet been carried out, it is
done in Chapter 8 in the particular case of a below-threshold amplitude.
4.3 Loop-Tree Duality beyond simple poles
So far in our derivations of duality relations, we only considered diagrams and expressions
with single poles, i.e. that only involve single-power propagators. Assuming a suitable
choice of gauge, Feynman amplitudes at one-loop level will never exhibit multi-pole prop-
agators1 [26]. At two-loop level and beyond, though, higher powers of the propagators
can appear, from self-energy insertions on internal lines for instance, as seen in Fig. 4.6.
To compute such amplitudes using LTD, we must extend its formalism so it is able to
deal with expressions involving multi-pole propagators. We will try to keep the following
analysis as brief as possible, and refer the reader to [29] for more details.
Starting from the formulation of Cauchy’s residue theorem for multiple poles, namely
Res{z=z0} f(z) =
1
(k − 1)!
[
dk−1
dzk−1
(z − z0)kf(z)
]
z=z0
, (4.58)
for a function f having a pole at z0, of multiplicity at most k, we can generalise the duality
relation. Let’s consider the case where we have a Feynman propagator GF (q) raised at
the n-th power. By explicitly writing
(
GF (q)
)n
=
1
(q0 − q(+)0 )n(q0 + q(+)0 )n
, (4.59)
where we recall q
(+)
0 =
√
q2 +m2 − i0, we have
Res{q0=q(+)0 }
(
GF (q)
)n
= lim
q0→q(+)0
1
(n− 1)!
(
dn−1
dqn−10
1
(q0 + q
(+)
0 )
n
)
= (−1)n−1 (2n− 2)!
((n− 1)!)2
1
(2q
(+)
0 )
2n−1
, (4.60)
and in particular
Res{q0=q(+)0 }
(
GF (q)
)2
= − 2
(2q
(+)
0 )
3
,
Res{q0=q(+)0 }
(
GF (q)
)3
=
6
(2q
(+)
0 )
5
. (4.61)
Note that we can completely ignore the prescription here, since the denominator appearing
in the second line of Eq. (4.60) is always positive.
Now we need to evaluate the residue of the complete amplitude. In the single-pole case,
the numerator does not play a crucial role, since we only need to evaluate it at the pole
value. However in the multi-pole case, since it can depend on q0, the numerator may be
affected by the presence of the derivative in Eq. (4.60). Moreover, this derivative also acts
1Note however that the local UV counterterms we will build in the following chapters will involve
squared and cubed UV propagators, even at one-loop level.
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Figure 4.6: Example of a two-loop diagram involving a squared propagator, which here
has momentum q0 = qr.
on the remaining Feynman propagators, as[
d
dq0
GF (q; qj)
]
q0=q
(+)
0
=
[
d
dq0
1
(q + kj)2 −m2j
]
q0=q
(+)
0
=
[
− 2q0 + 2kj,0
((q + kj)2 −m2j )2
]
q0=q
(+)
0
= −2qj,0
(
GD(q; qj)
)2
(4.62)
where we assumed that each of these propagators only has a single pole. Now let consider
a set α = {q} ∪ {qj}j , with qj 6= q for all j. If GF (q) exhibits a double pole, then we have
Res{q0=q(+)0 }
(GF (q))2
∏
j
GF (qj)
N (`, {pi}N )

=
 d
dq0
1
(q0 + q
(+)
0 )
2
∏
j
GF (qj)
N (`, {pi}N )

q0=q
(+)
0
=
∏
j
GD(q; qj)
 1
(2q
(+)
0 )
2
− 1
q
(+)
0
−
∑
j
(2qj,0)GD(q; qj) +
d
dq0
N (`, {pi}N ) .
(4.63)
This result can be easily extended for poles with higher multiplicities.
Chapter 5
The Four-Dimensional
Unsubtraction from the Loop-Tree
Duality
In this chapter, we present a new algorithm [1] to construct a purely four-dimensional
representation of higher-order perturbative corrections to physical cross sections at NLO.
The algorithm is based on the LTD theorem, and is implemented by introducing a suitable
mapping between the external and loop momenta of the virtual scattering amplitudes, and
the external momenta of the real emission corrections. In this way, the sum over degener-
ate states is performed at the integrand level, and the cancellation of infrared divergences
occurs locally without introducing subtraction counterterms to deal with soft and final-
state collinear singularities. The calculation of UV counterterms – and in particular of
self-energies – within the LTD formalism is also discussed in detail. The method is first
illustrated with the scalar three-point function, before being applied to the physical cross
section for the γ∗ → qq¯(g) process at NLO. We also discuss about the possibility to gener-
alise the method to multi-leg processes, and briefly comment about the extension to NNLO.
5.1 Introduction
As a consequence of the KLN theorem [56, 57], theoretical predictions in theories with
massless particles can only be obtained after defining infrared-safe physical observables.
These involve performing a sum over all degenerate states, which means adding together
real and virtual contributions. After UV renormalisation of virtual scattering amplitudes,
the remaining contributions develop IR singularities that vanish when putting all the
terms together, implying that the IR divergent structure of real and virtual corrections
are closely related. The standard approach to calculating higher order corrections in per-
turbative QCD relies on the application of the subtraction formalism [58–72], where the
real and virtual contributions are treated separately. This formalism exploits factorisation
properties of QCD [77, 78] to define suitable subtraction counterterms mimicking the IR
singular behaviour.
Nowadays, several variants of the subtraction method at NLO and beyond have been
developed [58–70]. However, these methods might not be efficient enough, from a com-
putational point of view, for multi-particle processes. The main reason is that final-state
phase space (PS) of the different contributions involves different numbers of particles. For
instance at NLO, virtual corrections with Born kinematics have to be combined with real
contributions involving an additional final-state particle. The IR counterterms have to be
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local in the real PS, as well as analytically integrable over the extra-radiation factorised
PS, in order to properly cancel the divergent structure present in the virtual corrections.
Building these counterterms represents a significant challenge and introduces a potential
bottleneck when it comes to efficiently carrying out the IR subtraction for multi-leg multi-
loop processes.
With the aim of avoiding the introduction of IR counterterms, we explore an alterna-
tive idea based on the application of the LTD theorem [26–32], whose formalism has been
introduced in Chapter 4. As we saw, it establishes that loop scattering amplitudes can be
expressed as a sum of PS integrals (or dual integrals), with an additional on-shell particle.
Since dual integrands and real-radiation contributions exhibit a similar structure, they
can be combined at the integrand level. As shown in [25], the divergent behaviour of both
contributions match, and the expression is finite. In other words, working in the context
of DREG, with d = 4− 2 the number of space-time dimensions, the mapped real-virtual
contributions do not lead to -poles, meaning that the limit → 0 can be safely considered.
The possibility of carrying out pure four-dimensional implementations for any observables
at NLO and beyond is a strong implication of this last fact. In this chapter, we develop
a novel algorithm to perform a four-dimensional regularisation of multi-leg physical cross
sections at NLO, that does not require the use of soft and final-state collinear subtraction.
It is worth mentioning that the idea of obtaining purely four-dimensional expressions
to compute higher-order observables has been previously studied. For instance, it was
proposed to apply momentum smearing [79–82] to combine real and virtual contributions,
thus achieving a local cancellation of singularities. Other methods consist in rewriting the
standard UV/IR subtraction counterterms in local form, as discussed in [83,84], or in mod-
ifying the structure of the propagators (and the associated Feynman rules) to regularise
the singularities [47, 51, 52]. Besides that, the numerical computation of virtual correc-
tions has received a lot of attention in recent years [85–94]. For these reasons, through the
application of LTD, we will tackle both problems simultaneously; we will express virtual
amplitudes as phase-space integrals and combine them with the real contributions, work-
ing directly at the integrand level. Moreover, physically interpretable results will emerge
in a natural way.
The outline of this chapter is the following. First, we describe in detail the implementa-
tion of the Four-Dimensional Unsubtraction (FDU) algorithm at NLO with a scalar toy
example. We start by commenting on the IR singular structure of the scalar three-point
function and its associated dual integrands in Section 5.2. We then define the mapping of
momenta between real and virtual corrections for this toy example in Section 5.3, where
our strongly physically motivated four-dimensional regularisation of soft and collinear sin-
gularities is presented. In Section 5.4, we study the renormalisation of UV divergences at
the integrand level in the LTD framework. The discussion is focused on the treatment of
scalar two-point functions, where we properly rewrite unintegrated dual counterterms in
a fully local way. After that, we carefully analyse the implementation of these techniques
to the process γ → qq¯(g) in Section 5.5. We put special emphasis on the algorithmic
construction of the integrands, and on the numerical implementation of the purely four-
dimensional representation. In Section 5.6, we generalise the unsubtraction algorithm to
multi-leg processes, and briefly comment about the extension of the algorithm to NNLO.
Finally, we present our conclusions and discuss future research directions in Section 5.7.
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5.2 Singularities of the scalar three-point function
In this section, we show a detailed derivation of the results presented in [25], namely those
concerning the scalar three-point function with massless internal particles. This discussion
is useful to analyse and understand the application of LTD to the realistic case presented
in Section 5.5 and the subsequent generalisation to multi-leg processes in Section 5.6.
We consider final-state massless and on-shell particles with momenta p1 and p2, with
the incoming momentum being p3 = p1 + p2 = p12 by momentum conservation, with vir-
tuality p23 = s12 > 0. The internal momenta are written q1 = ` + p1, q2 = ` + p12 and
q3 = `, where ` is the loop four-momentum. The scalar three-point function at one-loop
is given by the well-known result [95,96]
L(1)(p1, p2,−p3) =
∫
`
3∏
i=1
GF (qi) = −cΓ µ
2
2
(−s12 − i0)−1− , (5.1)
where
cΓ =
Γ(1 + )Γ2(1− )
(4pi)2−Γ(1− 2) (5.2)
is the usual one-loop volume factor in d dimensions.
As for this particular example there are three internal particles, L(1) will be split into
three dual contributions. Applying the LTD theorem yields
L(1) =
3∑
i=1
Ii = −
3∑
i=1
∫
`
δ˜(qi)GD(qi, qj)GD(qi, qk) , (5.3)
with i, j and k all different. The dual contributions are written Ii, for i ∈ {1, 2, 3}, and in
each of them a different internal line is cut. In I1 for instance, we put on shell the internal
particle with momentum q1 by promoting its corresponding propagator to the dual delta
function δ˜(q1). We also replace the Feynman propagators GF (q2) and GF (q3) by their
dual counterparts GD(q1; q2) and GD(q1; q3) (see Eq. (4.20)). Explicitly, we have
I1 = −
∫
`
δ˜(q1)GD(q1; q2)GD(q1; q3)
= −
∫
`
δ˜(q1)
((q1 − p2)2 − i0 η · p2)((q1 − p1)2 + i0 η · p1)
= −
∫
`
δ˜(q1)
(2q1 · p2 − i0)(−2q1 · p1 + i0) , (5.4)
where we wrote both q2 and q3 in terms of q1 to take advantage of the fact q
2
1 = 0, on
account of the presence of the δ˜(q1). Furthermore, because of the fact the external mo-
menta have positive energy, η · p1 and η · p2 are also both positive, meaning they can be
taken out as only the sign in front of the prescription is relevant.
Likewise,
I2 = −
∫
`
δ˜(q2)
(−2q2 · p2 + i0)(−2q2 · p12 + s12 + i0)
I3 = −
∫
`
δ˜(q3)
(2q3 · p1 − i0)(2q3 · p12 + s12 − i0) . (5.5)
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In order to simplify the computation of these three integrals, we work in the centre-of-mass
frame of p1 and p2, and parametrise all the momenta as
pµ1 =
√
s12
2
(1,0⊥, 1) , p
µ
2 =
√
s12
2
(1,0⊥,−1) ,
qµi =
√
s12
2
ξi,0
(
1, 2
√
vi(1− vi) ei,⊥, 1− 2vi
)
, (5.6)
with ξi,0 ∈ [0,∞) and vi ∈ [0, 1] being the integration variables describing the energy and
polar angle of the loop momenta, respectively. The integration over the transverse plane
Vect[ei,⊥] is trivial in this case.
The scalar products involving internal and external momenta are therefore given by
2
qi · p1
s12
= ξi,0 vi ,
2
qi · p2
s12
= ξi,0(1− vi) , (5.7)
which allows us to rewrite the dual integrals of Eqs. (5.4) and (5.5) as
I1 =
1
s12
∫
d[ξ1,0] d[v1]
ξ1,0(v1(1− v1)) ,
I2 =
1
s12
∫
d[ξ2,0] d[v2]
(1− ξ2,0 + i0)(1− v2) ,
I3 = − 1
s12
∫
d[ξ3,0] d[v3]
(1 + ξ3,0)v3
, (5.8)
with the integration measure in d-dimension given by the direct product of (see Eq. (B.1))
d[ξi,0] =
(4pi)−2
Γ(1− )
(
s12
µ2
)−
ξ−2i,0 dξi,0 and d[vi] = (vi(1− vi))−dvi . (5.9)
It is possible to perform the integrations analytically, leading to
I1 = 0 ,
I2 = c˜Γ
µ2
2
s−1−12 e
i2pi ,
I3 = c˜Γ
µ2
2
s−1−12 , (5.10)
where
c˜Γ =
Γ(1− )Γ(1 + 2)
(4pi)2−
=
cΓ
cos(pi)
(5.11)
is the d-dimensional phase-space volume factor. As expected, the sum of the three dual
integrands
3∑
i=1
Ii = −cΓ µ
2
2
(−s12 − i0)−1− (5.12)
agrees with the literature result from Eq. (5.1). One can observe that even though I1
vanishes because of the absence of scale, it still contains IR and UV singularities. They
do not manifest after integration, however, because they lead to two -poles of opposite
signs that cancel each other. Notice also that in Eq. (5.10) the dual +i0 prescription is
crucial for computing I2, because of the fact 1 − ξ2,0 changes sign inside the integration
region, leading to a threshold singularity.
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For a later use, it is necessary to obtain an explicit expression of the imaginary part
of I2, which is done by setting GF (q3) on shell, with negative energy mode
1, inside the
expression of I2,
i Im L(1)(p1, p2,−p3) = i Im I2 = 1
2
∫
`
δ˜(q2) δ˜(−q3)GD(q2; q1)
= − ipi
s12
∫
d[ξ2,0] d[v2](1− v2)−1θ(2− ξ2,0)δ(1− ξ2,0) = i cΓ µ
2
22
s−1−12 sin(2pi) . (5.13)
We can remark that GD(q2; q1) = GF (q1) because of the fact η · k12 < 0. Eq. (5.13) is
therefore consistent with Cutkosky’s rule [26]. This is the causality connection mentioned
in Section 4.1, and it becomes relevant in our computation because the -expansion in
Eq. (5.13) reveals the presence of a purely imaginary single-pole in I2 that will not be
cancelled by real corrections. At the integrand level, this means that the real part of
I2 exhibits an integrable singularity in the neighbourhood of ξ2,0 = 1, but also a non-
integrable one that must be cancelled by properly removing its imaginary component
before performing a four-dimensional numerical implementation. Thus, the real part of I2
is defined as
Re I2 = I2 − i Im I2 = 1
s12
∫
d[ξ2,0]d[v2](1− v2)−1
(
1
1− ξ2,0 + i0 + i pi δ(1− ξ2,0)
)
,
(5.14)
and, by virtue of the Sokhotski-Plemelj theorem,
Re I2 =
1
s12
∫
d[ξ2,0]d[v2](1− v2)−1PV
(
1
1− ξ2,0
)
, (5.15)
where we made use of Cauchy’s principal value (here written PV) to get rid of the +i0 pre-
scription and the imaginary pole. From the formal point of view, we could have performed
this computation by simply working with the real part of the integrand (and neglecting
the prescription). This would however introduce numerical instabilities, making the ap-
plication of PV prescription a more efficient implementation.
LTD can further be exploited to have a deeper and detailed understanding of the origin of
the singularities of the loop integral under consideration. As commented before, the origin
of the singularities can be underlined by analysing the relative position and intersections
of the on-shell hyperboloids or light-cones of the propagators of the loop integrand [30].
In Fig. 5.1, we plot the light-cones that support each of the dual integrals of the dual
representation of the three-point function (Eq. (5.1)). Although the scalar three-point
function is UV finite, the individual dual integrands in Eqs. (5.4) and (5.5) diverge in the
UV region as the propagators are linear in the loop momentum. However, by taking their
sum we recover the same UV structure as the original integral (in this case, it is UV safe),
as expected by the LTD theorem. We can thus focus on its IR behaviour, which we do
in the following; renormalisation of UV divergences in general will be considered later in
Section 5.4.
Collinear divergences are associated with regions of the phase space where light-cones
intersect or overlap, as shown in Fig. 5.1. At large loop momentum, the intersections
occur among forward light-cones which ensures the cancellation of the associated collinear
singularities in the sum of dual integrals. Though, there are still collinear divergences
that originate from compact regions defined by the intersection of forward and backward
1This is an explicit example of a forward-backward intersection, as discussed in Section 4.1.2.
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Figure 5.1: Light-cones of the three-point scalar function in the loop coordinates `µ =√
s12/2 (ξ0, ξ⊥, ξz), with ξ⊥ =
√
ξ2x + ξ
2
y ; two dimensions (left) and three-dimensions (mid-
dle). LTD is equivalent to integrating along the forward light-cones (solid lines in the
left plot). Backward light-cones are represented by dashed lines. The intersection of light-
cones leads to soft, collinear, and threshold singularities in the loop three-momentum space
(right plot), or to the cancellation of singularities among dual contributions.
light-cones. Soft divergences arise at q
(+)
i,0 = 0 (which is a point-like solution), but it
leads to actual singularities only if two other propagators – each of them contributing one
power in the infrared – are light-like separated from the i-th propagator. We can see in
Fig. 5.1 that this condition is fulfilled only with q
(+)
1,0 = 0. Finally, a threshold singularity
appears inside the dual integrand I2 through the intersection of the backward light-cone
of GF (q3) with the forward light-cone of GF (q2). The imaginary part of I2 is singular but
the singularity can be removed using Eq. (5.13). The singularity of the real part of I2 is
integrable but generates numerical instabilities. In that case, a contour deformation must
be employed to achieve a stable numerical implementation [31,32].
Motivated by Fig. 5.1 and in order to isolate the IR divergences of the scalar three-point
function, we define the soft and collinear components of the dual integrals in well-defined
compact regions of the loop three-momentum, i.e.
I
(s)
1 = I1(ξ1,0 ≤ w) ,
I
(c)
1 = I1(w ≤ ξ1,0 ≤ 1 ; v1 ≤ 1/2) ,
I
(c)
2 = I2(ξ2,0 ≤ 1 + w ; v2 ≥ 1/2) , (5.16)
where 0 < w < 1 is a cut in the energy of the internal on-shell particles. The collinear
singularity of the dual integral I2 appears at v2 = 1 with ξ2,0 ∈ [0, 1], but I2 develops
also a threshold singularity at ξ2,0 = 1. For that reason, we have imposed a finite w-cut
to include the threshold region in the definition of I
(c)
2 . The integral I
(s)
1 includes the
soft singularity of the dual integral I1 at ξ1,0 = 0, and the collinear singularities in the
neighbourhood of ξ1,0 = 0 at v1 = 0. The -poles present in the integral I
(c)
1 are due to
collinear singularities only. Note that there is some arbitrariness in the definition of the
integration regions of these integrals. Indeed, provided that we always include the soft
and collinear singularities, different definitions will result in different finite contributions.
We will redefine them later with a better motivated physical target, but for the current
illustrative purpose, we use the simplest choice of Eq. (5.16).
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Analytically integrating the dual contributions, we get
I
(s)
1 = c˜Γ
w−2
2
µ2 s−1−12
sin(2pi)
2pi
,
I
(c)
1 = c˜Γ
1− w−2
22
µ2 s−1−12
sin(2pi)
2pi
,
I
(c)
2 = − c˜Γ
(1 + w)1−2
2(1− 2) µ
2 s−1−12
sin(2pi)
2pi
× 2F1
(
1, 1− 2, 2− 2; s12(1 + w)
s12 + i0
)(
1 +
4 Γ(1− 2)
Γ(1− )
)
. (5.17)
Using Pfaff and shift identities, the hypergeometric function in I
(c)
2 can be written in the
physical region with w > 0 and s12 > 0. This leads to
I
(c)
2 = c˜Γ
µ2
42
s−1−12
sin(2pi)
2pi
×
(
ei2pi − w−2 2F1
(
2, 2, 1 + 2;− 1
w
))(
1 +
4 Γ(1− 2)
Γ(1− )
)
, (5.18)
with
2F1 (2, 2, 1 + 2; z) = 1 + 4
2 Li2(z) +O(3) . (5.19)
As expected, the soft integral I
(s)
1 in Eq. (5.17) contains double poles, while the collinear
integrals develop single poles only. Although each individual integral depends on the cut
w, the poles of the sum are independent of w and agree with the total divergences of the
full integral. We indeed obtain
L(1)(p1, p2,−p3) = IIR +O(0) , (5.20)
with
IIR = I
(s)
1 + I
(c)
1 + I
(c)
2 =
cΓ
s12
(−s12 − i0
µ2
)−
×
(
1
2
+ log(2) log(w)− pi
2
3
− 2 Li2
(
− 1
w
)
+ i pi log(2)
)
+O(1) . (5.21)
Outside the region that contains the IR poles, the sum of the dual integrands is finite,
although they are separately divergent. A suitable combination is required to obtain a
finite result. We consequently define the forward and backward regions as those delimited
by vi ≤ 1/2 and vi ≥ 1/2, respectively. This separation does not have any physical
meaning; it is just more convenient for the analytical computation. Explicitly, we define
I(f) = I1(ξ1,0 ≥ 1 ; v1 ≤ 1/2) + I2(v2 ≤ 1/2) + I3(v3 ≤ 1/2)
=
cΓ
s12
∫ ∞
0
dξ0
∫ 1/2
0
dv
[
1
1 + ξ0
(
1
1− v + 2 log(2)
(
1 + ξ0
ξ0
)
δ(v)
)
+
1
(1− v)(1− ξ0 + i0)
]
+O(1) , (5.22)
where we have performed the trivial change of the integration variables
ξ1,0 = 1 + ξ0 , ξ2,0 = ξ3,0 = ξ0 , vi = v , (5.23)
and have taken the limit  → 0 at the integrand level. Notice that each dual integrand
is still individually singular. For instance, I1 and I3 are divergent for v1 = v3 = 0,
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but their sum is finite in the IR limit, although UV divergences are still present. This
divergent behaviour at high energies is cancelled once we add I2. These cross-cancellations
of singularities allow to perform the integral of the forward contribution after setting  = 0.
It is worth noting that the logarithmic term in Eq. (5.22) is originated from the fact we
are using different coordinate systems for each dual integral. This produces a mismatch
of the integration measure that is of O(1). And since the integral behaves as O(−1) in
the collinear limit, a non-vanishing finite contribution will arise from the collinear region.
Explicitly, the expansion of v−1− by using Eq. (B.9) leads to(
−δ(v)

+
(
1
v
)
C
+O(1)
)(
(1 + ξ0)
−2
1− v − ξ
−2
0
)
=
1
1− v +2 log
(
1 + ξ0
ξ0
)
δ(v)+O(1) ,
(5.24)
where we removed the C-distribution. These logarithms are avoidable by a proper reparametri-
sation of the integration variables, which we will do in details Section 5.2.1.
Integrating Eq. (5.22) gives
I(f) =
cΓ
s12
(
pi2
3
− i pi log(2)
)
+O(1) . (5.25)
In a analogous way, we can calculate the finite contribution originated in the backward
region (vi ≥ 1/2), given by
I(b) = I1(ξ1,0 ≥ w ; v1 ≥ 1/2) + I2(ξ2,0 ≥ 1 + w ; , v2 ≥ 1/2) + I3(v3 ≥ 1/2)
=
cΓ
s12
∫ ∞
0
dξ0
∫ 1
1/2
dv[
1
ξ0 + w
(
1
v
+ 2 log
(
w + ξ0
1 + w + ξ0
)
δ(1− v)
)
− 1
v(1 + ξ0)
]
+O(1) , (5.26)
where we have abandoned the i0 prescription because w > 0 excludes the threshold sin-
gularity from the integration region. Additionally, to obtain Eq. (5.26) from Eq. (5.8) we
used the change of variables
ξ1,0 = w + ξ0 , ξ2,0 = 1 + w + ξ0 , ξ3,0 = ξ0 , vi = v , (5.27)
and then took again the limit  → 0 at the integrand level. Similarly as for the forward
integral, there is a cancellation of collinear singularities among I1 and I2, which takes place
at v1 = 1 = v2 in this case. I1 + I2 is therefore IR-finite but still UV divergent. And –
as it was also the case for the forward contribution –, the high-energy singular behaviour
will be regularised after we add the I3 contribution. Again, notice that a logarithmic term
appears in Eq. (5.26). It is this time due to the mismatch in the collinear behaviour of I1
and I2 at O(1). As we did for the forward case, we derived the logarithmic corrections
by expanding the collinear factor (1− v)(−1−), leading to(
−δ(1− v)

+
(
1
1− v
)
C
+O(1)
)(
(w + ξ0)
−2
v
− (1 + w + ξ0)−2
)
=
1
v
+ 2 log
(
w + ξ0
1 + w + ξ0
)
δ(1− v) +O(1) , (5.28)
where, again, the C-distribution can be removed because the integrand is regular for v = 1.
Once again, the integral of the sum of the three dual integrands can be performed in
the limit → 0. We obtain
I(b) =
cΓ
s12
(
Li2
(
− 1
w
)
− 2 log(2) log(w)
)
+O(1) (5.29)
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The sum of Eq. (5.21), Eq. (5.25) and Eq. (5.29) leads to the correct result up to O(1),
L(1)(p1, p2,−p3) = IIR + I(f) + I(b) +O(1) . (5.30)
This result is independent of w, which is expected because w is a non-physical cut. It
is important to note that only IIR contains -poles, whereas the remaining contributions
have been computed directly with  = 0. Moreover, through the application of Eqs. (5.24)
and (5.28), the integrand can be easily expressed as the → 0 limit of the original DREG
expression plus some logarithmic corrections, which leads to the right result.
5.2.1 Unification of the coordinate system
In this section, we show that it is possible to avoid potential extra logarithmic terms to
appear when performing the sum and the integration over the different dual contribu-
tions, by using as example I(f) and I(b). These logarithmic terms are originated from
the fact each dual integrand has been expressed in a different coordinate system, which
makes them approach the collinear limit in a slightly different way at O(1). The solution
therefore consists in using the same coordinate system for all the dual integrals, where the
loop three-momenta qi are mapped exactly. Although for analytic calculations this leads
to more complex intermediate expressions, it is the natural choice for numerical compu-
tations.
The idea is to rewrite all integration variables in terms of `. This means that in our
example (since q3 = `) we need to rewrite (ξ1,0, v1) in terms of (ξ3,0, v3) inside I
(f). Notice
that q3 = ` is set on shell in I3, but not in I1 where q
2
1 = 0. According to Eq. (5.6), the
spatial components of the internal loop momenta are parametrised as
q1 =
√
s12
2
ξ1,0
(
2
√
v1(1− v1) e1,⊥, 1− 2v1
)
= q3 + p1 =
√
s12
2
(
2ξ3,0
√
v3(1− v3) e3,⊥, ξ3,0(1− 2v3) + 1
)
, (5.31)
with q
(+)
1,0 =
√
(q3 + p1)2 − i0 when q1 is on shell. Solving the system for (ξ1,0, v1) gives
ξ1,0 =
√
(1 + ξ3,0)2 − 4v3 ξ3,0 ,
v1 =
1
2
(
1− 1 + (1− 2v3)ξ3,0√
(1 + ξ3,0)2 − 4v3 ξ3,0
)
, (5.32)
with the associated Jacobian reading
J (ξ3, v) = ξ
2
3
(1 + ξ3)2 − 4v3 ξ3 . (5.33)
With this change of variables, the forward integral can be rewritten (with  = 0) as
I(f) =
cΓ
s12
[∫ 1/2
0
dv
∫ ∞
0
dξ0
(
v−1
(
(1− v)−1√
(1 + ξ0)2 − 4v ξ0
− 1
1 + ξ0
)
+
(1− v)−1
(1− ξ0 + i0)
)
+
∫ 1/2
0
dv1
∫ 1/(1−2v1)
1
dξ1,0
(v1(1− v1))−1
ξ1,0
]
+O(1) , (5.34)
which is free of the logarithmic contributions that appear in Eq. (5.22), and leads to the
same result as in Eq. (5.25). Notice that in Eq. (5.34) we used ξ2,0 = ξ3,0 = ξ0 and
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v2 = v3 = v. A similar representation is available for the backward integral, where this
time we must combine I1 and I2 by expressing (ξ1,0, v1) in terms of (ξ2,0, v2). By noticing
that q2 = q3 +p1 +p2 = q3 in the centre-of-mass frame, we can use the change of variable
in Eq. (5.32) where we simply replace (ξ3,0, v3) by (ξ2,0, v2). We obtain
I(b) =
cΓ
s12
∫ 0
1/2
dv
∫ ∞
0
dx0
(
(1− v1)−1
(
v−1
θ
(√
(1 + ξ0)2 − 4v ξ0 − w
)
√
(1 + ξ0)2 − 4v ξ0
θ
(
ξ0 − 1
2v − 1
)
+
θ(ξ0 − 1− w)
1− ξ0 + i0
)
− v
−1
1 + ξ0
)
+O(1) (5.35)
where we also applied ξ2,0 = ξ3,0 = ξ0 and v2 = v3 = v. The integration limits in Eq. (5.35),
codified through Heaviside theta functions, are more cumbersome than in Eq. (5.28), but
the result of both expressions is the same, given by Eq. (5.29).
As a final note, we would like to emphasise on the fact that this step can be completely
avoided if the dual integrals are not to be analytically calculated individually, when aim-
ing for a full numerical implementation for instance. In this case, it is only necessary
to parametrise the loop three-momentum ` itself as well as the external momenta, and
parametrise accordingly each internal line by simply summing the parametrisations.
To summarise, since the IR singularities of loop integrals are restricted to a compact
area of the integration domain, the finite remnants are expressible in terms of pure four-
dimensional functions, which implies that DREG could be avoided. Still, we need to keep
d 6= 4 to deal with IIR. The next section is dedicated to the discussion of how to overcome
this issue, in order to achieve a full four-dimensional implementation.
5.3 Unsubtraction of soft and collinear divergences
In Section 5.2, we have illustrated in detail the application of the LTD theorem to a scalar
one-loop Feynman integral, and we have isolated its infrared divergences in the function
IIR (see Eq. (5.21)), which is obtained from a compact region of the loop momenta. In the
framework of LTD, a suitable mapping of external and loop momenta between virtual and
real corrections allows for the cancellation of the IR singularities at the integrand level,
such that a full four-dimensional implementation is achieved without the need to introduce
soft and collinear subtraction terms [25]. We illustrate the method with a simplified toy
scalar example before performing a complete calculation in a realistic physical process in
Section 5.5.
We consider the one-loop virtual corrections to the cross section, which are proportional
to the scalar three-point function
σ
(1)
V =
1
2s12
∫
dΦ1→2 2 Re 〈M(0)|M(1)〉 = −σ(0)2g2 s12 Re L(1)(p1, p2,−p3) , (5.36)
where
σ(0) =
g2
2s12
∫
dΦ1→2 (5.37)
is the Born cross section,
∫
dΦ1→2 is the integrated phase-space volume, given by Eq. (B.6),
and g is a generic coupling.
To obtain the full NLO correction to the cross section, it is also necessary to include
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Figure 5.2: Momentum configuration of the virtual and real contributions to the process
φ→ φφ at NLO.
the real radiation given by 1 −→ 3 processes. As shown in Fig. 5.2, the momentum
configuration is p3 → p′1 + p′2 + p′r, where we keep the same incoming momentum as in the
1 −→ 2 contribution, namely p3 = p1 + p2 with p23 = s12. The real radiation correction to
the cross section is given by
σ
(1)
R =
1
2s12
∫
dΦ1→3 2 Re 〈M(0)2r |M(0)1r 〉 =
g4
s12
∫
dΦ1→3
2s12
s′1r s′2r
, (5.38)
with s′ir = (p
′
i + p
′
r)
2. The real corrections included in Eq. (5.38) can be understood as
the interference of the two scattering amplitudes corresponding to the emission of the real
radiation from each of the outgoing particles. We do not take into account for the moment
the squares of these amplitudes, which are proportional to (1/s′ir)
2. They are topologi-
cally related to self-energy diagrams and will be considered explicitly in Section 5.5 for
the physical process γ∗ → qq¯(g). Thus, for the current illustrative purpose, we will only
consider the above-mentioned interference.
Then, we need to split the three-body phase space to isolate the different IR singular
regions. This strategy is a common practice in the context of subtraction methods [58,59],
because it allows for the optimisation of the local cancellation of the collinear singularities
at the integrand level. Since there are three particles in the final state, and the incoming
one is off shell, it is enough to separate the three-body phase space into two pieces by
making use of the identity
1 = θ(y′2r − y′1r) + θ(y′1r − y′2r) , (5.39)
which leads to the definitions
σ˜
(1)
R,i =
1
2s12
∫
dΦ1→3 2 Re〈M(0)2r |M(0)1r 〉θ(y′jr − y′ir) , i, j ∈ {1, 2} , (5.40)
where the dimensionless scalar products y′ir are defined as y
′
ir = s
′
ir/s12. Analogously, we
define the corresponding dual contribution to the virtual cross section as
σ˜
(1)
V,i =
1
2s12
∫
dΦ1→2 2 Re〈M(0)|M(1)i 〉θ(y′jr − y′ir) , i, j ∈ {1, 2} , (5.41)
with
〈M(0)|M(1)i 〉 = −g4 s12 Ii (5.42)
being the i-th dual contribution of the one-loop scattering amplitude, according to the
decomposition written in Eq. (5.3). We claim that the quantity
σ˜
(1)
i = σ˜
(1)
V,i + σ˜
(1)
R,i , (5.43)
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with i ∈ {1, 2}, is finite in the limit  → 0 and can be expressed using a purely four-
dimensional representation. It is worth appreciating that the dual integral I3 is not nec-
essary to cancel the IR singularities present in the real corrections. This behaviour was
expected from the analysis shown in Section 5.2, explicitly from Eqs. (5.17) and (5.21),
where we showed that I3 was not leading to collinear divergences that are not cancelled
by the other dual contributions. Defining the quantity σ˜
(1)
3 is therefore not needed. In
fact, I3 will solely contribute to the definition of the IR finite virtual remnant, formerly
described in terms of the backward and forward integrals.
In the following we implement a mapping between the final-state momenta of the loop
amplitudes, (p1, p2), the loop three-momentum `, and the final-state momenta of the real
amplitudes, (p′1, p′2, p′r). Momentum conservation and on-shell constraints must be fulfilled
by pi and p
′
i simultaneously. Hence, assuming q1 is on shell, we propose
1
p′µr = q
µ
1 , p
′µ
1 = p
µ
1 − qµ1 + (1− γ1)pµ2 ,
p′µ2 = γ1 p
µ
2 , γ1 = 1−
(q1 − p1)2
2(q1 − p1) · p2 , (5.44)
to perform the evaluation of the dual cross section in Eq. (5.43). The parameter γ1
has been determined by solving the on-shell condition (p′1)2 = 0. This mapping has
many interesting properties that deserved to be discussed. First, momentum conserva-
tion, p′1 + p′2 + p′r = p1 + p2, is automatically fulfilled. Then, all the final-state momenta
in Eq. (5.44) are on shell. Finally, the mapping has been designed to describe collinear
configurations – when p1 ‖ q1, reached for γ1 → 1 – which is crucial to properly combine
the divergent regions of the virtual and real contributions, in order to achieve a fully local
regularisation. Although this mapping is only suitable for 1 −→ 2 and 1 −→ 3 kinematics,
it can easily be extended to processes with an arbitrary number of external particles (see
Section 5.6).
The next step consists in using the parametrisation of qi and pi from Eq. (5.6), together
with the mapping in Eq. (5.44), to rewrite the two-body kinematic invariants y′ij in terms
of the integrations variables (ξ1,0, v1). Expressing the scalar products p
′
i ·p′j with both sets
of variables, we obtain
y′1r =
ξ1,0 v1
1− (1− v1)ξ1,0 , y
′
2r =
ξ1,0(1− ξ1,0)(1− v1)
1− (1− v1)ξ1,0 , y
′
12 = 1− ξ1,0 . (5.45)
Since this mapping is optimised for the description of the collinear limit p1 ‖ q1, it must be
used2 in the region of the two-body and the three-body phase spaces where y′1r < y′2r. By
giving a lower limit to the value of y′2r, we avoid dealing, for the moment, with the other
collinear singularity, manifesting when p2 ‖ q1. A second mapping is indeed necessary to
treat this singularity – occurring when y′2r → 0 – that can be isolated in the complementary
regions where y′2r < y′1r. Similarly, for q2 on shell, we propose
p′µ2 = q
µ
2 , p
′µ
r = p
µ
2 − qµ2 + (1− γ2)pµ1 ,
p′µ1 = γ2 p
µ
1 , γ2 = 1−
(q2 − p2)2
2(q2 − p2) · p1 , (5.46)
1The notations have been slightly modified compared to [1], in order to match the ones used in Chapter 6
and in [2].
2To be mathematically rigorous, the transformation proposed in Eq. (5.44) is a diffeomorphism connect-
ing the physical three-body phase space and its image in the integration domain of the dual contributions.
In that respect, in principle, it would not be necessary to define a second mapping, since the entire phase
space is covered by the first. However, the collinear limit p2 ‖ q1 would not be dealt with in an optimal
way.
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Figure 5.3: The dual integration regions in the loop three-momentum space.
where this time γ2 has been determined by solving the on shell condition (p
′
r)
2 = 0. With
this mapping, we obtain
y′1r = 1− ξ2,0 , y′2r =
ξ2,0(1− v2)
1− v2 ξ2,0 , y
′
12 =
ξ2,0(1− ξ2,0)v2
1− v2 ξ2,0 , (5.47)
for the corresponding two-body invariants. By virtue of Eq. (5.39), the complete three-
body phase space for the real radiation can be parametrised by applying each mapping in
their respective region. It is in fact useful to define
R1(ξ1,0, v1) = θ(y′2r − y′1r) = θ(1− 2v1) θ
(
1− 2v1
1− v1 − ξ1,0
)
, (5.48)
R2(ξ2,0, v2) = θ(y′1r − y′2r) = θ
(
1
1 +
√
1− v2
− ξ2,0
)
, (5.49)
to explicitly parametrise the integration regions for σ˜
(1)
1 and σ˜
(1)
2 . A graphical representa-
tion of integration regions defined by Eqs. (5.48) and (5.49) is shown in Fig. 5.3.
Once the momenta are properly parametrised, we proceed to evaluate together the real
and virtual contributions at the integrand level. For y′1r < y′2r, we obtain
σ˜
(1)
1 = σ˜
(1)
V,1 + σ˜
(1)
R,1 = σ
(0) 2g2
∫
d[ξ1,0] d[v1]R1(ξ1,0, v1)
× ξ−11,0(v1(1− v1))−1
((
1− ξ1,0
1− (1− v1)ξ1,0
)−2
− 1
)
, (5.50)
while
σ˜
(1)
2 = σ˜
(1)
V,2 + σ˜
(1)
R,2 = σ
(0) 2g2
∫
d[ξ2,0] d[v2]R2(ξ2,0, v2)
× (1− v2)−1
(
(1− ξ1,0)−2
(1− v2 ξ2,0)1−2 −
1
1− ξ2,0 + i0 − ipi δ(1− ξ2,0)
)
,
(5.51)
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represents the analogous expression for y′2r < y′1r. The integrand in Eq. (5.50) has the
form
ξ−1−21,0 v
−1−
1 f(ξ1,0, v1) , (5.52)
where the function f(ξ1,0, v1) vanishes in the soft and collinear regions (ξ1,0 = 0 and/or
v1 = 0). Moreover, f(ξ1,0, v1) = O(1), which implies that
σ˜
(1)
1 = O(1) . (5.53)
On the other hand, the integrand σ˜
(1)
2 in Eq. (5.51) behaves as (1−v2)−1−f(ξ2,0, v2) where
f(ξ2,0, v2) vanishes for v2 = 1. The delta function in Eq. (5.51) cancels the imaginary part
of the I2 dual integral, given by Eq. (5.13). However, the condition y
′
2r < y
′
1r excludes the
threshold singularity of I2 from the integration region, with the exception of the single
point (ξ2,0, v2) = (1, 1). This allows for the calculation of Eq. (5.51) after removing the
+i0 prescription as well as the delta function, leading to
σ˜
(1)
2 = −σ(0) a
pi2
6
+O(1) , (5.54)
where a = g2/(4pi)2. It is important to notice that this result can be reached following
two different paths. The first one consists in using DREG and integrating in d = 4 − 2
dimensions, and once an analytic expression is obtained, we verify that no -poles are
present and we take the limit  → 0. The other possibility is to consider the limit  → 0
at the integrand level, leading directly to integrable expressions. The results agree in both
cases.
After combining virtual and real corrections, we define what we call the virtual rem-
nant σ
(1)
V , as the sum of the three dual integrals, excluding the regions of the loop three-
momentum already included in Eq. (5.50) and Eq. (5.51). We have
σ
(1)
V = σ
(0)2g2
∫
d[ξ0]d[v]
[
−(1−R1(ξ0, v)) v
−1(1− v)−1√
(1 + ξ0)2 − 4v ξ0
−(1−R2(ξ2,0, v))(1− v)−1
(
1
1− ξ2,0 + i0 + ipiδ(1− ξ0)
)
+
v−1
1 + ξ0
]
. (5.55)
This expression is analogous to the sum of the forward and backward contributions de-
fined in Section 5.2, but does not require any unphysical cut w to properly deal with
the threshold singularity. In Eq. (5.55), we have identified all the integration variables,
ξ2,0 = ξ3,0 = ξ0 and v2 = v3 = v, while ξ1,0 and v1 are expressed in terms of ξ3,0 and v3 by
using the change of variables in Eq. (5.32) to directly avoid the appearance of logarith-
mic contributions coming from the expansion of the integration measure. The integration
regions are defined as
R1(ξ0, v) = θ(1− 2v1) θ
(
1− 2v1
1− v1 − ξ1,0
)∣∣∣∣
(ξ1,0,v1)→(ξ3,0,v3)=(ξ0,v)
, (5.56)
R2(ξ0, v) = θ
(
1
1 +
√
1− v − ξ0
)
. (5.57)
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The explicit expression for R1(ξ0, v) is rather cumbersome (though this is not an issue for
numerical computations), so for the analytic integration, we use the expansion
1−R1(ξ0, v) = θ(1− 2v) + θ(ξ0 − 1)θ(2v − 1) + θ
(
ξ1,0 − 1− 2v1
1− v1
)
×
[
θ
(
1
1− 2v1 − ξ1,0
)
θ
(
2−√2
4
− v1
)
+ θ(2− 4v1 − ξ1,0)θ
(
v1 − 2−
√
2
4
)
θ(1− 2v1)
]
(5.58)
that exploits both reference systems. The first two terms in the right-hand side of
Eq. (5.58) contribute at large loop three-momenta making the integral defined by Eq. (5.55)
finite in the UV limit. The next two terms provide a finite contribution. The virtual rem-
nant in Eq. (5.55) is also IR finite, and therefore can be calculated in the limit  = 0. In
particular, we get
σ
(1)
V = σ
(0)a
pi2
6
+O(1) . (5.59)
The sum of all the contributions, namely Eq. (5.53), Eq. (5.54) and Eq. (5.59), gives the
total cross section up to O(1), which is in agreement with the result that is obtained from
the standard calculation in DREG.
5.4 Ultraviolet renormalisation
In the previous section we have shown how to avoid the introduction of subtraction coun-
terterms to cancel soft and collinear singularities by applying a suitable mapping of mo-
menta between virtual and real corrections. In any practical computation in QFT, UV
divergences must also be taken into account. Another advantage of LTD is to illustrate
the physical aspects of renormalisation. In order to explain the proposed approach, we
first consider the simple example of the scalar two-points function, with massless internal
particles.
5.4.1 Dual representation of the renormalised scalar two-point function
There is only one external momentum which we denote pµ, and the amplitude is free of
IR singularities if this momentum is not light-like. Due to the fact that the virtuality
of the incoming particle is the unique physical scale involved in the process, the integral
vanishes if we set p2 = 0. The non-trivial massless scalar two-point function therefore
requires p2 6= 0, and in this case is only UV divergent. Labelling the internal momenta as
q1 = `+ p and q2 = `, with ` the loop four-momentum, we have
L
(1)
Bubble(p,−p) =
∫
`
2∏
i=1
GF (qi) = cΓ
µ2
(1− 2)(−p
2 − i0)− , (5.60)
as shown in the literature (e.g. [26,95,96]). The LTD representation of the scalar two-point
function reads
L
(1)
Bubble(p,−p) =
2∑
i=1
Ii , (5.61)
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with the dual integrals
I1 = −
∫
`
δ˜(q1)
−2q1 · p+ p2 + i0 ,
I2 = −
∫
`
δ˜(q2)
2q2 · p+ p2 − i0 , (5.62)
where for simplicity we consider p0 > 0 and p
2 > 0 (i.e. the incoming particle has
positive energy and we work in the time-like region). Following the discussion presented
in Section 5.2, we parametrise the momenta using
pµ = (p0,0) , q
µ
i = p0 ξi,0
(
1, 2
√
vi(1− vi) ei,⊥, 1− 2vi
)
, (5.63)
which is equivalent to working in the rest frame of the incoming particle. With this choice,
the dual integrals are rewritten as
I1 = −
∫
d[ξ1,0]d[v1]
4ξ1,0
1− 2ξ1,0 + i0 , (5.64)
I2 = −
∫
d[ξ2,0]d[v2]
4ξ2,0
1 + 2ξ2,0
, (5.65)
where, instead of using s12 as the normalisation scale, we use p
2 inside d[ξi,0], namely
d[ξi,0] =
(4pi)−2
Γ(1− )
(
4p2
µ2
)−
ξ−2i,0 dξi,0 . (5.66)
The integration can be performed analytically, and yields
I1 =
c˜Γ
2(1− 2)
(
p2
µ2
)−
ei2pi , (5.67)
I2 =
c˜Γ
2(1− 2)
(
p2
µ2
)−
. (5.68)
The sum of both contributions gives the standard DREG result given in Eq. (5.60). The
imaginary part of the scalar two-point function can be calculated and gives
i ImL
(1)
Bubble(p,−p) = i Im I1 =
1
2
∫
`
δ˜(q1)δ˜(−q2) = i pi
∫
δ˜(q1) θ(p0 − q1,0) δ(p2 − 2q1 · p)
= i
c˜Γ
2(1− 2)
(
p2
µ2
)−
sin(2pi) , (5.69)
which also agrees with Eq. (5.60). This imaginary component is related to I1 and is
generated by an integrable threshold singularity. Indeed, as showed in Fig. 5.4, the forward
region of the light-cone associated with I1 intersects the backward region of the light-cone
associated with I2. It is in this case necessary to keep the explicit i0 prescription, as we
did in Eq. (5.64).
In order to build a suitable local UV counterterm of the two-point function, we follow the
ideas presented in [83] and we consider
L
(1,CT)
Bubble =
∫
`
1
(q2UV − µ2UV + i0)2
, (5.70)
where µUV is an arbitrary scale, and qUV = `+kUV, with kUV an arbitrary four-momentum.
Notice that the counterterm is expressed as a Feynman integral using the customary +i0
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Figure 5.4: Light-cones of the two-point function in the loop coordinates `µ = p0 (ξ0, ξ⊥, ξz)
for a time-like, p2 > 0 (left), and a light-like, p2 = 0 (right), configuration. The internal
momenta are q1 = `+ p and q2 = `. In the time-like case, a threshold singularity appears
when the backward light-cone (dashed) of GF (q2) intersects with the forward light-cone
(solid) of GF (q1). In the light-like case, the IR singularities are restricted to the compact
region ξ1,0 ≤ 1.
prescription. The next step is to calculate the corresponding dual representation and
combine it with Eqs. (5.64) and (5.65). The counterterm given in Eq. (5.70) exhibits a
double pole in the complex plane of the loop energy component, which requires to apply
the more general duality relation, valid for integrals involving multi-pole propagators and
given in Section 4.2. The location of the double pole of the UV propagator in Eq. (5.70)
is obtained from the on-shell condition, i.e.(
GF (qUV)
)−1
= q2UV−µ2UV + i0 = 0 ⇔ qUV,0 = q(±)UV,0 = ±
√
q2UV + µ
2
UV − i0 , (5.71)
where only q
(+)
UV,0 is relevant. According to Eq. (4.61),
Res{qUV,0=q(+)UV,0}
(
GF (qUV)
)2
= − 2
(2q
(+)
0 )
3
, (5.72)
which means that after applying LTD, we have
L
(1,CT)
Bubble =
∫
`
δ˜(qUV)
2(q
(+)
UV )
2
. (5.73)
By parametrising as ξUV =
√
q2UV/p0 and mUV = µUV/p0, the UV counterterm becomes
L
(1,CT)
Bubble =
∫
d[ξUV] d[vUV]
2ξ2UV
(ξ2UV +m
2
UV)
3/2
, (5.74)
where we dropped the +i0 prescription because it is not needed here. After integration,
Eq. (5.74) leads to
L
(1,CT)
Bubble =
S˜
16pi2
(
µ2UV
µ2
)−
1

=
(
µ2UV
µ2
)−
cΓ

+O(2) , (5.75)
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which indeed cancels the single -pole exhibited by the two-point scalar function. The
prefactor is defined1 as S˜ = (4pi)
Γ(1 + ).
By combining the dual representations of the UV counterterm with the dual integrals
I1 and I2, we obtain the locally renormalised scalar two-point function, reading
L
(1,R)
Bubble(p,−p) = L(1)Bubble(p,−p)− L(1,CT)Bubble
= − 4
∫
d[ξ] d[v]
(
ξ
1− 2ξ + i0 +
ξ
1 + 2ξ
+
ξ2
2(ξ2 +m2UV)
3/2
)
, (5.76)
where we set ξ1,0 = ξ2,0 = ξUV = ξ and v1 = v2 = vUV = v. Because it is completely
free of local UV singularities, the integral appearing in Eq. (5.76) can be integrated after
taking the limit → 0, leading to
L
(1,R)
Bubble(p,−p) =
1
16pi2
(
− log
(−p2 − i0
µ2
)
+ 2
)
, (5.77)
which agrees with Eq. (3.22). We therefore succeeded in finding a pure four-dimensional
representation of the renormalised two-point function. Note that a strong implication of
this is that in Eq. (5.76), the integration and the limit → 0 commute.
5.4.2 Scaleless two-point function
As mentioned before, if we have p2 = 0, then L
(1)
Bubble(p,−p) = 0 since it does not in-
volve any scale. From a physical point of view, this implies that self-energy corrections to
on-shell massless scalar particles vanish. However, this is true after integration, meaning
that the associated integrand is not necessarily zero. This is particularly an issue within
the LTD formalism, where the aim is to cancel the singularities locally, which therefore
implies to separate explicitly the IR and UV behaviours.
In the light-like case, the external momentum can be parametrised as
pµ = p0(1,0⊥, 1) . (5.78)
In this limit, the dual contributions in Eq. (5.62) become
I1 =
∫
d[ξ1,0] d[v1]
−1 ,
I2 = −
∫
d[ξ2,0] d[v2]
−1 , (5.79)
whose sum is obviously equal to zero. In the context of DREG, the scaleless two-point
function develops both IR and UV divergences that cancel each other because the param-
eter IR regularising the IR singularity is identified with the parameter UV regularising
the UV singularity. The important fact is that we can exploit LTD to separate them,
proceeding in a similar way as we did in Section 5.2. Analysing the integration domain of
the dual contributions, as well as the relative position of the light-cone in Fig. 5.4 (right),
we can see that the IR singularity is associated with I1, because its forward light-cone
overlaps with the backward light-cone of GF (q2) in the region ξ1,0 ≤ 1. For this reason we
define
L
(1)
IR (p,−p)
∣∣∣
p2=0
= I1(ξ1,0 ≤ 1) = − c˜Γ
(1− 2)
(
4p20
µ2
)−
sin(2pi )
2pi 
, (5.80)
1S˜ is slightly different from the prefactor we used in Section 3.3.1, i.e. S
MS
 defined in Eq. (3.19). At
the considered order they both lead to the same expressions, but at NNLO using one factor over the other
may lead to a different bookkeeping of the IR and UV poles at intermediate steps.
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which contains a single -pole, associated with the IR region. As it was the case for the
massless three-point scalar function, the IR singularities are confined in a compact region
of the loop three-momentum space. Outside this region, the remnant is given by
L
(1)
UV(p,−p)
∣∣∣
p2=0
= I1(ξ1,0 > 1) + I2 = − c˜Γ
(1− 2)
(
4p20
µ2
)−
sin(2pi )
2pi 
, (5.81)
which we must renormalise with the UV counterterm defined in Eq. (5.73). It is worth
noting that LTD naturally leads to this separation of IR/UV regions, which is crucial to
achieve a local cancellation of singularities in the computation of physical observables at
higher orders.
5.4.3 Renormalisation of scattering amplitudes and physical interpreta-
tion
For general processes, the local UV counterterms of scattering amplitudes are derived by
expanding the internal propagators around the UV propagator [83]. For a single propaga-
tor, we can write
1
q2i −m2i + i0
=
1
q2UV − µ2UV + i0
×
(
1− 2qUV · ki,UV −m
2
i + µ
2
UV
q2UV − µ2UV + i0
+
(2qUV · ki,UV)2
(q2UV − µ2UV + i0)2
)
+O
(
(q2UV)
−5/2
)
,
(5.82)
with ki,UV = qi− qUV. The same kind of expansion must also be performed with numera-
tors. In order to improve the convergence in numerical implementations, it was suggested
in [84] to expand to even higher orders of
(
GF (qUV)
)−1
.
Once the desired UV expansion is obtained, we need to calculate the corresponding dual
representation. As explained in Section 5.4.1, it will be necessary to deal with multi-poles
and non-trivial numerators that depend on qUV. From Eq. (4.58), we can calculate the
identities ∫
`
(
GF (qUV)
)n
=
(−1)n(2n− 2)(
(n− 1)!)2
∫
`
δ˜(qUV)
(2q
(+)
UV )
2n−2
,∫
`
(
GF (qUV)
)n
qUV = 0 ,∫
`
(
GF (qUV)
)n
q2UV =
(−1)n(2n− 4)
(n− 1)!(n− 2)!
∫
`
δ˜(qUV)
(2q
(+)
UV )
2n−4
, (5.83)
that can be used to construct most of the UV counterterms. Explicit examples will be
presented in Section 5.5. We recall that only the genuine UV singularities of the original
scattering amplitudes need to be subtracted with this procedure. The spurious UV singu-
larities of the individual dual integrals vanish when taking the sum of all dual contributions.
To conclude this section, it is worth making a comment about the physical interpreta-
tion of the energy scale µUV introduced in the renormalisation procedure [25]. Since the
UV counterterm affects the behaviour of the integrand only in the high-energy region,
this arbitrary scale can be interpreted as a renormalisation scale. In fact, as seen in
Fig. 5.5, the dual representation of the counterterm contributes only for energies larger
than kUV,0 + µUV – even though it is unconstrained in the loop three-momentum. This
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Figure 5.5: On-shell hyperboloids of the UV counterterm. The forward and backward
on-shell hyperboloids are separated by a distance 2µUV/Q, where Q is the characteristic
hard scale.
means we should choose µUV ≥ O(Q), with Q the physical hard scale that determines the
size of the compact region in the loop momentum space where the IR and threshold sin-
gularities are located. In other terms, we must choose µUV in such a way that the on-shell
hyperboloids of the UV propagator do not intersect with any of the on-shell hyperboloids
of the original integral. Since the UV forward and backward on-shell hyperboloids are
separated by a distance 2µUV, it is possible to give a physical motivation for an optimal
choice of µUV and kUV. If we take µUV = Q/2, and kUV to be the centre of the physical
compact region, these conditions are fulfilled in a minimal way, i.e. we naturally avoid
intersections with the physical on-shell hyperboloids.
5.5 NLO corrections to γ∗ → qq¯(g)
In this section, we discuss in detail the computation of NLO QCD corrections to the total
cross section for the process γ∗ → qq¯(g) by using the LTD/FDU approach. We would like
to emphasise that this constitutes the first realistic physical application of this method,
as already anticipated in [97].
The computation is done with massless quarks, up to O(ααS). The corresponding Feyn-
man diagrams are shown in Fig. 5.6. Starting at LO, we have
|M(0)qq¯ |2 = 2CA (e eq)2s12 (1− ) , (5.84)
for γ∗(p12) → q(p1) + q¯(p2) with p12 = p1 + p2 and p212 = s12 > 0,
where e and eq denote the electromagnetic coupling and the quark electric charge, re-
spectively1. The corresponding Born level cross section is given by
σ(0) =
1
2s12
∫
dΦ1→2|M(0)qq¯ |2 =
1
2
α e2q CA +O(1) , (5.85)
where the two-body phase-space factor is shown in Eq. (B.6).
1As usual, the squared matrix elements are averaged over the number of spin degrees of freedom of
the incoming particles, which is taking to be 2(1− ) for the photon. In any case, we normalise the NLO
results by the LO contributions.
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Figure 5.6: Momentum configuration and Feynman diagrams associated with the process
γ∗ → qq¯(g), up to O(ααS). Notice that we also consider self-energy corrections to the
on-shell outgoing particles, even if their total contribution after integration is zero.
Let’s now consider the NLO contributions. On the first hand, the real correction from the
radiative process γ∗(p12)→ q(p′1) + q¯(p′2) + g(p′r) is
σ
(1)
R = σ
(0) (4pi)
−2
Γ(1− ) g
2
S CF
(
s12
µ2
)− ∫ 1
0
dy′1r
∫ 1−y′1r
0
dy′2r(y
′
1r y
′
2r y
′
12)
−
×
[
4
(
y′12
y′1r y′2r
− 
)
+ 2(1− )
(
y′2r
y′1r
+
y′1r
y′2r
)]
= σ(0) g2S CF cΓ
(
s12
µ2
)− 4(2− 2+ 32)Γ(2− 2)
2Γ(3− 3)Γ(1 + ) , (5.86)
where the virtuality of the photon is s12. The primed momenta are the real final-state
momenta, and we define the two-body invariants as y′ij = 2p
′
i · p′j/s12. To obtain the
expression in Eq. (5.86), we used the expansion of the three-body phase space shown in
Eq. (B.7). If we expand this result for  close to 0, we find
σ
(1)
R = σ
(0) g2S CF cΓ
(
s12
µ2
)−( 4
2
+
6

+ 19− 2pi +O(1)
)
, (5.87)
which contains both double and single -poles, associated with soft and collinear singular-
ities.
On the other hand, the virtual contribution is generated by the interference of the one-loop
vertex correction with the Born amplitude, which is given by
〈M(0)qq¯ |M(1)qq¯ 〉 = −
g2S CF
4s12(1− ) |M
(0)
qq¯ |2
∫
`
(
3∏
i=1
GF (qi)
)
× Tr
(
/p1 γ
σ1 /q3 γ
µ1 /q2 γ
σ2 /p2 γ
µ2
)
dσ1 σ2(q1) dµ1 µ2(p12) , (5.88)
with dα1 α2 the gluon (and photon) polarisation tensor. In this expression, we use the same
notation for the internal momenta previously used in Section 5.2 for the scalar three-point
function, i.e. q1 = `+ p1, q2 = `+ p12 and q3 = `. In the Feynman gauge, Eq. (5.88) takes
the form
〈M(0)qq¯ |M(1)qq¯ 〉 =
4g2S CF
s12
|M(0)qq¯ |2
∫
`
(
3∏
i=1
GF (qi)
)
×
[
(2 + )(q2 · p1)(q3 · p2)− 
(
(q2 · p2)(q3 · p1) + s12
2
(q2 · q3)
)]
, (5.89)
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which leads, after applying LTD, to the three dual contributions
〈M(0)qq¯ |M(1)qq¯,1〉 = − 2g2S CF |M(0)qq¯ |2
∫
d[ξ1,0] d[v1]
(
1
ξ1,0 v1
+ 1
)(
1
1− v1 − ξ1,0
)
,
〈M(0)qq¯ |M(1)qq¯,2〉 = − 2g2S CF |M(0)qq¯ |2
∫
d[ξ2,0] d[v2]
1
1− ξ2,0 + i0
((
1
1− v2 − ξ2,0
)
v2 − 
)
,
〈M(0)qq¯ |M(1)qq¯,3〉 = − 2g2S CF |M(0)qq¯ |2
∫
d[ξ3,0] d[v3]
ξ3,0
1 + ξ3,0
(
(1− v3)
(
1
v3
+ ξ3,0
)
− 
)
,
(5.90)
with |M(1)qq¯ 〉 =
∑3
i=1 |M(1)qq¯,i〉. Note that although a simple power counting in the origi-
nal loop integral in Eq. (5.88) shows it only exhibits logarithmic divergences in the UV,
each of the individual dual integrals of Eq. (5.90) contains divergences up to quadratic
degree. When summing the three contributions, however, the quadratic divergences can-
cel. Furthermore, the linear divergences disappear after integration over the polar angle.
Nonetheless, applying the change of variables from Eq. (5.32) to the first dual contribution
makes the cancellation of the linear divergences explicit at the integrand level. Therefore,
and as expected, only the logarithmic UV divergences remain in the sum of the dual
contributions. Performing the explicit integration over the loop variables leads to
〈M(0)qq¯ |M(1)qq¯,1〉 = 0 ,
〈M(0)qq¯ |M(1)qq¯,2〉 = g2S CF c˜Γ |M(0)qq¯ |2
(
s12
µ2
)− 1
2
(

2
− 1
1− 2
)
ei2pi ,
〈M(0)qq¯ |M(1)qq¯,3〉 = g2S CF c˜Γ |M(0)qq¯ |2
(
s12
µ2
)− 1
2
(

2
− 1
1− 2
)
. (5.91)
Putting together the three dual contributions, we obtain
σ
(1)
V = σ
(0) g2S CF cΓ
(
s12
µ2
)
2
2
(
− 1
1− 2
)
cos(pi)
= σ(0) g2S CF cΓ
(
s12
µ2
)(
− 4
2
− 6

− 16 + 2pi +O(1)
)
, (5.92)
recovering the virtual contribution to the total cross section at NLO. Notice that it was
unnecessary to introduce any tensor reduction. Indeed, Gram determinants are naturally
avoided when using the LTD formalism, as are the spurious singularities that the tensor
reduction may introduce and that could lead to numerical instabilities when integrating
over the phase space. Finally, if we sum the real and virtual contributions (Eq. (5.87) and
Eq. (5.92), respectively), we obtain
σ(1) = σ(0)
(
1 + 3CF
αS
4pi
+O(α2S)
)
, (5.93)
which agrees with the well-known result available in the literature. The -poles cancel be-
tween real and virtual contributions, as predicted by the KLN theorem. The limit → 0
can safely be taken after integration.
The purpose of the rest of this section, however, is to show that the four-dimensional
limit can also be considered before integration, once a proper combination of the real
and virtual terms is done. In the context of LTD, we must also carefully consider the
contributions introduced by the self-energy diagrams. On-shell massless quarks do not
introduce further corrections to the total cross section in Eq. (5.93) due to the renor-
malisation of the wave-function because IR and UV divergences are not discriminated in
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DREG. In the on-shell scheme, the wave function renormalisation factors contain both
IR and UV divergences, but they exactly cancel each other, which justifies the exclusion
of the corresponding Feynman diagrams when carrying out the computation in the tra-
ditional approach. Nevertheless, in order to build a complete LTD representation of the
virtual contributions, it is required to include the renormalised self-energy corrections to
the external particles, and properly disentangle IR and UV singularities at the integrand
level. This step is crucial to achieve a dual representation for which we have a fully local
cancellation of singularities, in order to be able to integrate in four dimensions.
The quark and antiquark self-energy contributions at one-loop are given by
−iΣ(p1) = − i g2S CF
∫
`
 ∏
i=1,3
GF (qi)
 γσ1 /q3 γσ2 dσ1σ2(q1) ,
−iΣ(−p2) = − i g2S CF
∫
`
 ∏
i=1,2
GF (qi)
 γσ1 /q2 γσ2 dσ1σ2(q1) , (5.94)
where Σ(pi) = Σ2 /pi. In these expressions, we keep the same internal momenta qi that
were used to define the vertex corrections in Eq. (5.88). According to the usual renor-
malisation procedure, the self-energy contribution is related to the renormalisation factor
Z2 = 1 + ∆Z2. Applying on-shell renormalisation conditions to the quark and antiquark
self-energies in the Feynman gauge, we obtain the contributions
〈M(0)qq¯ |Σ(p1)〉 = − 2(1− )g2S CF |M(0)qq¯ |2
∫
`
 ∏
i=1,3
GF (qi)
(1 + q3 · p2
p1 · p2
)
,
〈M(0)qq¯ |Σ(p2)〉 = − 2(1− )g2S CF |M(0)qq¯ |2
∫
`
 ∏
i=1,2
GF (qi)
(1− q2 · p1
p1 · p2
)
. (5.95)
Formally, these contributions vanish in DREG. Yet, they feature non-trivial IR and UV
behaviours at the integrand level that we need to make explicit in order to achieve a
complete local cancellation of all the singularities with those present in the real corrections.
After applying LTD to the loop integrals given in Eq. (5.95), we obtain the two dual
representations
〈M(0)qq¯ |Σ(p1)〉 = − 2(1− )g2S CF |M(0)qq¯ |2
[∫
d[ξ1,0] d[v1]
1− v1
v1
ξ1,0
−
∫
d[ξ3,0] d[v3]
1 + (1 + v3)ξ3,0
v3
]
,
〈M(0)qq¯ |Σ(p2)〉 = − 2(1− )g2S CF |M(0)qq¯ |2
[∫
d[ξ1,0]d[v1]
1− v1
v1
ξ1,0
+
∫
d[ξ2,0] d[v2]
1− v2 ξ2,0
1− v2
]
,
(5.96)
where we kept explicit the integration variables associated with each cut.
The UV divergences of the wave function cancel exactly with the UV divergences of the
vertex corrections, because conserved (or partially conserved) currents, such as the vector
and axial ones, do not get renormalised. In order to achieve a local cancellation of the UV
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divergences, it is relevant to note beforehand that the vertex corrections diverge logarith-
mically in the UV, while the expressions in Eq. (5.95) behave linearly in the UV. As it was
also the case for the virtual contribution, this linear divergence will vanish after angular
integration. However, it is still necessary to include an additional UV counterterm if we
wish to locally cancel the linear singularities.
Assuming kUV = 0 (i.e. qUV = `) and using the notations of Section 5.4, we define
〈M(0)qq¯ |ΣUV(p1)〉 = − 2(1− )g2S CF |M(0)qq¯ |2
∫
`
(
GF (qUV)
)2(
1 +
qUV · p2
p1 · p2
)
× (1−GF (qUV)(2qUV · p1 + µ2UV)) , (5.97)
whose dual representation is given by
〈M(0)qq¯ |ΣUV(p1)〉 = − 2(1− )g2S CF |M(0)qq¯ |2
∫
`
δ˜(qUV)
2
(
q
(+)
UV,0
)2
×
(1− qUV · p2
p1 · p2
)1− 3(2qUV · p1 − µ2UV)
4
(
q
(+)
UV,0
)2
− 1
4

= − 2(1− )g2S CF |M(0)qq¯ |2
∫
d[ξUV]d[vUV]
ξ2UV(
ξ2UV +m
2
UV
)3/2
×
[(
2 + ξUV(1− 2vUV)
)(
1− 3(2ξUV(1− 2vUV)−m
2
UV)
4(ξ2UV +m
2
UV)
)
− 1
2
]
,
(5.98)
where mUV = 2µUV/
√
s12. It is worth noting that the term proportional to (1 − 2vUV)
integrates to zero, but locally cancels the linear UV singularity. Integrating Eq. (5.98)
leads to
〈M(0)qq¯ |ΣUV(p1)〉 = −g2S CF
S˜
16pi2
|M(0)qq¯ |2
(
µ2UV
µ2
)−
1

+O(1) . (5.99)
Thus, 〈M(0)qq¯ |Σ(p1)− ΣUV(p1)〉 only develops IR singularities. The procedure to compute
the counterterm of the antiquark leg is identical, and we obtain the same expression, i.e.
〈M(0)qq¯ |Σ(p2)〉 = 〈M(0)qq¯ |Σ(p1)〉.
Likewise, it is necessary to remove the UV divergences from the vertex correction included
in |M(1)qq¯ 〉. To this end, we use the following counterterm
〈M(0)qq¯ |M(1,UV)qq¯ 〉 = g2S CF |M(0)qq¯ |2
∫
d[ξUV]d[vUV]
× ξ
2
UV
(ξ2UV +m
2
UV)
5/2
(
4(1− 3vUV(1− vUV)− )ξ2UV + (7− 4)m2UV
)
,
(5.100)
where the subleading terms have been fixed such that only the pole is subtracted, i.e.
〈M(0)qq¯ |M(1,UV)qq¯ 〉 = g2S CF
S˜
16pi2
|M(0)qq¯ |2
(
µ2UV
µ2
)−
1

. (5.101)
The crucial observation here is that Eq. (5.99) and Eq. (5.101) share the same divergent
structure, allowing for a complete removal of the UV divergences.
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With all these ingredients, we are now able to define a full four-dimensional represen-
tation of the total cross section at NLO, with a local cancellation of the IR divergences of
the loop and the real corrections. First, the UV renormalised virtual cross section is given
by
σ
(1,R)
V =
1
s12
∫
dΦ1→2 Re〈M(0)qq¯ |M(1,R)qq¯ 〉 (5.102)
with
|M(1,R)qq¯ 〉 = |M(1)qq¯ 〉 − |M(1,UV)qq¯ 〉 , (5.103)
where to lighten the expressions, we included the self-energy counterterms inside |M(1,UV)qq¯ 〉,
meaning that only the IR part of the self-energy contributions are present inside |M(1,R)qq¯ 〉.
The renormalised virtual cross section σ
(1,R)
V therefore contains only IR singularities at
the integrand level, but the UV counterterms involve a non-trivial integrand level can-
cellation of UV singularities that must be taken into account in order to find a proper
four-dimensional representation of the total cross section. For this reason, we start by
splitting σ
(1,R)
V into
σ
(1,R)
V = σ
(1)
V − σ(1,UV)V , (5.104)
where
σ
(1)
V =
1
s12
∫
dΦ1→2 Re〈M(0)qq¯ |M(1)qq¯ 〉 , (5.105)
σ
(1,UV)
V =
1
s12
∫
dΦ1→2 Re〈M(0)qq¯ |M(1,UV)qq¯ 〉 , (5.106)
are the original virtual terms (also including self-energy contributions) and the UV coun-
terterms, respectively. From Eq. (5.105), we collect all the dual terms arising when either
of the internal momenta q1 or q2 is set on shell, and restrict the loop integration by the
dual mapping conditions defined in Eq. (5.48) and Eq. (5.49) respectively. As with the
toy model in Section 5.2, we define the virtual dual contributions to the cross section as
σ˜
(1)
V,1 = − σ(0) g2S CF
∫
d[ξ1,0] d[v1]R1(ξ1,0, v1)
×
[
4
(
1
ξ1,0 v1
+ 1
)(
1
1− v1 − ξ1,0
)
+ 2(1− )ξ1,0
(
1− v1
v1
+
v1
1− v1
)]
, (5.107)
σ˜
(1)
V,2 = − σ(0) g2S CF
∫
d[ξ2,0] d[v2]R2(ξ2,0, v2)
×
[
4ξ2,0
1− ξ2,0
(
v2
(
1
1− v2 − ξ2,0
)
− 
)
+ 2(1− )1− v2 ξ2,0
1− v2
]
, (5.108)
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together with the virtual dual remnants
σ
(1)
V,1 = − σ(0) g2S CF
∫
d[ξ1,0] d[v1]
(
1−R1(ξ1,0, v1)
)
×
[
4
(
1
ξ1,0 v1
+ 1
)(
1
1− v1 − ξ1,0
)
+ 2(1− )ξ1,0
(
1− v1
v1
+
v1
1− v1
)]
, (5.109)
σ
(1)
V,2 = − σ(0) g2S CF
∫
d[ξ2,0] d[v2](1−R2(ξ2,0, v2))
×
[
4ξ2,0
(
1
1− ξ2,0 + i0 + i pi δ(1− ξ2,0)
)(
v2
(
1
1− v2 − ξ2,0
)
− 
)
+ 2(1− )1− v2 ξ2,0
1− v2
]
,
(5.110)
σ
(1)
V,3 = − σ(0) g2S CF
∫
d[ξ3,0] d[v3]
×
[
4ξ3,0
1− ξ3,0
(
(1− v3)
(
1
v3
+ ξ3,0
)
− 
)
− 2(1− )1 + (1− v3)ξ3,0
v3
]
, (5.111)
which fulfil
σ
(1)
V =
∑
i=1,2
(
σ˜
(1)
V,i + σ
(1)
V,i
)
+ σ
(1)
V,3 . (5.112)
Notice that in Eq. (5.108), the +i0 prescription has been removed. This is due to the
fact that in the considered integration phase space – delimited by R2 –, the denominator
(1− ξ2,0)−1 cannot vanish, making the use of a prescription unnecessary.
Finally, the UV counterterm is given by
σ
(1,UV)
V = σ
(0) g2S CF
∫
d[ξUV]d[vUV]
[
(1− )(1− 2vUV)ξ3UV(12− 7m2UV + 4ξ2UV)
(ξ2UV +m
2
UV)
5/2
+
2ξ2UV
(
(1 + 2)m2UV + 4ξ
2
UV(1− − 3(2− )vUV(1− vUV))
)
(ξ2UV +m
2
UV)
5/2
]
. (5.113)
The next step is to separate the real three-body phase space into two regions to isolate
the different collinear configurations. We introduce
σ˜
(1)
R,i =
1
s12
∫
dΦ1→3|Mqq¯g|2θ(y′jr − y′ir) , i, j ∈ {1, 2} , i 6= j , (5.114)
that share the same form as Eq. (5.40), and fulfil
∑
i σ˜
(1)
R,i = σ
(1)
R . Explicitly,
σ˜
(1)
R,1 = σ
(0)g2S Cf
∫
d[ξ1,0] d[v1]R1(ξ1,0, v1) 2(1− 2ξ1,0)
−2
(1− (1− v1)ξ1,0)−2
× 1
v1(1− v1)
(
(1− ξ1,0)2 +
(
(1− ξ1,0)2(1− v1) + v1
)2
ξ1,0(1− (1− v1)ξ1,0)2 −  ξ1,0
)
, (5.115)
σ˜
(1)
R,2 = σ
(0)g2S Cf
∫
d[ξ2,0] d[v2]R2(ξ2,0, v2) 2(1− 2ξ2,0)
−2
(1− v2 ξ2,0)1−2
× 1
1− v2
(
(1− ξ2,0)2 − 
(
(1− ξ2,0)2 v2 + 1− v2
)2
(1− v2ξ2,0)2 + ξ
2
2,0
)
, (5.116)
which are obtained after applying to Eq. (5.86) the mappings defined in Eqs. (5.44) and
(5.46), respectively. Since the total cross section at NLO is given by
σ(1) = σ
(1,R)
V + σ
(1)
R , (5.117)
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we put together σ˜
(1)
V,1 and σ˜
(1)
R,1 to define
σ˜
(1)
i = σ˜
(1)
V,i + σ˜
(1)
R,i , i ∈ {1, 2} , (5.118)
that are finite in the limit  → 0. Actually, through the application of the momentum
mappings and the separation of the integration region, a local cancellation of singularities
takes place, allowing us to take the limit → 0 at the integrand level, i.e. before integration.
According to Eq. (5.117), we can observe that some contributions are still missing. In
fact, we must combine all the virtual terms and UV counterterms that have not yet been
included in the virtual dual cross sections of Eqs. (5.107) and (5.108). We therefore define
σ
(1)
V =
∑
i=1,2
σ
(1)
V,i
+ σ(1)V,3 − σ(1,UV)V , (5.119)
as the remnant virtual correction. It is worth appreciating that this expression admits
a four-dimensional representation, which can be built applying the change of variables
shown in Section 5.2.1.
Finally, the calculation of the integrals gives
σ˜
(1)
1 = σ
(0)αS
4pi
CF
(
19− 32 log(2)) ,
σ˜
(1)
2 = σ
(0)αS
4pi
CF
(− 11
2
+ 8 log(2)− pi
2
3
)
,
σ
(1)
V = σ
(0)αS
4pi
CF
(− 21
2
+ 24 log(2) +
pi2
3
)
, (5.120)
whose sum is
σ˜
(1)
1 + σ˜
(1)
2 + σ
(1)
V = σ
(0)3
αS
4pi
CF , (5.121)
that agrees with the → 0 limit of the result obtained through DREG. The crucial differ-
ence is that we get the result after integrating expressions evaluated in four dimensions,
thus avoiding potentially complicated  expansions. The complete four-dimensional rep-
resentations of the quantities appearing in Eq. (5.120) can be found in Appendix C.
To conclude this section, note that the procedure shown here can be significantly sim-
plified. In order to obtain an analytic result, it was necessary to split the integration
region and the virtual corrections into several different pieces. In a numerical implemen-
tation, this procedure is not needed. The loop integration will occur unrestricted, and
the real corrections will be switched on to cancel the collinear and soft divergences in the
region of the loop three-momentum where the respective momentum mapping conditions
are fulfilled.
5.6 Generalisation to multi-leg processes and NNLO
Assuming there are no initial-state partons (for instance in e+e− annihilation), the gen-
eralisation to multi-leg processes is straightforward, starting from the results presented in
the previous sections. As usual, the NLO cross section is constructed from the sum of the
one-loop virtual correction with m partons in the final state and the exclusive real cross
section with m+ 1 partons in the final state,
σNLO =
∫
m
dσ
(1,R)
V +
∫
m+1
dσ
(1)
R , (5.122)
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where the virtual contribution is obtained from its dual representation
dσ
(1,R)
V =
N∑
i=1
∫
`
2 Re〈M(0)N |M(1,R)N
(
δ˜(qi)
)〉ON ({pj}) . (5.123)
In Eq. (5.123), the term ON ({pj}) defines a given IR-safe physical observable (e.g. a
jet function) by accordingly constraining the integration domain,M(0)N denotes the N -leg
scattering amplitude at LO, with N > m, and M(1,R)N is the renormalised one-loop scat-
tering amplitude, which also contains the self-energy corrections of the external legs. By
renormalised, we mean that appropriate UV counterterms have been subtracted locally,
according to the discussion presented in Section 5.4, including UV singularities of degree
higher than logarithmic that integrate to zero, and the UV contributions from the wave
function of the external particles, in such a way that only IR singularities arise in dσ
(1,R)
V .
We have also assumed a definite ordering of the external particles that leads a definite set
of internal momenta qi. Therefore, the one-loop scattering amplitudeM(1,R)N contains not
only the contribution from the maximal one-loop N -point function, but also all the terms
that can be constructed with the same set of internal momenta. Keeping this ordering is
necessary to preserve the partial cancellation of singularities among dual contributions at
the integrand level. Obviously, all the possible permutations and symmetry factors have
to be considered to obtain the physical cross sections.
The real cross section is given by
∫
m+1
dσ
(1)
R =
N∑
i=1
∫
m+1
|M(0)N+1(qi, pi)|2Ri(qi, pi)ON+1({p′j}) , (5.124)
where the external momenta {p′j}, the phase space and the tree-level scattering amplitude
M(0)N+1 have been rewritten in terms of the loop three-momentum (equivalently, the inter-
nal loop on-shell momenta) and the external momenta pi of the tree-level process. The
momentum mapping links the soft and collinear states of the real and virtual corrections.
Therefore, if the physical observable is IR-safe, then ON+1 reduces to ON in all the possible
IR-degenerate configurations of the (N + 1)-particle process. In this way, it is guaranteed
that the simultaneous implementation of the real-emission terms with the corresponding
dual contributions leads to an integrand-level cancellation of IR singularities.
Analogously to the dipole method [60,61], in order to construct the momentum mapping
between the m and m + 1 kinematics, we single out two partons for each contribution.
The first parton is the emitter and the second parton is the spectator. The difference with
respect to the dipole formalism is that both the emitter and the spectator are initially
related to external momenta of the virtual scattering amplitudes, and not to internal or
external momenta of the real emission processes. Then, the loop three-momentum and
the four-momenta of the emitter and the spectator are used to reconstruct the kinemat-
ics of the corresponding real emission cross section in the region of the real phase space
where the twin of the emitter decays into two partons in a soft or collinear configuration.
Explicitly, if the momentum of the final-state emitter is pj , the internal momentum prior
1
to the emitter is qi and is on shell, and pj is the momentum of the final-state spectator,
1We assume that the internal and external momenta are ordered according to Fig. 4.1
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then, the multi-leg momentum mapping is given by
p′µr = q
µ
i , p
′µ
i = p
µ
i − qµi + (1− γi)pµj ,
p′µj = γi p
µ
j , γi = 1−
(qi − pi)2
2(qi − pi) · pj ,
p′µk = p
µ
k , k 6= i, j, r , (5.125)
where the incoming initial-state momenta, pa and pb, are left unchanged. In Eq. (5.125),
momentum conservation is fulfilled by construction, since
pi + pj +
∑
k 6=i,j
pk = p
′
i + p
′
r + p
′
j +
∑
k 6=i,j
p′k . (5.126)
All the primed final-state momenta are massless and on shell if the virtual unprimed mo-
menta are also massless. The momentum mapping in Eq. (5.125) is once again motivated
by general factorisation properties in QCD [77,78], and is graphically explained in Fig. 5.7.
The emitter pi has the same flavour as p
′
ir (see Fig. 5.7 (right)), the twin emitter or
parent (called emitter in the dipole formalism) of the real splitting configuration that is
mapped. The spectator pj is used to balance momentum conservation, and has the same
flavour in the virtual and real contributions. As for the dipoles, there are alternatives to
treat the recoiling momentum, but the option with a single spectator is the most suitable.
Note that the radiated particles p′i and p
′
r might have a different flavour than the emitter
pi. If the emitter is a quark or and antiquark, the role of p
′
i and p
′
r can be exchanged if
the subindex i is used to denote the flavour, as we did in Eq. (5.46). If the emitter is a
gluon, the radiated partons are two gluons, or a quark-antiquark pair.
The momentum mapping in Eq. (5.125) is suitable for the region of the loop-momentum
space where qi is soft or collinear with pi, and therefore in the region of the real phase
space where p′i and p
′
r are collinear or where either one of them is soft. In Eq. (5.124), we
have introduced a complete partition of the real phase space∑
Ri(pi, qi) =
∑ ∏
jk 6=ir
θ(y′jk − y′ir) = 1 , (5.127)
which is equivalent to dividing the phase space by the minimal two-body invariant y′ir.
Since the real and virtual kinematics are related, the real phase-space partition defines
equivalent regions in the loop three-momentum space. Notice, however, that we have not
imposed these constraints in the definition of the virtual cross section in Eq. (5.124), as
we did for the analytic applications in Sections 5.3 and 5.5. The actual implementation
of the NLO cross section in a Monte Carlo event generator is a single unconstrained in-
tegral in the loop three-momentum, and the phase space with m final-state particles. By
virtue of the momentum mapping, real corrections are switched on in the region of the
loop three-momentum where they map the corresponding soft and collinear divergences.
This region is compact, and is of the size of the representative hard scale of the scatter-
ing process. At large loop three-momentum, only the virtual corrections contribute, and
their UV singularities are subtracted locally by the use of suitable counterterms. These
are the only counterterms that are required for the implementation of the method, the
IR singularities being unsubtracted as their cancellation is achieved simultaneously. The
full calculation is implemented in four dimensions, i.e. with the DREG parameter  = 0.
Moreover, there is no need to perform any tensor reduction in the calculation of the virtual
contributions, hence avoiding the appearance of Gram determinants that usually lead to
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q˜i−1
δ˜(qi)
pi
p′i
p′r
p˜′ir
Figure 5.7: Factorisation of the dual one-loop and tree-level squared amplitudes in the
collinear limit. The dashed line represents the momentum conservation cut. Interference
of the Born process with the one-loop scattering amplitude with internal momentum qi
on-shell, M(1)N (δ˜(qi))⊗
(
M(0)N
)†
(left), and interference of real processes with the parton
splitting p′ir → p′i + p′r, M(0)N+1 ⊗
(
M(0)N+1,ir
)†
(right). In this limit the momenta qi−1 =
qi − pi and p′ir become on-shell and the scattering amplitudes factorise.
spurious numerical instabilities. Integrable threshold singularities of the loop contribu-
tions are also restricted to the physical compact region, and are treated numerically by
contour deformation [31,32] in a Monte Carlo implementation.
The case of lepton-hadron and hadron-hadron collisions deserves an aside. The cross
section is computed by convoluting the corresponding partonic cross section with the
process-independent parton distribution functions (PDF) of the incoming hadrons. Since
the initial-state partons carry a well-defined momentum, the partonic subprocesses are
not collinear safe. By virtue of the universal factorisation properties of QCD for massless
incoming partons [77], the initial-state collinear singularities are factorised and reabsorbed
into the definition of the non-perturbative PDF, and are removed from the partonic cross
section by suitable collinear counterterms that are proportional to the product of 1/ and
the Altarelli-Parisi splitting functions [96,98–102]. The initial-state collinear counterterms
are then convoluted with the Born cross section. However, their standard form cannot
be used in the LTD approach because the convolution is a single integral in longitudinal
momentum with Born kinematics. Its unintegrated form – which should also depend on
the transverse momentum of the real radiation – is necessary, and will be presented in a
future publication.
The extension to NNLO, although not straightforward, can instinctively be anticipated
and will also be the subject of a future publication. The NNLO cross section consists of
three contributions
σNNLO =
∫
m
dσ
(2)
VV +
∫
m+1
dσ
(2)
VR +
∫
m+2
dσ
(2)
RR . (5.128)
The double virtual cross section dσ
(2)
VV receives contributions from the interference of the
two-loop with the Born scattering amplitudes, and the square of the one-loop scattering
amplitude with m final-state particles. The virtual-real cross section dσ
(2)
VR includes the
contributions from the interference of the one-loop and tree-level scattering amplitudes
with one extra final-state particle. Finally, the double real cross section dσ
(2)
RR is the sum
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of all tree-level contributions where two extra particles are emitted. The LTD represen-
tation of the two-loop scattering amplitude is obtained by setting two internal lines on
shell [28]. It leads to the two-loop dual components 〈M(0)N |M(2)N
(
δ˜(qi, qj)
)〉, while the
two-loop momenta of the squared one-loop amplitudes are independent and generate dual
contributions of the type 〈M(1)N
(
δ˜(qi)
)|M(1)N (δ˜(qi))〉. In both cases, we have at our dis-
posal two independent loop three-momenta and m final-state momenta, from which we
can reconstruct the kinematics of the one-loop corrections inside dσ
(2)
VR, and the tree-level
corrections in dσ
(2)
RR.
5.7 Conclusion
In this chapter, we have carefully discussed the implementation of a novel algorithm to
compute higher-order corrections to physical observables. This method is based on the
LTD theorem, which states that one-loop virtual contributions can be expressed as the
sum over single-cuts, whose structure closely resembles real-emission amplitudes. We
have exploited this knowledge to perform an integrand-level combination of real and vir-
tual terms, which has lead to a fully local cancellation of singularities and allows for the
implementation of the calculation without making use of DREG.
One of the interesting uses of LTD lies in the possibility to explore the causal struc-
ture of virtual contributions and to disentangle their singularities. In particular, we have
applied this technique to prove that the IR divergences are generated in a compact region
of the loop-momentum space. This is a crucial fact in order to achieve the real-virtual
cancellation of singularities in IR-safe observables.
To illustrate the importance of the compactness of the IR singular regions, we have stud-
ied the NLO corrections to a 1 → 2 process in the context of a toy scalar model. By
using suitable momentum mappings, we have generated 1→ 3 on-shell massless kinemat-
ics from the 1→ 2 process and the loop three-momentum. These mappings relate exactly
the integration regions where the singularities are originated. In this example, we have
distinguished two regions in the real-emission phase space and defined suitable mappings
to cover them in the dual space of the loop three-momentum. In this way, the combination
of dual and real contributions led to expressions that are integrable in four dimensions;
the remainders of the virtual part were also represented by a four-dimensional integral.
The algorithm is named “unsubtraction” because the summation over degenerate soft and
collinear final states is performed thanks to these momentum mappings, thus making the
introduction of IR subtractions unnecessary.
On the other hand, we have investigated the cancellation of UV divergences at the in-
tegrand level. We have started with the simplest example of a massless scalar two-point
function. Using the ideas presented in [83], we have obtained the dual representation of
the local UV counterterm that exactly cancels the divergences in the high-energy region of
the loop momentum, achieving an integrable representation in four dimensions. We have
also extended the procedure to deal with arbitrary scattering amplitudes, and provided
a subtle physical interpretation of the energy scale appearing in the UV counterterms by
identifying it to the renormalisation scale.
Then, we have applied the FDU algorithm to the physical process γ∗ → qq¯(g) at NLO in
QCD. We have written the dual representation of the virtual contribution and made use
of the momentum mappings to perform the real-virtual combination. It is worth appreci-
ating that we have had to take into account self-energy corrections to the external on-shell
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legs, even though they are usually ignored in the traditional approach given that their
integrated form vanishes in DREG due to the lack of physical scale. Since our approach
explicitly splits the IR and UV regions of the dual integrals, it was indeed necessary to
disentangle their IR/UV behaviour. In this way, we have computed the full NLO correc-
tions to γ∗ → qq¯(g) by making use of pure four-dimensional expressions.
The generalisation of the algorithm to deal with multi-particle processes is quite straight-
forward, at least when only final-state singularities take place. Essentially, the real-
emission phase space must be split to isolate the different collinear configurations, so
a proper momentum mapping for each of these configurations can then be defined. Com-
bining the dual integrands with the real matrix elements in the corresponding regions
leads to integrable expressions in four dimensions. The cancellation of UV divergences is
done following the same ideas as in the 1 → 2 case. Finally, we have succinctly sketched
the extension of the FDU algorithm to remove initial-state collinear singularities in the
multi-leg case, and briefly discussed its generalisation to NNLO.
In summary, we have explicitly presented a well-defined algorithm that allows us to bypass
DREG by exploiting the LTD formalism. This achievement constitutes a new paradigm in
perturbative calculations as it allows for the direct combination of real and virtual correc-
tions in an integrable four-dimensional representation, while providing a simple physical
interpretation of the singularities of the scattering amplitudes and unveiling their hidden
nature.
Chapter 6
The Four-Dimensional
Unsubtraction with massive
particles
So far, only toy models and processes involving massless particles were considered. Need-
less to say that in order to compute the vast majority of physical processes of any kind,
the FDU formalism must be able to deal with massive particles as well. In this chapter,
we extend the algorithm previously presented in Chapter 5 so it can deal with processes
involving massive particles [2]. We first illustrate the method with a scalar toy example,
and then analyse the case of the decay of a scalar or vector boson into a pair of massive
quarks. The results presented in this chapter are suitable for the application of the method
to any multipartonic process.
6.1 Introduction
As said before, the standard approach to compute IR-safe observables at higher orders re-
lies on the subtraction formalism [58–70]. The treatment of massive particles within this
framework has been considered specifically in [103–107]. Within FDU, and from the kine-
matical point of view, having massive particles slightly modifies the momentum mapping
used when combining the real and the virtual contribution, and alters the IR-divergent
structure. For instance, collinear configurations are not any more singular, strictly speak-
ing. They are rather referred as quasi-collinear configurations, where the -pole is –
roughly – replaced by a logarithm in the mass of the particle. These configurations will be
mapped in such a way that logarithmic contributions are cancelled at the integrand level,
allowing for a smooth massless limit. Another major difference is the treatment of the
self-energy corrections, since they must now fulfil additional non-trivial constraints both
in the IR and UV regions. Something similar also happens with the definition of local
vertex renormalisation counterterms. In both cases, the dual representation involves deal-
ing with multi-pole propagators. We restrict the discussion to the treatment of massive
partons to the final state because the validity of the QCD factorisation theorem requires
that the partons that initiate the hard-scattering subprocess in hadronic collisions have to
be massless [103].
The outline of this chapter is the following. In Section 6.2, we apply the LTD theo-
rem to the one-loop scalar three-point function with massive particles. In Section 6.3, we
introduce a scalar toy example and compute NLO corrections through the application of
the conventional DREG approach. After describing the real emission phase-space parti-
tion and introducing a proper momentum mapping in Section 6.4, we calculate the NLO
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corrections of the scalar toy model within the FDU formalism in Section 6.5. We use LTD
and the momentum mapping to perform the real-virtual combination at the integrand
level, and build purely four-dimensional integrable expressions. In Section 6.6, we present
integrand-level representations of the wave function and mass renormalisation factors for
heavy quarks in the on-shell scheme. Renormalisation of UV divergences is then achieved
in Section 6.7. We put into practice the FDU method by computing the NLO QCD correc-
tions to the decay rate A∗ → qq¯(g) with massless quarks and A = φ, γ, Z, and present our
results in Section 6.8. Finally, in Section 6.9, we conclude and discuss future implications
of this work.
6.2 Massive scalar three-point function within LTD
Before attempting to compute an actual physical process involving massive particles, let’s
start by considering the massive scalar three-point function, so we can familiarise ourselves
with the additional notations and tools we need to introduce when applying FDU to
massive particles. As for the massless case, the internal lines are written q1 = ` + p1,
q2 = ` + p12 and q3 = `, where ` is the loop momentum. We take one internal state,
corresponding to q1, to be massless, and the remaining internal and outgoing particles
to be massive, of mass M . The final-state on-shell momenta are labelled as p1 and p2,
with p21 = p
2
2 = M
2, and the incoming one is labelled as p3 – where p3 = p1 + p2 = p12
by momentum conservation – with virtuality p23 = s12 > 0. We chose this configuration
because it will later correspond to the QCD corrections to the γ∗ → qq¯ physical process,
that will be studied in Section 6.8. We also define
m =
2M
s12
, β =
√
1−m2 , (6.1)
as the reduced mass and velocity, respectively. The well-known result of the massive scalar
three-point function is given by [95,108] and reads
L
(1)
m>0(p1, p2,−p3) =
∫
`
3∏
i=1
GF (qi)
= − cΓ
s12 β
[
log(XS)
(
−1

− log(XS)
2
+ 2 log(1−X2S)
+ log
(
m2
4
))
+ Li2(X
2
S) + 2 Li2(1−XS)−
pi2
6
]
+O(1) , (6.2)
where
XS = −xS − i0 Sgn(s12) , xS = 1− β
1 + β
(6.3)
and where we recall
cΓ =
Γ(1 + )Γ2(1− )
(4pi)2−Γ(1− 2) . (6.4)
Applying LTD, we can write
L
(1)
m>0(p1, p2,−p3) =
3∑
i=1
Ii , (6.5)
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Figure 6.1: On-shell hyperboloids of the massive three-point function in the loop coor-
dinates `µ =
√
s12/2 (ξ0, ξx, ξy, ξz) in two dimensions (left plot); forward and backward
on-shell hyperboloids are represented by solid and dashed lines, respectively. The in-
tersections of on-shell hyperboloids lead to soft and threshold singularities in the loop
three-momentum space (right plot), collinear singularities are regulated by the mass.
with the dual contributions
I1 = −
∫
`
δ˜(q1)
(2q1 · p2 − i0)(−2q1 · p1 + i0) , (6.6)
I2 = −
∫
`
δ˜(q2)
(2M2 − 2q2 · p2 + i0)(s12 − 2q2 · p12 + i0) , (6.7)
I3 = −
∫
`
δ˜(q3)
(2M2 + 2q3 · p1 − i0)(s12 + 2q3 · p12 − i0) . (6.8)
The corresponding on-shell hyperboloids are shown in Fig. 6.1 (left). Due to the rotational
symmetry of the problem, only showing the (`0, `z) plane is enough. As discussed previ-
ously in Chapter 4, the intersection of on-shell hyperboloids is associated with multiple
internal propagators vanishing simultaneously. In this case, the forward on-shell hyper-
boloid of GF (q1) and GF (q2), and the backward one of GF (q3) intersect at a single point,
where a soft singularity develops. Another intersection takes place between the forward
on-shell hyperboloids of GF (q2) and the backward one of GF (q3), which in this case cor-
responds to a threshold singularity that will appear inside I2. Notice that, as explained
above, there are no collinear singularities, because of the mass preventing the on-shell
hyperboloids to degenerate into light-cones as it was the case for the process studied in
Chapter 5.
As we did for the massless case, and in order to simplify the analytic calculation of the
dual integrals in Eqs. (6.6) and (6.8), we work in the centre-of-mass frame of p1 and p2.
With this assumption, the external momenta can be written as
pµ1 =
√
s12
2
(1,0, β) , pµ2 =
√
s12
2
(1,0,−β) . (6.9)
When parametrising the internal momenta, we must take into account that, while q1
corresponds to a massless state, q2 and q3 are associated with massive particles of mass
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M . This means we need to slightly modify the parametrisations for the latter and write
qµ1 =
√
s12
2
ξ1,0
(
1, 2
√
v1(1− v1) e1,⊥, 1− 2v1
)
,
qµi =
√
s12
2
(
ξi,0, 2ξi
√
vi(1− vi) ei,⊥, ξi(1− 2vi)
)
, ξi,0 =
√
ξ2i +m
2 , i ∈ {2, 3} ,
(6.10)
where ξ1,0, ξ2, ξ3 ∈ [0,∞) and vi ∈ [0, 1]. Keep in mind that in the previous chapter,
we were using (ξi,0, vi) as the integration variables for all internal lines, because con-
sidering the energy or the modulus three-momentum of an on-shell massless particle is
equivalent. However, within the LTD formalism, the integration is performed over the
three-momentum ξi, which is different than integrating over the energy ξi,0 in the case of
the second and the third contribution1.
With these variables, the loop integration measure is transformed into∫
`
δ˜(qi) = s12
∫ ∞
0
ξ2i
ξi,0
d[ξi]
∫ 1
0
d[vi] , (6.11)
and the scalar products of internal momenta with external ones are given by
4
qi · p1
s12
= ξi,0 − βi ξi(1− 2vi) ,
4
qi · p2
s12
= ξi,0 + βi ξi(1− 2vi) ,
(6.12)
where β1 = 1 and β2 = β3 = β. With this we can rewrite the dual contributions in
Eqs. (6.6) and (6.8) as
I1 =
4
s12
∫
d[ξ1,0] d[v1]
ξ1,0(1− (1− 2v1)2)β2 ,
I2 =
2
s12
∫
ξ22 d[ξ2] d[v2]
ξ2,0(1− ξ2,0 + i0)(ξ2,0 + β ξ2(1− 2v2)−m2) ,
I3 = − 2
s12
∫
ξ23 d[ξ3] d[v3]
ξ3,0(1 + ξ3,0)(ξ3,0 − β ξ3(1− 2v3) +m2) . (6.13)
The threshold singularity in I2 is still present, and occurs this time for ξ2,0 = 1, i.e.
ξ2 = β ≤ 1. Notice that by taking the massless limit – defined by m→ 0 and β → 1 – in
Eq. (6.13), we recover the dual integrands in Eq. (5.8).
Nevertheless, and as it could be expected, the massive case is a bit more cumbersome
because of the presence of an additional scale. Again, I1 vanishes since the energy integral
factorises and lacks any characteristic scale. To be more precise, I1 is singular in both the
IR and the UV limit; however, the sum of the three dual integrals as well as the equivalent
original Feynman integral contain only soft divergences. The other two dual integrals can
be integrated in the angular variable analytically, which allows us to keep the exact 
dependence, leading to
I2 =
2Γ2(1− )
s12 Γ(2− 2)
∫
d[ξ2,0]
ξ22
ξ2,0
2F1
(
1, 1− ; 2− 2; 2β ξ2
ξ2,0+β ξ2−m2
)
(1− ξ2,0 + i0)(ξ2,0 + β ξ2 −m2) ,
I3 = − 2Γ
2(1− )
s12 Γ(2− 2)
∫
d[ξ3,0]
ξ23
ξ3,0
2F1
(
1, 1− ; 2− 2;− 2β ξ3
ξ3,0+β ξ3−m2
)
(1 + ξ3,0)(ξ3,0 − β ξ3 +m2) . (6.14)
1We could integrate over ξi,0 even for massive particles and rewrite the three-momentum and the
measure accordingly, but this would introduce an unnecessary additional layer of complexity.
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Because of the presence of the hypergeometric functions 2F1, it is necessary to perform
an  expansion before attempting to integrate over the loop three-momentum. This will
lead to a final result that includes corrections up to O(0). Besides that, the two integrals
of Eq. (6.14) are singular in the UV. For this reason, we introduce the following expansion
Ii =
∫
d[ξi,0]
ξi,0
gi(ξi) =
∫
d[ξi,0]
ξi,0
gUV +
[∫
d[ξi,0]
ξi,0
(
gi(ξi)− gUV
)]
=0
, (6.15)
where we define gUV = limξi→∞ gi(ξ1). The first term in the right-hand side of Eq. (6.15)
gives the same result for both dual integrals, namely∫
d[ξi,0]
ξi,0
gUV = − cΓ
s12
x−s (1 + xs)1+2 Γ(1− 2)
2(1− 2)Γ2(1− ) 2F1(1, 1− ; 2− 2, 1− xs) , i ∈ {2, 3} .
(6.16)
For the second term, which is regular in the UV1, we perform the change of variable
ξi =
m
2
(
z − 1
z
)
, (6.17)
with z ∈ [1,∞). The total result for the real part of the dual integrals, up to O(1), reads
Re(I2) =
cΓ
2β s12
(
s12
µ2
)− [
log(xs)
(
1

− 1
2
log(xs)− 2 log(β)
)
− 2 Li2(xs)− 5pi
2
3
]
+O(1) ,
I3 =
cΓ
2β s12
(
s12
µ2
)− [
log(xs)
(
1

− 1
2
log(xs)− 2 log(β)
)
− 2 Li2(xs) + pi
2
3
]
+O(1) .
(6.18)
The dual contribution I3 is purely real, while I2 generates an imaginary component due
the intersection of the forward on-shell hyperboloid of GF (q2) with the backward on-shell
hyperboloid of GF (q3). Its imaginary part can be calculated to all orders in  from
i Im(I2) =
1
2
∫
`
δ˜(q2) δ˜(q3)GD(q2; q1)
= − 2ipi
s12
∫
ξ22 δ(1− ξ2,0)d[ξ2] d[v2]
ξ2,0(ξ2,0 + β ξ2(1− 2v2)−m2) = i
c˜Γ
β s12
(
β2 s12
µ2
)−
sin(2pi)
22
,
(6.19)
which is the expected result that would be obtained through the application of Cutkosky’s
rules. One can verify that the sum of the contributions in Eq. (6.18) and Eq. (6.19) agrees
with the literature result in Eq. (6.2).
6.3 Massive scalar decay rate in DREG
In order to establish a physical parallelism and understand the subtraction of IR singular-
ities in the massive case, we first work with a simplified toy scalar model with a massive
scalar particle φ that couples to a massless one, ψ. Concretely, we consider the decay
process φ(p3) → φ(p1) + φ(p2), with p21 = p22 = M2 and p23 = p212 = s12. The Born-level
decay rate is given by
Γ(0) =
g2
2
√
s12
∫
dΦ1→2 , (6.20)
1Indeed, by subtracting the UV limit gUV from the integrand itself, we obtain an integrable quantity,
thus validating the limit → 0.
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Figure 6.2: Momentum configuration of the virtual and real contributions to the process
φ → φφ at NLO. The one-loop contribution is proportional to the scalar three-point
function, with a virtual massless particle ψ (represented by a dashed line) inside the loop
(left). The real contribution comes from the interference terms originated by the emission
of an on-shell massless particle ψ (right). In this case, the momentum configuration is
given by p3 → p′1 + p′2 + p′r.
where g is the φφψ coupling, and where s12 > 4M
2 to guarantee the physical feasibility
of the process. As always, to compute the NLO correction, we need to consider both the
virtual contribution and the real contribution. For the former, we will assume the presence
of only one massless particle inside the loop; for the latter, we will assume the radiated
particle to be massless as well. The relevant Feynman diagrams1 are exhibited in Fig. 6.2.
Let’s start with the virtual part, which we assume to be proportional to the previously
computed massive scalar three-point function, i.e.
Γ
(1)
V =
1
2
√
s12
∫
dΦ1→2 Re〈M(0)|M(1)〉 = −Γ(0)2g2 s12 Re L(1)m>0(p1, p2,−p3) . (6.21)
On one hand, since s12 > 0, the virtual decay rate is given by Eq. (6.2) as a function of
xs and reads
Γ
(1)
V = Γ
(0) 4g
2 cΓ
β
(
s12
µ2
)− [
log(xS)
(
− 1
2
+
1
4
log(xS) + log(β)
)
+ 2 Li2(xS) +
pi2
3
]
+O(1) .
(6.22)
On the other hand, the cancellation of IR singularities is achieved by including the inter-
ference terms originated in the process φ(p3)→ φ(p′1) + φ(p′2) + ψ(p′r). Explicitly,
Γ
(1)
R =
1
2
√
s12
∫
dΦ1→3 2 Re〈M(0)2r |M(2)2r 〉 =
g4
2
√
s12
∫
dΦ1→3
2s12
(2p′1 · p′r)(2p′2 · p′r)
= Γ(0)2g2
(4pi)−2
Γ(1− )
(
s12
µ2
)−
β−1+2
∫
θ(hp)h
−
p
dy′1r dy′2r
y′1r y′2r
, (6.23)
where we used the definition of the massive three-body phase space given in Eq. (B.7).
We also recall that the dimensionless scalar products y′ij we already used in Chapter 5
are defined as y′ir = s
′
ir/s12. To compute the integral in Eq. (6.23), we apply the change
of variables suggested in Appendix B.3 which allows us to factorise the energy and the
1This decay rate does not correspond to any actual physical theory, since the full set of Feynman
diagrams has not been taken into account. However, for illustrative purposes, it is enough to restrict the
following discussion to virtual and real contributions that have a similar topology [1, 25].
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angular dependence of the integrand. By using Eq. (B.12), we obtain
Γ
(1)
R = Γ
(0)2g2
(4pi)−2
Γ(1− )
(
s12
µ2
)–
β−1+2(1 + xS)6
×
∫ x−1S
xS
dz
z−1+2(1 + z)2
(z − xS)3(1− xS z)3
∫
0
dww−1−2(1− w)− . (6.24)
The integration in w can be trivially performed, leading to the appearance of an -pole.
The integral in z, though, is finite if xS > 0 (which is true if m > 0). We therefore perform
an expansion in  of Eq. (6.24), resulting after integration in
Γ
(1)
R = Γ
(0) 4g
2 cΓ
Γ(1− )
(
s12
µ2
)− [
log(xS)
(
1
2
− 1
4
log(xS) + log(1 + xS) + log(1− x2S)
)
+ Li2(xS) + Li2(x
2
S)−
pi2
3
]
+O(1) . (6.25)
Putting together the virtual (Eq. (6.22)) and real (Eq. (6.25)) contributions, we get
Γ(1) = Γ(0)
4a
β
[
log(xS)
(
log(1−xS) + log(1−x2S)
)
+ 2 Li2(xS) + Li2(x
2
S)
]
+O(1) , (6.26)
with a = g2/(4pi2).
The purpose of the following discussion will be the derivation of a purely four-dimensional
representation of this result through the local cancellation of all IR divergences present
in the real and virtual contributions. As for the massless case studied in Chapter 5, we
will show that the cancellation of IR singularities at the integrand level can be achieved
by using suitable mapping of momenta.
6.4 Phase-space partition and real-virtual mapping with mas-
sive particles
The first step will be to introduce a complete partition of the phase space in such a way
that each individual region of that partition contains a single soft, collinear or quasi-
collinear configuration. The quasi-collinear configurations are those for which a massless
particle becomes collinear with a massive one [103]. In this case, the mass acts as a regu-
lator, preventing the emergence of -poles that would otherwise manifest themselves when
performing the computation with DREG. Instead, finite logarithmic terms in the mass
will appear at intermediate steps, and will only cancel when considering the total cross
section.Consequently, the massless and  → 0 limits do not commute in the traditional
approach, when considering virtual and real corrections separately.
The kinematics being the same, we use the same separation as for the massless case,
i.e. we take advantage of the identity
1 = θ(y′2r − y′1r) + θ(y′1r − y′2r) . (6.27)
We will make sure throughout the following that this partition, together with the well-
motivated mapping of momenta, ensures a smooth massless limit – achieved by an in-
tegrand level cancellation of the logarithmic dependences in the mass arising from the
quasi-collinear configurations of the real and virtual corrections – and thus a more stable
numerical implementation of the method.
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The next step is to define the proper momentum mapping in each region to match the
singular behaviour of the real and the dual integrands. One the main difficulties when
dealing with massive particles is the fact that the on-shell conditions lead to a system of
quadratic equations in the mapping parameters. One possible and effective workaround
is to rewrite the massive four-vectors as a linear combination of well-chosen massless mo-
menta, simplifying the mapping equations. When the particles have the same mass, the
corresponding momenta can be written as
pµ1 = β+ pˆ
µ
1 + β− pˆ
µ
2 , p
µ
2 = β− pˆ
µ
1 + β+ pˆ
µ
2 , (6.28)
with pˆ21 = pˆ
2
2 = 0 and β± = (1± β)/2. In addition, the massless momenta fulfil the useful
identities
2pˆ1 · pˆ2 = s12 , pˆµ1 + pˆµ2 = pµ1 + pµ2 . (6.29)
In their centre-of-mass frame, they are simply given by
pˆ1 =
√
s12
2
(1,0⊥, 1) , pˆ2 =
√
s12
2
(1,0⊥,−1) . (6.30)
We now go back to the toy example used in Section 6.2, and start with the first region
R1 = {y′1r < y′2r}. Motivated by factorisation properties of QCD in the collinear limit [77,
78], and using the momentum decomposition in Eq. (6.28), we propose the mapping
p′µr = q
µ
1 ,
p′µ1 = (1− α1)pˆµ1 + (1− γ1)pˆµ2 − qµ1 ,
p′µ2 = α1 pˆ
µ
1 + γ1 pˆ2 , (6.31)
which fulfil momentum conservation by construction. As in the massless case, p′µ2 acts as
the spectator of the splitting process and is used to balance momentum conservation. The
emitters have momenta p1 and p
′
1, and have the same mass. Although restricted to the
three final-state particles, the momentum mapping in Eq. (6.31) can easily be generalised
to a multipartonic case, with p′k = pk for k 6= 1, 2, r. The parameters α1 and γ1 are
determined from the two on-shell conditions1
(p′1)
2 = (1− α1)(1− γ1)s12 − 2q1 ·
(
(1− α1)pˆ1 + (1− γ1)pˆ2
)
= M2 , (6.32)
(p′2)
2 = α1 γ1 s12 = M
2 , (6.33)
whose explicit solutions in terms of the integration variables (ξ1,0, v1) are
α1 =
1− ξ1,0 −
√
(1− ξ1,0)2 −m2(1− ξ1,0 + v1(1− v1)ξ21,0)
2(1− v1 ξ1,0) ,
γ1 =
1− ξ1,0 +
√
(1− ξ1,0)2 −m2(1− ξ1,0 + v1(1− v1)ξ21,0)
2(1− (1− v1)ξ1,0) . (6.34)
As a matter of fact, since we are dealing with quadratic equations, there are two sets of
solutions for (α1, γ1). Only the solution in Eq. (6.34) is physical and compatible with the
soft limit, as it recovers the Born-level kinematics when ξ1,0 → 0. Indeed, in that limit,
1In this context, because R1 is associated with I1, we have q21 = 0, meaning that the condition
(p′r)
2 = q21 = 0 is automatically fulfilled.
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(α1, γ1) → (β−, β+) and therefore (p′1, p′2) → (p1, p2). Moreover, it also properly reduces
to the massless parametrisation defined in Eq. (5.44), as in the limit m→ 0, we have
α1 → 0 , γ1 → 1− ξ1,0
1− (1− v1)ξ1,0 . (6.35)
Using these definitions, the kinematical invariants y′ij become
y′1r =
ξ1,0
1− (1− v1)ξ1,0
(
v1 + α1(1− 2v1)
)
,
y′2r = ξ1,0 − y′1r ,
y′12 = 1− ξ1,0 −
m2
2
, (6.36)
which fulfil y′1r + y′2r + y′12 = 1 − m2/2. Once again, we easily recover the massless
expressions in Eq. (5.45) with α1 = 0. In order to simplify the result, it is convenient to
write the mass in terms of α1. According to Eq. (6.34),
m2 =
4α1
(
1− ξ1,0 − α1(1− v1 ξ1,0)
)
1− (1− v1)ξ1,0 . (6.37)
The Jacobian associated to the change of variables of Eq. (6.36) is given by
J1(ξ1,0, v1) =
ξ1,0
(
1− ξ1,0 − α1(2− ξ1,0)
)2(
1− (1− v1)ξ1,0
)2(
1− ξ1,0 − 2α1(1− v1 ξ1,0)
) , (6.38)
with dy′1r dy′2r = J1(ξ1,0, v1) dξ1,0 dv1. Notice that this expression is free of square roots,
thanks to the fact we rewrote the mass in terms of α1, as suggested in Eq. (6.37). In the
same way, we need to express R1 in terms of the dual variables. Using the mapping given
in Eq. (6.36), we obtain
R1(ξ1,0, v1) = θ(1− 2v1) θ
(
1− 2v1
1− v1
(
1− 1−
√
1− 4m2 v1(1− v1)
2v1
)
− ξ1,0
)
, (6.39)
which is the characteristic function associated with the integration domain delimited by
the region R1. Observe that the massless limit agrees with Eq. (5.56). Moreover, the
three-body phase-space limits defined by the condition hp = 0 are simply determined by
v1 = 0. In Fig. 6.3, this domain in drawn in the loop three-momentum space.
In the complementary region, R2 = {y′2r < y′1r}, the mapping is defined by
p′µr = (1− γ2)pˆµ1 + (1− α2)pˆµ2 − qµ2 ,
p′µ1 = γ2 pˆ
µ
1 + α2 pˆ2 ,
p′µ2 = q
µ
2 , (6.40)
where we have exchanged the role of the radiated particle and the emitter, in order to
keep p′2 massive. The associated on-shell conditions1 are
(p′1)
2 = α2 γ2 s12 = M
2 ,
(p′r)
2 = M2 + (1− α2)(1− γ2)s12 − 2q2 ·
(
(1− γ2)pˆ1 + (1− α2)pˆ2
)
= 0 , (6.41)
1The condition (p′2)
2 = q22 = M
2 is already fulfilled since q2 is on shell.
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Figure 6.3: The dual integration regions in the loop three-momentum space, with ξ⊥ =√
ξ2x + ξ
2
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whose solutions in terms of (ξ2, v2) are
α2 =
1− ξ2,0 +m2/2−
√
(1− ξ2,0)2 −m2 v2(1− v2)ξ22
2− (1− v2)ξ2 − ξ2,0 ,
γ2 =
1− ξ2,0 +m2/2−
√
(1− ξ2,0)2 −m2 v2(1− v2)ξ22
2 + (1− v2)ξ2 − ξ2,0 .
The consistency of the solution is again verified by the massless limit, where1
α2 → 0 , γ2 → 1− ξ2
1− v2 ξ2 . (6.42)
In this region, the kinematical invariants are therefore rewritten
y′1r = 1− ξ2,0 ,
y′2r =
ξ2,0 + (1− 2v2)(1− 2α2)ξ2 −m2
2 + (1− 2v2)ξ2 − ξ2,0 ,
y′12 = ξ2,0 −
m2
2
− y′2r , (6.43)
which also fulfils y′1r + y′2r + y′12 = 1 −m2/2. We can verify that we get back Eq. (5.47)
when α2 = 0. The Jacobian in this region reads
J (ξ2, v2) =
4ξ2
(
1− ξ2,0 +m2/2− α2(2− ξ2,0)
)2
ξ2,0
(
2 + (1− 2v2)ξ2 − ξ2,0
)2(
1− ξ2,0 +m2/2− α2(2− (1− 2v2)ξ2 − ξ2,0)
) ,
(6.44)
with dy′1r dy′2r = J2(ξ2, v2) dξ2 dv2, and where we made use of the relation
m2 =
4α2
(
2(1− ξ2,0)− α2(1− v2)ξ2 − ξ2,0
)
2 + (1− 2v2)ξ2 − ξ2,0 − 4α2 (6.45)
1Note that in this limit ξi,0 = ξi.
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to simplify the expression. Finally, the characteristic function of the integration domain
in this region is given by
R2(ξ2, v2) = θ
(
β
((
1 +
√
(1− v2)(1−m2 v2)
)2 −m2 v22)−1/2 − ξ2
)
, (6.46)
which reduces as expected to Eq. (5.57) in the massless limit. The corresponding domain
in the loop three-momentum space is shown in Fig. 6.3.
6.4.1 General momentum mapping
The momentum mapping previously presented can easily be extended to the most general
multipartonic case in which the emitter and the spectator have different masses, namely
p2i = m
2
i and p
2
j = m
2
j . The decomposition of their momenta in terms of two massless
momenta (pˆ2i = pˆ
2
j = 0) is given by
pµi = β+ pˆ
µ
i + β− pˆ
µ
j ,
pµj = (1− β+)pˆµi + (1− β−)pˆµj , (6.47)
with
β± =
sij +m
2
i −m2j ± λ(sij ,m2i ,m2j )
2sij
, (6.48)
where λ(sij ,m
2
i ,m
2
j ) =
√
(sij − (mi −mj)2)(sij − (mi +mj)2), with sij = (pi + pj)2, is
the usual Kalle´n function. As before, the massless momenta fulfil the useful condition
pˆi + pˆj = pi + pj by construction. The mapping with the momenta of the real process is
essentially identical to the mapping already considered in Eq. (6.31), and is the massive
generalisation of the one in Eq. (5.125). Explicitly,
p′µr = q
µ
i , p
′µ
i = (1− αi)pˆµi + (1− γi)pˆµj − qµi ,
p′µj = αi pˆ
µ
i + γi pˆ
µ
j ,
p′µk = p
µ
k , k 6= i, j, r , (6.49)
which leads to the on-shell conditions
(p′i)
2 = (1− αi)(1− γi)sij − 2qi ·
(
(1− αi)pˆi + (1− γi)pˆj
)
+m2r = (m
′
i)
2 ,
(p′j)
2 = αi γi sij = m
2
j , (6.50)
where we have imposed that the spectator and the radiated particle have the same flavour
– and thus the same mass – in the virtual and real processes, i.e. p2j = (p
′
j)
2 = m2j and
q2i = (p
′
r)
2 = m2r , respectively. The emitters, however, might have different flavours
1,
meaning that we can have (p′i)
2 = (m′i)
2 6= m2i . The solution to Eq. (6.50) for the
parameters of the mapping reads
αi =
(pi + pj − qi)2 +m2j − (m′i)2 − Λij
2(sij − 2qi · pˆi) ,
γi =
(pi + pj − qi)2 +m2j − (m′i)2 + Λij
2(sij − 2qi · pˆi) , (6.51)
with
Λij =
√(
(pi + pj − qi)2 +m2j − (m′i)2
)2 − 4m2j
sij
(sij − 2qi · pˆi)(sij − 2qi · pˆj) . (6.52)
1This case of figure occurs, for instance, when a gluon splits into a massive quark-antiquark pair.
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The momentum mapping in Eq. (6.49) has a smooth limit whenever any of the involved
particles become massless; in particular, if the spectator is as massless particle, then
αi = 0.
6.5 Massive scalar decay rate from the four-dimensional un-
subtraction
We now have all the necessary ingredients to apply the FDU method to a massive pro-
cess; we will start with the toy example presented in Section 6.3. We have to combine at
the integrand level the dual loop contributions (Section 6.2) with the real-radiation terms
(Section 6.3), with the help of the momentum mapping defined in Section 6.4. Since the
sum of all contributions is UV and IR finite, the final result is free of -poles. We would
like to emphasise that, in a general situation, this last assertion is not enough to guar-
antee the integrability of the expressions in four dimensions1. However, by virtue of the
momentum mappings and the unification of the dual coordinates, LTD naturally leads to
a local cancellation of divergences, and the limit → 0 can be considered at the integrand
level.
The LTD representation of the virtual decay rate in this toy example is given by
Γ
(1)
V =
1
2
√
s12
3∑
i=1
∫
dΦ1→22 Re〈M|M(1)(δ˜(qi))〉 , (6.53)
with
〈M(0)|M(1)(δ˜(qi))〉 = −g4 s12 Ii , (6.54)
where the dual integrands Ii are defined in Eqs. (6.6) and (6.8), in which we set  to 0 inside
the integration measure. In order to ensure the cross-cancellation of spurious singularities
and get a direct  = 0 limit, we must rewrite all the on-shell momenta in terms of the
same coordinate system, as we did for the massless case in Section 5.2.1. Because of the
presence of the mass, the change of variables is slightly modified. We need to solve instead
q1 =
s12
2
ξ1,0
(
2
√
v1(1− v1) e1,⊥, 1− 2v1
)
= q3 + p1 =
s12
2
(
2ξ3
√
v3(1− v3) e3,⊥, ξ3(1− 2v3) + β
)
. (6.55)
We find
ξ1,0 =
√
(β + ξ)2 − 4β v ξ ,
v1 =
1
2
(
1− β + (1− 2v)ξ√
(β + ξ)2 − 4β v ξ
)
, (6.56)
where we directly replaced (ξ3, v3) by (ξ, v), as we have q3 = `. It is worth mentioning
that this change of reference frame is well defined because the argument of the square root
is always positive. Indeed,
(ξ + β)2 − 4β ξ v ≥ (ξ + β)2 − 4ξ β = (ξ − β)2 ≥ 0 , (6.57)
since v ≤ 1. The associated Jacobian is given by
J (ξ, v) = ξ
2
(ξ + β)2 − 4β v ξ , (6.58)
1We will indeed encounter a counterexample in Chapter 7, when considering the finite one-loop ampli-
tude of the gg → H and H → γγ processes.
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whose massless limit – reached for β → 1 – agrees with Eq. (5.33). Similarly, we can
apply the trivial replacement (ξ2, v2) → (ξ, v), given that q2 = q3. With that change of
variables, the virtual decay rate in Eq. (6.53) becomes a single unconstrained integral in
the loop three-momentum.
The real counterpart of this process has been previously computed and is given by Eq. (6.23).
From this, we split the real three-body phase space according to Eq. (6.27), and define
Γ˜
(1)
R,i =
1
2s12
∫
dΦ1→3 2 Re〈M(0)2r |M(0)1r 〉Ri , i ∈ {1, 2} , (6.59)
that obviously fulfil
Γ
(1)
R = Γ˜
(1)
R,1 + Γ˜
(1)
R,2 . (6.60)
Then, we apply the momentum mappings defined in Eq. (6.36) and Eq. (6.43) in their
respective region. The main advantage of these mappings is that they are optimised to
smoothly deal with the massless limit in each of the two regions. Rewriting the real
contributions in terms of the loop variables gives
Γ˜
(1)
R,1 = Γ
(0) 2a
β
∫
dξ1,0 dv1
R1(ξ1,0, v1)J1(ξ1,0, v1)
(
1− ξ1,0(1− v1)
)2
ξ1,0
(
v1 + α1(1− v1)
)(
(1− v1)(1− ξ1,0)− α1(1− 2v1)
) ,
(6.61)
Γ˜
(1)
R,2 = Γ
(0) 2a
β
∫
dξ2 dv2
R2(ξ2, v2)J2(ξ2, v2)
(
2 + (1− v2)ξ2 − ξ2,0
)
(1− ξ2,0)
(
ξ2,0 + (1− v2)(1− 2α2)ξ2 −m2
) , (6.62)
where the Jacobians of the respective transformations are given by Eq. (6.38) and Eq. (6.44).
The integration domains are restricted by the characteristic functionsRi, given in Eqs. (6.39)
and (6.46). After applying the change of variables given previously, we can take  = 0 in
these expressions1.
The sum of the virtual with the real contributions, that is to say Eq. (6.53) with Eq. (6.61)
and Eq. (6.62), is a finite and well-defined integral in the → 0 limit, thanks to the local
cancellation of all IR singularities in the loop three-momentum space at the integrand level.
Now the last thing we need to deal with is the threshold singularity appearing in the
virtual contribution, for ξ2 = β. This singularity is integrable and can be treated numeri-
cally by contour deformation [31,32], but for the toy scalar model that we are considering
– and later in this chapter, the physical examples – there is a simpler solution. The idea
is to compactify the regions where ξ < β and ξ > β into the sphere unit by using a very
simple change of variables. Explicitly, we can write∫ ∞
0
dξ g(ξ, v) = β
∫ 1
0
dx
[
g(β x, v) + x−2 g(β x−1, v)
]
, (6.63)
where the threshold singularity has been mapped onto the upper end-point x = 1. This
approach is very efficient for the numerical implementation.
Finally, we numerically integrate simultaneously the virtual and real corrections from
Eq. (6.53), and Eqs. (6.61) and (6.62) respectively, with the help of Eq. (6.63) to obtain
1To be completely rigorous, it is important to recall that the real and virtual contributions are not
entirely well-defined by themselves in the limit → 0, regardless of how we write the integration variables.
It is only when considering their sum that we obtain a quantity that is integrable in this limit. To simplify
the discussion and the expressions, however, we took the liberty to set  = 0 at intermediate steps.
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Figure 6.4: Total decay rate at NLO normalised to the leading order for the toy scalar
example, a−1Γ(1)/Γ(0), as a function of the dimensionless mass parameter m. The hori-
zontal dashed line represents the massless limit, the solid line corresponds to the analytic
result obtained through DREG, and the dots are obtained numerically using FDU.
the total decay rate at NLO, written Γ(1), as a function of the dimensionless parameter m.
The result is shown in Fig. 6.4, and is compared with the DREG analytic expression given
by Eq. (6.26). The agreement is excellent and the computation is very stable numerically.
Computing all the points of the plot of Fig. 6.4 took a few minutes, using a standard laptop
(2.3GHz quad-core processor). Moreover, the massless transition is very smooth because
the momentum mappings are optimised to deal with quasi-collinear configurations. This
means, in other words, that the massless limit can directly be taken at the integrand level,
which is another very interesting advantage of the LTD approach.
6.6 Unintegrated wave function and mass renormalisation
for heavy quarks
In order to consider physical processes with heavy quarks, we must also take into account
self-energy corrections. In the Feynman gauge with on-shell renormalisation conditions,
the well-known expressions of the wave function and mass renormalisation constants1,
∆Z2 =
αS
4pi
CF
(
− 1
UV
− 2
IR
+ 3 log
(
M2
µ2
)
− 4
)
,
and ∆ZOSM =
αS
4pi
CF
(
− 3
UV
+ 3 log
(
M2
µ2
)
− 4
)
, (6.64)
are not suitable for the implementation of a local subtraction of the IR singularities. In-
deed, what we need are unintegrated expressions. The case of the massless quark has been
studied in detail in Section 5.5. In Eq. (6.64), we explicitly identify the origin of the -
poles, and we expect the IR singularities of the wave function to cancel the IR singularities
arising from the squared amplitudes of the real process.
1Note that the notation differs from Section 3.3, where we used the symbol δ instead of ∆.
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We consider the process in which there are two on-shell massive fermions with momenta
p1 (quark) and p2 (antiquark). The explicit one-loop self-energies are given by
−iΣ(p1) = i g2S CF
∫
`
 ∏
i=1,3
GF (qi)
 γσ1(−/q3 +M)γσ2 dσ1σ2(q1) ,
−iΣ(−p2) = i g2S CF
∫
`
 ∏
i=1,2
GF (qi)
 γσ1(−/q2 +M)γσ2 dσ1σ2(q1) . (6.65)
In these expressions, we used the same momenta qi used previously in this chapter (their
configuration can be found Fig. 5.6). This will allow us to reuse the same momentum
mappings we already defined to treat the vertex corrections. Because of the symmetry
/p1 ↔ −/p2, it is enough to compute the unintegrated expression for the quark self-energy,
as the one of the antiquark can be directly deduced from it. Thus, we will only consider
Σ(/p1) in the following. In the Feynman gauge,
Σ(p1) = g
2
S CF
∫
`
 ∏
i=1,3
GF (qi)
((d− 2)/q3 + dM) . (6.66)
Working in the on-shell (OS) renormalisation scheme1, the renormalised self-energy must
fulfil
ΣR(/p1 = M) = 0 and
dΣR(/p1)
d/p1
∣∣∣∣∣
/p1=M
= 0 , (6.67)
from which the wave function and mass renormalisation corrections are given by
∆Z2 =
∂
∂/p1
Σ(/p1)
∣∣∣∣∣
/p1=M
and ∆ZOSM = −
1
M
Σ(/p1 = M) . (6.68)
Explicitly, from Eq. (6.66) we obtain
∆Z2(p1) = − g2S CF
∫
`
GF (q1)GD(q3)
(
(d− 2) q1 · p2
p1 · p2 + 4M
2
(
1− q1 · p2
p1 · p2
)
GF (q3)
)
,
(6.69)
∆ZOSM (p1) = − g2S CF
∫
`
GF (q1)GD(q3)
(
(d− 2) q1 · p2
p1 · p2 + 2
)
. (6.70)
It is worth stressing that the expression of the wave function renormalisation constant
in Eq. (6.69) tends smoothly in the massless limit to the corresponding expression in
Eq. (5.95). It is also relevant to notice that the term proportional to M2
(
GF (q3)
)2
leads
to soft divergences when q1 becomes on shell, although they are expected to cancel the soft
divergences of the squared amplitudes of the real corrections. While applying LTD to the
mass renormalisation constant is straightforward, the term proportional to M2
(
GF (q3)
)2
in Eq. (6.69) introduces a double pole that needs to be treated adequately. The dual
1The OS scheme is better suited for external particles, compared to the MS scheme, since the correction
vanishes if the particles are massless.
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representations for both renormalisation factors are
∆Z2(p1) = g
2
S CF
∫
`
[
− δ˜(q1)
2q1 · p1
(
(d− 2) q1 · p2
p1 · p2 −
4M2
2q1 · p1
(
1− q1 · p2
p1 · p2
))
+
δ˜(q3)
2M2 + 2q3 · p1
×
(
(d− 2)
(
1 +
q3 · p2
p1 · p2
)
+
4M2
p1 · p2
(
− q3 · p2
2
(
q
(+)
3,0
)2 +
(
q
(+)
3,0 + p1,0
)
q3 · p2
q
(+)
3,0 (2M
2 + 2q3 · p1)
))]
,
∆ZOSM (p1) = g
2
S CF
∫ [
− δ˜(q1)
2q1 · p1
(
(d− 2) q1 · p2
p1 · p2 + 2
)
+
δ˜(q3)
2M2 + 2q3 · p1
(
(d− 2) q2 · p2
p1 · p2 + d
)]
,
(6.71)
which, in terms of the dual variables defined in Section 6.2, read
∆Z2(p1) = g
2
S CF
[∫
2d[ξ1,0] d[v1]
1− β(1− 2v1)
(
−(d− 2)ξ1,0
(
1 + β(1− 2v1)
)
1 + β2
+
2m2
1− β(1− 2v1)
(
1
ξ1,0
− 1 + β(1− 2v1)
1 + β2
))
+
∫
2ξ23 d[ξ3] d[v3]
ξ3,0(ξ3,0 − β ξ3(1− 2v3) +m2)
(
(d− 2)
(
1 +
ξ3 + β ξ3(1− 2v3)
1 + β2
)
+
2m2
(1 + β2)ξ3,0
(
β ξ3(1− 2v3)
ξ3,0
+
(1 + ξ3,0)
(
ξ3,0 + β ξ3,0(1− 2v3)
)
ξ3,0 − β ξ3(1− 2v3) +m2
))]
∆ZOSM (p1) = g
2
S CF
[
−
∫
2 d[ξ3] d[v1]
1− β(1− 2v1)
(
(d− 2) ξ1,0 (1 + β(1− 2v1))
1 + β2
+ 2
)
+
∫
2ξ23 d[ξ3] d[v3]
ξ3,0(ξ3,0 − β ξ3(1− 2v3) +m2)
(
(d− 2) ξ3,0 + β ξ3(1− 2v3)
1 + β2
+ d
)]
.
(6.72)
6.7 Ultraviolet renormalisation
In this section we build the integrand-level counterterms that are necessary to cancel the
singularities appearing when considering the physical case. First, we need to remove the
UV divergences of the renormalisation constants by defining suitable integrand level coun-
terterms. They are built by expanding Eqs. (6.69) and (6.70) around the UV propagator
GF (qUV) = 1/(qUV−µ2UV + i0), as discussed in Section 5.4, where we recall qUV = `+kUV
with kUV arbitrary. Since it is the simplest choice, we take kUV = 0. We obtain
ZUV2 (p1) = − (d− 2)g2S CF
∫
`
(
GD(qUV)
)2(
1 +
qUV · p2
p1 · p2
)
× (1−GF (qUV)(2qUV · p1 + µ2UV)) ,
∆ZOS,UVM (p1) = − g2S CF
∫ (
GD(qUV)
)2(
d+ (d− 2)qUV · p2
p1 · p2
)
× (1−GF (qUV)(2qUV · p1 + 2d−1µ2UV)) , (6.73)
whose integrated forms are
∆ZUV2 = − g2S CF
S˜
16pi2
(
µ2UV
µ2
)−
1− 

,
∆ZOS,UVM = − g2S CF
S˜
16pi2
(
µ2UV
µ2
)−
3

. (6.74)
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The subleading terms in Eq. (6.73), which are proportional to µ2UV, have been adjusted in
such a way that only the UV poles in Eq. (6.64) are subtracted at O(0). Therefore, the
quantities
∆ZIR2 = ∆Z2 −∆ZUV2 , ∆ZOS,IRM = ∆ZOSM −∆ZOS,UVM , (6.75)
only contain IR singularities, including the finite terms which are scheme dependent.
Obtaining the dual representation of Eq. (6.73) requires to deal with poles of second
and third order (see Section 4.3), located at q
(+)
UV,0 =
√
q2UV + µ
2
UV − i0. This leads to
∆ZUV2 = − (d− 2)g2S CF
∫
`
δ˜(qUV)
2(q
(+)
UV,0)
2
[(
1− qUV · p2
p1 · p2
)
×
1− 3(2qUV · p1 − µ2UV)
4(q
(+)
UV,0)
2
− p1,0 p2,0
2p1 · p2
]
∆ZOS,UVM = − (d− 2)g2S CF
∫
`
δ˜(qUV)
2(q
(+)
UV,0)
2
[(
d− (d− 2)qUV · p2
p1 · p2
)
×
1− 3(2qUV · p1 − 2d−1µ2UV)
4(q
(+)
UV,0)
2
− (d− 2)p1,0 p2,0
2p1 · p2
]
. (6.76)
By using the parametrisation
qµUV =
√
s12
2
(
ξUV,0, 2ξUV
√
vUV(1− vUV) eUV,⊥, ξUV(1− 2vUV)
)
,
ξUV,0 =
√
ξ2UV +m
2
UV , (6.77)
with mUV = 2µUV/
√
s12, the UV counterterms get the form
∆ZUV2 = − (d− 2)g2S CF
∫
d[ξUV] d[vUV]
2ξ2UV
ξ3UV,0
[(
1 +
β ξUV(1− 2vUV)
2(1 + β2)
)
×
(
1− 3(2β ξUV(1− vUV)−m
2
UV)
4ξ3UV,0
− 1
2(1 + β2)
)]
,
∆ZOS,UVM = − g2S CF
∫
d[ξUV] d[vUV]
2ξ2UV
ξ3UV,0
[(
d+ (d− 2)β ξUV(1− 2vUV)
2(1 + β2)
)
×
(
1− 3(2β ξUV(1− vUV)− 2d
−1m2UV)
4ξ3UV,0
− d− 2
2(1 + β2)
)]
. (6.78)
Similarly, we need to take into account the UV singularities generated by the Aqq¯ vertex,
with A = φ, γ, Z, to obtain the corresponding counterterm for the explicit physical exam-
ples we will consider later in this chapter. As for the self-energy contributions, the UV
counterterm is obtained by expanding the vertex corrections around the UV propagator
GF (qUV). In the Feynman gauge, we have
Γ
(1)
A,UV = g
2
S CF
∫
`
(
GF (qUV)
)3 (
γσ /qUV Γ
(0)
A /qUV γσ − dA,UV µ2UV Γ
(0)
A
)
, (6.79)
where the tree-level vertices Γ
(0)
A are given in Eq. (D.1). Note that we have introduced a
subleading term proportional to µ2UV, where dA,UV is a scheme-fixing parameter depending
92 The Four-Dimensional Unsubtraction with massive particles
only on the particle A. In the MS scheme, we want to adjust dA,UV so we subtract only the
-pole (that is to say1 the O(0) part of the integrated counterterm vanishes). Performing
the explicit calculation in d dimensions, we find2
dφ,UV = d+ 4 , dγ,UV = dZ,UV = d . (6.80)
Integrating the vertex UV counterterm leads to
Γ
(1)
A,UV = g
2
S CF
S˜
16pi2
(
µ2UV
µ2
)−
cA,UV

Γ
(0)
A , (6.81)
with
cφ,UV = 4 , cγ,UV = cZ,UV = 1 , (6.82)
and the corresponding matrix element reads
〈M(0)A |M(1)A,UV〉 = g2S CF
S˜
16pi2
|M(0)A |2
(
µ2UV
µ2
)−
cA,UV

. (6.83)
The dual representation of Eq. (6.79) reads
Γ
(1)
A,UV = g
2
S CF
∫
`
δ˜(qUV)
8(q
(+)
UV,0)
2
[
γσ γ0 Γ
(0)
A γ
0 γσ
− 3
(q
(+)
UV,0)
2
(
γσ(γ · qUV)γ(0)A (γ · qUV)γσ − dA,UV µ2UV Γ(0)A
)]
. (6.84)
After an explicit calculation, and by using Eq. (6.77), we obtain for each particle
〈M(0)φ |M(1)φ,UV〉 = g2S CF |M(0)φ |2
∫
d[ξUV] d[vUV]
2ξ2UV
ξ3UV,0
(
7− 2− 3ξ
2
UV
ξ2UV,0
)
,
〈M(0)γ |M(1)γ,UV〉 = g2S CF
∫
d[ξUV] d[vUV]
[
2(e eq)
2CA
1−  f(ξUV, vUV)
+ |M(0)γ |2
ξ2UV
ξ3UV,0
(
7− 4− 3ξ
2
UV
ξ2UV,0
(
1 + 4vUV(1− vUV)
))]
,
〈M(0)Z |M(1)Z,UV〉 = g2S CF
∫
d[ξUV] d[vUV]
[
2g2V,q CA
1−  f(ξUV, vUV)
+ |M(0)Z |2
ξ2UV
ξ3UV,0
(
7− 4− 3ξ
2
UV
ξ2UV,0
(
1 + 4vUV(1− vUV)
))]
, (6.85)
where the function
f(ξUV, vUV) = 24M
2 ξ
4
UV
ξ5UV,0
(
(1− 2vUV)2 + 6vUV(1− vUV)− 1
)
(6.86)
1The two conditions are actually not completely equivalent as we may still have O(n) with n ≥ 1
non-vanishing terms. In this particular case, and with the values of dA,UV provided, the cancellation is
exact at all orders in . But for more complex counterterms, having an exact cancellation at all orders
would involve unnecessarily complicated expressions for the scheme-fixing parameters; they are indeed
much simpler if we focus on removing solely the O(0) part, which in our framework is enough.
2In Chapter 8 where we derive similar expressions, we construct the counterterms in a slightly different
way, that is more practical for the process under consideration. Consequently, the definition of the scheme-
fixing parameters dUV is different.
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integrates to 0 in d dimensions, but is still necessary to achieve a local cancellation of the
UV behaviour in the LTD framework.
One can notice that the UV divergences of the wave function cancel exactly the UV
divergences of the vertex corrections for photons and Z bosons, because conserved cur-
rents or partially conserved currents, as the vector and axial ones, do not get renormalised
(this was also the case for the process studied in Chapter 5). The corresponding dual rep-
resentations, however, do not cancel each other at the integrand level. In particular, the
wave function renormalisation constant contains linear UV singularities that cancel upon
integration, and the vertex UV counterterm exhibit terms that are proportional to the
mass and cancel after integrating. The contribution of all these terms though, is crucial
to achieve a local cancellation of all the UV singularities.
On the other hand, the Yukawa coupling needs to be renormalised, and we have
Y 0q µ

0 = Yq µ

(
1− αS CF
4pi
3

)
+O(α2S) . (6.87)
6.8 Application of the FDU algorithm to physical processes
We now have all the tools necessary to finally test the four-dimensional implementation
of NLO corrections to physical process in the LTD framework. In this section, we will
compute the NLO QCD corrections to the decay rate A∗ → qq¯(g), where A = φ, γ, Z. As
we will see, the general procedure is completely independent of the decaying particle.
For a given particle A, the renormalised one-loop amplitude is given by
|M(1,R)A 〉 = |M(1)A 〉 − |M(1,UV)A 〉+
1
2
(
∆ZIR2 (p1) + ∆Z
IR
2 (p2)
) |M(0)A 〉 , (6.88)
where |M(1,UV)A 〉 is the unintegrated UV counterterm of the one-loop vertex correction
|M(1)A 〉, and ∆ZIR2 (p1) and ∆ZIR2 (p2) are the IR components of the quark and antiquark
self-energy corrections, respectively. From the renormalised one-loop amplitude |M(1,R)A 〉,
which contains only IR singularities by definition, we construct the LTD representation of
the renormalised decay rate
Γ
(1,R)
V,A =
1
2
√
s12
3∑
i=1
∫
dΦ1→2 2 Re〈M|M(1,R)A
(
δ˜(qi)
)〉 . (6.89)
The corresponding dual amplitudes for the vertex corrections are given in Eqs. (D.5),
(D.6) and (D.7). In a similar way as for the toy scalar example presented in Section 6.5,
the real contributions are implemented by splitting the real phase space into two domains
Γ˜
(1)
R,A,i =
1
2
√
s12
∫
dΦ1→3|M(0)A→qq¯g|2Ri(y′ir < y′jr) , i, j ∈ {1, 2} , (6.90)
with Γ˜
(1)
R,A,1 + Γ˜
(1)
R,A,2 = Γ˜
(1)
R,A being the total real decay rate. The real emission squared
amplitudes are given in Eq. (D.3). In each of the real phase-space domains, we introduce
the corresponding momentum mapping defined in Section 6.4. The sum of the virtual and
real corrections in Eqs. (6.89) and (6.90) is a single integral in the loop-three momentum.
It is locally and completely UV and IR finite, and thus can be numerically computed
with  = 0. For the numerical implementation, we follow the same procedure – i.e. we
compactify the three-momentum integration domain – as for the toy example. Our results,
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Figure 6.5: Total decay rate at NLO for scalar and pseudoscalar particles into a pair
of heavy quarks as a function of the mass, normalised to the LO. In the left panel, we
consider a standard Higgs boson, while in the right panel we plot the decay rate for
a pseudoscalar particle (cq = 1/2). The solid blue lines correspond to the usual DREG
analytic result, while the red dots were computed numerically using FDU. We also consider
a renormalisation scale variation, in the range 1/2 < µUV/
√
s12 < 2.
normalised to the LO decay rate Γ
(0)
A , are presented in Fig. 6.5 for an incoming scalar or
pseudo-scalar, and Fig. 6.6 for an incoming vector boson, and are compared with the
analytic total decay rate
Γ
(1)
A =
αS
4pi
CF
(
Γ
(0)
A
(
F (xS) + 2(cA,UV − 1) log
(
µ2UV
s12
))
+GA(xS)
)
+O(1) . (6.91)
The computing time is of the order a few minutes, similar to that of the toy scalar example.
The agreement with the analytic prediction is excellent for all three processes. Moreover,
the massless limit – reached for xS → 0 – is also very smooth and well-defined. We want
to emphasise the importance of this last point, as in the traditional approach, individual
contributions are in general not well-defined in this limit.
6.9 Conclusion
In this chapter, we have generalised the FDU method [1, 2, 6–9, 11, 25] to deal with mas-
sive particles. We have showed that in the massive case, singularities are still restricted
to a compact region of the loop three-momentum integration domain. In particular, the
momentum mapping used to locally cancel IR singularities have been generalised, and
properly deals with the quasi-collinear configurations.
We have started by studying the scalar three-point function with massive particles within
the LTD approach. After recovering previously known results, we have analysed the in-
tegration domain of the dual contributions, which allowed us to understand the origin of
its singular structure. Then, we illustrated the local cancellation of IR and quasi-collinear
configurations with a toy scalar example.
The full cancellation of IR singularities requires the explicit contribution of the self-energy
corrections. For this reason, we have had to define unintegrated versions of the quark wave
function and mass renormalisation factors in the on-shell renormalisation scheme. Com-
pared to the massless case, this procedure is much less trivial since the on-shell scheme has
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Figure 6.6: Total decay rate at NLO for off-shell vector particles into a pair of heavy
quarks as a function of the mass, normalised to the LO. We consider three physical cases:
γ∗ → qq¯ (black), Z∗ → uu¯ (red, up-type quarks) and Z∗ → dd¯ (blue, down-type quarks).
Solid lines corresponds to the analytic results obtained with DREG, while the dots were
obtained with the FDU method.
to be built at the integrand level. Nonetheless, the unintegrated renormalisation constants
are completely general and lead to a fully local cancellation of the remaining IR singu-
larities. The treatment of UV divergences has also been carefully discussed, and suitable
unintegrated UV counterterms have been built for both self-energy and vertex corrections,
successfully reproducing the MS conditions and leading to a fully local cancellation of UV
singularities.
Finally, we have put the FDU algorithm into practice to compute the NLO QCD cor-
rections to the decay of scalar and vector particles into a pair of massive quarks. Our
results have been compared to the standard DREG expressions, and we have found an
impressive agreement. In particular, the transition to the massless limit is completely
smooth because the quasi-collinear configurations of the real and virtual corrections are
matched at the integrand level. With the results presented in this chapter, FDU can be
applied to any multipartonic process involving heavy quarks in particular, or any massive
particle in general.

Chapter 7
Universal dual amplitudes and
asymptotic expansions in four
dimensions
Although the one-loop amplitude of the Higgs boson to massless gauge bosons is finite
because of the lack of direct interaction at tree-level in the SM, a well-defined regularisation
scheme is still required for their correct evaluation. In this chapter, we reanalyse these
amplitudes in the framework of FDU and LTD, and show how a local renormalisation
solves potential regularisation ambiguities [3]. The Higgs boson interactions are also used
to illustrate new additional advantages of this formalism. We show that LTD naturally
leads to very compact integrand expressions in four space-time dimensions of the one-loop
amplitude with virtual electroweak gauge bosons. They exhibit the same functional form
as the amplitudes with top quarks and charged scalars, thus opening further possibilities
for simplifications in higher-order computations. Another application presented here is
the implementation of asymptotic expansions of dual amplitudes, by taking advantage of
the Euclidean nature of the integration domain of dual integrals.
7.1 Introduction
The gg → H and H → γγ channels are among the most important channels for the ex-
perimental study of the Higgs particle. It is therefore essential, from the theoretical point
of view, to achieve the highest possible level of precision when evaluating their respective
cross section and decay rate. The one-loop contribution to the Hgg vertex have been
known since a long time ago [109–111], as well as the Higgs boson decay into a photon
pair [112–114]. It is also well-known that these amplitudes are finite due to the absence of
a direct interaction at tree-level in the SM. However, contrary to what is naively expected,
DREG – or any other regularisation technique [4] – and a well-defined renormalisation
scheme are still required for their correct evaluation. Indeed, a naive calculation in four
space-time dimensions not only leads to the incorrect result [115], but also spoils gauge
invariance and produces inconsistent physical effects, such as the absence of decoupling
in the limit where the mass of the particle inside the loop becomes much greater that the
mass of the Higgs boson.
In this chapter, we use the LTD/FDU formalism to recalculate the gg → H and H → γγ
scattering amplitudes at one-loop level, and their asymptotic expansion in the loop parti-
cle mass. For the Higgs boson production through gluon fusion, we consider a top quark
inside the loop, while for the decay to two photons, we consider a charged scalar, a top
quark, or a W gauge boson. The four-dimensional nature of the FDU approach allows
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for an alternative insight into the structure of these amplitudes, unveiling for instance the
origin of local UV singularities that vanish in the integrated amplitude but still lead to
finite contributions.
We start by recalling how to extract scalar quantities from tensor amplitudes, in Sec-
tion 7.2. Then, in Section 7.3, we apply the LTD theorem to obtain compact expressions
for the dual integrands, and show that they exhibit the same functional form regardless of
the internal particle. This is a highly non-trivial result as intermediate expressions with
gauge bosons diverge faster in the UV than those with scalars and fermions. After that, in
Section 7.4, we discuss the local renormalisation of the one-loop amplitude by introducing
a suitable counterterm that locally cancels the UV behaviour of the one-loop integrand
and allows for a direct integration of the amplitude in d = 4 dimensions. In Section 7.5, we
show that the simplicity and well-behaved convergence of the large-mass and small-mass
asymptotic expansions of the Higgs boson amplitudes in the LTD formalism avoids consid-
ering complementary expansions in different regions of the loop-momentum, simplifying
the procedure by a significant margin. Finally, we draw our conclusions in Section 7.6.
7.2 Tensor projection
The one-loop scattering amplitudes of the Higgs boson production through gluon fusion
has the form
|M(1)gg→H〉 = i g2S Tr(Ta Tb)A(1,t)µν εµa(p1) ενb (p2) , (7.1)
while the one of the Higgs boson decay to two photons has the form
|M(1)H→γγ〉 = i e2
 ∑
f=φ,t,W
e2f N
f
C A(1,f)µν
 (εµa(p1))∗ (ενb (p2))∗ , (7.2)
where e (respectively gS) is the electromagnetic (respectively strong) coupling, ε is the
polarisation vector of the external gluons and photons, Tr(Ta Tb) = TR δ
ab is the colour
factor and ef (respectively N
f
C) is the electric charge (respectively the number of colours)
of the particle f . To be completely rigorous, in Eq. (7.1) we should not only consider the
top quark, but the other quarks as well; however, their mass being much smaller than the
one of the top quark, their corresponding contributions are heavily suppressed. Similarly,
the sum in Eq. (7.2) should include all massive leptons. In any case, this has no impact
on the discussion carried out in this chapter.
By Lorentz invariance, the colour and electric charge stripped tensor amplitude is given
by
A(1,f)µν =
5∑
i=1
A(1,f)i T iµν , (7.3)
where the tensor basis is
Tµν,i =
{
gµν − 2p
ν
1 p
µ
2
s12
, gµν ,
2pµ1 p
ν
2
s12
,
2pµ1 p
ν
1
s12
,
2pµ2 p
ν
2
s12
}
, (7.4)
with s12 = (p1 + p2)
2. If the Higgs boson is considered to be on shell, we have s12 = M
2
H .
Now in order to work with scalar quantities, we need to be able to extract the coefficients
A(1,f)i introduced in Eq. (7.3). There is no need to consider A(1,f)i for i ∈ {3, 4, 5} though,
as they vanish after contraction with the polarisation vectors, and therefore do not con-
tribute to the scattering amplitude1. In addition, because of gauge invariance, A(1,f)2 must
1Note that this statement is valid only if the external photons and gluons are on shell, which is the case
for the process we are considering here.
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vanish after integration, which leaves A(1,f)1 as the only relevant physical term. It is still
interesting, however, to calculate an integrand expression for A(1,f)2 , as it can be used to
simplify expressions at intermediate steps, as we will see. To extract these two coefficients,
we use the projectors
Pµν1 =
1
d− 2
(
gµν − 2p
µ
2 p
ν
1
s12
− (d− 1)2p
µ
1 p
ν
2
s12
)
and Pµν2 =
2pµ1 p
ν
2
s12
(7.5)
that satisfy Pµνi A(1,f)µν = A(1,f)i for i ∈ {1, 2}.
For f = φ, t,W , the analytic expressions for A(1,f)1 are available in e.g. [116–118] and
read
A(1,φ)1 =
gφ s12
16pi2
(
1 +
2
rφ
log2
(
βφ − 1
βφ + 1
))
,
A(1,t)1 =
gt s12
16pi2
(
−2 +
(
1− 4
rt
)
log2
(
βt − 1
βt + 1
))
,
A(1,W )1 =
gW s12
16pi2
(
3 +
rW
2
+
(
−3 + 6
rW
)
log2
(
βW − 1
βW + 1
))
, (7.6)
where we define
gf =
2M2f
〈v〉 s12 , rf =
s12
M2f
and βf =
√
1− 4M
2
f
s12 + i0
, (7.7)
with Mf the mass of the particle f , and 〈v〉 the vacuum expectation value of the Higgs
field.
7.3 Universal dual amplitudes for gg → H and H → γγ
For the evaluation of the relevant one-loop quantities, we write the internal momenta as
q1 = ` + p1, q2 = ` + p2, q3 = ` and q12 = ` + p12, with ` the loop momentum. Note
that these notations differ from the previous chapters1, as this time we need to work with
an additional internal propagator whose momenta is ` + p2, to account for the diagrams
where the two photons or gluons are exchanged (see Fig. 7.1).
In that respect, the one-loop amplitude with virtual top quarks as internal particles can
be written
A(1,t)µν =
Mt
〈v〉
∫
`
 ∏
i=3,12
GF (qi)
Tr [(/q3 +Mt) γµ (/q1 +Mt) γν (/q12 +Mt)]GF (q1)
+ {(1, µ)↔ (2, ν)} (7.8)
before projection. Similarly, we can write for charged scalars
A(1,φ)µν =
2Mφ
〈v〉
∫
`
 ∏
i=3,12
GF (qi)
[ (q1 + q3)µ (q1 + q12)ν GF (q1)− gµν]
+ {(1, µ)↔ (2, ν)} , (7.9)
1They also differ from [3]. We modified them so the labellings match the ones we will use in Chapter 8.
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Figure 7.1: One-loop Feynman diagrams contributing to the H → γγ amplitude. The
particle running inside the loop can be a top quark (left and middle diagram only), a
charged scalar (all three diagrams) or a W gauge boson (idem).
where the contribution of the third diagram of Fig. 7.1 has been split into two equal,
symmetric parts1. We do not provide here the explicit expression of A(1,W )µν , as it is quite
heavy. It can easily be obtained using the Feynman rules of Appendix A though. It is
worth mentioning that for the amplitude involving W bosons, we work in the unitary
gauge2 for which the internal propagators
− i
(
gµν − q
µ
i q
ν
i
M2W
)
1
q2i −M2W + i0
(7.10)
do not introduce additional poles in the complex loop momentum space, allowing for an
easier application of the LTD theorem. This choice of gauge, however, makes partial re-
sults for the W more divergent in the UV compared to the top quark and the charged
scalar. Indeed, additional powers are introduced by the WWγ vertex, which is linear in
the loop momentum, and the W propagator, as shown in Eq. (7.10). Besides, the W
amplitude receives a contribution from the bubble diagrams that involves a WWγγ inter-
action vertex, which does not exist for the top quark. However, it is a very remarkable
feature of LTD that by setting the internal propagators on shell, the degree of divergence
of intermediate expressions is reduced automatically. Moreover, the cross-cancellations
between the three diagrams – which are expected from gauge invariance – are explicit
within the LTD formalism, without extra manipulations needed. In the end, each dual
amplitude for all three different internal particles have the same degree of divergence in
the UV.
Even more remarkably, and as a partial consequence of what has just been discussed,
the expressions of A(1,f)1 and A(1,f)2 exhibit the exact same functional form, regardless of
the internal particle f . Indeed, the expressions of the dual contributions read
A(1,f)2
(
δ˜(qi)
)
= gf
c
(f)
3
2
∫
`
δ˜(qi) , i ∈ {1, 2} ,
A(1,f)2
(
δ˜(qj)
)
= − gf c
(f)
3
2
∫
`
δ˜(qj) , j ∈ {3, 12} , (7.11)
1One can notice that for the charged scalar, the third diagram does not contribute whatsoever to the
amplitude, as we have gµν P
µν
1 = 0. Nevertheless, it still contributes to A(1,φ)2 .
2In this gauge, the propagating degrees of freedom are physical, i.e. there is no need to consider ghost
particles.
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for the second, simpler coefficient, and
A(1,f)1
(
δ˜(qi)
)
= gf
∫
`
δ˜(qi)
(
s12M
2
f
(2qi · p1)(2qi · p2) c
(f)
1 + c
(f)
2
)
, i ∈ {1, 2} ,
A(1,f)1
(
δ˜(q3)
)
= gf
∫
`
δ˜(q3)
s12
s12 + 2q3 · p12
×
((
− s12M
2
f
(2q3 · p1)(2q3 · p2) c
(f)
1 − c(f)2
)
2q3 · p12
s12
+ c
(f)
3
)
,
A(1,f)1
(
δ˜(q12)
)
= gf
∫
`
δ˜(q12)
s12
s12 − 2q12 · p12 + i0
×
((
s12M
2
f
(2q12 · p1)(2q12 · p2) c
(f)
1 + c
(f)
2
)
2q12 · p12
s12
+ c
(f)
3
)
, (7.12)
for the first one. The parameters c
(f)
i are scalar coefficients, and they are written c
(f)
i =
c
(f)
i,0 + c
(f)
i,1 rf where we recall rf = s12/M
2
f is the dimensionless ratio of the two scales
associated with this process. For the three flavours we consider, namely f = φ, t,W , these
coefficients are given by
c
(f)
1,0 =
(
4
d− 2 ,−
8
d− 2 ,
4(d− 1)
d− 2
)
, c
(f)
1,1 =
(
0, 1,
2(5− 2d)
d− 2
)
,
c
(f)
2,0 =
(
− 2d
d− 2 ,
4d
d− 2 ,−
2d(d− 1)
d− 2
)
, c
(f)
2,1 =
(
0, 0,
d− 4
d− 2
)
,
c
(f)
3,0 = (d− 2)c(f)1,0 , c(f)3,1 = 0 . (7.13)
We also define the coefficient c
(f)
23 = c
(f)
2 + c
(f)
3 that fulfils
c
(f)
23,0 =
d− 4
2
c
(f)
1,0 , c
(f)
23,1 =
(
0, 0,
d− 4
d− 2
)
. (7.14)
It will be used in future expressions.
The fact that the unintegrated amplitudes for different flavours all share the same structure
suggests that the amplitude for the different virtual states could be reduced to the deter-
mination of the scalar coefficients c
(f)
i . The universality of the expressions in Eqs. (7.11)
and (7.12) could be supported by supersymmetric Ward identities at tree level similar
to those relating amplitudes with heavy quarks and heavy scalars [119, 120], as the dual
representation is indeed a tree-level like object. It is also interesting to notice that the
two-loop amplitudes for scalar and pseudoscalar Higgs bosons decay to two photons have
been calculated in [117] based on the assumption that if two physical processes correspond
to a similar set of Feynman diagrams, then their cross sections must be described by a
common set of analytic functions. Their calculation is thus simply reduced to the deter-
mination of the coefficients of a linear combination of those functions, which is done by
solving a large set of linear equations arising from comparing the asymptotic expansions
of a given ansatz and a one-dimensional integral representation of the amplitude. Such
argument could also be used for the case we are currently discussing, since similar physical
processes should be described by similar integrand representations, albeit with different
coefficients. In Chapter 8, in which we compute the two-loop corrections of the H → γγ
process, we will see that, for the most part, a similar universality holds.
102 Universal dual amplitudes and asymptotic expansions in four dimensions
In what follows, we show that it is possible to simplify by a significant margin the ex-
pressions in Eq. (7.12) – and therefore their sum. First, by working in the centre-of-mass
frame of the Higgs boson, in which p1,0 = p2,0 and p1 = −p2, we can see that
1
(2q1 · p1)(2q1 · p2) =
1
4
(
(q
(+)
1,0 p1,0)
2 − (q1 · p1)
)2 = 14(((`+ p1)2 +M2f )p21,0 − ((`+ p1) · p1)2)
=
1
4
(
(`2 +M2f )p
2
1,0 − (` · p1)2
) = 1
(2` · p1)(2` · p2) , (7.15)
by recalling that p21 = p
2
1,0. The same exercise can be carried out for q2, by simply
exchanging the role of p1 and p2. We now need to unify the coordinate system, but in
this case, as we did not parametrise and integrate each dual integrand individually, the
unification is straightforward. Indeed, it is enough to simply rewrite all momenta in terms
of the internal momentum `, as long as the respective on-shell δ˜(qi) dependence is kept.
And finally, by noting that in the centre-of-mass frame
δ˜(q3)F (q3) = δ˜(q12)F (q12) = δ˜(`)F (`) (7.16)
for any Lorentz-invariant function F , as well as
δ˜(qi) = δ˜(`)
`
(+)
0
q
(+)
i,0
for i ∈ {1, 2} , (7.17)
we obtain
A(1,f)2 = A(1,f)2
(
δ˜(q1)
)
+A(1,f)2
(
δ˜(q2)
)
+A(1,f)2
(
δ˜(q3)
)
+A(1,f)2
(
δ˜(q12)
)
= gf
c
(f)
3
2
∫
`
δ˜(`)
(
`
(+)
0
q
(+)
1,0
+
`
(+)
0
q
(+)
2,0
− 2
)
, (7.18)
and
A(1,f)1 = A(1,f)1
(
δ˜(q1)
)
+A(1,f)1
(
δ˜(q2)
)
+A(1,f)1
(
δ˜(q3)
)
+A(1,f)1
(
δ˜(q12)
)
= gf
∫
`
δ˜(`)
[(
`
(+)
0
q
(+)
1,0
+
`
(+)
0
q
(+)
2,0
+
2(2` · p12)2
s212 − (2` · p12 − i0)2
)(
s12M
2
f
(2` · p1)(2` · p2) c
(f)
1 + c
(f)
2
)
+
2s212
s212 − (2` · p12 − i0)2
c
(f)
3
]
, (7.19)
where the on-shell loop energies are given by
q
(+)
1,0 =
√
(`+ p1)2 +M2f , q
(+)
2,0 =
√
(`+ p2)2 +M2f and `
(+)
0 =
√
`2 +M2f . (7.20)
Furthermore, we know that the coefficient A(1,f)2 vanishes upon integration in d dimen-
sions1. We can exploit this property to simplify the integrand-level expressions of A(1,f)1
by subtracting a well-chosen multiple of A(1,f)2 before integrating. The transformation
A(1,f) → A(1,f)1 − 2
c
(f)
2
c
(f)
3
A(1,f)2 (7.21)
1A naive calculation with d = 4, though, would lead to A(1,f)2 6= 0, violating gauge invariance. As will
we see in Section 7.4, it is only after properly renormalising A(1,f)2 that it vanishes if one takes the limit
d = 4 before integrating.
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reduces the number of independent scalar coefficients that are necessary to describe A(1,f)1
from three to two. Indeed, applying this transformation leads to
A(1,f) = gf s12
∫
`
δ˜(`)
[(
`
(+)
0
q
(+)
1,0
+
`
(+)
0
q
(+)
2,0
+
2(2` · p12)2
s212 − (2` · p12 − i0)2
)
M2f
(2` · p1)(2` · p2) c
(f)
1
+
2s12
s212 − (2` · p12 − i0)2
c
(f)
23
]
, (7.22)
which depends only on c
(f)
1 and c
(f)
23 , that have been defined in Eq. (7.13) and Eq. (7.14),
respectively. Notice that while they are labelled differently because they do not have the
same integrand-level expressions, we have A(1,f) = A(1,f)1 after integration in d dimensions.
In the next section, we will discuss how to implement a completely local renormalisa-
tion to achieve integrability in four dimensions, and explain why it is necessary in order
to recover the result obtained in the traditional approach.
7.4 Local renormalisation and four-dimensional representa-
tion
Since there is no tree-level equivalent for the gg → H and H → γγ processes, the one-loop
amplitude is expected to be finite. However, a naive four-dimensional approach – that
is, simply setting d = 4 at the integrand level – leads to a different result than the one
obtained using the traditional approach. In order to understand the discrepancy, let’s
have a closer look at Eq. (7.22). The part proportional to c
(f)
1 is finite in the UV thanks
to cancellations occurring inside the parenthesis. This means that evaluating this integral
in d or 4 dimensions would lead to the same result, up to O(1). On the other hand,
the second part, proportional to c
(f)
23 exhibits a logarithmically divergent term, that would
manifest itself as an -pole. This pole, however, is multiplied by c
(f)
23 ∝ (d−4), leading to a
non-zero finite part that has to be taken into account. Therefore, since the coefficient c
(f)
23
depends on the nature of the particle circulating inside the loop through the associated
Feynman rules, a consistent treatment of the dimensional extension of Dirac and Lorentz
algebra is necessary to avoid a potential mismatch in the final result. In fact, if we take
d = 4 from the very first steps of the calculation, any term proportional to c
(f)
23 does not
appear, which would eventually be the source of the discrepancy. From the mathematical
point of view, this behaviour is due to the non-integrability of the unregularised corre-
sponding integral. Without a proper counterterm, the limit d→ 4 is not continuous, and
does not commute with the integral sign. The integrated result being finite is therefore
not enough to guarantee a straightforward four-dimensional treatment of a given integral1.
In what follows, we will build the appropriate counterterm needed to cancel the local
UV behaviour of the one-loop amplitude. We will also ensure that this counterterm inte-
grates to 0 in DREG, as in the traditional method no actual renormalisation is needed.
To do so, we use a slightly different approach that the one used in the previous chapters.
Instead of expanding around the UV propagator GF (qUV) at Feynman integral level, we
do it after applying LTD, i.e. directly from Eq. (7.22). As it was discussed before, the
leading contribution is the one proportional to c
(f)
23 . We therefore directly obtain the dual
1This is the counterexample we talked about at the beginning of Section 6.5.
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representation of the UV counterterm, which reads
A(1,f)UV = −gf s12 c(f)23
∫
`
δ˜(qUV)
1
2(q
(+)
UV )
2
(
1 +
1
(q
(+)
UV )
2
3µ2UV
d− 4
)
, (7.23)
with q
(+)
UV =
√
`2 + µ2UV. The term proportional to µ
2
UV in Eq. (7.23) is subleading
1 in
the UV and has been adjusted to fix the finite part so the counterterm indeed integrates
to 0 in d dimensions. We want to emphasise that this last step was the only one of the
entire calculation for which DREG was necessary. Moreover, as we explained in previous
chapters, once a given unintegrated local counterterm has been derived, it can be used to
regularise any other similar process. Note that in this particular case, the renormalisation
scale µ2UV is arbitrary, as its dependence vanishes after integration.
Finally, the renormalised amplitude is obtained by subtracting Eq. (7.23) from Eq. (7.22),
and setting d to 4. Explicitly,
A(1,f)R
∣∣∣
d=4
=
(
A(1,f) −A(1,f)UV
)∣∣∣
d=4
. (7.24)
Notice that, because it is proportional to c
(f)
23 , the first term of the integrand in Eq. (7.23)
vanishes in four dimensions. The second term, however, is proportional to cˆ
(f)
23 = c
(f)
23 /(d−
4) and leads to a finite contribution.
We could also apply the same procedure to locally regularise A(1,f)2 , which would make it
integrate to 0 in four dimensions. It is not needed for the rest of the calculation, though,
and would actually be redundant, since this term has already been included inside the def-
inition of A(1,f) given in Eq. (7.21). Moreover, the structure of the local UV behaviours
of A(1,f)1 and A(1,f)2 taken separately is more complex than the one of A(1,f), as many
cancellations occur when applying Eq. (7.21).
Before moving forward, it is interesting to note that Dyson’s prescription – which consists
in subtracting the amplitude evaluated with vanishing external momenta – has a similar
regularisation effect for internal top quarks and charged scalars, for which the correct
result is recovered. It fails, however, for internal W bosons. Indeed, although the non-
decoupling term in the limit MW /s12 → ∞ is properly subtracted, there is a mismatch
inside the O((MW /s12)0) part. In our formalism, the discrepancy is very easily explained
by the fact that c
(W )
23,1 6= 0 (while c(t)23,1 = c(φ)23,1 = 0). Setting p21 = p22 = 0 is more or less
equivalent to taking r  1, and in this limit, c(f)23,1 is subleading and thus not accounted
for. One can check that the difference between the two approaches is indeed generated by
the locally divergent term proportional to c
(W )
23,1 .
Now that we have everything we need, we can write the explicit expression of the un-
integrated renormalised amplitude. Explicitly,
A(1,f)R
∣∣∣
d=4
= gf s12
∫
`
[
1
2`
(+)
0
(
`
(+)
0
q
(+)
1,0
+
`
(+)
0
q
(+)
2,0
+
2(2` · p12)2
s12 − (2` · p12 − i0)2
)
M2f
(2` · p1)(2` · p2) c
(f)
1
+
3µ2UV
4(q
(+)
UV,0)
5
cˆ
(f)
23
]
, (7.25)
1Strictly speaking, it is only locally subleading, as both terms will generate the same, opposite finite
parts after integration.
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where the two coefficients c
(f)
1 and cˆ
(f)
23 have been evaluated at d = 4, i.e.
c
(f)
1 = (2,−4 + rt, 6− rW ) , and cˆ(f)23 = (1,−2, 3 + rW /2) . (7.26)
The measure of the integral in Eq. (7.25) is defined in the spatial component of the loop
momentum, `, for which we have
∫
` =
∫
dd−1`/(2pi)d−1. For the explicit integration, we
parametrise the loop three-momentum as
` = Mf ξ (2
√
v(1− v) e⊥, 1− 2v) , (7.27)
with ξ its normalised modulus1, and e⊥, the unit vector in the transverse plane. The dual
integration measure thus becomes∫
`
δ˜(`) =
∫
`
1
2`
(+)
0
=
M2f
4pi2
∫ ∞
0
ξ−10 ξ
2 dξ
∫ 1
0
dv , (7.28)
with ξ0 =
√
ξ2 + 1. The square roots that appear in Eq. (7.25) can be transformed into
rational functions of a new variable x by implementing the change of variables
ξ =
1
2
(√
x− 1√
x
)
, (7.29)
with x ∈ [1,∞). The integrated amplitude reads
A(1,f)R
∣∣∣
d=4
=
gf s12
16pi2
(
M2f
s12
log
(
βf − 1
βf + 1
)
c
(f)
1 + 2cˆ
(f)
23
)
, (7.30)
which agrees with the results given in Eq. (7.6).
7.5 Asymptotic expansions in the Euclidean space of the
loop three-momentum
As already said several times in this thesis, LTD at one loop reduces the original d-
dimensional integration domain with Minkowski metric into a (d−1)-dimensional domain
with Euclidean metric. In the particular case where d = 4, this domain corresponds to
the loop three-momentum space. This is a very interesting feature that allows one to
circumvent potential difficulties that arise when performing asymptotic expansions of the
integrand in a Minkowski space [121, 122]. The gg → H and H → γγ processes can be
used as benchmark examples to illustrate the ease of performing asymptotic expansions
within the LTD formalism. The method that will be discussed in the following is also
applicable to other, more complicated processes.
We will first start by considering the large-mass limit, i.e. M2f  s12, or equivalently
rf  1. As an example and starting point, let’s consider the dual contribution where q3
in on shell. More specifically, we consider the quantity
δ˜(q3)GD(q3; q2) =
δ˜(q3)
s12 + 2q3 · p12 , (7.31)
1Notice that the normalisation is different from the one we have used in previous chapters. In this
case, normalising by the mass Mf instead of the centre-of-mass frame energy
√
s12/2 slightly simplifies the
integration. Of course, it does not modify the final result.
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where q3 · p12 = q(+)3,0
√
s12 in the centre-of-mass frame, with the on-shell energy q
(+)
3,0 found
in Eq. (7.20). By remarking that we always have q
(+)
3,0 ≥ Mf regardless of the value of `,
asymptotically expanding Eq. (7.31) is straightforward and leads to
δ˜(q3)GD(q3; q2) =
δ˜(q3)
2q3 · p12
∞∑
n=0
(
− s12
2q3 · p12
)n
. (7.32)
Likewise, we have
`
(+)
0
q
(+)
1,0
=
∞∑
n=0
Γ(2n+ 1)
Γ(n+ 1)
(
−2` · p1 + p
2
1
2(`
(+)
0 )
2
)n
(7.33)
which is also a valid expansion since `
(+)
0 ≥Mf . Notice that each consecutive term of the
expansions in Eqs. (7.32) and (7.33) is less singular in the UV, and completely regular in the
IR. Taking into account the aforementioned, we can expand the unintegrated renormalised
amplitude in Eq. (7.25), which reads, for the high-mass limit,
A(1,f)R
∣∣∣rf1
d=4
= gf s12
∫
`
 M2f
4(`
(+)
0 )
5
 ∞∑
n=1
Qn(z)
(
s12
(2`
(+)
0 )
2
)n−1 c(f)1 + 3µ2UV
4(q
(+)
UV,0)
5
cˆ
(f)
23
 ,
(7.34)
with
Qn(z) = P2n(z)− 1
1− z2 , (7.35)
where P2n are the Legendre polynomials, and
z =
2` · p1
`
(+)
0
√
s12
=
ξ(1− 2v)
ξ0
, (7.36)
where we used the parametrisation in Eq. (7.27) to write the last equality. Integrating the
asymptotic expansion in Eq. (7.34) can be very easily done analytically, and we find for
the lowest orders
A(1,f)R
∣∣∣rf1
d=4
=
s12
8pi2〈v〉
[
2cˆ
(f)
23,0 − c(f)1,0
rf
+ cˆ
(f)
23,1 −
c
(f)
1,0
12
− c(f)1,1 −
(
c
(f)
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90
+
c
(f)
1,1
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)
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−
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(f)
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+
c
(f)
1,1
90
)
r2f −
(
c
(f)
1,0
3150
+
c
(f)
1,1
560
)
r3f −
(
c
(f)
1,0
16632
+
c
(f)
1,1
3159
)
r4f +O(r5f )
]
.
(7.37)
As we can see, the 1/rf , non-decoupling term vanishes thanks to the fact cˆ
(f)
23,0 = c
(f)
1,0/2
(see Eq. (7.14)). For all the three different internal particles, we explicitly have
A(1,φ)R
∣∣∣r1
d=4
=
s12
16pi2〈v〉
(
−1
3
− 2
45
rφ − 1
140
r2φ −
2
1575
r3φ −
1
4158
r4φ +O(r5φ)
)
,
A(1,t)R
∣∣∣r1
d=4
=
s12
16pi2〈v〉
(
−4
3
− 7
90
rt − 1
126
r2t −
13
12600
r3t −
8
51975
r4t +O(r5t )
)
,
A(1,W )R
∣∣∣r1
d=4
=
s12
16pi2〈v〉
(
7 +
11
30
rW +
19
420
r2W +
29
4200
r3W +
41
34650
r4W +O(r5W )
)
, (7.38)
which agrees with [118].
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A similar work can be carried out for the small mass limit, i.e. M2f  s12, or rf  1 for
which we have
A(1,f)R
∣∣∣rf1
d=4
= gf s12
∫
`
[
− m
2
f
(`
(+)
0 )
3(1− z2)
(
1−
∞∑
n=1
4(`
(+)
0 )
2
(
s12m
2
f (2−m2f )
)n−1(
4`2 − s12(1 +m2f )2
)n
)
c
(f)
1
+
3µ2UV
4(q
(+)
UV,0)
5
cˆ
(f)
23
]
, (7.39)
with m2f = −M2f /(s12 + i0), and z given in Eq. (7.36). Once again, each consecutive term
of the expansion in Eq. (7.39) is less singular in the UV, allowing for a full calculation
with d = 4. However, it is important to note that the parametrisation given in Eq. (7.27)
is not any more suitable in the small mass limit, as ` ∼ Mf ξ would be neglected before
s12, although |`| ∈ [0,∞) is unconstrained. Instead, we use
` =
√
s12
2
ξ (2
√
v(1− v) e⊥, 1− 2v) , (7.40)
for which ξ0 =
√
ξ2 −m2f . Integrating Eq. (7.39) leads to
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(
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10
3
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m8f +O(m10f )
]
, (7.41)
where logarithmic contributions, given by Lf = log(m
2
f ), appear. As expected, the leading
term in Eq. (7.41) vanishes for the charged scalar and the top quark, because indeed for
these particles, cˆ
(f)
23,1 = 0; it leads to a constant for the W for which cˆ
(
23,1W ) = 1/2.
Replacing the coefficients gives, for all three different internal particles,
A(1,φ)R
∣∣∣rf1
d=4
=
M2φ
8pi2〈v〉
(
2− 2L2φm2φ + 8Lφm4φ − 4(2 + 3Lφ)m6φ
)
+O(m10φ ) ,
A(1,t)R
∣∣∣rf1
d=4
=
M2t
8pi2〈v〉
(− 4 + L2t − 4(1− Lt)Ltm2t + 2(2− 5Lt)m4t
+ 4(1 + 8Lt/3)m
6
t
)
+O(m10t ) ,
A(1,W )R
∣∣∣rf1
d=4
=
M2W
8pi2〈v〉
(−m−2W + 3(2− L2W ) + 6(2− LW )LW m2W
− 6(2− LW )m4W + 4(3 + LW )m6W
)
+O(m10W ) , (7.42)
which are once again in agreement with [118].
In both cases – the small and large mass limits – all the integrand-level asymptotic ex-
pansions have been integrated directly in four dimensions. This is achievable thanks to
the fact that in the Euclidean space of the loop three-momentum, we only had to consider
a single kinematical region to achieve the correct asymptotic expansion in either of the
two limits. In fact, this is a direct consequence of dealing with integrable and locally
regularised representations of the scattering amplitudes, as there is a strict commutativity
between the integral sign and the series expansions.
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7.6 Conclusion
In this chapter, we have presented a very compact and universal integrand-level repre-
sentation of the one-loop amplitude for the Higgs boson to two massless gauge bosons.
The amplitude exhibits the same functional form for internal scalars, fermions and vec-
tor bosons. Presumably, if there was a way to obtain a priori the coefficients c
(f)
i for a
given process and a given particle, this universality could be exploited to bypass heavy
calculations involved when dealing with more complicated gauge structures. Admittedly,
at one-loop level the applications would be rather inconsequential. But if the universality
holds at higher orders (and for two loops, it seems it is mostly the case, see Chapter 8),
this could potentially open very interesting possibilities.
The amplitude has also been locally renormalised such that a pure four-dimensional ex-
pression free from potential scheme subtleties is obtained. To do so, we have had to
introduce a counterterm that integrates to 0 in d dimensions. Yet, there is some arbitrari-
ness here. Even though in the traditional approach, renormalisation is not needed for this
process, the local divergence is still present. In DREG, it does not matter at all in the end
since the limit d→ 4 is taken after integration. But in order to be completely rigorous, a
counterterm with no pole and a scheme-dependent finite part should still be introduced.
In the particular case of the MS scheme, this finite part is zero, justifying the absence
of actual renormalisation in the traditional approach. Other schemes, however, may give
birth to a non-trivial finite part.
Since the integration of the FDU/LTD amplitude effectively occurs in an Euclidean space
– the loop three-momentum space –, asymptotic expansions are easily implemented. In
fact, the local regularisation in an Euclidean space implies that the series expansion of the
integrand commutes with the integral symbol. Thus, expanding the integrand in any pa-
rameter (for instance, the mass of the particle circulating inside the loop) and integrating
the series expansion order by order will lead to the correct result. This procedure, although
focused here on the Higgs boson interactions, can be generalised to other processes. In
particular, the methods presented in this chapter open new horizons for more efficient
implementations and further simplifications of higher-order computations and asymptotic
expansions.
Chapter 8
Universal four-dimensional
representation at two loops
In this chapter, we extend useful properties of the H → γγ unintegrated dual amplitudes
from one- to two-loop level, using the Loop-Tree Duality formalism. In particular, we
show that the universality of the functional form – regardless of the nature of the internal
particle – still holds at this order. We also present an algorithmic way to renormalise
two-loop amplitudes, by locally cancelling the ultraviolet singularities at the integrand
level, thus allowing for a full four-dimensional numerical implementation of the method.
Our results are compared with analytic expressions already available in the literature, and
a perfect numerical agreement is found. The success of this computation plays a crucial
role for the development of a fully local four-dimensional framework to compute physical
observables at NNLO and beyond.
8.1 Introduction
The two-loop QCD corrections to the decay process H → γγ have been first evaluated
in the heavy-top limit [117, 123–125] and with the full top-mass dependence [118, 126].
The two-loop electroweak corrections have been investigated in [127–131]. Combining the
two-loop QCD and electroweak corrections, it is possible to observe a nearly complete
cancellation between these two contributions for MH = 126 GeV [132]. At NNLO the
non-singlet [133] and singlet QCD contributions [132] have been calculated in the heavy
top quark limit.
In view of the enormous success of the SM with the detection of the Higgs boson, new
directions have been taken to discuss in more details the consequences of this discovery.
In particular, from the phenomenological point of view, the background of the experiment
has to be removed. Thus, QCD predictions up to the Next-to-Next-to-Next-to-Leading
order (N3LO) have been provided in an effective theory [134]. Also, it has been shown
that the mixed effects of QCD-electroweak contribution to the amplitude are relevant [135].
In Chapter 7, we extensively studied hidden mathematical properties of the amplitudes
gg → H and H → γγ at LO, and we showed that these amplitudes exhibited remarkable
properties when computed using the LTD theorem. The dual contributions we obtained
for different internal particles – charged electroweak gauge bosons, massive fermions and
charged scalars – featured the very same functional forms, and could be written in a uni-
versal way using scalar parameters depending only on the space-time dimension d, and the
mass of the particles involved in the process. We also obtained a pure four-dimensional
(d = 4) representation of the renormalised amplitude and recovered the well-known results
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found in the literature.
In this chapter, we push the computation further by considering the H → γγ process
at two-loop level, and show that the above-mentioned properties are still present. In order
to obtain the renormalised amplitude, we perform a local UV renormalisation that leads to
a finite integrand in four space-time dimensions. This algorithm is based on a refinement
of the expansion around the UV propagator [1, 2, 83] to account for the different singular
behaviours of the internal loop momenta in the UV region. Furthermore, since this ampli-
tude is IR safe, we can directly treat the virtual integrand in four dimensions. We point
out that the calculation of this amplitude, done below the mass threshold limit and in the
MS renormalisation scheme, is the first two-loop application to a physical process done
through LTD. We note that for individual diagrams, unphysical threshold singularities
appear but they cancel among themselves when the full amplitude is considered.
In the same spirit of the universality that these amplitudes exhibit at LO, we consider as
internal particles charged scalars and top quarks. While we only consider QED correc-
tions, they can be straightforwardly promoted to QCD ones by replacing the couplings
accordingly. We compare our results with known analytic expressions [118, 126], finding
full agreement.
We verify that the LTD approach holds at multi-loop level and, therefore, that NkLO
predictions involving virtual amplitudes can be achieved using its formalism. Addition-
ally, we remark that the traditional approach based on the use of integration-by-parts
identities [136, 137] is not needed to evaluate the actual amplitude. In fact, we overcome
the calculation of the latter making our procedure much lighter as we shall describe here.
This chapter is organised as follows. In Section 8.2, we sketch the algorithm to alge-
braically reduce integrand-level expressions of two-loop dual amplitudes, and rewrite every
scalar product involved in terms of denominators. Then, we provide the tensor structure
of the H → γγ amplitude in Section 8.3. In Section 8.4, we collect and write the univer-
sal coefficients involved in the universal structure of the two-loop dual expressions. We
discuss in Section 8.5 the cancellation of unphysical threshold singularities that appear
among the dual contributions, and we explicitly show how they occur. In Section 8.6 ,
we discuss an algorithmic approach to locally renormalise two-loop amplitudes within the
LTD formalism. In particular, we focus on the determination of the scheme-fixing param-
eters in the MS scheme. Finally in Section 8.7, we present our numerical results and show
a complete agreement with the analytic expressions. We draw our conclusions and discuss
future directions of this work in Section 8.8.
8.2 Algebraic reduction of two-loop dual amplitudes
In order to make the two-loop expressions more compact, we will perform an algebraic re-
duction of the dual amplitudes to integrals that involve both positive and negative powers
of dual propagators. In this section, we analyse only the case of planar diagrams1, as they
are those that appear in the practical example that we present in this chapter.
Let’s first consider a scattering amplitude with N external legs with ordered external
momenta {p1, p2, . . . , pN}. At one-loop, we have N different propagators and N − 1 in-
dependent scalar products `1 · pi (indeed, because of momentum conservation, `1 · pN =
1In the more general case, it might not always be possible to completely express a two-loop amplitude
in terms of propagators. Irreducible scalar products may indeed appear in the numerator.
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− ∑N−1i=1 `1 · pi, with `1 the loop four-momentum). In the Feynman representation, the
propagators are quadratic in `1, whereas after applying LTD the dual propagators are
linear in `1. In both formalisms, however, it is always possible to write numerators in
terms of propagators diagram by diagram. Now, we consider the set of all the two-loop
planar Feynman diagrams that can be constructed from the ordered one-loop seed dia-
gram. These diagrams are generated by attaching a line with a single propagator with
momenta qN+1 = `2 in all possible ways while keeping the same ordering of the external
momenta in the loop formed by the other two loop lines α1 and α3 (see Fig. 8.1 for the
assignment of loop momenta). This means that these planar two-loop Feynman diagrams
can be constructed from the sets of propagators
α1 = {q1, q12, . . . , q1,N} , α2 = {qN+1} , α3 = {q1, q12, . . . , q1,N} , (8.1)
with q1,i = `1 +
∑i
j=1 pj , qN+1 = `2 and q1,i = `12 +
∑i
j=1 pj , with `12 = `1 + `2. This
sums to N(α1 + α2 + α3) = 2N + 1 possible propagators. If there are only three-point
interactions, each individual Feynman diagram will contain N + 3 propagators from these
sets. If there are V4 four-point interaction vertices, each individual Feynman diagram will
contain N + 3 − V4 propagators. In any case, this means that the maximum number of
propagators a given diagram can exhibit is N + 3.
Now, because of momentum conservation, we have 2N − 1 independent scalar products
that are
{`1 · pi, `2 · pj , `1 · `2 | i, j ∈ {1, . . . , N − 1}} . (8.2)
In LTD at two-loops, two internal particles are set on shell, which means there only remain
2N − 1 dual propagators for a given double-cut. Moreover, dual propagators are linear in
each of the loop momenta, and the dual numerators do not involve squared loop-momenta.
Therefore, for each double-cut, and considering all the Feynman diagrams with the same
ordering of the external particles, it is possible to rewrite all the scalar products involved
(and thus the numerators) in terms of dual propagators, and this in a unique way. There
is no need to introduce irreducible scalar products (ISP) because the set of Feynman dia-
grams contains all the necessary propagators to perform the algebraic reduction.
The algebraic reduction of a planar two-loop dual amplitude with N external legs, and at
most squared propagators in one single loop line, leads to
A(2)N =
∫
`1
∫
`2
N (`1, `2, {pi}N )GF (α1 ∪ α2 ∪ α3) + perm.
=
∫
`1
∫
`2
∑
j,k
[
ca0;a1,...,a2N−1({pi}N )
(q
(+)
j,0 )
a0(di1)
a1(di2)
a2 · · · (di2N−1)a2N−1
]
δ˜(qj , qk) + perm. , (8.3)
where dil =
(
GD(qj , qk; qil)
)−1
is the dual propagator of the internal line with momentum
qil , evaluated with both qj and qk on shell
1, δ˜(qj , qk) = δ˜(qj) δ˜(qk), and
2N−1∑
i=1
ai ≤ N + 1 , a0 ∈ {2, 1, 0} . (8.4)
The scalar coefficients ca0;a1,...,a2N−1 depend only on the external momenta, and are not
necessarily independent. Our purpose is to rearrange the expressions for the dual ampli-
tudes in order to obtain the minimal set of independent coefficients ca0;a1,...,a2N−1 . Another
1In the general case, we should differentiate GD(qj ; qil) from GD(qk; qil), as they may have distinct
prescriptions. In our case however, since we are dealing with real scattering amplitudes, it is not necessary
to make the distinction.
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Figure 8.1: Assignment of momenta in two-loop planar diagrams.
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relevant issue to obtain the most compact integrand expressions is to label the internal
momenta in the most symmetric way. In Fig. 8.1, we show the assignments that we will
use in the most general case for planar two-loop diagrams. Computer algebra programs
for the automatic generation of two-loop amplitudes, like FeynArts [33], might use a
different criteria which will require a relabelling of the internal propagators to achieve the
most suitable assignment. We will with illustrate in the next sections the full procedure
with the benchmark amplitude H → γγ.
8.3 Tensor projection
The scattering amplitude describing the Higgs boson decay to two photons is given by
|MH→γγ〉 = i e2
 ∑
f=φ,t,W
e2f N
f
C A(f)µν
 (εµ(p1))∗(εν(p2))∗ , (8.5)
with e the electromagnetic coupling, ef (respectively N
f
C) the electric charge (respectively
the number of colours) of the virtual particle f , and ε(pi) the polarisation vectors of the
external on-shell photons. Here, we assume that both photons are coupled to the same
flavour. In the following, we restrict ourselves to the corrections at two loops with f = φ, t.
The tensor amplitude A(f)µν fulfils the perturbative expansion
A(f)µν = A(1,f)µν + (e ef )2A(2,f)µν +O(e4) , (8.6)
where A(1,f)µν is the one-loop amplitude, and A(2,f)µν is the two-loop QED correction. The
tensor amplitudes A(L,f)µν can be decomposed through Lorentz and gauge invariance as
A(L,f)µν =
6∑
i=1
A(L,f)i Ti,µν , (8.7)
in terms of the tensor basis
Tµνi =
{
gµν − 2p
µ
2 p
ν
1
s12
, gµν ,
2pµ1 p
ν
2
s12
,
2pµ1 p
ν
1
s12
,
2pµ2 p
ν
2
s12
, µνσρ
2p1,σ p2,ρ
s12
}
, (8.8)
with s12 = (p1 + p2)
2. The tensor structure Tµν6 may appear for the first time at two-loop
order because of the potential presence of a γ5, but its interference with the one-loop
amplitude vanishes. As in Chapter 7, we use the projectors
Pµν1 =
1
d− 2
(
gµν − 2p
µ
2 p
ν
1
s12
− (d− 1)2p
µ
1 p
ν
2
s12
)
and Pµν2 =
2pµ1 p
ν
2
s12
(8.9)
to extract the scalar amplitudesA(L,f)1 and A(L,f)2 , asA(1,f)i = Pµνi A(L,f)µν . There is no need
to compute A(L,f)i , for i ∈ {3, 4, 5}, as they vanish after contracting with the polarisation
vectors, and therefore do not contribute to the scattering amplitude for on-shell photons.
Moreover, because of gauge invariance, A(L,f)2 is expected to vanish after integration, which
leaves A(L,f)1 as the only relevant physical term. It is still interesting to consider and get
integrand expressions for A(L,f)2 though, as it can be used to simplify expressions. Indeed,
we already showed at one-loop level (see Section 7.3) that the transformation
A(L,f) → A(L,f)1 − 2
c
(f)
2
c
(f)
3
A(L,f)2 (8.10)
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with c
(f)
2 = c
(f)
23 − c(f)3 , and
2c
(t)
2
c
(t)
3
=
2c
(φ)
2
c
(φ)
3
= − d
d− 2 (8.11)
reduces the number of independent scalar coefficients c
(f)
i to describe A(1,f)1 from three
to two. Remarkably enough, the same transformation can be used at two-loop level to
drastically reduce the number of coefficients needed to write A(2,f)1 .
8.4 Dual amplitude for H → γγ at two loops
At two-loop level, there are 12 Feynman diagrams contributing to the H → γγ scattering
amplitude with internal top quarks. For internal charged scalars, there are 37 Feynman
diagrams. They are drawn in Fig. 8.2 where all diagrams sharing the same global topology
are superimposed in so-called mandala diagrams. In this chapter, we only consider QED
corrections, and therefore photons as the extra internal particle, and do not take into
account “mixed” diagrams where different massive particles may appear. In the tradi-
tional approach, massless snail diagrams are usually ignored, since they integrate to zero.
However, within our approach, we need them to preserve the universal structure of the
integrands.
All the diagrams are planar and can be constructed from the following internal momenta:
α1 : qi = `1 + pi , q12 = `1 + p12 , q3 = `1 ,
α2 : q4 = `2 ,
−α2 : q4 = − `2 ,
α3 : qi = `12 + pi , q12 = `12 + p12 , q3 = `12 . (8.12)
Only q4 (and q4), which labels the photon, is massless, while all the other internal mo-
menta have mass Mf .
If the Higgs boson is on shell, the loop amplitude is below threshold and is therefore
purely real. In that kinematical regime the dual prescriptions become irrelevant, and the
dual functions fulfil the identity
GD(αi ∪ αj) = GD(αi)GF (αj) +GF (αi)GD(αj) . (8.13)
Hence, the LTD representation in Eq. (4.57) adopts the simpler form
AN =
∫
`1
∫
`2
N (`1, `2, {pi}N ) ⊗
[
GD(α1)GD(α2)GF (α3)
+GF (α1)GD(−α2)GD(α3) +GD(α1)GF (α2)GD(α3)
]
. (8.14)
Following the algebraic reduction defined in Section 8.2,
A(2,f)1 ∝
∫
`1
∫
`2
∑
j,k
[
c
(f)
a0;a1,...,a5(p1, p2)
(κj)a0(Di1)
a1(Di2)
a2 · · · (Di5)a5
]
δ˜(qj , qk) + perm. (8.15)
with κj = q
(+)
j,0 /Mf ,
5∑
i=1
ai ≤ 4 , and a0 ∈ {2, 1, 0} . (8.16)
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p12
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Figure 8.2: Two-loop mandala Feynman diagrams for H → γγ. The black solid lines are
quarks (left diagram) or scalars (middle and right diagrams). The blue solid lines are
virtual photons.
For a given dual or Feynman propagator, we have defined the dimensionless denominator
Dil =
(
M2f GF/D(qil)
)−1
. For example, in terms of these dimensionless denominators, the
one-loop amplitude found in Eq. (7.22) takes the form
A(1,f) = g(1)f
∫
`1
[
−
(
δ˜(q1)
D12D3
+
δ˜(q12)
D3D1
+
δ˜(q3)
D12D1
)
c
(f)
1
+
(
δ˜(q12)
D3
+
δ˜(q3)
D12
)
c
(f)
23
2
]
+ {1↔ 2} , (8.17)
with
g
(1)
f =
2
〈v〉 . (8.18)
From now on, we use a different global factor depending on whether the expressions it
multiplies has been algebraically reduced or not. The usual gf will be used for unreduced
expressions, and g
(L)
f for reduced ones.
Before moving forward, it is important to note that for several double-cuts (for instance
δ˜(q3, q4)), diagrams with different external ordering will contribute, which means that we
have, in our case, two extra propagators while having the same number of scalar products.
Their expressions will therefore not be unique, as we will have the relation
D3 +D12 −D1 −D2 = D3 +D12 −D1 −D2 = rf . (8.19)
One workaround is to compute such a double-cut for the top quark (because it does not
involve diagrams with four-point interaction vertices involving both external photons)
by separating the diagrams with ordering {p1, p2} and the ones with ordering {p2, p1},
applying the reduction on both sets, and using their sum as an ansatz for the charged
scalar.
8.4.1 The two-loop amplitude A(2,f)2
The two-loop amplitude A
(2,f)
2 is obtained by projecting A(2,f)µν using the projector Pµν2
defined in Eq. (8.9), namely A
(2,f)
2 = P
µν
2 A(2,f)µν . Due to gauge invariance, it has to
vanish after integration. Still, it is interesting to obtain an explicit expression because it
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establishes a useful integrand relation that can be used afterwards. Remarkably, it can be
written in a very compact form for f = φ, t, namely
A(2,f)2 = g(2)f
∫
`1
∫
`2
c
(f)
3
2
∑
i=1,2,12,3
σ(i)
[(
G(Di, κi, c
(f)
4,u) + F (Di, κ4/κi)
)
δ˜(qi, q4)
− F (−Di, 0) δ˜(q4, qi) +
(
G(D4, κi,−c(f)4,nu) + F (D4,−κi/κi)
)
δ˜(qi, qi)
]
, (8.20)
where
g
(2)
f = 2s12 g
(1)
f =
4s12
〈v〉 , σ(i) =
{
+1 , i ∈ {1, 2} ,
−1 , i ∈ {3, 12} ,
G(Dj , κi, c) =
1
κ2i
(
1
Dj
+ c
)
, F (Di, rκ) =
1
Di
(
2
Di
(1 + rκ)− 1
)
,
(8.21)
and where the coefficients c
(f)
4,u and c
(f)
4,nu can be found in Eqs. (8.26) and (8.27). Notice
there is a difference in mass dimensions between g
(1)
f and g
(2)
f . This is due to the presence
of the second loop measure and the additional δ˜, whose product has dimension of mass
squared. The contribution
S(2,f)2 = g(2)f
∫
`1
∫
`2
c
(f)
3
2
∑
i=1,2,12,3
σ(i)
1
κ2i
(
c
(f)
4,u δ˜(qi, q4)− c(f)4,nu δ˜(qi, qi)
)
= 0 , (8.22)
that originally appears inside A(2,f)2 vanishes because the subintegrals,∫
`1
δ˜(qi)
κni
=
∫
`1
δ˜(qj)
κnj
=
∫
`2
δ˜(qi)
κn
i
=
∫
`2
δ˜(qj)
κn
j
, i 6= j . (8.23)
with n ∈ {0, 1, 2}, are equivalent. Consequently, the sum over integrals in Eq. (8.22)
vanishes.
8.4.2 The two-loop amplitude A(2,f)
In this section, we apply the same transformation given in Eq. (8.10) at two loops (L = 2)
to simplify the expressions for the amplitude A(2,f)1 . Then, and as explained in Section 8.2,
we perform an algebraic reduction to express the dual representation in the form Eq. (8.15)
and extract the scalar coefficients c
(f)
a0;a1,...,a5 . As very few of them are indeed independent,
they are simply relabelled as c
(f)
i . We obtain very compact expressions for all the double-
cuts of the LTD representation. The full expressions for the unrenormalised amplitude
A(2,f) are collected in Appendix E.1. As for the one-loop case, the same expressions are
valid regardless of the virtual particle circulating in the loop as a function of the flavour-
dependent coefficients c
(f)
i .
For the top quark and the charged scalar, the two independent coefficients that appeared
at one loop are (see Eqs. (7.13) and (7.14))
c
(t)
1 = −
8
d− 2 + rt , c
(t)
23 = −
4(d− 4)
d− 2 , (8.24)
c
(φ)
1 =
4
d− 2 , c
(φ)
23 =
2(d− 4)
d− 2 . (8.25)
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At two loops, they are still present, along with the following extra coefficients:
c
(t)
4,u = −
d− 2
4
, c
(t)
4,nu = −
d− 2
4
, c
(t)
7 = −
1
4
(c
(t)
1 − rt) ,
c
(t)
8 = c
(t)
1 +
(d− 6)d+ 10
2(d− 2) rt , c
(t)
9 = c
(t)
1 −
(d− 8)d+ 10
2(d− 2) rt , c
(t)
10 = c
(t)
1 −
(d− 8)d+ 14
2(d− 2) rt ,
c
(t)
11 = c
(t)
1 +
(d− 8)d+ 18
2(d− 2) rt , c
(t)
12 = −
(d− 4)(d− 5)
d− 2 rt , c
(t)
13 = −
(d− 6)d+ 12
2(d− 2) rt ,
c
(t)
14 =
3
4
(
c
(f)
1 −
d
3(d− 2) rt
)
, c
(t)
15 = −
1
2
(
c
(f)
1 +
rt
2
)
, c
(t)
16 =
d− 8
4
,
c
(t)
17 =
d− 4
4
, c
(t)
18 = −
(d− 4)2
4(d− 2) , c
(t)
19 =
1
2
(
c
(t)
1 +
1
d− 2 rt
)
,
c
(t)
20 =
1
4
(c
(t)
1 + rt) , c
(t)
21 = −
2(d− 4)
d− 2 +
(d− 10)d+ 18
4(d− 2) rt , c
(t)
22 = −2 +
(d− 4)d
4(d− 2) rt ,
(8.26)
c
(φ)
4,u = −
d− 2
4
, c
(φ)
4,nu =
1
4
, c
(φ)
7 = −
1
4
c
(φ)
1 ,
c
(φ)
8 = c
(φ)
1 , c
(φ)
9 = c
(φ)
1 −
1
(d− 2) rφ, c
(φ)
10 = c
(φ)
1 ,
c
(φ)
11 = c
(φ)
1 +
d− 4
d− 2 rφ , c
(φ)
12 = −
3(d− 4)
2(d− 2) rφ , c
(φ)
13 =
1
d− 2 rφ ,
c
(φ)
14 =
3
4
c
(φ)
1 , c
(φ)
15 = −
1
2
c
(φ)
1 , c
(φ)
16 =
1
2
,
c
(φ)
17 = 0 , c
(φ)
18 = 0 , c
(φ)
19 =
1
2
c
(φ)
1 ,
c
(φ)
20 =
1
4
c
(φ)
1 , c
(φ)
21 = −
3
d− 2 , c
(φ)
22 = −
1
d− 2 .
(8.27)
Notice that these coefficients can be highly simplified in the particular case d = 4, motivat-
ing further the study of a full four-dimensional representation of this process at two-loop
level.
8.5 Cancellation of integrand singularities at two loops
In addition to be infrared safe, the scattering amplitude for H → γγ is purely real if
the Higgs boson is on shell. It is therefore completely free of soft and physical threshold
singularities. Still, some of the dual propagators might go on shell inside the integration
domain, leading to singularities of the integrand. As it has been demonstrated in Sec-
tion 4.1.2 for the one-loop level, one of the advantages of LTD is the partial cancellation
of potential singularities of the integrand. In this section, we extend the analysis of the
integrand singularities of H → γγ at two-loop level, using the example and notations
previously introduced in this chapter.
If a dual propagator GD(qi; qj) becomes on shell where both internal momenta qi and
qj belong to the same loop line αk, then the corresponding singular behaviour is equiv-
alent to the one-loop case. For example, consider the dual propagator GD(q12; q3). A
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physical threshold (forward-backward singularity1) occurs if (see Eq. (4.29))
k2ji − (mj +mi)2 ≥ 0 , kji,0 < 0 , (8.28)
with kji = q3 − q12 = −p12 and mj = mi = Mf . Therefore, −p12,0 < 0 but
s12 − 4M2f < 0 for s12 = M2H . An integrand singularity (forward-forward singularity)
occurs if (see Eq. (4.30))
k2ji − (mj −mi)2 ≤ 0 . (8.29)
This would be the case of, e.g., GD(q1; q12) since in this case kji = p2, but this integrand
singularity cancels in the sum of the two dual contributions involving δ˜(q1) and δ˜(q12).
The analysis can be extended easily to the other dual cuts, and similar conclusions are
found.
Now, let’s consider the genuine two-loop case where a dual propagator becomes on shell
in the double-cut of two propagators that do not belong to the same loop line. For the
rest of this section, we consider
qi ∈ α1 , qj ∈ α2 and qk ∈ α3 . (8.30)
We study the quantity
Sijk =
1
(2pii)2
δ˜(qi, qj)GD(qi, qj ; qk) + {(i, j, k)→ (j, k, i)}+ {(i, j, k)→ (k, i, j)} , (8.31)
where j indicates that we reverse the momentum flow of qj , as explained in Section 4.2,
namely
qj = −qj , q(+)j,0 = q
(+)
j,0 . (8.32)
We therefore have
Sijk =
δ(qi,0 − q(+)i,0 )
2q
(+)
i,0
δ(qj,0 − q(+)j,0 )
2q
(+)
j,0
1
(q
(+)
i,0 + q
(+)
j,0 + kk(ij),0)
2 − (q(+)k,0 )2
+
δ(qj,0 + q
(+)
j,0 )
2q
(+)
j,0
δ(qk,0 − q(+)k,0 )
2q
(+)
k,0
1
(q
(+)
j,0 + q
(+)
k,0 − kk(ij),0)2 − (q(+)i,0 )2
+
δ(qi,0 − q(+)i,0 )
2q
(+)
i,0
δ(qk,0 − q(+)k,0 )
2q
(+)
k,0
1
(q
(+)
k,0 − q(+)i,0 − kk(ij),0)2 − (q(+)j,0 )2
, (8.33)
where
kk(ij) = qk − qi − qj (8.34)
only depends on the external momenta. The quantity Sijk becomes singular in the limits
summarised by the condition λ±±±ijk → 0, with
λ±±±ijk = ±q(+)i,0 ± q(+)j,0 ± q(+)k,0 + kk(ij),0 . (8.35)
According to Eq. (8.33), only four independent solutions have to be considered, namely
λ+++ijk , λ
++−
ijk , λ
+−−
ijk and λ
−−−
ijk . For two of these limits, there is a perfect cancellation of
the integrand singularities, as indeed
lim
λ++−ijk →0
Sijk = O
(
(λ++−ijk )
0
)
, lim
λ+−−ijk →0
Sijk = O
(
(λ+−−ijk )
0
)
, (8.36)
1We recall that a forward-backward singularity in the loop momentum space arises in the intersection
of the forward on-shell hyperboloid or positive energy mode of one propagator with the backward on-shell
hyperboloid or negative energy mode of another propagator.
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while for the remaining two limits,
lim
λ+++ijk →0
Sijk = − θ(−kk(ij),0) (λ+++ijk )−1+++
δ(qi,0 − q(+)i,0 ) δ(qj,0 − q(+)j,0 )
(2q
(+)
i,0 )(2q
(+)
j,0 )(2q
(+)
k,0 )
+O
(
(λ+++ijk )
0
)
,
lim
λ−−−ijk →0
Sijk = θ(kk(ij),0) (λ
−−−
ijk )
−1 δ(qj,0 + q
(+)
j,0 ) δ(qk,0 − q(+)k,0 )
(2q
(+)
i,0 )(2q
(+)
j,0 )(2q
(+)
k,0 )
+O
(
(λ−−−ijk )
0
)
. (8.37)
Although these singularities remain in the general case, it is possible to show that λ+++ijk
(resp. λ−−−ijk ) can only cancel if, in the particular case where mi = mk = Mf and mj = 0,{
kk(ij),0 < 0
k2k(ij) − 4M2f ≥ 0
(
resp.
{
kk(ij),0 > 0
k2k(ij) − 4M2f ≥ 0
)
. (8.38)
Because of the fact k does not depend on the loop momenta, the highest possible value
of k2k(ij) is (p1 + p2)
2 = s12, reached for instance when considering GD(q1, q4; q12). This
means that the second condition of Eq. (8.38) reduces to
4M2f
s12
< 1 , (8.39)
which is not fulfilled if, as stated above, the Higgs boson is assumed to be on shell, i.e.
s12 = M
2
H .
Now, we consider the possibility to encounter soft singularities as one of the internal
particles is massless. The integrand becomes soft in the loop momentum `2 if q
(+)
j,0 = 0. In
that case, the analysis of the singular behaviour is very similar to the one-loop case. We
must solve the condition
λ±±ik = ±q(+)i,0 ± q(+)k,0 + kki,0 (8.40)
in `1. If the three propagators are attached to the same vertex, then kk(ij),0 = 0 and q
(+)
i,0 =
q
(+)
k,0 . In that case λ
+−
ik and λ
−+
ik can vanish, then enhancing the integrand singularity in
`2, but the overall singularity cancels between dual contributions. The other solution,
with λ++ik = 0, is not possible because q
(+)
i,0 = q
(+)
k,0 ≥ Mf . If the three propagators do not
interact in the same vertex, then kki,0 6= 0. This configuration includes the cases where qi
and qk belong to the same or to different loop lines. There are solutions to Eq. (8.40), but
again either they cancel among dual contributions or Eq. (8.28) is not fulfilled. In all the
cases, the soft singularities of the integrand in `2 do not translate into soft singularities of
the amplitude because of the integration measure.
8.6 Algorithmic approach to two-loop local UV renormali-
sation
In this section we introduce a novel method to build local integrand-level UV countert-
erms, applicable to any two-loop process. We also explain how to recover well-known
renormalisation schemes by introducing scheme-fixing parameters. In particular, we ap-
ply this algorithm to the H → γγ process studied in this chapter.
Let’s consider a generic unrenormalised two-loop amplitude A(2), written as
A(2) =
∫
`1
∫
`2
I(`1, `2) , (8.41)
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which we will assume to be completely free of any infrared singularity. Thus, only UV
singularities may appear when either or both of |`1| and |`2| go to infinity. The local two-
loop UV counterterms are built recursively by first fixing one of the two loop momenta,
say `j , and expanding the integrand I(`1, `2) up to logarithmic order around the UV
propagator [83]
GF (qi,UV) =
1
q2i,UV − µ2UV + i0
, (8.42)
where the arbitrary scale µUV represents the renormalisation scale, and qi,UV = `i+ki,UV.
For simplicity, we take ki,UV = 0. The quantity
A(2) −A(2)1,UV −A(2)2,UV , (8.43)
where A(2)i,UV denotes the two-loop amplitude A(2) in the limit |`i| → ∞, is not necessarily
UV finite when both loop momenta are simultaneously large. It is necessary to subtract
also the double UV behaviour of Eq. (8.43). With this contribution, which is represented
by A(2)
UV2
, the final renormalised amplitude reads
A(2)R = A(2) −A(2)1,UV −A(2)2,UV −A(2)UV2 , (8.44)
and is UV safe in all the limits. As an example, we consider
I(`1, `2) = 1
(`21 −M2 + i0)(`22 −M2 + i0)2((`1 + `2)2 −M2 + i0)
. (8.45)
This integrand produces a UV singularity when |`1| → ∞, but it is superficially regular
in `2, meaning A(2)2,UV = 0. Computing the remaining counterterm gives
A(2)1,UV =
∫
`1
1
(`21 − µ2UV + i0)2
∫
`2
1
(`22 −M2 + i0)2
, (8.46)
which effectively removes the UV behaviour in `1, but at the same time also introduces a
singularity in `2. It is therefore necessary to introduce the additional counterterm A(2)UV2 to
fix the UV behaviour when both loop momenta go to infinity. This is done by expanding
Eq. (8.43) for very high values of `1 and `2, while never neglecting one compared to the
other. In this example, we get
A(2)
UV2
=
∫
`1
∫
`2
1
(`21 − µ2UV + i0)(`22 − µ2UV + i0)2
(
1
(`1 + `2)2 − µ2UV + i0
− 1
`21 − µ2UV + i0
)
.
(8.47)
Then, the renormalised amplitude, as defined in Eq. (8.44), is finite in the UV. It is still
necessary, though, to introduce subleading contributions to fix the renormalisation scheme.
This is better explained in the following for the H → γγ two-loop amplitude.
With the labelling of the internal momenta that we have adopted for the H → γγ ampli-
tude, it is more convenient to express the UV behaviour at two loops in terms of q1,UV = `1
and q12,UV = `12, with `2 = `12 − `1. Explicitly, the single and double UV behaviours are
implemented by making use of the following transformations
Sj,UV : {`2j | `j · ki} → {λ2 q2j,UV + (1− λ2)µ2UV | λ qj,UV · ki} , j, k ∈ {1, 12} ,
SUV2 : {`2j | `j · `k | `j · ki} →
{λ2 q2j,UV + (1− λ2)µ2UV | λ2 qj,UV · qk,UV + (1− λ2)/2µ2UV | λ qj,UV · ki} ,
(8.48)
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c
(f)
H,UV d
(f)
H,UV C
(f)
H,UV c
(f)
γ,UV d
(f)
γ,UV C
(f)
γ,UV
tt¯ d 4 4 (d− 2)/2 2 1
φφ† 1 0 1 −2 0 −2
Table 8.1: Values of the scheme fixing parameters in the MS for the single UV countert-
erms.
then expanding for λ→∞ and truncating the corresponding series in λ up to logarithmic
degree. This last operation is represented by the function Lλ. In particular, the UV
counterterms are defined as
A(2,f)j,UV = Lλ
(
A(2,f)
∣∣∣
Sj,UV
)
− (e ef )2
(
d
(f)
j,UV µ
2
UV
∫
`j
(GF (qj,UV))
3
)
A(1,f) , j ∈ {1, 12} ,
(8.49)
A(2,f)
UV2
= Lλ

A(2,f) − ∑
j=1,12
A(2,f)j,UV
∣∣∣∣∣∣
SUV2

− 4gf s12 (e ef )2
(
d
(f)
UV2
µ4UV
∫
`1
∫
`2
(GF (q1,UV))
3 (GF (q12,UV))
3
)
, (8.50)
where A(1,f) is the unintegrated one-loop amplitude written in terms of `i (`1 or `12) with
i 6= j, and where d(f)j,UV and d(f)UV2 are scalar coefficients used to fix the renormalisation
scheme. Note that the integrals they multiply integrate to finite quantities. The factor
4 appearing in the second line of Eq. (8.50) is arbitrary and has been introduced to
conveniently rescale d
(f)
UV2
.
8.6.1 Higgs boson vertex renormalisation
In the Feynman gauge, the one-loop QED correction to the Higgs boson vertex exhibits
the UV behaviour
Γ
(1,f)
H,UV = (e ef )
2
∫
`1
(
GF (q1,UV)
)2 (
c
(f)
H,UV −GF (q1,UV) d(f)H,UV µ2UV
)
Γ
(0,f)
H
= (e ef )
2 S˜
16pi2
(
µ2UV
µ2
)− C(f)H,UV

Γ
(0,f)
H , (8.51)
where Γ
(0,t)
H = −iMt/〈v〉 and Γ(0,φ)H = −2iM2φ/〈v〉 are the tree-level vertex interactions,
and S˜ = (4pi)
Γ(1 + ). The coefficients d
(f)
H,UV are subleading and are necessary to fix the
renormalisation scheme. The values of these coefficients in the MS renormalisation scheme1
are summarised in Table 8.1, and they are related to the coefficient of the integrated vertex
counterterm through
C
(f)
H,UV = c
(f)
H,UV +

2
d
(f)
H,UV . (8.52)
From the expression of the vertex counterterm in Eq. (8.51) we can construct the UV
counterterm of the two-loop scattering amplitude in the limit |`1| → ∞ with |`12| fixed.
1We distinguish S˜ = (4pi)
 Γ(1 + ) from the usual MS scheme factor SMS = (4pi)
e−γE or S =
(4pi)/Γ(1− ) as used in [67]. At NLO all these definitions lead to the same expressions. At NNLO, they
lead to slightly different bookkeeping of the IR and UV poles at intermediate steps, but physical cross
sections of infrared-safe observables are the same.
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It reads
A(2,f)H,UV =
∫
`1
(
GF (q1,UV)
)2 (
c
(f)
H,UV −GF (q1,UV) d(f)H,UV µ2UV
)
A(1,f)(`12) , (8.53)
where A(1,f) is the unrenormalised one-loop H → γγ amplitude that can be found in
Eq. (7.22). Note that A(1,f) is locally divergent and should be renormalised as well in
Eq. (8.53). However, by definition, we want A(2,f)H,UV to exactly cancel the singularities
arising when |`1| → ∞. Putting A(1,f)R instead of A(1,f) in Eq. (8.53) would therefore alter
the UV behaviour of the single counterterm and not properly remove the corresponding
infinities. It is only when considering the double UV counterterm (Section 8.6.4) that the
one-loop amplitude implicitly gets renormalised.
The corresponding dual representation is
A(2,f)H,UV(q1,UV, qi) =
∫
`1
δ˜(q1,UV)
2 (q
(+)
1,UV)
2
c(f)H,UV + d(f)H,UV 3µ2UV
4 (q
(+)
1,UV)
2
A(1,f)(qi) , (8.54)
where q
(+)
1,UV =
√
`21 + µ
2
UV. Since the diagrams (2 for the top quark, 3 for the charged
scalar) that contribute to the Higgs boson vertex correction are the only ones that are
divergent when |`1| → ∞, we directly have A(2,f)1,UV = A(2,f)H,UV.
8.6.2 Photon vertex renormalisation
The one-loop correction to the photon interaction vertex to top quarks in the UV is given
in the Feynman gauge by
Γ
(1,t)
γ,UV = (e et)
2
∫
`2
(
GF (q12,UV)
)2 ((
c
(t)
γ,UV −GF (q12,UV) d(t)γ,UV µ2UV
)
Γ(0,t)γ + c
(t)
γ,UV ∆
(1,t)
γ,UV
)
= (e et)
2 S˜
16pi2
(
µ2UV
µ2
)− C(t)γ,UV

Γ(0,t)γ , (8.55)
with
∆
(1,t)
γ,UV = Γ
(0,t)
γ − 2GF (q12,UV) /q12,UV{/q12,UV,Γ(0,t)γ } . (8.56)
In Eq. (8.56), the term proportional to ∆
(1,t)
γ,UV integrates to zero in d space-time dimensions.
Similarly to Eq. (8.52), the coefficient of the integrated vertex counterterm is given by
C
(f)
γ,UV = c
(f)
γ,UV +

2
d
(f)
γ,UV . (8.57)
Although the integrated UV vertex correction is proportional to the tree-level vertex
Γ
(0,t)
γ = i e et γ
µi , thanks to the replacement qµ112,UV q
µ2
12,UV → q212,UV gµ1µ2/d, we cannot
use this replacement in the unintegrated form because it would alter the local UV be-
haviour. We must keep the full expression in Eq. (8.55), including especially the term
proportional to ∆
(1,t)
γ,UV, to construct the local UV counterterm of the two-loop scattering
amplitude.
For charged scalars as internal particles, we need to consider both the three-point and
the four-point interaction vertices. For the three-point vertex there are three contributing
8.6 Algorithmic approach to two-loop local UV renormalisation 123
diagrams1, and the corresponding counterterm reads
Γ
(1,φ)
γ,UV = (e eφ)
2
∫
`2
(GF (q12,UV))
2 c
(φ)
γ,UV
(
Γ(0,φ)γ + ∆
(1,φ)
γ,UV
)
=(e eφ)
2 S˜
16pi2
(
µ2UV
µ2
)− C(φ)γ,UV

Γ(0,φ)γ , (8.58)
where
∆
(1,φ)
γ,UV =
1
2
(
Γ(0,φ)γ (q12,UV, pi) + 4i(e eφ)GF (q12,UV) (q12,UV · (ki−1 + ki)) qµi12,UV
)
, (8.59)
with Γ
(0,φ)
γ = −i (e eφ) (qi−1 + qi)µi and Γ(0,φ)γ (q12,UV, pi) = i (e eφ)
(
qi−1 + qi
)µi , where
qi−1 and qi are the outgoing and incoming internal momenta, respectively. For example,
qi−1 = q3 + p1 and qi = q3 + p12 for the vertex correction with emission of a photon with
momentum p2 in the lower corner of the two-loop Feynman diagram.
For the four-point interaction vertex, there are nine contributing diagrams2, and we have
Γ
(1,φ)
γγ,UV = (e eφ)
2
∫
`2
(
GF (q12,UV)
)2
c
(φ)
γ,UV
(
Γ(0,φ)γγ + ∆γγ,UV
)(1,φ)
= (e eφ)
2 S˜
16pi2
(
µ2UV
µ2
)− C(φ)γ,UV

Γ(0,φ)γγ , (8.60)
where
∆
(1,φ)
γγ,UV =
1
2
Γ(0,φ)γγ − 4i (e eφ)2GF (q12,UV) qµ112,UV qµ212,UV . (8.61)
with Γ
(0,φ)
γγ = 2i (e eφ)
2 gµ1µ2 . Remarkably, the coefficient c
(φ)
γ,UV is the same as for the
three-point interaction vertex. Again, in Eq. (8.58) and Eq. (8.60), we cannot apply the
replacement qµ112,UV q
µ2
12,UV → q212,UV gµ1µ2/d at the integrand level even though the terms
∆
(1,φ)
γ in Eq. (8.58) and ∆
(1,φ)
γγ in Eq. (8.60) integrate to zero. Also notice that it was not
necessary to introduce subleading terms for the scalar vertices because the finite part of
the corresponding integrated counterterm is already 0.
The integrated counterterm reads
A(2,f)γ,UV(qi, q12,UV) =
 S˜
16pi2
(
µ2UV
µ2
)− 2C(f)γ,UV

A(1,f)γ (qi) , (8.62)
A(2,φ)γγ,UV(qi, q12,UV) =
 S˜
16pi2
(
µ2UV
µ2
)− C(φ)γ,UV

A(1,φ)γγ (qi) , (8.63)
where A(1,f)γ is the sum of the two one-loop amplitudes involving triangle diagrams and
A(1,φ)γγ is the one-loop bubble amplitude (which appears only for the charged scalar). The
relative factors 2 in Eq. (8.62) comes from the fact there are two three-point vertices to
renormalise for each contributing diagram.
1There are actually 12 contributing diagrams, but they can be divided into 4 sets of 3 diagrams, as we
have two vertices and two possible ordering for the external particles.
2Note that these diagrams include the ones contributing to the Higgs boson vertex correction. However,
the singular regime considered here is different since we study the limit |`12| → ∞.
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The corresponding dual representations are
A(2,f)γ,UV(qi, q12,UV) =
∫
`1
δ˜(q12,UV)
(q
(+)
12,UV)
2
[c(f)γ,UV + d(f)γ,UV 3µ2UV
4(q
(+)
12,UV)
2
A(1,f)γ (qi)
+ c
(f)
γ,UV ∆
(1,f)
γ,UV(qi, q12,UV)
]
, (8.64)
A(2,φ)γγ,UV(qi, q12,UV) =
∫
`1
δ˜(q12,UV)
2(q
(+)
12,UV)
2
c
(φ)
γ,UV
[
A(1,φ)γγ (qi) + ∆(1,φ)γγ,UV(qi, q12,UV)
]
, (8.65)
where q
(+)
12,UV =
√
`212 + µ
2
UV.
8.6.3 Self-energy renormalisation
With our labelling of the momenta the self-energy insertions are defined in terms of the
internal momenta q4 = `2 and qi = `12 + ki, with i ∈ {1, 2, 3, 12}. Explicitly, in the
Feynman gauge we have (notice the relative sign in qi with respect to [2] because of the
fact the momentum flows in the opposite direction)
Σ(1,t)(qi) = (e et)
2
∫
`2
GF (q4, qi)
(
−2c(t)γ,UV /qi + c
(t)
H,UV Mt
)
. (8.66)
The UV expansion of Eq. (8.66) reads
Σ
(1,t)
UV (qi) =(e et)
2
∫
`2
(
GF (q12,UV)
)2 [− (c(t)γ,UV −GF (q12,UV) d(t)γ,UV µ2UV) /qi
+
(
c
(t)
H,UV −GF (q12,UV) d(t)H,UV µ2UV
)
Mt + c
(t)
γ,UV ∆
(1,t)
Σ,UV
]
=(e et)
2 S˜
16pi2
(
µ2UV
µ2
)−
1

(
−C(t)γ,UV /qi + C
(t)
H,UV Mt
)
, (8.67)
with
∆
(1,t)
Σ,UV = 2
(
/qi
2
− /ki − /q12,UV − 4GF (q12,UV)
(
q12,UV ·
(qi
2
− ki
))
/q12,UV
)
, (8.68)
where the coefficients d
(t)
k,UV are subleading contributions to be fixed through the renormal-
isation scheme. It is remarkable that it has been possible to write the quark self-energy in
terms of the same coefficients that appear in the Higgs boson and photon vertices. Notice
that the expression in Eq. (8.67) is simpler than the corresponding expression calculated
in Chapter 6, and only differs at O(1), which does not have any consequence at the con-
sidered order.
The scalar self-energy corrections, which also include the snail diagrams, is written
Σ(1,φ)(qi) = (e eφ)
2
∫
`2
GF (q4)
(
−c(φ)T,UV +GF (qi)
(
−c(φ)γ,UV
(
qi +
qi
2
)
· qi + c(φ)H,UV M2φ
))
,
(8.69)
where c
(φ)
T,UV = d − 1, or, equivalently, c(φ)T,UV = 4(c(φ)4,nu − c(φ)4,u). One possibility would
be to subtract the contribution which is proportional to c
(φ)
T,UV before expanding in the
UV, which would be equivalent to subtract a zero (actually this would not only work
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for the term generated by the snail diagrams, but also for any term that exclusively
contains propagators depending only on `1). However, it would modify only the double-
cuts δ˜(qi, q4). The UV expansion of Eq. (8.69) reads
Σ
(1,φ)
UV (qi) = (e eφ)
2
∫
`2
GF (q12,UV)
[
GF (q12,UV)
(
−c(φ)γ,UV q2i + c(φ)H,UV M2φ + c(φ)γ,UV ∆(1,φ)Σ,UV
)
+ c
(φ)
T,UV ∆
(1,φ)
T,UV
]
= (e eφ)
2 S˜
16pi2
(
µ2UV
µ2
)−
1

(
−C(φ)γ,UV q2i + C(φ)H,UV M2φ
)
, (8.70)
with
∆
(1,φ)
Σ,UV =
(qi
2
− ki − q12,UV
)
· qi − 4GF (q12,UV)
(
q12,UV ·
(qi
2
− ki
))
q12,UV · qi , (8.71)
∆
(1,φ)
T,UV =− 2 +GF (q12,UV)
(
(q12,UV + ki)
2 + 2
(qi
2
− ki − q12,UV
)
· qi
)
− 4(GF (q12,UV))2((q12,UV · (qi − ki))2 + µ4UV
d− 2
)
. (8.72)
The terms ∆
(1,φ)
Σ,UV and ∆
(1,φ)
T,UV integrate to zero independently in d dimensions. In the
latter, i.e. Eq. (8.72), it was necessary to include a subleading contribution, proportional
to µ4UV. We will not provide the integrated and dual expressions for A(2,f)Σ,UV(qi, q12,UV)
because they are quite heavy.
Finally, the counterterm A(2,f)12,UV is simply obtained by considering the photon vertex and
self-energy contributions together, namely
A(2,t)12,UV(qi, q12,UV) =A(2,t)γ,UV(qi, q12,UV) +A(2,t)Σ,UV(qi, q12,UV) ,
A(2,φ)12,UV(qi, q12,UV) =A(2,φ)γ,UV(qi, q12,UV) +A(2,φ)γγ,UV(qi, q12,UV) +A(2,φ)Σ,UV(qi, q12,UV) . (8.73)
8.6.4 The double UV counterterm
While it is entirely possible to compute A(2,f)
UV2
by directly taking the sum of all contribu-
tions, it is more interesting to consider well-chosen subsets of diagrams – it also lightens
intermediate expressions. For the top as the internal particle, it is logical to consider
all the contributions to the Higgs boson vertex corrections, all the contributions to the
photon vertex corrections and all the contributions to the self-energy corrections, as there
is no ambiguity or cross-contributions for the H → γγ process at two-loop. They will
be written A(2,t)
H,UV2
, A(2,t)
γ,UV2
, A(2,t)
Σ,UV2
, and account for 2, 4 and 6 diagrams, respectively.
For the charged scalar as an internal particle, there is a subtlety. The three diagrams
that contribute to the Higgs boson vertex correction also contribute to the γγφφ† vertex
correction. For this reason, if we want to split A(2,φ)
UV2
, we have to consider both correc-
tions together. For the photon and self-energy corrections, though, there is no ambiguity
whatsoever. Thus, we define A(2,φ)
H+γγ,UV2
= A(2,φ)
H,UV2
, A(2,φ)
γ,UV2
, A(2,φ)
Σ,UV2
, that account for 9,
12 and 16 diagrams, respectively.
According to Eq. (8.50), the unintegrated double UV counterterms have the form
A(2,f){H,γ,Σ},UV2 = gf s12(e ef )2
∫
`1
∫
`2
[(
GF (q1,UV)
)n1 (GF (q2,UV))n2 (GF (q12,UV))n12 N (f){H,γ,Σ}
− 4 (GF (q1,UV))3 (GF (q12,UV))3 d(f){H,γ,Σ},UV2 µ4UV
]
, (8.74)
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where
GF (q2,UV) =
1
(q12,UV − q1,UV)2 − µ2UV + i0
, (8.75)
and with ni being positive integers. Note that even though N (f){H,γ,Σ}(q1,UV, q12,UV) should
be expected to also depend on the external momenta p1 and p2, it is a remarkable fea-
ture that, thanks to welcome cancellations, it does not when considering the sum of all
contributing diagrams. The expression in Eq. (8.74) is therefore free of irreducible scalar
products and can very easily be reduced through integrations by parts to the form
A(2,f){H,γ,Σ},UV2 = gf s12(e ef )2
(
c
(f)
{H,γ,Σ},	 I	 + c
(f)
{H,γ,Σ}, I
2

)
, (8.76)
where I	 is the sunrise scalar integral with missing external momenta and all the internal
masses equal, and I is the massive tadpole. Their expressions are available in e.g. [138,
139] and read
I	 =
1
µ2UV
∫
`1
∫
`2
GF (q1,UV, q12,UV, q2,UV)
=
(
S˜
16pi2
)2(
µ2UV
µ2
)−2(
− 3
22
− 9
2
+K	 +O(1)
)
, (8.77)
with
K	 = −21
2
+ 2
√
3Cl2
(pi
3
)
, (8.78)
where Cl2 is the Clausen function of order 2, and
I =
1
µ2UV
∫
`i
GF (qi,UV) =
S˜
16pi2
(
µ2UV
µ2
)−
1
(1− ) . (8.79)
Because of the presence of the double pole inside Eq. (8.77), it is, in the general case, nec-
essary to keep track of the different normalisations as choosing one over another could
lead to a shift in the finite part. As we are working in the MS scheme, we should
rather factorise the usual SMS = (4pi)
e− γE , but doing so, a global factor equal to
S˜/S
MS
 = 1 + pi
2 2/12 + O(3) would appear. We will see that in the end consider-
ing one normalisation over the other does not introduce any mismatch, so we chose to
keep S˜ for simplicity.
These two master integrals (MI) are the only ones needed to evaluate A(2,f)
UV2
and fix the
subleading terms d
(f)
UV2
. Note that in Eq. (8.76), the dependence in d
(f)
{H,γ,Σ},UV2 is implic-
itly included in c
(f)
{H,γ,Σ},.
The unintegrated double UV counterterm for the diagrams with loop corrections in the
Higgs boson vertex and internal top quarks reads
A(2,t)
H,UV2
= gf s12 (e et)
2
∫
`1
∫
`2
(
GF (q1,UV)
)2 (
GF (q12,UV)
)2
[
− 4d− 4
d− 2
(
c
(t)
H,UV −GF (q1,UV) d(t)H,UV µ2UV
)
+
4GF (q2,UV)
d− 2
(
d(d− 4)q21,UV − 2(d− 2)2q1,UV · q12,UV + 4µ2UV
)
− 4GF (q1,UV)GF (q12,UV) d(t)H,UV2 µ4UV
]
, (8.80)
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and gives
c
(t)
H,	 = −
2(d− 3)((d− 2)2 + 4)
3(d− 2) , c
(t)
H, = (d−2)
(
4 +
(d− 4)2
4
(
d
(t)
H,UV −
d− 2
4
d
(t)
H,UV2
))
.
(8.81)
where the parameter c
(t)
H,UV has been replaced by its value, given in Table 8.1. After
integration, we have
A(2,t)
H,UV2
= gf s12(e et)
2
(
S˜
16pi2
)2(
µ2UV
µ2
)−2(
52 +
16K	
3
+ 2d
(t)
H,UV − d(t)H,UV2 +O(1)
)
.
(8.82)
The unintegrated expressions for the double UV counterterm for the photon and self-
energy corrections are a bit heavy, so we will only provide the MI coefficients. For the
photon vertex corrections, they read
c
(t)
γ,	 =
8d(d− 4)(d− 2)
3(d− 2) ,
c
(t)
γ, = −
(d− 4)(d− 2)
2
(
2d− (d− 4)d(t)γ,UV +
(d− 4)(d− 2)
8
d
(t)
γ,UV2
)
, (8.83)
while for the self-energy corrections, they read
c
(t)
Σ,	 = −
4(d− 4)2(d− 3)
3(d− 2) ,
c
(t)
Σ, =
(d− 4)2(d− 2)
4
(
(d− 4)(d− 2)
2
+ d
(t)
H,UV − 4d(t)γ,UV + 4−
d− 2
4
d
(t)
Σ,UV2
)
, (8.84)
where once again we replaced c
(t)
H,UV and c
(t)
γ,UV by their value. Integrating the counterterms
gives
A(2,t)
γ,UV2
= gf s12 (e et)
2
(
S˜
16pi2
)2(
µ2UV
µ2
)−2 (
−16 + 4d(t)γ,UV − d(t)γ,UV2 +O(1)
)
, (8.85)
and
A(2,t)
Σ,UV2
= gf s12 (e et)
2
(
S˜
16pi2
)2(
µ2UV
µ2
)−2 (
4 + 2d
(t)
H,UV − 8d(t)γ,UV − d(t)Σ,UV2 +O(1)
)
,
(8.86)
leading to
A(2,t)
UV2
= gf s12 (e et)
2
(
S˜
16pi2
)2(
µ2UV
µ2
)−2(
40 +
16K	
3
+ 4(d
(t)
H,UV − d(t)γ,UV)− d(t)UV2 +O(1)
)
,
(8.87)
where we used d
(t)
H,UV2
+ d
(t)
γ,UV2
+ d
(t)
Σ,UV2
= d
(t)
UV2
.
For the scalar, the unintegrated double UV counterterm for the Higgs boson and γγφφ†
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vertex corrections read
A(φ)
H+γγ,UV2
= gf s12 (e eφ)
2
∫
`1
∫
`2
(
GF (q1,UV)
)2 (
GF (q12,UV)
)2
[
2
d− 4
d− 2c
(φ)
H,UV −
c
(φ)
γ,UV
d− 2
(
4− 3d+ 4µ2GF (q12,UV)
)
− 2GF (q2,UV)
d− 2
(
(d− 4)q21,UV + (4− 3d)q212,UV + 2d q1,UV · q12,UV + dµ2UV
)
− 4GF (q1,UV)GF (q12,UV)d(φ)H+γγ,UV2 µ4UV
]
, (8.88)
which after IBP reduction gives
c
(φ)
H+γγ,	 = 0 , c
(φ)
γ, = −(d− 2)
(
2 +
(d− 4)2(d− 2)
16
d
(φ)
H+γγ,UV2
)
. (8.89)
We obtain
A(2,φ)
H+γγ,UV2
= gf s12 (e eφ)
2
(
S˜
16pi2
)2(
µ2UV
µ2
)−2(
− 4
2
− 4

− 4− d(φ)
H+γγ,UV2
+O(1)
)
.
(8.90)
As for the top, the unintegrated expressions for A(2,φ)
γ,UV2
and A(2,φ)
Σ,UV2
are a bit heavy. Their
corresponding MI coefficients are
c
(φ)
γ,	 = 0 , c
(φ)
γ, = −(d− 2)
(
4− (d− 4)
2(d− 2)
16
d
(φ)
γ,UV2
)
. (8.91)
and
c
(φ)
Σ,	 = −
8(d− 6)(d− 3)
3(d− 2) ,
c
(φ)
Σ, = −
d− 2
6
(
(d− 6) ((d− 4)2(d− 2)− 32)+ (d− 4)2(d− 2)d(φ)
Σ,UV2
)
. (8.92)
After integration, we find
A(2,φ)
γ,UV2
= gf s12 (e eφ)
2
(
S˜
16pi2
)2(
µ2UV
µ2
)−2(
8
2
+
8

+ 8− d(φ)
γ,UV2
+O(1)
)
, (8.93)
and
A(2,φ)
Σ,UV2
= gf s12 (e eφ)
2
(
S˜
16pi2
)2(
µ2UV
µ2
)−2(
− 4
2
− 4

− 22− 8K	
3
− d(φ)
Σ,UV2
+O(1)
)
,
(8.94)
leading to
A(2,φ)
UV2
= gf s12 (e eφ)
2
(
S˜
16pi2
)2(
µ2UV
µ2
)−2(
−18− 8K	
3
− d(φ)
UV2
+O(1)
)
, (8.95)
The coefficients d
(f)
{H,γ,Σ},UV2 can now very easily be adjusted to obtain the desired O(0)
part. Their value in the MS scheme are listed in Table 8.2.
It is remarkable that for both particles, the full double UV counterterm does not exhibit
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d
(f)
H,UV2
d
(f)
γ,UV2
d
(f)
Σ,UV2
d
(f)
UV2
tt¯ 60 + 16K	/3 −8 −4 48 + 16K	/3
φφ† −4 8 −22− 8K	/3 −18− 8K	/3
Table 8.2: Values of the scheme fixing parameters in the MS for the double UV countert-
erms. The parameter K	 is given in Eq. (8.78).
any -poles, justifying in the meantime that using S˜ instead of S
MS
 does not introduce
any discrepancy in the final result. While for the top quark each intermediate double UV
counterterm is finite, for the charged scalar the cancellation of divergences only occurs
when taking into account the sum of all 37 diagrams. This is due to the fact there
are more subtle interplays between different contributing topologies, because of the more
complex gauge structure. In both cases, the absence of divergences after integration
means that in the traditional approach, these double UV counterterms should not be
needed. In our formalism however, they are essential in order to cancel local divergent
behaviours appearing inside the amplitude and the single UV counterterms. Note also that
the unintegrated counterterms exhibit terms proportional to d−4 that vanish when taking
the four-dimensional limit at the integrand level, even though they still lead to finite parts
when keeping the d dependence, because they multiply quantities that generate -poles.
This means that while the counterterms A(2,f)
UV2
are finite, they will not lead to the same
result if computed in d or 4 dimensions. It is only when considering the renormalised
amplitude A(2,f)R that we have a strict and rigorous commutativity between integrating
and taking the limit  → 0. The same happens at one-loop level (see Chapter 7), where
the counterterm A
(1,f)
UV is not needed in d dimensions (it integrates to 0 in the MS). One
can wonder if this property holds at three-loop order and beyond, if it is exclusive to the
H → γγ process and why, and if there is an underlying reason behind it.
8.7 Numerical integration
The renormalised unintegrated amplitude A(2,f)R = A(2,f) − A(2,f)1,UV − A(2,f)12,UV − A(2,f)UV2 is
completely free of local UV (and IR) singularities and can safely be evaluated in four
dimensions. In the centre-of-mass frame of the decaying Higgs boson, we parametrise the
three-momenta as
`1 =
√
s12
2
ξ1 (sin(θ1) sin(ϕ1), sin(θ1) cos(ϕ1), cos(θ1)) , p1 =
√
s12
2
(0, 0, 1) ,
`2 =
√
s12
2
ξ2 (sin(θ2) sin(ϕ2), sin(θ2) cos(ϕ2), cos(θ2)) , p2 =
√
s12
2
(0, 0,−1) .
(8.96)
Note that we can assume `1, for instance, to belong to the (x, z) plane, as there is a
global rotational symmetry; this means we can trivially perform the integration over one
azimuthal angle – leading to a factor 2pi – and set ϕ1 to 0. Furthermore, it is better to
use `12 instead of `2 as integration variable, because of the way the UV counterterms have
been defined. We therefore integrate over the two three-momenta
`1 =
√
s12
2
ξ1 (sin(θ1), 0, cos(θ1)) ,
`12 =
√
s12
2
ξ12 (sin(θ12) cos(ϕ12), sin(θ12) sin(ϕ12), cos(θ12)) , (8.97)
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which leads to five integration variables, namely ξ1, ξ12 ∈ [0,∞), θ1, θ12 ∈ [0, pi] and ϕ12 ∈
[0, 2pi]. In addition, the usual compactification of the integration domain is performed,
where the domains of ξ1 and ξ12 are mapped from [0,∞) onto to [0, 1], thanks to the
change of variables
ξi → xi
1− xi , (8.98)
with xi ∈ [0, 1], and i ∈ {1, 12}. This increases the stability of the numerical integration
for very high energies, because it restricts the local cancellation of UV singularities to a
compact region. The integration measure, after applying this change of variables and in
four dimensions, reads
d`1 d`2
(2pi)8
=
s312
64
x21 x
2
12 sin(θ1) sin(θ12)
(1− x1)4(1− x12)4
dx1 dx12 dθ1 dθ12 dϕ12
(2pi)7
. (8.99)
Directly writing all the dual cuts explicitly in terms of the integration variables would not
lead to a reasonable computational time, as the integration would be too heavy numeri-
cally speaking. Moreover, it would be far from being optimal, since many identical terms
would have to be evaluated more than once. Instead, we take advantage of the fact it
was possible to write all dual cuts in terms of the reduced denominators Di, as explained
in Section 8.2 and shown in Appendix E.1. The first step, which only needs to be done
once, is to express all the reduced denominators in terms of the 5 integration variables,
and this for each dual cut1. We can then compute their numerical values for a given point
in the integration domain, which allows us to quickly evaluate the integrand at this very
point by appropriately replacing each Di. Thus, regardless of the complexity of a given
integrand, only a limited amount of objects have to be numerically evaluated. Although
quite simple to implement, this strategy helped decreasing the integration time by more
than one order of magnitude. To perform the actual integration, we used the in-built
Mathematica function NIntegrate. Our results are shown in Fig. 8.3, where they are
compared with the analytic results given in Appendix E.2. The integration time is of a few
minutes for each point. The biggest source of numerical error comes from the cancellation,
between the amplitude and the double UV counterterm, of the non-decoupling term going
as O(M2f /s12). For M2t = 2s12 for example, the part being removed from the amplitude
by the counterterm is two orders of magnitude higher than the actual result, effectively
multiplying the relative numerical error by a factor 100, roughly. Note that this error is
twice as big for the top quark as for the charged scalar, because of the relative factor -2
between their respective O(M2f /s12) terms. Nevertheless, the agreement with the analytic
result is excellent for all values of the internal and renormalisation masses considered.
Numerical instabilities may however appear when considering r very close to 4 (or equiv-
alently Mf very close to
√
s12/2), as we approach the mass threshold. Beyond this limit
(r > 4), contour deformation would be needed. Within the LTD formalism, numerical im-
plementations of contour deformation have already been successfully implemented in [32].
8.8 Conclusion
In this chapter, we have built a purely four-dimensional representation of the renormalised
Higgs boson decay amplitudes at two-loop order, which can be directly evaluated numer-
ically. To do so, we have applied the LTD theorem to the H → γγ process, with charged
scalars and top quarks as internal massive particles. Working at two-loop level within
this formalism involves performing double-cuts and several algebraic manipulations of the
expressions. This has been done through a fully automatised Mathematica code, that
1Recall that the expression of a given Di differs from dual cut to dual cut.
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Figure 8.3: Integrated renormalised amplitude of the two-loop corrections to the H → γγ
process, as a function of the inverse mass square of the particle running inside the loop.
On the left we show the top quark contribution and on the right, the charged scalar
contribution. The solid blue lines represent the analytic result using DREG, while the red
dots have been obtained numerically with the LTD formalism. For each particle, two values
of the renormalisation scale have been considered, namely µUV = MH/2 =
√
s12/2, and
µUV = Mf . We have rescaled our results as we used different normalisations; explicitly,
F (2,f)R = 64pi6A(2,f)R .
can be adapted to deal with any two-loop scattering amplitude.
After generating the full sets of double-cuts, we have taken advantage of the one-loop
results obtained in Chapter 7 in order to infer the universal integrand-level structure of
the two-loop expressions. Surprisingly, we have found many similarities between both
cases, which has allowed us to write the full two-loop amplitudes at the integrand level us-
ing the same functional form independently of the nature of the particles circulating inside
the loop. As in the one-loop case, the explicit process dependence is coded into specific
scalar coefficients. We have kept the d dependence in all intermediate steps, although a
noticeable simplification of these universal coefficients takes place in the limit d = 4.
We have examined the singular structure of the two-loop amplitudes to understand how
to achieve a purely four-dimensional representation of the finite parts. In the first place,
we have studied the cancellation of spurious threshold singularities that appear in individ-
ual dual contributions after applying the LTD theorem. When considering the H → γγ
process below threshold, the amplitude is guaranteed to be infrared safe as well as free of
any physical threshold singularity. In fact, we have managed to prove that all the spuri-
ous singularities vanish in this configuration after putting together all possible double cuts.
Then, we have developed a fully local framework to remove UV singularities. We have
implemented an algorithmic approach to renormalise, at the integrand level, the two-loop
amplitudes. It is based on a refinement of the expansion around the UV propagator strat-
egy already used in the previous chapters, where we included an additional iteration to
remove all the possible UV divergences. A careful study of the UV structure of vertices
and self-energies has been performed, which has allowed for the imposition of constraints
on the finite remainders containing the specific renormalisation scheme dependence. Fur-
thermore, we have also shown that the UV scale we use in the derivation of the local
counterterms actually corresponds to the renormalisation scale used in the traditional
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approach. These last two points allowed us to build the required counterterms at the
integrand level to reproduce the MS results.
Finally, we have proceeded to combine the universal dual representation of the H → γγ
amplitudes together with the local UV counterterms, achieving a four-dimensional rep-
resentation of the fully renormalised integrand. This has allowed for a purely numerical
implementation which fully agrees with the available results in the literature. On top of
that, intermediate checks with the scalar sunrise diagram have been performed in order
to test the reliability of our code, where the results were compared with ones provided by
SecDec [140,141].
The developments presented in this chapter also constitute a major advance in the ex-
tension of the FDU formalism at NNLO, by providing a reliable and systematic way to
renormalise two-loop amplitudes in a local way.
Chapter 9
Summary and outlook
The last two decades have seen a tremendous amount of progress in theoretical high-
precision physics. Many advances in particular have been made in the evaluation of multi-
loop diagrams, but the main challenge lies in the treatment of IR divergences through
efficient subtraction schemes. The complexity of the procedure increasing exponentially
with the number of scales, it has become necessary to approach the issue from a different
angle, hence calling for the development of new techniques.
The Loop-Tree Duality (LTD) provides a new framework for the computation of loop
amplitudes. By modifying the customary +i0 prescription of the Feynman propagators, it
establishes duality relations between loop and phase-space integrals. It reduces the loop
integration domain to an Euclidean space, where the integration is performed along on-
shell hyperboloids or light-cones. After properly regularising IR and UV divergences, it
allows for a direct numerical evaluation of the amplitude. The vast majority of the work
developed in this thesis is based on this formalism. In particular, the Four-Dimensional
Unsubtraction (FDU) method is intimately linked with LTD, and takes best advantage of
the very interesting features of this formalism.
Our first step has been to show that within the LTD formalism, the IR singularities
of both the real and virtual contributions were restricted to a compact region of the mo-
mentum space. We have exploited this crucial fact to build a mapping between real and
virtual kinematics, in order to make the sum of both contributions locally free from any
IR divergences. To illustrate the method, we have started by computing the NLO cor-
rections to a very simple 1 −→ 2 toy model with massless particles. After splitting the
real phase space into two regions, we have combined different pieces of the real and vir-
tual contributions together, and shown that none of the quantities obtained exhibited any
more IR divergences. In parallel, we have explained how to cancel the UV singularities of
the virtual contributions in a local way, using the two-point scalar function as a starting
example. By using an expansion of the integrand around a UV propagator, we have built
a counterterm that exactly reproduces the singular behaviour of the original integrand
in the high-energy region, rendering their difference free of UV divergences. Then, we
have applied the aforementioned techniques to compute the NLO QCD decay-rate of a
virtual photon into a pair of massless quarks, and have obtained a pure four-dimensional
expression of the amplitude at the integrand level. We have also briefly commented on
the generalisation to more loops and external legs.
The next logical step was to extend the FDU algorithm to massive particles. The real-
virtual mapping mentioned above has been extended to the massive case (and to an ar-
bitrary number of external particles), and we have made sure that the quasi-collinear
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configuration were properly dealt with, so we could achieve a smooth massless limit. We
have started by computing the decay rate at NLO of a massive scalar toy model, before
applying the technique to the decay of a scalar or vector boson into two massive quarks.
In order to properly account for the complete UV singular behaviour, we have had to
build an integral-level representation of the wave-function and mass renormalisation fac-
tors. The four-dimensional integrands we have obtained have been evaluated numerically,
reproducing the standard DREG results with very good accuracy. If successfully extended
at NNLO, the FDU formalism could represent a very good alternative to more traditional
approaches.
Other advantages of the LTD framework have also been presented in this thesis. We
have shown that for the amplitudes of the Higgs boson to two massless gauge bosons at
one-loop level, the functional form of the integrand could be written in a universal way
for a top quark, a charged scalar, and a W gauge boson as internal particles. More-
over, after properly taking care of (hidden) local UV singularities, we have performed a
straightforward asymptotic expansion of the unintegrated amplitude, without having to
split the integration domain into several regions. If applicable to other, more complicated
processes, it could open new opportunities for a more efficient implementation of higher-
order computations. This research direction is currently being investigated.
Finally, we have presented the very first application of LTD at two-loop level, with the
Higgs boson decay to two photons process. We have shown that, remarkably, the above-
mentioned universality of the integrand was still holding at this order. It would be in-
teresting to investigate if this property remains true beyond two loops, and – if it is the
case – how it can be exploited to facilitate the computations of processes sharing the
same topologies and set of contributing diagrams. We have also proposed a technique to
compute local UV counterterms at two-loop level, in any renormalisation scheme. This
procedure would be the first ingredient for an extension of FDU beyond NLO. In partic-
ular, it has been applied to the process under consideration, where a perfect agreement
between our numerical implementation and results available in the literature has been
found.
LTD and FDU – even though they were developed only very recently – have already
proven to be reliable alternatives to DREG and the traditional subtraction methods. Yet
a great deal of work remains, and hopefully this thesis establishes solid foundations for
the future development of these two very promising formalisms.
Appendix A
Feynman rules
In this appendix, we put a list of all the Feynman rules used in this thesis for the evaluation
of Feynman diagrams. For the W gauge boson, we work in the unitary gauge, which means
that there is no need to take into account additional diagrams involving ghost particles.
φ
k
i
k2 −M2φ + i0
t
k
i(/k +Mt)
k2 −M2t + i0
γ
µ ν
k
− i g
µν
k2 + i0
W
µ ν
k
−i
k2 −M2W + i0
(
gµν − k
µ kν
M2W
)
h
φ±
φ∓
−i 2M
2
φ
〈v〉
h
q
q¯
−i Mq〈v〉
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h
W±
α
W∓
β
i
2MW
〈v〉 g
αβ
φ
q
q¯
i Yq (1 + cq γ
5)
γ
µ
φ±
ka
φ∓
kb
−i e eφ (ka − kb)µ
γ
µ
q
q¯
i e eq γ
µ
γ
µ
kc
W±
α
ka
W∓
β
kb
−i e (gβα(kb−ka)µ+gαµ(ka−kc)β+gµβ(kc−kb)α)
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Z
µ
q
q¯
i γµ (gV,q + gA,q γ
5)
γ
µ
γ
ν
φ±
φ∓
2i e2 gµν
γ
µ
γ
ν
W±
α
W∓
β
−i e2 (2gµν gαβ − gµα gνβ − gµβ gνα)

Appendix B
Useful formulae for loop and
phase-space integration
B.1 The dual integration measure
Using spherical coordinates in d-dimensions, the dual integration measure is rewritten as∫
`
δ˜(qi) =
µ2
(2pi)d−1
∫
ddqi θ(qi,0)δ(q
2
i −m2i ) =
µ2
(2pi)d−1
∫
(q2i )
1−
2q
(+)
i,0
d|qi|dΩd−2i , (B.1)
where we recall q
(+)
i,0 =
√
q2i +m
2
i − i0. If the azimuthal integration is trivial, the solid
angle is given by
dΩd−2i =
(4pi)1−
Γ(1− )
∫ 1
0
d[vi] , d[vi] = (vi(1− vi))−dvi , (B.2)
where cos(θi) = 1− 2vi is the cosine of the polar angle. This leads to∫
`
δ˜(qi) =
µ2(4pi)−2
Γ(1− )
∫
(4q2i )
1−
q
(+)
i,0
d|qi|d[vi] . (B.3)
For massless internal propagators, we have q
(+)
i,0 =
√
q2i − i0, and the dual integration
measure simplifies to∫
`
δ˜(qi) =
µ2(4pi)−2
Γ(1− )
∫
(2qi,0)
1−2d(2qi,0)d[vi] . (B.4)
B.2 Phase space
Following the notations of this thesis, the d-dimensional phase space associated with a
N -leg scattering process, with m final states particles is given by
dΦm = µ
d−4
(
m∏
i=1
∫
pi
δ˜(pi)
)
(2pi)dδ
(
m∑
i=1
pi − p
)
, (B.5)
with p being the sum of incoming momenta for either 1 −→ 2 or 2 −→ m processes. In
particular, the phase space for a 1 −→ 2 decay with final-state particles of equal masses,
p21 = p
2
2 = M
2, and s12 the virtuality of the decaying particles is given by∫
dΦ1→2 =
Γ(1− )β1−2
2(4pi)1−Γ(2− 2)
(
s12
µ2
)−
, (B.6)
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with β =
√
1−m2 and m2 = 4M2/s12. The corresponding 1 −→ 3 phase space of the
real radiation correction with an addition massless particle in the final state, (p′r)2 = 0, is
given by∫
dΦ1→3 =
∫
(4pi)−2 s12
Γ(1− )
(
s12
µ2
)−(∫
dΦ1→2
)
β−1+2θ(hp)h−p dy
′
1r dy
′
2r , (B.7)
with
hp = (1− y′1r − y′2r)y′1r y′2r −
m2
4
(y′1r + y
′
2r)
2 , (B.8)
where y′1r = 2p′i · p′r/s12.
B.3 Techniques for phase-space integration
We start from [59]∫ 1
0
dxx−1+a f(x, ) =
∫ 1
0
dx
(
xa C
a 
+
(
1
x
)
C
+ a 
(
log(x)
x
)
C
)
f(x, ) +O(2) , (B.9)
where xC ∈ (0, 1] is an arbitrary cut, and f is a generic test function regular at x = 0 and
free of -poles. The C-distributions are defined according to∫ 1
0
dx
(
logn(x)
x
)
C
f(x, ) =
∫ 1
0
dx logn(x)
f(x, )− f(0, )θ(xC − x)
x
, (B.10)
i.e. the cancellation of the integrand is forced in a neighbourhood of the singular point
x = 0. Notice that the test function must be an entire function of  in order to avoid
additional -poles. Besides that, Eqs. (B.9) and (B.10) can be adapted to several domains
and measures. In particular, the -expansion of the phase space at large loop momentum
can be expressed as∫
`
δ˜(qi)f(qi, ) = 4cΓ
∫
qi,0 dqi,0
∫
dv
[(
1 + 2 log(qi,0)(v δ(v) + (1− v)δ(1− v))
)
f(qi, 0)
− (v δ(v) + (1− v)δ(1− v)) ∂f
∂
∣∣∣∣
=0
]
+O(1) (B.11)
under the assumption that f(qi, ) is an entire function of  and it has a vanishing soft
limit (i.e. f → 0 as qi,0 → 0). Appreciate the presence of extra contributions given by the
collinear residues at v = 0 or v = 1, as well as additional terms introduced by the linear
-dependence of the integrand.
To analytically integrate the real radiation contributions, it is convenient to use the change
of variables suggested in [142], i.e.
y′1r = g(z)w , y
′
2r = g(z) z w , with g(z) =
(z − xS)(1− xS z)
z(1 + z)(1 + xS)2
, (B.12)
which allows one to rewrite the function hp in Eq. (B.8) as
hp = g(z)
3 z(1 + z)w2(1− w) , (B.13)
Consequently, the phase-space limits, which are determined by the quadratic function hp,
simplify to z ∈ [xS , x−1S ] and w ∈ [0, 1]. The first integral in w can easily be obtained by
keeping the exact  dependence. The second integral in z, however, requires to expand
the expression up to O(0) before integration.
Appendix C
Expressions of the NLO
corrections to γ∗→ qq¯(g) in the
massless case
In this appendix, we collect the four-dimensional representation of the integrands associ-
ated to the integrals in Eq. (5.120). Explicitly, we have
σ˜
(1)
1 = σ
(0) αS
4pi
CF
∫ 1
0
dξ1,0
∫ 1/2
0
dv14R1(ξ1,0, v1)
(
2
(
ξ1,0 − (1− v1)−1
)− ξ1,0(1− ξ1,0)
(1− (1− v1) ξ1,0)2
)
,
σ˜
(1)
2 = σ
(0) αS
4pi
CF
∫ 1
0
dξ2,0
∫ 1
0
dv2 2R2(ξ2,0, v2)(1− v2)−1
(
2v2 ξ2,0 (ξ2,0(1− v2)− 1)
1− ξ2,0
− 1 + v2 ξ2,0 + 1
1− v2 ξ2,0
(
(1− ξ2,0)2
(1− v2 ξ2,0)2 + ξ
2
2,0
))
(C.1)
for the real-virtual combinations, and
σ
(1)
V = σ
(0) αS
4pi
CF
∫ ∞
0
dξ
∫ 1
0
dv
[
− 2 (1−R1(ξ, v)) v−1(1− v)−1 ξ
2(1− 2v)2 + 1√
(1 + ξ)2 − 4v ξ
+ 2 (1−R2(ξ, v)) (1− v)−1
[
2v ξ (ξ(1− v)− 1)
(
1
1− ξ + i0 + i pi δ(1− ξ)
)
− 1 + v ξ
]
+ 2v−1
(
ξ(1− v)(ξ(1− 2v)− 1)
1 + ξ
+ 1
)
− (1− 2v)ξ
3(12− 7m2UV − 4ξ2)
(ξ2 +m2UV)
5/2
− 2ξ
2(m2UV + 4ξ
2(1− 6v(1− v)))
(ξ2 +m2UV)
5/2
]
(C.2)
for the dual virtual remnant. In Eq. (C.2), we have identified all the integration variables,
ξ2,0 = ξ2,0 = ξUV = ξ and v2 = v3 = vUV = v, while (ξ1,0, v1) are expressed in terms
of (ξ3, v3) = (ξ, v) by using the change of variables given in Eq. (5.32). The integration
regions are defined in Eqs. (5.56) and (5.57), and we used Eq. (5.58) to simplify the analytic
integration. Notice that the integrand of the dual virtual remnant behave as
dσ
(1)
v
dξ dv
∝ 1− 2v
ξ2
+O(ξ−3) (C.3)
in the high-energy limit, and as O(ξ−3) after angular integration, thanks to the presence
of the local UV counterterm.

Appendix D
Dual amplitudes for A∗→ qq¯(g)
In this appendix, we write the dual virtual amplitudes and real squared amplitudes con-
tributing to the NLO QCD corrections to the process A∗ → qq¯(g), with A = φ, γ, Z,
calculated in Chapter 6. The tree-level vertices are given by (see Appendix A)
Γ
(0)
φ = i Yq(1 + cq γ
5) ,
Γ(0)γ = i e eq γ
µ ,
Γ
(0)
Z = i γ
µ(gV,q + gA,q γ
5) . (D.1)
The corresponding Born squared amplitudes, averaged of the initial-state polarisations,
read
|M(0)φ→qq¯|2 = 2s12 Y 2q CA (β2 + c2q) ,
|M(0)γ→qq¯|2 = 2s12(e eq)2CA
(
1 +
m2
2(1− )
)
,
|M(0)Z→qq¯|2 = 2s12CA
2(1− )
3− 2
(
g2V,q
(
1 +
m2
2(1− )
)
+ g2A,q β
2
)
. (D.2)
The squared amplitudes for the real process A∗ → q(p′1) + q¯(p′2) + g(p′r), are given by
|M(0)φ→qq¯g|2 = 4g2S CF
[
|M(0)φ→qq¯|2
hp
2s12(y′1r y′2r)2
+ Y 2q (1 + c
2
q)CA(1− )
(
1 +
y′2r
y′1r
)]
+ {1↔ 2} ,
|M(0)γ→qq¯g|2 = 4g2S CF
[
|M(0)γ→qq¯|2
hp
2s12(y′1r y′2r)2
+ (e eq)
2CA
(
(1− )y
′
2r
y′1r
− 
)]
+ {1↔ 2} ,
|M(0)Z→qq¯g|2 = 4 g2S CF
[
|M(0)Z→qq¯|2
hp
2s12(y′1r y′2r)2
+ CA
2(1− )
3− 2
×
(
(g2V,q + g
2
A,q)
(
(1− )y
′
2r
y′1r
− 
)
+ g2A,q
m2
2
(
1 +
y′2r
y′1r
))]
+ {1↔ 2} ,
(D.3)
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The dual amplitudes of the vertex corrections to the process A∗ → q(p′1) + q¯(p′2) are given
by
〈M(0)A |M(1)A
(
δ˜(q1)
)〉 = g2S CF ∫
`
δ˜(q1)
(
−s12|M
(0)
A |2(1 + β2)
(2q1 · p1)(2q1 · p2) + GA
(
δ˜(q1)
))
,
〈M(0)A |M(1)A
(
δ˜(q2)
)〉 = g2S CF ∫
`
δ˜(q2)
(
4q2 · p1|M(0)A |2
(2M2 − 2q2 · p2)(s12 − 2q2 · p12 + i0) + GA
(
δ˜(q2)
))
,
〈M(0)A |M(1)A
(
δ˜(q3)
)〉 = g2S CF ∫
`
δ˜(q3)
(
− 4q3 · p2|M
(0)
A |2
(2M2 + 2q3 · p1)(s12 + 2q3 · p12) + GA
(
δ˜(q3)
))
,
(D.4)
where |M(0)A |2 are the Born squared amplitudes given in Eq. (D.2), and where the functions
GA
(
δ˜(qi)
)
are process dependant. For the process φ∗ → qq¯, they read
Gφ
(
δ˜(q1)
)
= 2Yq CA
(
1 + β2 + 2c2q
(
s12
2q1 · p1 −
s12
2q1 · p2
))
,
Gφ
(
δ˜(q2)
)
= 2Yq CA
(
− m
2 s12
2M2 − 2q2 · p2 +
2s12
(
1− (2− )β2 − c2q(1− )
)
s12 − 2q2 · p12 + i0
)
,
Gφ
(
δ˜(q3)
)
= 2Yq CA
(
− m
2 s12
2M2 + 2q3 · p1 +
2s12
(
1− (2− )β2 − c2q(1− )
)
s12 + 2q3 · p12
)
. (D.5)
For γ∗ → qq¯, they read
Gγ
(
δ˜(q1)
)
= 2(e eq)
2CA
((
2 +
m2
2(1− )
)(
s12
2q1 · p1 −
s12
2q1 · p2
)
+ 2
)
,
Gγ
(
δ˜(q2)
)
= 2(e eq)
2CA
(
m2 s12
2(1− )(2M2 − 2q2 · p2) +
2 s12 + 4q2 · p1
s12 − 2q2 · p12 + i0
)
,
Gγ
(
δ˜(q2)
)
= 2(e eq)
2CA
(
m2 s12
2(1− )(2M2 + 2q3 · p1) +
2 s12 − 4q3 · p2
s12 + 2q3 · p12
)
. (D.6)
Finally, for Z∗ → qq¯, they read
GZ
(
δ˜(q1)
)
= 2CA
2(1− )
3− 2
[
g2v,q
((
2 +
m2
2(1− )
)(
s12
2q1 · p1 −
s12
2q1 · p2
)
+ 2
)
+ g2A,q
(
(1 + β2)
(
s12
2q1 · p1 −
s12
2q1 · p2 + 1
)
− m
2
2
(
q1 · p2
q1 · p1 −
q1 · p1
q1 · p2
))]
,
GZ
(
δ˜(q2)
)
= 2CA
2(1− )
3− 2
[
g2v,q
(
m2 s12
2(1− )(2M2 − 2q2 · p2) +
2 s12 + 4q2 · p1
s12 − 2q2 · p12 + i0
)
+ g2A,q
(
−m
2(2q2 · p12 + s12)
2(2M2 − 2q2 · p2) +
(m2 + 2 β2)s12 + 4q2 · p1
s12 − 2q2 · p12 + i0
)]
,
GZ
(
δ˜(q3)
)
= 2CA
2(1− )
3− 2
[
g2v,q
(
m2 s12
2(1− )(2M2 + 2q3 · p1) +
2 s12 − 4q3 · p2
s12 + 2q3 · p12
)
+ g2A,q
(
−m
2(2q3 · p12 + s12)
2(2M2 + 2q3 · p1) +
(m2 + 2 β2)s12 − 4q3 · p2
s12 + 2q3 · p12 + i0
)]
. (D.7)
Appendix E
Two-loop explicit expressions for
the H → γγ amplitude
E.1 Unrenormalised two-loop dual amplitudes for H → γγ
In this appendix, we collect the explicit expressions for the unrenormalised two-loop dual
amplitudes for H → γγ. The subindices take the values i ∈ {1, 2} and j, k ∈ {3, 12}, with
j 6= k. The functions G and F have been defined in Eq. (8.21). Here, we introduce the
auxiliary function
H(X,κ) = − κ
X
∂X
∂κ
. (E.1)
For example
H(D3D12, κi) = κi b1,0
(
1
D3
− 1
D12
)
,
H(D1Dk, κj) = κj b1,0
(
1
D1
+
2
Dk
)
,
H(D2k, κj) = − κj b1,0
4
Dk
, (E.2)
with b1,0 = 2 p1,0/Mf (recall that p1,0 = p2,0 in the centre-of-mass frame of the decaying
Higgs boson). It is very important to note that the permutation inside the following ex-
pressions have to be applied on the arguments of the function H, instead of the expression
of H itself after derivation, as the symmetry is not any more explicit.
E.1.1 Double cuts from GD(α1)GD(α2)GF (α3)
This is the only set with direct snail contributions for scalars, the only terms that do not
depend on `2 are those proportional to c4,u and c16. This subset generates 4 different
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double cuts that are obtained from the following expressions:
A(2,f)(qi, q4) = g(2)f
∫
`1
∫
`2
δ˜(qi, q4)
 − rf c(f)1D3D12
(
G(Di, κi, c
(f)
4,u)
(
1 +H(D3D12, κi)
)
+ F (Di, κ4/κi)
)
+
(
c
(f)
7
(
1
Di
− 1
D3
(
1− D3
D12
(
1− D12
Di
)))
+
1
D3
(
c
(f)
8
(
1
D3
− 1
Di
)
− 1
D12
(
c
(f)
9 − c(f)10
D3
Di
))
+ 2rf
[
1
D3D12
(
c
(f)
1
(
1
D3D3
+
1
Di
(
1
D3
− 1
D3
))
+
c
(f)
14
D3
+
c
(f)
20
Di
− c(f)16
+ c
(f)
17
(
Di −D12
D3
+
D3
Di
))
− 1
DiD3
(
c
(f)
7
D12
+ c
(f)
18
)]
+ {3↔ 12}
) ,
(E.3)
and
A(2,f)(qj , q4) = g(2)f
∫
`1
∫
`2
δ˜(qj , q4)
 − rfDk
[
c
(f)
1
D1
(
G(Dj , κj , c
(f)
4,u)
(
1 +H(D1Dk, κj)
)
+ F (Dj , κ4/κj)
)
− c
(f)
23
2
(
G(Dj , κj , c
(f)
4,u)
(
1 +
1
2
H(D2k, κj)
)
+ F (Dj , κ4/κj)
)]
+ c
(f)
7
(
1
Dk
(
Dj
D1
+
Dk
D1
(
1− Dj
D1
))
− 1
D1
)
+
1
D1
(
c
(f)
8
(
1
Dj
− 1
D1
)
− c
(f)
9
Dk
)
+
1
D1
(
c
(f)
10
(
Dj
Dk
(
1
D1
− 1
Dk
)
− Dk
DkDj
)
+
2c
(f)
11
Dk
+
c
(f)
13
Dk
)
+
c
(f)
12
Dk
(
1
Dj
+
1
Dk
)
+ 2 rf
[
1
Dk
(
c
(f)
1
(
1
D1
(
1
Dj
(
1
D1
− 1
Dk
− 1
D1
− 1
2
)
+
1
D1Dk
(
1 +
Dk
D1
+
D1
Dk
))
+
2− rf
2D1Dj Dk
)
− 2c
(f)
16
D1
+ c
(f)
17
(
1
D1
(
Dj +Dk
D1
− Dk
Dj
− Dj
Dk
)
+
(
D1
D1
+
D1
D1
)(
1
Dj
+
1
Dk
)
+
c
(f)
7 rf
Dj Dk
(
1− D1
D1
))
+
(
c
(f)
14
D1
+
c
(f)
19
D1
)(
1
Dj
+
1
Dk
))
+
1
D1
(
c
(f)
18
Dj
− 2c
(f)
15
D1Dk
− 1
Dk
(
c
(f)
7
D1
− c
(f)
20
Dj
))
− c
(f)
23
8
(
1
Dj Dk
+
4
Dk
(
1
DkDk
− 1
Dj
(
1
Dk
+
1
2
− 2− rf
2Dk
)))]
+ {1↔ 2}
 .
(E.4)
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E.1.2 Double cuts from GF (α1)GD(−α2)GD(α3)
There are also 4 double cuts in this subset that are obtained from the expressions:
A(2,f)(q4, qi) = g(2)f
∫
`1
∫
`2
δ˜(q4, qi)
 − c(f)7 ( 1D3
(
1− D3
D12
(
1− D12
Di
))
− 1
Di
)
+
1
D3
(
−c
(f)
8
Di
+ c
(f)
10
D3
D12
(
1
Di
− 1
D12
)
+
c
(f)
11
D12
+
c
(f)
13
D12
)
+ 2rf
[
1
D3D12
(
c
(f)
1
(
1
Di
(
1
2Di
+
1
D3
)
+
2− rf
4D3D12
)
− c
(f)
15
Di
+ c
(f)
17
(
Di
D12
+
D12
Di
− c(f)7
rf Di
2D3D12
)
+
c
(f)
19
D12
)
+
1
D12
(
1
D3
(
−c
(f)
7
Di
+
c
(f)
20
D3
)
+ c
(f)
18
(
1
D12
− 1
Di
))]
+ {3↔ 12}
 ,
(E.5)
and
A(2,f)(q4, qj) = g(2)f
∫
`1
∫
`2
δ˜(q4, qj)
 c(f)7 ( 1Dk
(
Dj
D1
+
Dk
D1
(
1− Dj
D1
))
− 1
D1
)
+
c
(f)
8
D1Dj
+
1
Dk
(
−c
(f)
9
D1
+ c
(f)
10
Dk
D1
(
1
D1
− 1
Dj
)
+
c
(f)
12
Dj
+
c
(f)
13
D1
)
+ 2rf
[
1
Dj Dk
(
c
(f)
1
(
1
D1
(
1
Dj
+
1
D1
)
+
2− rf
2D1Dk
)
+
c
(f)
14
D1
+ c
(f)
17
(
D1
D1
+
D1 −Dk
D1
+ c
(f)
7
rf
Dk
(
1− D1
D1
))
+
c
(f)
19
D1
)
+
1
D1
(
− c
(f)
7
D1Dk
+
c
(f)
20
Dk
(
1
Dj
+
1
Dk
)
+ c
(f)
18
(
1
Dj
− 1
D1
))
− c
(f)
23
8
(
1
Dk
(
1
Dj
+
1
Dk
)
+
4
Dj Dk
(
1
Dj
+
2− rf
2Dk
))]
+ {1↔ 2}
 .
(E.6)
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E.1.3 Double cuts from GD(α1)GF (α2)GD(α3)
In this subset there are 14 double cuts. The terms that do not depend on D4 or Dk
integrate to a massive snail. The generating expressions are:
A(2,f)(qi, qi) = g(2)f
∫
`1
∫
`2
δ˜(qi, qi)
×
 − rf c(f)1D3D12
(
G(D4, κi,−c(f)4,nu)
(
1 +H(D3D12, κi)
)
+ F (D4,−κi/κi)
)
+
(
c
(f)
7
(
1
D4
(
1− D12D3
D3D12
)
− 4 c
(f)
4,nu
D3
(
1− D3
D12
))
− 1
D3D4
(
c
(f)
8 − c(f)10
D3
D12
)
+ 2rf
[
1
D3D12
(
c
(f)
1
(
1
D4
(
1
D3
− 1
D3
)
+
c
(f)
4,nu
D3
)
+
1
D4
(
c
(f)
20 + c
(f)
17 D3
)
+
c
(f)
21
D3
)
+
c
(f)
7
D12
(
1
D3
(
1
2
− 1
D4
)
+
2c
(f)
4,nu
D3
(
1− D4
D3
))
− c
(f)
18
D4D3
]
+ {3↔ 12}
) ,
(E.7)
A(2,f)(qj , qj) = g(2)f
∫
`1
∫
`2
δ˜(qj , qj)
×
 − rfDk
[
c
(f)
1
D1
(
G(D4, κj ,−c(f)4,nu)
(
1 +H(D1Dk, κj)
)
+ F (D4,−κj/κj)
)
− c
(f)
23
2
(
G(Dj , κj ,−c(f)4,nu)
(
1 +
1
2
H(D2k, κj)
)
+ F (D4,−κj/κj)
)]
+ 4c
(f)
7 c
(f)
4,nu
(
1
D1
− Dk
D1Dk
)
+
1
D4
(
c
(f)
8
D1
− 1
Dk
(
c
(f)
10
Dk
D1
− c(f)12
))
+ 2rf
[
1
Dk
(
c
(f)
1
(
1
D4
(
1
D1
(
1
D1
− 1
D1
− 1
Dk
− 1
2
)
+
2− rf
2D1Dk
)
+
c
(f)
4,nu
D1
(
1
D1
+
1
Dk
))
+
1
D4
(
c
(f)
14
D1
+ c
(f)
17
(
D1
D1
+
D1 −Dk
D1
+
c
(f)
7 rf
Dk
(
1− D1
D1
)))
+ 2c
(f)
7 c
(f)
4,nu
(
1
D1
+
1
D1
(
1− D4
D1
))
+
1
D1
(
c
(f)
19
D4
+
c
(f)
21
D1
+
c
(f)
22
Dk
))
+
1
D4D1
(
c
(f)
18 +
c
(f)
20
Dk
)
− c
(f)
23
8
(
1
D4
(
1
Dk
− 4
Dk
(
1
Dk
+
1
2
− 2− rf
2Dk
))
+
4c
(f)
4,nu
Dk
(
1
Dk
− 1
Dk
))]
+ {1↔ 2}
 , (E.8)
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A(2,f)(qi, qj) = g(2)f
∫
`1
∫
`2
δ˜(qi, qj)
 − c(f)7
(
1
D4
− 4c
(f)
4,nu
Dj
)(
1− Dj
Dk
(
1− Dk
Di
))
+
1
D4
(
c
(f)
8
Dj
− c
(f)
9
Dk
+ c
(f)
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Dk
DkDi
)
+ 2rf
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1
Dj Dk
(
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(f)
1
(
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D4
(
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+
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Di
)
− c
(f)
4,nu
Dj
)
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D4
(
c
(f)
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(f)
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)
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c
(f)
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)
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(f)
7
Dk
(
1
Di
(
1
2
− 1
D4
)
+
2c4,nu
Dj
(
1− D4
Di
))
− c
(f)
18
D4Di
] , (E.9)
A(2,f)(qj , qi) = g(2)f
∫
`1
∫
`2
δ˜(qj , qi)
 − c(f)7
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1
D4
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(f)
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(f)
8
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+ c
(f)
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Dk
(
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)
+
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(f)
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+
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(f)
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)
+ 2rf
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(f)
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1
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1
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+
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)
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− c
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+ c
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+
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Dj
(
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(f)
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(f)
20
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)
+
1
Dk
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(f)
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and
A(2,t)(qj , qk) = g
(2)
f
∫
`1
∫
`2
 c(f)7
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+ {1↔ 2}
 . (E.11)
E.2 Known analytic results for H → γγ at two loops
In this appendix, we write the analytic results obtained from [118], for the top quark and
the charged scalar in the MS scheme. We first define
xf =
√
1− 4/rf − 1√
1− 4/rf + 1
(E.12)
where we recall rf = s12/M
2
f . We also write the auxiliary function
H1(x) = 9
10
ζ22 + 2ζ3H(0, x) + ζ2H(0, 0, x) +
1
4
H(0, 0, 0, 0, x) +
7
2
H(0, 1, 0, 0, x)
− 2H(0,−1, 0, 0, x) + 4H(0, 0,−1, 0, x)−H(0, 0, 1, 0, x) , (E.13)
where the standard harmonic polylogarithm notations [143] have been used. For the top
quark,
F (2,t)R (x) =
36x
(x− 1)2 −
4x(1− 14x+ x2)
(x− 1)4 ζ3 −
4x(1 + x)
(x− 1)3 H(0, x)−
8x(1 + 9x+ x2)
(x− 1)4 H(0, 0, x)
+
2x(3 + 25x− 7x2 + 3x3)
(x− 1)5 H(0, 0, 0, x)
+
4x(1 + 2x+ x2)
(x− 14)
(
ζ2H(0, x) + 4H(0,−1, 0, x)−H(0, 1, 0, x)
)
+
4x(5− 6x+ 5x2)
(x− 1)4 H(1, 0, 0, x)−
8x(1 + x+ x2 + x3)
(x− 1)5 H1(x)
−
(
12x
(x− 1)2 −
6x(1 + x)
(x− 1)3 H(0, x) +
6x(1 + 6x+ x2)
(x− 1)4 H(0, 0, x)
)
log
(
M2t
µ2UV
)
,
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whereas for the charged scalar,
F (2,φ)R (x) = −
14x
(x− 1)2 −
24x2
(x− 1)4 ζ3 +
x(3− 8x+ 3x2)
(x− 1)3(x+ 1) H(0, x) +
34x2
(x− 1)4H(0, 0, x)
− 8x
2
(x− 1)4
(
ζ2H(0, x) + 4H(0,−1, 0, x)−H(0, 1, 0, x) +H(1, 0, 0, x)
)
− 2x
2(5− 11x)
(x− 1)5 H(0, 0, 0, x) +
16x2(1 + x2)
(x− 1)5(x+ 1)H1(x)
+
(
6x2
(x− 1)3(x+ 1)H(0, x)−
6x2
(x− 1)4H(0, 0, x)−
3
4
F (1,φ)R (x)
)
log
(
M2φ
µ2UV
)
,
(E.15)
with
F (1,φ)R (x) =
4
rφ
(
1 +
2
rφ
H(0, 0, x)
)
. (E.16)
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