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RESUMO 
Os efeitos especiais estão presentes na maioria das exibições que a mídia oferece, como nos 
programas de televisão, filmes e jogos, mesmo que passe sem a observação de telespectador. A 
crescente demanda mundial em adotar novas tecnologias em diversas áreas, como na tecnologia 
da informação, e o alto nível das produções audiovisuais, tem levado ao desenvolvimento de 
técnicas e soluções avançadas, tornando possível criar grande parte das produções em 
audiovisual. Atualmente trabalha-se com o Matchmoving (casamento de movimento, não existe 
palavra equivalente em português), onde se desenvolve a técnica e a arte para alterar uma 
imagem, retirando ou acrescentando elementos a ela. Dentre as principais características estão 
o uso de câmeras digitais e soluções computacionais desenvolvidas especificamente para este 
fim.  Este estudo pretende trabalhar o processo técnico em Matchmoving sendo auxiliado pelos 
softwares Autodesk 3ds Max 2016 e o Autodesk Machmover 2016. Neste contexto será 
desenvolvido os fundamentos da calibração da câmera descobrindo sua matriz essencial e o 
motivo para o uso deste processo, sendo que o mesmo será aplicado na técnica descrita. O 
modelo a ser desenvolvido será a inserção de elementos 3d (Turbinas Eólicas Virtuais), em 
vídeo real de aproximadamente 10 segundos. 
 
Palavras-chave. Matchmoving. Calibração. Efeitos Especiais. Câmera. Vídeo. 
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INTRODUÇÃO 
O crescente avanço da tecnologia digital, associado ao desenvolvimento de novos algoritmos, 
tem permitido um número de aplicações cada vez maior. Domínios de conhecimento que 
envolvem a utilização de técnicas de processamento de imagens são usados para resolver 
problemas que incluem a medicina, biologia, automação industrial, sensoriamento remoto, e 
astronomia. 
Muitas vezes se faz necessário mudar o movimento de objetos, pessoas e até automóveis no 
meio de uma filmagem ou cena. Para tal existe um processo relativamente novo chamado 
Matchmoving, utilizado principalmente em processos de edição e filmagem que necessite de 
intervenção com suporte a perspectiva e visão em três dimensões.  
Segundo (Gomide 2015), Matchmoving é uma técnica e uma arte para alterar uma imagem, 
retirando ou acrescentando elementos a ela. A imagem de fotografia ou cinema, armazenada 
em uma película ou em um arquivo digital, contém o registro, em duas dimensões, do mundo 
real, tridimensional, para onde a câmera estava apontada. Essa imagem pode ser alterada com 
a introdução ou retirada de elementos no quadro registrado. Essa ação é feita com finalidades 
narrativas e/ou artísticas e muitas soluções têm sido inventadas desde o início da imagem em 
movimento. E isso precisa ser feito de forma imperceptível, para não perturbar a experiência da 
audiência. 
Segundo (Gomide 2015), a intervenção é feita diretamente no registro da imagem, tanto 
analogicamente quanto digitalmente. Para a imagem capturada em película, registrada pelo 
processo fotoquímico, a técnica da rotoscopia permite realizar a alteração, com o auxílio da 
impressora óptica. É um processo engenhoso, envolvendo pintura e artifícios ópticos, com um 
alto custo no orçamento e de tempo de trabalho. A rotoscopia demanda uma grande habilidade 
técnica e planejamento minucioso para a gravação da imagem. Talvez os exemplos mais 
conhecidos da aplicação da rotoscopia sejam os sabres de luz dos filme Guerra nas Estrelas, 
construídos em película.  
A forma em que a câmera captura a cena, resultado do seu posicionamento - em altura, ângulo 
e distância aos elementos enquadrados - e da lente utilizada, determina a maneira em que novos 
elementos podem ser inseridos, para que eles pareçam como se tivessem sido capturados no 
mesmo momento pela câmera.  O registro da imagem na forma digital trouxe um novo campo 
de possibilidades para alterar a composição final.  Duas estratégias diferentes são adotadas para 
inserir elementos na imagem. Na primeira, os pixels nas duas dimensões do frame são 
analisados quadro a quadro e o elemento é adicionado a partir das informações obtidas nesse 
rastreamento. Na segunda, é feita a reconstrução da tridimensionalidade da imagem, 
procurando uma réplica da câmera que capturou a cena, em programas de computação gráfica 
que permitam simular uma câmera, a chamada câmera sintética. Esse método é mais complexo, 
mas o resultado é mais preciso, permitindo uma integração do elemento inserido, como se ele 
tivesse sido gravado junto com o resto da imagem. Essa segunda estratégia é usada pelo 
matchmoving. 
Segundo Dobbert (2005), Matchmovers ocupam um lugar único no mundo dos efeitos visuais. 
Eles começam com imagens em 2D e depois transformam essa informação em cenas 3D. Mas 
antes que eles possam recriar a cena 3D, eles precisam reunir informações precisas a partir da 
imagem 2D. 
Segundo (Azevedo), a computação gráfica vista como ferramenta indicaria que temos um artista 
responsável pela arte gerada. Mesmo as imagens geradas a partir de equações podem ser 
consideradas arte, se essas equações forem fruto da criatividade e da capacidade do descobridor 
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que manifesta sua habilidade e originalidade inventiva. A matemática pode parecer um monte 
de números aglomerados em equações que se destinam apenas à construção de objetos 
concretos, mas isso não é verdade. Segundo Steve Hawking em seu livro The Large Scale 
Structure of Space-Time, “a matemática é a linguagem do homem com a natureza” e é 
exatamente aí que entram os computadores. A habilidade de simular a natureza em 
computadores tem sido objeto de atenção e curiosidade de toda a comunidade científica. 
Quando a imagem real não é suficiente ou mesmo inviável, a imagem sintética toma o seu lugar. 
Por exemplo, podemos corrigir imperfeições causadas por ruídos, falta de luz ou distorções nas 
imagens transmitidas por satélites, visualizar uma nuvem radioativa ou enxergar o que ocorre 
no interior dos profundos poços de petróleo. A imagem sintética pode mesmo transformar 
qualquer imagem em dados, como os sinais de radar ou calor dos corpos no interior de um 
prédio. Esse tipo de “visão” só pode ser realizada com o auxílio da computação gráfica 
 
 
PROBLEMA DE PESQUISA  
 
Quais processos de calibração de uma câmera podem aprimorar o casamento de movimento 
(matchmoving) em tempo real?  
 
ADERÊNCIA COM O MESTRADO PROFISSOINAL EM 
SISTEMAS DE INFORMAÇÃO E GESTÃO DO CONHECIMENTO 
O processo de casamento de movimento (matchmoving) envolve a recuperação de informação 
de uma sequência de imagens bidimensionais em movimento (vídeo) e a reconstrução da cena 
tridimensional capturada, em um ambiente virtual criado computacionalmente. Nessa técnica, 
a câmera real, que capturou a cena original, é substituída por uma câmera sintética, criada em 
aplicações de Computação Gráfica. Posteriormente, elementos construídos nesse ambiente 
virtual podem ser integrados na sequência de imagens original. 
O aprimoramento do método de matchmoving, com o uso mais eficiente dos algoritmos e de 
técnicas de recuperação de informações, permite que o processo seja atualmente realizado em 
tempo real, em algumas aplicações que utilizam o estado da arte desse método. Para isso, uma 
câmera deve ser calibrada com alta acurácia e precisão, isto é, os parâmetros da câmera são 
determinados, e um sistema de informação robusto deve ser construído para permitir o 
casamento de movimento de elementos virtuais, introduzidos na sequência de imagens original, 
permitindo um resultado final que os olhos não percebem que foram gerados sinteticamente. 
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JUSTIFICATIVA  
O interesse em desenvolver novas soluções tecnológicas na área de computação gráfica 
tridimensional, especificamente em animações e vídeos, mostrou-se ser um grande potencial, 
podendo ser direcionado para profissionais inseridos na área de Computação Gráfica. A 
capacidade humana para realizar o processamento, captação e interpretação de grandes volumes 
de dados de natureza visual motiva o desenvolvimento de técnicas e dispositivos cada vez mais 
avançados. A utilização de sistemas que reproduzam imagens e animações tridimensionais 
fotorrealisticas para representação e gerenciamento do espaço é cada vez mais intensa com as 
novas tecnologias que surgem diariamente. 
O desenvolvimento de soluções que reproduzam as capacidades dos sistema visual humano e 
que sejam capazes de reagir a estímulos visuais de forma adequada à área específica ainda é um 
grande desafio. Uma das tarefas mais importantes em aplicações envolvendo um sistema de 
visão computacional é a análise ou a interpretação de imagens, onde objetivo principal é obter 
uma descrição que contenha informação suficiente para distinguir entre as diferenças dos 
objetos de interesse, de forma confiável. 
Uma das ações desenvolvidas com as imagens 3D é o processamento digital, que consiste em 
um conjunto de técnicas para capturar, representar e transformar imagens com o auxílio do 
computador. O emprego dessas técnicas permite processar as informações das imagens e 
melhorar a qualidade visual de certos aspectos estruturais, facilitando a percepção humana e a 
interpretação automática por meio de computadores e máquinas. No mesmo sentido a visão 
computacional procura auxiliar a resolução de problemas altamente complexos, buscando 
imitar a cognição e percepção humana.  
A computação gráfica está avançando para um novo cenário, com muitas aplicações, algumas 
delas ainda desconhecidas. Essa realidade que está ao redor do homem a impulsiona para o 
surgimento de diversas aplicações em três dimensões. Manssour afirma que a Computação 
Gráfica é uma Ciência da Computação que se dedica ao estudo e ao desenvolvimento de 
técnicas e algoritmos para a geração, manipulação e análise de imagens pelo computador. 
Atualmente, está presente em quase todas as áreas do conhecimento humano, desde o projeto 
de um novo modelo de automóvel até o desenvolvimento de ferramentas de entretenimento. 
Existem algumas aplicações que estão mais claras no momento atual, dentre eles estão os 
mercados em realidade virtual, e as apresentações de projetos para arquitetura. Mas também 
acontecem nas comunidades científicas, em que os ambientes tridimensionais poderão mudar 
os sistemas operacionais. No Brasil, alguns projetos já estão em desenvolvimento, pois 
praticamente a mão de obra especializada ainda é baixa ou inexistente principalmente 
relacionado a área da técnica do Mathmoving. Dentre suas muitas vantagens, esta tecnologia 
oferece um avanço novo aos desenvolvedores e artistas, abrindo novas perspectivas, oferecendo 
ferramentas para um novo tipo de projeto. 
Tomando por base o conceito de implementação da tecnologia, Azevedo (2007) considera que 
a área médica encontra na computação gráfica uma poderosa aliada. É possível simular o corpo 
humano e obter conclusões a partir disso. Utilizando uma combinação de dados, como os de 
ressonância magnética, ultra-som, ou tomográficos, é possível reconstituir tridimensionalmente 
qualquer parte do corpo, focalizando seus elementos e possíveis doenças ou distúrbios. A 
tecnologia aplicada para Pattanaik (2015), é um campo interdisciplinar, onde os cientistas da 
computação, matemáticos, físicos, engenheiros, artistas e profissionais se reúnem com o 
objetivo comum de abrir uma janela para mundo.  
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Deste modo, destaca-se no presente estudo a técnica do Matchmoving que consiste em alterar 
uma imagem utilizando de artifícios computacionais. No momento atual existem diversos 
softwares específicos para se trabalhar na área, programas de gráficos 2D como o Photoshop, 
modelagem e edição sendo o 3ds Max e Bonjour e o MatLab para programação. 
 
OBJETIVO GERAL  
 
Desenvolver de forma qualitativa o processo da técnica Matchmoving, introduzir o processo de 
calibração de uma câmera mostrando sua necessidade no modelo Matchmoving, junto com suas 
funcionalidades e aplicações. 
OBJETIVOS ESPECÍFICOS  
 
1. Utilizar bibliografia para mostrar o processo do Matchmoving e da calibração de 
câmera; 
2. Desenvolver uma aplicação em vídeo com tempo de 10 segundos, onde será modelado 
três turbinas eólicas em 3D para ser inserido no matchmoving; 
3. Mostrar os resultados alcançados; 
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FUNDAMENTAÇÃO TEÓRICA 
 
1 - CÂMERA REAL E IMAGEM 
 
No processo do matchmoving trabalha-se com as câmeras, onde as mesmas são alocadas 
diretamente com a produção desta técnica. São com elas que serão feitas as capturas das 
imagens reais dos cenários a serem trabalhados. Neste primeiro capítulo o trabalho 
exemplificará os tipos de câmera e como elas funcionam. Estas câmeras são aparelhos capazes 
de projetar e registrar as imagens, mostrando a percepção dos movimentos. Para Dobbert 
(2005), as câmeras para filmes são projetadas para gravar imagens em movimento. No centro 
deste processo existe uma lente que focaliza a luz em algum tipo de mídia de gravação, tais 
como filme. O mesmo começa inicialmente numa bobina, conhecido como um rolo de 
alimentação que fica dentro da cabine com a prova de luz. O filme sai da bobina de alimentação, 
e segue o seu caminho através de vários fusos. É constituído por duas partes: a placa de pressão 
(na parte de trás) e a placa de abertura (no lado mais próximo da lente). A placa tem uma 
abertura chamada de abertura do filme, e é por essa abertura que a luz da lente expõe a película. 
Depois uma pequena garra segura as sprocketholes (chamadas perfurações) sobre as bordas do 
filme e puxa o mesmo, sendo um fotograma de cada vez, na parte de baixo. Quando um quadro 
é puxado para baixo em alinhamento com a abertura, onde ficará pronto para ser exposto à luz 
a partir da lente. Em frente da abertura fica o obturador. É geralmente composta de duas peças 
semicircular que podem mudar de ângulo relativamente uma à outra. 
Dobbert (2005), explica que o filme que está exposto, e sai através do outro lado da abertura 
onde é  retomado na bobina de recepção, o qual é normalmente alojado no mesmo cartucho 
tendo à luz como o rolo de alimentação. Este processo é repetido rapidamente e em sincronia 
perfeita para capturar as imagens em uma taxa constante. Quando as imagens são reproduzidas 
com a mesma taxa, passam a se tornar em um movimento de gravação da cena. A maioria dos 
registros das câmeras com filme são feitos com 24 quadros por segundo, embora elas muitas 
vezes possam gravar em várias outras velocidades muito bem. As câmeras de vídeo geralmente 
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capturam de 30 ou 25 quadros por segundo, dependendo do formato. As câmeras filmadoras 
gravam em velocidades diferentes, por muitas razões. Câmeras são por vezes dobradas para 
taxas de quadros superiores; quando reproduzido com taxas de quadro normal, a imagens 
aparecem mais lentas.  
 
Apesar de seu papel 
central na tomada de 
filmagens, as 
câmeras ainda são 
um mistério para 
muitos artistas de 
efeitos visuais. 
Alguns componentes 
básicos de uma 
câmera e como eles 
funcionam. 
Comprimento focal 
 
Este contexto fará a relação direta de como ficará a qualidade da captura das imagens pela 
câmera, pois o comprimento focal consiste no recurso da lente das câmeras onde foca a distância 
entre o centro da lente e o filme, sendo muito importante para a imagem finalizada. Quanto 
mais largo for o comprimento focal, maior será a sensação de perspectiva e profundidade. 
Segundo Dobbert (2005), um comprimento focal maior produz imagens que exibem um olhar 
mais plano com um sentido menos óbvio da profundidade da cena e menos visibilidade da 
imagem. Lentes extremamente longas são referidas como lentes de telefoto, e lentes 
extremamente largas são chamados de lentes grande angular. Esta abertura é uma habilidade 
útil para a capacidade de se fazer uma boa estimativa sobre a distância focal utilizada para tirar 
uma foto. De um modo geral, no entanto, as lentes são de aproximadamente 24 milímetros de 
largura ou menos e as lentes longas são cerca de 50 mm ou superior 
Figura 2. Lentes Wider produzem uma perspectiva mais pronunciada e sensação de profundidade, enquanto as 
lentes mais longas tendem a achatar tudo para fora. 
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Foco 
 
No momento da captura de uma composição com câmeras é importante proceder corretamente 
o foco, pois não significa apenas tornar os objetos mais ou menos visíveis. Estes elementos 
dependerão das capacidades dos equipamentos, principalmente das lentes. Além de reunir a luz 
e controlar a quantidade de luz que entra na câmera, para Dobbert (2005), quando uma imagem 
está em foco, significa que a lente dobra a luz de tal forma que os raios de luz convergem 
exatamente no plano do filme. Se a luz a partir de um objeto converge na frente ou atrás do 
plano do filme, o objeto ficará desfocado e fora de foco. Pois a luz dos objetos mais próximos 
entram na lente em ângulos diferentes do que a luz de objetos distantes, é possível ter alguns 
objetos em foco, enquanto outros estão fora de foco. Muitas vezes, o operador pode mudar o 
foco de um objeto para outro no meio de um set, o que é chamado um foco cremalheira. Imagens 
borradas podem afetar e dificultar o set. 
 
Lentes 
 
No referido trabalho citou-se alguns elementos importantes para uma boa captura, não menos 
importantes estão as lentes onde segundo Dobbert (2005), é uma peça surpreendentemente 
complicada do equipamento, onde é fabricada para obter incríveis níveis de precisão. A lente 
da câmera geralmente contém múltiplas lentes no interior do corpo da mesma. Cada uma com 
um propósito um pouco diferente. Alguns são elementos de focagem primárias, destinadas a 
focar a luz com precisão sobre o plano do filme, e outros elementos auxiliares para compensar 
as imperfeições como distorção e aberrações cromáticas nos elementos primários. Muitas vezes, 
estes elementos são revestidos com alguns filmes finos que fazem a refração da luz do filtro ou 
de um modo específico que é benéfico para a qualidade global da imagem. 
Estas lentes trabalham com uma abertura de luminosidade, estas aberturas dependem do seu 
diâmetro e da distância focal. Existe uma variação destas grandezas relacionadas de maneira 
inversa uma da outra, a lente fica mais luminosa quando o seu diâmetro for maior e quanto 
menor for a luminosidade significa que ela tem uma maior distância focal. 
Além destes elementos, segundo Dobbert (2005), a lente também contém a íris ou diafragma, 
que controla a quantidade de luz que está ficando para o filme. A íris é composta de placas 
Figura 3. Componentes da lente. 
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interligadas que pode deslizar umas sobre as outras para tornar a abertura maior ou menor, 
ajustando assim a quantidade de luz que se quer obter da película.  
O autor Rickitt (2007), também define as lentes é o componente mais importante de uma 
câmera. O objetivo da lente é recolher todas as ondas de luz que emanam a partir de um único 
ponto sobre o objeto e para fazê-las convergir para um ponto único sobre o filme. Diferentes 
light-waves coloridas não se concentram no mesmo ponto e se canalizam através de um único 
elemento de lente, no entanto, para vários elementos de lente com propriedades diferentes são 
combinados para assegurar que a imagem esteja focada corretamente sobre a película. Estes 
elementos de vidro estão dispostos em um corpo da lente, que quando ligado, move os 
elementos em direção ou para longe da película, permitindo que a imagem possa ser focado 
corretamente. O corpo da lente também contém um diafragma ajustável, ou a abertura, que pode 
ser aberto e fechado para controlar a quantidade de luz que atinge o filme.  
 
Lente tipo olho de peixe (fisheye) 
 
 
Existem algumas variações nos tipos de lentes para trabalhar com produções audiovisuais. 
Neste contexto trabalha-se em alguns casos com a olho de peixe, este tipo de lente é uma 
variante das lentes grandes angulares, pois as mesmas possuem um campo maior de visão, 
caracterizam pela curvatura mais acentuada resultando em efeitos mais incomum nas bordas 
das composições. Do tipo angular mostram resultados nas imagens do tipo esféricas e com 
distorção, criando a impressão de grande profundidade, alcançam ângulos de visão amplos com 
linhas retas em perspectiva e mapeamento diferenciado, onde oferecem aparência não retilíneo. 
O Ângulo de visão desta lente varia entre 100 e 180 graus. Este tipo de lente tem o custo mais 
elevado muito utilizado para executar trabalhos na área de investigação científica. 
 
 
Figura 4. – Lente Fisheye.                                                         Figura 5. – Imagem com uma lente Fisheye 
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Câmeras digitais 
 
Para Dobbert (2005), as câmeras digitais não usam filme e, portanto, não tem um portão filme. 
Elas usam um pequeno chip chamado de dispositivo de carga acoplada (CCD) para gravara luz 
que vem através da lente. Em muitos aspectos, um CCD é idêntico ao conceito de filme, exceto 
que ela grava a luz recebida como um sinal elétrico. O CCD ainda se insere no interior da 
câmara por trás da lente, e a luz da lente é focada sobre ele. Num filme câmara, a abertura de 
filme define a forma da imagem, enquanto que em um CCD, a forma do próprio (ou uma região 
de captura de pré - definido) CCD define a forma da imagem. 
Outro aspecto importante de um CCD que é diferente do filme é o seu homólogo ao seu 
tamanho. Os avanços na tecnologia melhorou tanto que CCDs foram encolhidos para tamanhos 
muito menor do que um quadro de filme 35mm. 
 
 
 
Figuras 6 e 7. Câmera e filmadora digital – Nikon e Sony 
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Figura 8. Uma vez que um CCD é significativamente menor do que 35mm , uma distância focal mais curta 
deve ser utilizado para projetar a imagem no plano do filme. 
 
 
 
 
Câmera sintética e câmera match 
 
Segundo Dremba (2001), esta tecnologia muitas vezes são utilizadas em computação gráfica 
pois são úteis para visualizar o modelo geométrico de uma maneira específica, que imita a 
imagem capturada por um meio físico ou ainda com uma câmera de cinema. Enquanto as 
equações que descrevem o caminho exato de luz através da lente para o filme e para câmaras 
físicas ainda é complexo, onde pode ser simplificado para um conjunto de equações que 
funcionam bem. Ao criar imagens fotorrealistas, metade do problema está em reproduzir 
corretamente as propriedades da câmera, como campo de visão, profundidade de campo, 
exposição, imagem relação de aspecto; a outra metade é para reproduzir corretamente a física 
da luz sobre os materiais que compõem os objetos na cena. O OpenGL e o Direct3D oferecem 
algum apoio para implementar essas duas tarefas. O básico, como a determinação das 
características da lente, a posição da câmera, e sua orientação. 
Existem três fases principais da geração do resultado, ou imagem. Estas três fases podem ser 
identificadas como,  
Geração dos dados; 
Armazenamento de dados; 
Exibição dos dados; 
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A imagem é processada em um plano de imagem ou plano de projeção (normalmente na frente 
da câmera). Projetores emanam do centro da projeção (COP) no centro a lente. A imagem de 
um ponto objeto P está na intersecção do projetor por P e o plano de imagem. 
 
O conceito que implementa as ideias 
acima é chamado de modelo sintético 
da câmera, e é fundamental na 
maioria dos sistemas gráficos de hoje, 
especialmente no caso de gráficos 
tridimensionais. Os principais 
componentes do modelo de câmera 
sintética são generalizações dos 
componentes do exemplo anterior: 
 
 
 
Figura 9. Exemplo de aplicação com Câmera sintética 
 
Modelagem: 
A modelagem refere-se a um processo pelo qual uma representação interna de um mundo 
imaginário é construído na memória do computador. O modelador pode ser um programa de 
aplicação, ou um usuário que desenvolve o modelo através da comunicação com um pacote de 
software apropriado. Em ambos os casos, o modelo é definido por um número finito de 
aplicações de primitivas selecionados a partir de conjuntos finitos. 
Figura 10. Modelagem 3d no software 3ds max 2015. 
 
 
Representação do mundo virtual: 
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O que o usuário pretende desenvolver durante a fase de modelagem, para art1, pode ser 
modificado por ele, ou pode ser analisado por outros programas capazes de ler e interpretar. A 
fim de permitir a fácil modificação e análise por diferentes métodos, o modelo tem que 
representar todos os dados relevantes armazenados em suas dimensões naturais. Por exemplo, 
num programa de arquitetura, a altura de uma casa tem que ser representada em metros, e não  
Figura 11. Virtual Ilusion 
pelo número de pixels, que seria o comprimento da imagem da casa na tela. Este recurso se 
utiliza de métricas naturais para representar os dados e é conhecida como a aplicação de sistema 
de coordenadas global. Não significa necessariamente que todos objetos são definidos no 
mesmo sistema de coordenadas. Por vezes, é mais conveniente determinar um objeto separado,  
buscando nos locais do sistema, adequando à sua geometria de coordenadas. Uma 
transformação, associada com cada objeto deriva de sua posição relativa e orientação, é então 
utilizado para organizar os objetos em um mundo global comum no sistema de coordenadas 
 
Síntese de imagem: 
 
Segundo (universidade do porto 2003), a síntese de imagem (do inglês rendering) consiste na 
criação de imagens com elevado grau de realismo a partir da descrição dos objetos nela contidos 
(geometria e interação com a luz), fontes de luz e posicionamento do observador. É um tipo 
especial de análise do modelo interno, quando uma foto é tirada do modelo por uma câmera 
com software, a posição e direção da câmera são determinados pelo usuário, e a imagem gerada 
dessa forma é exibida na tela do computador, segundo art 1. O utilizador está no controle dos 
parâmetros da câmera, fontes de luz e outros objetos. O objetivo final da síntese de imagem é 
o de proporcionar o ilusão de ver os objetos reais para o usuário do sistema de computador. 
Assim, a sensação de cor de um observador observando a imagem artificial gerada pelo sistema 
de gráficos sobre o modelo interno de um mundo virtual deve ser aproximadamente equivalente 
à percepção de cores que se obteria no mundo real. A percepção de cores de seres humanos 
depende da forma e as propriedades ópticas do objetos, sobre a iluminação, sobre as 
propriedades e funcionamento do olho, estes devem ser entendidos. Para modelar este complexo 
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fenômeno tanto o de estrutura física - matemática da interação luz – objeto, o funcionamento 
do olho deve ser entendido. Telas de computador podem produzir ondas eletromagnéticas 
controláveis, ou de cor clara para seus observadores. O cálculo e controle da distribuição de luz 
são as tarefas básicas da síntese de imagem que utiliza um modelo interno de objetos com suas 
propriedades ópticas e implementa as leis da física e matemática para simular fenômenos 
ópticos do mundo real para uma determinada precisão. A simulação exata da luz percebida pelo 
olho é impossível, uma vez que exigiria um processo computacional sem fim, e as distribuições 
possíveis que podem ser produzidos pelo computador nas telas são limitados em contraste com 
a variedade infinita de distribuições de luz do mundo real. No entanto, a cor e a percepção pode 
ser aproximada, ao em vez de ter uma forma completamente precisa de simulação. A precisão 
dessa aproximação é determinada pela capacidade do olho para fazer a distinção entre dois 
pontos de distribuição de luz. A precisão dessa aproximação é determinada pela capacidade do 
olho em fazer a distinção entre dois pontos de distribuição de luz. Há fenômenos ópticos para 
que o olho seja extremamente sensível, enquanto outros são mal medido por ela. (Na verdade, 
a estrutura do olho humano é um resultado de um longo processo evolutivo que teve como 
objetivo aumentar a chance de sobrevivência de nossos ancestrais no duro ambiente dos tempos 
pré históricos. Assim, o olho tornou-se sensitivo a esses fenômenos que eram essenciais a partir 
desse ponto de vista. Assim, a síntese de imagem deve modelar com precisão os fenômenos que 
são relevantes, mas ele pode fazer simplificações com significados em simular esses recursos 
para que o olho não fique muito sensível. 
 
 
 
Figura 12. Composição de imagem fotorrealista do software 3ds max 2015. 
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Câmera match 
 
Segundo Worley (2010), combinando renderizações fotorrealísticas com imagens do mundo 
real pode-se produzir efeitos extremamente realistas. Este tipo de photoreal de composição 3D 
é muito mais comum a partir do 3D na TV e especialmente em filmes. É muito difícil para 
incorporar perfeitamente uma renderização em uma imagem real fotografada. Existe a 
preocupação com a iluminação de harmonização, sombreamento, (Os softwares resolvem o 
problema de correspondência de iluminação do mundo real, sombreamento e posição). As vezes 
corresponder a posição é fácil; é simples de colocar um avião em uma imagem de um céu 
nebuloso, uma vez que quase qualquer posição e ângulo vai ficar bem. É muito mais difícil para 
tirar uma fotografia da sua casa de um andar e usar o software para adicionar uma segunda 
história falsa, com torres de arma gigantes por exemplo.  
A técnica da Câmera Match torna-se difícil em situações em que qualquer pequeno erro na 
posição ou ângulo é fácil de notar. Se você mover o avião em cinco pixels, ele ainda se parece 
com um avião em nuvens. Se você mover a sua casa na nova história cinco pixels para cima, 
você vê apenas uma fotografia mal manipulada com um problema óbvio. Muitas vezes, um erro 
de posição de apenas um único pixel vai estragar o efeito. 
Na tentativa em tentar igualar a posição de seus objetos em determinado software à mão, 
precisa-se usar bons testes de julgamento e de renderização frequente para garantir que o seu 
posicionamento esteja correto. A maioria das configurações de alinhamento de imagem são 
enganosamente difícil. É fácil para alinhar uma parte do seu objeto com sua imagem de fundo, 
mas é mais difícil para alinhar dois pontos simultaneamente.  
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Figura 13. Aplicação da câmera match em um ambiente real. 
 
Utilizando a Câmera Match 
A ideia da câmera match é conseguir medir os pontos e locais de representação do projeto a ser 
desenvolvido. Uma maneira correta em se fazer isso está no processo de deixar os pontos em 
locais fáceis de identificar, onde os mesmos possam ser vistos na imagem. Para Worley (2010), 
se o profissional tem uma fotografia e um modelo em 3d de um carro, pode-se escolher pontos 
característicos como o centro de cada farol, os cantos de cada janela, o ponto exterior do espelho 
retrovisor do lado, no canto frontal do capô, e o centro da maçaneta da porta. Pode-se escolher 
vários pontos-metragens. A Câmera Match sempre faz um trabalho melhor quando se usa mais 
pontos. Os pontos característicos devem ser de fácil identificação em sua imagem para que se 
possa determinar a sua posição com precisão. O centro de uma porta inexpressivo é uma má 
escolha, porque não há nenhum detalhe em sua imagem para mostrar exatamente onde o ponto 
está exatamente. Corners, arestas e articulações são geralmente as melhores escolhas, porque é 
fácil de localizar a sua localização exata de pixels na imagem. Também se faz necessário 
identificar os mesmos locais, em 3D, em sua cena. Muitas vezes terá que precisar tomar medidas 
cuidadosas no objeto a ser trabalhado, a fim de localizar os pontos em 3D com precisão. Às 
vezes, essa etapa de medição é fácil, especialmente se tiver plantas do objeto. 
Geralmente é mais difícil a medição um objeto complexo ou orgânico, por isso exige um maior 
cuidado, e usar mais pontos para compensar. A fita métrica e um bloco de notas são de valor 
inestimável para a medição. Em seguida, encontra-se a localização exata de cada um dos pontos 
característicos na imagem pixel. Pode-se pode fazer isso com uma ferramenta como o 
Photoshop utilizando o zoom na imagem e utilizando a leitura de posição do cursor. Também 
pode fazer a mesma coisa usando LightWave usando sua fotografia como imagem de fundo, e 
usando QV de Zoom e cursor de exibição local. Cada ponto de função pode ser marcado para 
o plugin encontrá-lo. A maneira mais fácil de fazer isso é com objetos nulos. Adicionar um para 
cada um de seus pontos característicos. É uma boa ideia para nomeá-los de forma descritiva, 
como "Top Janela Da Esquina" ou "maçaneta", já que é confuso para ter dezenas de pontos de 
nome semelhante ao "nulo". Se o objeto é móvel, como um carro, você tem o pai dos nulos para 
o objeto e poderá movê-los em suas posições 3D apropriadas. Se foi medição no objeto, então 
é fácil utilizar o controle de posição numérica do software para especificar a localização exata 
de cada nulo. Se o projeto não apresenta as devidas medições, será necessário usar o seu 
julgamento para colocá-los, movendo-se cada nulo para o local adequado no modelo. (Isto é 
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muito mais fácil e preciso com um bom modelo). Sem as medições, se faz o uso de mais pontos 
de recurso para obter um bom ajuste. 
 
2 - MATCHMOVING 
 
O processo de seguimento 2D 
 
Segundo Dobbert (2005), Matchmovers ocupam um lugar único no mundo dos efeitos visuais. 
Eles começam com imagens em 2D e depois transformam essa informação em cenas 3D. Mas 
antes que eles possam recriar a cena 3D, eles precisam reunir informações precisas a partir da 
imagem 2D. 
É impraticável (pelo menos com velocidades de computador de hoje) para aplicar as técnicas 
complexas envolvidas na fotogrametria para cada pixel numa imagem. Em caso de necessidade, 
precisamos de uma maneira de deixar o matchmoving no software sabendo o que está 
acontecendo na cena, sem travar os cálculos com muita informação. É aí que vem o 
rastreamento 2D. O Rastreamento 2D permite que os trabalhos com matchmoving, identifiquem 
e sigam as características importantes na imagem, como a mostrada na Figura 13. 
Figura 14. A pista 2D é nada mais do que um marcador para a posição de uma característica importante na imagem. 
Nesta imagem, a pista foi colocado no canto inferior direito do sinal. 
Este processo é semelhante ao utilizado para acompanhamento 2D em composição ou 
rotoscopia. A principal diferença é que o matchmoving utiliza o rastreamento para ajudar a 
determinar o espaço 3D da cena. A seleção de um recurso em uma imagem estática é fácil, mas 
quando você está lidando com um sequência de imagens, você deve seguir o recurso como ele 
se move ao redor da tela. Na maioria programas de matchmoving, o usuário coloca a faixa 2D 
em recurso de um quadro e instrui o programa matchmoving para seguir o recurso ao longo do 
resto dasequência. O programa começa com o quadro onde o usuário colocou uma faixa e, em 
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seguida, varre o próximo quadro para determinar onde o recurso pode ter ido. Uma vez que 
encontra o recurso, o programa procura o próximo quadro e assim por diante. 
 
 
A Anatomia de um caminho em 2D 
 
Para Dobbert (2005), a pista 2D identifica uma posição sobre a imagem com X e Y em 
coordenadas. Esta localização é normalmente expressa em pixels. Por exemplo, se eu colocar 
uma faixa no canto inferior da tela e inscrever na minha imagem, a faixa teria uma posição de 
543 no eixo X e em Y 665 (Figura 26). Geralmente, X os valores são medidos a partir do lado 
esquerdo da imagem e Y valores são medidos a partir do topo. É claro, os valores na figura 
mostram fraccionada em pixels. 
 
Figura 15. 
Faixas 2D representam a posição sobre a imagem. 
Elas são expressas no painel de propriedade dos 
pixels. Estas em 2D mostram trilha em que a posição 
da faixa é 543 pixels a partir do lado esquerdo da 
imagem e 
665 pixels a partir do topo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A pista tem três componentes: o ponto central, a área de teste padrão, e a busca de área. O ponto 
central é geralmente uma pequena cruz no centro do rastreador e representa o centro exato do 
padrão que você está monitorando. A área do padrão e de busca aparecem na tela como um 
quadrado aninhado dentro de outro (Figura 27). O interior praça é o padrão que o software irá 
procurar. A praça exterior é a busca de área e é representa na região do próximo quadro em que 
o software irá procurar. 
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Figura 16. A trilha é composta de três partes principais: O ponto central (a mira no centro da pista), a área do 
padrão (quadrado interno), e a área de busca (quadrado externo). Durante rastreamento 2D, o programa procura o 
padrão na próxima moldura em uma área tão grande quanto a área de pesquisa. 
 
Durante rastreamento, o usuário coloca uma faixa em um recurso e, em seguida, permite que o 
software acompanhe o processo. O software analisa a parte da imagem dentro da área padrão e 
começa a procurar por um padrão semelhante nos quadros subsequentes. Se o padrão de 
mudanças for muito significativo (por exemplo, torna-se mais brilhante, de repente, ou a 
funcionalidade de movimentos atrás de outro objeto), ele pode parar o acompanhamento ou 
saltar para outro recurso. Se o padrão se move para além da área de pesquisa, o rastreador irá 
igualmente parar. Sempre que se olha para uma sequência de imagens, nós imediatamente 
reconhecemos as características de uma cena. Por exemplo, podemos ver o edifício hidrante 
marrom na frente do céu azul. Mas o software matchmoving só vê um monte de pixels. Ao 
colocar faixas na sequência de imagens, ajudamos o programa identificar características 
importantes na imagem. Mas até mesmo o melhores trackers 2D irá ocasionalmente falhar. 
Nessas situações, precisamos ajudar o rastreamento juntamente com keyframing. 
Faixas 2D podem ser do tipo keyframed para orientar o software durante rastreamento, 
identificando onde o rastreador estará localizado durante quadros específicos. Para fazer isso, 
o utilizador vai para um quadro onde o rastreador foi parado ou escorregou da sua marca e se 
move da faixa para a sua posição apropriada. O programa então retrai os quadros entre os 
quadros-chave do usuário 
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Samples e o espaço 3d. 
 
Para Dobbert (2005), Pense nas faixas 2D como pontos de amostragem da cena que foi filmada. 
Você deveria controlar as coisas em várias profundidades, alturas e larguras, tanto quanto 
possível. Cada faixa que selecionar deve ajudar a dar uma imagem mais clara do ambiente, o 
software. 
Por exemplo, você não gostaria do grupo de todas as suas faixas no centro da imagem, porque 
o software só seria capaz de definir o espaço da área central da cena. Da mesma forma, não 
acompanham apenas os recursos em uma parede, ignorando o resto do cena. Isso resultaria em 
uma solução que funciona muito bem para a área perto da parede, mas não é tão preciso quando 
está mais perto da câmera. 
Uma boa alternativa para se manter na parte de trás é que você só será capaz de conhecer o 
espaço 3D de áreas em que você pode controlar. Todo o resto vai ser inferida a partir dessas 
faixas. Se você não colocar marcadores de rastreamento em uma área particular, o software não 
terá nenhuma maneira de reproduzir com precisão essa parte da cena 
 
Obtendo Faixas  
 
O 2D com rastreamento para o matchmoving mais significativo é a precisão, segundo Dobbert 
(2005). E como tal, as faixas que você escolher deverá ser o mais preciso possível. Os recursos 
que você terá para a pista irá variar de acordo com o que foi furado. Em largura, furos ao ar 
livre ou interiores altamente detalhadas, você pode controlar praticamente qualquer coisa no 
furo, a partir de arbustos e linhas na estrada para móveis e caixilhos de janelas. Acompanhe os 
cantos de objetos sempre que possível. Cantos de objetos quadrados são as melhores 
características para acompanhar, porque a maioria das pistas 2D podem facilmente mantê-las. 
Eles são também menos susceptível em causar pista de derrapagem quando a câmera se move. 
Evite seguir bordas. É muitas vezes a tentação de seguir a borda de um objeto, como uma longa 
parede de um edifício. Mas é preciso evitar isso. A razão é que o rastreador está olhando apenas 
para o padrão dentro da área do teste padrão, e ao longo de uma borda, o padrão seria quase 
idêntico ao longo do comprimento da aresta. Isso faz com que a faixa deslize para cima e para 
baixo a borda durante rastreamento. É preciso também ter cuidado com os marcadores ou 
recursos circulares. Pequenas características dos pontos para tentar fazer excelentes marcadores 
de rastreamento, mas grandes características circulares pode significar problemas. Não há 
cantos em um círculo, de modo que a pista será potencialmente menos precisas. Além disso, se 
a câmera muda o ângulo muito, o círculo se torna mais na forma oval, que por sua vez apresenta 
imprecisões. Alguns programas matchmoving têm um recurso para o rastreamento 2D chamado 
de centralização simétrica, que examina a área circular e centraliza e acompanha através dele, 
mesmo que se torne forma oval. Se o software que você está usando não tem esse recurso, você 
deve controlar essas faixas para se certificar que não está deslizando. 
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Figura 17. Ao rastrear uma borda em vez de um canto, o padrão parece quase idêntico ao programa. O 
matchmoving faz com que o caminho certo deslize para cima e para baixo da borda como a trilha prossegue através 
dos quadros. 
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Ferramentas 
 
Boujou 
Para the pixelart (2009), um dos mais populares softwares trackers de câmera 3D, é o Boujou 
2D e 3D que é um produto da Emmy Award-winning. Ele também tem um editor de gráfico 
totalmente funcional, com bloqueio das peças corretas e ajusta os dados da câmera. Referência 
de Frames o que lhe permite importar imagens de referência para ajudar a resolver, e há também 
o alvo rastreador que pode especificar um padrão em um único frame, bem como 
acompanhamento de vários padrões simultaneamente. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 18. Software de edição e traker 3D Boujou. 
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Syntheyes 
 
Segundo The Pixelart (2009), com uma única licença de Syntheyes Andersson Technologies 
(várias versões - 32-bit, 64-bit, e Mac ), provavelmente não oferece tantas opções como Boujou, 
mas é mais direcionado para o freelancer e as pequenas lojas ou comunidade de negócios. Um 
processo impressionante é que se pode baixar uma versão de teste para certificar-se de que este 
é o matchmoving certo para aplicações diversas. 
 
Figura 19. Software de edição e traker 3D Syntheyes. 
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Voodoo Camera Tracker 
 
Segundo The Pixelart (2009), é um software de monitoramento de câmera absolutamente e 
totalmente gratuito. Embora livre também vem os inconvenientes, tais como não exportar para 
Modo, Cinema4D, ou quaisquer pacotes de composição, mas ele faz exportação para o Maya, 
3D Max, Lightwave, Blender e Softimage. O rastreamento 2.5D movimento pode não ser uma 
técnica interessante como matchmoving é, mas saber como usá-lo em um fluxo de trabalho é 
uma parte essencial do conjunto de ferramentas de um software gráfico de movimento e efeitos 
visuais. 
Figura 20. Software de edição e traker 3D Voodoo Camera Tracker. 
. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 29 
 
Autodesk Inferno  
 
Segundo Autodesk (2009), é um conjunto de ferramentas intuitivo e criativo para explorar o 
potencial de uma cena ou tomada. O Autodesk Inferno oferece aos artistas um ambiente de 
composição de imagens 3D 100% interativo, e as principais ferramentas do mercado para vídeo, 
cinema digital 2K e pós-produção de longas-metragens 4K.  
Figura 21. Software de edição e traker 3D Autodesk Inferno. 
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3 - ROTOSCOPIA 
 
Segundo Bratt (2011), em 1917, uma empresa de animação chamada Fleischer Studios situada 
em Nova York, teve um pedido de patente aprovado. A máquina recém lançada tinha sido usada 
por vários anos, com grande sucesso para criar o Fora da série Inkwell. Eles a chamaram de 
Rotoscopio. Com este dispositivo, a Fleischer Studios passou a produzir mais do que alguns 
desenhos animados e personagens notáveis . O mais significativo de suas criações foram Koko 
the Clown, Betty Boop e Popeye o marinheiro. Eles foram também responsáveis (em conjunto 
com a Famous Studios) pelas caricaturas do Superman, liberados no início dos anos 1940. 
A Rotoscopia consistia em uma câmera montada atrás de um balcão de animação, projetando 
filmagens em uma lousa de vidro. O animador traçava os quadros de ação ao vivo para o papel. 
Um sistema de polias permitia que o animador avançasse no filme, quadro a quadro.  
A inovação da rotoscopia foi a oportunidade para estudar o movimento humano dentro do meio 
das células de animação. Antes da invenção deste dispositivo, os animadores tomavam um certo 
cuidado ao acumular as referências para os trabalhos. Este material de referência, embora útil 
ainda tinham que ser criados a partir da memória do criador para o papel. Com a rotoscopia, 
um animador poderia simular a sutileza do movimento humano como ela foi tirada diretamente 
do seu objeto de animação. 
 
Imagem do aparelho criado por Max 
Fleischer que visava facilitar a 
utilização dessa técnica. 
 
 
 
 
 
 
Figura 22. Rotoscópio. 
A rotoscopia era um artifício engenhoso para se obter movimentos realistas no desenho, 
segundo Lucena (2007). Uma sequência de imagens reais pré-filmadas era projetada frame a 
frame (como um projetor de slides) numa chapa de vidro, permitindo que se decalcasse para o 
papel ou acetato a parte da imagem que se desejasse. Abriram-se novas oportunidades para 
efeitos especiais, amplitude de movimentos; mas também um mercado muito lucrativo: os 
filmes de instrução e educativos. Mecanismos técnicos complexos podiam ser facilmente 
explicados pelo uso de desenhos animados, e a rotoscopia ampliava este alcance. 
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Com esta técnica, os filmes que misturavam desenho animado com ações ao vivo ganharam 
impulso. Era fácil fazer um dançarino se transformar em personagem desenhado sem que se 
perdesse o ritmo, a sutileza e a sensação de solidez da imagem real. Os irmãos Fleischer, apesar 
da engenhosidade técnica, eram artistas talentosos. Conscientes do risco do naturalismo 
inexpressivo que a dependência severa da rotoscopia poderia implicar nas produções com 
expectativas artísticas ambiciosas, atuaram de maneira extremamente criteriosa na exploração 
do seu universo. Não deixaram de tirar vantagem econômica da aplicação da rotoscopia como 
simulação do movimento real em filmes técnico científicos, mas montaram seu próprio estúdio. 
Figura 23. Rotoscopia 
 
Segundo Chong (2008), a animação e o cinema têm uma preocupação com o realismo. Não se 
trata simplesmente de tornar algo realista em sentido material, mas de criar autenticidade, 
plausibilidade e suspensão da descrença. Em qualquer narrativa, o realismo não está preocupado 
apenas com a possibilidade da representação do fotorrealismo, mas também em manter os 
termos e as condições de mundo imaginários. 
A invenção de 1915 de Max Fleischer o rotoscópio recordava o “quadro” de Leon Battista 
Alberti, do século XV. Evoluções técnicas como essas sempre tiveram papel importante na 
comunicação do realismo em filmes. 
Projetando-se a ação filmada anteriormente, um quadro por vez, em uma tela, o movimento 
poderia ser traçado no acetato. O resultado é um movimento muito realista, independentemente 
do método do desenho. 
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Rotoscopia moderna 
 
Segundo Bratt (2011), os primórdios da VFX são importantes para os artistas entenderem a 
rotoscopia. Ideias e técnicas que foram estabelecidas no início, teriam influenciado a forma 
como a nossa indústria evoluiu e como interagimos com nossos meios de comunicação. Se fizer 
uma observação na máquina de Fleischer (incluindo a ideia dos animadores em fazer desenhos 
com quadros "chave") em câmera multiplano das animações da Disney, têm o início de efeitos 
visuais digitais. Todas estas inovações tornaram-se a base para os softwares dos 
desenvolvedores e artistas da indústria cinematográfica. A ideia de quadros-chave é usado em 
muitos aspectos dos programas de VFX: animação 3D, partículas de criação, composição, 
motion graphics, e rotoscopia. Todos estes programas se concentram em fazer dos principais 
quadros definidos pelo usuário a base para criação dos projetos. 
O fluxo de trabalho dos artistas da rotoscopia pré-digitais não se alterou significativamente. Os 
conceitos de base da roto ainda se aplicam assim como hoje. Os artistas são obrigados a criar 
bases utilizáveis e precisas no menor tempo possível. A diferença mais marcante entre a forma 
com que os artistas trabalharam, e da forma como eles trabalham agora é o conjunto de 
ferramentas de um artista da rotoscopia moderna. O Software rotoscopia digital transformou o 
trabalho de uma sala inteira cheia de pessoas, sendo feito em poucas semanas, um artista com 
uma estação de trabalho é capaz de completar a mesma tarefa em poucos dias. 
Figura 24. Ilha de edição. 
A Roto é uma ferramenta vital para a indústria de efeitos visuais. Matte’s Painting são 
necessárias para quase tudo hoje em dia. Se tratando de um VFX em filme ou uma comédia 
romântica independente, as chances são grandes da necessidade de um artista de rotoscopia 
fazendo parte do trabalho. 
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Definição dos termos 
 
Segundo Bratt (2011), os artistas da rotoscopia devem estar familiarizados com um conjunto de 
termos e definições. Esses termos não são apenas chave para entender rotoscopia, eles são 
necessários para o sucesso na indústria de VFX. 
Tais como: 
Comp. Curta para a composição. Este é um termo geral utilizado para descrever a área de 
trabalho de um artista digital. Isso inclui a linha do tempo, área de visualização, e camadas de 
efeitos Windows, praticamente qualquer coisa que você olha enquanto trabalha em um 
programa de VFX. Isto aplica-se (mas não está limitado) para artistas, compositores de 
rotoscopia (também chamado de compers) e designers gráficos de animação e movimento. 
Matte. Um quadro ou conjunto de quadros em preto e branco que define ao programa o que é 
visível e o que não é. White (cor ID 1) é visível; preto (cor ID 0) não é.  
Áreas cinzentas são visíveis dependendo em sua posição numérica entre 1 e 0. Compositores 
usam o mate para isolar áreas dentro do comp.  
Figura 25. Mattes. 
Pontos de controle. Também chamados simplesmente pontos, estes são uma série de locais 
definidos pelo usuário que, quando criado, determinam o contorno da spline. Os pontos podem 
ser divididos em duas categorias separadas: 
Nonhandled pontos. Geralmente se escolhe a opção que não tem controle handle  (também 
chamado de alças tangentes). Este tipo de ranhura não permite que o usuário altere o ângulo da 
entrada ou saída curva sem mover a posição do próprio ponto ou os seus pontos circundantes. 
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Figura 26 Silhueta B- spline.          
 
Spline. Este é um conjunto de pontos conectados por uma linha composta de curvas. A dobra 
pode ser animado utilizando pontos ou o objeto como um todo. Existem vários tipos de 
curvaturas, e cada programa os rotula de forma diferente, dependendo sobre o tipo de ponto que 
você usa para criá-lo. 
Forma - Shape. É uma spline fechada, o termo refere-se a uma tira flexível como um todo, não 
apenas os pontos individuais. 
Borda - Edge. Esta é a parte externa da forma e em última análise é o aspecto mais importante 
da rotoscopia 
Figura 28. shape e edge. 
 
 
 
 
 
 
 
Figura 27  Linha com After Effects  Rotobezier  
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Softwares para rotoscopia 
 
Segundo Bratt (2011), uma multidão de programas oferecem a rotoscopia como um conjunto 
de ferramentas. Estes programas não são todos estritamente para se trabalhar com a rotoscopia. 
Desde as curvas e dobras que são parte integrante do fluxo de trabalho de composição, aos 
programas para maquetes como Nuke, Shake, Combustion, FumeFX, e After Effects, Todos 
eles oferecem algum tipo de manipulação baseada em spline. 
As ferramentas em rotoscopia dentre as várias imagens de baixa resolução e rotoscopia, os 
programas variam na sua utilização, interface e recursos, mas na medida de como a roto está 
em uso, há muitas constantes. Por um lado todos eles têm criação spline. Quando se está criando 
uma spline, seleciona-se a opção de criação de spline e clica-se em alguns pontos em torno do 
objeto que está em foco. Isto gera uma ranhura que vai ser utilizada para isolar um elemento na 
filmagem 
 
Imagens geradas por computador (cgi) 
 
Segundo Wijaya (2006), imagens geradas por computador (CGI) Computer Generated Imagery 
é uma aplicação no campo da computação gráfica (geralmente computação gráfica 3D). O CGI 
é usado em filmes, televisão, meios de publicidade e impressão, e jogos de vídeo. O CGI é 
amplamente utilizado nos efeitos visuais porque tem geralmente mais elevada qualidade e mais 
facilmente controlada do que com outras técnicas, tais como miniatura. Essa técnica também 
pode economizar dinheiro, porque se pode fazer uma cena que não poderia ser feita por outras 
técnicas. O Desenvolvimento da tecnologia CGI é mais intenso, mais barato e cada vez mais 
sofisticado pois uma pequena empresa é capaz de criar um filme de classe mundial. 
A técnica do CGI em duas dimensões foram utilizados pela primeira vez no filme Westworld 
(1973). Enquanto o CGI 3D foi usado pela primeira vez no filme Futureworld (1976). O 
próximo filme que usaria a tecnologia CGI foi Star Wars (1977). Ele também foi usado no 
personagem completo, primeiro criado pela Pixar em Young Sherlock Holmes (1985). Ao passo 
que o CGI foi crescendo de forma constante após The Abyss (1989), ganhou o Oscar de Efeitos 
Visuais. Os efeitos visuais neste filme foi feito pela Industrial Light & Magic. Foi feito mais 
trabalhos e mais papéis no filme Exterminador do Futuro 2: O Julgamento Final (1991). O filme 
também foi produzido com a ILM. Além disso, Jurassic Park (1993) conseguiu reviver os 
dinossauros com a CGI. Este filme marca o início do uso de CGI, para substituir a miniatura, 
animação stop-motion e outras tecnologias convencionais. 
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Novos tipos de aplicação 
 
Segundo Hornung (2010), no grande esquema das coisas, o processo do matchmoving trabalha 
assim: 
• Planejamento; 
• Recolha de dados relativos set; 
• Ativos de construção; 
• Revisão de dados; 
• Começar o projeto; 
• Passar o roteiro para outros artistas. 
O tipo mais comum de matchmoving é uma pista de câmera. Em uma pista de câmera, você vai 
criar uma ação duplicada ao vivo na câmera no mundo 3D virtual. Esta câmera terá as mesmas 
propriedades da câmera no set, incluindo filme de volta, lente, de altura, inclinação, e qualquer 
movimento em que a câmera possa ter sido executada. Pode-se normalmente obter informações 
do conjunto, e terá a necessidade em usar todas essas informações, bem como qualquer outros 
dados que você possa reunir, para ajudá-lo a colocar e animar a CG câmera para coincidir com 
a câmera de ação ao vivo.  
Muitas vezes, quando se faz um levantamento para definir o seu projeto a partir de alguma 
ideia, pode ser tão elaborado como a um levantamento completo, ou poderia ser tão simples 
como alguns projetos a partir de câmeras Polaroides com dimensões e esboços para auxiliar na 
construção dos adereços fundamentais para o conjunto virtual.  
Definir dados também incluem o tipo de câmera utilizada (filme 35mm câmera ou câmera de 
vídeo HD, por exemplo), bem como informações sobre a lente usada, e esperamos que algumas 
informações sobre a altura e inclinação da lente, no início e no final do set. Estes elementos são 
normalmente estimados. Após a coleta dos dados, então começa a criação das faixas 2D 
correspondentes aos pontos em seu conjunto virtual.  
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Objetos no matchmoving 
 
Para Hornung (2010), além de combinar a câmera em um gatilho particular, também pode haver 
elementos práticos em seu projeto, que também precisam ser recriados. Este tipo de 
matchmoving, é chamado de 
objeto matchmoving, pode ser 
feito através de um programa 
automatizado ou por um 
animador no software 3D. Por 
exemplo, um elemento de CG na 
cena final pode afetar elementos 
práticos na placa.  
Na Figura ao lado, por exemplo, 
o traje prático do robô terá 
adicionado braços, pernas, e 
outros elementos, e os braços e 
pernas interagirão com o 
conjunto que ele está no 
momento. A destruição causada 
por este robô irá gerar fumaça, 
nuvens de poeira, faíscas, luz, 
sombra em torno das paredes, piso, e outros adereços. Por sua vez, o quarto será refletido no 
corpo do robô. Neste caso, terá que corresponder a todos os adereços na sala, se os móveis 
estavam se movendo, ou tijolos estavam caindo para fora da lareira.  
 
Novas aplicações  
 
Segundo Hornung (2010), as vezes, especialmente no início de um show pode ser necessário 
realizar outras tarefas no matchmoving como antecedência da fotografia principal. Isso soa para 
trás, certo? Não necessariamente. Algumas vezes são usadas para matchmoves de saída dos 
dados de controle de movimento, a fim de alinhar um elemento de placa já existente com 
elementos que ainda precisam ser rodados. Para exemplo, pode-se obter um set de uma 
miniatura definida com pirotecnia efeitos, coincidir com a câmera usada para esse elemento, e 
a saída que as informações sobre a câmera de modo que os atores possam ser filmados em 
separado, com uma câmera de controle de movimento que imita a câmera usada no conjunto 
miniatura. Desta forma, os atores podem ser integrados perfeitamente no fundo da miniatura, 
com a mesma perspectiva e movimento de câmera. Matchmoves preliminares também podem 
ser utilizados para passar a informação para outros departamentos. Por exemplo, uma varredura, 
do movimento da câmera em 360 graus de um conjunto que precisa ser digitalmente alargado. 
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4 - MATCHMOVING E O CINEMA  
 
Sabre de Luz 
Segundo Disney.pt (2014), uma arma elegante de uma época mais civilizada, o sabre de luz é 
uma arma dos Jedi. Nas suas mãos treinadas, esta espada laser é mortal, cortando portas, dróides 
de batalha ou qualquer tipo de inimigos. Com um brilho azul, verde ou até roxo, só podem ser 
usadas por Jedi. Mas se alguma vez te encontrares com um sabre de luz vermelho, prepara-te 
para correr. É provável que quem a esteja a empunhar seja um Lorde Sith. 
Figura 29. Sabre de Luz. 
 
Como foi feito o sabre de Luz 
Para Howstuffworks (2014), infelizmente, sabres de luz não são reais. Como o Millennium 
Falcon e Yoda (e mesmo Chitty Chitty Bang Bang), sabres de luz são um efeito especial que 
parece tão real que você realmente acreditam que eles existem! 
A técnica usada para criar o efeito de sabre de luz é bastante simples, mas tedioso. No set, os 
atores usam adereços compostas de alças que têm hastes de alumínio que lhes são inerentes, e 
essas varas são do comprimento do sabre de luz "blade". As alças são modelos de plástico e as 
barras de alumínio são pintadas de vermelho ou verde ou azul. Os atores usam esses adereços, 
como se fossem sabres de luz. 
Depois que o filme é rodado, ele é levado para o departamento de efeitos especiais. O filme se 
desenvolve normalmente. Neste filme, os atores parecem que estão lutando com vassouras 
pintadas em vez de sabres de luz. A artista de efeitos especiais tem agora a tarefa de fazer essas 
vassouras ficarem real. O artista olha para o filme quadro a quadro, e projeta cada quadro que 
contém um sabre de luz sobre um pedaço claro de plástico (uma célula de animação). O artista 
de efeitos especiais desenha o contorno de cada lâmina de sabre de luz no quadro para a cel. 
Então, para cada quadro, o artista pinta na cor correta para a lâmina utilizando uma cor brilhante 
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dos desenhos animados. Eventualmente, o artista tem uma pilha dessas cels, um para cada 
quadro do filme contendo um sabre de luz. Os cels são claros em todos os lugares, exceto onde 
a lâmina de sabre de luz é vista em cada quadro. 
Figura 30. Sabre de Luz. 
 
Então, um novo pedaço de película de filme é rodado. Neste filme, cada cel animação é 
colocado sobre um fundo preto e é disparado com um difusor de luz sobre a lente (este difusor 
dá os sabres de luz o brilho que eles têm em torno das bordas). Se você tivesse que jogar esse 
filme em um projetor, tudo o que se vê são as lâminas de sabre de luz em movimento sobre um 
fundo preto. Antes de ser desenvolvido, no entanto, a cenas reais do filme são duplicadas e 
expostas até este mesmo filme. O efeito é incrível os sabres de luz parecem incrivelmente 
brilhante e real. 
Como os filmes estão avançando cada vez mais para o mundo digital, a tarefa de animar os 
sabres de luz ficaram um pouco mais fácil, mas não muito. Em um mundo digital, cada frame 
do filme é digitalizado em um computador em altíssima resolução, de modo que cada quadro 
pode ser manipulado em uma tela de computador. Para fazer com que os sabres de luz parecem 
reais, o artista de efeitos especiais olha para cada quadro na tela do computador, descreve as 
vassouras, cores as áreas e difunde-os (quadro a quadro a quadro). Tudo é feito em "células" 
separadas na memória do computador e, em seguida, se fundem digitalmente. No entanto, não 
há nenhuma maneira de contornar o fato de que o animador deve olhar para cada quadro e 
delinear as lâminas de sabre de luz, um por um. 
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Efeitos visuais 
 
Os efeitos visuais funcionam como instrumentos de apoio para viabilizar as narrativas. A 
produção atual de efeitos visuais para o vídeo e cinema distanciou-se completamente do que 
era feito até a década de 1990, segundo Gomide (2014). A produção de efeitos visuais usa 
intensivamente a modelagem geométrica, a visualização computacional, o processamento 
digital de imagens e, mais recentemente a visão computacional. 
 
Visão computacional 
 
Segundo Milano (2009), Visão computacional é a ciência responsável pela visão de uma 
máquina, pela forma como um computador enxerga o meio à sua volta, extraindo informações 
significativas a partir de imagens capturadas por câmeras de vídeo, sensores, scanners, entre 
outros dispositivos. Estas informações permitem reconhecer, manipular e pensar sobre os 
objetos que compõem uma imagem. Podemos considerar visão computacional como uma 
ciência muito recente. Uma das primeiras menções sobre visão computacional data de 1955, 
onde Selfridge destacou “...eyes and ears for the computer”. Por volta da década de 70 
iniciaram-se os primeiros trabalhos de Visão Computacional aliada a Inteligência Artificial. As 
aplicações que utilizam visão computacional são, em sua maioria, provindas de outras áreas de 
pesquisa, resolvendo problemas particulares de forma específica. Tais sistemas são conhecidos 
como sistemas especialistas, que necessitam de conhecimento específico para a solução de um 
determinado problema. Porém, basicamente todos os sistemas de visão computacional 
envolvem reconhecimento de objetos em imagens e transformações destes objetos em 
informações que serão processadas e utilizadas por algum sistema especialista. 
 
Trucagens com imagens 
 
Para Gomide (2014), nos primeiros anos, os efeitos visuais eram também obtidos por meio da 
técnica do stop acion ou stop motion. Ela também é conhecida como substituição por parada de 
ação. Consiste em parar a filmagem, alterar a cena e continuar a filmar. No caso das animações, 
isso é feito quadro a quadro. O Stop Motion (que poderia ser traduzido como “movimento 
parado”) caracteriza como a técnica que utiliza a disposição sequencial de fotografias diferentes 
de um mesmo objeto inanimado para simular o seu movimento. Estas fotografias são chamadas 
de quadros e normalmente são tiradas de um mesmo ponto, com o objeto sofrendo uma leve 
mudança de lugar, afinal é isso que dá a ideia de movimento. Cientificamente falando, o Stop 
Motion só é compreendido como movimentação pelo fenômeno da Persistência Retiniana. Ele 
provoca a ilusão no cérebro humano de que algo se move continuamente quando existem mais 
de 12 quadros por segundo. Na verdade, o movimento desta técnica cinematográfica nada mais 
é que uma ilusão de ótica, segundo Tecmundo (2015). 
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Canal Alpha 
 
Para Adobe (2015), as informações de cor estão contidas em três canais: vermelho, verde e azul. 
Além disso, uma imagem pode incluir um quarto canal invisível, chamado de canal alfa, que 
contém informações sobre a transparência. Um canal alfa fornece uma maneira de armazenar 
imagens e suas informações de transparência em um único arquivo sem perturbar os canais de 
cor. Ao exibir um canal alfa, o branco indica opacidade completa, preto indica transparência 
completa e tons de cinza indicam uma transparência parcial. Um fosco é uma camada (ou 
qualquer de seus canais) que define as áreas transparentes dessa camada ou de outra camada. O 
branco define áreas opacas e o preto define áreas transparentes. Um canal alfa é frequentemente 
usado como um fosco, mas pode usar um fosco diferente do canal alfa se tiver um canal ou 
camada que define a área desejada de transparência melhor que o canal alfa faz, ou nos casos 
em que a imagem de origem não inclui um canal alfa. Muitos formatos de arquivo podem incluir 
um canal alfa, incluindo Adobe Photoshop, ElectricImage, TGA, TIFF, EPS, PDF e Adobe 
Illustrator. AVI e QuickTime (salvo com uma profundidade de bits de Mais de milhões de 
cores), também podem conter canais alfa, dependendo dos codecs usados para gerar esses tipos 
de arquivo. 
A imagem digital pode ser exibida como uma composição de camadas de imagens. Nesse caso, 
a imagem é construída a partir de diferentes fontes de imagens, que são compostas para que o 
resultado pareça como se tudo tivesse sido capturado ao mesmo tempo, de uma única vez. 
Muitas vezes, o fundo é separado da imagem da frente, como no caso dos telejornais, em que o 
apresentador da previsão do tempo em geral está na frente de mapas que formam o background, 
segundo Gomide (2014).  
 
Mesa tática 
 
Segundo Holoxica (2015), o display é baseado em hologramas em seu interior, onde um número 
fixo de diferentes hologramas são amostrados e entrelaçadas na tela holográfica. Qualquer uma 
das imagens pré-configuradas podem ser selecionados em qualquer ordem para fazer um "flip- 
motion" de animação em 3D dando a impressão de movimento. A imagem 3D resultante é 
suspensa no ar e pode mudar em tempo real. A tela holográfica incorpora atualmente até nove 
imagens, mas isso pode ser facilmente escalado para cima. A cor também é limitada no 
momento, mas isso pode ser estendido no futuro para dar imagens coloridas através da 
combinação de fontes de luz vermelho, verde e azul. As candidaturas para o mostrador 
numérico atual inclui relógios, ícones virtuais ou sinalização simples para exibir os preços nos 
supermercados, por exemplo. A próxima geração seria capaz de mostrar animações e 
sequências de filmes curtos. O visor segmentado é mais ou menos na mesma fase como LCDs 
foram na década de oitenta, onde eles foram e ainda são usados em coisas simples, como 
calculadoras e relógios de pulso. A exibição em 3D de qualidade deve ter a cena ou o objeto no 
espaço real ( flutuando no ar ), permitindo que o espectador olhe em torno de objetos o os veja 
a partir de uma perspectiva ligeiramente diferente, como fariam na vida real. Isto leva a uma 
experiência de visualização mais confortável e naturalista. Apenas abordagens holográficas ou 
similares podem oferecer este tipo de experiência. 
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Figura 31. Mesa Tática. 
 
Desafios da Engenharia 
 
Embora a comunidade científica tenha feito avanços significativos nos últimos anos, a 
perspectiva de um verdadeiro display holográfico permanece indefinida. O desafio da 
engenharia é construir um display 3D verdadeiro baseado na tecnologia holográfica que seja 
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prático e comercialmente viável. Isto é porque a difracção da luz requer características 
semelhantes ao comprimento de onda de luz ( menos do que um micron ) . Isto tem provado ser 
um desafio técnico enorme para o projeto de visualização do ponto de vista de produção, 
computação e largura de banda. 
 
 
Holograma 
 
Para Kim (2015), a holografia é uma tecnologia única que pode expressar a informação 3D 
quase perfeitamente na humanidade de forma amigável. 
A Holografia óptica cria interferências padrão do objeto usando a tecnologia digital e a exibe 
através de moduladores de luz espacial. Em geral, um modelo gráfico de computador 3D está a 
ser usado para gerar um holograma digital como a entrada de  informação, porque a informação 
3D de um objeto pode ser extraída a partir de um modelo 3D facilmente. Também existem 
muitos métodos disponíveis para encontrar as informações de profundidade, incluindo uma 
câmera estéreo, profundidade, método de câmara de TOF, Scanner 3D, e Kinect da Microsoft. 
A câmera é um sensor de profundidade de imagem 3D baseado no Time of Flight(TOF), usando 
técnicas de propagação de fótons. A característica básica incorpora em tempo real a 
profundidade da imagem através da captura na forma de uma frente de impulsos de luz, uma 
vez que é refletida a partir de um objeto tridimensional. A câmera de profundidade é capaz de 
produzir sinais RGB e D, onde a profundidade do mapa D representa a distância de cada pixel. 
A tomada RGB da textura pode ser considerado como a intensidade da superfície do objeto real 
no observável correspondente ao ponto de vista. 
No entanto, ainda é difícil aplicar a um único sensor de imagem que pode simultaneamente 
adquirir cor e profundidade nas imagens. O conjunto de tomadas de imagem, a textura de cor, 
e o mapa de profundidade são mapeados para um sistema de coordenadas 3D, e são 
representados para uma nuvem de pontos 3D no qual cada ponto é constituído com valores de 
coordenadas 3D e intensidades de cor. Esta informação 3D é extraída de um objeto real é 
utilizado para gerar um conversor digital de holograma. 
 
5 - CALIBRAÇÃO DE CÂMERA 
 
A capacidade em perceber o movimento do mundo ao nosso redor, é dado graças ao 
extraordinário sentido da visão. Para Scaramuzza (2008), um componente crítico de qualquer 
sistema de percepção, humano ou artificial, é a modalidade de detecção usada para obter 
informação sobre o ambiente. No mundo biológico, uma observação surpreendente é a 
diversidade de geometrias "oculares". A maioria dos insetos e artrópodes se beneficiam de um 
amplo campo de visão que seus olhos têm. Em certa medida, as capacidades de percepção destes 
animais pode ser explicado pelas suas geometrias olho especialmente adaptados.  
Para Dobbert (2005), as câmeras caem em uma das duas categorias: calibrado ou não calibrada. 
Câmeras calibradas, são câmeras sobre o qual todas as informações são conhecidas, incluindo 
posição, rotação e distância focal. Muitas vezes pode-se encontrar câmeras calibradas em 
sistemas do tipo estereoscópico, em que duas câmeras são montados num dispositivo 
especialmente construído. A posição e rotação de cada câmera em relação à outra é conhecida. 
Em efeitos visuais, o tipo mais comum de câmara calibrada é usado em um movimento de 
configuração da câmera de controle. Câmeras de controle de movimento são montados em 
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equipamentos robóticos que são controlados por motores e servos. O movimento da câmera 
pode ser pré-programado num computador ou gravado como o operador irá movimentá-la. A 
posição da câmera, a rotação e a distância focal são registradas no computador e pode, então, 
ser repetido tantas vezes quanto necessário, com um alto nível de precisão. 
 
Calibração 3D 
 
Quando um projeto de matchmove é desenvolvido corretamente, a câmera 3D corresponde a 
câmera do mundo real exatamente. A melhor maneira de dizer ou não se as duas câmaras são 
idênticos é olhar através delas . A vista proporcionada pela câmera do mundo real é a própria 
imagem.  
A vista a partir da nova câmera 3D é a cena 3D. Se a nossa calibração estiver correta, então os 
marcadores 3D devem estar alinhados com o recurso que eles representam na imagem. 
 
 
Figura 31. Quando a câmera estiver calibrado corretamente, pode desenhar uma linha reta entre o centro da lente 
e a faixa na imagem 2D,e o marcador 3D na imagem da cena. 
 
Por exemplo, digamos que nós colocamos uma faixa 2D na esquina de um edifício. Depois da 
calibração, que é convertido na faixa 2D para 3D um marcador que representa a posição em 
3D. Com o canto do prédio. Quando olhamos para o marcador 3D através da calibrado da 
câmera 3D, ele deve aparecer para alinhar com a pista 2D original na imagem. Portanto, uma 
boa calibração poderia ser definido como o perfeito alinhamento ( ou quase perfeita ) entre a 
faixa 2D e 3D no marcador quando visto através da câmera 3D, segundo Dobbert (2005). 
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Processo de Calibração com software 
 
Para Dobbert (2005), o programa geralmente começa sua calibração, digitalizando as faixas 2D 
disponíveis e faz um exame muito superficial para decidir sobre os quadros que serão utilizados 
comoum ponto de partida. Estes quadros, "quadros iniciais," são calibrados por e que sejam 
utilizados para gerar uma câmara. Esta minicalibração torna-se a linha de base para a calibração 
completa. O software começa a adicionar mais e mais quadros em todo o filme para a sua 
calibração inicial e faz pequenos ajustes para a solução global, uma vez que o faz. Como passo 
final, o software adiciona em todos os quadros. Deste modo, o software pode começar com uma 
calibração áspera e refiná-la até atingir uma única solução que funciona para todos os quadros. 
O programa para matchmove utiliza um processo iterativo para determinar a localização da 
câmera, e é uma boa razão para abordar a sua calibração da mesma maneira. 
Calibrações e movimentos de câmera 
 
 
Uma coisa a considerar durante a fase de calibração é o tipo de movimento de câmera que vão 
aparecer no projeto. Isso nem sempre fica claro apenas vendo a filmagem. Por exemplo, um 
zoom sutil pode olhar como uma câmera dolly sutil e vice- versa. É importante determinar o 
tipo de movimento de câmera, uma vez que diferentes movimentos requerem diferentes táticas. 
Existem seis tipos básicos de movimentos de câmera: 
• Dolly  
• Pan 
• Dolly Slight 
• Lock- off 
• Zoom 
• Handheld  
 
 
Dolly / Crane / câmera em movimento 
 
Estes são os tipos de processos que se destacam em software de matchmoving. Com o 
movimento destas câmera, os objetos que estão mais perto da câmera se movem mais rápido do 
que os que estão longe. Muitas vezes estes efeitos estão nos diferentes programas matchmoving 
como Move Free ou câmeras livres, uma vez que o seu movimento não é restrito. Estes tipos 
de tiros são geralmente mais fáceis de resolver com software matchmover, mas podem ser mais 
difíceis de colocar corretamente para o meio ambiente porque a quantidade de movimento 3D 
de câmera deve corresponder à escala da cena, segundo Dobbert (2005). 
 
 
 
 
 46 
 
Pan Shots 
 
Para Dobbert (2005), a câmera simplesmente gira sobre o seu tripé ou montagem. Por definição, 
os programas matchmoving podem ajustar seus motores de solução para gerar uma solução que 
não é completamente um 3D. Pelo contrário, é uma solução " 2.5D ", que resulta em uma câmera 
3D com os valores nulos dispostos em torno dele como se estivessem presos dentro de uma 
grande esfera (Figura 20). As cenas que estes programas de exportação trabalham podem ser 
grandes para computar na câmera, mas os valores nulos que geram não podem ser utilizados 
para determinar com precisão a posição espacial das características dentro da cena. 
Figura 32. Os marcadores em 3D pan. Observe como eles se curvam em torno da câmera como se estivessem no 
interior de uma esfera. 
 
 
 
Zoom Shots 
 
 
Quando a distância focal muda durante um shot, ele é chamado um shot zoom. Estes podem ser 
difíceis de resolver por duas razões. Em primeiro lugar, os programas matchmoving variam em 
suas capacidades. Nem todos os programas podem acompanhar as lentes de zoom, e aqueles 
que o fazem podem não ser capazes de certa tipos de movimentos de câmera. Em segundo lugar, 
é mais difícil obter valores precisos de distância focal durante um zoom. 
Dependendo do movimento da câmera, isso pode potencialmente confundir o programa e 
produzir resultados mistos. Quando se está calibrando uma lente  fixa, é geralmente mais fácil 
de obter uma solução precisa quando é especificado o comprimento focal. Mas quando se 
calibra um zoom, a distância focal muda a cada quadro. Para resolver o zoom, o software 
matchmoving deve ser capaz de definir a distância focal no seu próprio termo, que pode não 
ser necessariamente o mesmo comprimento focal como o que foi realmente utilizado durante 
as filmagens. Só você pode decidir durante a calibração o que é a quantidade aceitável de desvio 
e fazer as correções, se necessário, segundo Dobbert (2005). 
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Sistema de coordenadas 
 
Segundo Dobbert (2005), na maioria dos casos, um sistema de coordenadas é uma perda de 
conclusão de que o software de animação já impôs sobre eles. Mas isso não é assim com os 
programas matchmoving. Quando o programa cria o matchmoving no mundo 3D a partir das 
faixas 2D, ele não tem idéia de qual caminho deve seguir, para cima ou para baixo. Quando 
olhamos para uma imagem, podemos ver imediatamente como as coisas estão orientadas, mas 
esta informação precisa ser mostrada no software. Na maioria dos programas de animação, 
pode-se raramente pensar sobre a coordenada do sistema. Quando você quiser mover um objeto, 
você movê-lo ao longo do eixo Y. Em programas matchmoving, a definição do sistema de 
coordenadas é bastante flexível, e o eixo Y pode não ser sempre o eixo para cima. A razão para 
isso são duas: (1) software para matchmoving precisa ser flexível o suficiente para exportar 
para vários programas de animação, e (2) no software matchmoving não é possível determinar 
o sistema de coordenadas, sem intervenção do usuário. Sistemas de coordenadas são um pouco 
independente da calibração na maioria dos programas de matchmoving. Definição do sistema 
de coordenadas pode ser feito antes ou após a calibração, é mais útil para fazê-lo depois 
calibração. 
O sistema de coordenadas é estabelecido por referência a diferentes eixos e comprimento com 
Figura 33. O sistema de coordenadas é configurado usando os vários marcadores 3D. Ao fazer isso, orienta-se e 
ampliam-se a cena corretamente. Nesta cena , foram usadas várias marcas na parede para ajudar a definir o sistema 
de coordenadas.  
medições baseadas nos vários recursos que foram rastreados (Figura 21). diferentes programas 
têm diferentes formas de especificar esta informação, tais como linhas entre dois pontos, 
normais direção a três pontos, ou planos que definem. O conceito é geralmente o mesmo: é 
necessário especificar as faixas que tenham alguma relevância para o modo como a cena é 
orientada. 
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 6 - SENSORES PARA A PERCEPÇÃO ROBÔ 
 
Segundo Scaramuzza (2008), a navegação é o processo usado por um robô móvel para se 
deslocar de uma posição inicial para uma posição final em relação a uma estrutura de referência 
inicial. Para que um robô possa navegar, ele deve primeiro localizar-se. Em geral, o termo 
significa que a localização de determinação da localização (posição) de um objeto. Em robótica, 
a localização refere-se a métodos através dos quais um robô pode calcular ou atualizar a sua 
posição através de informações recolhidas a partir de sensores. Um robô deve conseguir a 
localização no seu ambiente operacional, a partir de algoritmos de planejamento de caminho e 
de navegação para funcionar eficazmente. 
Robôs móveis trabalham com e para as pessoas e, assim, operam em nosso cotidiano ao redor. 
Para fazer isso, eles precisam ser capazes de adquirir conhecimento através da percepção. Em 
outras palavras, eles precisam coletar medições do sensor de onde consigam extrair informações 
significativas. 
O sensor é um dispositivo que detecta as condições internas do robô (ou seja, sensores 
proprioceptivos) ou condições ambientais externas (sensores) exteroceptivos sensores como são 
por exemplo, bússola, inclinômetros, acelerômetros e giroscópios. Sensores exteroceptivos são, 
por exemplo, câmeras, Telémetros de laser, e sonar. Há uma ampla variedade de sensores 
utilizados em robôs móveis. O trabalho, será concentrado em câmeras omnidirecionais. De fato, 
enquanto em visão computacional muitos métodos são conhecidos e já são padrões para 
calibração de múltiplas câmeras ou matrizes de câmera, no mundo da robótica , calibração entre 
diferentes sensores é muitas vezes mal documentados. 
 
  Calibração de sensores extrínseca 
 
Obter mapas precisos no ambiente e também localizar um robô móvel, para Scaramuzza (2008) 
cada sensor deve ser precisamente modelados e sua relação (posição e orientação) com os outros 
sensores devem ser também medido corretamente. A estimativa dos parâmetros extrínsecos 
entre os diferentes sensores tem que ser muito preciso para muitas aplicações. Por exemplo, no 
quadro de-obra de localização de multi-robô, onde as observações de rolamento (ângulo de 
visão) entre os robôs são muito informativos, um erro de 1 cm de estima a posição fora do 
sensor de visão em relação à ENCO DER do robô produziria um erro de ângulo de rolamento 
de 0,2 graus na distância entre os robôs que é de 3m. Para este fim, câmera e encoders do robô 
devem ser extrinsecamente calibrado. Outra aplicação está no mapeamento de ambiente 
automático. Modelos Digital em 3D do ambiente são necessários na navegação autônoma, de 
salvamento e de inspecção robótica, gestão de instalações e arquitetura. Robôs móveis 
autónomos equipados com telêmetros 3D a laser são adequados para esta tarefa. No entanto, 
para criar modelos virtuais realistas, a informação visualmente percebida do ambiente tem que 
ser adquirido e que tem que ser precisas sobre os pontos de laser. Para esta tarefa, a câmera e a 
gama a laser 3D com localizador devem ser também extrinsecamente calibrados. 
 
 Calibração de sensores intrínseca 
 
Segundo Scaramuzza (2008), para realizar as tarefas, é necessário utilizar uma câmera 
omnidirecional, como a sua utilização tornou-se, em grande parte difundido nas últimas décadas 
na comunidade robótica. Câmeras omnidireccionais, por definição, são as câmeras que 
fornecem um campo de vista da cena 360◦. Este campo de visão pode ser obtido usando 
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múltiplas câmeras sincronizadas, combinações de câmeras de perspectiva e espelhos, ou apenas 
câmeras com lentes grande angular. 
 
Calibração da câmera omnidirecional 
 
Segundo Scaramuzza (2008), a calibração precisa de um sistema de visão necessário para 
qualquer tarefa que exige visão de computador para extrair informações da métrica do ambiente 
a partir de imagens 2D , como em estimativas e estrutura de ego -motion do movimento. Embora 
uma série de métodos de calibração foi desenvolvida para câmeras padrão perspectiva, pouco 
trabalho em câmeras omnidirecionais foi feito. Trabalhos anteriores sobre calibração da câmera 
omnidirecional podem ser classificados em duas categorias diferentes. O primeiro inclui 
métodos que exploram o conhecimento prévio sobre a cena, como a presença de padrões de 
calibração ou fios de prumo. O segundo grupo abrange técnicas que não utilizam esse 
conhecimento; isto inclui métodos de calibração de rotação pura ou movimento planar da 
câmara, e procedimentos de auto- calibração , que são realizados a partir de correspondências 
ponto e restrição epipolar , pela minimização de uma função objetivo. Todas as técnicas 
mencionadas permitem a obtenção de resultados de calibração precisos, mas se concentram 
principalmente em determinados tipos de sensores (por exemplo hiperboloidal e espelhos ou 
lentes fisheye parabolóides). Além disso, alguns deles exigem configuração especial da cena e 
equipamentos caros. Para instancein uma lente olho de peixe com um campo de visão 183◦ é 
usado como um sensor de omnidireccional. Em seguida, a calibração é realizada usando um 
padrão de semi - cilíndrico perpendicular à calibração do sensor de câmera, que gira em torno 
de uma mesa giratória. Assim, as projeções de dois conjuntos de linhas paralelas são suficientes 
para a calibração da câmara intrínseca. No entanto, esta propriedade não se aplica aos espelhos 
retrovisores não parabólicas. Portanto , a técnica proposta não pode ser facilmente generalizado 
para outros tipos de sensores. Os métodos de calibração descrito até agora se concentram em 
determinados tipos de sensores, tais como espelhos parabólicos e hiperbólicos ou lentes olho 
de peixe. Em contraste com esses métodos, nos últimos anos, têm sido desenvolvidas novas 
técnicas de calibração, que se aplica incluindo os espelhos, lentes de Olho de peixe, e câmeras 
não centrais. Eles mostram que qualquer sistema catadioptric central pode ser totalmente 
calibrado a partir de uma imagem de três ou mais linhas. 
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METODOLOGIA  
 
Através da pesquisa qualitativa de ordem prática para a primeira etapa do presente estudo, será 
feito a descrição evolutiva e tecnológica da câmera e suas vertentes, associando o seu uso em 
diversas áreas relevantes ao projeto. Esta descrição fará o uso de referenciais bibliográficos 
enfatizando a importância que esta tecnologia pode oferecer. A segunda etapa será enfatizado 
o desenvolvimento do Matchmoving a partir de descrições, usabilidades em cinema, suas 
principais ferramentas e tutoriais computacionais específicos para o desenvolvimento da 
técnica. A terceira etapa vai abordar o processo da calibração da câmera, através de referencial 
teórico, e soluções computacionais. Por fim será apresentado os resultados alcançados 
bibliograficamente e através dos dados obtidos via soluções de computador. 
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CRONOGRAMA 
 
ATIVIDADE 2015 2016 
 J F M A M J J A S O N D J F M A M J J 
Preparação Artigo   x x                 
Desenvolvimento    x x               
Apresentação Artigo     x x              
Definição do projeto     x x              
Desenvolvimento      x x x            
Apresentação 
Projeto 
        x           
Revisão Ortográfica          x          
Defesa Projeto 
Dissertação 
         x          
Preparação para 
defesa 
          x x x x x x    
Defesa da 
dissertação 
                x   
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