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a b s t r a c t
In the present paper, the approximate solutions for steady boundary layer of the MHD viscous
ﬂow and radiative heat transfer over an exponentially porous stretching sheet are given. The
nonlinear partial differential equations are reduced to an ordinary differential equations by
the similarity transformations, taking into account velocity slip, thermal slip and the bound-
ary conditions. These equations are solved approximately by means of the Optimal Homotopy
Asymptotic Method (OHAM). This approach is highly eﬃcient and it controls the convergence
of the approximate solutions. OHAM is very eﬃcient in practice, ensuring a very rapid conver-
gence of the solutions after only one iteration. It does not need small or large parameters in
the governing equations. Approximate solutions obtained through OHAM are compared with
the results obtained by shooting method. It is found a very good agreement between these
solutions.
© 2015 The Authors. Published by Elsevier Inc.
This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
It is well-known that in general the study of nonlinear phenomena is of great importance in many engineering processes, but
it is very diﬃcult to solve these nonlinear problems. The incompressible ﬂow of viscous ﬂuid and heat transfer of a viscous ﬂuid
over an exponentially stretching sheet have several engineering applications within, for instance polymer processing, the cooling
process of metallic plate, drawing of plastic ﬁlms and wires, glass ﬁber, manufacture of foods, crystal growing, etc. A great deal of
works has been carried out on various aspects of ﬂuid ﬂow and heat transfer over a stretching sheet since the pioneering work of
Sakiadis [1] and Crane [2]. Magyari and Keller [3] studied the steady boundary layers on an exponentially stretching continuous
surface with an exponential temperature distribution. Wang [4] investigated the partial slip effects on the planar stretching ﬂow.
Raptis et al. [5] studied the effect of thermal radiation on theMHD ﬂow of a viscous ﬂuid past a semi-inﬁnite stationary plate. The
contributions of the viscous dissipation and elastic deformation in a visco-elastic boundary layer ﬂuid ﬂow over an exponentially∗ Corresponding author at: University Politehnica Timis¸oara, Department of Mathematics, Timis¸oara 300006, Romania. Tel.: +40 0256403099;
fax: +400256403109.
E-mail addresses: remus.ene@upt.ro, eneremus@gmail.com (R.-D. Ene), vmarinca@mec.upt.ro (V. Marinca).
http://dx.doi.org/10.1016/j.amc.2015.07.038
0096-3003/© 2015 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. Sketch of physical model.stretching sheet using conﬂuent hypergeometric solutions are investigated by Sanjayanand and Khan [6]. Sahoo [7] investigated
the effects of partial slip in theMHD ﬂow andmass transfer of an electrically conducting second grade ﬂuid past an axisymmetric
stretching sheet. Another important aspect is the investigation of multiple solutions for hydrodynamic ﬂow of a second grade
ﬂuid over a stretching or shrinking sheet by Van Gorder and Vajravelu [8]. Fang et al. [9] considered the effects of second order
slip on the ﬂow of a shrinking sheet. The effect of radiation on the boundary layer ﬂow and heat transfer of a viscous ﬂuid over an
exponentially stretching sheet is studied by Sajid and Hayat [10]. The exact analytical solutions for the ﬂow and heat transfer over
permeable stretching/shrinking surface taking into account a second order slip model is proposed by Turkilmazoglu [11]. In [12]
Mukhopadhyay studied the boundary layer ﬂow and heat transfer towards a porous exponential stretching sheet in presence of
magnetic ﬁeld and taking into account the velocity slip and thermal slip by means of numerical solutions obtained by shooting
method.
The objective of the present paper is to propose an accurate procedure to nonlinear differential equations for the steady
boundary layer MHD viscous ﬂow and radiative heat transfer over an exponentially porous stretching sheet, using OHAM. A
version of the OHAM is applied in this study to derive highly accurate analytical expressions of the solutions. Our procedure
does not depend upon any small or large parameters, contradistinguishing from other known methods in literature. The main
advantage of this approach is the control of the convergence of approximate solutions in a very rigorous way. For the ﬁrst time,
we present an effective analytical approximate solution with a new concepts as: linear operator, auxiliary functions Hi(Ci) =
Ci and especially in the selection of the ﬁrst approximations f1 and θ1 in an original forms. A very good agreement was found
between our approximate solutions and numerical solutions obtained by means the shooting method in combination with the
fourth-order Runge Kutta explicit method, which proves that our method is very eﬃcient and accurate.
2. Equations of motion
In what follows, we consider the two-dimensional laminar ﬂow of an incompressible viscous electrically conducting ﬂuid
past a stretching sheet coinciding with the plane y = 0, the ﬂow being conﬁned to y > 0 [10–12]. The x-axis is taken along the
stretching surface in the direction of the motion while y-axis is perpendicular to it. Two equal and opposite forces are applied
along the x-axis so that the wall is stretched keeping the origin ﬁxed (Fig. 1). The ﬂow is assumed to be generated by stretching
of the elastic boundary sheet from a slit with a large force such that the velocity of the boundary sheet is an exponential order
of the ﬂow directional coordinate x. A variable magnetic ﬁeld B(x) = B0e
x
2L is applied normal to the sheet, B0 being a constant
depending on the nature of material. If u and v are components of velocity respectively in the x and y directions, ν = μρ is the
kinematic viscosity, ρ is the ﬂuid constant density, μ is the coeﬃcient of ﬂuid viscosity, σ is the electrical conductivity, cp is the
speciﬁc heat at constant pressure, k is the thermal conductivity of the ﬂuid and qr is the radiative heat ﬂux, then the continuity,
momentum and energy equations governing are written in the form
∂u
∂x
+ ∂v
∂y
= 0 (1)
u
∂u
∂x
+ v∂u
∂y
= ν ∂
2u
∂y2
− σB
2
ρ
u (2)
ρcp
(
u
∂T
∂x
+ v∂T
∂y
)
= k∂
2T
∂y2
− ∂qr
∂y
(3)
The initial/boundary conditions for this problem are given as
u = U0e xL + N0e− x2L ν ∂u
∂y
, v = −V0e− x2L ,
T = T∞ + T0e x2L + D0e− x2L ∂T
at y = 0 (4)∂y
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in which U0 is the reference velocity, N0 is the initial value of velocity slip factor, V0 is the initial strength of suction (V0 > 0) or
blowing (V0 < 0), T0 and T∞ are respectively the temperatures at far and away from the plate and L is a constant, D0 is the initial
value of thermal slip factor.
By means of Rosseland approximation for radiation one has:
qr = −4δ
∗
3k∗
∂T4
∂y
(6)
where δ∗ is the Stefan Boltzman constant and k∗ is the absorption coeﬃcient. Assuming that T4 is a linear function of temperature,
then
T4 = 4T∞3T − 3T∞4 (7)
From Eqs. (7) and (3) it holds that
ρcp
(
u
∂T
∂x
+ v∂T
∂y
)
=
(
k + 16δ
∗T∞
3
3k∗
)
∂2T
∂y2
(8)
Introducing the similarity variables [12],
η =
√
U0
2νL
e
x
2L y, u = U0e x2L f ′(η)
v = −
√
νU0
2L
e
x
2L [ f (η) + f ′(η)], θ(η) = T − T∞
T0
e−
x
2L (9)
Eq. (1) is automatically satisﬁed and Eqs. (2) and (8) reduce to
f ′′′(η) + f (η) f ′′(η) − 2[ f ′(η)]2 − M2 f ′(η) = 0 (10)
(
1 + 4
3
R
)
θ ′′(η) + Pr[ f (η)θ ′(η) − f ′(η)θ(η)] = 0 (11)
with the initial/boundary conditions
f (0) = S, f ′(0) = 1 + λ f ′′(0), f ′(∞) = 0 (12)
θ(0) = 1 + δθ ′(0), θ(∞) = 0 (13)
where the prime denotes differentiation with respect to η, M =
√
2σB2
0
L
ρU0
is the magnetic parameter, λ = N0
√
νU0
2L is the velocity
slip parameter, δ = D0
√
U0
2νL is the thermal slip parameter, S = V0
√
2L
U0
is suction (V0 > 0) or blowing (V0 < 0) parameter, R = 4δ
∗T3∞
kk∗
is the radiation parameter, Pr = μcp
k
is the Prandl number.
In the following, the nonlinear differential Eqs. (10) and (11) with initial/boundary conditions (12) and (13) can be solved
analytically using OHAM.
3. Basic ideas of the optimal homotopy asymptotic method
Eqs. (10) or (11) with initial/boundary conditions (12) and (13) can be written in a more general form
N[ f (η)] = 0 (14)
where N is a given nonlinear differential operator depending on the unknown function f(η), subjected to the initial and boundary
conditions
B
(
f (η),
df (η)
dη
)
= 0. (15)
Let f0(η) be an initial approximation of f(η) and L an arbitrary linear operator such as
L[ f0(η)] = 0, B
(
f0(η),
df0(η)
dη
)
= 0. (16)
It should be emphasized that this linear operator L is not unique.
If p ∈ [0, 1] denotes an embedding parameter and F is an analytic function, then we propose to construct a homotopy [13–16]:
H[L(F(η, p)), H(η,C ), N(F(η, p))], i = 1,2, . . . , s (17)i
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H[L(F(η,0)), H(η,Ci), N(F(η,0))] = L(F(η,0)) = L( f0(η)) = 0 (18)
H[L(F(η,1)), H(η,Ci), N(F(η,1))] = H(η,Ci)N(F(η),1) = 0, i = 1,2, . . . , s (19)
where H(η, Ci) = 0 is an arbitrary auxiliary function and Ci, i = 1, 2, . . . , s are unknown parameters at this moment.
Let we consider the function F in the form
F(η, p) = f0(η) + p f1(η,Ci). (20)
By substituting Eq. (20) into equation obtained by means of homotopy (17)
H[L(F(η, p)), H(η,Ci), N(F(η, p))] = 0, i = 1, . . . , s (21)
and then equating the coeﬃcients of p0 and p1, we obtain:
H[L(F(η, p)), H(η,Ci), N(F(η, p))] = L( f0(η)) + p[L( f1(η,Ci)) − L( f0(η)) − H(η,Ci)N( f0(η))] = 0,
i = 1,2, . . . , s. (22)
From Eq. (22) we obtain the governing equation of f0(η) given by Eq. (16) and the governing equation of f1(η), i.e.
L( f1(η,Ci)) = H(η,Ci)N( f0(η)), B
(
f1(η,Ci),
df1(η,Ci)
dη
)
= 0, (23)
i = 1, . . . , s
in which we ﬁnd the following expression for the nonlinear operator:
N( f0(η)) =
m∑
i=1
hi(η)gi(η) (24)
where the functions hi(η) and gi(η), i = 1, . . . , m are known and depend on the function f0(η) and also on the nonlinear operator,
m being a known integer number.
In this way, taking into account Eq. (20) for p = 1, we obtain the ﬁrst-order approximate solution which becomes
f (η,Ci) = f0(η) + f1(η,Ci), i = 1, . . . , s (25)
It should be emphasized that f0(η) and f1(η, Ci) are governed by the linear Eqs. (16) and (23) respectively with initial/boundary
conditions that come from the original problem. It is known that the general solution of nonhomogeneous linear Eq. (23) is equal
to the sum of general solution of the corresponding homogeneous equation and of some particular solutions of the nonhomoge-
neous equation. However, the particular solutions are readily selected only in the exceptional cases.
In what follows we do not solve Eq. (23), but from the theory of differential equations, taking into considerations the method
of variation of parameters, Cauchymethod, method of inﬂuence function, the operatormethod [28] and so on, is more convenient
to consider the unknown function f1(η), in the form
f1(η,Cj) =
n∑
i=1
Hi(η,hj(η),Cj)gi(η), j = 1, . . . , s
B
(
f1(η,Ci),
df1(η,Ci)
dη
)
= 0 (26)
where within expression of Hi(η, hj(η), Cj) appear linear combinations of some functions hj, some terms which are given by the
corresponding homogeneous equation and the unknown parameters Cj, j = 1, . . . , s. In the sum
∑n
i=1 Higi appear an arbitrary
number of n the such terms. We have a large freedom to choose the value of n. We cannot demand f1(η, Ci) to be solutions of
Eq. (23) but f (η,Ci) given by Eq. (25) with f1(η, Ci) given by Eq. (26), are the solutions of Eq. (14). This is underlying idea of our
method. The convergence of the approximate solution f (η,Ci) given by Eq. (25) depends upon the auxiliary functions Hi(η, hi,
Cj), j = 1, . . . , s. There are many possibilities to choose these functions Hi. We try to choose Hi so that within Eq. (26) the term∑n
i=1 Hi(η,hj(η),Cj)gi(η) be of the same shape with the term
∑m
i=1 hi(η)gi(η) given by Eq. (24). The ﬁrst-order approximate
solution f (η,Ci) also depend on the parameters Cj, j = 1, . . . , s. The values of these parameters can be optimally identiﬁed via
various methods, such as: the least-square method, the Galerkin method the collocation method, the Ritz method, and so on. The
ﬁrst option should be minimizing the square residual error:
J(C1,C2, . . . ,Cs) =
∫
(D)
R2(η,C1,C2, . . . ,Cs) dη (27)
where the residual R is given by
R(η,C1,C2, . . . ,Cs) = N( f (η,C )). (28)i
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∂ J
∂C1
= ∂ J
∂C2
= . . . = ∂ J
∂Cs
= 0. (29)
With these parameters known (called optimal convergence-control parameters), the ﬁrst-order approximate solution given
by Eq. (25) is well-determined.
It should be emphasized that our procedure contains the auxiliary functions Hi(η, fi, Cj), i = 1, . . . , n, j = 1, . . . , s which
provides uswith a simpleway to adjust and control the convergence of the approximate solutions. It is very important to properly
choose these functions Hi(η, fi, Cj) which appear in the construction in the ﬁrst-order approximation.
Other interesting alternatives to homotopy method are given in [17–27].
4. Application of the OHAM to the steady boundary layer MHD viscous ﬂow and radiative heat transfer
In what follows we apply our procedure to obtain approximate solution of Eqs. (10), (11), (12) and (13). For this purpose, we
choose the linear operator for Eqs. (10) and (12) of the form:
L[ f (η)] = f ′′′(η) − K2 f ′(η) (30)
where K is an unknown positive parameter and will be determined later.
We mention that the linear operator is not unique. Also, we have freedom to choose
L[ f (η)] = f ′′′(η) + K f ′(η). (31)
L[ f (η)] = f ′′′(η) + 3K
Kη + 1 f
′′(η). (32)
L
[
f (η)
]
= f ′′′(η) − 6K
2
(Kη + 1)2 f
′(η). (33)
The initial approximation f0(η) can be obtained from Eq. (16) with initial/boundary conditions:
f0(0) = S, f ′0(0) = 1 + λ f ′′0 (0), f ′0(∞) = 0. (34)
Eq. (16) with the linear operator (30) has the solution
f0(η) = S + 1 − e
−Kη
K(Kη + 1) (35)
The nonlinear operator corresponding to nonlinear differential Eq. (10) and linear operator given by Eq. (30) is deﬁned by
N[ f (η)] = (K2 − M2) f ′(η) + f (η) f ′′(η) − 2[ f ′(η)]2 (36)
By substituting Eq. (35) into Eq. (36) it holds that
N[ f0(η)] = (K
2 − M2 − KS)(Kλ + 1) − 1
(Kλ + 1)2 e
−Kη − 1
(Kλ + 1)2 e
−2˜Kη (37)
Comparing Eqs. (24) and (37), one can get
h1(η) = (K
2 − M2 − KS)(Kλ + 1) − 1
(Kλ + 1)2 , g1(η) = e
−Kη,
h2(η) = − 1
(Kλ + 1)2 , g2(η) = e
−2˜Kη, . (38)
The ﬁrst approximation f1(η) given by Eq. (26) becomes
f1(η,Cj) = H1(η,Cj)e−Kη + H2(η,Cj)e−2˜Kη
f1(0,Cj) = 0, f ′1(0,Cj) = λ f ′′1 (0,Cj), f ′1(∞,Cj) = 0. (39)
where we have freedom to choose a lot of possibilities for the unknown functions H1 and H2. If we choose
H1(η,Cj) = C1η +
2λK + 1
2λ
C1η
2 +C2η3 +C3η4 (40)
H2(η,Cj) = C4η +
4λK + 1
2λ
C4η
2 +C5η3 (41)
then the ﬁrst approximation becomes
f1(η,Cj) =
(
C1η + 2λK + 1
2λ
C1η
2 +C2η3 +C3η4
)
e−Kη +
(
C4η + 4λK + 1
2λ
C4η
2 +C5η3
)
e−2˜Kη (42)
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f (η,Cj) = S +
1
K(Kλ + 1) +
(
− 1
K(Kλ + 1) +C1η +
2λK + 1
2λ
C1η
2 +C2η3 +C3η4
)
e−Kη
+
(
C4η + 4λK + 1
2λ
C4η
2 +C5η3
)
e−2˜Kη (43)
where Cj, j = 1, 2, 3, 4 and K > 0 are unknown parameters.
Now, for Eqs. (11) and (13), the linear operator can be written as
L
[
θ(η)
]
= θ ′′(η) + K∗θ ′(η) (44)
where K∗ is an unknown positive parameter.
The initial approximation θ0(η) can be obtained from equations
θ ′′0 (η) + K∗θ ′0(η) = 0, θ0(0) = 1 + δθ ′0(0), θ0(∞) = 0 (45)
which has the solution
θ0(η) = 1
1 + δK∗ e
−K∗η (46)
The nonlinear operator for Eq. (11) with linear operator given by Eq. (44) becomes
N[θ(η)] = −K∗
(
1 + 4
3
R
)
θ ′(η) + Pr
[
f (η)θ ′(η) − f ′(η)θ(η)
]
(47)
By substituting Eqs. (46) and (45) into Eq. (47) it holds that
N[θ0(η)] =
[
K∗2 − 3K∗S + 4RK∗2
3(1 + δK∗) −
K∗
K(Kλ + 1)(1 + K∗δ)
]
e−K
∗η + K
∗ − K
K(Kλ + 1)(1 + K∗δ)e
−(K+K∗)η (48)
Comparing Eqs. (24) and (48) one can get
h∗1(η) = K
∗2 − 3K∗S + 4RK∗2
3(1 + δK∗) −
K∗
K(Kλ + 1)(1 + K∗δ) ,
g∗1(η) = e−K
∗η, (49)
h∗2(η) = K
∗ − K
K(Kλ + 1)(1 + K∗δ) , g
∗
2(η) = e−(K+K
∗)η
The ﬁrst approximation θ1(η, Dj) given by Eq. (26) becomes
θ1(η,Dj) = H3(η,Dj)e−K∗η + H4(η,Dj)e−(K+K∗)η,
θ1(0) = δθ ′1(0), θ1(∞) = 0 (50)
We choose the auxiliary functions H3 and H4 in the form
H3(η,Dj) = D1η + D2η2 + D3η3 + D4η4 (51)
H4(η,Dj) = −D1η + D5η2 + D6η3 (52)
such that the ﬁrst-order approximate solution of Eqs. (11) and (13) is obtained from Eqs. (25), (46), (50) and (51):
θ(η,Dj) =
(
1
1 + δK∗ + D1η + D2η
2 + D3η3 + D4η4
)
e−K
∗η + ( − D1η + D5η2 + D6η3)e−(K+K∗)η (53)
where Dj, j = 1, 2, . . . , 6 and K∗ > 0 are unknown parameters.
In this way, we can obtain many other solutions.
5. Numerical results
We illustrate the accuracy of our procedure for different values of the coeﬃcients S,M, λ, R, Pr and δ. We represent graphically
the behavior of the functions f and θ, and we compare results obtained through our procedure with numerical results. Also, in
some cases we represent graphically the behavior of the residual R
f
and R
θ
.
Case 5.1. First, we consider S = 0.1, M = 0, λ = 0.1, R = 0.1, Pr = 0.7, δ = 0.1
The optimal convergence-control parameters Cj and Dj in all cases are determined by means of the least-square method and
are:
C1 = −0.0088492634, C2 = 0.0056210808, C3 = −0.0004350582,
C4 = −0.0029961570, C5 = −0.0038069657, K = 1.1076523227,
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D4 = 0.0000315621, D5 = −0.0119793890, D6 = −0.0044331549,
K∗ = 0.6816198449
The ﬁrst-order approximate solution obtained by means of OHAM becomes
f (η) = 0.9127823420 + (−0.8127823420− 0.0088492634η
−0.0540482243η2 + 0.0056210808η3 − 0.0004350582η4)e−1.1076523227η
+ (−0.0029961570η − 0.0216181859η2 − 0.0038069657η3)e−2.2153046455η (54)
θ(η) = (0.9361875956 + 0.0514240617η + 0.0140292628η2 − 0.0004662431η3 + 0.0000315621η4)e−0.6816198449η
+ (−0.0514240617η − 0.0119793890η2 − 0.0044331549η3)e−1.7892721677η (55)
Case 5.2. For S = 0.5, M = 0.1, λ = 0.1, R = 0.1, Pr = 0.7, δ = 0.1, the optimal convergence-control parameters are
C1 = −0.0071875319, C2 = 0.0065323642, C3 = −0.0005043266,
C4 = −0.0025346928, C5 = −0.0054136041, K = 1.3355505019,
D1 = 0.0457401659, D2 = 0.0119544326, D3 = −0.0006295169,
D4 = 0.0000318274, D5 = −0.0141812138, D6 = −0.0052909996,
K∗ = 0.8142449950
The ﬁrst-order approximate solution obtained with OHAM can be written as
f (η) = 1.1605368772 + (−0.6605368772 − 0.0071875319η
−0.0455369718η2 + 0.0065323642η3 − 0.0005043266η4)e−1.3355505019η
+ (−0.0025346928η − 0.0194438849η2 − 0.0054136041η3)e−2.6711010038η (56)
θ(η) = (0.9247062559 + 0.0457401659η + 0.0119544326η2 − 0.0006295169η3 + 0.0000318274η4)e−0.8142449950η
+ (−0.0457401659η − 0.0141812138η2 − 0.0052909996η3)e−2.1497954970η (57)
Case 5.3. In the case S = 0.3, M = 0.1, λ = 0.1, R = 0.1, Pr = 0.7, δ = 0.1, we give only the ﬁrst-order approximate solution:
f (η) = 1.0306379756 + (−0.7306379756 − 0.0079946059η
−0.0497253361η2 + 0.0062090225η3 − 0.0004743630η4)e−1.2198608360η
+ (−0.0027287522η − 0.0203011572η2 − 0.0044690471η3)e−2.4397216720η (58)
θ(η) = (0.9307222412 + 0.0490143654η + 0.0130216563η2 − 0.0005497484η3 + 0.0000309591η4)e−0.7443440767η
+ (−0.0490143654η − 0.0134044621η2 − 0.0049285032η3)e−1.9642049127η (59)
Case 5.4. For S = 0.1, M = 0.1, λ = 0.1, R = 0.1, Pr = 0.7, δ = 0.1, the ﬁrst-order approximate solution can be written in the
form:
f (η) = 0.9086599850+ (−0.8086599850− 0.0088108438η
−0.0538587912η2 + 0.0057414582η3 − 0.0004443943η4)e−1.1127847009η
+ (−0.0029367177η − 0.0212194580η2 − 0.0035688107η3)e−2.2255694019η (60)
θ(η) = (0.9362951489 + 0.0517012567η + 0.0143527176η2 − 0.0004817767η3 + 0.0000329395η4)e−0.6803928341η
+ (−0.0517012567η − 0.0122130857η2 − 0.0044706180η3)e−1.7931775351η (61)
Case 5.5. For S = 0, M = 0.1, λ = 0.1, R = 0.1, Pr = 0.7, δ = 0.1, the ﬁrst-order approximate solution is:
f (η) = 0.8507603570 + (−0.8507603570 − 0.0092222223η
−0.0559099398η2 + 0.0054863768η3 − 0.0004348803η4)e−1.0625235105η +
+ (−0.0030376081η − 0.0216431007η2 − 0.0031008859η3)e−2.1250470210η (62)
θ(η) = (0.9389047069 + 0.0525544702η + 0.0151864803η2 − 0.0004622337η3 + 0.0000356287η4)e−0.6507081350η
+ (−0.0525544702η − 0.0113572926η2 − 0.0041778981η3)e−1.7132316455η (63)
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f (η) = 0.6897905868 + (−0.9897905868− 0.0104598318η
−0.0619723165η2 + 0.0047564051η3 − 0.0004390001η4)e−0.9247908996η
+ (−0.0032915263η − 0.0225455791η2 − 0.0015636266η3)e−1.8495817992η (64)
θ(η) = (0.9459958284+ 0.050101643760η + 0.0192015824η2
−0.000571852564η3 + 0.0000557533η4)e−0.5708711389η
+ (−0.0501016437η − 0.0065704464η2 − 0.0027775363η3)e−1.4956620385η (65)
Case 5.7. In the case S = −0.5, M = 0.1, λ = 0.1, R = 0.1, Pr = 0.7, δ = 0.1, the ﬁrst-order approximate solution of Eqs. (10),
(11), (12) and (13):
f (η) = 0.5932102075 + (−1.0932102075 − 0.0111087816η
−0.0649150014η2 + 0.0040974729η3 − 0.0004500438η4)e−0.8435752407η
+ (−0.0034922697η − 0.0233533332η2 − 0.0016696977η3)e−1.6871504815η (66)
θ(η) = (0.9501040463 + 0.0376050133η + 0.0249758984η2 − 0.0009924090η3 + 0.0000871197η4)e−0.5251630471η
+ (−0.0376050133η + 0.0010097896η2 − 0.0007813015η3)e−1.3687382879η (67)
Case 5.8. For S = 0.1, M = 0.6, λ = 0.1, R = 0.1, Pr = 0.7, δ = 0.1, we have:
f (η) = 0.7965964439+ (−0.6965964439− 0.0070302206η
−0.0441033674η2 + 0.0066673174η3 − 0.0005509236η4)e−1.2733973248η
+ (−0.00226190097η − 0.0170701022η2 − 0.0036403974η3)e−2.5467946497η (68)
θ(η) = (0.9397127073 + 0.0617627386η + 0.0219888320η2 − 0.0008183675η3 + 0.0000731113η4)e−0.6415502542η
+ (−0.0617627386η − 0.0206043665η2 − 0.0067231497η3)e−1.9149475790η (69)
Case 5.9. In the last case, we consider S = 0.1, M = 0.3, λ = 0.1, R = 0.1, Pr = 0.7, δ = 0.1, and therefore, the ﬁrst-order
approximate solution is written as:
f (η) = 0.8780236617 + (−0.7780236617 − 0.0082359519η
−0.0506715762η2 + 0.0058647919η3 − 0.0004474304η4)e−1.1524856382η
+ (−0.0028031861η − 0.0204771942η2 − 0.0040416806η3)e−2.3049712764η (70)
θ(η) = (0.9371335972 + 0.0542997895η + 0.0165468521η2 − 0.0005734010η3 + 0.0000427240η4)e−0.6708371460η
+ (−0.0542997895η − 0.0143185202η2 − 0.0049761140η3)e−1.8233227842η (71)
In Tables 1–5 we present a comparison between the derivative of the ﬁrst-order approximate solutions (54)–(63) respectively
with numerical results for some values of variable η and the relative error ε
f ′ (η) = | f
′
(η) − f ′numerical(η)|, εθ ′ (η) = |θ
′
(η) −
θ ′numerical(η)|.Table 1
Comparison between the derivative of the ﬁrst-order approximate solution ( f
′
, θ
′
) obtained from Eqs. (54)
and (55) respectively obtained by OHAMwith numerical results.
η f
′
(η) Eq. (54) f′numerical(η) ε f ′ (η) θ
′
(η) Eq. (55) θ ′
numerical
(η) εθ ′ (η)
0 0.88843482 0.88843481 9.99 ×10−9 −0.63812404 −0.63812414 9.99 ×10−8
1 0.28545290 0.28541390 3.90 ×10−5 −0.30015583 −0.30015412 1.71 ×10−6
2 0.10483255 0.10485346 2.09 ×10−5 −0.15902631 −0.15902833 2.01 ×10−6
3 0.04062500 0.04062055 4.45 ×10−6 −0.08801940 −0.08801839 1.01 ×10−6
4 0.01608714 0.01607463 1.25 ×10−5 −0.04953981 −0.04953894 8.73 ×10−7
5 0.00641367 0.00641565 1.97 ×10−6 −0.02806573 −0.02806663 9.06 ×10−7
6 0.00256161 0.00256937 7.75 ×10−6 −0.01594297 −0.01594346 4.96 ×10−7
7 0.00102562 0.00103041 4.78 ×10−6 −0.00906679 −0.00906639 3.96 ×10−7
8 0.00041282 0.00041346 6.33 ×10−7 −0.00515840 −0.00515785 5.43 ×10−7
9 0.00016750 0.00016593 1.57 ×10−6 −0.00293496 −0.00293478 1.80 ×10−7
10 0.00006860 0.00006660 1.99 ×10−6 −0.00166979 −0.00166998 1.84 ×10−7
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Table 2
Comparison between the derivative of the ﬁrst-order approximate solution ( f
′
, θ
′
) obtained from Eqs. (56)
and (57) respectively obtained by OHAMwith numerical results.
η f
′
(η) Eq. (56) f′numerical(η) ε f ′ (η) θ
′
(η) Eq. (57) θ ′numerical(η) εθ ′ (η)
0 0.87245813 0.87245812 1.00 ×10−8 −0.75293744 −0.75293745 9.99 ×10−9
1 0.22828030 0.22825759 2.27 ×10−5 −0.31820241 −0.31820124 1.16 ×10−6
2 0.06722555 0.06723918 1.36 ×10−5 −0.14889548 −0.14889559 1.08 ×10−7
3 0.02055908 0.02054601 1.31 ×10−5 −0.07176848 −0.07176748 9.99 ×10−7
4 0.00635117 0.00634994 1.22 ×10−6 −0.03490253 −0.03490395 1.41 ×10−6
5 0.00196270 0.00196944 6.73 ×10−6 −0.01702253 −0.01702275 2.21 ×10−7
6 0.00060749 0.00061147 3.97 ×10−6 −0.00831015 −0.00830922 9.24 ×10−7
7 0.00018965 0.00018989 2.39 ×10−7 −0.00405759 −0.00405701 5.79 ×10−7
8 0.00006020 0.00005895 1.24 ×10−6 −0.00198084 −0.00198101 1.66 ×10−7
9 0.00001953 0.00001828 1.25 ×10−6 −0.00096681 −0.00096734 5.27 ×10−7
10 6.48 ×10−6 5.65 ×10−6 8.34 ×10−7 −0.00047188 −0.00047236 4.75 ×10−7
Table 3
Comparison between the derivative of the ﬁrst-order approximate solution ( f
′
, θ
′
) obtained from Eqs. (58)
and (59) respectively obtained by OHAMwith numerical results.
η f
′
(η) Eq. (58) f′numerical(η) ε f ′ (η) θ
′
(η) Eq. (59) θ ′numerical(η) εθ ′ (η)
0 0.88055329 0.88055328 1.00 ×10−8 −0.69277758 −0.69277768 1.00 ×10−7
1 0.25600972 0.25598142 2.82 ×10−5 −0.31007655 −0.31007448 2.07 ×10−6
2 0.08444370 0.08446263 1.89 ×10−5 −0.15514672 −0.15514822 1.50 ×10−6
3 0.02914513 0.02913259 1.25 ×10−5 −0.08052316 −0.08052139 1.77 ×10−6
4 0.01021339 0.01020682 6.57 ×10−6 −0.04231594 −0.04231659 6.52 ×10−7
5 0.00358957 0.00359586 6.28 ×10−6 −0.02233555 −0.02233653 9.81 ×10−7
6 0.00126294 0.00126930 6.35 ×10−6 −0.01180890 −0.01180848 4.12 ×10−7
7 0.00044654 0.00044836 1.82 ×10−6 −0.00624694 −0.00624610 8.43 ×10−7
8 0.00015953 0.00015841 1.11 ×10−6 −0.00330482 −0.00330450 3.18 ×10−7
9 0.00005783 0.00005597 1.85 ×10−6 −0.00174809 −0.00174836 2.73 ×10−7
10 0.00002130 0.00001978 1.52 ×10−6 −0.00092454 −0.00092505 5.07 ×10−7
Table 4
Comparison between the derivative of the ﬁrst-order approximate solution ( f
′
, θ
′
) obtained from Eqs. (60)
and (61) respectively obtained by OHAMwith numerical results.
η f
′
(η) Eq. (60) f′numerical(η) ε f ′ (η) θ
′
(η) Eq. (61) θ ′numerical(η) εθ ′ (η)
0 0.88843482 0.88843481 9.99 ×10−9 −0.63812404 −0.63812414 9.99 ×10−8
1 0.28545290 0.28541390 3.90 ×10−5 −0.30015583 −0.30015412 1.71 ×10−6
2 0.10483255 0.10485346 2.09 ×10−5 −0.15902631 −0.15902833 2.01 ×10−6
3 0.04062500 0.04062055 4.45 ×10−6 −0.08801940 −0.08801839 1.01 ×10−6
4 0.01608714 0.01607463 1.25 ×10−5 −0.04953981 −0.04953894 8.73 ×10−7
5 0.00641367 0.00641565 1.97 ×10−6 −0.02806573 −0.02806663 9.06 ×10−7
6 0.00256161 0.00256937 7.75 ×10−6 −0.01594297 −0.01594346 4.96 ×10−7
7 0.00102562 0.00103041 4.78 ×10−6 −0.01594297 −0.01594346 4.96 ×10−7
8 0.00041282 0.00041346 6.33 ×10−7 −0.00515840 −0.00515785 5.43 ×10−7
9 0.00016750 0.00016593 1.57 ×10−6 −0.00293496 −0.00293478 1.80 ×10−7
10 0.00006860 0.00006660 1.99 ×10−6 −0.00166979 −0.00166998 1.84 ×10−7
Table 5
Comparison between the derivative of the ﬁrst-order approximate solution ( f
′
, θ
′
) obtained from Eqs. (62)
and (63) respectively obtained by OHAMwith numerical results.
η f
′
(η) Eq. (62) f′numerical(η) ε f ′ (η) θ
′
(η) Eq. (63) θ ′numerical(η) εθ ′ (η)
0 0.89169305 0.89169304 1.00 ×10−8 −0.61095293 −0.61095303 1.00 ×10−7
1 0.29811553 0.29807936 3.61 ×10−5 −0.29375661 −0.29375586 7.54 ×10−7
2 0.11413100 0.11415378 2.27 ×10−5 −0.16002100 −0.16002252 1.51 ×10−6
3 0.04625779 0.04625340 4.38 ×10−6 −0.09149886 −0.09149890 3.83 ×10−8
4 0.01920647 0.01919124 1.52 ×10−5 −0.05335199 −0.05335060 1.39 ×10−6
5 0.00804207 0.00804286 7.86 ×10−7 −0.03135997 −0.03136038 4.03 ×10−7
6 0.00337607 0.00338496 8.89 ×10−6 −0.01849636 −0.01849706 6.99 ×10−7
7 0.00142071 0.00142715 6.44 ×10−6 −0.01092565 −0.01092564 1.24 ×10−8
8 0.00060059 0.00060216 1.56 ×10−6 −0.00645769 −0.00645731 3.78 ×10−7
9 0.00025561 0.00025415 1.46 ×10−6 −0.00381762 −0.00381737 2.45 ×10−7
10 0.00010964 0.00010728 2.35 ×10−6 −0.00225693 −0.00225695 2.11 ×10−8
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Table 6
Values of θ
′
(0) for several values of Prandtl number Pr and radiation
parameter R for λ = 0, M = 0, δ = 0.
Pr R Ishak [29] Mukhopadhyay [12] present study
1 0 −0.9548 −0.9547 −0.9547013278
1 1 −0.5312 −0.5311 −0.5311135791
2 0.5 −1.0734 −1.0739984172
2 1 −0.8626 −0.8626001271Numerical solutions of the Eqs. (10)–(13) are obtained by shooting method in combination with the fourth-order Runge Kutta
method, using WolframMathematica 6.0 software. It is very important for this method the values of the skin-friction coeﬃcient
| f ′′(0)| and the heat transfer coeﬃcient θ ′(0) (Nusselt number).
In Table 6 are presented comparisons of our results with some available results of Ishak [29] and Mukhopadhyay [12] for
different values of Prandtl number Pr and radiation number R and for λ = 0, M = 0, δ = 0. The results are found to be very
accurate.
The residuals for Eqs. (10) and (11) are respectively
Rf (η) = f
′′′
(η) + f (η) f ′′(η) − 2[ f ′(η)]2 − M2 f ′(η) (72)
Rθ (η) =
(
1 + 4
3
R
)
θ
′′
(η) + Pr[ f (η)θ ′(η) − f ′(η)θ(η)] (73)
It can be seen from the above tables and ﬁgures that the solutions obtained by the proposed procedure are nearly identical
with the numerical solution obtained using the shooting method in combination with the fourth-order Runge Kutta method.
In order to analyze the results obtained by OHAM and the results obtained by numerical integration, in Figs. 2–6 are shown
variation of velocity proﬁles f′ and of temperature θ for different values of the parameters.S 0.5, 0.3, 0, 0.1, 0.3, 0.5
2 4 6 8
0.2
0.4
0.6
η
0.8
f '
10
η
Fig. 2. Variation of horizontal velocity f′(η) with η forM = 0.1, λ = 0.1 and for several values of suction/blowing parameter S: — f ′
numerical
; ……… f
′
.
M 0, 0.1, 0.3, 0.6
2 4 6 8
0.2
0.4
0.6
0.8
f ' η
10
η
Fig. 3. Variation of horizontal velocity f′(η) with η for S = 0.1, λ = 0.1 and for several values of magnetic parameterM: — f ′
numerical
; ……… f
′
.
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M 0, 0.1, 0.3, 0.6
2 4 6 8 10
η
0.2
0.4
0.6
0.8
θ
Fig. 4. Variation of temperature θ (η) with η for several values of magnetic parameter M and for R = 0.1, Pr = 0.7, δ = 0.1, S = 0.1, λ = 0.1: — θnumerical; ………
θ .
δ = 0.1, 1.5, 2.5, 4
2 4 6 8 10
η
0.2
0.4
0.6
0.8
θ
Fig. 5. Variation of temperature θ (η) with η for several values of thermal slip parameter δ and for R = 0.1, Pr = 0.7, S = 0.1,M = 0.1, λ = 0.1: — θnumerical; ………
θ .
S = − 0.5, −0.3, 0, 0.1, 0.3, 0.5
2 4 6 8 10
η
0.2
0.4
0.6
0.8
θ
Fig. 6. Variation of temperature θ (η) with η for several values of suction/blowing parameter S and for R = 0.1, Pr = 0.7, δ = 0.1, S = 0.1, λ = 0.1: — θnumerical;
……… θ .The velocity proﬁles for different values of the suction or blowing parameter S and different values of themagnetic parametric
M presented in Figs. 2 and 3, respectively. It is clear that the rate of transport is considerably reduced with the increase of S orM.
Also, the velocity proﬁle decreases with the increase of S orM. In these cases the velocity vanishes at relative large distance from
the sheet (at η = 6).
Temperature proﬁles are presented in Figs. 4–6 for the variation of magnetic parameter M, thermal slip parameter δ and the
suction/blowing parameters S, respectively. With the increasing M, the temperature is found to increase (Fig. 4). From Eqs. (5)
and (6) it is seen that the temperature decreases with increasing slip thermal parameter and with increasing suction/blowing
parameter, respectively.
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Fig. 7. Skin-friction coeﬃcient | f¯ ′′(0)| against magnetic parameterM for S = 0.1.
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Fig. 8. Skin-friction coeﬃcient | f¯ ′′(0)| against suction (blowing) parameter S forM = 0.1.
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Fig. 9. Nusselt number θ¯ ′(0) against thermal slip parameter δ for S = 0.1, M = 0.1, λ = 0.1, R = 0.1.
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Fig. 10. Nusselt number θ¯ ′(0) against suction (blowing) parameter S forM = 0.1, λ = 0.1, R = 0.1, δ = 0.1.Fig. 7 depicts the nature of skin-friction coeﬃcient | f¯ ′′(0)| for λ = 0.1 and S = 0.1. It is clear that skin-friction coeﬃcient
increases with increasing magnetic parameterM. Fig. 8 exhibits the nature of skin-friction coeﬃcient for λ = 0.1 andM = 0.1. It
is found that skin-friction coeﬃcient also increases with increasing suction parameter S.
Fig. 9 present the effect of thermal slip parameter δ on Nusselt number for M = 0.1, λ = 0.1, R = 0.1, Pr = 0.7. It is observed
that the Nusselt number decreases with increasing values of thermal slip parameters. Nusselt number decreases with suction
(blowing) parameter S (Fig. 10).
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radiative effects have importance in physics, technology and engineering. Some applications in this ﬁeld may occur in the pol-
ishing of artiﬁcial heart valves and internal cavity or in a variety of stretching sheet problems or yet in polymer ﬁber coating, ﬁlm
cooling, prevent corrosion and so on.
6. Conclusions
The Optimal Homotopy Asymptotic Method is employed to propose new analytic approximate solutions for steady bound-
ary layer MHD viscous ﬂow and radiative heat transfer over an exponentially porous stretching sheet. Our procedure is valid
even if the nonlinear differential equations does not contain any small or large parameters. In construction of the homo-
topy appear some distinctive concepts as: optimal auxiliary functions H1(η,Ci) − H4(η,Ci), the linear operators L(f) and L(θ )
and several optimal convergence-control parameters C1, C2,… which ensure a fast convergence of all the solutions. The ex-
amples presented in this work, lead to the conclusion that the obtained results are of the exceptional accuracy using only
one iteration. The OHAM provides us with a simple and rigorous way to control and adjust the convergence of the solutions
through the auxiliary functions Hi(η, Ci) involving several parameters C1, C2,… which are optimally determined. Actually, the
capital strength of OHAM is its fast convergence after only one iteration which proves that our procedure is very eﬃcient in
practice.
Based on the present investigations we conclude that the displacement increases when the suction/blowing parameter in-
creases and the displacement decreases with the increasing of magnetic parameter. The velocity proﬁles decreases with the
increase of suction/blowing parameter and magnetic parameters. The velocity vanishes at relative large distance from the sheet.
Temperature proﬁles increases with the increasing of magnetic parameter, but temperature proﬁles decreases when slip thermal
parameter or suction/blowing parameter increase.
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