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This paper is devoted to studying the approximation of multivariate periodic functions in
the average case setting. We equip the L2 space of multivariate periodic functions with
a Gaussian measure μ such that its Cameron–Martin space is the anisotropic multivariate
periodic space. With respect to this Gaussian measure, we discuss the best approximation
of functions by trigonometric polynomials with harmonics from parallelepipeds and
the approximation by the corresponding anisotropic Fourier partial summation operators
and Vallée-Poussin operators, and get the average error estimation. We shall show that, in
the average case setting, with the average being with respect to this Gaussian measure μ,
the anisotropic trigonometric polynomial subspaces are order optimal in the Lq metric for
1  q < ∞, and the anisotropic Fourier partial summation operators and Vallée-Poussin
operators are the order optimal linear operators, which are as good as optimal nonlinear
operators in the Lq metric for 1 q < ∞.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let K be a bounded subset of a normed linear space X with norm ‖ · ‖X . The quantity
dN(K , X) := inf
FN
sup
x∈K
E(x, FN )X := inf
FN
sup
x∈K
inf
y∈FN
‖x− y‖X ,
where FN runs through all possible linear subspaces of dimension at most N , is called the Kolmogorov N-width of K in X .
It reﬂects the optimal error of the “worst” elements of K in the approximation by N-dimensional subspaces. The linear
N-width of the set K in X is deﬁned by
λN(K , X) := inf
TN
sup
x∈K
‖x− TNx‖X ,
where TN runs over all linear operators from X to X with rank at most N . It reﬂects the optimal error of the “worst”
elements of K in the approximation by linear operators with rank N . Detailed information about the Kolmogorov and linear
widths may be found in [10,18].
Now let W contain the Borel ﬁeld B generated by open subsets of W and be equipped with a probability measure ν
deﬁned on B. For 0 < p < ∞, the p-average Kolmogorov N-width and the p-average linear N-width are deﬁned by
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( ∫
W
(
E(x, FN )X
)p
ν(dx)
)1/p
,
and
λ
(a)
N (W , ν, X)p = infTN
( ∫
W
‖x− TNx‖pX ν(dx)
)1/p
,
respectively. They reﬂect the optimal approximations of “most” elements of classes by N-dimension subspaces and linear
operators with rank N . Therefore, in the worst case setting, the approximation emphasizes the behavior of the “worst” ele-
ments, while in the average case setting, the approximation emphasizes the behavior of “most” elements. Hence, the average
case analysis, as compared with the worst case analysis, allows us to take into account the instances where approximation
performs well usually, and the results should match practical experience more closely.
A series of subspaces FN is said to be order optimal for d
(a)
N (W , ν, X)p if( ∫
W
(
E(x, FN )X
)p
ν(dx)
)1/p
 d(a)N (W , ν, X)p,
where A(N)  B(N) means that A(N)  B(N) and B(N)  A(N), and A(N)  B(N) means that there exists a constant c > 0
independent of N such that A(N) cB(N). Order optimal subspaces for dN (K , X), order optimal operators for λN(K , X), and
order optimal operators for λ(a)N (W , ν, X)p are deﬁned analogously.
There are a few papers devoted to studying approximation problems in the average case setting. In one-dimensional case,
in [12,14,15,6,7], among others, the authors determined the exact order of the p-average Kolmogorov and linear n-widths
of Sobolev space equipped with a Gaussian measure. In [29], the best approximation by the trigonometric polynomial sub-
spaces and approximation by the usual linear operators on Sobolev space with the same Gaussian measure were studied,
and order optimal linear subspaces and linear operators in the average case setting were found. Similar problems for contin-
uous functions on the Wiener space were investigated in [9,19,22,23,26,13,16,17]. In multidimensional case, in [4,5], among
others, Chen and Fang obtained the optimal orders of the average Kolmogorov and linear widths of space of multivariate
periodic functions with bounded mixed derivative equipped with a Gaussian measure μ in the Lq norm for 1 < q < ∞.
In [28], the best approximation of functions on the sphere by the spherical polynomials on the Sobolev space with Gaussian
measure were investigated, and the order optimal subspaces and linear operators in the Lq (1 q < ∞) metric were given.
In [27], the average error estimations of the best approximation of functions on the ball by the polynomial subspaces in
the weighted Lq space for 1 q < ∞ were obtained. More information about average case setting results can be found in
[21,11,20,25].
In this paper, we shall discuss the approximation of multivariate periodic functions in the average case setting. We equip
the multivariate periodic function space with a Gaussian measure μ such that its Cameron–Martin space is the anisotropic
multivariate periodic space. With respect to this Gaussian measure, we discuss the best approximation of periodic func-
tions of several variables by trigonometric polynomials with harmonics from parallelepipeds and the approximation by
the corresponding anisotropic Fourier partial summation operators and Vallée-Poussin operators, and get the average error
estimation. We shall show that, in the average case setting, with the average being respect to this Gaussian measure μ,
the anisotropic trigonometric polynomial subspaces are order optimal in the Lq metric for 1 q < ∞, and the anisotropic
Fourier partial summation operators and Vallée-Poussin operators are the order optimal linear operators, which are as good
as optimal nonlinear operators in the Lq metric for 1 q < ∞. Our main results will be in full analogy with those of [29]
for the one-dimensional case.
We organize this paper as follows. Section 2 gives some deﬁnitions, notations, and formulates the main results of the
papers. In Section 3, we discuss the properties of the Gaussian measures deﬁned in Section 2. In Section 4, we give the
proofs of the main results.
2. Main results
Let πd := [−π,π ]d , d  2 be the d-dimensional torus and let f (x), x = (x1, . . . , xd) be a measurable function which is
2π -periodic in each variable. We write f ∈ Lp for 1 p < ∞ if
‖ f ‖p =
(
1
(2π)d
∫
πd
∣∣ f (x)∣∣p dx)
1
p
< ∞.
When p = ∞, the essential supremum is understood instead of the integral.
Denote by L˚2 a subspace of L2 which satisﬁes
∫ π
−π f (x1, . . . , x j, . . . , xd)dx j = 0 for a.e. x′ = (x1, . . . , x j−1, x j+1, . . . , xd),
j = 1, . . . ,d. This means that if f ∈ L˚2 and f has the Fourier series expansion
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∑
k∈Zd
fˆ (k)ek, fˆ (k) = 1
(2π)d
∫
πd
f (x)e−k(x)dx, ek(x) = exp
(
i(k,x)
)
,
then fˆ (k) = 0 for k1 · · ·kd = 0, where (k,x) = k1x1 + · · · + kdxd , k = (k1, . . . ,kd) ∈ Zd. Obviously, L˚2 is a Hilbert Space with
inner product
〈 f , g〉 = 1
(2π)d
∫
πd
f (x)g(x)dx.
For f ∈ L˚2 and R= (R1, . . . , Rd) ∈ Rd , R j > 0, j = 1, . . . ,d, let ∂
R j
∂x
R j
j
f be the R j-order partial derivative of f with respect
to x j in the sense of Weyl deﬁned by
∂ R j
∂x
R j
j
f (x) :=
∑
k∈Z˚d
(ik j)
R j fˆ (k)ei(k,x), (ik j)
R j = |k j|R j exp
(
R jπ i
2
signk j
)
,
where Z˚d = {k ∈ Zd | k1 · · ·kd = 0}. Then the anisotropic space W˚R2 is deﬁned by
W˚R2 :=
{
f ∈ L˚2
∣∣∣ ∂ R j
∂x
R j
j
f ∈ L2, j = 1, . . . ,d
}
with norm
‖ f ‖W˚R2 =
(
d∑
j=1
∥∥∥∥ ∂ R j
∂x
R j
j
f
∥∥∥∥
2
2
) 1
2
=
( ∑
k∈Z˚d
∣∣ fˆ (k)∣∣2 d∑
j=1
|k j|2R j
) 1
2
. (2.1)
It is well known that W˚R2 is a Hilbert space with the inner product
〈 f , g〉W˚R2 =
∑
k∈Z˚d
fˆ (k)gˆ(k)
(
d∑
j=1
|k j|2R j
)
.
For R = (R1, . . . , Rd), R j > 0, j = 1, . . . ,d, g(R) = (∑dj=1 R−1j )−1 > 12 , we equip L˚2 with a centered Gaussian measure μ
such that its correlation operator Cμ has eigenfunctions ek and eigenvalues αk = (
∑d
j=1 |k j |2R j )−1 > 0 for k ∈ Z˚d , i.e.,
Cμek = αkek, k ∈ Z˚d. (2.2)
Therefore, for f ∈ L˚2,
Cμ f =
∑
k∈Z˚d
fˆ (k)αkek.
From the properties of Gaussian measure (see [2, pp. 48–49]), we know that
〈Cμ f , g〉 =
∫
L˚2
〈v, f 〉〈v, g〉μ(dv). (2.3)
More information about Gaussian measure may be found in the books [2,8].
Denote by (L˚2)∗ the space of all continuous linear functionals on L˚2, by L2(L˚2,μ) the usual space of μ-measurable
functionals φ on L˚2 with ﬁnite quasinorm
‖φ‖L2(μ) :=
( ∫
L˚2
∣∣φ(x)∣∣2 γ (dx))1/2.
Then (L˚2)∗ = L˚2 can be embedded into L2(L˚2,μ). Put (see [2, p. 44])
H(μ) =
{
g ∈ L˚2: |g|H(μ) := sup
f ∈(L˚2)∗=L˚2, Rμ( f )( f )1
∣∣〈 f , g〉∣∣< ∞},
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Rμ( f )(g) :=
∫
L˚2
〈v, f 〉〈v, g〉μ(dv), f , g ∈ (L˚2)∗ = L˚2.
The space H(μ) is called the Cameron–Martin space (or the reproducing kernel Hilbert space) of μ. We shall show in
Section 3 (Theorem 3.1) that the Cameron–Martin space H(μ) of this Gaussian measure μ on L˚2 is exactly the above
anisotropic space W˚R2 , and g(R) >
1
2 is the suﬃcient and necessary condition for which such Gaussian measure μ exists.
We shall study approximation of periodic functions in Lq (1  q ∞) metric in the average case setting. We use the
following notations. Let
ρ = ρ(R) = g(R)/R= (g(R)/R1, . . . , g(R)/Rd),
2ρn = (2ρ1n, . . . ,2ρdn),[
2ρn
]= ([2ρ1n], . . . , [2ρdn]), [a] =max{k | k a, k ∈ Z}.
Denote by T R(n) := T ([2ρn],d) the collection of trigonometric polynomials with harmonics from parallelepipeds
Π
([
2ρn
]
,d
)= {k ∈ Zd ∣∣ |k j | [2ρ jn], j = 1, . . . ,d}.
For 1 q∞, and 0< p < ∞, we set
ERn ( f )q := E
(
f , T R(n)
)
q := inf
g∈T R(n)
‖ f − g‖q,
ERn (μ)qp := E
(
L˚2, T
R(n),μ, Lq
)
p =
( ∫
L˚2
ERn ( f )
p
q μ(df )
) 1
p
,
and
E(Λn,μ)qp := E(L˚2,Λn,μ, Lq)p =
( ∫
L˚2
∥∥ f − Λn( f )∥∥pq μ(df )
) 1
p
,
where
Λn( f ,x) =
∑
k∈Zd
λn(k) fˆ (k)ek(x) (n = 1,2, . . .) (2.4)
is a multiplier, {λn(k)}k∈Zd is a bounded sequence, and f =
∑
k∈Zd fˆ (k)ek ∈ L2. As will be shown in Section 3 (Corollary 3.3),
the functionals ERn ( f )q and ‖ f − Λn( f )‖q are measurable with respect to μ. Thus, the quantities ERn (μ)qp and E(Λn,μ)qp
are well deﬁned.
This paper is devoted to studying the approximation of periodic functions of several variables by trigonometric polyno-
mials. Our main results are as follows:
Theorem 2.1. Let 1 q < ∞, 0< p < ∞, g(R) > 12 , and let the multiplier Λn( f ,x) be deﬁned by (2.4). Then
(i) E(Λn,μ)qq = c
1
q
q
( ∑
k∈Z˚d
∣∣1− λn(k)∣∣2αk
) 1
2
, (2.5)
where cq = π− 12 2 q2 Γ ( q+12 ), αk = (
∑d
j=1 |k j |2R j )−1.
(ii) E(Λn,μ)qp 
( ∑
k∈Z˚d
∣∣1− λn(k)∣∣2αk
) 1
2
, (2.6)
where αk = (
∑d
j=1 |k j |2R j )−1 .
Theorem 2.2. Let 0 < p < ∞, g(R) > 12 , and let the multiplier Λn be deﬁned by (2.4). Then for any integer m > p, we have
E(Λn,μ)∞p m 12
( ∑
k∈m
∣∣1− λn(k)∣∣2αk
) 1
2
+
∞∑
l=m+1
l
1
2
( ∑
k∈l
∣∣1− λn(k)∣∣2αk
) 1
2
, (2.7)
where αk = (
∑d
j=1 |k j |2R j )−1 , m = {k ∈ Z˚d | |k j | [2ρ jm], j = 1, . . . ,d}, and m = {k ∈ Z˚d | k ∈m, k /∈m−1}, m = 1,2, . . . .
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operators and the anisotropic Vallée-Poussin operators in the average case setting. Setting
λn(k) =
{
1, |k| ∈n,
0, |k| ∈ Zd\n,
we get the anisotropic Fourier partial summation operators
SRn ( f ,x) ≡ S( f ,R,n)(x) =
∑
k∈n
fˆ (k)ei(k,x).
Setting λn(k) =∏dj=1 h j(k j), where
h j(k j) =
⎧⎪⎨
⎪⎩
1, |k j| [2ρ jn],
2− |k j |/[2ρ jn], [2ρ jn] < |k j| < 2[2ρ jn]
0, |k j| 2[2ρ jn],
, j = 1, . . . ,d,
we get the anisotropic Vallée-Poussin operators
V Rn ( f ,x) ≡ V ( f ,R,n)(x) =
∑
k∈′n
d∏
j=1
h j(k j) fˆ (k)e
i(k,x),
where ′n = {k ∈ Z˚d | |k j | 2[2ρ jn], j = 1, . . . ,d}, n = 1,2, . . . .
Theorem 2.3. Let 0 < p < ∞, g(R) > 12 . Then
ERn (μ)qp  E
(
V Rn ,μ
)
qp  E
(
SRn ,μ
)
qp  2−(g(R)+
1
2 )n, 1 q < ∞, (2.8)
E
(
V Rn ,μ
)
qp  ERn (μ)qp  E
(
SRn ,μ
)
qp  n
1
2 2−(g(R)+
1
2 )n, q = ∞. (2.9)
Theorem 2.4. Let 0 < p < ∞, g(R) > 12 . Then
d(a)N (L˚2,μ, Lq)p  N−g(R)−
1
2 , 1 q∞, (2.10)
and
λ
(a)
N (L˚2,μ, Lq)p
{
 N−g(R)− 12 , 1 q < ∞,
 (lnN) 12 N−g(R)− 12 , q = ∞.
(2.11)
Theorem 2.5. Let C(πd) be the set of all continuous functions. Then
μ
(
C(πd) ∩ L˚2
)= 1. (2.12)
Remark 1. From Theorem 2.3 and Theorem 2.4, we obtain that for 1 q < ∞ and 0 < p < ∞,
d(a)N (L˚2,μ, Lq)p  λ(a)N (L˚2,μ, Lq)p  E
(
V Rn ,μ
)
qp  E
(
SRn ,μ
)
qp  ERn (μ)qp, (2.13)
where N  2n and 2n  N . This means that, in the average case setting, for 1  q < ∞ and 0 < p < ∞, the anisotropic
trigonometric polynomial subspaces T R(n) are order optimal for d(a)N (L˚2,μ, Lq)p , and the anisotropic Fourier partial summa-
tion operators SRn and the anisotropic Vallée-Poussin operators V
R
n , as the order optimal linear operators for λ
(a)
N (L˚2,μ, Lq)p ,
are as good as optimal nonlinear operators in the Lq space. This is completely different from the situation in the worst
case setting, where for 2 < q < ∞, order optimal linear operators lose to order optimal nonlinear operators by a factor of
N(1/2−1/q) in the Lq metric (see [24, p. 115]).
Remark 2. Let ν be a centered Gaussian measure on a Banach space W . Denote by BH(ν) the unit ball of the Cameron–
Martin space of ν (see [2, p. 44]). In the remarkable paper [3], J. Creutzig obtained the relations between the classical
and average Kolmogorov widths and showed that under some mild conditions, any sequence of subspaces FN which is
order optimal for dN (BH(ν), X) is order optimal for d
(a)
N (W , ν, X)1 as well. He conjectured that order optimal subspaces for
d(a)N (W , ν, X)1 are also order optimal for dN (BH(ν), X) (see [3, Note 1.1(ii)]).
However, our results show that this conjecture is wrong. Indeed, for 2 < q < ∞ and 0 < p < ∞, the anisotropic trigono-
metric polynomial subspaces T R(n) are order optimal for d(a)N (L˚2,μ, Lq)p and not order optimal for dN (BH(μ), Lq), where
N  2n , 2n  N .
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μ as the measure μ˜ on the space C(πd) deﬁned by μ˜(A) = μ(A ∩ L˚2) for any Borel set A ⊂ C(πd). In this way, the measure
μ˜ is also the centered Gaussian measure on C(πd) with the same Cameron–Martin space H(μ).
3. Preliminaries
Theorem 3.1. Let μ be the centered Gaussian measure on L˚2 with the correlation operator Cμ deﬁned by (2.2). Then such μ exists if
and only if g(R) = (∑dj=1 R−1j )−1 > 1/2. Furthermore, denote by H(μ) the Cameron–Martin space of this Gaussian measure μ, the
W˚R2 = H(μ).
Proof. According to Theorem 2.3.1 in [2, p. 48], a centered Gaussian measure ν on a Hilbert space X is uniquely determined
by its correlation operator Cν , which is a symmetric nonnegative nuclear operator on X . Thus, μ is the centered Gaussian
measure on L˚2, if and only if the correlation operator Cμ is a symmetric nonnegative nuclear operator on L˚2. This is
equivalent to the condition
∑
k∈Z˚d αk < ∞. In this case, the Cameron–Martin space of μ can be given as
H(μ) =
{
f =
∑
k∈Z˚d
fˆ (k)ek
∣∣∣ ‖ f ‖H(μ) =
( ∑
k∈Z˚d
| fˆ (k) |2
αk
)1/2
< +∞
}
, (3.1)
with inner product
〈 f , g〉H(μ) =
∑
k∈Z˚d
fˆ (k)gˆ(k)
αk
,
where αk = (
∑d
j=1 |k j |2R j )−1. Comparing (3.1) with the deﬁnition of W˚R2 (see (2.1)), we get that W˚R2 = H(μ).
It remains to show that
∑
k∈ Z˚d αk < ∞ if and only if g(R) > 12 . We recall that
m = {k ∈ Z˚d ∣∣ |k j| [2ρ jm], j = 1, . . . ,d},
m =
{
k ∈ Z˚d ∣∣ k ∈m, k /∈m−1}, m = 1,2, . . . .
Then
∑
k∈Z˚d
αk =
∑
k∈Z˚d
(
d∑
j=1
|k j|2R j
)−1
=
∞∑
m=1
∑
k∈m
(
d∑
j=1
|k j |2R j
)−1
.
It is easy to see that for any positive integer m and k ∈ m ,
αk =
(
d∑
j=1
|k j|2R j
)−1
 2−2g(R)m.
The cardinality of m is
d∏
j=1
[
2ρ jm
]− d∏
j=1
[
2ρ j(m−1)
] 2∑dj=1 ρ jm = 2m.
Therefore,
∑
k∈Z˚d
αk =
∞∑
m=1
∑
k∈m
αk 
∞∑
m=1
2(−2g(R)+1)m < +∞
if and only if g(R) > 12 . This completes the proof of Theorem 3.1. 
Theorem 3.2. Let μ be the Gaussian measure deﬁned as in Theorem 3.1. Then for 1 q∞, the functional ‖ · ‖q on L˚2 is measurable
with respect to μ.
Proof. We only consider the case that L˚2 is the real Hilbert space. From the deﬁnition of the Gaussian measure (see
[2, p. 42]), we know that any continuous functional on L˚2 is μ-measurable on L˚2. For 1  q  2, the functional ‖ · ‖q
is continuous on L˚2 and correspondingly, μ-measurable on L˚2. Thus, it suﬃces to prove that the functional ‖ · ‖q is μ-
measurable for 2 < q ∞. We know that for any g ∈ L˚2, the continuous functional |〈·, g〉| is μ-measurable on L˚2, and the
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prove that there exists a sequence { fn} ⊂ L˚2 such that for any f ∈ L˚2,
‖ f ‖q = sup
n
∣∣〈 f , fn〉∣∣, 2 < q∞. (3.2)
For any f ∈ L˚2, we have
‖ f ‖q = sup
‖g‖q′1
∣∣〈 f , g〉∣∣, 1 < q∞, 1
q′
+ 1
q
= 1. (3.3)
Since C(πd) are separable Banach space and C(πd) is continuously embedded and dense in Lq′ , there exists a sequence
{gn} ⊂ C(πd) satisfying ‖gn‖q′  1, gn  0 such that {gn} is dense in {g ∈ Lq′ | g  0, ‖ f ‖q′  1}.
For any Lebesgue measurable function f on πd , we set
sgn f (x) =
{
1, f (x) 0,
−1, f (x) < 0.
Let {h′m} ⊂ C(πd) be a sequence which is dense in L1 and hm = sgnh′m . We claim that {gnhm} ∈ Lq′ is dense in{g ∈ Lq′ | ‖g‖q′  1} for 1 q′ < ∞. In fact, for any g ∈ Lq′ , ‖g‖q′  1 and any ε > 0, there exists an n0 such that∫
πd
∣∣∣∣g(x)∣∣− gn0(x)∣∣q′ dx< ε2 .
Since g, gn0 ∈ Lq′ , we get from the absolutely continuous property of Lebesgue integral that there exists a δ > 0 such that
for any e ⊂ πd , m(e) < δ,∫
e
∣∣gn(x)∣∣q′ dx< ε
2q′+2
,
∫
e
∣∣gn0(x)∣∣q′ dx< ε2q′+2 .
Since {h′m} is dense in L1, we know that for the above δ > 0, there exists an m0 such that∫
πd
∣∣sgn g(x) − h′m0(x)∣∣dx< δ.
Set
E1 =
{
x ∈ πd
∣∣ sgn g(x) = hm0(x)}, E2 = {x ∈ πd ∣∣ sgn g(x) = hm0(x)}.
Clearly, if x ∈ E1, then |sgn g(x) − h′m0(x)| 1 and
m(E1)
∫
E1
∣∣sgn g(x) − h′m0(x)∣∣dx
∫
πd
∣∣sgn g(x) − h′m0(x)∣∣dx< δ.
It follows that∫
πd
∣∣g(x) − gn0(x)hm0(x)∣∣q′ dx=
∫
E1
∣∣∣∣g(x)∣∣+ gn0(x)∣∣q′ dx+
∫
E2
∣∣∣∣g(x)∣∣− gn0(x)∣∣q′ dx

∫
E1
2q
′(∣∣g(x)∣∣q′ + ∣∣gn0(x)∣∣q′)dx+
∫
πd
∣∣∣∣g(x)∣∣− gn0(x)∣∣q′ dx< ε,
which means that {gnhm} ∈ Lq′ is dense in {g ∈ Lq′ | ‖g‖q′  1}.
We rearrange the order such that { fk}k = {gnhm}n,m . We will show (3.2). By the Hölder inequality it suﬃces to prove
that for any f ∈ L˚2,
sup
n
∣∣〈 f , fn〉∣∣ ‖ f ‖q, 2 < q∞. (3.4)
If f ∈ Lq , 2 < q∞, then by (3.3) and the above claim we get that for any ε > 0, there exists an h ∈ Lq′ , ‖h‖q′  1 such
that ∣∣〈 f ,h〉∣∣ ‖ f ‖q − ε
2
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(
2‖ f ‖q
)−1
.
It follows that∣∣〈 f , fn〉∣∣= ∣∣〈 f ,h〉 + 〈 f , fn − h〉∣∣ ∣∣〈 f ,h〉∣∣− ∣∣〈 f , fn − h〉∣∣
 ‖ f ‖q − ε/2− ‖ f ‖q‖h − fn‖q′  ‖ f ‖q − ε
which implies (3.4).
If f /∈ Lq , 2 < q∞, then ‖ f ‖q = ∞ and for any β > 0, there exists a measurable E ⊂ πd such that
β <
( ∫
E
∣∣ f (x)∣∣q dx)
1
q
< ∞.
By the fact proved above, we have
β <
( ∫
E
∣∣ f (x)∣∣q dx)
1
q
= ∥∥| f |χE∥∥q = supn
∫
πd
∣∣ f (x)∣∣χE(x)gn(x)dx.
Therefore, there exists an n0 such that∫
πd
∣∣ f (x)∣∣gn0(x)dx
∫
πd
∣∣ f (x)∣∣χE(x)gn0(x)dx> β.
It follows from f ∈ L2 and gn0 ∈ C(πd) that f gn0 ∈ L2 ⊂ L1. From the absolutely continuous property of integrable function,
we know that for any ε > 0, there exists a δ > 0 such that for any e ⊂ πd , m(e) < δ,∫
e
∣∣ f (x)∣∣gn0(x)dx< ε.
For the above δ, there exists an m0 such that∫
πd
∣∣sgn f (x) − h′m0(x)∣∣dx< δ.
Set F = {x ∈ πd | sgn f (x) = hm0(x)}. Then
m(F )
∫
πd
∣∣sgn f (x) − h′m(x)∣∣dx< ε.
We have∣∣∣∣
∫
πd
(
f (x)gn0(x)hm0(x) −
∣∣ f (x)∣∣gn0(x))dx
∣∣∣∣
∫
πd
∣∣ f (x)gn0(x)sgn f (x) − f (x)gn0(x)hm0(x)∣∣dx
=
∫
πd
∣∣ f (x)∣∣gn0(x)∣∣sgn f (x) − hm0(x)∣∣dx
= 2
∫
F
∣∣ f (x)∣∣gn0(x)dx< 2ε.
Therefore,∫
πd
f (x)gn0(x)hm0(x)dx
∫
πd
∣∣ f (x)∣∣gn0(x)dx− 2ε  β − 2ε,
which implies that
sup
k
∫
πd
f (x) fk(x)dx= sup
n,m
∫
πd
f (x)gn(x)hm(x)dx= +∞ = ‖ f ‖q.
Theorem 3.2 is proved. 
H. Wang et al. / J. Math. Anal. Appl. 388 (2012) 929–941 937Corollary 3.3. Let Φ be a continuous mapping from L2 to L2 and let Xn be a ﬁnite-dimensional linear subspace of L2 . Then for
1 q ∞, the functionals ‖Φ( f )‖q and E( f , Xn)q := infg∈Xn ‖ f − g‖q are μ-measurable on L˚2 . Specially, the functionals ERn ( f )q
and ‖ f − Λn( f )‖q deﬁned as in Section 2 are μ-measurable on L˚2 .
Proof. Clearly, for 1 q ∞ and any t ∈ R, the set Et := { f ∈ L˚2 | ‖ f ‖q > t} is the Borel set of L˚2. It follows that the set
{ f ∈ L˚2 | ‖Φ( f )‖q > t} = Φ−1(Et) is also a Borel set. Hence, the functional ‖Φ( f )‖q is μ-measurable on L˚2.
Next we suppose that { f1, . . . , fn} ⊂ L2 is a basis of Xn . Then for rational numbers ri , i = 1, . . . ,n, the functional ‖ f −
(r1 f1 + · · · + rn fn)‖q is μ-measurable on L˚2. Since the set of such rational numbers r1, . . . , rn is countable and
E( f , Xn)q = inf
rationl numbers r1,...,rn
∥∥ f − (r1 f1 + · · · + rn fn)∥∥q,
we obtain that the functional E( f , Xn)q is μ-measurable on L˚2. This completes the proof of Corollary 3.3. 
Lemma 3.4. If limn→∞
∫
L˚2
ERn ( f )∞ μ(df ) = 0, then μ(C(πd) ∩ L˚2) = 1.
Proof. Since the space of all trigonometric polynomials is dense in C(πd), we get that
C(πd) =
{
f ∈ L2
∣∣∣ lim
n→∞ E
R
n ( f )∞ = 0
}
.
Clearly, C(πd) ∩ L˚2 is a measurable subset of L˚2.
Set B(πd) = L˚2\C(πd). Then for any f ∈ B(πd), the sequence {ERn ( f )∞} is nonincreasing and has a none zero limit, i.e.
limn→∞ ERn ( f )∞ > 0. Thus,
B(πd) =
∞⋃
k=1
{
f ∈ L˚2
∣∣∣ lim
n→∞ E
R
n ( f )∞  1/k
}
.
We claim that for k = 1,2, . . . ,
μ
({
f ∈ L˚2
∣∣∣ lim
n→∞ E
R
n ( f )∞  1/k
})
= 0,
which implies μ(B(πd)) = 0 and μ(C(πd) ∩ L˚2) = μ(L˚2) − μ(B(πd)) = 1− 0= 1.
Indeed, for any b > 0, the sequence of sets { f ∈ L˚2 | ERn ( f )∞  b} is nonincreasing and
lim
n→∞
{
f ∈ L˚2
∣∣ ERn ( f )∞  b}=
∞⋂
n=1
{
f ∈ L˚2
∣∣ ERn ( f )∞  b}.
By the Chebyshev inequality and the limit properties of probability measure we get that
μ
({
f ∈ L˚2
∣∣∣ lim
n→∞ E
R
n ( f )∞  b
})
= μ
(
lim
n→∞
{
f ∈ L˚2
∣∣ ERn ( f )∞  b})= limn→∞μ({ f ∈ L˚2 ∣∣ ERn ( f )∞  b})
 lim
n→∞
1
b
∫
L˚2
ERn ( f )∞ μ(df ) = 0,
which completes the proof of Lemma 3.4. 
4. Proofs of Theorems 2.1–2.5
Proof of Theorem 2.1. For any ﬁxed x ∈ πd , set
L( f ,x) = f (x) − Λn( f ,x), f ∈ L˚2.
Then L( f ,x) is a bounded linear functional on L˚2. Since the measure μ is symmetric Gaussian on L˚2, we know that L( f ,x),
as a random variable on the measurable space (L˚2,μ), obeys the normal distribution N(0, R2(x)), where
R2(x) =
∫
L˚2
∣∣L( f ,x)∣∣2 μ(df ) = ∫
L˚2
(
f (x) − Λn( f ,x)
)(
f (x) − Λn( f ,x)
)
μ(df )
=
∑
k∈Z˚d
∑
j∈Z˚d
(
1− λn(k)
)(
1− λn(j)
)
ek(x)ej(x)
∫
˚
fˆ (k) fˆ (j)μ(df ). (4.1)L2
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L˚2
fˆ (k) fˆ (j)μ(df ) =
∫
L˚2
〈 f , ek〉〈 f , ej〉μ(df )
= 〈Cμek, ej〉 = αk〈ek, ej〉 = αkδk,j,
where
δk,j =
{
0, k = j,
1, k= j.
Substituting this equality into (4.1), we obtain
R2(x) =
∑
k∈Z˚d
∣∣1− λn(k)∣∣2αk. (4.2)
Let us prove (2.5). Since L( f ,x) obeys the normal distribution N(0, R2(x)), we get that∫
L˚2
∣∣L( f ,x)∣∣q μ(df ) = ∫
L˚2
∣∣ f (x) − Λn( f ,x)∣∣q μ(df ) = cqRq(x), (4.3)
where cq = π− 12 2 q2 Γ ( q+12 ). By the Fubini theorem, (4.2) and (4.3), we have that
E(Λn,μ)qq =
(
1
(2π)d
∫
L˚2
∫
πd
∣∣ f (x) − Λn( f ,x)∣∣q dxμ(df )
) 1
q
=
(
1
(2π)d
∫
πd
∫
L˚2
∣∣ f (x) − Λn( f ,x)∣∣q μ(df )dx
) 1
q
=
(
1
(2π)d
∫
πd
cqR
q(x)dx
) 1
q
= c
1
q
q
( ∑
k∈Z˚d
∣∣1− λn(k)∣∣2αk
) 1
2
.
It remains to prove (2.6). Indeed, (2.6) can be deduced immediately from (2.5) and Corollary 1 in [27]. 
Proof of Theorem 2.2. Note that
∥∥ f − Λn( f )∥∥∞ =
∥∥∥∥∥
∑
k∈m
(
1− λn(k)
)
fˆ (k)ek +
∞∑
l=m+1
∑
k∈l
(
1− λn(k)
)
fˆ (k)ek
∥∥∥∥∥∞

∥∥∥∥ ∑
k∈m
(
1− λn(k)
)
fˆ (k)ek
∥∥∥∥∞ +
∞∑
l=m+1
∥∥∥∥∑
k∈l
(
1− λn(k)
)
fˆ (k)ek
∥∥∥∥∞.
Using the triangle inequality, we obtain
E(Λn,μ)∞p =
( ∫
L˚2
∥∥ f − Λn( f )∥∥p∞ μ(df )
) 1
p

( ∫
L˚2
∥∥∥∥ ∑
k∈m
(
1− λn(k)
)
fˆ (k)ek
∥∥∥∥
p
∞
μ(df )
) 1
p
+
∞∑
l=m+1
( ∫
˚
∥∥∥∥∑
k∈l
(
1− λn(k)
)
fˆ (k)ek
∥∥∥∥
p
∞
μ(df )
) 1
p
. (4.4)L2
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∑
k∈m (1− λn(k)) fˆ (k)ek(x) is a trigonometric polynomial belonging to T R(m). From the Nikolskii inequality (see
[24, p. 96]), we obtain for any p1 > p,∥∥∥∥ ∑
k∈m
(
1− λn(k)
)
fˆ (k)ek
∥∥∥∥∞  c2
m
p1
∥∥∥∥ ∑
k∈m
(
1− λn(k)
)
fˆ (k)ek
∥∥∥∥
p1
, (4.5)
where c is a positive constant independent of p1 and m. Applying the Hölder inequality and (4.5), we get( ∫
L˚2
∥∥∥∥ ∑
k∈m
(
1− λn(k)
)
fˆ (k)ek
∥∥∥∥
p
∞
μ(df )
) 1
p

( ∫
L˚2
∥∥∥∥ ∑
k∈m
(
1− λn(k)
)
fˆ (k)ek
∥∥∥∥
p1
∞
μ(df )
) 1
p1
 2 mp1
( ∫
L˚2
∥∥∥∥ ∑
k∈m
(
1− λn(k)
)
fˆ (k)ek
∥∥∥∥
p1
p1
μ(df )
) 1
p1
. (4.6)
By Stirling’s formula (see [1, p. 18])
lim
x→+∞
Γ (x)√
2πxx− 12 exp(−x)
= 1,
we obtain(
Γ
(
x+ 1
2
)) 1
x
 (√2π ) 1x
(
x+ 1
2
) 1
2
exp
(
− x+ 1
2x
)

(
x+ 1
2
) 1
2
 x 12 . (4.7)
From Theorem 2.1 and (4.7), we have( ∫
L˚2
∥∥∥∥ ∑
k∈m
(
1− λn(k)
)
fˆ (k)ek
∥∥∥∥
p1
p1
μ(df )
) 1
p1 =
(
π−
1
2 2
p1
2 Γ
(
p1 + 1
2
)) 1
p1
( ∑
k∈m
∣∣1− λn(k)∣∣2αk
) 1
2
 p
1
2
1
( ∑
k∈m
∣∣1− λn(k)∣∣2αk
) 1
2
. (4.8)
Letting p1 =m and using (4.6) and (4.8), we get( ∫
L˚2
∥∥∥∥ ∑
k∈m
(
1− λn(k)
)
fˆ (k)ek
∥∥∥∥
p
∞
μ(df )
) 1
p
m 12
( ∑
k∈m
∣∣1− λn(k)∣∣2αk
) 1
2
. (4.9)
Similar to the proof of (4.9), we can prove for l =m,m+ 1, . . . ,( ∫
L˚2
∥∥∥∥∑
k∈l
(
1− λn(k)
)
fˆ (k)ek
∥∥∥∥
p
∞
μ(df )
) 1
p
 l 12
( ∑
k∈l
∣∣1− λn(k)∣∣2αk
) 1
2
,
which, combining with (4.4) and (4.9), completes the proof of Theorem 2.2. 
Proof of Theorem 2.3. For 1 q∞, we have (see [24, p. 108])∥∥ f − V Rn ( f )∥∥q  ERn ( f )q  ∥∥ f − SRn ( f )∥∥q.
It follows that for 1 q∞ and 0 < p < ∞,
E
(
V Rn ,μ
)
qp  ERn (μ)qp  E
(
SRn ,μ
)
qp. (4.10)
Applying (2.6) and the deﬁnition of SRn , we get that for 1 q < ∞ and 0 < p < ∞,
E
(
SRn ,μ
)
pq 
( ∑
˚ d
αk
) 1
2
.k∈Z \n
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∑
k∈Z˚d\n
αk =
∑
k∈Z˚d\n
(
d∑
j=1
|k j|2R j
)−1
=
∞∑
m=n
∑
k∈m+1
(
d∑
j=1
|k j |2R j
)−1

∞∑
m=n
2(−2g(R)+1)m  2(−2g(R)+1)n,
we get
E
(
SRn ,μ
)
qp  2(−g(R)+
1
2 )n. (4.11)
On the other hand, by (2.7) and the deﬁnition of h j(k j) we have
E
(
V Rn ,μ
)
qp 
( ∑
k∈Z˚d
(
1−
d∏
j=1
h j(k j)
)2
αk
) 1
2

( ∑
k∈′n+1
αk
) 1
2
, (4.12)
where ′m = {k ∈ Z˚d | k ∈′m, k /∈′m−1}, ′m = {k ∈ Z˚d | |k j | 2[2ρ jm]}, m ∈ Z+. Note that if k ∈ ′m , then αk  2−2g(R)m .
We obtain that∑
k∈′m
αk  2−2g(R)m+m,
which, together with (4.12), (4.10) and (4.11), deduces (2.8).
Finally we consider the case q = ∞. It follows from Theorem 2.2 that for 0 < p < ∞,
E
(
SRn ,μ
)
∞p  n
1
2
( ∑
k∈n
(
1− λn(k)
)2
αk
) 1
2
+
∞∑
m=n
m
1
2
( ∑
k∈m+1
(
1− λn(k)
)2
αk
) 1
2

∞∑
m=n
m
1
2
( ∑
k∈m+1
αk
) 1
2

∞∑
m=n
m
1
2 2(−g(R)+
1
2 )m  n 12 2(−g(R)+ 12 )n,
which combining with (4.10), implies (2.9). Theorem 2.3 is proved. 
Proof of Theorem 2.4. It is well known that (see [24, p. 115])
dN
(
BH(μ), Lq
) dN(BW˚R2 , Lq) N−g(R), (4.13)
where BH(μ) is the unit ball of the Cameron–Martin space H(μ) of the Gaussian measure μ, which is equal to BW˚R2 .
Using (4.13) and the relation between the classical and average Kolmogorov widths (see [3,27]), we have for 1 q∞ and
0< p < ∞,
d(a)N (L˚2,μ, Lq)p  N
1
2 dN
(
BH(μ), Lq
) N−g(R)+ 12 ,
proving (2.10).
It remains to show (2.11). Indeed, (2.11) follows from (2.10), Theorem 2.3, and the following inequalities
d(a)N (L˚2,μ, Lq)p  λ
(a)
N (L˚2,μ, Lq)p  E
(
SRn ,μ
)
qp,
where N  2n , 2n  N . This completes the proof of Theorem 2.4. 
Proof of Theorem 2.5. Theorem 2.5 follows from Lemma 3.4 and (2.9) immediately. 
References
[1] G.E. Andrews, R. Askey, R. Roy, Special Functions, Cambridge Univ. Press, Cambridge, 1999.
[2] V.I. Bogachev, Gaussian Measures, Math. Surveys Monogr., vol. 62, Amer. Math. Soc., 1998.
[3] J. Creutzig, Relations between classical, average and probabilistic Kolmogorov widths, J. Complexity 18 (2002) 287–303.
[4] Guanggui Chen, Gensun Fang, Probabilistic and average widths of multivariate Sobolev spaces with mixed derivative equipped with the Gaussian
measure, J. Complexity 20 (6) (2004) 858–875.
[5] Guanggui Chen, Gensun Fang, Linear widths of a multivariate function space equipped with a Gaussian measure, J. Approx. Theory 132 (2005) 77–96.
[6] Gensun Fang, Peixin Ye, Probabilistic and average linear widths of Sobolev space with Gaussian measure, J. Complexity 19 (2003) 73–84.
H. Wang et al. / J. Math. Anal. Appl. 388 (2012) 929–941 941[7] Gensun Fang, Peixin Ye, Probabilistic and average linear widths of Sobolev space with Gaussian measure in L∞-norm, Constr. Approx. 20 (2004)
159–172.
[8] H.H. Kuo, Gaussian Measure in Banach Space, Lecture Notes in Math., vol. 463, Springer, Berlin, 1975.
[9] D. Lee, Approximation of linear operators on a Wiener space, Rocky Mountain J. Math. 16 (1986) 641–659.
[10] G.G. Lorentz, M.V. Golitschek, Y. Makovoz, Constructive Approximation, Advanced Problems, Springer-Verlag, New York, 1996.
[11] D. Lee, G.W. Wasilkowski, Approximation of linear functionals on a Banach space with a Gaussian measure, J. Complexity 2 (1986) 12–43.
[12] V.E. Maiorov, Widths of spaces equipped with a Gaussian measure, Russian Acad. Sci. Dokl. Math. 45 (2) (1993) 305–309.
[13] V.E. Maiorov, Average n-widths of the Wiener space in L∞-norm, J. Complexity 9 (1993) 222–230.
[14] V.E. Maiorov, Kolmogorov’s (n, δ)-widths of spaces of the smooth functions, Russian Acad. Sci. Sb. Math. 79 (2) (1994) 265–279.
[15] V.E. Maiorov, Linear widths of function spaces equipped with the Gaussian measure, J. Approx. Theory 77 (1) (1994) 74–88.
[16] V.E. Maiorov, About n-widths of the Wiener space in Lq-norm, J. Complexity 12 (1) (1996) 47–57.
[17] V.E. Maiorov, G.W. Wasilkowski, Probabilistic and average linear widths in L∞-norm with respect to r-fold Wiener measure, J. Approx. Theory 84 (1)
(1996) 31–40.
[18] A. Pinkus, n-Widths in Approximation Theory, Springer, Berlin, 1985.
[19] K. Ritter, Approximation and optimization on the Wiener space, J. Complexity 6 (1990) 364–377.
[20] K. Ritter, Average-Case Analysis of Numerical Problems, Lecture Notes in Math., vol. 1733, Springer-Verlag, 2000.
[21] Yongsheng Sun, Average n-width of point set in Hilbert space, Chinese Sci. Bull. 37 (1992) 1153–1157.
[22] Yongsheng Sun, Chengyong Wang, μ-Average, n-widths on the Wiener space, J. Complexity 10 (4) (1994) 428–436.
[23] Yongsheng Sun, Chengyong Wang, Average error bounds of best approximation of continuous functions on the Wiener space, J. Complexity 11 (1995)
74–104.
[24] V.N. Temlykov, Approximation of Periodic Functions, Nova Science Publishers, Inc., New York, 1993.
[25] J.F. Traub, G.W. Wasilkowski, H. Wozniakowski, Information-Based Complexity, Academic Press, New York, 1988.
[26] Chengyong Wang, Best approximation problems and information-based complexity on abstract Wiener spaces, PhD thesis, Beijing Normal University,
Beijing, China, 1994.
[27] Heping Wang, Xuebo Zhai, Best approximation of functions on the ball on the weighted Sobolev space equipped with a Gaussian measure, J. Approx.
Theory 162 (2010) 1160–1177.
[28] Heping Wang, Xuebo Zhai, Yanwei Zhang, Approximation of functions on the sphere in the average case setting, J. Complexity 25 (2009) 362–376.
[29] Heping Wang, Yanwei Zhang, Xuebo Zhai, Approximation of periodic functions on the Sobolev space with a Gaussian measure, Sci. China Ser. A 53 (2)
(2010) 373–384.
