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ABSTRACT
The roles of oxygen vacancies on the electronic and magnetic properties of Ni doped In2O3 have been
studied by first-principles calculations based on hybrid functional theory. Our results predict that the
Ni-doped In2O3 system displays a ferromagnetic semiconducting character. However, the presence
of oxygen vacancies results in antiferromagnetic coupling between the neighboring Ni pair bridged
by an oxygen vacancy. The antiferromagnetic coupling is found to arise from the predominant role
of superexchange due to the strong Ni 3d-O 2p hybridization. Consequently, the oxygen vacancies
play a key role in the lower saturation magnetization of Ni:In2O3 polycrystalline sample, as observed
in experiments.
I. INTRODUCTION
Dilute magnetic semiconductors (DMSs) have been ex-
tensively investigated due to their potential applications
for spintronic devices,1–6 which are obtained by dop-
ing conventional semiconductor materials with transition
metal impurities causing ferromagnetic (FM) ordering.
A large number of experimental studies indicate that the
DMSs with Tc higher than 300 K are mainly concen-
trated in transition-metal doped wide band-gap semicon-
ductors, such as various oxides7–14 and nitrides.15–18
In2O3 is a transparent semiconductor with a wide di-
rect band-gap of around 2.93 eV.19,20 It is an excel-
lent material which can integrate electronic, magnetic,
and photonic properties in new generation devices. Re-
cent experimental findings show that V21, Co22, Fe23,24,
Cu25, Cr26,27 and Ni28 doped In2O3 systems have at-
tracted much attention because of the observation of
room-temperature ferromagnetism. Meanwhile, several
controversial results on the magnetic properties of Ni-
doped In2O3 have been reported: Hong et al. fabri-
cated well-crystallized Ni:In2O3 films by using laser ab-
lation and they claimed that these films show room tem-
perature ferromagnetism with magnetic moments of 0.7
µB/Ni.28 Peleckis et al.29 pointed that the Ni:In2O3 poly-
crystalline samples obtained with solid state synthesis
show a typical ferromagnetism character, however, with a
very small average magnetic moment of 0.03-0.06 µB/Ni
at 300 K. They speculated that the non-negligible con-
centration of oxygen vacancies (VO) existing in these
samples which prepared under argon atmosphere might
be responsible for such magnetic phenomena. These find-
ings suggest that the magnetic behavior of Ni doped
In2O3 is strongly dependent on the preparation meth-
ods. Like other metal-oxide semiconductors, such as ZnO
and SnO2, several native defects can form during the
growth of In2O3. Among these, the most common de-
fects are oxygen vacancies.30–34 A considerable amount
of experimental data have revealed that oxygen vacancy
play a key role in the ferromagnetism of transition metal
doped ZnO, SnO2 and In2O3.35–40 Previous theoretical
studies based on traditional density functional theory
(DFT), or DFT plus Hubbard U focused on the electronic
structure of transition-metal doped In2O3 without native
defects.41,42 There are few investigations about the roles
of oxygen vacancies on magnetism in Ni doped In2O3. In
addition, it is well known that traditional DFT can not
well describe the localized character of d -band electrons.
The physics of localized 3d states can be partially de-
scribed using a DFT+U scheme. However, accurate elec-
tronic properties are not completely recovered, such as
the band gap, especially in oxide semiconductors. Even
in the Ge, the half metallicity of this compound is lost
within DFT+U scheme.43
Recently, a hybrid density functional approach, which
admixes the non-local Hartree-Fock exchange into tradi-
tional local LDA or semilocal GGA exchange-correlation
functionals, has been reported to provide an improved
description of the electronic structure for a variety of ex-
tended solid-state systems.44–46 From the above discus-
sions, it is clear that a detailed investigation of electronic
structure and magnetic interactions is necessary, taking
into account the effects of VO on electronic and mag-
netic properties in Ni doped In2O3. The remainder of
this paper is organized as follows. In Sec. II, the details
of the computation are described. Sec. III presents our
calculated results with respect to the electronic and mag-
netic properties of Ni doped In2O3 without and with VO.
Finally, a short summary is given in Sec. IV.
II. METHODS
Our total energy and electronic structure calculations
were based on the hybrid density functional as proposed
ar
X
iv
:1
30
5.
33
91
v2
  [
co
nd
-m
at.
mt
rl-
sc
i] 
 30
 O
ct 
20
13
2by Heyd, Scuseria, and Ernzerhof (HSE)45 and the pro-
jector augmented wave potentials47 as implemented in
the VASP code.48,49 To reproduce the experimental band
gap of In2O3, a screening parameter of 0.2 Å−1 and a
mixed proportion of 32% Hartree-Fock exchange with
68% GGA of Perdew, Burke and Ernzerhof (PBE)50 ex-
change were used for the HSE06 functional.51 The semi-
core In d electrons were treated as core electrons. Varley
et al. have claimed that such treatment leads to the de-
viation in the formation energies of defects less than 0.1
eV with respect to the case of the In d electrons treated
as valence states.52 The valence electrons configuration
for nickel, indium as well as oxygen are [Ni] 3d84p2, [In]
5s25p1 and [O] 2s22p4 respectively.
In2O3 crystallizes in a cubic bixbyite type structure
which has 80 atoms (32 In and 48 O atoms) in its unit
cell.53 According to the Wyckoff’s notation, it has two
inequivalent In sites: there are eight In atoms occupy-
ing the b sites and 24 In atoms occupying the d sites,
labeled by Inb and Ind respectively. Both Inb and Ind
are surrounded by six O atoms. On the other hand, 48
oxygen atoms occupy the e sites which are four-fold co-
ordinated surrounded by three Ind and an Inb atoms. For
the calculations of Ni doped systems, we employed a su-
percell containing 80 atoms, i.e., one unit cell of bixbyite
In2O3, as shown in Fig. 1 (a). The calculated equilib-
rium lattice constant of In2O3 is 10.13 Å, which agrees
well the experiment value of 10.12 Å.54 A 2×2×2 mesh
within Monkhorst-Pack scheme55 and Gaussian smearing
of 0.05 eV was applied to the Brillouin-zone integrations
in total-energy calculations. The wave functions were ex-
panded by plane waves up to a cutoff energy of 300 eV.
The internal coordinates in the supercells consisting of
Ni dopants were relaxed to reduce the residual force to
less than 0.02 eV·Å1−, with the lattice constants fixed at
the optimized values for the perfect crystal.
In this study, two ways are used for introducing a Ni
dopant into the supercell. One is to replace an In atom
with a Ni one, and the other is to introduce an interstitial
Ni atom into the supercell. Ni dopants can substitute in-
dium atoms on Inb sites or Ind sites, represented by Nib
and Nid. There are two possible interstitial Ni sites:56,57
The Nic-site (Wyckoff 16c) is tetrahedrally coordinated
by four cations (In) with Wyckoff coordinates (x, x, x ),
where x = 0.116 is in fractional-coordinated units. The
Nia-site [Wyckoff coordinates (0, 0, 0)] depicts an oc-
tahedral position in the sub-lattice of six d -site indium
atoms.
III. RESULTS AND DISCUSSION
We start with examining the formation energy of a
single Ni atom occupying a substitutional or intersti-
tial site, corresponding to a Ni-doping concentration of
about 4.2%. The formation energies of Ni dopants, also
depend on the chemical potentials of Ni atom and the
host elements (In and O), i.e., on the relative abun-
Ni
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FIG. 1. (Color online) (a) Supercell used to model Ni doped
In2O3 bixbyite structure. The Inb, Ind and O atoms are repre-
sented with big green, small green and red balls respectively.
(b) Formation energies of substitutional (Nib and Nid) and
interstitial (Nia and Nic) Ni in In2O3.
dance of these elements in the growth environment. In
our current study, the chemical potentials µO, µIn and
µNi are referenced to the calculated energy of per atom
in an isolated oxygen molecule, tetragonal phase of in-
dium and face-center-cubic phase of nickel, respectively.
They thereby are subject to upper bounds µO<=0 (O-
rich limit) and µIn<=0 (O-poor limit) and must satisfy
the stability condition of In2O3: 2µIn+3µO=∆H (In2O3),
where ∆H (In2O3)=-9.53 eV is the formation energy
of In2O3. To avoid the formation of NiO as a sec-
ondary phase, the chemical potential µNi is limited by
µO+µNi<=∆H (NiO), where ∆H (NiO)=-3.93 eV is the
formation energy of NiO.
Figure 1 (b) presents the calculated formation energies
of substitutional Ni and interstitial Ni under both O-rich
and O-poor conditions in In2O3. Our results show that
the Ind site is the most energetically favorable one for Ni
occupying under both sets of growing conditions. Even
at the oxygen-poor limit, the Nid is still more stable than
the Nia (the most energetically favored interstitial site)
by 0.40 eV. The small formation energy difference be-
tween Nia and Nic indicates that no interstitial site is
favorable. As for the local lattice relaxation around the
Ni dopants, similar to what was done in our previous
study,58 we define elastic deformation energy (∆Eed) to
evaluate the scale of distortion accompanied by Ni incor-
porated into In2O3 host. The calculated values of ∆Eed
induced by Nid, Nib and Nia (Nic) are 1.53 eV, 0.70 eV
and 0.16 eV respectively. More specifically, the four of the
six nearest neighbor O atoms relax inwards by about 10%
(0.19 Å) to give a Nid-O bond length of 1.95 Å; while the
rest two nearest neighbor O atoms slightly relax outward
by about 1% (0.03 Å). The Nib defect caused a similar
inward relaxation for all the six nearest neighbors, but
to a lesser extent of 6% (0.14 Å), giving a Nib-O bond
length of 2.05 Å. In contrast, the local lattice distortions
3around the interstitial Nia and Nic can be ignored when
compared to the substitutional Ni defects. This suggests
that the interstitial sites are sufficient enough to accom-
modate Ni atom.
It is noteworthy that the competition between the Ni-
O bonding interaction and the elastic deformation intro-
duced by Ni determines the stability of various type of
Ni defects in In2O3. Bader charge analyses59 estimate
that Nid, Nib and Nia (Nic) denote about 1.6e, 1.5e, and
1.1e to their neighboring O atoms respectively, indicat-
ing the typical ionic character of Ni-O bond. This im-
plies that the more charges transfer from Ni to O atoms,
the stronger the bonding strength between them will be.
Consequently, the strongest bonding interaction occurs
in Nid-O bond, and Nib-O bond, then followed by Nia
(Nic) -O bond. The former in turn leads to the remark-
able local lattice distortion. Note that the Nid is more
stable by at least 0.39 eV as compared with the other
types of Ni dopant. We therefore here only consider Ni
ions incorporated substitutionally on the Ind sites in the
following studies.
To determine whether Ni dopants attract or repel each
other, we calculated the total energies of two configu-
rations in which two Ni atoms are placed either in the
closest (3.4 Å) or furthest (8.5 Å) separation distance
(Ni concentration: 8.4%). We labeled these two config-
urations as 2Nid-near and 2Nid-far. In addition, as well
be discussed later, an oxygen vacancy is introduced by
removing one oxygen atom adjacent to or far away Ni
dopants. For all doped configurations, both FM and an-
tiferromagnetic (AFM) orderings were calculated in or-
der to find the magnetic ground state. We defined the
FM stabilization energy as ∆EFM = EFM-EAFM, where
EFM and EAFM are the total energies of the supercell
with FM and AFM orderings, respectively. A negative
value of ∆EFM means that the FM states is favorable.
Our main calculated results for the considered configura-
tions are summarized in TABLE I, involving the forma-
tion energies (under the corresponding most stable mag-
netic ordering), FM stabilization energies and magnetic
moments. In the absence of oxygen vacancy (VO), one
can see that the formation energy difference of Ni atom
in the 2Nid-near and 2Nid-far configurations is only 0.07
eV/Ni, suggesting that Ni dopants have no significant
trend to cluster. In other words, the distribution of Ni
could be considered to be uniform. The FM phase is
found to be energetically favored more than AFM one in
two considered cases. These findings are in good agree-
ment with the recent experiments of Hong et al. who
found that Ni impurities distribute largely uniform in the
Ni:In2O3 samples.28 It should be pointed that the sepa-
ration distance between two Ni ions is so far that the FM
magnetic coupling in the 2Nid-far configuration becomes
rather weak (around 3 meV/cell).
Next we introduced a VO into the 2Nid-near configura-
tion. We found that the total energy of the configuration
with a VO on the bridged oxygen (Obridge) site of the
two Ni neighbors (denoted as 2Nid-near-VbridgeO ) is ener-
getically more stable by around 1.39 eV than that of the
configuration with a furthest separation distance (8.5 Å)
between VO and Ni pair. This implies that VO is at-
tracted by its Ni neighbors to form a complex. Also, as
presented in TABLE I, the average formation energy of
Ni significantly reduces to 0.89 (1.64) eV/Ni under the
O-poor (O-rich) conditions due to the presence of neigh-
boring VbridgeO . This indicates that VO can enhance the
solubility of Ni in In2O3 host, similar findings were ob-
served in Co doped SnO2.60 However, a dramatic change
in the type of favorable magnetic ordering in 2Nid-near-
VbridgeO is very surprising, where the ∆EFM is a positive
value. This implies an energetic AFM favorable ground
state. The calculated spatial spin-density distributions
of Ni doped In2O3 systems without and with V
bridge
O are
plotted in Fig. 2 (a) and (b) respectively. It is found that
the total magnetic moment are mainly derived from Ni
3d states. Each Ni atom contributes about 1.3 µB/Ni to
the system (see TABLE I); while the nearest-neighboring
O atoms give a small negative contribution, less than 0.3
µB per O atom. As a result, the host semiconductor
with a Ni concentration of 8.4% carries a integer total
magnetic moment of 2 µB/cell. Since the introduction
of VbridgeO leads a small fraction of valence charges back
to the Ni 3d states, the local magnetic moment of Ni is
slightly enhanced, reaching up to 1.8 µB/Ni. However,
the total magnetic moment of 2Nid-near-VbridgeO configu-
ration decreases to zero as it has a AFM magnetic ground
state. Further studies show that AFM ordering dimin-
ishes rapidly when the VO departs from Ni dopants, sug-
gesting the localized character of interaction among VO
and Ni dopants.
From the total density of states (TDOS) displayed in
Fig. 2 (c), one can find that the Ni doped systems with-
out and with VbridgeO maintain the semiconducting char-
acter of the host material. Due to the lack of itinerant
carriers, the ferromagnetism of insulating In2O3 with Ni
doping is likely arise from a percolation of bound mag-
netic polarons,61,62 instead of the carrier-mediated mag-
netism proposed for conducing DMS. In view of the fact
that the magnetic coupling between Ni dopants switches
to AFM after the introduction of VbridgeO , the question
is whether a new exchange mechanism emerges in this
process. To further shed light on this issue, we plot-
ted the calculated projected density of states (PDOS) of
AFM orderings for 2Nid-near and 2Nid-near-VbridgeO con-
figurations in Fig. 3 (a) and (b). In the perfect Ni doped
system, the main peak of Ni 3d states is found to be lying
2-6 eV below the valence band maximum (VBM) while
the main proportion of O 2p states is distributed near the
VBM. Thus, a small hybridization between Ni 3d and O
2p states can only form near the VBM. The calculated O
2p states in the host material extends around -5.6 eV to
-0.3 eV (not shown), in good consistent with the experi-
mental values of O 2p bandwidth observed in In2O3.63–66
As shown in Fig. 3, the O 2p states become more delo-
calized as we placed a Ni atom at the neighboring cation
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FIG. 2. (Color online) Spatial spin-density distribution of
magnetic ground states for (a) 2Nid-near and (b) 2Nid-near-
VbridgeO configurations. Yellow and blue isosurfaces cor-
responding to spin-up and spin-down regions (isosurface:
3×10−2 electrons/bohr3). (c) Total DOS of these two config-
urations. Positive (negative) values refer to spin-up (-down)
component. The Fermi energy is set to zero.
site. For the 2Nid-near configuration, the two Ni atoms
are bridged by two Obridge atoms. When we introduced
a VbridgeO into this configuration by removing one of these
two Obridge atoms, we found that the Ni 3d states shift
up in energy and significantly overlap with the 2p states
of the remaining Obridge in the range of -6-0 eV. It is
clearly shown that a strong hybridization between Ni 3d
and O 2p is observed from the PDOS of AFM ordering
for 2Nid-near-VbridgeO as displayed in Fig. 3 (b). Further
calculations show that the FM and AFM couplings be-
come degenerate in energy if we remove all two VbridgeO
atoms, confirming the key role played by Obridge in the
magnetic interaction between two neighboring Ni atoms.
Thus, the AFM coupling between Ni atoms might be the
result of the fact that the superexchange is predominant
over in the magnetic mechanisms. In addition, we also
found that the O 2p bandwidth does not change at higher
concentration of VO.
Based our calculated results, we give an explanation to
the experimental controversial results involved the mag-
netization of Ni-doped In2O3 system, where the key role
is VO. In the absence of VO, a FM magnetic ground state
with a calculated moment of 1.0 µB/Ni is predicted in the
perfect Ni-doped In2O3. It should be pointed that the
calculated magnetic moment of Ni is slightly larger than
the experimental value (0.7 µB/Ni) reported in the well-
crystallized samples.28 We attribute this difference to the
unavoidable formation of VO in these samples even under
the well-controlled growth conditions. With the existence
of VO, the Ni atoms are attracted to occupy the neigh-
boring In sites of VO. The VO acts as a FM coupling
killer to make these neighboring Ni dopants show AFM
coupling. As a consequence, the strength of FM coupling
and the effective magnetic moment of the doped system
are lessened. It is believed that the higher concentration
of VO would lead the lower portion of Ni dopants to con-
tribute to the effective magnetic moment of the doped
system. Wit et al.30–32 have reported that the concen-
tration of VO in the In2O3 crystals can reach up to 1%
even under equilibrium growth conditions. Such results
provide direct evidence that the significant concentration
of VO plays an important role in explanation of the very
small average local magnetic moment of Ni atom (only
0.03-0.06 µB/Ni at 300 K) observed in Ni:In2O3 poly-
crystalline samples.
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FIG. 3. (Color online) Projected DOSs (PDOSs) of Ni and
O atoms. (a) and (b) for AFM ordering of system without
and with VO respectively. Positive (negative) values refer to
spin-up (-down) component. The Fermi energy is set to zero.
IV. SUMMARY
In summary, the effects of VO on the ferromagnetism
of Ni doped In2O3 systems were systematically stud-
ied based on the hybrid density electronic structure cal-
culations. Our calculated results demonstrate that Ni
dopants distribute uniformly with FM coupling in In2O3
host. With the existence of VO, the Ni dopants are at-
tracted to occupy the neighboring In sites of VbridgeO to
form a complex. As a result, the rest one O atom bridged
two Ni neighbors acts to a superexchange mediator by
causing an indirect AFM coupling between these two Ni
atoms. Thus, the high concentration of VO would be re-
5TABLE I. Formation energy (∆EF, in eV/Ni), FM stabilization energy (∆EFM, in meV/cell), total (Mtotal, in µB/cell) and
local magnetic moments of Ni (MNi, in µB/Ni) in Ni doped systems with and without VO.
FM AFM
Configuration ∆EF (O-rich) ∆EF (O-poor) ∆EFM Mtotal MNi Mtotal MNi
2Nid-near 1.93 2.77 -16 2.0 1.36 (1.27) 0.0 1.33 (-1.24)
2Nid-far 2.00 2.84 -3 2.0 1.30 (1.30) 0.0 1.31 (-1.30)
2Nid-near-VbridgeO 1.64 0.89 15 4.0 1.77 (1.78) 0.0 1.76 (-1.78)
sponsible for the smaller effective magnetic moments of
Ni dopants experimentally observed in In2O3 polycrys-
talline samples.
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