Adaptive Demodulation (ADM) is a new rate adaptive technique wherein the receiver demodulates only the most reliable bits and treats unreliable bits as erasures. This paper derives the optimum and simple near-optimum receivers for an ADM system operating without a coherent phase reference, where differential encoding is assumed at the transmitter (using 16-DPSK and 16-DAPSK). The new receivers offer the advantages of a rate-adaptive system, without requiring channel state information at the transmitter or a coherent phase reference at the receiver. Bit error analysis for the ADM system in both cases is presented along with numerical results of the spectral efficiency for the rate adaptive systems operating over a Rayleigh fading channel.
I. INTRODUCTION
Adaptive Demodulation (ADM) is a new rate adaptive technique, first proposed in [1] , which retains the advantages of traditional rate adaptive systems such as adaptive modulation and incremental redundancy, while avoiding some of their shortcomings. For communication over a timevarying channel, rate adaptive systems offer an advantage over fixed rate systems since they can operate efficiently as the channel conditions change while maintaining a target bit error rate (BER) instead of being designed for the "worst case" channel conditions. In a traditional implementation of adaptive modulation [2] , the transmitter adjusts the current level of modulation based on feedback of the observed channel state information (CSI) from the receiver. The requirement of CSI at the transmitter can present implementation difficulties for an adaptive modulation system, especially for a high-speed mobile receiver for which the channel information changes rapidly. Incremental redundancy [3] systems do not require CSI at the transmitter but instead encode data packets using a low-rate mother code; sub-packets are sent one at a time and the receiver decodes after receiving each sub-packet until it successfully decodes the original message. Thus, incremental redundancy can require a large receiver buffer (to allow for poor channel conditions when many sub-packets will be needed) and requires the receiver to perform a decoding operation after each sub-packet is received.
The ADM system in [1] avoids the need for CSI at the transmitter, has a fixed buffer size (roughly equal to the size of the message), and requires the receiver to perform a decoding operation only once. In an ADM system, the transmitter sends data at a fixed rate using a standard constellation and the receiver demodulates the data a nonfixed rate by demodulating only those bits with high reliability and treating the unreliable bits as erasures. At the transmitter, the data is encoded using a rateless erasure code (an LT code [4] or Raptor code [5] ) such that to recover any k-bit message, the receiver simply buffers the demodulated (non-erased) bits until it has accumulated (1+ε)k "reliable" bits (where ε is a small fixed quantity) at which point the original message can be decoded, regardless of the erasure pattern introduced in the message.
In [1] , the ADM receiver uses sets of specially designed decision regions to demodulate some or all of the bits in a transmitted symbol (depending upon the desired level of reliability), and assumes a coherent phase reference is available at the receiver. In this paper, we consider how to implement the ADM system using differentially coherent detection: an attractive alternative when a reliable phase reference is not available. The system model is described in Section II, which also introduces additional ADM concepts and terminology. Section III presents the optimal method for determining the most reliable bits for a given differential detection scheme; simple (near-optimal) implementations are provided for recovering the most reliable 1, 2, 3, or 4 bits from a received pair of differentially encoded symbols for systems using 16-DPSK and 16-DAPSK. Section IV includes probability of error analysis for the near-optimal detection schemes and presents the spectral efficiency of ADM using differential detection along with comparisons to coherent ADM schemes. Section V provides a brief conclusion.
II. SYSTEM MODEL
To send a k-bit message, the transmitter first encodes it using a rateless erasure code to produce a stream of coded bits. Rateless erasure codes, [4, 5] have a very simple encoding mechanism that allows the transmitter to produce a potentially limitless sequence of coded bits from any finite length message. When any (1+ε)k reliable coded bits are collected by the receiver (where the degree of reliability required depends upon the code design), the receiver can decode the original k-bit message using a message-passing decoder.
The coded bits are used to produce differentially encoded symbols. In this paper we consider two methods of differential encoding: 16-DPSK and 16-DAPSK. For 16-DPSK, the phase difference between successive symbols conveys 4 bits in the standard fashion of [6] with the mapping shown in Fig. 1(a) ; note that we denote a group of 4 bits using b 0 b 1 b 2 b 3 . 16-DAPSK is implemented as per [7] where the amplitude difference between successive symbols conveys 1 bit (here denoted by b 0 ) and the phase difference conveys an additional 3 bits (b 1 b 2 b 3 ) according to the mapping in Fig.  1(b) . We assume that a change in amplitude (from one ring to the other) represents a "1" bit while no change represents a "0" bit. The differential symbols are transmitted over an AWGN channel (the Rayleigh fading case will be considered later in Section IV).
Define a β-Decision Scheme (β-DS) as a decision scheme that determines the β most likely bits for two consecutive differentially encoded symbols. Based on the instantaneous SNR observed at the receiver, the receiver determines which β-DS to use to demodulate each pair of symbols in order to maintain a certain standard of reliability. Bits demodulated by the β-DS are buffered and non-demodulated (unreliable) bits are erased. Once the buffer accumulates (1+ε)k bits, the message is decoded.
For the remainder of the paper, we observe the following notation. After matched filtering, a sample of a 16-DPSK symbol at the receiver can be written as
where s k = exp(jφ k ) represents a transmitted symbol with normalized symbol energy, θ k represents the arbitrary phase introduced by the channel, and n k is a zero-mean circularlysymmetric complex Gaussian noise term with variance σ 2 = N 0 /2 in each dimension. We assume that the arbitrary phase is constant over at least two symbol intervals such that θ k = θ k-1 = θ. We denote the phase difference between consecutive 16-DPSK symbols s k-1 and s k by ∆φ = φ k -φ k-1 . Similarly, adopting a notation akin to [7] we write the samples of two consecutive 16-DAPSK symbols as
where d k-1 is a complex quantity representing the magnitude and phase of the (k-1)-th symbol, α represents the change in magnitude and phase from the (k-1)-th symbol to the kth symbol, θ is the arbitrary phase introduced by the channel, and n k and n k-1 are independent Gaussian noise samples as above. Note that |d k-1 | can take on one of only two values:
where R represents the ring ratio A 2 /A 1 . Once again, the symbol energy is normalized such that (1/2)(A 1 2 + A 2 2 ) = 1. The change in magnitude, |α|, can be one of three values: 1/R, 1, or R. Clearly only certain combinations of |d k-1 | and |α| are allowed as specified by the following ordered pairs (|d k-1 |, |α|): (A 1 , 1), (A 2 , 1), (A 1 , R), (A 2 , 1/R).
III. FINDING THE β-DECISION SCHEMES
The output of the β-DS (for a particular pair of differentially encoded symbols) should be the β bits with the largest magnitude log likelihood ratios (LLRs), i.e. the β most reliable bits. Thus the "optimal" β-DS is a device that computes the LLRs of each bit for every pair of received symbols, compares their magnitudes, and chooses the β largest. We begin with this construction and introduce several approximations that produce simple, near-optimal β-DSs with easy implementations that do not require any LLR computations.
A. Optimal Decision Scheme for 16-DPSK
Define B i,0 to be the set of all differential angles ∆φ such that bit i (b i ) is a 0. Similarly, define B i,1 to be the set of all differential angles ∆φ such that b i is a 1. Then, the likelihood ratio for b i can be written as ); thus, for moderate to large values of SNR, the sums in (4) can both be well approximated by a single dominant term.
To find this dominant term, we observe that . (7) To find the will not in general be equal). Using this fact, and the fact that ln(x) and I 0 (x) are monotonic increasing, it can be shown that to decide which of two bits is more likely the following rule applies:
Using this rule, the β-DSs to recover 1, 2, and 3 bits for each pair of 16-DPSK symbols are given in Fig. 2 . The receiver simply computes the phase difference, φ d , between consecutive symbols and uses this angle to demodulate β bits according to the regions in Fig. 2 .
B. Optimal Decision Scheme for 16-DAPSK
To demodulate 16-DAPSK, we compute the decision Similar to the result obtained for 16-DPSK, at high SNR it turns out that each of the terms in the numerator and denominator of (9) can be approximated by a single dominant term.
We neglect the denominator of (10) and the multiplicative r d term since they are common to all terms in (9) and will cancel. With some thought, for any particular (r d , θ d ) it is possible to identify the values of A, |α|, and arg(α) that maximize (10), producing the dominant terms for (9) .
Before determining the β-DSs for 16-DAPSK we develop an interesting result obtained from the high SNR estimate of (9) . In a standard 16-DAPSK system, the decision for b 0 , the "differential amplitude bit", is to decide b 0 = 0 when r d ' > ∆ 0 and b 0 = 1 when r d ' < ∆ 0 , where ∆ 0 is some appropriately chosen threshold based on the ring ratio, R. An optimal value of ∆ 0 can be computed by numerically evaluating (9) for i = 0, where ∆ 0 is equal to the value of r d ' such that Λ(b 0 ) = 1. We use the high SNR approximation of (9) to find an estimate for ∆ 0 . At high SNR the dominant terms in (9) R) . This approximation has been verified to be accurate to within 2% of the optimum ∆ 0 obtained by numerical solution (over the range 1.5 < R < 2.3). For R = 2, results in [7, 10] (and our numerical solution of (9)) report an optimal value of ∆ 0 = 0.68; the estimate gives ∆ 0 ≈ 2/3 = 0.667.
To compute the β-DSs, we identify the dominant terms in the numerator and denominator of (9) and use these estimates when comparing the likelihood ratios of each bit. It can be shown [11] that the following simple rules apply:
2) Comparing ln(Λ(b 0 )) with ln(Λ(b i )) for i ∈ (1, 2, 3):
where ∆ 0 is the decision threshold for b 0 , and φ i,x and φ j,x are analogous to the terms ∆φ i,x and ∆φ j,x as defined for 16-DPSK in Section III A. Despite the simplicity of the rules in (11) (in comparison to calculating and comparing LLRs), it turns out that when the rules are evaluated over all possible (r d , θ d ) they do not produce β-DSs that are particularly simple to implement, unlike 16-DPSK. We propose simple β-DSs for 16-DAPSK based on a heuristic analysis; judicious application of the rules in (11) allows us to lend some mathematical rigor to these simplified decision schemes.
To begin, we observe that when r d ' is close in value to ∆ 0 , b 0 is very unreliable. Thus, our β-DS (for β < 4) should always drop b 0 as the most unreliable bit for r d ' close to ∆ 0 (we will specify below precisely how close r d ' needs to be to ∆ 0 for this to apply). For r d ' in this region, decisions on b 1 , b 2 , and b 3 can be made using (11a). Conversely, b 0 is at its most reliable when r d ' is "close" to 1 or r d ' is very small. So for these regions of r d ', we propose that the β-DS always demodulate b 0 and demodulate β-1 bits of b 1 , b 2 , and b 3 , again using (11a). Finally, we propose a "transition region" that applies for r d ' in some region between 1 (i.e. b 0 reliable) and The simplified β-DSs are given in Fig. 2 for β ∈ (1, 2, 3) . Fig. 2 introduces the threshold terms ∆ β,1 , ∆ β,2 , ∆ β,3 , and ∆ β,4 that are used in the decision schemes that recover β bits. For ∆ β,1 < r d ' ≤ 1 or r d ' < ∆ β,4 , b 0 is sufficiently reliable that it is always kept; for ∆ β,3 < r d ' ≤ ∆ β,2 , b 0 is sufficiently unreliable that it is always discarded; for all other values of r d ', the transition region is used. A method is presented in [11] to find ∆ β,1 , ∆ β,2 , ∆ β,3 , and ∆ β,4 using (11b) and (11c). For example, to find ∆ β,1 , we would use (11b) and (11c) to determine the exact value of r d ' such that the optimum decision scheme would have transitioned halfway between the b 0 reliable region and our "transition region". For R = 2 (the optimum ring ratio for use with Rayleigh fading channels, as per [10] ), we obtain the following threshold values: ∆ 3,1 = 0.818, ∆ 3,2 = 0.745, ∆ 3,3 = 0.509, ∆ 3,4 = 0.364, ∆ 2,1 = 1, ∆ 2,2 = 0.910, ∆ 2,3 = 0.179, ∆ 2,4 = 0, ∆ 1,1 = 1, ∆ 1,2 = 1, ∆ 1,3 = 0, ∆ 1,4 = 0. We note that for β = 1 and β = 2 some of our thresholds are equal to 1 or 0 indicating that some of the regions depicted in Fig. 2 are not used. Since Fig. 2 is general and applies for any R, not all regions will be used for every R as it will depend upon the values of the thresholds (which are functions of R by virtue of (11b) and (11c)).
As a final note, we have verified that the simplified decision schemes of Fig. 2 perform nearly as well as the optimum (and complex) schemes obtained by numerically evaluating (9) . For β = 1 and β = 2 we observe no difference in BER performance, while for β = 3 we note the simplified scheme exhibits a loss in performance of 0.6 dB at high SNR.
IV. NUMERICAL RESULTS AND SPECTRAL EFFICIENCY
As a first step in evaluating the spectral efficiency of the ADM system using 16-DPSK and 16-DAPSK, we compute the BER for each of the β-DSs. For the β-DSs used with 16-DPSK, the BER can be computed analytically by manipulating an estimate in [12, eqn. (46) ]. The BER for 16-DAPSK is computed by numerical integration of the density function, (10) , over the regions defined by the β-DSs in Fig.  2 . The BER curves for 16-DPSK and 16-DAPSK with R = 2 are given in Fig. 3 . The curves in Fig. 3 demonstrate an initially surprising result. Although 16-DAPSK outperforms 16-DPSK when recovering all four bits (as is well known), when recovering the 1, 2, or 3 most likely bits 16-DPSK shows a clear advantage over 16-DAPSK. This can be explained by noting that in a 16-DPSK scheme, certain bits are very well protected while others are more susceptible to error; by erasing the error prone bits (for a given received angle) large gains are observed; however, for 16-DAPSK the bits are more uniformly reliable/unreliable with the consequence that erasing the least reliable will not result in gains as significant as for 16-DPSK. With the BER computed for all β-DSs, it is now possible to compute the optimal operating regions for the ADM system over a Rayleigh fading channel (i.e. for a given instantaneous SNR, the system needs to know which β-DS to use). We compute these operating regions following the techniques outlined in [13] , assuming that the fading is constant over at least two symbol periods. Using the computed operating regions and, once again, using techniques from [13] , the spectral efficiency of the ADM system (for "uncoded" bits) can be computed and is shown in Fig. 4 .
As expected, the ADM system using 16-DPSK exhibits a loss in performance (of approximately 3dB) compared to the coherent 16-PSK system. Of note, however, is that ADM using 16-DPSK outperforms ADM using 16-DAPSK for low rate transmission (until approximately 2.5 bits per symbol) and does not suffer very much of a performance deficit at higher rates. This is explained by the relatively poorer performance of the β-DSs for 16-DAPSK. Since the ADM system always operates in conjunction with a rateless erasure code, the additional coding gain would be the standard gain observed in [1] or [13] (approximately 3dB gain in [13] using a Raptor code).
V. CONCLUSION
We have derived optimum and near-optimum receivers for differentially coherent reception in Adaptive Demodulation systems using 16-DPSK and 16-DAPSK. The probability of error for these receivers demodulating the most reliable 1, 2, 3, and 4 bits per symbol was computed along with the spectral efficiency of the systems. We observed the surprising result that ADM using 16-DPSK outperforms 16-DAPSK over most of the operating range of the system.
