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Abstract
Chocolate bar games are variants of the CHOMP game in which
the goal is to leave your opponent with the single bitter part of the
chocolate. The original chocolate bar game [2] consists of a rectangu-
lar bar of chocolate with one bitter corner. Since the horizontal and
vertical grooves are independent, an m×n rectangular chocolate bar is
equivalent to the game of NIM with a heap of m−1 stones and a heap
of n− 1 stones. Since the Grundy number of the game of NIM with a
heap of m− 1 stones and a heap of n− 1 stones is (m− 1)⊕ (n− 1),
the Grundy number of this m×n rectangular bar is (m− 1)⊕ (n− 1).
In this paper, we investigate step chocolate bars whose widths are
determined by a fixed function of the horizontal distance from the
bitter square.
When the width of chocolate bar is proportional to the distance
from the bitter square and the constant of proportionality is even, the
authors have already proved that the Grundy number of this chocolate
bar is (m−1)⊕(n−1), where m is is the largest width of the chocolate
and n is the longest horizontal distance from the bitter part. This result
was published in a mathematics journal (Integers, Volume 15, 2015).
On the other hand, if the constant of proportionality is odd, the
Grundy number of this chocolate bar is not (m− 1)⊕ (n− 1).
Therefore, it is natural to look for a necessary and sufficient con-
dition for chocolate bars to have the Grundy number that is equal to
(m− 1)⊕ (n− 1), where m is the largest width of the chocolate and n
is the longest horizontal distance from the bitter part.
In the first part of the present paper, the authors present this nec-
essary and sufficient condition.
Next, we modified the condition that the Grundy number that is
equal to (m − 1) ⊕ (n − 1), and we studied a necessary and sufficient
condition for chocolate bars to have Grundy number that is equal to
((m − 1) ⊕ (n − 1 + s)) − s, where m is is the largest width of the
chocolate and n is the longest horizontal distance from the bitter part.
We present this necessary and sufficient condition in the second part
of this paper.
1 Introduction
The original chocolate bar game [2] had a rectangular bar of chocolate with
one bitter corner. Each player in turn breaks the bar in a straight line along
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the grooves and eats the piece he breaks off. The player who breaks the
chocolate bar and eats to leave his opponent with the single bitter block
(black block) is the winner.
The 4×3 rectangular chocolate bar in Figure 5 is equivalent to the game
of NIM with a heap of 3 stones and a heap of 2 stones. Here, 3 is the number
of grooves above and 2 is the number of grooves to the right of the bitter
square. Since the Grundy number of the game of NIM with a heap of 3
stones and a heap of 2 stones is 3⊕ 2, the Grundy number of the chocolate
bar in Figure 5 is 3⊕ 2.
In this paper, we consider step chocolate bars as in Figures 6, 7, 8,9,10, 11
and etc. In these cases, a vertical break can reduce the number of horizontal
breaks. We can still think of the game as being played with heaps but now
a move may change more than one heap.
Remark 1.1. If we are to play a non-trivial chocolate game, we have to
make the disjunctive sum of games by combining chocolates in Figures 6, 7,
8,9,10,11 with another chocolate. For the definition of disjunctive sum, see
Definition 1.3. For example, if we combine the chocolate in Figure 1 with
the chocolate in Figure 2, then we have the chocolate in Figure 3 that is
mathematically the same as the chocolate in Figure 4. The chocolate game
in Figure 1 itself is trivial, since the first player wins the game by cutting
the brown parts instantly.
On the other hand, we can find a winning stratedy of the chocolate game
in Figure 4 by studying the chocolate game in Figure 1 and the chocolate
game in Figure 2 separately.
Figure 1: example (1) Figure 2: example (2)
Figure 3: Figure 1 + Figure 2 (1)
Figure 4: Figure 1 + Figure 2 (2)
Next, we define coordinates {y,z} for each chocolate. Let y = m− 1 and
z = n − 1, where m is is the largest width of the chocolate and n is the
longest horizontal distance from the bitter part. (We use x-coodinate later
in this paper.)
2
The y-coordinate and the z-cooridinate of each step chocolate bar in
Figures 6, 7, 8, 9, 10, 11 are {3, 13}, {4, 9}, {2, 9}, {5, 5}, {3, 11} and {2, 14}.
Here, the first number is the y-coordinate and the second number is the z-
coordinate of each chocolate. For an example, the y-coordinate and the
z-cooridinate of the chocolate bar in Figure 6 are 3 and 13 respectively.
If we caluculate the Grundy numbers of chocolate bars in Figures 6, 7
and 8, we have 14=3 ⊕ 13, 13=4 ⊕ 9 and 11=2 ⊕ 9. (Here, we omit the
calculation of Grundy numbers.)
If we caluculate the Grundy numbers of chocolate bars in Figures 9, 10
and 11, then we have 8 6= 0 = 5⊕ 5, 13 6= 8 = 3⊕ 11 and 15 6= 12 = 2⊕ 14.
(Here, we omit the calculation of Grundy numbers.) Now we know that
the Grundy number of some step chocolates are y ⊕ z, where y and z are
coordinates of the chocolate, but the Grundy number of some step chocolates
are not y ⊕ z.
When the width of chocolate bar is proportional to the distance from the
bitter square and the constant of proportionality is even, the authors have
already proved that the Grundy number of this chocolate bar is y⊕z, where
y, z are the coordinates of the chocolate bar. This result was published in a
mathematics journal [1]. Chocolates in Figures 6, 7 and 8 are examples of
this type of chocolates.
On the other hand, if the constant of proportionality is odd, the Grundy
number of this chocolate bar is not y ⊕ z. Chocolates in Figures 9, 10 and
11 are examples of this type of chocolates.
Therefore it is natural to look for a necessary and sufficient condition for
chocolate bars to have the Grundy number that is equal to y ⊕ z, where y
and z are coordinates of the chocolate.
There are other types of chocolate bar games, and one of the most well
known is CHOMP. CHOMP is a game with a rectangular chocolate bar. The
players take turns, and they choose one block and eat it together with those
that are below it and to its right. The top left block is bitter and the players
cannot eat this block. Although many people have studied this game, the
winning strategy is yet to be discovered. For an overview of research of
CHOMP, see [3].
Figure 5: {3, 2} Grundy number
is 1=3⊕ 2.
Figure 6: {3, 13} Grundy number
is 14=3⊕ 13.
Let Z≥0 be the set of non-negative integers.
For completeness, we briefly review some necessary concepts in combi-
natorial game theory; see [4] or [5] for more details.
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Figure 7: {4, 9} Grundy number
is 13=4⊕ 9.
Figure 8: {2, 9} Grundy number
is 11=2⊕ 9.
Figure 9: {5, 5} Grundy
number is 8 6= 0 = 5⊕5.
Figure 10: {3, 11}
Grundy number is
13 6= 8 = 3⊕ 11.
Figure 11: {2, 14}
Grundy number is
15 6= 12 = 2⊕ 14.
Definition 1.1. Let x, y be non-negative integers, and write them in base
2, so that x =
∑n
i=0 xi2
i and y =
∑n
i=0 yi2
i with xi, yi ∈ {0, 1}. We define
the nim-sum x⊕ y by
x⊕ y =
n∑
i=0
wi2
i, (1.1)
where wi = xi + yi (mod 2).
Since chocolate bar games are impartial games without draws there will
only be two outcome classes.
Definition 1.2. (a) N -positions, from which the next player can force a
win, as long as he plays correctly at every stage.
(b) P-positions, from which the previous player (the player who will play
after the next player) can force a win, as long as he plays correctly at every
stage.
Definition 1.3. The disjunctive sum of two games, denoted G + H, is a
super-game where a player may move either in G or in H, but not both.
Definition 1.4. For any position p of a game G, there is a set of positions
that can be reached by making precisely one move in G, which we will denote
by move(p).
Remark 1.2. As to the examples of move, please see Example 2.3.
Definition 1.5. (i) The minimum excluded value (mex) of a set, S, of non-
negative integers is the least non-negative integer which is not in S.
(ii) Each position p of a impartial game has an associated Grundy number,
and we denoted it by G(p).
Grundy number is found recursively: G(p) = mex{G(h) : h ∈ move(p)}.
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We present some lemmas for minimum excluded value mex.
Lemma 1.1. Let x ∈ Z≥0 and yk ∈ Z≥0 for k = 1, 2, ..., n. Then Condition
(i) is true if and only if Condition (ii) is true.
(i) x = mex({yk, k = 1, 2, ..., n}).
(ii) x 6= yk for any k and for any u ∈ Z≥0 such that u < x there exists k
such that u = yk.
Proof. This is direct from Definition 1.5 (the definition of mex).
Lemma 1.2. Let S be a set and {1, 2, 3, ...,m−1} ⊂ S. Then mex(S) ≥ m.
Proof. This is direct from the definition of mex in Definition 1.5.
The power of the Sprague-Grundy theory for impartial games is con-
tained in the next result.
Theorem 1.1. Let G and H be impartial games, and let GG and GH be
Grundy numbers of G and H respectively. Then we have the following:
(i) For any position g of G we have GG(g) = 0 if and only if g is a P-
position.
(ii) The Grundy number of a position {g,h} in the game G+H is GG(g)⊕
GH(h).
For a proof of this theorem, see [4].
2 Grundy Numbers of chocolate bar
In this paper we study Grundy numbers of chocolate bar. For a general bar,
the strategies seem complicated. We focus on bars that grow regularly in
height.
Definition 2.1. Let f be a function that satisfies the following two condi-
tions:
(i) f(t) ∈ Z≥0 for t ∈ Z≥0.
(ii) f is monotonically increasing,i.e., we have f(u) ≤ f(v) for u, v ∈ Z≥0
with u ≤ v.
Definition 2.2. Let f be the function that satisfies the conditions in Defi-
nition 2.1.
For y, z ∈ Z≥0 the chocolate bar will consist of z + 1 columns where the
0th column is the bitter square and the height of the i-th column is t(i) =
min(f(i), y) + 1 for i = 0,1,...,z. We will denote this by CB(f, y, z).
Thus the height of the i-th column is determined by the value of min(f(i), y)+
1 that is determined by f , i and y.
Example 2.1. Here are examples of chocolate bar games CB(f, y, z).
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Figure 12: CB(f, 3, 13)
f(t) = b t4c. Figure 13: CB(f, 4, 9)
f(t) = b t2c.
Figure 14: CB(f, 2, 9)
f(t) = b t2c.
Figure 15: CB(f, 8, 31) f(0) = f(1) = 0 and f(t) = 2blog2tc−1 for t > 1.
For a fixed function f , we denote the position of CB(f, y, z) by coordi-
nates {y, z} without mentioning f .
Example 2.2. Here, we present four examples of coordinates of positions
of chocolate bars when f(t) = b t2c.
Figure 16: CB(f, 2, 5) {2, 5} Figure 17: CB(f, 1, 3) {1, 3}
Figure 18: CB(f, 0, 5) {0, 5}
Figure 19: CB(f, 1, 5) {1, 5}
For a fixed function f , we define movef for each position {y, z} of the
chocolate bar CB(f, y, z). This movef is a special case of move defined in
Definition 1.4.
Definition 2.3. For y, z ∈ Z≥0 we define
movef ({y, z}) = {{v, z} : v < y} ∪ {{min(y, f(w)), w} : w < z}, where
v, w ∈ Z≥0.
Example 2.3. Here, we explain about move when f(t) = b t2c. If we start
with the position {y, z} = {2, 5} and reduce z = 5 to z = 3, then the y-
coordinate (the first coordinate) will be min(2, b3/2c) = min(2, 1) = 1.
Therefore we have {1, 3} ∈ movef ({2, 5}). It is easy to see that {1, 5}, {0, 5} ∈
movef ({2, 5}), {1, 3} ∈ movef ({1, 5}) and {0, 5} /∈ movef ({1, 3}).
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3 A Chocolate Game Bar CB(f, y, z) whose Grundy
Number is G({y, z}) = y ⊕ z
3.1 A Sufficient Condition for a Chocolate Bar CB(f, y, z) to
have the Grundy Number G({y, z}) = y ⊕ z
In this subsection we study a sufficient condition for a chocolate bar CB(f, y, z)
to have a Grundy number G({y, z}) = y ⊕ z.
In our proofs, it will be useful to have the disjunctive sum of a chocolate
bar CB(f, y, z) to the right of the bitter square and a single strip of chocolate
bar to the left, as in Figures 20, 21, 22, 23, 24 and 25. We will denote such
a position by {x, y, z}, where x is the length of the single strip of chocolate
bar and y, z are coordinates of CB(f, y, z). Figures 23, 24 and 25 give some
examples of the coordinate system.
For the disjunctive sum of the chocolate bar game with CB(f, y, z) to
the right of the bitter square and a single strip of chocolate bar to the left,
we will show that the P-positions are when x⊕y⊕z = 0, so that the Grundy
number of the chocolate bar CB(f, y, z) is x = y ⊕ z.
Example 3.1. Examples of coordinates of chocolate bar games.
Figure 20: {4, 7, 12} Figure 21: {3, 5, 10}
Figure 22: {0, 4, 6} Figure 23: {3, 4, 9}
Figure 24: {4, 3, 13} Figure 25: {2, 3, 13}
moveh({x, y, z}) is the set that contains all the positions that can be
reached from the position {x, y, z} in one step (directly).
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Definition 3.1. For x, y, z ∈ Z≥0, we define
moveh({x, y, z}) = {{u, y, z} : u < x}∪{{x, v, z} : v < y}∪{{x,min(y, h(w)), w} :
w < z}, where u, v, w ∈ Z≥0.
The following condition (a) in Definition 3.2 is a sufficient condition for
a chocolate bar CB(f, y, z) to have a Grundy number G({y, z}) = y ⊕ z.
Definition 3.2. Let h be a function of Z≥0 into Z≥0 that satisfies the con-
ditions of Definition 2.1 and the following condition (a).
(a) Suppose that
b z
2i
c = bz
′
2i
c (3.1)
for some z, z′ ∈ Z≥0 and some natural number i. Then we have
bh(z)
2i−1
c = bh(z
′)
2i−1
c. (3.2)
Remark 3.1. The condition (a) of Definition 3.2 is equivalent to the fol-
lowing condition (b).
(b) Suppose that zk, yk ∈ {0, 1} for k = 0, 1, ..., n and
h(
n∑
k=0
zk2
k) =
n∑
k=0
yk2
k.
Let i be a natural number. Then for any z′k ∈ {0, 1} for k = 0, ..., i− 1 there
exist y′k ∈ {0, 1} for k = 0, ..., i− 2 such that
h(
n∑
k=i
zk2
k +
i−1∑
k=0
z′k2
k) =
n∑
k=i−1
yk2
k +
i−2∑
k=0
y′k2
k.
The condition (a) of Definition 3.2 is very abstract, so we present some
examples of functions that satisfy condition (a) of Definition 3.2 in Lemma
3.1 and Lemma 3.2.
Lemma 3.1. Let h(z) = b z2kc for some natural number k. Then h(z) sat-
isfies the condition of Definition 3.2.
Proof. We prove the contraposition of the condition of Definition 3.2. We
suppose that Equation (3.2) is false. Then there exist u ∈ Z≥0 and a natural
number i such that
bb
z
2kc
2i−1
c = u < u + 1 ≤ bb
z′
2kc
2i−1
c. (3.3)
We prove that Equation (3.1) is false. From the inequality in (3.3), we have
b z
2k
c ≤ u2i−1 + 2i−1 − 1 < (u + 1)2i−1 ≤ b z
′
2k
c,
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and hence
z ≤ 2k(u2i−1 + 2i−1 − 1) + 2k − 1 < 2k(u + 1)2i−1 ≤ z′. (3.4)
From the inequality in (3.4), we have
z
2i
≤ k(u + 1)− 1
2i
< k(u + 1) ≤ z
′
2i
.
Therefore we have
b z
2i
c < k(u + 1) ≤ bz
′
2i
c.
This shows that Equation (3.1) is false. Therefore, we have completed the
proof of this lemma.
Lemma 3.2. Let h(0) = h(1) = 0 and h(z) = 2blog2zc−1 for z ∈ Z≥0 such
that z ≥ 2. Then h(z) satisfies the condition of Definition 3.2.
Proof. We prove the contraposition of the condition of Definition 3.2. Sup-
pose that Equation (3.2) is false. Then for a natural number i
b2
blog2zc−1
2i−1
c < b2
blog2z′c−1
2i−1
c. (3.5)
We prove that Equation (3.1) is false. Let z = 2n+m and z′ = 2n′+m′ such
that n, n′ ∈ Z≥0 and 0 ≤ m,m′ < 1. Then by the inequality in (3.5), we
have
b2n−ic < b2n′−ic. (3.6)
By the inequality in (3.6), we have
n′ − i ≥ 0 (3.7)
and
n + 1 ≤ n′. (3.8)
By the inequalities in (3.7) and (3.8), we have
b z
2i
c = b2n+m−ic < 2n′−i ≤ b2n′+m′−ic = bz
′
2i
c.
This shows that Equation (3.1) is false. Therefore we have completed the
proof.
In the remainder of this subsection we assume that h is the function
that satisfies the condition (a) in Definition 3.2. Our aim is to show that
the disjunctive sum of the chocolate bar game with CB(f, y, z) to the right
of the bitter square and a single strip of chocolate bar to the left have P-
positions when x⊕ y ⊕ z = 0, so that the Grundy number of the chocolate
bar CB(f, y, z) is x = y ⊕ z.
9
We need Lemma 3.6 and Lemma 3.7 for this aim. Lemma 3.6 implies
that from a position {x, y, z} of the disjunctive sum such that x⊕ y⊕ z 6= 0
you always have a option that leads to a position for which the nim-sum of
the coordinates is 0. Lemma 3.7 implies that from a position {x, y, z} of the
disjunctive sum such that x ⊕ y ⊕ z = 0 any option leads to a position for
which the nim-sum of the coordinates is not 0.
To prove Lemma 3.6 and Lemma 3.7 we need some properties of the function
h that satisfies the condition (a) in Definition 3.2. These properties are
proved in Lemma 3.3, Lemma 3.4 and Lemma 3.5.
Lemma 3.3. Suppose that
h(
n∑
k=0
zk2
k) ≥
n∑
k=0
yk2
k. (3.9)
Then, for any natural number i,
h(
n∑
k=i
zk2
k) ≥
n∑
k=i−1
yk2
k.
Proof. Let h(
n∑
k=0
zk2
k) =
n∑
k=0
uk2
k for uk ∈ {0, 1}. Then, by the inequality
in (3.9),
n∑
k=0
uk2
k ≥
n∑
k=0
yk2
k,
and hence
n∑
k=i−1
uk2
k ≥
n∑
k=i−1
yk2
k. (3.10)
Let z′k = 0 for k = 0, 1, 2, ..., i − 1. By the inequality in (3.10), Definition
3.2 and Remark 3.1, there exist y′k for k = 0, ..., i− 2 such that
h(
n∑
k=i
zk2
k) = h(
n∑
k=i
zk2
k+
i−1∑
k=0
z′k2
k) =
n∑
k=i−1
uk2
k+
i−2∑
k=0
y′k2
k ≥
n∑
k=i−1
uk2
k ≥
n∑
k=i−1
yk2
k.
Lemma 3.4. Suppose that pk ∈ Z≥0 for k = 0, 1, ..., n.
(i) Suppose that for some natural number i
h(
n∑
k=i
pk2
k) <
n∑
k=i−1
qk2
k. (3.11)
Then
h(
n∑
k=0
pk2
k) <
n∑
k=i−1
qk2
k.
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(ii) Suppose that
h(
n∑
k=0
pk2
k) ≥
n∑
k=i−1
qk2
k.
Then
h(
n∑
k=i
pk2
k) ≥
n∑
k=i−1
qk2
k.
Proof. We prove (i). Let h(
n∑
k=0
pk2
k) =
n∑
k=0
rk2
k for rk ∈ {0, 1}. Then, by
Remark 3.1, there exist r′k for k = 0, 1, 2, ..., i − 2 such that h(
n∑
k=i
pk2
k +
i−1∑
k=0
0×2k) =
n∑
k=i−1
rk2
k +
i−2∑
k=0
r′k2
k. Then, by the inequality in (3.11), we
have
n∑
k=i−1
qk2
k >
n∑
k=i−1
rk2
k +
i−2∑
k=0
r′k2
k,
and hence we have the inequality in (3.12) or Relation (3.13).
qn > rn. (3.12)
There exists j ∈ Z≥0 such that
i− 1 ≤ j ≤ n, qk = rk for k = j + 1, j + 2, ..., n and qj > rj . (3.13)
Then, by the inequality in (3.12) or Relation (3.13),
n∑
k=i−1
qk2
k >
n∑
k=i−1
rk2
k +
i−2∑
k=0
rk2
k =
n∑
k=0
rk2
k = h(
n∑
k=0
pk2
k).
We prove (ii). This is the contraposition of the proposition in (i) of this
lemma.
Lemma 3.5. Suppose that
h(
n∑
k=i
pk2
k) <
n∑
k=i−1
qk2
k + 2i−1. (3.14)
Then
h(
n∑
k=i−1
pk2
k) <
n∑
k=i−1
qk2
k + 2i−1.
11
Proof. Let
n+1∑
k=i−1
q′k2
k =
n∑
k=i−1
qk2
k + 2i−1 and pn+1 = 0. Then, by the
inequality in (3.14), we have h(
n+1∑
k=i
pk2
k) <
n+1∑
k=i−1
q′k2
k, and statement (i) of
Lemma 3.4 implies h(
n∑
k=i−1
pk2
k) ≤ h(
n+1∑
k=0
pk2
k) <
n+1∑
k=i−1
q′k2
k =
n∑
k=i−1
qk2
k +
2i−1. Therefore we have completed the proof of this lemma.
If the nim-sum of the cooridinates of a position is not 0, then by Defini-
tion 3.1 and the following Lemma 3.6, there is always an option that leads
to a position whose nim-sum is 0.
Lemma 3.6. Suppose that x⊕ y ⊕ z 6= 0 and
y ≤ h(z). (3.15)
Then at least one of the following statements is true.
(1) u⊕ y ⊕ z = 0 for some u ∈ Z≥0 such that u < x.
(2) x⊕ v ⊕ z = 0 for some v ∈ Z≥0 such that v < y.
(3) x⊕ y ⊕ w = 0 for some w ∈ Z≥0 such that w < z and y ≤ h(w).
(4) x⊕v⊕w′ = 0 for some v, w′ ∈ Z≥0 such that v < y,w′ < z and v = h(w′).
Proof. Let x =
n∑
k=0
xk2
k, y =
n∑
k=0
yk2
k and z =
n∑
k=0
zk2
k. If n = 0, then this
lemma is obvious. We assume that n ≥ 1. Suppose that there exists a non-
negative integer s such that xi +yi +zi = 0 (mod 2) for i = n, n−1, ..., n−s
and
xn−s−1 + yn−s−1 + zn−s−1 6= 0 (mod 2). (3.16)
Case (i) Suppose that xn−s−1 = 1. Then, we define u =
∑n
i=1 ui2
i by
ui = xi for i = n, n − 1, ..., n − s, un−s−1 = 0 < xn−s−1 and ui = yi + zi
(mod 2) for i = n− s− 2, n− s− 3, ..., 0. Then we have u⊕ y ⊕ z = 0 and
u < x. Therefore, we have statement (1) of this lemma.
Case (ii) Suppose that yn−s−1 = 1. Then, by the method that is similar to
the one used in (i), we prove that x⊕ v⊕ z = 0 for some v ∈ Z≥0 such that
v < y. Therefore we have statement (2) of this lemma.
Case (iii) We suppose that
zn−s−1 = 1. (3.17)
For i = n, n− 1, ..., n− s, let
wi = zi. (3.18)
Let wi = xi + yi (mod 2) for i = n− s− 1, ..., 0. By the inequality in (3.16)
and Equation (3.17), we have wn−s−1 = xn−s−1 + yn−s−1 = 0 (mod 2), and
hence
wn−s−1 = 0 < 1 = zn−s−1. (3.19)
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There are two subcases here.
Subcase (iii.1) If y ≤ h(w), then we have statement (3) of this lemma.
Subcase (iii.2) Next we suppose that
y > h(w). (3.20)
By the inequality in (3.15), we have
n∑
k=0
yk2
k ≤ h(
n∑
k=0
zk2
k), and hence by
Lemma 3.3 and (3.18)
n∑
k=n−s−1
yk2
k ≤ h(
n∑
k=n−s
zk2
k) = h(
n∑
k=n−s
wk2
k) ≤ h(w). (3.21)
By the inequalities in (3.21) and (3.20), there exists a natural number j such
that
n∑
k=n−j
yk2
k ≤ h(
n∑
k=0
wk2
k) = h(w) (3.22)
and
n∑
k=n−j−1
yk2
k > h(
n∑
k=0
wk2
k) = h(w). (3.23)
By the inequalities in (3.21) and (3.23),
n− j − 1 < n− s− 1. (3.24)
By the inequality in (3.22) and (ii) of Lemma 3.4,
n∑
k=n−j
yk2
k ≤ h(
n∑
k=n−j+1
wk2
k) ≤ h(
n∑
k=n−j
wk2
k). (3.25)
By the inequality in (3.23),
n∑
k=n−j−1
yk2
k > h(
n∑
k=n−j
wk2
k). (3.26)
By the inequalities in (3.25) and (3.26), we have
n∑
k=n−j
yk2
k ≤ h(
n∑
k=n−j
wk2
k) <
n∑
k=n−j−1
yk2
k. (3.27)
We construct v and w′ by assigning values to vi and w′i for i = n, n− 1, n−
2, ..., 0.
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First, for i = n, n− 1, ..., n− j, let
w′i = wi and vi = yi, (3.28)
and let
vn−j−1 = 0 < 1 = yn−j−1 (3.29)
and
w′n−j−1 = xn−j−1 + vn−j−1.
Since vn−j−1 = 0 and yn−j−1 = 1, by the inequality in (3.27)
n∑
k=n−j−1
vk2
k ≤ h(
n∑
k=n−j
w′k2
k) <
n∑
k=n−j−1
vk2
k + 2n−j−1. (3.30)
By the inequality in (3.30) and Lemma 3.5, we have
n∑
k=n−j−1
vk2
k ≤ h(
n∑
k=n−j−1
w′k2
k) <
n∑
k=n−j−1
vk2
k + 2n−j−1. (3.31)
Next we prove the inequality in (3.32) for any t = n−j−1, n−j−2, ..., 2, 1, 0
recursively.
n∑
k=t
vk2
k ≤ h(
n∑
k=t
w′k2
k) <
n∑
k=t
vk2
k + 2t. (3.32)
By the inequality in (3.31), we have the inequality in (3.32) for t = n−j−1.
We suppose the inequality in (3.32) for some natural number t such that
t ≤ n − j − 1. Then we have the inequality in (3.33) or the inequality in
(3.36). Our aim is to prove (3.35) and (3.38) by using these inequalities.
If
n∑
k=t
vk2
k + 2t−1 ≤ h(
n∑
k=t
w′k2
k) <
n∑
k=t
vk2
k + 2t, (3.33)
then let vt−1 = 1 and w′t−1 = xt−1 + vt−1 (mod 2). Since vt−1 = 1, by the
inequality in (3.33) we have
n∑
k=t−1
vk2
k ≤ h(
n∑
k=t
w′k2
k) <
n∑
k=t−1
vk2
k + 2t−1. (3.34)
Note that vt−12t−1 + 2t−1 = 2t. By Lemma 3.5 and the inequality in (3.34),
n∑
k=t−1
vk2
k ≤ h(
n∑
k=t−1
w′k2
k) <
n∑
k=t−1
vk2
k + 2t−1. (3.35)
If
n∑
k=t
vk2
k + 2t−1 > h(
n∑
k=t
w′k2
k), (3.36)
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then let vt−1 = 0 and w′t−1 = xt−1 + vt−1 (mod 2).
Since vt−1 = 0, the inequalities in (3.36) and (3.32) give
n∑
k=t−1
vk2
k ≤ h(
n∑
k=t
w′k2
k) <
n∑
k=t−1
vk2
k + 2t−1. (3.37)
Then, by the inequality in (3.37) and Lemma 3.5, we have
n∑
k=t−1
vk2
k ≤ h(
n∑
k=t−1
w′k2
k) <
n∑
k=t−1
vk2
k + 2t−1. (3.38)
In this way we get the inequality in (3.35) or the inequality in (3.38) by
the inequality in (3.32). Note that the inequality in (3.35) and the inequality
in (3.38) are the same inequality. By continuing this process we have
n∑
k=0
vk2
k ≤ h(
n∑
k=0
w′k2
k) <
n∑
k=0
vk2
k + 20.
Therefore, we have
n∑
k=0
vk2
k = h(
n∑
k=0
w′k2
k). By iequalities (3.19), (3.24),
(3.29) and Equation (3.28), we have v < y and w′ < z. Therefore, we have
statement (4) of this lemma.
If the nim-sum of the cooridinates of a position is 0, then by Definition
3.1 and the following Lemma 3.7, any option from this position leads to a
position whose nim-sum is not 0.
Lemma 3.7. If x⊕ y ⊕ z = 0 and y ≤ h(z) , then the following hold:
(i) u⊕ y ⊕ z 6= 0 for any u ∈ Z≥0 such that u < x.
(ii) x⊕ v ⊕ z 6= 0 for any v ∈ Z≥0 such that v < y.
(iii) x⊕ y ⊕ w 6= 0 for any w ∈ Z≥0 such that w < z.
(iv) x⊕ v⊕w 6= 0 for any v, w ∈ Z≥0 such that v < y,w < z and v = h(w).
Proof. Statements (i),(ii) and (iii) of this lemma follow directly from Defi-
nition 1.1 (the definition of nim-sum).
We now prove statement (iv). We suppose that v = h(w) for some w ∈ Z≥0
such that v < y,w < z. We also suppose that
wi = zi for i = n, n− 1, n− 2, ..., j and wj−1 < zj−1. (3.39)
By y ≤ h(z), we have h(
n∑
k=0
zk2
k) ≥
n∑
k=0
yk2
k. Hence, by Lemma 3.3, we
have
h(
n∑
k=j
zk2
k) ≥
n∑
k=j−1
yk2
k. (3.40)
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Since v = h(w) and v < y, Relation (3.39) gives
h(
n∑
k=j
zk2
k) = h(
n∑
k=j
wk2
k) ≤ h(w) = v =
n∑
k=0
vk2
k <
n∑
k=0
yk2
k. (3.41)
By the inequalities in (3.40) and (3.41), we have
n∑
k=j−1
yk2
k ≤
n∑
k=0
vk2
k <
n∑
k=0
yk2
k.
Hence, for k = n, n− 1, n− 2, ..., j − 1,
vk = yk. (3.42)
Since x⊕ y ⊕ z = 0, we have
xj−1 + yj−1 + zj−1 = 0 (mod 2). (3.43)
By Relation (3.39), Equation (3.42) and Equation (3.43), we have xj−1 +
vj−1 + wj−1 6= 0 (mod 2), and hence x⊕ v ⊕ w 6= 0.
Definition 3.3. Let Ah = {{x, y, z} : x, y, z ∈ Z≥0, y ≤ h(z) and x⊕y⊕z =
0} and Bh = {{x, y, z} : x, y, z ∈ Z≥0, y ≤ h(z) and x⊕ y ⊕ z 6= 0}.
Lemma 3.8. Let Ah and Bh be the sets defined in Definition 3.3. Then the
following hold:
(i) If we start with a position in Ah, then any option (move) leads to a po-
sition in Bh.
(ii) If we start with a position in Bh, then there is at least one option (move)
that leads to a position in Ah.
Proof. Since moveh({x, y, z}) that is defined in Definition 3.1 contains all
the positions that can be reached from the position {x, y, z} in one step, we
have statements (i) and (ii) by Lemma 3.7 and Lemma 3.6 respectively.
Theorem 3.1. Let Ah and Bh be the sets defined in Definition 3.3. Ah is
the set of P-positions and Bh is the set of N -positions of the disjunctive sum
of the chocolate bar game with CB(h, y, z) to the right of the bitter square
and a single strip of chocolate bar to the left.
Proof. If we start the game from a position {x, y, z} ∈ Ah, then Lemma 3.8
indicates that any option we take leads to a position {p, q, r} in Bh. From
this position {p, q, r}, Lemma 3.8 implies that our opponent can choose a
proper option that leads to a position in Ah. Note that any option reduces
some of the numbers in the coordinates. In this way, our opponent can
always reach a position in Ah, and will finally win by reaching {0, 0, 0} ∈ Ah.
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Note that position {0, 0, 0} represent the bitter square itself, and we cannot
eat this part. Therefore Ah is the set of P-positions.
If we start the game from a position {x, y, z} ∈ Bh, then Lemma 3.8 means
that we can choose a proper option that leads to a position {p, q, r} in Ah.
From {p, q, r}, Lemma 3.8 implies that any option taken by our opponent
leads to a position in Bh. In this way we win the game by reaching {0, 0, 0}.
Note that our opponent cannot eat the bitter part. Therefore Bh is the set
of N -position
Theorem 3.2. Let h be the function that satisfies the condition (a) in Def-
inition 3.2. Then the Grundy number of CB(h, y, z) is y ⊕ z.
Proof. By Theorem 3.1, a position {x, y, z} of the sum of the chocolate bars
is a P-position when x ⊕ y ⊕ z = 0. Therefore, Theorem 1.1 implies that
the Grundy number of the chocolate bar to the right is x = y ⊕ z.
By Theorem 3.2, the condition of Definition 3.2 is a sufficient condition
for the chocolate bar CB(h, y, z) to have the Grundy number G({y, z}) =
y ⊕ z. Lemma 3.1, Lemma 3.2 and Theorem 3.2 imply that chocolate bar
games in Figure 12, Figure 13, Figure 14 and Figure 2.1 have the Grundy
number G({y, z}) = y ⊕ z.
In the next subsection we prove that the condition of Definition 3.2 is
a necessary condition for the chocolate bar CB(h, y, z) to have the Grundy
number G({y, z}) = y ⊕ z.
3.2 A Necessary Condition for a Chocolate Bar to have the
Grundy Number y ⊕ z
In Subsection 3.1, we proved that the Grundy number G({y, z}) = y⊕ z for
CB(h, y, z) when the function h satisfies the condition (a) in Definition 3.2.
In this subsection, we prove that the condition (a) in Definition 3.2 is a
necessary condition for f to have the Grundy number y⊕z for the chocolate
bar CB(f, y, z).
Definition 3.4. Let f be a monotonically increasing function of Z≥0 into
Z≥0 that satisfies the following condition (a).
(a) Suppose that G({y, z}) is the Grundy number of the chocolate bar CB(f, y, z).
Then,
G({y, z}) = y ⊕ z.
Throughout this subsection we assume that the function f satisfies the
condition (a) of Definition 3.4, and we prove that this function f satisfies
the condition (a) of Definition 3.2 using the following Lemma 3.9, Lemma
3.10 and Lemma 3.11.
Lemma 3.9. Let y, z, y′ ∈ Z≥0 such that y = f(z), y′ ≤ f(z+1) and y < y′.
Then, G({y, z + 1}) < G({y′, z + 1}).
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Proof. Since y = f(z), we have f(w) ≤ y < y′ for w ≤ z. Therefore,
movef ({y′, z + 1})
= {{v, z + 1} : v < y′} ∪ {{min(y′, f(w)), w} : w < z + 1}
= {{v, z + 1} : v < y′} ∪ {{f(w), w} : w < z + 1}
= {{v, z + 1} : y ≤ v < y′} ∪ {{v, z + 1} : v < y} ∪ {{f(w), w} : w < z + 1}
= {{v, z + 1} : y ≤ v < y′} ∪ {{v, z + 1} : v < y} ∪ {{min(y, f(w)), w} : w < z + 1}
= {{v, z + 1} : y ≤ v < y′} ∪movef ({y, z + 1}), where v, w ∈ Z≥0.
Therefore,
G({y′, z + 1})
= mex({G({v, z + 1}) : y ≤ v < y′} ∪ {G({a, b})
: {a, b} ∈ movef ({y, z + 1})} ≥ G({y, z + 1}). (3.44)
Since {y, z + 1} ∈ movef ({y′, z + 1}), G({y′, z + 1}) 6= G({y, z + 1}).
Therefore, (3.44) implies G({y, z + 1}) < G({y′, z + 1}).
Lemma 3.10. For any y, z ∈ Z≥0 such that y ≤ f(z), we have
{G({min(y, f(w)), w}) : w < z} = {y ⊕ w : w < z}.
Proof. Let w ∈ Z≥0 such that w < z, and let
n = blog2 max(y, z)c+ 1. (3.45)
Then, Equation (3.45) implies that y ⊕ w < y ⊕ (z + 2n) = G({y, z + 2n}).
By the definition of Grundy number, there exist a, b ∈ Z≥0 such that
{a, b} ∈ movef ({y, z + 2n}) and G({a, b}) = y ⊕ w.
By the definition of movef , we have the following Equation (3.46) or Equa-
tion (3.47).
G({min(y, f(w′)), w′}) = y ⊕ w (3.46)
for w′ ∈ Z≥0 with w′ < z + 2n.
y′ ⊕ (z + 2n) = G({y′, z + 2n}) = y ⊕ w (3.47)
for y′ ∈ Z≥0 with y′ < y. Equation (3.47) contradicts Equation (3.45), and
hence we have Equation (3.46). If
w′ ≥ z, (3.48)
then f(w′) ≥ f(z) ≥ y. Hence,
G({min(y, f(w′)), w′}) = G({y, w′}) = y ⊕ w′. (3.49)
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By Equations (3.46) and (3.49), we have
y ⊕ w = y ⊕ w′. (3.50)
Since w′ < w, Equation (3.50) leads to a contradiction. Therefore, the
inequality in (3.48) is false, and we have w′ < z. Hence, Equation (3.46)
implies that {y⊕w : w < z} ⊂ {G({min(y, f(w)), w}) : w < z}. The number
of elements in {y ⊕ w : w < z} is the same as the number of elements in
{G({min(y, f(w)), w}) : w < z}, and hence we have {G({min(y, f(w)), w}) :
w < z} = {y ⊕ w : w < z}.
Lemma 3.11. Let
a = d× 2i+1 + di2i + e− 1
for d, e, i ∈ Z≥0, di ∈ {0, 1}, e < 2i and 0 < di2i + e.
If c× 2i+1 ≤ f(a) < c× 2i+1 + 2i for c ∈ Z≥0, then f(a+ 1) < c× 2i+1 + 2i.
Proof. Let
f(a) = c× 2i+1 + t (3.51)
for 0 ≤ t < 2i. We suppose that
f(a + 1) ≥ c× 2i+1 + 2i, (3.52)
and we show that this leads to a contradiction.
Case (i) If di = 1, then
G({c× 2i+1 + 2i, a + 1}) = (c× 2i+1 + 2i)⊕ (d× 2i+1 + di2i + e)
= (c⊕d)2i+1+e < (c⊕d)2i+1+di2i+(t⊕e) = G({c×2i+1+t, a+1}). (3.53)
By Equation (3.51), the inequality in (3.52) and Lemma 3.9, we have G({c×
2i+1+t, a+1}) < G({c×2i+1+2i, a+1}), which contradicts Equation (3.53).
Case (ii) If di = 0, then G({c×2i+1+2i, a+1}) = (c×2i+1+2i)⊕(d×2i+1+e)
= (c⊕ d)2i+1 + 2i + e > (c⊕ d)2i+1 + 2i. Note that e > 0, since di2i + e > 0
and di = 0.
Therefore, by the definition of Grundy number we have
(c⊕d)2i+1+2i ∈ {G({p, q}) : {p, q} ∈ movef ({c×2i+1+2i, a+1})}. (3.54)
{G({p, q}) : {p, q} ∈ movef ({c× 2i+1 + 2i, a + 1})}
= {G({v, d× 2i+1 + e}) : v = 0, 1, 2, ..., c× 2i+1 + 2i − 1}
∪{G({min(c× 2i+1 + 2i, f(w)), w}) : w = 0, 1, 2, ..., d× 2i+1 + e− 1}.
(3.55)
Note that a = d× 2i+1 + e− 1.
For w ≤ a, we have f(w) ≤ f(a) = c× 2i+1 + t. Hence
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(3.55)
= {G({v, d× 2i+1 + e}) : v = 0, 1, 2, ..., c× 2i+1 + 2i − 1}
∪{G({min(c× 2i+1 + t, f(w)), w}) : w = 0, 1, 2, ..., d× 2i+1 + e− 1}.
(3.56)
Since c× 2i+1 + t = f(a) ≤ f(a+ 1) = f(d× 2i+1 + e), Lemma 3.10 implies
that {G({min(c × 2i+1 + t, f(w)), w}) : w = 0, 1, 2, ..., d × 2i+1 + e − 1} =
{(c×2i+1 + t)⊕w : w = 0, 1, 2, ..., d×2i+1 +e−1}. Therefore, by Definition
3.4
(3.56)
= {v ⊕ (d× 2i+1 + e) : v = 0, 1, 2, ..., c× 2i+1 + 2i − 1}
∪{(c× 2i+1 + t)⊕ w : w = 0, 1, 2, ..., d× 2i+1 + e− 1}
= {(c× 2i+1 + k)⊕ (d× 2i+1 + e) : k = 0, 1, 2, ..., 2i − 1} (3.57)
∪{k ⊕ (d× 2i+1 + e) : k = 0, 1, 2, ..., c× 2i+1 − 1} (3.58)
∪{(c× 2i+1 + t)⊕ (d× 2i+1 + k) : k = 0, 1, 2, ..., e− 1} (3.59)
∪{(c× 2i+1 + t)⊕ k : k = 0, 1, 2, ..., d× 2i+1 − 1}. (3.60)
Then we have the following statements (i), (ii), (iii) and (iv).
(i) All the numbers in Set (3.57) are of the type (c⊕ d)2i+1 + (k ⊕ e), and
hence this set does not contains (c⊕ d)2i+1 + 2i. Note that k, e < 2i.
(ii) The coefficients of 2i+1 of the numbers in Set (3.58) are not c⊕ d, and
hence this set does not contains (c⊕ d)2i+1 + 2i.
(iii) All the numbers in Set (3.59) are of the type (c⊕ d)2i+1 + (t⊕ k), and
hence this set does not contains (c⊕ d)2i+1 + 2i.
Note that k ≤ e− 1 < 2i and t < 2i.
(iv) The coefficients of 2i+1 of the numbers in Set (3.60) are not c⊕ d, and
hence this set does not contains (c⊕ d)2i+1 + 2i.
Statements (i), (ii), (iii) and (iv) contradict Relation (3.54). Therefore we
conclude that the inequality in (3.52) is false.
Theorem 3.3. Suppose that the function f satisfies the condition (a) in
Definition 3.4.
Then function f satisfies the condition (a) in Definition 3.2.
Proof. If f does not satisfy the condition in Definition 3.2, then there exist
z, z′ ∈ Z≥0 and a natural number j such that z < z′,
b z
2j
c = b z
′
2j
c (3.61)
and
bf(z)
2j−1
c < bf(z
′)
2j−1
c. (3.62)
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By Equation (3.61), there exist zk, z
′
k ∈ Z≥0 for k = 0, 1, 2, ..., n such that
z =
n∑
k=0
zk2
k and z′ =
n∑
k=j
zk2
k +
j−1∑
k=0
z′k2
k. By the inequality in (3.62), there
exist yk, y
′
k ∈ Z≥0 for k = 0, 1, 2, ..., n and a natural number i ≥ j − 1 such
that yi = 0 < 1 = y
′
i,
f(
n∑
k=0
zk2
k) =
n∑
k=i+1
yk2
k + yi × 2i +
i−1∑
k=0
yk2
k (3.63)
and
f(
n∑
k=j
zk2
k +
j−1∑
k=0
z′k2
k) =
n∑
k=i+1
yk2
k + y′i × 2i +
i−1∑
k=0
y′k2
k. (3.64)
Let c =
n∑
k=i+1
yk2
k−(i+1). Then c × 2i+1 =
n∑
k=i+1
yk2
k. Hence Equations
(3.63) and (3.64) imply that
f(
n∑
k=0
zk2
k) = c× 2i+1 + 0× 2i +
i−1∑
k=0
yk2
k (3.65)
and
f(
n∑
k=j
zk2
k +
j−1∑
k=0
z′k2
k) = c× 2i+1 + 2i +
i−1∑
k=0
y′k2
k. (3.66)
Let
a = max({z : f(z) < c× 2i+1 + 2i}) (3.67)
and
b = min({z : f(z) ≥ c× 2i+1 + 2i}). (3.68)
Then, b = a + 1 follows directly from (3.67) and (3.68).
Let d =
n∑
k=i+1
zk2
k−(i+1). Then, d× 2i+1 =
n∑
k=i+1
zk2
k. By (3.65), f(d×
2i+1) ≤ f(
n∑
k=0
zk2
k) < c× 2i+1 + 2i, and hence Equation (3.67) implies
a ≥
n∑
k=0
zk2
k ≥ d× 2i+1. (3.69)
By i + 1 ≥ j, we have (d + 1)× 2i+1 =
n∑
k=i+1
zk2
k + 2i+1
>
n∑
k=j
zk2
k +
j−1∑
k=0
z′k2
k. (3.70)
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By Equation (3.66) and Equqtion (3.68)
n∑
k=j
zk2
k +
j−1∑
k=0
z′k2
k ≥ b. (3.71)
The inequality in (3.70) and the inequality in (3.71) imply
(d + 1)× 2i+1 > b = a + 1. (3.72)
The inequality in (3.69) implies
a + 1 > d× 2i+1. (3.73)
By the inequality in (3.72) and the inequality in (3.73) (d+ 1)× 2i+1 >
b = a + 1 > d × 2i+1, and hence there exist di and e such that e < 2i,
0 < di2
i + e and
a + 1 = d× 2i+1 + di2i + e. (3.74)
By Equation (3.65) the inequality in (3.69)
f(a) ≥ f(
n∑
k=0
zk2
k) ≥ c× 2i+1. (3.75)
Equation (3.67) implies
f(a) < c× 2i+1 + 2i (3.76)
and
f(a + 1) ≥ c× 2i+1 + 2i. (3.77)
Equation (3.74), the inequality in (3.75), the inequality in (3.76) and the in-
equality in (3.77) contradict Lemma 3.11. Therefore the function f satisfies
the condition of Definition 3.2.
By Theorem 3.3, the condition (a) in Definition 3.2 is a necessary con-
dition for CB(f, y, z) to have the Grundy number G({y, z}) = y ⊕ z.
4 A Chocolate Game CB(fs, y, z) whose Grundy
number is Gfs({y, z})
= (y ⊕ (z + s))− s for a fixed natural number s
In the previous sections we studied the chocolate bar CB(f, y, z) whose
Grundy number is G({y, z}) = y ⊕ z. The condition G({y, z}) = y ⊕ z
is very strong, so we modified it and get the condition that G({y, z}) =
(y ⊕ (z + s))− s for a fixed natural number s.
In this section we study a necessary and sufficient condition for a choco-
late bar CB(g, y, z) to have the Grundy number Gg({y, z}) = (y⊕(z+s))−s
for a fixed natural number s.
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Example 4.1. By Lemma 3.1 and Theorem 3.2, the Grundy number of the
chocolate bar in Figure 26 is
Gf ({y, z}) = y ⊕ z, (4.1)
where
f(t) = b t
4
c, (4.2)
but Theorem 4.1 (We prove this theorem later in this paper.) implies that
the Grundy number of the chocolate bar in Figure 27 is
Gf12({y, z}) = (y ⊕ (z + 12))− 12, (4.3)
where
f12(t) = f(t + 12) = b t + 12
4
c. (4.4)
Please look at the difference between (4.1) and (4.3), and the difference
between (4.2) and (4.4).
It is easy to see that we get the chocolate bar in Figure 27 by moving the
bitter part horizontally and cutting the chocolate bar in Figure 26 vertically.
We present this method in Figure 28.
If we generalize this method, we can get a necessary and sufficient condi-
tion for a chocolate bar CB(g, y, z) to have the Grundy number Gg({y, z}) =
(y ⊕ (z + s))− s for a fixed natural number s.
Figure 26: CB(f, 8, 32) f(t) =
b t4c. Figure 27: CB(f12, 8, 23) f12(t) =f(t + 12) = b t+124 c.
Figure 28:
As in Example 4.1 we can make the chocolate bars that have the Grundy
number Gfs({y, z}) = (y⊕(z+s))−s from the chocolate bar whose Grundy
number is Gf ({y, z}) = y ⊕ z.
First, we study a sufficient condition.
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4.1 A Sufficient Condition for a Chocolate Bar to have the
Grundy Number (y ⊕ (z + s))− s
Let h be the function that satisfies the condition (a) in Definition 3.2 and
let Gh({y, z}) be the Grundy number of CB(h, y, z). The condition (a) in
Definition 3.2 is a necessary and sufficient condition for CB(h, y, z) to have
the Grundy number Gh({y, z}) = y⊕ z, and we can use all the lemmas and
theorems in previous sections for the function h and CB(h, y, z).
Definition 4.1. We define the function hs as the followings.
Let s be a natural number such that
i⊕ s = i + s for i = 0, 1, 2, ..., h(s).
Let hs(z) = h(z + s) for any z ∈ Z≥0.
We are going to show that the condition in Definition 4.1 is a neces-
sary and sufficient condition for the chocolate bar CB(hs, y, z) to have the
Grundy number Ghs({y, z}) = (y ⊕ (z + s))− s.
Lemma 4.1. Let p ∈ Z≥0 and s be a natural number. Then
i⊕ s = i + s for i = 0, 1, ..., p (4.5)
if and only if there exist a natural number u and a non-negative integer v
such that
s = u× 2v and 2v > p. (4.6)
Proof. We suppose Relation (4.5). When p > 0, let p =
t∑
k=0
pk2
k with
pt = 1 and pk ∈ {0, 1}. Let s =
n∑
k=0
sk2
k with sn = 1 and sk ∈ {0, 1}. Since
p⊕s = p+s and pt = 1, st = 0. Since 0 ≤
t−1∑
k=0
2k < p,
t−1∑
k=0
2k⊕s =
t−1∑
k=0
2k+s.
Therefore, si = 0 for i = 0, 1, ..., t− 1. Let u =
n∑
k=t+1
sk2
k−t−1 and v = t+ 1,
then we have Relation (4.6). When p = 0, we let v = 0 and u = s. Then we
have Relation (4.6).
Next we suppose that there exist a natural number u and a non-negative
integer v that satisfy Relation (4.6). Then it is clear that we have Relation
(4.5).
Lemma 4.2. Let p ∈ Z≥0 and s be a natural number such that i⊕ s = i+ s
for i = 0, 1, ..., p. Let j ∈ Z≥0 such that 0 ≤ j ≤ p. Then
the set {j ⊕ i : i = 0, 1, 2, ..., s− 1} is the same as the set {0, 1, 2, ..., s− 1}.
(4.7)
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Proof. By Lemma 4.1, there exist a natural number u and a non-negative
integer v such that s = u× 2v and 2v > p.
Let j ∈ Z≥0 such that 0 ≤ j ≤ p. Then we write j in base 2, and we
have j =
v−1∑
k=0
jk2
k. We prove that 0 ≤ j ⊕ i ≤ s − 1 for 0 ≤ i ≤ s − 1. Let
i ∈ Z≥0 such that 0 ≤ i ≤ s− 1. Then there exist u′ ∈ Z≥0 such that u′ < u
and i = u′ × 2v +
v−1∑
k=0
ik2
k for ik ∈ {0, 1}. Therefore,
0 ≤ j ⊕ i = u′ × 2v +
v−1∑
k=0
(jk ⊕ ik)2k < u× 2v = s. (4.8)
Since j ⊕ i 6= j ⊕ i′ for 0 ≤ i, i′ ≤ s − 1 such that i 6= i′, the inequality in
(4.8) implies Relation (4.7).
Lemma 4.3. Let s be a natural number, x ∈ Z≥0 and xk ∈ Z≥0 for
k = 1, 2, ..., n. Suppose that x, xk ≥ s for k = 1, 2, ..., n. Then mex({xk :
k = 1, 2, ..., n} ∪ {0, 1, 2, ..., s − 1}) = x if and only if mex({xk − s : k =
1, 2, ..., n}) = x− s.
Proof. Suppose that mex({xk : k = 1, 2, ..., n} ∪ {0, 1, 2, ..., s − 1}) = x. By
Lemma 1.1, x /∈ {xk : k = 1, 2, ..., n} ∪ {0, 1, 2, ..., s− 1}, and hence x− s /∈
{xk − s : k = 1, 2, ..., n}. Let u ∈ Z≥0 such that u < x− s. Then u+ s < x,
and Lemma 1.1 implies u + s ∈ {xk : k = 1, 2, ..., n} ∪ {0, 1, 2, ..., s − 1}.
Clearly u + s = xk for some natural number k, and hence u = xk − s. By
Lemma 1.1, we have mex({xk − s : k = 1, 2, ..., n}) = x− s.
Conversely we suppose that mex({xk − s : k = 1, 2, ..., n}) = x − s. Then,
Lemma 1.1 implies x−s 6= xk−s for any k = 0, 1, ..., n, and hence x 6= xk for
any k = 0, 1, ..., n. For any v ∈ Z≥0 such that x > v ≥ s, Lemma 1.1 implies
that there exists u such that v = u + s and x− s > u ≥ 0. By Lemma 1.1,
there exists k such that u = xk − s, and hence we have v = xk. Therefore
Lemma 1.1 implies mex({xk : k = 1, 2, ..., n} ∪ {0, 1, 2, ..., s− 1}) = x.
Lemma 4.4. Let s be a natural number such that
i⊕ s = i + s for i = 0, 1, 2, ..., h(s). (4.9)
Then, for any y, z ∈ Z≥0 such that y ≤ h(z + s), we have
y ⊕ (z + s)
= Gh({y, z + s})
= mex({v ⊕ (z + s) : v < y}
∪ {0, 1, 2, ..., s− 1} ∪ {min(y, h(w))⊕ w : s ≤ w < z + s}). (4.10)
In particular y ⊕ (z + s) ≥ s.
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Proof. By Theorem 3.2 and the definition of Grundy number,
y ⊕ (z + s) = Gh({y, z + s})
= mex({Gh({v, z + s}) : v < y} ∪ {Gh({min(y, h(w)), w}) : w < z + s})
= mex({Gh({v, z + s}) : v < y} ∪ {Gh({min(y, h(w)), w}) : w < s}
∪{Gh({min(y, h(w)), w}) : s ≤ w < z + s}).
(4.11)
When w < s, we have h(w) ≤ h(s), and hence
min(y, h(w)) = min(min(y, h(s)), h(w))
Since min(y, h(s)) ∈ Z≥0 and min(y, h(s)) ≤ h(s), Lemma 3.10, Equa-
tion (4.9) and Lemma 4.2 imply
{Gh({min(y, h(w)), w}) : w < s}
= {Gh({min(min(y, h(s)), h(w)), w}) : w < s}
= {min(y, h(s))⊕ w : w < s} = {0, 1, 2, ..., s− 1}.
Hence, by Theorem 3.2,
(4.11)
= mex({v ⊕ (z + s) : v < y} ∪ {0, 1, 2, ..., s− 1}
∪ {min(y, h(w))⊕ w : s ≤ w < z + s}). (4.12)
Equation (4.11) and Equation (4.12) imply Equation (4.10). Therefore, by
Lemma 1.2, we have y ⊕ (z + s) ≥ s.
Lemma 4.5. Let s be a natural number such that
i⊕ s = i + s for i = 0, 1, 2, ..., h(s). (4.13)
For any y, z ∈ Z≥0 such that y ≤ h(z + s), we have
(y ⊕ (z + s))− s = mex({(v ⊕ (z + s))− s : v < y}
∪{(min(y, h(w))⊕ w)− s : s ≤ w < z + s}). (4.14)
Proof. By Relation (4.13) and Lemma 4.4, we have
Gh({y, z + s})
= y ⊕ (z + s)
= mex({v ⊕ (z + s) : v < y} ∪ {0, 1, 2, ..., s− 1}
∪ {min(y, h(w))⊕ w : s ≤ w < z + s})
= y ⊕ (z + s)
= mex({v ⊕ (z + s) : v < y}
∪ {0, 1, 2, ..., s− 1} ∪ {min(y, h(w′ + s))⊕ (w′ + s) : 0 ≤ w′ < z})
(4.15)
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for any y, z ∈ Z≥0 such that y ≤ h(z + s).
Since v < y ≤ h(z + s), Lemma 4.4 implies that for 0 ≤ v < y
v ⊕ (z + s) ≥ s. (4.16)
Since min(y, h(w′ + s)) ≤ h(w′ + s), Lemma 4.4 implies that for 0 ≤ w′ < z
min(y, h(w′ + s))⊕ (w′ + s) ≥ s. (4.17)
Lemma 4.3, the inequality in (4.16), the inequality in (4.17) and align (4.15)
imply (4.14). We have completed the proof.
Theorem 4.1. Let s be a natural number such that
i⊕ s = i + s for i = 0, 1, 2, ..., h(s) (4.18)
and hs(z) = h(z+s) for any z ∈ Z≥0. Let Ghs({y, z}) be the Grundy number
of CB(hs, y, z). Then Ghs({y, z}) = (y ⊕ (z + s)) − s for any y, z ∈ Z≥0
such that y ≤ hs(z).
Proof. Let y, z ∈ Z≥0 such that y ≤ hs(z). We prove by mathematical
induction, and we assume that Ghs({v, w}) = (v⊕(w+s))−s for v, w ∈ Z≥0
such that v ≤ y, w < z or v < y,w ≤ z.
Ghs({y, z}) = mex({Ghs({v, z}) : v < y} ∪ {Ghs({min(y, hs(w)), w}) : w < z})
= mex({(v ⊕ (z + s))− s : v < y} ∪ {(min(y, h(w + s))⊕ (w + s))− s : w < z})
= mex({(v ⊕ (z + s))− s : v < y} ∪ {(min(y, h(w + s))⊕ (w + s))− s
: s ≤ w + s < z + s})
= mex({(v ⊕ (z + s))− s : v < y} ∪ {(min(y, h(w′))⊕ w′)− s : s ≤ w′ < z + s}).
(4.19)
By Lemma 4.5, (4.19) = (y⊕ (z+s))−s, and hence we finish this proof.
4.2 A Necessary Condition for a Chocolate Bar to have the
Grundy Number (y ⊕ (z + s))− s.
In this subsection, we study a necessary condition for a chocolate bar to
have the Grundy number (y ⊕ (z + s))− s.
Definition 4.2. Let s be a fixed natural number and g be a function that
satisfies the following three conditions:
(i) g(t) ∈ Z≥0 for t ∈ Z≥0.
(ii) g is monotonically increasing.
(iii) The Grundy number of CB(g, y, z) is Gg({y, z}) = (y ⊕ (z + s))− s.
27
We are going to show that there exists a function h such that g(z) =
h(z + s) for any z ∈ Z≥0,
i⊕ s = i + s for i = 0, 1, 2, ..., h(s),
and the Grundy number of CB(h, y, z) is Gh({y, z}) = (y ⊕ z).
Lemma 4.6. Let s be a natural number and g a function such that the
conditions of Definition 4.2 are satisfied. Then we have i ⊕ s = i + s for
i = 0, 1, 2, ..., g(0).
Proof. First, we prove that
Gg({i, 0}) = i (4.20)
for i = 0, 1, 2, ..., g(0) by mathematical induction. By the definition of
Grundy number, Gg({0, 0}) = 0. We suppose that Gg({k, 0}) = k for
k = 0, 1, 2, ...i − 1 and i ≤ g(0). By the definition of Grundy number,
Gg({i, 0}) = mex({Gg({k, 0}) : k = 0, 1, 2, ..., i − 1} = mex({0, 1, 2, ..., i −
1}) = i. By the conditions of Definition 4.2, we have Gg({i, 0}) = (i⊕s)−s,
and hence align (4.20) implies (i⊕ s)− s = i. Therefore, we have completed
the proof.
Theorem 4.2. Let s be a natural number and g a function such that the
conditions of Definition 4.2 are satisfied. We define a function g−s by
g−s(z) = g(z−s) for z ≥ s and g−s(z) = g(0) for 0 ≤ z < s. Let Gg−s({y, z})
be the Grundy number of CB(g−s, y, z). Then Gg−s({y, z}) = y ⊕ z for any
y, z ∈ Z≥0 such that y ≤ g−s(z).
Proof. Case (1) By the definition of g−s, we have g−s(z) = g(0) for z ≤ s,
and hence the function g−s is a constant function for z ≤ s, and hence it
satisfies the condition of Definition 3.2. Therefore Gg−s({y, z}) = y ⊕ z for
any y, z ∈ Z≥0 such that y ≤ g−s(z) and z ≤ s.
Case (2) Next we prove that Gg−s({y, z+s}) = y⊕(z+s) for y ≤ g−s(z+s).
We prove by mathematical induction, and we assume that Gg−s({v, w}) =
v ⊕ w for v, w ∈ Z≥0 such that v ≤ y, w < z + s or v < y,w ≤ z + s.
By Lemma 4.6 we have i⊕ s = i+ s for i = 0, 1, 2, ..., g(0). Let p = g(0)
and j = min(y, g(0)). Then we use Lemma 4.2, and we have Relation (4.21).
The set{min(y, g(0))⊕ w : w < s}is the same as the set {0, 1, 2, ..., s− 1}.
(4.21)
By Definition 4.2,
(y ⊕ (z + s))− s = Gg({y, z})
= mex({Gg({v, z}) : v < y} ∪ {Gg({min(y, g(w)), w}) : w < z})
= mex({(v ⊕ (z + s))− s : v < y}
∪ {(min(y, g−s(w + s))⊕ (w + s))− s : s ≤ w + s < z + s})
= mex({(v ⊕ (z + s))− s : v < y} ∪ {(min(y, g(w))⊕ (w + s))− s : w < z}).
(4.22)
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(v ⊕ (z + s))− s = Gg({v, z}) ≥ 0 for v < y
and
(min(y, g−s(w + s))⊕ (w + s))− s = Gg({min(y, g(w)), w}) ≥ 0
for s ≤ w + s < z + s,
and hence we have
(v ⊕ (z + s)) ≥ s for v < y (4.23)
and
(min(y, g−s(w + s))⊕ (w + s)) ≥ s for s ≤ w + s < z + s. (4.24)
By the hypothesis of mathematical induction,
Gg−s({y, z + s})
= mex({Gg−s({v, z + s}) : v < y} ∪ {Gg−s({min(y, g−s(w)), w}) : w < s}
∪ {Gg−s({min(y, g−s(w)), w}) : s ≤ w < z + s})
= mex({v ⊕ (z + s) : v < y} ∪ {min(y, g−s(w))⊕ w : w < s}
∪ {min(y, g−s(w))⊕ w : s ≤ w < z + s}). (4.25)
Since g−s(w) = g(0) for 0 ≤ w < s, Relation (4.21) implies
{min(y, g−s(w))⊕ w : w < s} = {min(y, g(0))⊕ w : w < s} = {0, 1, 2, ..., s− 1}.
Let x = y ⊕ (z + s) and {xk, k = 1, 2, 3, ..., n} = {v ⊕ (z + s) : v <
y} ∪ {min(y, g−s(w)) ⊕ w : s ≤ w < z + s}. Then By align (4.22), the
inequality in (4.23), the inequality in (4.24), align (4.25), we use Lemma 4.3
and we have Gg−s({y, z + s}) = y ⊕ (z + s).
Theorem 4.1 and Theorem 4.2 prove the following proposition (i) and
(ii) respectively.
(i) Let h be a function such that the Grundy number of the chocolate bar
CB(h, y, z) is Gh({y, z}) = y⊕z. Then the Grundy number of the chocolate
bar CB(hs, y, z) is Ghs({y, z}) = (y ⊕ (z + s)) − s, where s satisfies the
condition (4.18) and hs(z) = h(z + s).
(ii) Let g be a function such that the Grundy number of the chocolate bar
CB(g, y, z) is Gg({y, z}) = (y⊕(z+s))−s. Then the Grundy number of the
chocolate bar CB(g−s, y, z) is Gg−s({y, z}) = y⊕z, where g−s(z) = h(z−s).
Note that g = (g−s)s.
Therefore we have a necessary and sufficient condition for the chocolate bar
CB(h, y, z) to have the Grundy number Ghs({y, z}) = (y ⊕ (z + s))− s.
Next an example of this condition is presented for the function h(z) =
b z2kc. As you see, this condition is quite simple for this function.
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Corollary 4.1. Let h(z) = b z2kc for a fixed natural number k. Then
s = m2v for v,m ∈ Z≥0 such that m = 0, 1, 2, ..., 2k − 1 (4.26)
if and only if the Grundy number of CB(hs, y, z) is (y ⊕ (z + s))− s, where
hs(z) = b z+s2k c.
Proof. By Lemma 3.1, the function h satisfies the conditions of Definition
3.2. By Lemma 4.1,
i⊕ s = i + s for i = 0, 1, ..., h(s)
if and only if there exists u ∈ Z≥0 such that
s = u× 2v and h(s) = b s
2k
c < 2v
if and only if Condition (4.26) is valid. Therefore by Theorem 4.1 we finish
the proof of this corollary.
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