This paper presents an integrated approach based on dynamic inversion (DI) and active disturbance rejection control (ADRC) to the entry attitude control of a generic hypersonic vehicle (GHV). DI is firstly used to cancel the nonlinearities of the GHV entry model to construct a basic attitude controller. To enhance the control performance and system robustness to inevitable disturbances, ADRC techniques, including the arranged transient process (ATP), nonlinear feedback (NF), and most importantly the extended state observer (ESO), are integrated with the basic DI controller. As one primary task, the stability and estimation error of the second-order nonlinear ESO are analyzed from a brand new perspective: the nonlinear ESO is treated as a specific form of forced Liénard system. Abundant qualitative properties of the Liénard system are utilized to yield comprehensive theorems on nonlinear ESO solution behaviors, such as the boundedness, convergence, and existence of periodic solutions. Phase portraits of ESO estimation error dynamics are given to validate our analysis. At last, three groups of simulations, including comparative simulations with modeling errors, Monte Carlo runs with parametric uncertainties, and a six degrees-of-freedom reference entry trajectory tracking are executed, which demonstrate the superiority of the proposed integrated controller over the basic DI controller.
Introduction
With increasing demands for the next generation of reusable launch vehicles (RLVs), the design of practical and reliable entry guidance and control systems has received lots of attention in these years [1−4] . The goal of these systems is to plan and track an entry trajectory that stays within an entry corridor, defined by dynamic pressure, normal acceleration, heating, and controllability limits. The guidance system provides steering commands defined in terms of angle of attack and bank angle. Additionally, the sideslip angle should always be kept around zero to prevent excessive heat buildup [5, 6] . The subsequent attitude system should track these three attitude commands. Entry flight has to operate over a broad flight envelope, during which the environmental and aerodynamic characteristics may change rapidly. In addition, the resulting commands from the guidance system feature rapid bank reversal maneuvers and wide ranges of angle of attack. All of these make the attitude controller design an important but challenging task.
The conventional approach to entry flight control problem is the gain scheduling (GS) [7] . However, due to the large entry flight envelope and complex plant characteristics, GS is time-consuming and requires intuitive engineering skills based on experience. In contrast, dynamic inversion (DI), with its straightforwardness, has become a popular methodology for aircraft flight controller design during these decades [1, 8−11] . Compared with GS, which approximately linearizes vehicle models at a set of trimmed points, DI can exactly cancel the model nonlinearities and replace undesirable dynamics with desirable dynamics using nonlin- ear coordinate transformation. However, cancellation and replacement are achieved only when all exact knowledge of the model dynamics is available. In practice this assumption is not realistic because disturbances exist inevitably. Thus, extra efforts are made to deal with the influences of disturbances, resulting in diverse robust DI control methods, such as [10] with adaptive sliding mode and [11] with neural network compensation.
Active disturbance rejection control (ADRC) [12−15] has a unique characteristic of actively rejecting both internal and external disturbances. Derived from the wellknown proportional-integral-differential (PID) control theory, ADRC fills the significant gap between control theory and practice, and shows better theoretical and practical performance than PID. The centerpiece of ADRC is taking all internal and external disturbances as a new extended state and directly estimating and compensating it using an extended state observer (ESO). By adopting nonlinear structures, ESO shows a high estimation efficiency. Besides ESO, ADRC usually includes other two components: an arranged transient process (ATP) and a nonlinear feedback (NF). Because of its simplicity and practicability, ADRC has been widely applied in recent years [16−18] . On the other hand, there are only a few researches which combine the advantages of both DI and ADRC in diverse control applications. Such literatures include [19] on reusable launch vehicle, [20] on flying boat, and [21] on tiltrotor unmanned aerial vehicle. In this work, we integrate DI with ADRC to solve the entry attitude control problem for a much more complex plant, i.e., the generic hypersonic vehicle (GHV) [22−24] . The vehicle is described by a high-fidelity model involving complex coupling effects and covering a large flight envelope. DI is used to cancel the nonlinearities of the known model to form a basic controller; ADRC is further integrated with DI to estimate and compensate unknown disturbances and improve the controller performance and robustness, constructing an integrated controller. Besides the vehicle model, this work features the following aspects: 1) Not only ESO but also ATP and NF are applied to both fast-state and slow-state loops to further improve the inversion controller. 2) A six degrees-of-freedom (6-DOF) reference mission for GHV is executed, involving an integrated guidance and control system design. 3) A primary contribution of this work is to investigate the stability and estimation error of the second-order nonlinear ESO with different kinds of bounded disturbances. From a brand new perspective, i.e., the nonlinear ESO is treated as a specific form of forced Liénard system [25−27] , abundant qualitative properties of the Liénard system are utilized to yield comprehensive results on nonlinear ESO solution behaviors, such as the boundedness, convergence, and existence of periodic solutions which have not yet be obtained in other researches [28−30] . This paper is organized as follows. The hypersonic vehicle entry model, together with the 6-DOF reference mission, is introduced in Section 2. In Section 3, DI is adopted to build a basic attitude controller. Section 4 contains the main work of this paper. With a definition of pseudo controls, the attitude system is converted into six first-order decomposed units. Then ADRC techniques including ESO, ATP, and NF are integrated with the basic DI controller. The stability analysis of the nonlinear ESO is also discussed in this section. In Section 5, three groups of simulation are executed, including comparative simulations with modeling errors, Monte Carlo runs with parametric uncertainties, and a 6-DOF reference entry trajectory tracking. At last, conclusion is given in Section 6.
Hypersonic vehicle entry problem

Simulation model
GHV originally came from the idea of developing a horizontal takeoff and landing, single-stage-to-orbit (SSTO), airbreathing launch vehicle [22−24] . Its fuselage is modeled as an axisymmetric conical body. Before the entry mission, the engine is shut down. Since it is equipped with no reaction-control system, GHV will be only controlled by the aerodynamic-control surfaces: two trailing edge elevons (deflection angles δa and δe, positive up) and a full span rudder (deflection angle δr, positive left) . Small canards are also configured for improving longitudinal stability and control performance, but they are only deployed at subsonic speeds, thus ignored in entry flight. More details about GHV can be found in [22] . The entry dynamics of this unpowered vehicle can be described as [31] h = V sin γ
Here, (1)- (3) govern the translational motion where h, V , and γ respectively denote the altitude, velocity, and flightpath angle. (4)- (9) govern the rotational motion. With the time-scale separation theory, the angle of attack (α), sideslip angle (β), and bank angle (μ) are viewed as slow states, while the roll, pitch, and yaw rates (p, q, and r, respectively) are taken as fast states. In addition, L, D, and Y respectively denote the lift, drag, and side forces,L,M , andN are the roll, pitch, and yaw moments, and the moments of inertia are respectively denoted by Ix, Iy, and Iz. As GHV is an axisymmetric plant, all products of inertia are zero. All aerodynamic data can be found in [22] in the form of figures. Based on these figures, [23] developed their analytical expressions as up to fifth-order polynomials. These highorder expressions represent a high-fidelity model of GHV which covers the whole flight envelope and contains complex coupling effects. This high-fidelity model is adopted in this paper as the simulation plant for controller design verification. One thing should be noted that in the later fast-state loop controller design procedure, the high-order moment polynomials are approximated by first-order Taylor expansions updated at every sampling step, resulting in an affine nonlinear form to make DI applicable. The detail can be found in [32] .
For the atmospheric data, the 1976 Committee on Extension to the Standard Atmosphere (COESA) model is used to compute the temperature, speed of sound, air pressure, and air density. The actuators of the control surfaces are modeled as first-order low-pass filters with certain gains. Limits on deflections and rates are separately set as
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Reference mission
The reference mission is to track a nominal entry trajectory defined in the velocity-altitude space. This was previously done in our earlier work [32] , so we only address the main points here. Constraints on the nominal trajectory define an entry corridor. To emphasize the attitude control rather than the trajectory planning problem, we make two simplifications: one is to design a simple straight line from the initial point (h = 46 540 m, V = 4 590 m/s) to the terminal area energy management (TAEM) point (h = 26 500 m, V = 1 250 m/s) as the nominal trajectory; the other is to ignore the lateral guidance issues. Based on the vehicle characteristics, a profile for the angle of attack is designed off-board before the mission as (in rad)
In addition, the sideslip angle is required to be around zero. Thus only the bank angle directly results from the guidance system, where a guidance DI controller is applied. The nominal trajectory and the corresponding attitude commands are given in Fig. 1 . Details can be found in [32] . 
Dynamic inversion
In this section, DI is applied to design two basic controllers for both the fast-state and slow-state loops. A thorough theoretical discussion on DI can be found in [33] . Here it is omitted due to page limitation.
The slow-state loop (governed by (4)- (6)) can be directly written into an affine nonlinear form as ⎡
where
It is obvious that the relative degree ρα = ρ β = ρμ = 1, and the total relative degree ρs = 3, thus there exists no zero dynamics. Then the slow-state loop control law (denoted
where vα, v β , and vμ are pseudo inputs that can be designed with diverse linear system design methods. Substituting (14) into (13) yields a decoupled linear system:
In this work, P (I) synthesis is applied to obtain the pseudo inputs:
where αc, βc, and μc denote the reference attitude commands generated by the guidance system. ωα, ω β , and ωμ are the bandwidths of the slow states, while kα is the gain of the integral item which is particularly added to eliminate steady tracking errors. The necessity of the integral item depends on practical control performance. The fast-state loop inversion controller is designed similarly to the slow-state one. However, since the aerodynamic moment coefficients, as mentioned in Section 2.1, are highorder polynomials instead of linear expressions of the deflection angles, (7)- (9) cannot be directly transformed into an affine nonlinear form. To solve this problem, we use firstorder Taylor expansions computed at every sampling step to approximate these coefficients. Then an affine nonlinear form of the fast-state loop similar to (13) is obtained and consequently dynamic inversion can be applied. The details are omitted here and can be found in [32] .
Active disturbance rejection control
The basic DI attitude controllers show simplicity and good performance under ideal conditions. In practice, however, they may be degraded. To be more specific, three issues that may degrade these DI controllers should be addressed:
1) DI can only cancel the known nonlinearities of the model; thus when disturbances such as parametric uncertainties and modeling errors appear, the controller may fail.
2) The reference commands resulting from the guidance system may jump sharply. To track these primitive commands may cause actuator saturation when it is beyond its control ability.
3) DI often incorporates with conventional PID to design the pseudo inputs such as (16)- (18) which are fundamentally a linear combination of the proportional, integral, and differential errors. This linear combination shows low efficiency and there may be better nonlinear forms.
In this section, we use ESO, ATP, and NF to separately solve the aforementioned three problems, resulting in a better controller integrating DI and ADRC. Attention is mainly focused on the design and stability analysis of nonlinear ESO because it is the most important component of the ADRC.
Extended state observer design
Disturbances are inevitable in practice. Consider the slow-state loop (13) , and assume disturbances appear in all three units. If we define a "pseudo control"
where Δα, Δ β , and Δμ respectively denote the total disturbance in each channel, including parametric uncertainties and modeling errors.
The core idea of ESO is to take total disturbance as a new system state, and then establish a state observer to estimate and compensate this disturbance. Consider the first equation of (19) . Treat Δα as an extended state and suppose we haveΔα = −wα(t) with wα(t) unknown but bounded. Define new states as xα1 = α and xα2 = Δα. Then the angle of attack dynamics can be written as a second-order extended system:
An ESO can be established for (20) as follows:
where zαi is the estimation value of xαi, βαi > 0 is the observer gain, and fi(e) is an appropriate function of estimation error (here i = 1, 2). Particularly, we select f1(e) = e and f2(e) = fal(e, αα, δα) where fal is in a nonlinear form [14] :
fal(e, αα, δα)=
where δα 0 and often αα > 0. In (22) , the nonlinear structure (0 < αα < 1) shows a much higher estimation efficiency than the linear form (αα = 1). According to [14] , if the parameters βα1 , βα2, αα, and δα are properly chosen, the observer (21) 
then (19) can be transformed into a similar form to (15) , which means the effect of disturbances is completely compensated. Subsequently, the actual control law for the slowstate loop is obtained as
We must stress that in (19) the known dynamics fα, f β , and fμ can also be included into the disturbance items to be estimated for the sake of simplicity, and ESO can still estimate them. However, in order to reduce the burden of ESO, we retain the function form of the known part to obtain "nominal values" such that ESO only needs to estimate the disturbance part.
Finally, the fast-state loop also needs three ESOs to estimate and compensate the disturbances. The design process is omitted because it is similar to that of the slow-state loop.
Arranged transient process and nonlinear feedback
The reference attitude commands resulting from the guidance system often contains huge jumps. To track such primitive commands may be beyond the control ability of the attitude controller and result in actuator saturation. In practice, it is necessary to arrange a proper transient process that the output of the plant can reasonably follow. Such an operation can solve the conflicts between rapidity and overshoot. ADRC offers several ATP techniques, such as a function generator and an extended state observer.
In this work, ATP is constructed in a discrete-time form:
where τ stands for the sampling period, η is the state of the original process, while η1 and η2 are the states of the arranged process and its derivative with initial values η1(0) = η(0) and η2(0) = 0. Here, the function fhan is the time-optimal control law for a discrete double integral plant and its expression can be found in [14] . The control parameters r0 and τ0 are separately called "speed factor" and "filter factor". Increasing or decreasing r0 can speed up or slow down the transient process, thus it is selected according to the plant characteristics. Changing τ0 can affect the filtering effect on the original process. In most cases, τ0 is set equal to the sampling period τ . Another problem of the basic DI controllers is that the pseudo inputs in (16)- (18) are synthesized using conventional PID, which employs a linear combination of the error, as well as its integration and differentiation. In fact, NF is a better choice in improving control performance and rejecting disturbances [12, 14] . Using the nonlinear function fal(e, α, δ) defined in (22), we replace (16)- (18) by
where i = α, β or μ. e0i denotes the tracking error, while e1i and e2i denote its integration and differentiation, respectively. The control parameters k0i ∼ k2i, α0i ∼ α2i, and δi offer a flexible way to simultaneously meet multiple control requirements. Take α0i ∼ α2i for example. A general rule lies in that: choosing 0 < α0i < 1 may decrease the steady tracking error; choosing 0 < α1i < 1 may avoid integral windup; choosing α2i > 1 may restrain the overshoot. In practice, the necessity of the integral or differentiation item depends on actual control performance. The graphical interpretation of fal(e, α, δ) with different parameters α is illustrated in Fig. 2 . So far, we have constructed an attitude controller that integrates DI with three ADRC components: ESO, ATP, and NF. The whole attitude control scheme is shown in Fig. 3 . The most important components ESO1 and ESO2 separately contain three extended state observers. Because the inner states vary fast, ATP2 is optional. The guidance system can be found in [32] and is omitted here, but should be added outside the attitude system in the reference mission simulation. For each attitude loop, the overall design procedure and key points can be concluded as follows (here i = α, β, μ, p, q, r):
Step 1. Transform the vehicle dynamics into a nonlinear affine form and derive a basic DI control law with linear PID combination.
Step 2. Design a second-order ESO for each channel for uncertainty estimation. The key work is to tune the parameters βi1, βi2, and αi.
Step 3. Arrange a proper transient process for each primitive attitude command according to the vehicle characteristics. The key work is to determine the speed factor r0 and the filter factor τ0.
Step 4. Replace the linear PID combination in the basic DI control law by NF. The proportional item is usually necessary, while the integral and differential items may be optional. The control parameters to be tuned include k0i ∼ k2i, α0i ∼ α2i, and δi.
Step 5.
Conduct robust simulation tests and analyze the results. Accordingly, make some proper improvements of the overall scheme. Remark 1. Parameters for ESO, ATP, and NF are relatively independent of each other, which makes the parameter tuning much easier. For example, if the parameters in ESO are tuned such that the uncertainties are well observed, they will not be changed again during the tuning of other parameters. In addition, as reported in [14] , ADRC exhibits great robustness to control parameter variations, indicating its good parameter adaption property.
ESO stability and estimation error analysis
The primary advantage of the integrated controller over the basic DI controller lies in its sound property of disturbance rejection, which is chiefly due to the application of ESO. The final problem is, how accurate can ESO estimate the disturbance? In this section, we will analyze the stability and estimation error of the nonlinear ESO from a brand new perspective.
For linear ESOs, many useful results on stability analysis have been obtained [34, 35] . For nonlinear ESOs, however, conventional theories are difficult to be applied. In the literature, two dominant approaches are adopted, i.e., the self stable region (SSR) theory [28] and the Lyapunov method [29, 30] , resulting in some sufficient conditions on the stability behavior for a specified kind of disturbance. However, the tedious derivation and strict constraints make these conclusions difficult to be expanded. In fact, they are Fig. 3 The whole configuration of the integrated attitude control scheme even not practical because these sufficient conditions may enlarge the estimation errors for many practical cases. In this work, we take a brand new but easier way to investigate the second-order nonlinear ESO by treating it as a generalized forced Liénard system. For this well-known system, mathematicians and physicists have obtained many interesting results on its boundedness, stability, and existence of periodic solutions and almost periodic solutions. The interested reader is advised to refer to [25] [26] [27] and the references quoted therein. Next, we utilize these qualitative properties to obtain some more comprehensive results on nonlinear ESO stability and estimation error than those in [28] [29] [30] , particularly on the asymptotic behavior of solutions with disturbances that are absolutely integrable.
Let us start with the ESO of the angle of attack unit. The extended system and established ESO are respectively expressed by (20) and (21) . As already discussed, if we select a proper group of parameters βα1, βα2, αα, and δα, we have zα1 → xα1, zα2 → xα2. Here we define estimation errors e1 = zα1 − xα1 and e2 = zα2 − xα2. According to (20) and (21), the error dynamics are obtained as
Particularly, the disturbance wα(t) is supposed to be continuous and absolutely integrable. System (27) is a specific form of generalized Liénard system with forcing item wα(t). Define a linear transformation as
Then (27) is transformed into an equivalent system
This is another specific form of Liénard systems. For this system, we have the following lemma. Lemma 1. For system (29) , choose βα1 > 0, βα2 > 0 and define fal as (22) . If wα(t) is continuous and absolutely integrable, then all solutions of (29) are uniformly bounded.
Lemma 1 is a direct derivation of the well-known conclusion obtained in [36] (Theorem 8.8 and Example 8.3), thus the proof is omitted here because our focus is mainly on the asymptotic behavior of the solutions.
Without loss of generality, consider a general form of system (29) as
where f (·) and g(·) are nonlinear functions, and e(t) is the forced item. For this system, we have the following asymptotic stability theorem. Theorem 1. For system (30) , suppose the following assumptions are valid:
, and e(t) are continuous;
To prove this theorem, we consider a systeṁ (31) approach Ω. Moreover, suppose that F (t, x) of system (31) is bounded for all t when x belongs to an arbitrary compact set in Q and that F satisfies the following two conditions with respect to Ω: 1) F (t, x) tends to a function H(x) for x ∈ Ω as t → ∞, and on any compact set in Ω this convergence is uniform. Consequently, H(x) is a continuous function on Ω.
2
) Corresponding to each ε > 0 and any y ∈ Ω, there exist a δ, δ = δ(y) > 0 and a T , T = T (y) > 0 such that if t T and x − y < δ(y), we have that F (t, x) − F (t, y) < ε.
Then every bounded solution of (31) approaches the largest semi-invariant set of the systemẋ = H(x) contained in Ω as t → ∞. Now, we use Lemma 2 to prove Theorem 1. Proof. First, as discussed for (29) in Lemma 1, the solutions of (30) are uniformly bounded according to [36] (Theorem 8.8 and Example 8.3).
Construct a continuous function for (30) as
We have
Then W (z1, z2) is a positive definite function with respect to the set Ωz = {(z1, z2)|z2 = 0}. According to Lemma 2, all solutions of (30) approach Ωz. Moreover, in view of (30) and (31), it follows that
,
G(t, z) = 0 e(t) .
It is easy to verify the conditions 1) and 2) in Lemma 2. For (z1, z2) ∈ Ωz, as t → ∞, we have
.
According to Lemma 2, every solution of (30) approaches the largest semi-invariant set of the system
By the condition on g(z1), the largest semi-invariant set contained in Ωz is only the origin. Therefore, we conclude that z1 → 0 and z2 → 0 as t → ∞. Theorem 1 offers a general result for any Liénard system as (30) that satisfies the assumptions 1)-4) in Theorem 1. For the specific angle of attack ESO error dynamics (29) , by comparing it with (30), we have
Obviously, in (29) assumptions 1)-3) do hold. So if the disturbance satisfies the assumption 4), that is, the disturbance is absolutely integrable, then the estimation errors will finally converge to zero. This is a new meaningful conclusion which is not included in other ESO stability research papers such as [28] [29] [30] . More importantly, the approach that takes the nonlinear ESO as a specific Liénard system offers a huge opportunity to introduce the abundant properties of Liénard system to nonlinear ESO, such as the boundedness, stability, and existence of periodic solutions and almost periodic solutions. For example, [37] showed that if the disturbance is a continuous periodic function, then there exists at least one periodic solution of (30) . Moreover, if the system is stable, this periodic solution is unique and all other solutions approach it. [38] showed that all solutions of (30) are bounded whether e(t) is absolutely integrable or bounded, where the bounded case of e(t) is new. In addition, [27] also obtained a similar convergence property with a weaker condition on the disturbance. All these conclusions can be drawn for the nonlinear second-order ESO and a comprehensive theoretic frame can be built up for ESO stability and estimation error analysis.
One last thing that should be noted is the usefulness of the nonlinear function fal. As Theorem 1 shows, all solutions of (30) finally converge to the origin. Thus, for the steady state we have z1 = z2 = 0 andż1 =ż2 = 0. In view of the transformation (28) and the original error dynamics (27) , the original steady estimation error can be obtained as
When |wα/βα2| < 1 (satisfied by selecting proper βα2), it is easy to verify that the nonlinear structure (αα < 1) results in a much smaller steady error bound than the linear structure (αα = 1). In fact, the nonlinear function fal together with the observer gains βα1 and βα2 can also improve the dynamic process of the estimation error system. Finally, three examples are executed with different kinds of disturbances: Case 1. wα(t) = 0 Case 2. wα(t) = w0e −t Case 3. wα(t) = w0 sin(t). In demonstration we choose αα = 0.5, δα = 0 for the nonlinear function fal.
In Case 1, no disturbance is added so the assumption 4) of Theorem 1 definitely holds. The phase portraits with the same initial values but different observer gains are shown in Fig. 4 . Although all trajectories converge to (0, 0), the dynamic processes are quite different because the gains βα1 and βα2 have a great effect on them. Making a tradeoff between the rapidity and overshoot, we choose βα1 = βα2 = 15 in next simulation examples and in the final attitude controllers. In Case 2, assumption 4) also holds. The solution behaviors are illustrated in Figs. 5 (a) and (b), where w0 = −1.5 in Fig. 5 (a) and w0 = 1.5 in Fig. 5 (b) . As is proved in Theorem 1, all solutions converge to (0, 0). For a periodic disturbance that does not match assumption 4), there exists at least one periodic solution as demonstrated by [37] . Furthermore, if the system is stable, this periodic solution is unique and all other solutions converge to it. Case 3 shows such an example. Remark 2. The above stability analysis is mostly based on the variables z1 and z2. By applying an inverse transformation of (28), we can obtain the original estimation errors e1 and e2.
Remark 3. As shown in (33) , for a large class of disturbances, increasing βα1 and βα2 can notably decrease the estimation errors. However, the dynamic process may become worse when the gains go too large. Tradeoff should be made between the dynamic and steady responses in choosing βα1 and βα2. 4. By treating the nonlinear ESO as a specific Liénard system, a huge opportunity is offered to investigate the properties of ESO. The contribution in this work is not just some specific results, but more importantly a brand new perspective to investigate nonlinear ESO. 
Simulation results
Three groups of simulation are executed from three different perspectives. First, several comparative simulations between the basic DI controller and the integrated controller are carried out. Next, Monte Carlo runs are executed to demonstrate the controller robustness to parameter uncertainties. At last, the control scheme is verified in the 6-DOF reference mission to indicate its applicability in an integrated guidance and control system.
Comparative simulations
First, comparative simulations are executed to demonstrate the advantages of the integrated controller over the basic DI controller, particularly when modeling errors are involved. The commanded attitude angles (in rad) are
Here, αc = 0.2 rad is nearly the largest angle of attack in the GHV aerodynamic database, while the square wave bank angle command simulates the bank reversal maneuver. Control parameters of the integrated controller mostly include those for the ESO (shown in (21) and (22)), ATP (shown in (25)), and NF (shown in (26)). Table 1 lists all these parameters for the slow states (α, β, and μ) and fast states (p, q, and r) (with sampling period 0.01 s). Theoretically, each channel needs 15 parameters. However, some are optional (labeled by "/"). In addition, most parameters are the same for each channel, showing the great parameter adaption and simplicity of tuning in ADRC. In the basic DI controller, the control parameters are only k0i ∼ k2i.
The effect of ATP is firstly verified. Take the slow-state loop for demonstration (see Fig. 6 ). With ATP, Fig. 6 (a) shows the original commands α c , β c , μ c , the arranged processes αc, βc, μc, and the actual responses of the attitude angles. All attitude angles track their arranged processes well. The sideslip angle is kept around zero. During every bank reversal a small oscillation occurs in the sideslip angle, indicating strong couplings between rolling and yawing motions. Moreover, we can make the responses even faster by properly increasing the ATP speed factor. In contrast, Fig. 6 (b) shows the responses for the basic DI controller without ATP. The improper original commands cause actuator saturation and chattering, thus the controller loses its ability and the simulation is forced to be stopped within 30 s. Therefore, ATP is an essential component, especially for the slow-state loop.
Next, the modeling error disturbance is considered. For demonstration, assume that a sine disturbance Δα = 0.03 sin(0.2t) and a square disturbance Δμ = 0.05 sgn(sin(0.2t)) separately describe the total modeling errors existing in the angle of attack and the bank angle channels. The comparison simulation is depicted in Figs. 7 (a) and (b) . Here, the ATP curves are canceled for brevity. It is seen that although the basic DI controller does not completely lose its control ability, the control performance is severely degraded, where an oscillation appears in the angle of attack response and a tracking error up to 2 degree appears in the bank angle response. On the contrary, the integrated controller exhibits a satisfying disturbance rejection ability due to ESO. Figs. 7 (c) and (d) show the actual and observed disturbance values in these two channels, respectively. ESO shows a good estimation ability. If we keep on increasing the amplitude or frequency of the disturbances, the basic DI controller completely loses its control ability while the integrated controller still performs well. Such disturbances can be added into the fast-state dynamics and in these situations the integrated controller also shows great advantages over the basic DI controller.
At last, two comparative tests for NF and linear feedback (LF) are conducted. In the first case, no disturbance is added. Parameters for NF are still set as listed in Table 1 . For LF, we use the same gains k0i while set α0i = 1 (indicating an LF structure). Fig. 8 (a) shows the comparative responses of angle of attack. It is seen that with the same control gains NF shows a faster response than the LF. In the second case, assume that a disturbance Δα = 0.03 sin(0.2t) exists in the angle of attack channel. Suppose uncertainty compensation of ESO is canceled. Responses for NF (two runs, setting α0i = 0.85 and α0i = 0.65, respectively) and LF are given in Fig. 8 (b) . Obviously, a smaller α0i (indicating a larger nonlinearity structure) provides a better disturbance rejection ability. However, additionally considering dynamic response features, we choose α0i = 0.85 for the final controller. These two cases show that, as already discussed for (26) , proper NF can feasibly improve control performance over LF. The basic reason lies in that NF provides a nonlinear mechanism that completely agrees with the intuition obtained from practical engineering experiences. For example, when 0 < α0i < 1, it provides higher control gains when error is small and lower control gains when error is large. This shows the similar idea to many fuzzy logic or gain scheduling methods, while remains in a much simpler form. 
Monte Carlo simulation
As for the other type of disturbances, i.e., the parametric uncertainty, a Monte Carlo simulation is executed for the integrated controller. Suppose ten parameters contain uncertainties, involving four inertia factors and six aerodynamic coefficients, which are the most important uncertain factors for clearance of flight control laws. These parameters are listed in Table 2 .
In Monte Carlo analysis, the attitude commands are the same as (34) . We respectively add 20%, 30%, and 40% of normal distributed random uncertainties to the parameters listed in Table 2 . Each group contains 500 runs. After each simulation, we verify the stability, dynamic process, and static performance to confirm whether the system is "well controlled". A probabilistic analysis is done to thoroughly evaluate the performance and robustness of the controller so as to offer a guideline to improve the control law. Table 3 lists the probabilities of "well-controlled systems" with different uncertainty levels. The integrated controller shows good robustness to parametric uncertainty cases. 
Reference mission simulation
In the reference mission, the guidance loop is included and the mission is to track the nominal trajectory defined in the velocity-altitude space, as described in Section 2.2. To make the test more demanding, again suppose that Δα = 0.03 sin(0.2t) and Δμ = 0.05 sin(0.2t) exist in the angle of attack and bank angle channels, respectively. In this aggressive case, the basic controller without ESO completely fails to stabilize the system, while the integrated controller still works well; see Fig. 9 . The altitude tracking error is less than 100 m at the beginning and converges to almost zero in the end. The attitude angles chatter because of the disturbances, but they all stay within admissible ranges. We can also change initial entry states such as the initial vehicle position or attitude, and the controller shows good robustness under large initial entry condition dispersions.
Conclusions
In this work, an attitude controller that integrates dynamic inversion with active disturbance rejection control is designed for the GHV entry flight. Three ADRC components are adopted to improve the performance and robustness of the basic DI controller: ESO, ATP, and NF. By defining pseudo controls, the attitude system is divided into six first-order systems and each incorporates one ESO to estimate and compensate the disturbances: parametric uncertainties and modeling errors. Meanwhile, ATP is applied to generate reasonable reference commands and NF is adopted to improve the control performance and system robustness. The stability and estimation error of the nonlinear secondorder ESO are further discussed from a new but easier way where abundant qualitative properties of Liénard systems are utilized. It results in a comprehensive theoretic frame for nonlinear ESO stability and estimation error analysis, and offers a guideline to select the ESO parameters. Simulations have demonstrated the superiority of the integrated controller over the basic DI controller. 
