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Introduction
The model selection process is crucial for the further analysis of any multiple regression model and its forecasting performance. Picking up too many regressors increases the variance of the constructed model, and taking fewer regressors than needed might result in biased and even inconsistent estimates. Both of these problems can also have negative effects on the quality of forecasts based on the models obtained through the application of these methods.
During the last years, the least absolute shrinkage and selection operator (Lasso) (Tibshirani, 1996) has become a very popular approach for simultaneous model selection and parameter estimation. Its main advantage is seen in obtaining both a high prediction accuracy and a parsimonious model, which is due to the regularization parameter which results in shrinking the coefficients of insignificant regressors towards zero. Hence, the resulting models concentrate on the strongest effects which tends to increase the total accuracy of the model forecast. Furthermore, the Lasso is very computationally efficient (hardly exceeding the complexity of one linear regression (Efron et al, 2004) ).
However, the Lasso has some limitations. In particular, inconsistent estimates are obtained for highly correlated regressors. Numerous modifications have been suggested revising and improving the initial Lasso concept (e.g., the elastic net, the adaptive lasso), which can improve its performance under certain conditions, but do not represent a universal remedy from the limitation stated.
An alternative to the shrinkage operator is offered by model selection approaches based on information criteria (IC) which tend to provide a consistent model choice also for correlated predictors. However, even for a moderate number of predictors, these methods might result in substantial computational cost when considering a full enumeration of all alternatives. Fortunately, thanks to advances in heuristic optimization methods mimicking some evolution processes (Gilli and Winker, 2009 ), there are efficient algorithms able to identify at least a good approximation to the IC's global optimum even for larger problem instances. Furthermore, IC's performance is naturally impaired by small sample sizes due to their only asymptotic consistency.
To the best of our knowledge, this study is the first 1 comparing the Lasso-type and heuristic methods both for model selection and forecasting, and contributing to the literature by demonstrating that in certain situations (e.g., if regressors in a given data set are pairwise highly correlated and for large data sets) heuristic algorithms can outperform the Lasso-type solutions. The rest of this paper is structured as follows. Section 2 introduces both the Lassotype and the heuristic methods. Section 3 provides results of a Monte-Carlo analysis, and Section 4 illustrates an application to leading business cycle indicators. Finally, Section 5 concludes.
Model Selection Methods
The least absolute shrinkage and selection operator (Lasso), introduced by Tibshirani (1996) , is a constrained version of the ordinary least squares estimator, but has also been applied to GMM-estimators. Numerous applications of this technique can be found in medicine, economics and other scientific fields (Hastie et al, 2009 ) including also time series forecasting (see, among others, Bai and Ng (2008) ).
Consider the model selection problem for the following regression function:
where α is an n-vector with all elements equal, X is an n × k matrix of k regressors and their values for n observations, β is a k × 1 vector of their coefficients and ε is an n × 1 vector of residuals. In (1) X opt refers either to the 'true' model in a Monte-Carlo simulation set-up or to an optimal approximation to the unknown real data generating process. Standardizing the predictors so that they have mean 0 and standard deviation equaling 1, and the response having mean 0, one can omit α without loss of generality.
Lasso-type Strategies
For (1) the Lasso objective function can be presented as follows:
While the first term in the right part of equation (2) measures the fit of the model by the residual sum of squares (RSS), the second one with λ > 0 is the shrinkage applied to the sum of the absolute values of the coefficients. Hence, the Lasso can be referred to as a special case of the Bridge regression approach (Frank and Friedman, 1993) imposing an upper bound on the L q -norm of the parameters (0 < q < ∞) with q = 1:
There are different approaches to solve (2) including quadratic programming, coordinatewise optimization and gradient projection (see, e.g., Gasso et al (2009) ). For the sake of brevity we do not discuss any of those methods, so that the interested reader is advised to consult the literature. In this study we use a modification of the LARS algorithm suggested by Efron et al (2004) and popularized among practitioners.
2 The algorithm provides a piecewise-linear solution path in the tuning parameter λ ∈ [0, ∞) with all β's set to zero at λ = ∞ and equal to the OLS estimate at λ = 0. To select a single solution, λ is chosen by tenfold cross-validation minimizing the prediction error (PE) of the model. Setting λ > 0 by cross-validation one insures the Lasso solution to have a parsimony property, i.e. only a subset of resulting predictors in (2) has non-zero coefficients. This feature of the Lasso might increase the total accuracy of the model forecast and improves the interpretability of the selected model. However, the Lasso has substantial limitations. First, it cannot identify all 'true' predictors in a data set with pairwise highly correlated regressors (Zou and Hastie, 2005) . The latter can be referred to as the 'irrepresentable condition' (Zhao and Yu, 2006, p. 2544) . Thus, Lasso is consistent in low correlation settings only, when
while in presence of high correlations between 'true' and irrelevant variables, the Lasso cannot recover the correct sparsity pattern ( β Lasso β true ).
However, as Meinshausen and Yu (2008) show, even failing to discover the correct sparsity pattern (when (4) does not hold), the Lasso can provide good approximations of the 'true' model for large sample sizes ( β − β Lasso 2 → 0 as n → ∞). In other words, Lasso selects 'true' variables with high probability and irrelevant ones have only marginal coefficients (L 2 -norm consistency).
Second, Lasso is inconsistent for k ≫ n (underdetermined linear system), where (2) can identify not more than n − 1 (standardized) predictors (Efron et al, 2004) .
Lasso Modifications
Many proposals have been made on how to improve the Lasso concept. Due to space restrictions, we concentrate only on two such modifications. For a more complete overview, the interested reader is referred, e.g., to Hastie et al (2009) and Gasso et al (2009) .
We consider two extensions of the Lasso: the elastic net (EN) using a combination of the Lasso (λ 1 ) and the ridge regression (λ 2 ) penalty (Zou and Hastie, 2005) :
and the adaptive Lasso (aLasso) applying different amounts of shrinkage for each regression coefficient (Zou, 2006) :
Thus, the selected extensions are particularly designed to deal with the limitations stated and operate in a continuous space remaining computationally efficient. Furthermore, in line with Candès and Tao (2007) we also perform unregularized restricted estimation (i.e. OLS estimation on the selected set of regressors) for all Lasso-type methods tested to alleviate a potential bias that results from the regularized estimation (λ > 0).
Heuristic Optimization Methods
Alternatively, information criteria (IC) can be used to identify X opt in (1). IC rank different models according to their fitness, while penalizing model complexity. Hence, they can be interpreted as a L 0 -constraint, penalizing not the coefficients' values, but only their number:
IC have become a standard instrument in model selection ranging from lag order selection in multivariate linear and nonlinear autoregression models to selection between rival nonnested models (Winker, 1995) . In this study, the Bayesian IC (BIC) and the Hannan-Quinn IC (HQIC) are employed. For infinitely large sample sizes these IC are consistent model selection instruments and, as noted by (Zhao and Yu, 2006, p. 2553) , the solution of (7) remains consistent even for data sets with correlated regressors.
Given that the search space of candidate models in (7) is discrete, standard gradient methods cannot be applied. Also the full enumeration of all possible solutions is only feasible for a moderate k. Consequently, in the last decade many studies have been devoted to the problem in (1): sequential bottom-up (top-down) inclusion (deletion) of individual regressors (Perez-Amaral et al, 2003; Hendry and Krolzig, 2005) ; usage of certain prior probabilities shrinking the parameter search space and resulting in model averaging (Kapetanios et al, 2008) . However, these methods investigate only a specific fraction of all submodels, whereas there is no guarantee to find the 'true' model in this way.
In order to tackle the highly complex integer optimization problem, one can take advantage of optimization heuristics that mimic natural evolution processes. These methods are called 'heuristic' or 'meta-heuristics' because of their stochastic nature that helps them to converge to a model which at least represents a good approximation to the IC optimum. For an overview of these optimization techniques see Gilli and Winker (2009) . In Savin and Winker (forthcoming) a similar subset selection problem was handled by two algorithms: Threshold Accepting and Genetic Algorithms (GA). Since GA provided slightly better results in terms of both CPU time and solution quality, only GA are considered in the following.
GA are population-based heuristics that investigate the search space in many directions simultaneously, performing jumps in the search space by means of crossover and mutation mechanisms. Thereby, the probability of getting stuck in a local optimum is reduced. The members in the population are represented as bit strings of ones and zeros corresponding to the predictor variables included and not included in the candidate model. In each generation GA replace parts of a population with new solutions aimed to be better for a given problem. The GA algorithm implemented is very similar to the one in Savin and Winker (forthcoming) . 4 The only difference is that 1000 generations are found to be sufficient in this study for GA to converge.
Monte-Carlo Study
The goal of this section is to determine in what set-ups which of the two strategies, Lasso-type methods (Lasso, EN, aLasso) or GA tined by IC, provide superior results (in terms of correctly recovered subsets, forecasting and estimation accuracy) and what is the corresponding CPU-time required.
Data Generating Process
To this end, different artificial data sets are generated varying the sample size (n) from 100 (frequent in macroeconomics) to 1000 (which is mostly available only in finance and natural sciences) and fixing the number of potential regressors to 50. First, we generate 4 predictors with a joint Gaussian distribution and covariance matrix Σ. We choose either Σ i,j = 0.5 |i−j| or 0.75 |i−j| with 1 ≤ i, j ≤ k, corresponding to a 'low' and 'high' correlation setting, respectively. Second, the data matrix consisting of lags 1 to 10 of these predictors is formed (X mc ). Third, we select a small number of elements k true = 5 of the coefficient vector β mc , which are set to non-zero values. 5 These non-zero coefficient values are randomly distributed between -1 and 1, and divided by the respectively chosen lag order so that lags of higher order are (on average) assigned with smaller coefficients.
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Fourth, the initial value of the response variable (y mc 0 ) is set to zero, and based on β mc j , one recursively generates y mc t and adds an i.i.d. normal random error term:
Thus, a population of 500 solutions, the uniform crossover mechanism and a mutation operator applied to 5 randomly chosen genes with 50% probability are employed.
5 One ensures that one lag of each variable (including the dependent one) is included. 6 This appears reasonable since in empirical studies lags of lower order are found to be more important. 7 Finally, the first 11 observations in y mc and X mc are discarded.
In (8) one chooses σ ε such that the corresponding noise-to-signal ratio (NSR, for details see (Frank and Friedman, 1993, p. 125) ) equals either 1/5 ('low noise') or 2 ('high noise'). Obviously, (8) represents an Autoregressive Distributed Lag model with 10 lags for both, one dependent and four explanatory variables, where no current values of the explanatory variables are involved. Thus, for a general ADL(p 1 , p 2 , p 3 ) we consider ADL(10,4,10).
Simulation Results
The quality of the results in terms of model identification is assessed by the True Positive Rate (TPR) and the False Negative Rate (FNR) 8 , whereas mean-squared error (MSE =
is used as a measure of the estimation accuracy. 9 For this purpose, 90% of the observations are used as a training set. The CPU time corresponding to a single restart using Matlab 7.11 on a Pentium IV 3.3 GHz is reported.
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Furthermore, the remaining 10% of observations are left for an out-of-sample forecast, where root mean-squared forecast error, and its standard deviation computed over 50 replications (in parentheses),
is used to assess the forecast quality. Thereby, T 1 and T 2 indicating the first and the last period of the forecasting period. Simulation results obtained for different set-ups are reported in Table 1 .
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For medium-sized samples (n = 500) heuristics clearly outperform Lasso-type methods in subset recovery and estimation accuracy, 12 which eventually results in a better forecasting performance. However, the difference in RMSFEs is not that large. Among the Lasso methods considered, aLasso provides in general superior results, and this dominance holds for different correlation and noise settings. For 'high correlation' some marginal improvements as compared to classical Lasso are obtained via EN, which is due to the more robust ridge penalties.
8 TPR is the percentage of 'true' regressors from all variables selected and FNR is the portion of rejected 'true' regressors among correctly selected and correctly rejected ones.
9 Standard deviations computed over 50 replications are given in parenthes in Table 1 . Unregularized restricted estimations for Lasso-type methods are reported as MSE 2 .
10 For each method, averages over 50 replications of the procedure are reported. 11 Due to space constraints, here we report only results for the BIC, but qualitatively similar findings based on HQIC are available on request.
12 Even accounting for MSE 2 an improvement for all scenarios is depicted in Table 1 .
It can be observed that heuristics improve in performance relative to the Lasso methods in low noise settings and for larger sample sizes. The former is due to a more restrictive selection performed by the shrinkage strategies, which for 'low noise' translates in substantially more type II errors, i.e., ignoring too many relevant predictors, whereas the latter results from the asymptotic consistency of IC allowing to identify the correct sparsity pattern. In contrast, for n = 100 the difference between shrinkage and heuristic methods becomes less evident. Furthermore, for 'high noise' and small n Lasso-type strategies indisputably beat heuristics both in estimation and forecasting.
Application to Leading Business Cycle Indicators in Germany and Russia
Being particularly interested in the usefulness of the strategies from the forecasting point of view, we also show their application to real economic data.
Leading indicators (LI) are nowadays a standard tool for the analysis and forecasting of business cycles due to the publication delay of data on real production. While for Germany (as for other industrial countries) there is a large body of empirical evidence that models forecasting industrial production (IP), which include LI, outperform forecasts of univariate time series models (Vogt, 2007; Ozyldrim et al, 2010) , there is less such evidence for developing countries.
For the empirical application we use two LI (business expectations and business climate) and IP for Germany and Russia for the period 02/1999-09/2009. More information on the properties of the data can be found in Savin and Winker (2012) . Important is that the German LI are seasonally adjusted, while for Russia they are not. Furthermore, a potential structural break in Russian data must be accounted. Hence, we consider the IP indices for both countries also as unadjusted and introduce seasonal and shift dummies, and their interaction terms (for details see Savin and Winker (2012) ) to account for these data features.
Similar to Section 3, ADL models (augmented with seasonal and shift dummies) are our modelling framework to identify predictors and construct forecasts, while an AR(2) process serves as benchmark. The latter is found to be a hard competitor in business cycle forecasting for small data sets (Savin and Winker, 2012) .
We only employ 1-step-ahead forecasts of IP growth rates (log differences) for periods of one and two years length between 11/2006 and 09/2009 (this also allows one to consider the forecasting performance both prior and during the crisis) and increasing estimation windows (IEW). Furthermore, in contrast to Savin and Winker (2012) , we allow for lags from both LI and both countries to be included in (9) for each IP, so that a selection out of 65 predictors (5 variables and 13 lags) has to be made. As a result, two data sets with highly correlated potential predictors are generated (see Figure 1 ).
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Figure 1: Pairwise correlations in the empirical data sets
Results for the two model selection strategies are exhibited in Table 2 . As one can see, for the final forecasting period the shrinkage strategies mostly dominate the benchmark for both 12-and 24-month period forecasts, while heuristics fail do so. The main reason for this performance is seen to be the small estimation sample available: there are merely 128 observations for estimation and forecasting in total, which is most comparable with the upper panel in Table 1 . Furthermore, since the IP growth rates can be to a large extent (R 2 ≈ 70 − 80%) explained by the set of lags selected (together with the seasonal and shift dummies), which corresponds to the low noise setting, EN and Lasso outperform aLasso. Finally, since particularly for small noise and high correlation among predictors in small samples Lasso-type methods provide some better forecasts than heuristics, the advantage of the shrinkage methods could be expected from the Monte-Carlo results. We also consider the performance of the two strategies over a set of forecasting periods 13 The main diagonal in the correlation matrix is removed. 
Conclusions
Since the correct dynamic specification of time series models is often unknown, the use of model selection strategies is required. We consider two classes of model selection approaches, one based on shrinkage estimators such as Lasso and the other one -a subset selection method making use of optimization heuristics, to solve the corresponding highly complex discrete optimization problem. A Monte-Carlo simulation is used to assess the merits of the different methods in the context of univariate autoregressive distributed lag models. The simulation setting is chosen to mimic realistic situations found in the framework of forecasting business cycles. In particular, the number of available observations is often small compared to the number of potentially relevant predictors. Due to the high persistence in many economic variables, different lags of these predictors might be highly correlated rendering the model selection problem more challenging. The results from the Monte-Carlo simulation suggest that the use of information criteria in the subset selection approach is impaired by the small number of observations, while the shrinkage estimators still perform remarkably well despite of the high correlation of potential predictors.
Furthermore, we consider to what extent a proper model selection might help to improve forecasts of business cycle indicators for Russia and Germany. While the im-provements compared to a simple autoregressive process are small in all settings, we find again slight advantages of the shrinkage estimators.
Based on these findings, several questions emerge naturally which we will consider in future research. In particular, we will test whether larger sample sizes improve the relative performance of information criteria based selection as these criteria are asymptotically consistent. Furthermore, we will study a situation with a larger number of relevant regressors in the model. Finally, further real applications will be studied to learn about performance gains to be expected when moving away from simplistic univariate time series models.
