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1. INTRODUCTION
In this paper we shall discuss several results on the associated graded
modules of Buchsbaum modules with respect to ˝-primary ideals, especially
in the equi-I-invariant case.
Throughout this paper, let A;˝ be a Noetherian local ring with max-
imal ideal ˝ of dimension d. For simplicity we always assume that the
residue field A/˝ is infinite. For an ideal ` of A we denote by G` the
associated graded ring of `, namely
G` x=M
n≥0
`n/`n+1:
Moreover - denotes the unique homogeneous maximal ideal of G`, i.e.,
- x= ˝G` +G`+. To avoid complicated terminologies, we simply say
that “G` is a Buchsbaum ring,” if the localization G`- is so.
Though the associated graded rings play very important roles in alge-
braic geometry, we are here interested in their ring theoretical behaviours,
especially whether they are Buchsbaum. Now assume that A is a Buchs-
baum ring of dimension d > 0. Concerning the Buchsbaumness of the as-
sociated graded rings, in 1982/1983 S. Goto (Meiji University) showed two
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results in the following: G˝ is Buchsbaum if A has maximal embedding
dimension [G1]; GÑ is Buchsbaum for any parameter ideal Ñ [G2]. In
1998, these results of Goto were generalized by Y. Nakamura (Meiji Uni-
versity) as follows: if `2 = Ñ` holds for some minimal reduction Ñ of `,
then G` is Buchsbaum if and only if the equality a21; a22; : : : ; a2d ∩ `n =
a21; a22; : : : ; a2d`n−2 holds for 3 ≤ n ≤ d + 1 (and hence for all n ∈ ),
where we put Ñ = a1; a2; : : : ; ad [N].
On the other hand, there is another interesting work on the associated
graded rings of powers of ideals. Namely, in 1976, G. Valla studied the
behaviour of the associated graded rings G`n, and he proved that if A
is a Cohen–Macaulay (not necessarily local) ring and if an ideal ` of A is
generated by an A-regular sequence, then the associated graded ring G`n
is Cohen–Macaulay for every n ≥ 1, [V]; see [B] for the other related topics.
Motivated by these works we pose the following question:
Problem. LetA be a Buchsbaum ring. (1) Is GÑn Buchsbaum for every
parameter ideal Ñ and integer n ≥ 2? (2) Suppose that A has maximal
embedding dimension. Then is G˝n Buchsbaum for all n ≥ 2?
It is sometimes useful to deal with not only the ring cases but also the
module cases. From this point of view, we shall introduce some notations
from the theory of modules.
Let E be a finitely generated A-module of positive dimension s. We say
that E is a Buchsbaum A-module (see [SV]), if the difference lAE/ÑE −
eÑE is an invariant of E, called “the Buchsbaum invariant,” not depending
on the choice of parameter ideal Ñ of E, where lA∗ and eÑ∗ denote the
length and the multiplicity with respect to Ñ (of an A-module), respectively.
The local ring is called a Buchsbaum ring if it is a Buchsbaum module over
itself. Let Hi˝∗ stand for the ith local cohomology functor with respect
to ˝. We denote by hiE the length of the ith local cohomology module
Hi˝E of E; i.e., hiE x= lAHi˝E. We define an invariant of E, written
IE, as
IE x=
s−1X
i=0

s − 1
i

· hiEy
here recall s x= dimA E. Clearly 0 ≤ IE ≤ ∞ and E is Cohen–Macaulay
if and only if IE = 0 holds. When E is a Buchsbaum A-module,
˝ ·Hi˝E = 0 for all i 6= s and this invariant IE is just equal to the
Buchsbaum invariant of E described above.
Let ` still be an ideal in A. The associated graded module of E with
respect to `, written G`E, is given by
G`E x=
M
n≥0
`nE/`n+1E:
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In the case E = A we denote it by G` simply. Also we say that “G`E
is a Buchsbaum G`-module,” if G`E- is a Buchsbaum G`--module,
the same as [SV, p. 200]. Recall that there is a canonical isomorphism
Hi-G`E- ∼= Hi-G`E, and hence we simply write IG`E to have
the same meaning as IG`E-, if no confusion is expected.
Now let us assume that lAE/`E < ∞. Clearly this is equivalent to
saying that the ideal ` + AnnAE is an ˝-primary ideal in A. Then we
have an inequality IG`E ≥ IE (cf. [T, GY]); see also Section 3 for
more details. We mention that most of the associated graded rings/modules,
which are realized to be Buchsbaum, satisfy the equality IG`E = IE;
see [G1, G2, N], etc. Therefore, these observations indicate the necessity
of investigations of the case such that the equality
IG`E = IE
holds. Hence our question before can be improved in the following:
Improved problem. Let E be a Buchsbaum A-module and ` an ideal of
A such that lAE/`E < ∞. Suppose that the equality IG`E = IE
holds. Then is G`E a Buchsbaum G`-module too?
In 1985, S. Goto and the author gave a partial answer to this ques-
tion in [GY, Proposition (7.13)]; see Remark (3.19) below for more de-
tails. Namely they showed that if the equality IG`E = IE holds, then
G`E is a quasi-Buchsbaum G`-module; i.e., - ·Hi-G`E = 0 for
all i 6= s. The reason it was so difficult to obtain the Buchsbaumness of the
associated graded module G`E from the equality IG`E = IE is that
the homogeneous component of degree 0 of G` is not necessarily a field
in general. Thus we could not apply the nice criteria developed in [G1,
Proposition (3.1); S1, Sect. 3 of Chap. 4; SV, Sect. 3 of Chap. I] to decide
whether given graded rings/modules are Buchsbaum. Such criteria have ef-
fects on only the graded rings, satisfying that their homegeneous parts of
degree 0 are fields.
Now we are ready to state our main result in this article as follows.
Theorem 1.1. Let E be a Buchsbaum A-module of dimension s and `
an ideal such that lAE/`E < ∞. Let Ñ = a1; a2; : : : ; as be a parameter
ideal of E such that Ñ ⊆ ` and `r+1E = Ñ`rE for some integer r ≥ 0. Then
the following statements are equivalent.
(1) G`E is a Buchsbaum G`-module and hiG`E = hiE for
all 0 ≤ i < s.
(2) The equality IG`E = IE holds.
(3) a21; a22; : : : ; a2s E ∩ `nE = a21; a22; : : : ; a2s `n−2E holds for
3 ≤ n ≤ r + s.
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When this is the case, G`mE is a Buchsbaum module over G`m and the
equality IG`mE = IE holds for all m ≥ 2 too.
Notice that our theorem naturally covers the cases ` = ˝ and r = 1,
which are given by S. Goto in [G3, Theorem (3.3)] and by Y. Nakamura
in [N, Theorem (1.1)], respectively. However, our proof of the theorem
above is by direct calculations of the Koszul complexes; see Section 4 below.
Moreover, we mention that the equivalence of (2) and (3) of our theorem
has already been established by S. Goto and the author in [GY, Proposition
(7.13)]; see again Remark (3.19) below for more the details.
As consequences of Theorem (1.1) we have the following corollaries.
Corollary 1.2. Let E be a Buchsbaum A-module. Then GÑnE is a
Buchsbaum GÑn-module for every parameter ideal Ñ of E and integer n ≥ 2.
Corollary 1.3. Suppose that a Buchsbaum ring A has maximal embed-
ding dimension. Then G˝n is a Buchsbaum ring for all n ≥ 2.
In Section 2, we shall review some basic facts on unconditioned strong d-
sequences. After discussing several facts on IG`E in Section 3, we shall
prove Theorem (1.1) and its corollaries in Section 4. Finally we shall men-
tion a few remarks concerning the relation between the equality IG`E =
IE and the Buchsbaumness of G`E and E.
2. PRELIMINARIES
In this section, we shall discuss some behaviors of unconditioned strong
d-sequences on filtrations.
Let A be a commutative ring and E an A-module. A sequence
a1; a2; : : : ; as (s > 0) of elements in A is said to be a d-sequence on
E (see [H]) if the equality
Ñi−1E x aiaj = Ñi−1E x aj
holds for 1 ≤ i ≤ j ≤ s, here putting Ñi−1 = a1; a2; : : : ; ai−1 and Ñ0 = 0,
and moreover it is said to be an unconditioned d-sequence on E if it is still
a d-sequence on E in any order.
Definition 2.1 [GY]. We will say that a1; a2; : : : ; as form an uncondi-
tioned strong d-sequence (u.s. d-sequence) on E if an11 ; a
n2
2 ; : : : ; a
ns
s form a
d-sequence on E in any order for every integer n1; n2; : : : ; ns > 0.
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We need more notations which are very useful to describe our remarks
on u.s. d-sequences. For a system of elements in A, say a1; a2; : : : ; as, we
define an A-submodule 6a1; : : : ; asyE of E as
6a1; : : : ; asyE x=
sX
i=1
a1; : : : ;bai; : : : ; asE x ai + a1; : : : ; asE;
where the hat b on ai means to omit this element ai from the system
a1; a2; : : : ; as. Moreover, let i; j be integers. We denote by i; j the set of
integers n such that i ≤ n ≤ j. Of course, i; j = Z if i > j.
Here we collect several basic facts on unconditioned strong d-sequences
(cf. [GY, Sect. 2]). Let a1; a2; : : : ; as be an unconditioned strong d-sequence
on E. Then, for any positive integers mi; ni 1 ≤ i ≤ s, the equality
am1+n11 ; : : : ; ams+nss E x
sY
i=1
a
mi
i = 6an11 ; : : : ; anss yE 2:2
holds. Moreover, for any non-negative (not necessarily positive) integers
li 1 ≤ i ≤ s, the equality
6al1+n11 ; : : : ; als+nss yE x
sY
i=1
a
li
i = 6an11 ; : : : ; anss yE 2:3
holds too. Finally, putting Ñ = a1; a2; : : : ; as, we also know that the
equality
anii  i ∈ IE ∩ ÑnE =
X
i∈I
a
ni
i Ñ
n−niE 2:4
holds for all I ⊆ 1; s; ni > 0, and n ∈ . In fact, the assertion (2.2) (resp.
(2.4)) is given in the same way as in the proof of [Y, Lemma 1.2] (resp. [G2,
Corollary(1.2)]), and see also [GY, Theorem (2.3) and Theorem (2.6)] for
more explicit statements.
Let ` be an ideal of A. A family Fnn∈ of A-submodules of E is called
an `-filtration of E if Fn ⊇ Fn+1 ⊇ `Fn for all n and F0 = E. Then we begin
with the following, which is a generalization of Lemma (2.5) in [GY].
Proposition 2.5. Let a1; a2; : : : ; as form an unconditioned strong d-
sequence on E and put Ñ = a1; a2; : : : ; as. Let Fnn∈ be a Ñ-filtration of
E. Then the following two statements are equivalent.
(1) The equality
anii  i ∈ IE ∩ Fn =
X
i∈I
a
ni
i Fn−ni
holds for all I ⊆ 1; s; ni > 0, and n ∈ .
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(2) The equality
a21; a22; : : : ; a2s E ∩ Fn = a21; a22; : : : ; a2s Fn−2
holds for all n ≥ 3.
First of all, we begin with the following claim:
Lemma 2.6. Suppose that the statement (2) of Proposition (2.5) holds.
Then one has the following.
(i) If s ≥ 2, then the equality
a21; : : : ; a2s−1E ∩ Fn = a21; : : : ; a2s−1Fn−2
holds for all n ∈ .
(ii) The equality
a21; : : : ; a2s−1; asE ∩ Fn = a21; : : : ; a2s−1Fn−2 + asFn−1
holds for all n ∈ . (Notice that, in the case s = 1, we set a21; : : : ; a2s−1 =
0.)
(iii) am1 E ∩ Fn = am1 Fn−m holds for all m > 0 and n ∈ .
Proof. (i) We may assume that n ≥ 3 and that our assertion is true for
n − 1. Let x ∈ a21; : : : ; a2s−1E ∩ Fn. Then x ∈ a21; : : : ; a2s E ∩ Fn clearly.
By our assumption (2) we have
x = y + a2s z
for suitable elements y ∈ a21; : : : ; a2s−1Fn−2 and z ∈ Fn−2. Since
a1; a2; : : : ; as is a u.s. d-sequence on E, we have asz ∈ a21; : : : ; a2s−1E ∩
Fn−1. Applying the hypothesis of induction on n we get asz ∈ a21; : : : ;
a2s−1Fn−3. By the expression of x above, we finally conclude x ∈ a21; : : : ;
a2s−1Fn−2.
(ii) Let x ∈ a21; : : : ; a2s−1; asE ∩ Fn. Then asx is contained in
a21; : : : ; a2s E ∩ Fn+1. By our assumption (2) we see
asx = y + a2s z;
where y ∈ a21; : : : ; a2s−1Fn−1 and z ∈ Fn−1. Applying the assertion (i), we
see
x− asz ∈ a21; : : : ; a2s−1E x as ∩ a21; : : : ; a2s−1; asE ∩ Fn
= a21; : : : ; a2s−1E ∩ Fn
= a21; : : : ; a2s−1Fn−2;
by the sequence property on ai’s. Thus we get x ∈ a21; : : : ; a2s−1Fn−2 +
asFn−1.
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(iii) By the assertions (i) and (ii), this is true for m = 1; 2. So we may
assume that m ≥ 3 and our assertion is true for m− 1. Write a x= a1. Let
x ∈ amE ∩ Fn. Then x has an expression such that
x = amy
with y ∈ E. By the hypothesis of induction on m, we see amE ∩ Fn ⊆
am−1E ∩ Fn = am−1Fn−m+1. Hence x has another expression,
x = am−1z;
with z ∈ Fn−m+1. Combining both expressions we have
am−1y − am−2z ∈ 0 x a ∩ aE = 0
because of m ≥ 3. This means am−1y = am−2z, and hence am−1y ∈ Fn−1.
On the other hand we know am−1E ∩ Fn−1 = am−1Fn−m by the hypothesis
of induction on m again. Therefore we finally get x = aam−1y ∈ amFn−m
and this completes the proof of Lemma (2.6).
Now we are ready to prove our proposition.
Proof of Proposition (2.5). It is enough to prove the implication (2) H⇒
(1). We shall apply an argument similar to that in [G2, Proof of (1.2)].
Namely assume that this implication fails to hold and choose t x= n +P
i∈I ni as small as possible among such counterexamples, say
anii  i ∈ IE ∩ Fn 6⊆
X
i∈I
a
ni
i Fn−ni :
Then, by (iii) of Lemma (2.6), we have s ≥ 2. Omitting unnecessary ele-
ments ai i 6∈ I from the given system a1; a2; : : : ; as, we may assume that
I = 1; s by (i) of Lemma (2.6). Moreover we know that n ≥ 2 and ni ≥ 2
for all i. In fact, clearly n ≥ 2, and so we may assume that ni = 1 for some
i, say ns = 1. Applying the minimality of t to E/asE, we see
an11 ; : : : ; ans−1s−1 ; asE ∩ Fn =
s−1X
i=1
a
ni
i Fn−ni + asE ∩ Fn
=
s−1X
i=1
a
ni
i Fn−ni + asFn−1;
by (ii) and (iii) of Lemma (2.6), so this contradicts our choice of t. More-
over, by our assumption (2), we know that ni ≥ 3 for some i, say ns ≥ 3.
Let x ∈ an11 ; : : : ; anss E ∩ Fn such that x 6∈
Ps
i=1 a
ni
i Fn−ni . Then this element
x can be written as
x = y + anss z
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with y ∈ an11 ; : : : ; ans−1s−1 E and z ∈ E. Notice that x ∈ an11 ; : : : ; ans−1s−1 ;
a
ns−1
s E ∩ Fn. By the minimality of t, we find another expression for x such
that
x = u+ ans−1s v
with u ∈ Ps−1i=1 anii Fn−ni and v ∈ Fn−ns+1. Comparing both expressions of x,
we have v − asz ∈ an11 ; : : : ; ans−1s−1 E x ans−1s . Because of the u.s. d-sequence
property and ns ≥ 3, we know v − asz ∈ an11 ; : : : ; ans−1s−1 E x as; hence
asv ∈ an11 ; : : : ; ans−1s−1 ; a2s E ∩ Fn−ns+2:
Since ns ≥ 3 again, we see n1 + · · · + ns−1 + 2 + n − ns + 2 = t −
2ns − 2 < t, and hence by the minimality of t again we have asv ∈Ps−1
i=1 a
ni
i Fn−ni−ns+2 + a2s Fn−ns . Therefore we obtain
x = u+ ans−2s asv ∈
sX
i=1
a
ni
i Fn−ni ;
and this is a contradiction to our choice of t. This finishes the proof of
Proposition (2.5).
Corollary 2.7 [GY, Lemma (2.5)]. Let a1; a2; : : : ; as be an un-
conditioned strong d-sequence on E and ` an ideal of A such that
` ⊇ a1; a2; : : : ; as. Then the following statements are equivalent.
(1) The equality
anii  i ∈ IE ∩ `nE =
X
i∈I
a
ni
i `
n−niE
holds for all I ⊆ 1; s; ni > 0, and n ∈ .
(2) The equality
a21; a22; : : : ; a2s E ∩ `nE = a21; a22; : : : ; a2s `n−2E
holds for all n ∈ . When this is the case one also has an isomorphism
G`E/a1t ·G`E ∼= G`E/a1E as graded G`-modules.
Now we shall give some examples of filtrations which satisfy the equiv-
alent conditions in Proposition (2.5). We mention that the condition (i)
described in our Theorem (2.8) below is motivated by the work of K. Ku-
rano in [KY, Lemma (4.4)].
Theorem 2.8. Let a1; a2; : : : ; as be an unconditioned strong d-sequence
on E and put Ñ x= a1; a2; : : : ; as. Let F be an A-submodule of E containing
ÑE and let Fnn∈ be the Ñ-filtration of E defined by Fn x= Ñn−1F for n ≥ 1
and Fn = E for other n. Suppose that F satisfies one of the following two con-
ditions:
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(i) F ⊇ 6a1; : : : ; asyE;
(ii) F ∩ 6a1; : : : ; asyE = ÑE.
Then the Ñ-filtration Fnn∈ satisfies the equivalent conditions in Proposition
(2.5); i.e., the equality
anii  i ∈ IE ∩ ÑnF =
X
i∈I ′
a
ni
i Ñ
n−niF +X
i∈I ′′
a
ni
i E
holds for all I ⊆ 1; s; ni > 0, and n ∈ , where I ′ x= i ∈ I  ni ≤ n and
I ′′ x= i ∈ I  ni > n.
Proof. By Proposition (2.5), it is enough to show that
a21; a22; : : : ; a2s E ∩ ÑnF ⊆ a21; a22; : : : ; a2s Ñn−2F
holds for all n ≥ 2.
(i) Since F ⊇ 6a1; : : : ; asyE, we know by [KY, Proposition 5 in
Appendix] that a1; a2; : : : ; as forms a u.s. d-sequence on F too. Hence by
the remark (2.4) we get the equalities
anii  i ∈ IE ∩ ÑnE =
X
i∈I
a
ni
i Ñ
n−niE;
anii  i ∈ IF ∩ ÑnF =
X
i∈I
a
ni
i Ñ
n−niF;
where I ⊆ 1; s; ni > 0, and n ∈ .
Let n ≥ 3. Then Ñn−2E ⊆ F clearly. Hence we have
a21; a22; : : : ; a2s E ∩ ÑnF = a21; a22; : : : ; a2s E ∩ ÑnE ∩ ÑnF
= a21; a22; : : : ; a2s Ñn−2E ∩ ÑnF
= a21; a22; : : : ; a2s F ∩ ÑnF
= a21; a22; : : : ; a2s Ñn−2F:
Now we deal with the case that n = 2. Let x ∈ a21; a22; : : : ; a2s E ∩ Ñ2F .
Since Ñ2 is generated by a21; a
2
2; : : : ; a
2
s and aiaj ’s i < j, we have two
expressions for x,
x =
sX
i=1
a2i xi =
sX
i=1
a2i yi +
X
i<j
aiajzij;
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with xi ∈ E and yi; zij ∈ F . Hence
a2s xs − ys =
s−1X
i=1
a2i yi − xi + as
 
s−1X
i=1
aizis
!
+ X
i<j<s
aiajzij:
Multiplying both sides by a1 · · ·as−1 we see that
a1 · · · as−1a2s xs − ys ∈ a21; : : : ; a2s−1E ⊆ a21; : : : ; a2s−1; a3s E:
By the remark (2.2) we obtain xs − ys ∈ 6a1; : : : ; asyE. Since F contains
6a1; : : : ; asyE by our assumption, we conclude xs ∈ F . It is routine to
show that xi ∈ F for all i, and this means x ∈ a21; : : : ; a2s F .
(ii) We may assume 2 ≤ n ≤ s. For any subset I ⊆ 1; s we write
aI x=
Q
i∈I ai. Since Ñn = a21; : : : ; a2s Ñn−2 + aI  I = n we have
a21; a22; : : : ; a2s E ∩ ÑnF = a21; : : : ; a2s Ñn−2F
+a21; : : : ; a2s E ∩ aI  I = nF:
Now choose any element x ∈ a21; a22; : : : ; a2s E ∩ aI  I = nF , and write
it as
x = X
I=n
aIxI;
where xI ∈ F for each I. Then we claim xI ∈ ÑE for every I.
In fact, choose any I and fix it. After relabeling among a1; a2; : : : ; as we
may assume that I = 1; n. Put E x= E/an+1; : : : ; asE; here we regard
an+1; : : : ; as = 0 for the case n = s. Let us denote by x the image of x
via the projection E → E. Then, x = a1 · · · anxI clearly, and this element
is contained in a21; a22; : : : ; a2nE. Since a1; a2; : : : ; an is a u.s. d-sequence
on E we get xI ∈ 6a1; : : : ; anyE, and hence
xI ∈
nX
i=1
a1; : : : ;bai; : : : ; an; an+1 : : : ; asE x ai ⊆ 6a1; : : : ; asyE:
This implies xI ∈ ÑE by our assumption (ii).
Since aIÑ ⊆ a2i  i ∈ IÑn−1 + Ñn+1 for each I, we see that
x = X
I=n
aIxI ∈ a21; : : : ; a2s Ñn−2F + a21; : : : ; a2s E ∩ Ñn+1E
= a21; : : : ; a2s Ñn−2F + a21; : : : ; a2s Ñn−1E
= a21; : : : ; a2s Ñn−2F:
This completes the proof of Theorem (2.8).
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Example 2.9 [KY, Lemma (4.4)]. Let A;˝ be a Noetherian local
ring of characteristic p, where p is a prime number. We assume that A
is a normal domain and a homomorphic image of an excellent regular lo-
cal ring (with algebraically closed residue field A/˝). Let a1; a2; : : : ; as
be a subsystem of parameters for A consisting of test elements. Suppose
that dimA ≥ s ≥ 3. We put Ñ x= a1; a2; : : : ; as and ` x= Ñ∗, where ∗ is
the tight closure of Ñ (cf. [HH]). Now we consider the filtration such that
Fn x= `n. Then we know that
(1) a1; a2; : : : ; as form a u.s. d-sequence on A,
(2) `2 = Ñ`, and
(3) ` ⊇ 6a1; : : : ; asyA;
see [KY, (3.1), (3.2), (3.5)]. Hence by Theorem (2.8) we have the equality
anii  i ∈ I ∩ `n =
X
i∈I
a
ni
i `
n−ni
for all I ⊆ 1; s; ni > 0, and n ∈ .
Example 2.10. Let A be a commutative ring and E an A-module. Let
x1; x2; : : : ; xs be an unconditioned strong d-sequence on E. Let n;m be
positive integers such that n > m. Consider the A-submodule
F x=

xn1; : : : ; x
n
s ;
sY
i=1
xmi

E:
Then we have the following statements.
(1) xn1; x
n
2; : : : ; x
n
s forms an unconditioned strong d-sequence on E
too;
(2) F ∩ 6xn1; : : : ; xns yE = ÑE, where we put Ñ x= xn1; xn2; : : : ; xns .
In fact, it is enough to check only the second assertion. We may assume
that m = 1. Put Ñ = xn1; : : : ; xns  as above. Since F = ÑE + x1 · · ·xsE, we
get
F ∩ 6xn1; : : : ; xns yE = ÑE + 6xn1; : : : ; xns yE ∩ x1 · · ·xsE
= ÑE + x1 · · ·xs · 6xn−11 ; : : : ; xn−1s yE
= ÑEy
see the remarks (2.2) and (2.3). Thus F and xn1; x
n
2; : : : ; x
n
s satisfy the con-
dition (ii) described in Theorem (2.8).
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3. THE I-INVARIANT OF THE ASSOCIATED GRADED MODULES
In this section, we shall recall several basic facts concerning the I-
invariant of the associated graded modules. We mention that our arguments
discussed in this section are essentially given in Section 7 of [GY].
Throughout this section, let A denote a Noetherian local ring with maxi-
mal ideal ˝ and E a finitely generated A-module. Let us write d x= dimA
and s x= dimA E and let us assume that the residue field A/˝ is infinite.
For a system of parameters a1; a2; : : : ; as for E, we define that
Ia1; a2; : : : ; asyE x= lAE/ÑE − eÑE;
where eÑE denotes the multiplicity of E with respect to Ñ = a1;
a2; : : : ; as.
We will say that E has finite local cohomology if hiE <∞ for all i 6= s;
cf. [GY]. Then we begin with the following.
Remark 3.1. (1) [STC, Satz (3.3)]. E has finite local cohomology if and
only if there is a system of parameters a1; a2; : : : ; as for E such that
supn1; n2; :::; ns>0 Ia
n1
1 ; a
n2
2 ; : : : ; a
ns
s yE <∞:
When this is the case IE is the upper bound for the I-invariant of any
system of parameters for E and moreover there is an integer t > 0 such
that
Ia1; a2; : : : ; asyE = IE
for every system of parameters a1; a2; : : : ; as for E contained in ˝t .
(2) For any system of parameters a1; a2; : : : ; as for E the following
three conditions are equivalent:
(i) a1; a2; : : : ; as forms an unconditioned strong d-sequence on E;
(ii) the equality Ia1; a2; : : : ; asyE = IE holds;
(iii) the equality Ia1; a2; : : : ; asyE = Ia21; a22; : : : ; a2s yE holds.
(Cf. [S2, Theorem A; T, Theorem 2.1]; see also [GY, Corollary (6.18)].)
Now, let ` be a proper ideal of A such that lAE/`E <∞; i.e., the ideal
` +AnnAE is an ˝-primary ideal of A. Moreover, until the end of this
section, let us keep the following notations:
Ñ x= a1; a2; : : : ; as, a parameter ideal of E such that Ñ ⊆ ` and
`r+1E = Ñ`rE for some integer r ≥ 0;
G x= G`, the associated graded ring of `;
GE x= G`E, the associated graded module of E with respect to `;
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- x= ˝G+G+, the unique homogeneous maximal ideal of G;
hi x= ai mod `2 in G1 for each i; and
1 x= h1; h2; : : : ; hsG.
Then it is easy to see that 1 is a parameter ideal of GE and the
equality G+r+1GE = 1G+rGE holds.
Let Hi-∗ stand for the ith (graded) local cohomology functor with re-
spect to -; see [GW] for more details. We denote by hiGE the length
of Hi-GE over G, i.e., hiGE x= lGHi-GE, and also define an
invariant, say IGE, in the same way as IE before, namely
IGE x=
s−1X
i=0

s − 1
i

· hiGEy
here recall dimG GE = dimA E = s. Notice that there is a canonical iso-
morphism Hi-GE ∼= Hi-G- GE- for each i; hence this new invariant
coincides with the original I-invariant IGE-.
Moreover, if f1; f2; : : : ; fs is a homogeneous system of parame-
ters for GE, we usually denote by If1; f2; : : : ; fsyGE instead of
If1; f2; : : : ; fsyGE-.
As is described in Section 1, we say that GE is a Buchsbaum (resp.
finite local cohomology, etc.) G-module if GE- is a Buchsbaum (resp.
finite local cohomology, etc.) module over G- . Then
Lemma 3.2. Let n1; : : : ; ns > 0 be integers. Then the following statements
are true.
(1) Ihn11 ; hn22 ; : : : ; hnss yGE ≥ Ian11 ; an22 ; : : : ; anss yE holds. There-
fore one also has IGE ≥ IE.
(2) The equality Ihn11 ; hn22 ; : : : ; hnss yGE = Ian11 ; an22 ; : : : ; anss yE
holds if and only if
an11 ; an22 ; : : : ; anss E ∩ `nE =
sX
i=1
a
ni
i `
n−niE
holds for all n ≥ 0.
Proof. See [T, Lemma 5.1]; cf. [GY, Lemma (7.7)].
Proposition 3.3. Suppose that E has finite local cohomology and
a1; a2; : : : ; as form an unconditioned strong d-sequence on E. Then the
following two statements are equivalent.
(1) The equality IGE = IE holds.
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(2) The equality
a21; a22; : : : ; a2s E ∩ `nE = a21; a22; : : : ; a2s `n−2E
holds for all 3 ≤ n ≤ s + r. When this is the case, h1; h2; : : : ; hs form an
unconditioned strong d-sequence on GE too.
Proof. Since a1; a2; : : : ; as form a u.s. d-sequence on E, we have the
inequalities,
IGE ≥ Ihn11 ; : : : ; hnss y GE ≥ Ian11 ; : : : ; anss yE = IE;
for all ni > 0; cf. Remark (3.1) and (1) of Lemma (3.2). Therefore, com-
bining Proposition (2.5), (1) of Remark (3.1), and (2) of Lemma (3.2), our
Proposition (3.3) follows at once.
Now put U x= H0˝E and U∗ x= Kerϕ, where
ϕ x GE −→ GE/U
denotes the canonical epimorphism of graded G-modules via the projection
E→ E/U . Then there is an short exact sequence
0 −→ U∗ −→ GE ϕ−→GE/U −→ 0 3:4
of graded G-modules.
We denote by ∗n the homogeneous component of degree n of graded
modules. Since each homogeneous component of GE/U is given by
GE/Un = `nE +U/`n+1E +U ∼= `nE/U ∩ `nE + `n+1E;
we immediately have the formula
U∗n = U ∩ `nE + `n+1E/`n+1E ∼= U ∩ `nE/U ∩ `n+1E 3:5
for n ≥ 0, and hence lGU∗ = lAU = h0E.
Now applying the local cohomology functors Hi-∗ to the short exact
sequence (3.4) we have the short exact sequence
0 −→ U∗ −→ H0-GE
ϕ−→H0-GE/U −→ 0 3:6
and the isomorphisms
Hi-GE ∼= Hi-GE/U for all i ≥ 1; 3:7
because of lGU∗ < ∞. These observations (3.6) and (3.7) imply the fol-
lowing:
Lemma 3.8. Let U and U∗ be the same as above.
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(1) The following equalities hold:
(a) h0GE/U = h0GE − lGU∗ = h0GE − h0E,
(b) hiGE/U = hiGE for all i ≥ 1.
(2) The following three conditions are equivalent:
(i) h0GE/U = 0;
(ii) h0GE = h0E;
(iii) H0-GE = U∗.
(3) Suppose that E has finite local cohomology. If the equality
IGE = IE holds, then the equality IGE/U = IE/U holds
too.
Proof. The assertions (1) and (2) have already been shown above. For
(3), assume that the equality IGE = IE holds. Then by our assertion
(1) we have
IGE/U = IGE − h0E = IE − h0E = IE/U:
The following result is one of the descriptions of the behaviour of the
equality IGE = IE. Namely
Proposition 3.9 [GY, Theorem (7.12)]. Suppose that E has finite local
cohomology. Then the following two statements are equivalent.
(1) The equality IGE = IE holds.
(2) The equality hiGE = hiE holds for every 0 ≤ i < s.
When this is the case, E/U satisfies these equivalent conditions too, and more-
over GE/U is of positive depth; i.e., H0-GE/U = 0 holds, where
U x= H0˝E.
Proof. It is enough to show the implication (1) H⇒ (2). Use induction
on s = dimA E. If s = 1, there is nothing more to say. Let s ≥ 2 and as-
sume that our assertion holds for s − 1. By Lemma (3.8) we may further
assume that depthA E > 0. Since E has finite local cohomology, namely
IE < ∞, the equality IGE = IE means that GE also has finite
local cohomology. Thus there is an integer t > 0 such that an11 ; a
n2
2 ; : : : ; a
ns
s
(resp. hn11 ; h
n2
2 ; : : : ; h
ns
s ) form a u.s. d-sequence on E (resp. GE) for every
n1; n2; : : : ; ns ≥ t; see Remark (3.1). Hence by Lemma (3.2) our assump-
tion (1) implies
an11 ; an22 ; : : : ; anss E ∩ `nE =
sX
i=1
a
ni
i `
n−niE
for all n ≥ 0. Now we claim the following.
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Claim 3.10. For every I ⊆ 1; s, ni ≥ t, and n ≥ 0, the equality
anii  i ∈ IE ∩ `nE =
X
i∈I
a
ni
i `
n−niE
holds.
Proof of Claim (3.10). Use induction on k x= I (recall that I means
the number of all elements in I). For k = s there is nothing to say. Let k < s
and assume that our assertion is true for k + 1. We may further assume
I = 1; k. Take an element x of E such that x ∈ an11 ; : : : ; ankk E ∩ `nE.
Then x is also contained in an11 ; : : : ; ankk ; a2tk+1E ∩ `nE. By the hypothesis
of induction on k, we have an expression
x = y + a2tk+1z
with y ∈Pki=1 anii `n−niE and z ∈ `n−2tE. Since an11 ; : : : ; ankk ; atk+1 form a u.s.
d-sequence on E, the element atk+1z must be contained in an11 ; : : : ; ankk E ∩
`n−tE. Using induction on n we have atk+1z ∈
Pk
i=1 a
ni
i `
n−t−niE and hence
a2tk+1z ∈
kX
i=1
a
ni
i `
n−niE:
Therefore the expression of x above means that x is contained inPk
i=1 a
ni
i `
n−niE.
By Claim (3.10), it follows that
at1E ∩ `nE = at1`n−tE
for all n ≥ 0. This means
GE/ht1GE ∼= GE/at1E 3:11
as graded G-modules, and moreover ht1 is a non-zero divisor on GE,
because of depthA E > 0, and hence H
0
-GE = 0. Thus we have the
following.
Claim 3.12. h0GE = 0.
We are ready to finish our proof of Proposition (3.9). Since both E and
GE are of positive depth, there are two short exact sequences,
0 −→ E a
t
1−→E −→ E/at1E −→ 0; 3:13
0 −→ GE−t h
t
1−→GE −→ GE/at1E −→ 0; 3:14
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where ∗−t means the shift of graded modules of degree −t. Recall that
ati ’s (resp. h
t
i ’s) form a u.s. d-sequence on E (resp. GE). Hence at1 (resp.
ht1) annihilates the local cohomology module H
i
˝E (resp. Hi-GE) for
i 6= s. This can be shown in the same way as [S2, T]; see also [GY] for more
explicit statements. From (3.13) and (3.14), we have the exact sequences,
0 −→ Hi˝E −→ Hi˝E/at1E −→ Hi+1˝ E −→ 0; 3:15
0 −→ Hi-GE −→ Hi-GE/at1E −→ Hi+1- GE−t −→ 0;
3:16
for each 0 ≤ i < s − 1. By both (3.15) and (3.16), we know that
hiE/at1E = hiE + hi+1E and 3:17
hiGE/at1E = hiGE + hi+1GE; 3:18
which yields the equality IGE/at1E = IE/at1E. Applying the hypoth-
esis of induction on s, we see that hiGE/at1E = hiE/at1E for all
0 ≤ i < s − 1. Using an induction process on i, by Claim (3.12) it is easy to
check that hiGE = hiE for all 0 < i < s; cf. (3.17) and (3.18). This
completes the proof of Proposition (3.9).
Remark 3.19. Concerning Proposition (3.3) we have further results
given by [GY, Proposition (7.13)]. At first, let us recall several funda-
mental facts on quasi-Buchsbaum A-modules [Su]. Namely, E is said to
be a quasi-Buchsbaum A-module, if ˝ · Hi˝E = 0 for all i 6= s, and
moreover this is equivalent to saying that there exists at least one system
of parameters x1; x2; : : : ; xs of E contained in ˝2, which forms a weak
E-sequence; i.e.,
x1; : : : ; xi−1E x xi = x1; : : : ; xi−1E x ˝
holds for all 1 ≤ i ≤ s.
Now suppose that E is a quasi-Buchsbaum A-module. Then Proposition
(7.13) in [GY] says that the following three conditions are equivalent:
(i) GE is a quasi-Buchsbaum G-module and hiGE = hiE
for all 0 ≤ i < s;
(ii) the equality IGE = IE holds;
(iii) a21; a22; : : : ; a2s E ∩ `nE = a21; a22; : : : ; a2s `n−2E holds for all
3 ≤ n ≤ s + r.
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In fact, if the statement (iii) is true, then it is clear that for all n ≥ 0 the
equality
a21; a22; : : : ; a2s E ∩ `nE = a21; a22; : : : ; a2s `n−2E
holds. Using this property, we easily calculate that h21; h
2
2; : : : ; h
2
s form a
weak GE-sequence. Thus GE is a quasi-Buchsbaum G-module and
hence we have
IGE = Ih21; h22; : : : ; h2s yGE = Ia21; a22; : : : ; a2s yE = IEy
cf. Lemma (3.2). The required equivalences of our assertions are shown in
a similar way. (Notice that, however, in this case the system of parameters
a1; a2; : : : ; as for E does not necessarily form a u.s. d-sequence on E.)
4. PROOF OF MAIN RESULTS
In this section we shall prove Theorem (1.1) and its two corollaries.
Throughout this section, let us keep the same notations as in the previ-
ous section. Namely, A is a Noetherian local ring of dimension d with
maximal ideal ˝ and E is a finitely generated A-module of dimension s.
We always assume that the residue field A/˝ is infinite. Let ` be a proper
ideal of A satisfying lAE/`E <∞. Notice that this is equivalent to saying
that the ideal ` +AnnAE is ˝-primary in A.
Let us still keep the same notations G and GE as in the preceding
section. Moreover, we denote by R the Rees algebra of ` and by . the
unique homogeneous maximal ideal of R, namely
R x=Ln≥0 `n, the Rees algebra of `;
. x= ˝ R+R+, the unique homogeneous maximal ideal of R.
When we are setting ` = a1; a2; : : : ; au the Rees algebra R is usually
regarded as the A-subalgebra Aa1t; a2t; : : : ; aut of the polynomial ring
At, where t is an indeterminate over A.
As is well known, via the graded epimorphism R → G, the associated
graded module GE can be regarded as a graded module over R, and it is
a Buchsbaum module over G if and only if it is so over R; cf. [SV, Lemma
1.6 in Chap. I]. By Propositions (3.3) and (3.9), the rest of the proof of
Theorem (1.1) is completely covered by the following theorem.
Theorem 4.1. Let E be a Buchsbaum A-module. If the equality
IGE = IE holds, then the associated graded module GE is a
Buchsbaum module over R, and hence over G.
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Let us write u x= µA` and v x= µA˝, where µA∗ denotes the
minimal number of generators of an A-module. Moreover, for a set S we
denote by S the number of all elements in S. Recall that, for integers i; j,
we denote by i; j the set of integers n such that i ≤ n ≤ j. Of course,
i; j = Z if i > j. Then we begin with the following.
Lemma 4.2. There exist systems of elements in A, say a1; a2, : : : , au and
x1; x2; : : : ; xv, which satisfy the following conditions:
(1) a1; a2; : : : ; au is a minimal system of generators of `;
(2) any s-elements of a1t; a2t; : : : ; aut in R form a system of parameters
for GE; i.e., there is an integer r ≥ 0 such that `r+1E = ai  i ∈ I`rE for
all I ⊆ 1; u with I = s;
(3) x1; x2; : : : ; xv is a minimal system of generators of ˝;
(4) any s-elements of a1; : : : ; au; x1; : : : ; xv form a system of parame-
ters for E.
Proof. Applying [SV, Proposition 1.9 in Chap. I], we can find a system
of elements of `, say a1; a2; : : : ; au, such that via R → G the image of
elements a1t; a2t; : : : ; aut into G forms a GE-basis of the ideal G+ in the
sense of J. Stu¨ckrad and W. Vogel; see [SV, Definition 1.7 in Chap. I] for
details. Then according to the method in [SV, Lemma 2.4 of Chap. IV], this
system is extended to the required one immediately; see also [Y, Remark
(5) of Sect. 1, p. 454].
From now on, we assume that E is a Buchsbaum A-module of dimension
s > 0 and that the equality IGE = IE holds. Let us further assume
that the systems of elements in A, say a1; a2; : : : ; au and x1; x2; : : : ; xv,
satisfy four conditions in Lemma (4.2) above.
We put at x= a1t; a2t; : : : ; aut and x x= x1; x2; : : : ; xv. Let K·x; aty
GE be the Koszul (co-)complex generated (over R) by the system x; at
with respect to GE. Since x; at is a minimal system of generators of .,
this complex K·x; atyGE is uniquely determined by the ideal . up to
isomorphisms not depending on the particular choice of a minimal system
of generators; cf. [SV, Sect. 1 of Chap. 0, p. 27]. Hence we denote it by
K·.yGE simply.
Notice that the Koszul complex K·.yGE is a complex of direct sums
of copies of a graded R-module GE. Hence we have an expression of it,
K·.yGE =
M
I⊆1;u
J⊆1;v
GE · eIJ; Ki.yGE =
M
I+J=i
GE · eIJ;
where eIJ  I ⊆ 1; u; J ⊆ 1; v is the graded free basis with deg eIJ =
−I.
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In order to get that GE is a Buchsbaum module over R, it is enough
to show the canonical map
Hi.yGE −→ Hi.GE 4:3
is surjective for all 0 ≤ i < s; see [SV, Theorem (2.15) in Chap. I]. Accord-
ing to the induction on s described in the proof of [SV, Theorem (2.15)
in Chap. I], however, the surjectivity of the map (4.3) is coming from the
injectivity of the canonical map
Hi.yH0.GE −→ Hi.yGE 4:4
for all 0 ≤ i ≤ s; of course we are here assuming H0.GE 6= 0, and
moreover we also know that it is enough to deal with only the case i = s.
Namely we must show only the injectivity of the canonical map
Hs.yH0.GE −→ Hs.yGE: 4:5
Via 0→ H0.GE → GE → GE/H0.GE → 0, we have an ex-
act sequence of graded Koszul complexes:
0 −→ K·.yH0.GE−→K·.yGE
−→ K·.yGE/H0.GE−→0:
Since we already know H0.GEn = U ∩ `nE/U ∩ `n+1E (where U x=
H0˝E) by (2) of (3.8) and (3.9) and since ˝U = 0, it is easy to see that
. ·H0.GE = 0: 4:6
Thus the differentiations of the Koszul complex K·.yH0.GE are zero
maps. To show the injectivity of the map (4.5), we look for the following
commutative diagram:
0 Ks−1.yH0.GE Ks−1.yGE
0 Ks.yH0.GE Ks.yGE
0 ∂
Choose a homogeneous element ξ ∈ Ks.yH0.GE with deg ξ = n,
where n ∈ , and assume that there exists a homogeneous element η ∈
Ks−1.yGE such that ξ = ∂η in Ks.yGE. Our goal is to prove
ξ = 0. So write ξ;η as
ξ = X
I+J=s
ξIJ · eIJ; η =
X
P+Q=s−1
ηPQ · ePQ;
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where ξIJ ∈ GEn+I and ηPQ ∈ GEn+P. Then we have
ξIJ =
X
j∈J
−1Jjxj · ηIJ\j +
X
i∈I
−1J+Iiait · ηI\iJ y
here the notation Jj denotes the number of elements of the set j′ ∈
J  j′ < j, i.e., Jj x= j′ ∈ J  j′ < j, and Ii is defined with the
same meaning. Since ξ ∈ Ks.yH0.GE this is equivalent to saying that
ξIJ ∈ H0.GE for all I; J, and so we shall prove that ξIJ = 0 in GE for
all I; J with I + J = s.
Choose a representation of ηPQ, say c
P
Q, i.e., c
P
Q is an element of `
n+PE
such that cPQ = ηPQ in GEn+P; here we denote by c the homogeneous
element cmod `m+1E in GEm for each c ∈ `mE. Using these elements
cPQ, we define a representation of the element ξ
I
J , say b
I
J , as
bIJ x=
X
j∈J
−1Jjxj · cIJ\j +
X
i∈I
−1J+Iiai · cI\iJ : 4:7
Then it is easy to see that bIJ ∈ `n+IE and bIJ = ξIJ in GEn+I. Notice
however, that this representation bIJ of ξ
I
J depends on a choice of repre-
sentations cPQ.
To get ξIJ = 0 in GE it is enough to show bIJ = 0 in E. But this is not
true in general. Under a special situation, however, we can conclude that
bIJ = 0 in E. Namely we have the following, which is a key lemma in our
argument.
Lemma 4.8. Suppose that there exists another subset I ′ of 1; u which
satisfies the following two conditions:
(i) I ′ ⊃ I and I ′ = I + 1,
(ii) bI
′
J ′ = 0 in E for all J ′ ⊂ J such that J ′ = J − 1.
Then, after a suitable change of the representations cI\iJ i ∈ I, it follows
that bIJ = 0 in E. (Notice that, in the case I = s, there is nothing to say
about the hypothesis, and in the case I = Z the assertion bZJ = 0 in E follows
under no change of the representations.)
Proof. First of all, we deal with the case I = s. Then clearly J = Z,
and we have
ξIZ =
X
i∈I
−1Iiait · ηI\iZ :
This implies
ξIZ ∈ ait  i ∈ I ·GE ∩H0.GE = 0
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because ait’s form a d-sequence on GE by Proposition (3.3). ThusX
i∈I
−1IiaicI\iZ ∈ ai  i ∈ IE ∩ `n+s+1E = ai  i ∈ I`n+sEy
cf. Corollary (2.7). So, we can find elements fi of `n+sE such thatX
i∈I
−1IiaicI\iZ =
X
i∈I
−1Iiaifi
in E. Since fi ∈ `n+sE we have
η
I\i
Z = c
I\i
Z = c
I\i
Z − fi;
because ηI\iZ ∈ GEn+s−1 = `n+s−1E/`n+sE. Therefore, after changing
a representation cI\iZ of η
I\i
Z with the element c
I\i
Z − fi, we obtain that
bIZ =
X
i∈I
−1IiaicI\iZ = 0:
Next, let us consider the case that I < s. Then J 6= Z clearly, and we
claim the following.
Claim 4.9.
P
j∈J−1JjxjcIJ\j ∈ ai  i ∈ IE.
Proof of Claim (4.9) Let j ∈ J. Applying the assumption (ii) of our
Lemma (4.8) to each J \ j we have
0 = bI ′J\j =
X
j′∈J\j
−1J\jj′xj′cI
′
J\j;j′ +
X
i′∈I ′
−1J−1+I ′i′ ai′cI
′\i′
J\j :
Multiplying by −1Jjxj and taking the sum
P
j∈J , we get that
0 =X
j∈J
X
j′∈J\j
−1Jj−1J\jj′xjxj′cI
′
J\j;j′
+X
i′∈I ′
−1J−1+I ′i′ ai′
X
j∈J
−1JjxjcI
′\i′
J\j

= X
i′∈I ′
−1J−1+I ′i′ ai′
X
j∈J
−1JjxjcI
′\i′
J\j

in E, because
P
j
P
j′ ±xjxj′cI
′
J\j;j′ = 0. Choose an element i′′ ∈ I ′ \ I. Then
I = I ′ \ i′′. Notice that ai’s and xj ’s form a system of parameters for E
by our choices (recall that I + J = s), and ai  i ∈ IE x ai′′ = ai  i ∈
IE x ˝ = ai  i ∈ IE x xj holds for some j ∈ J. By these observations we
get thatX
j∈J
−1JjxjcIJ\j ∈ ai  i ∈ IE x ai′′  ∩ xj  j ∈ JE = ai  i ∈ IE;
and this finishes the proof of Claim (4.9).
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Now we shall continue the proof of Lemma (4.8). Since cIJ\j ∈ `n+IE,
we see by Claim (4.9) thatX
j∈J
−1JjxjcIJ\j ∈ ai  i ∈ IE ∩ `n+IE = ai  i ∈ I`n+I−1E:
This means
ξIJ =
X
j∈J
−1JjxjcIJ\j +
X
i∈I
−1J+IiaicI\iJ ∈ ait  i ∈ I ·GE:
Hence we see that ξIJ ∈ ait  i ∈ I · GE ∩ H0.GE = 0, by the
d-sequence property of ait’s again. Thus we get
bIJ =
X
j∈J
−1JjxjcIJ\j +
X
i∈I
−1J+IiaicI\iJ
∈ ai  i ∈ IE ∩ `n+I+1E = ai  i ∈ I`n+IE
in E. Recall that cI\iJ is a representation of η
I\i
J ∈ GEn+I−1. There-
fore, after a suitable change of the representations cI\iJ i ∈ I in the
same way as at the beginning, we finally conclude that bIJ = 0 in E. This
completes the proof of Lemma (4.8).
Now we are ready to finish the proof of Theorem (4.1).
Proof of Theorem (4.1) Let ξIJ; c
P
Q, and b
I
J be the same notations as
above; recall (4.7) for the definition. In order to get ξIJ = 0 in GE for all
I ⊆ 1; u; J ⊆ 1; v with I + J = s, it is enough to show that bIJ = 0 in
E, after a suitable change of the representations cPQ.
Take I ⊆ 1; u; J ⊆ 1; v such that I + J = s, and fix them. Write
k x= I. Then 0 ≤ k ≤ s and clearly J = s − k. After relabeling among
the system a1; a2; : : : ; au we may assume that I = 1; k. Let us introduce
one more useful notation, say 8l for each k ≤ l ≤ s,
8l x=
1; l \ i;Q  1 ≤ i ≤ l; Q ⊆ J with Q = s − l}:
Then it is easy to see that 8l ∩8l′ = Z for all l 6= l′.
Using descending induction on k, we shall show that b1;lJ ′ = 0 in E for
J ′ ⊆ J with J ′ = s − l and k ≤ l ≤ s, after a suitable change of the
representations cPQ for P;Q ∈
Ss
l=k 8l. If k = s, our assertion is obvious
by Lemma (4.8). Now let 0 ≤ k < s, and assume that we have already found
the representations cPQ for P;Q ∈
Ss
l=k+18l such that b
1;l
J ′ = 0 in E for
J ′ ⊆ J with J ′ = s− l and k+ 1 ≤ l ≤ s. Then applying Lemma (4.8) again
to the sets 1; k+ 1 ⊃ 1; k, we can suitably change the representations cPQ
for P;Q ∈ 8k so that b1;kJ ′ = 0 in E for J ′ ⊆ J with J ′ = s − k. Finally
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it follows that b1;lJ ′ = 0 in E for J ′ ⊆ J with J ′ = s − l and k ≤ l ≤ s,
after a suitable change of the representations cPQ’s for P;Q ∈
Ss
l=k 8l.
This finishes the proof of Theorem (4.1).
Proof of Theorem (1.1) and Two Corollaries By Propositions (3.3) and
(3.9) and Theorem (4.1), the equivalences of three statements are al-
ready established. Now, assume that the equality IG`E = IE holds.
Then we must check that the equality IG`mE = IE still holds for any
m ≥ 2. Put ´ x= `m and bi x= ami for 1 ≤ i ≤ s. By the equivalences of
three statements in Theorem (1.1), it is enough to check the next two facts:
(i) ´t+1E = b1; b2; : : : ; bs´tE holds for some integer t > 0;
(ii) b21; b22; : : : ; b2s E ∩ ´nE = b21; b22; : : : ; b2s ´n−2E holds for all n ≥
0.
In fact, since `r+qE = a1; a2; : : : ; asq`rE for q > 0 we see that
´t+1E = `mt+1E = am1 ; am2 ; : : : ; ams `mtE = b1; b2; : : : ; bs´tE
for any t such that t ≥ m−1s+r
m
. Moreover, by Proposition (3.3) and Corol-
lary (2.7), we also know that
b21; b22; : : : ; b2s E ∩ ´nE = a2m1 ; a2m2 ; : : : ; a2ms E ∩ `mnE
= a2m1 ; a2m2 ; : : : ; a2ms `mn−2E
= b21; b22; : : : ; b2s ´n−2E
for all n ≥ 0. This completes the proof of Theorem (1.1). Moreover Corol-
laries (1.2) and (1.3) follow from Theorem (1.1) immediately.
Before closing this section, we shall give several examples concerning the
relation between the equality IGE = IE and the Buchsbaum property
of GE and E itself too.
Example 4.10. Let A be a Buchsbaum ring of dimension d ≥ 2 and
a1; a2; : : : ; ad a system of parameters for A. Put
` x=

a21; a
2
2; : : : ; a
2
d;
dY
i=1
ai

:
Then we have the following.
(1) `2 = a21; a22; : : : ; a2d`; namely a21; a22; : : : ; a2d is a minimal re-
duction of `.
(2) ` ∩ 6a21; : : : ; a2d = a21; a22; : : : ; a2d.
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(3) G`m is a Buchsbaum ring and the equality IG`m = IA
holds for all m ≥ 1.
In fact, since d ≥ 2 we have Qdi=1 ai2 ∈ a21; a22; : : : ; a2d2, and so it is
clear that `2 = a21; a22; : : : ; a2d`. According to Example (2.10), the second
assertion follows immediately. Hence, by Theorem (2.8), we finally get that
a41; a42; : : : ; a4d ∩ `n = a41; a42; : : : ; a4d`n−2
for all n ∈ . Therefore G`m is a Buchsbaum ring and the equality
IG`m = IA holds for all m ≥ 1 by Theorem (1.1).
Example 4.11. Even though the equality IGE = IE holds, the
Buchsbaumness of the associated graded module GE does not necessarily
imply the Buchsbaumness of E itself.
For instance, we shall adopt an example in [G3, Example (4.10)]. Let
kX;Y;Z be a formal power series ring over a field k and put
A x= kX;Y;Z/X2;XY;XZ − Yr;XZ2;
where r ≥ 3. Then concerning the associated graded ring G˝ of ˝, we
already know the following [G3].
(i) A is a 1-dimensional local ring, H0˝A = XA, and ˝ ·H0˝A 6=
0. Hence A is not a Buchsbaum ring, but it has finite local cohomology
and IA = 2.
(ii) G˝ ∼= kX, Y , Z/X2; XY; XZ; Yr+1; Y rZ, and
H0-G˝n = k n = −1;−r (resp. 0 otherwise), where - x=
˝ · G˝ + G˝+. Hence G˝ is a Buchsbaum ring and the equality
IG˝ = IA holds.
Next we shall consider the associated graded ring G˝t of ˝t , where
t ≥ 2. Let . denote the unique homogeneous maximal ideal of G˝t, i.e.,
. x= ˝ ·G˝t +G˝t+. Then we obtain the following too.
(iii) The equality IG˝t = IA holds.
(iv) G˝t is a Buchsbaum ring if and only if r ≥ 2t.
In fact, put U x= H0˝A and A x= A/U . Let ˝ be the maximal ideal of
A. We denote by ϕ: G˝t −→ G˝t the canonical epimorphism and put
U∗ x= Kerϕ. Since H0˝A = X we have A ∼= kX;Y;Z/X;Yr, thus
G˝t ∼= kX;Y;Z/X;Yr without graduations:
By (2) of Lemma (3.8) we get H0.G˝t = U∗. Let l x= r/t, the Gauss
symbol of r/t, namely the largest integer n such that n ≤ r/t. Then we see
U )U ∩˝t = · · · = U ∩˝lt )U ∩˝l+1t = 0, and hence
. ·H0.G˝t = 0 ⇐⇒ l ≥ 2⇐⇒ r ≥ 2t:
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Example 4.12. Even though both GE and E are Buchsbaum, the
equality IGE = IE does not necessarily occur in general.
For instance, in [G4], S. Goto studied the Buchsbaumness of the asso-
ciated graded rings (and also the Rees algebras, etc.) of ˝-primary ide-
als, which possess minimal multiplicity. Namely, let A;˝ be a Cohen–
Macaulay ring and ` an ˝-primary ideal of A. Then he said that ` possesses
minimal multiplicity if the equality
µA` = e`A + d − lAA/`
holds, and he completely determined the conditions for the associated
graded rings G` to be Buchsbaum, in the case that ` possesses mini-
mal multiplicity; see [G4, Sect. 1]. Moreover, in [G4, Sect. 9], we can find
a Cohen–Macaulay ring A;˝ and its ˝-primary ideal ` such that ` pos-
sesses minimal multiplicity and G` is a Buchsbaum ring with the inequal-
ity IG` > 0 = IA.
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