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Mir ist bis heute kein auch noch so kompliziertes Problem begegnet,
das nicht, richtig betrachtet, noch komplizierter wurde.
Paul Anderson
1. Einleitung
Geographische Informationssysteme (GIS) verursachen in der Geographie die zweite
„quantitative Revolution“. Durch die Möglichkeit der Speicherung, Analyse und Visualisi e-
rung von gigantischen Datenmengen, kann davon ausgegangen werden, daß erst diese
Technologie der ersten „quantitativen Revolution“ zu ihrem großen Durchbruch verhelfen
wird. Als Mitte der sechziger Jahre die ersten statistischen Methoden zur Analyse von
empirischen Daten herangezogen wurden, waren die technischen Voraussetzungen nur
unzureichend verfügbar. Einfache Rechenoperationen beanspruchten die Rechenleistung
der damals schnellsten Computer und erlangten dennoch kaum einen Bruchteil der Le i-
stung heute verfügbarer Geräte. Trotzdem revolutionierten die damals neuen Methoden
die gesamte geographische Wissenschaft mit einem Schlag und flossen in eine Vielzahl
von Modellen und Theorien der Geographie ein (vgl. Haggett, 1973). Es kann daher z u-
recht angenommen werden, daß die Computerrevolution der Achtziger mit der
Methodenrevolution der Sechziger neue Dimensionen der räumlichen Analyse erschli e-
ßen wird.
In den Anfangsjahren von geographischen Informationssystemen standen vor allem Pr o-
bleme der Speicherung und Visualisierung im Mittelpunkt des Forschungsinteresses. Die
„GIS-Analyse“ von räumlichen Daten beschränkte sich auf Selektions- und Manipulat i-
onsfunktionen, die unbestritten einen wichtigen Beitrag auf dem Weg zu einer
umfassenden „GIS-Analyse“ darstellen. Zu Beginn der neunziger Jahre wurden jedoch
die Grenzen der Anwendbarkeit für die räumliche Analyse immer klarer erkennbar. In
zahlreichen Arbeiten (Abler, 1987, Fotheringham und Rogerson, 1993, Griffith, 1993, F i-
scher und Nijkamp, 1993) wurden raumanalytische Mängel im GIS, aber auch die
analytischen Unzulänglichkeiten kommerzieller GIS-Applikationen kritisiert. Goodchild
(1987, S.327) schreibt in diesem Zusammenhang: “The development of GIS tends to have
been driven by application rather than by more abstract principles, and so the capabilities of cur-
rent systems tend to reflect the needs of the commercial marketplace.“ Ohne an dieser Stelle
weiter auf die Analysefunktionen von GIS näher einzugehen (vgl. Kapitel 3), kann insg e-
samt ein hoher Bedarf nach statistisch-mathematischen Verfahren der räumlichen
Analyse festgestellt werden. Da Geographische Informationssysteme selbst bisher noch
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kaum in der Lage sind, solche Methoden anzubieten, werden sie in der wissenschaftl i-
chen Anwendung häufig als bloßer Datenlieferant oder als Visualisierungsinstrument
benützt. Die Daten werden in externen Programmpaketen weiterverarbeitet, was natürlich
einen wesentlich höheren Mehraufwand an Kosten und an Programmierkenntnissen e r-
fordert. Doch können gerade diese Programme, durch ihren Zuschnitt auf konkrete
räumliche Analyseprobleme, einen maßgeblichen Beitrag für die allgemeine Methode n-
forschung im GIS-Bereich liefern und die meist kommerziellen Anbieter dazu zwingen,
sich verstärkt um diesen Teilbereich des GIS-Marktes anz unehmen.
Die Fortschritte der räumlichen Analyse selbst zeigen sich in der Viehlzahl einschlägiger
GIS-relevanter Methoden, die für die verschiedenen Bereiche der räumlichen Wisse n-
schaft entwickelt wurden. Dies macht es natürlich unbedingt notwendig, gewisse
thematische Einschränkungen vorzunehmen, die in dieser Arbeit vor allem durch die
Konzentration auf Methoden der räumlichen Autokorrelation erreicht wurden.
Warum beschäftigen wir uns mit räumlicher Autokorrelation? Wie z.B. aus der Zeitreihe n-
analyse bekannt ist, unterliegen Daten einer Vielzahl von Phänomenen einer gewissen,
im einfachsten Fall, zeitlichen Regelhaftigkeit. Bei solchen Reihen liegt eine hohe Wah r-
scheinlichkeit vor, daß zeitlich benachbarte Werte sich häufig nur geringfügig
unterscheiden, also ähnlich zueinander sind. Zu unterscheiden gilt es Daten, mit einem
deterministischen Verlauf, bei denen ein eindeutiger Trend in den Daten vorliegt, und e i-
nem stochastischen Verlauf, bei denen die Werte mit einer gewissen Wahrscheinlichkeit
höher bzw. niedriger sind als die Vorhergegangenen. Wie Bahrenberg et al. (1992,
S.360) hinweisen, liefert das Vorhandensein stochastischer Abhängigkeiten Fehlschä t-
zungen der Korrelation zwischen den Variablen und dadurch gezwungenermaßen auch
verzerrte Resultate bei den Schätz- und Testverfahren. Aus dem Blickwinkel der traditi o-
nellen statistischen Methoden ist die Existenz von Abhängigkeit somit ein bedeutender
Störfaktor. Dieser Störfaktor kann natürlich auch von großem Interesse sein, nämlich
dann, wenn er als typische Eigenschaft von Variablen angesehen wird, der - wie im Fall
einer zeitlichen Abhängigkeit - auch zur Interpretation eines Prozesses herangezogen
werden kann. In Analogie dazu weisen räumliche Variablen grundsätzlich eine gewisse
stochastische Abhängigkeit auf. „Why we should expect independence in spatial observations
that are of the slightest intellectual interest or importance in geographic research I cannot imagi-
ne. All our efforts to understand spatial pattern, structure, and process have indicated that it is
precisely the lack of independence - the interdependence- of spatial phenomena that allow us to
substitute pattern, and therefore predictability and order, for chaos and apparent lack of interde-
pendence - of things in time and space“ (Gould, nach Haggett et al. 1977, S.330).
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Die Untersuchung von abhängigen räumlichen Variablen gehört damit also zu den ze n-
tralen Aufgaben der Raumwissenschaften. Statistische Methoden, die eine solche
Überprüfung ermöglichen, werden unter dem Begriff der Autokorrelationsanalyse z u-
sammengefaßt.
Als Cliff und Ord 1973 mit dem Buch Spatial Autocorrelation in die Öffentlichkeit traten, war
die Anzahl der einschlägigen Publikationen noch sehr gering. Erfolge im Bereich der
räumlichen Autokorrelation konnten mitunter in naturwissenschaftlichen Disziplinen, wie
der Geologie erzielt werden, wo mit der Arbeit von Matheron (Les Variables Regionalisées et
leur Estimation, 1965) Krige’s innovatives Konzept zur räumlichen Interpolation in einen
umfassenden Rahmen gebracht wurde. In den siebziger und achtziger Jahren nahm die
Zahl der Publikationen beachtlich zu, nicht zuletzt durch den fachinternen Paradigme n-
wechsel und den kontinuierlich ansteigenden Einsatz von Computern (Cliff und Ord,
1975,1981; Gatrell, 1979; Griffith, 1978; Haggett, 1976; Haggett et al. 1977; Haining,
1981; Hubert et al. 1981). Mit der ausgehenden Dekade der achtziger Jahre und den b e-
ginnenden Neunzigern wurden dann auch Statistiken der lokalen räumlichen
Autokorrelation entwickelt, die - im Gegensatz zu bisher verwendeten globalen Statistiken
- für jede Position im Datenraum ein Autokorrelationsmaß bestimmen und somit eine st a-
tistische Oberfläche mit variierenden Autokorrelationswerten zu liefern in der Lage sind
(Anselin, 1988, 1995; Cressie, 1991; Getis, 1991; Getis und Ord, 1992; Ord und Getis,
1995). Insgesamt ist sowohl die einschlägige Literatur als auch die Anwendung der darin
vorgestellten Methoden in den letzten Jahren sprunghaft angestiegen, was nicht zuletzt
auch in der steigenden Anzahl von „Usergroups“ und „Mailinglists“ am Internet reflektiert
wird.
Das Ziel dieser Arbeit ist es, Koeffizienten der räumlichen Autokorrelation in ein geogr a-
phisches Informationssystem einzubinden. Dazu ist notwendig zuerst auf die Struktur und
Unterschiede der einzelnen Koeffizienten einzugehen, um etwaige Problembereiche zu
identifizieren, die hinsichtlich der Einbindung in ein GIS entstehen können. Weiters soll
die einschlägige GIS-Literatur auf etwaige Beispiele einer Einbindung von Funktionen der
räumlichen Datenanalyse untersucht werden. Grundlagen und Probleme der Speicherung
bzw. der statistischen Analyse von räumlichen Daten bilden den Rahmen dieser Arbeit.
Es sollen hierbei Problembereiche angeführt werden, die bei der Analyse von räumlichen
Daten von zentraler Bedeutung sind.
Im zweiten Kapitel werden daher Grundlagen sowohl aus dem GIS-Bereich als auch aus
dem Bereich der räumlichen Datenanalyse bereitgestellt; Grundlagen, die vor allem für
die räumliche Analyse von Informationen von Bedeutung sind. Daher wird im „GIS-
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Abschnitt“ etwas ausführlicher auf die unterschiedlichen Konzepte der Organisation und
der Modellierung von räumlicher Information eingegangen. Der statistisch-methodische
Teil befaßt sich mit einer Charakterisierung von räumlichen Daten und den dadurch b e-
dingten  Unterschieden zu herkömmlichen statistischen Methoden, aber auch mit
Problemen der statistischen Verteilung räumlicher Daten. Nicht zuletzt soll auch noch
kurz die Problematik des Betrachtungsmaßstabs und das Problem der Aggregierung von
räumlichen Einheiten angeschnitten werden, das in der einschlägigen Literatur als MAUP
(„Modifiable Areal Unit Problem“) Eingang gefunden hat.
Das dritte Kapitel ist den geographischen Informationssystemen gewidmet. Dabei sollten
vor allem jene Aspekte hervorgehoben werden, die im engen Kontext zu der räumlichen
Analyse stehen. Doch gerade dieser Bereich ist durch die unterschiedlichen Auffassu n-
gen von dem, was räumliche Analyse bedeutet, höchst heterogen. Es ist daher
naheliegend, neben einem kurzen Abriß der „klassischen“ Funktionen einer GIS-Analyse,
vor allem auf jene Konzepte und Vorschläge einzugehen, die sich mit möglichen Einbi n-
dungen der räumlichen Datenanalyse in einem GIS beschäftigen.
Im vierten Kapitel stehen eine Reihe von „globalen“ Koeffizienten der räumlichen Autokor-
relation, wie z.B. der Moran’s I und Geary’s c im Mittelpunkt der Diskussion und
anschließend lokale Koeffizienten räumlicher Autokorrelation, die für GIS von besonderer
Relevanz sind. Neben dem Aufbau und der Struktur dieser Koeffizienten wird auch auf die
Hypothesentestung eingegangen, die besonders bei kleinem Probenumfang als nicht
unproblematisch einzustufen ist. Die für globale Tests notwendige „Vorstrukturierung“ des
Raums wird in einem eigenen Abschnitt zur „Operationalisierung des Nachbarschaftskr i-
teriums“ dargestellt.
Mit der Integration von Koeffizienten der räumlichen Autokorrelation beschäftigt sich das
fünfte Kapitel. Darin wird die verwendete Software und ihre Eigenschaften umrissen, aber
vor allem auf die Struktur des entwickelten Programms eingegangen. Weiters wird auf die
Schwierigkeiten hingewiesen, die bei der Entwicklung auftreten können. In einem a b-
schließenden Kapitel wird noch einmal der Weg der Arbeit dargestellt und wichtige
Ergebnisse zusammengefaßt.
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2. Grundlagen und Probleme der räumlichen Datenanalyse
Die Be- und Verarbeitung räumlicher Daten hat sich nicht zuletzt durch den massiven
Einsatz von Computern in den vergangenen Jahren sprunghaft erhöht (Chorley, 1987;
National Research Council, 1990). Konsequenz daraus ist, daß den speziellen Eige n-
schaften von räumlichen Daten und den daraus entstehenden Problemen, wie etwa der
Fehlerfortpflanzung (Goodchild, 1993; Openshaw et al. 1991), der Integration und Ko m-
patibilität von räumlichen Daten (Flowerdew und Green, 1991; Fotheringham und Wong,
1991) bzw. der Anwendung von geeigneten Techniken und Methoden (Griffith, 1993, Ha i-
ning, 1990), eine immer größere Bedeutung zukommt. Die Schwierigkeiten und Probleme
stehen jedoch in keinem Verhältnis zum Gewinn an Information und der Erkenntnis, die
aus der Analyse von räumlichen Daten resultieren (Goodchild et al. 1992). Die Techniken
und Methoden sowie deren Anwendung werden zumeist unter dem Oberbegriff „Räuml i-
che Analyse“ zusammengefaßt („Spatial Analysis“) (Haining 1994).
Die Basis jeder Analyse in einem GIS sind räumliche Daten, die zwei Arten von Informat i-
on beinhalten:
· geometrisch-topologische Informationen, die die Lage von Objekten im Raum b e-
schreiben und unter Anwendung von geometrischen bzw. topologischen Daten einer
eindeutigen Position zugeordnet werden, wie z.B. unter Anwendung eines geograph i-
schen Koordinatensystems.
· Merkmalsinformationen (thematische Daten, Attributdaten), die alle nicht-räumlichen
Informationen enthalten, wie z.B. Informationen über die Größe, Höhe oder Einko m-
men und Alter von Objekten (primäre Attribute) bzw. Informationen, wie
Migrationsströme, Engergieströme zwischen Objekten (sekundäre Attribute).
Die Verortung von räumlichen Daten kann unter verschiedenen Gesichtspunkten erfo l-
gen. Je nach Fragestellung werden Punkte, Linien oder Flächen ( „Events“) als
Repräsentanten von Objekten und Phänomenen im geographischen Raum verwendet.
Der Vorgang der Abstraktion, der schlußendlich die Speicherung von Information in z.B.
GIS ermöglicht, wird als Datenmodellierung („data modelling“) bezeichnet (siehe Abschnitt
2.1). Der Prozeß der Diskretisierung eines kontinuierlichen Raums kann dabei unter zwei
Perspektiven erfolgen. Der kontinuierliche Raum kann in Form von Feldern, welche die
kontinuierliche Verteilung einer Variablen (Merkmalsausprägung) im Raum beschreibt,
oder von Objekten ausgefüllt, dargestellt werden (Frank, 1992). Der Prozeß der Diskret i-
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sierung in Form von Feldern führt zu Attributwerten, die mit regelmäßig oder unregelmä-
ßig verteilten Rasterpunkten verbunden sind bzw. zu einer Abgrenzung mit Konturlinien
(beinhalten Punkte, die die gleiche Merkmalsausprägung aufweisen) oder einer räuml i-
chen Partitionierung. Im Fall der Partitionierung können verschiedene Annahmen der
räumlichen Verteilung in den Merkmalsausprägungen getroffen werden (Haining, 1990).
Die „Grenzen“ der Partitionierung können „natürlich“ sein, d.h. sie entsprechen der Ve r-
änderung in der Feldvariable (z.B. Konturlinien in Höhenmodellen) oder „künstlich“, wie
sie etwa bei der Festlegung von Verwaltungseinheiten vorliegen. Die objektorientierte
Sichtweise geht von einer Repräsentation des Raums in Form von Punkten, Linien und
Flächen aus, mit denen bestimmte Merkmalsausprägungen verknüpft sind und erlaubt
zwei grundlegende Klassen von Fragestellungen: jene, die sich auf die Objekte selbst
beziehen und jene, die sich auf die Eigenschaften der unabhängig definierten Merkmal s-
ausprägungen beziehen, die mit den Objekten verknüpft sind (Haining, 1994). Objekte
können in Form von eindimensionalen Raumkonzepten (z.B. Straßen, Flüsse) sowie in
einem zweidimensionalen Raumkonzept (Regionen) eingebunden werden. Eine univ a-
riate Analyse bezieht sich dabei immer nur auf einen Typ von Objekten (Punkte, Linien
oder Flächen), multivariate Analysen hingegen betrachten mehrere Typen gleichzeitig
(z.B. Punkt-Punkt Relationen oder Punkt - Linien Relati onen)
Mit der räumlichen Verortung von Daten müssen auch „räumliche Effekte“ (Fischer,
1997), wie räumliche Abhängigkeit und räumliche Instationarität, in den Daten berüc k-
sichtigt werden. Hinsichtlich der statistischen Prüfverfahren ist auch das Problem der
Verteilung von räumlichen Daten zu beachten (Haggett et al. 1977). Räumliche Abhä n-
gigkeit resultiert aus distanzabhängigen Relationen von Objekten im Raum, die mit
Tobler’s erstem Gesetz der Geographie (Tobler, 1979, nach Anselin, 1992) „Everything is
related to everything, but near things are more related than distant things“ beschrieben werden
kann. Instationarität in den Daten ist eine weitere Konsequenz aus der räumlichen Vero r-
tung von Daten (Haggett et al. 1977, Haining, 1990, Fischer et al. 1996). Instationarität
bedeutet, daß für jedes Wertepaar mit der relativ gleichen Distanz in verschiedenen
Richtungen unterschiedliche Ergebnisse erzielt werden. Diese Eigenschaften von räuml i-
chen Daten führen dazu, daß traditionelle statistische Methoden in der Regel nicht, oder
erst durch entsprechende Modifikation, verwendet werden können (vgl. Abschnitt 2.2).
Der Bereich der „räumlichen Analyse“, der sich mit den Effekten und den Auswirkungen
im Gebrauch von räumlichen Daten beschäftigt, wird als „räumliche Datenanalyse“ b e-
zeichnet („spatial data analysis“) (Getis, 1994). Folglich muß räumliche Datenanalyse über
eine herkömmliche Datenanalyse hinausgehen, auch wenn das derzeit nur in Ansätzen
und unter großen technischen Problemen mö glich ist.
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Räumliche Datenanalyse kann nur im engen Kontext mit den Problemen gesehen we r-
den, die im Kontext räumlicher Daten entstehen, sowohl aus Sicht der „räumlichen
Effekte“ als auch aus Sicht der Konzeptionalisierung eines kontinuierlichen Raums und
den darin wirkenden räumlichen-zeitlichen Prozessen. Jede Art von räumlicher Daten a-
nalyse kann daher nicht als isolierter Teil im Forschungsprozeß angesehen werden,
sondern nur als eine Stufe, deren Ergebnisse nicht zuletzt von der adäquaten Einbindung
der „räumlichen Charakteristika“ und räumlichen Modelle abhängen. Eine für die Pr o-
blemstellung inadäquate Vorgangsweise wird auch nicht durch eine noch so hohe Anzahl
an Daten kompensiert werden, aber auch nicht durch eine Datenanalyse verbessert und
dadurch verbindlicher werden.
2.1.     Grundlagen der Gewinnung und Speicherung von räumlichen Daten
Die Grundmenge, aus der räumliche Informationen gewonnen werden können, ist di e-
Geosphäre. Als solche bietet sie den Rahmen, in dem der Mensch versucht, mit
unterschiedlichen Konzepten und Methoden, Ordnung in das vermeintliche Chaos zu
bringen (vgl. Haggett, 1973). Die Erdoberfläche kann dabei als räumlich-zeitliches Kont i-
nuum angesehen werden, in welchem die verschiedenen räumlichen Prozesse
stattfinden. Jeder Prozeß kann als Resultat von Wechselwirkungen interner und externer
Faktoren betrachtet werden (Bahrenberg et al. 1992), die zu verschiedenen räumlichen
Mustern führen. Dabei sind zwei unterschiedliche Prozeßtypen zu unterscheiden (Ha i-
ning, 1994):
· Prozesse, bezogen auf die Charakteristik eines Feldes; die Stärke der Wechselwi r-
kung ist eine Funktion der Position innerhalb des Feldes; die sich ergebenden Muster
können dadurch auch als positionsabhängige „Feldwerte“ ausgedrückt we rden,
· Prozesse, die sich auf die Interaktion von Objekten stützen; das sich ergebende M u-
ster kann aus der räumlichen Verteilung und des Zustands des Objekts erklärt werden.
Die Muster, deren Aufdeckung Gegenstand der Analyse ist, können dadurch als Zustand
des Prozesses zu einem bestimmten Zeitpunkt angesehen und somit als „... time slice of
the spatio-temporal continuum in which such a process has been defined“ (Molenaar, 1995)
beschrieben werden. Die Aspekte der Zeit hinsichtlich räumlicher Daten werden in Folge
nicht eingehender behandelt, können jedoch in weiterführender Literatur, z.B. Langran
(1992) nachgelesen werden.
Geographische Informationssysteme sind auf die Speicherung und Bearbeitung von
räumlichen Daten ausgerichtet. Diese Daten beinhalten sowohl thematische als auch
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geometrische Informationen. Für die meisten Anwendungen sind die thematischen
Aspekte zur Beschreibung des Raums von hoher Bedeutung, was zur Folge hat, daß
Datenabfrage und Datenverarbeitung vorwiegend aus thematischer Sicht stattfindet. Fr a-
gen der Formulierung und Strukturierung von geometrischen Aspekten der Information
sind zumeist sekundär (vgl. Frank, 1992). Welche Geometrie letztlich verwendet wird,
hängt von den thematischen Daten und deren Verwendung ab.
Im allgemeinen wird zwischen zwei grundlegend verschiedenen Konzepten zur Verbi n-
dung von thematischen und geometrischen Daten differenziert. Das erste Konzept wird
auch als „raumbasiertes“ Konzept bezeichnet und geht von einer Diskretisierung eines
Raum-Zeitkontinuums aus. Infolge ist es möglich, an jeder Stelle Information zu messen,
wobei die Werte dieser Attribute von der Position bestimmt und dadurch als positionsa b-
hängig bezeichnet werden. Um die Feldinformation in einem Computer zu verwenden, ist
es notwendig, die Information so zu diskretisieren, so daß diese prinzipiell implementie r-
bar wird (Frank, 1992). Dazu können Punkte oder finite Zellen in einem regulären Gitter
oder Raster herangezogen werden. Die Attributwerte sind für jeden Punkt oder jede Zelle
verfügbar (vgl. Abb.1). In der zweiten Struktur setzt sich die Erdoberfläche aus den ga n-
zen Raum ausfüllenden Objekten zusammen, welche durch Lage, Gestalt und
verschiedene nichtgeometrische Charakteristika bestimmt werden. Objekte werden in
GIS durch einen „Primärschlüssel“ („Identifier“) repräsentiert, der geometrische und th e-
matische Daten miteinander verbindet (Molenaar, 1995) (vgl. Abb.1).
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Abb. 1: Raum- und objektbasierte Konzepte
2.1.1. Geometrische Informationen
In welcher Art die geometrischen Informationen organisiert werden, hängt vor allem von
den einzelnen Datenmodellen ab, auf die in Folge noch eingegangen wird. Grundsätzlich
können geometrische Eigenschaften nach drei Gesichtspunkten gegliedert werden:
· Position und Orientierung: Grundlage dafür ist ein Koordinatensystem, auf das sich
die verschiedenen Elemente beziehen und dadurch eine relative bzw. absolute B e-
stimmung im Raum zulassen. In der euklidischen Ebene beschränkt sich die
Positionsinformation auf das Koordinatenpaar x,y bzw. im Falle von Polarkoordinaten
auf r,a. Die räumliche Orientierung von Elementen kann durch den Winkel zu einer
Achse des Koordinatensystems ausgedrückt werden.
· Gestalt und Größe: Beides kann ohne die Miteinbeziehung eines Koordinatensystems
gelöst werden, da die Meßgrößen direkt aus der Länge der Seiten bzw. deren ei n-
schließenden Winkel abgeleitet werden.
· Topologische Beziehungen: Topologische Beziehungen werden durch Begriffe, wie
„innerhalb“, „benachbart von“ etc. beschrieben und formalisiert. Die Topologie ist nicht
zuletzt dadurch gerade für die Analyse von räumlichen Strukturen von großer Bede u-
tung.
Die drei Kategorien geometrischer Information sind vor allem unter Einfluß von Transfor-
mationen unterschiedlich. Veränderungen im Koordinatensystem haben zur Folge, daß
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sich die Position und Orientierung von Elementen des Systems verändert. Maßstabsä n-
derungen wirken sich auf die Größe von Elementen aus. Einzig die topologischen
Beziehungen sind invariant bei Transformationen.
2.1.2. Modellierungsebenen
Der Weg der Implementierung von räumlichen Informationen in Computersystemen u n-
terliegt mehreren formalen Abstraktionsschritten. Ausgehend von einem kontinuierlichen
Raum ist es notwendig, die darin enthaltene Information letztendlich so zu organisieren,
daß sie auf einem physischen Datenträger eines Computer speicher- und abrufbar ist.
Um das zu erreichen, müssen gewisse Ebenen der Modellierung differenziert und geg e-
benenfalls abgestimmt werden. Dies ist theoretisch zwar leicht möglich, in der Praxis
jedoch nicht immer eindeutig trennbar, da sich die unterschiedlichen Modellierungseb e-
nen gegenseitig aufgrund z.B. methodischer bzw. technischer Erfordernisse beeinflussen
(vgl. Abb.2). Im wesentlichen können, aus Sicht der Implementierung in Computersyst e-
men drei Ebenen unterschieden werden (Frank, 1992):
· Raumkonzepte,
· geometrische Datenmodelle,
· geometrische Datenstrukturen,
Raumkonzepte sind (wie bereits oben angeführt) Modelle, die helfen, räumliche Inform a-
tionen zu strukturieren. Dieser Schritt kann (besonders im Zusammenhang mit GIS) auch
als räumliche Modellierung bezeichnet werden. Sie reichen von konventionellen Konze p-
ten der „euklidischen Geometrie“ bis hin zu kognitiven Räumen, wie sie in der
Verhaltensgeographie analysiert werden (vgl. Golledge und Stimson, 1997). Einen Übe r-
blick aus der Sicht der Datenbanken bietet z.B. Frank (1992), aus geographischer Sicht
z.B. Köck (1987).
Geometrische Datenmodelle sind Konzepte zur Strukturierung von Information. Sie sind
- im Unterschied zu Raumkonzepten - bereits formalisierte Konzepte, die in Computers y-
steme implementierbar sind. Oft verwendete Datenmodelle sind Graphen-, Raster-, oder
topologische Datenmodelle. Diese Ebene wird demnach auch als konzeptionelle Modelli e-
rungsebene bezeichnet und stellt so die formale Schnittstelle zwischen Raumkonzepten
und Datenstrukturen dar.
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Abb. 2: Modellierungsebenen (modifiziert nach Molnaar (1995, S. 96))
Datenstrukturen sind nun jene detaillierten Beschreibungen von Speicherstrukturen und
deren zugehörigen Operationen auf einer niederen Abstraktionsstufe, mit genauen Ang a-
ben, wie gewünschte Eigenschaften erzielt werden. Unterschieden werden kann dabei
hinsichtlich der logischen Datenmodellierung und der physischen Datenmodellierunge.
Erstere beinhaltet vor allem die notwendigen Prozeduren die für einen raschen und ei n-
deutigen Abruf von Daten aus einer physisch gespeicherten Datenbank sorgen. Die
physische Datenmodellierung beschäftigt sich mit der optimalen Speicherung von Daten
auf einem Datenträger.
In den folgenden Abschnitten wird vor allem auf die ersten beiden Modellebenen Bezug
genommen und weniger auf die physische Datenmodellierung und deren Operationalisi e-
rungen. Das Rasterdatenmodell ist, so wie auch das Vektordatenmodell, ein in vielen GIS
übliches Modell zur Konzeption von Raum. Daher ist es auch im Hinblick auf räumliche
Analysen erforderlich, zumindest die Grundprinzipien dieser Datenmodelle kurz und ko n-
zise zu beschreiben.
2.1.3. Rasterdatenmodell
Rasterpunkte, Rasterlinien (Grids) und Rasterflächen sind die Grundelemente der Erfa s-
sung und Verortung von raumbasierten Informationen in einem zweidimensionalen Raum.
Je nach verwendeter Methode bzw. Technik wird sich ein Verortungstyp (vgl. Abb. 3) an-
bieten. Irreguläre Punktmuster können als Resultat von Feldmessungen, z.B.
Bodenproben, aber auch von Messungen z.B. an Wetterstationen angesehen werden.
Eine Vielzahl von Interpolationsmethoden stehen zur Verfügung, um diese Daten fl ä-
chenmäßig zu visualisieren bzw. zu analysieren oder in eine reguläre Rasterstruktur
überzuführen (vgl. Laurini und Thompson, 1992, S. 217 ff).
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Regelmäßigkeit in den Rastern, wie z.B. durch die Scannertechnologie, ermöglicht eine
zumeist einfachere und schnellere Analyse, da eine umfangreiche Interpolation entfällt.
Die Gitter- oder Flächenrasterstruktur kann nach zwei Richtungen interpretiert werden:
· Punktraster - wenn die Messungen sich auf einen exakt verortbaren Punkt beziehen,
· Flächenraster - wenn die Messungen sich auf ein finites Flächenelement beziehen.
Abb. 3: Rastertypen        .
Punktraster können z.B. in der Topographie, zur Gewinnung von Höhenmodellen, eing e-
setzt werden. Flächenraster finden dann Anwendung, wenn sich die Messungen
kontinuierlich (quasikontinuierlich) über einen Raumausschnitt erstrecken (Satelliten
„Images“, Bevölkerungsraster)
Geometrische Eigenschaften von Rasterdaten
Regelmäßige Raster, die eine geordnete Struktur in Form von Punkten oder finiten Zellen
aufweisen, können unter folgenden Gesichtspunkten charakterisiert werden:
· Festlegung der Ursprungskoordinaten, von denen aus die Zeilen und Spalten gezählt
werden (x0,,y0),
· Festlegung der X- und Y-Achse (zumeist orthogonal, wobei die X-Achse den Zeilen
entspricht und die Y-Achse den Spalten),
· Schrittweite des Rasters (DX und DY); bei Punktrastern die Distanz zwischen Spalten
bzw. Zeilen; bei Flächenrastern die Seitenlänge des Flächenelements (=Auflösung des
Rasters; „Resolution“),
· Größe der Gesamtfläche A ist bestimmt durch den minimalen und maximalen Wert der
Koordinatenpaare (xmin , ymin) bzw. (xmax , ymax) eines Ausschnittes der Erdoberfläche
(A=f(xmin, ymin , xmax, ymax)).
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Abb. 4: Geometrie von Rasterdaten
Die Verwendung eines regulären quadratischen Rasters zur Darstellung räumlicher Ph ä-
nomene ist demnach ein geometrisches Datenmodell, wofür sich passende und
implementierungsunabhängige Operationen definieren lassen, wie es zuerst in Form der
„map algebra“ geschehen ist (Tomlin, 1990). Darunter versteht man verschiedene Komb i-
nationen der Daten einer Rasterzelle, um neue Werte für die gleiche Zelle zu erhalten (=
„overlays“) (Molenaar, 1995, S.100 ff).
Topologie von Rasterdaten
Die topologischen Beziehungen innerhalb eines Rastermodells sind aufgrund der geg e-
benen Struktur eindeutig bestimmt. Die Grundstruktur basiert auf die Anordnung der
Punkte bzw. Zellen in Spalten und Zeilen. Die relative Position der einzelnen Elemente
(Punkte oder Zellen) ist daher immer mit den selben topologischen Charakteristika ve r-
knüpft. Je nach zugrundeliegendem topolgischen Modell können zwei Typen in der
Topologie identifiziert werden:
· direkte Nachbarn (gemeinsame Kante),
· indirekte Nachbarn (gemeinsame Eckpunkte).
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Abb. 5: Topologie - Raster
Direkte Nachbarn sind jene, die entweder in der Spalte oder Zeile benachbart sind. Die
„Eckrasterelemente“ haben daher nur zwei Nachbarn, die am Rande drei und alle and e-
ren vier Nachbarn („4 - environment“) und wird daher (in Analogie zum Schachspiel) als
„Rook‘s-Kriterium“ bezeichnet. Neben den direkten Nachbarn kann eine Nachbarschaft s-
beziehung auch über die Diagonale definiert werden ( „Bishop’s-Kriterium“). Zellraster
besitzen in der Diagonale anstoßende Zellen mit einem gemeinsamen Eckpunkt. Die an
den Eckpunkten des Feldes liegenden Zellen haben folglich nur einen Nachbarn, Ran d-
zellen zwei und alle anderen vier Nachbarn. Beide Nachbarschaftstypen (direkte und
indirekte Nachbarn) zusammen ergeben insgesamt ein Maximum von acht Nachba r-
schaftsbeziehungen (vgl. Abb. 5), die Eck- und Randelemente entsprechend weniger,
was in der Literatur als „Queen’s-Kriterium“ Eingang gefunden hat. Diese Nachba r-
schaftsbeziehungen haben eine hohe Bedeutung, nicht nur für eine Reihe von
Filtermethoden in der Bildverarbeitung, sondern können auch für die räumliche Daten-
analyse von großer Bedeutung sein, da die Anzahl der Nachbarschaftsbeziehungen für
jedes Element eindeutig bestimmbar und invariant ist.
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2.1.4.Vektordatenmodell
Wie bereits angeführt, lassen sich räumliche Informationen auch durch Objekte im Raum
darstellen. Die räumliche Information wird dabei nicht direkt aus deren Lage (Koordin a-
tensystem) ableitbar sein, sondern über einen Schlüssel, der die geometrischen Daten
und Attributdaten verbindet (vgl. Abbildung 1). Für die Beschreibung der Objekte stehen
drei, unter Miteinbeziehung der Höhe vier, geometrische Grundelemente zur Verfügung.
Dies sind Punkte, Linien, Flächen und Körper, die je nach festgelegten thematischen Kr i-
terien, gewissen Objektgruppen zugewiesen werden können, die wiederum thematische
Attribute repräsentieren bzw. beinhalten.
Abb. 6: Rastertopologie für Objektrepräsentation
Objektraster
Im Unterschied zu den Rastermodellen, sind Objektraster durch einen „Identifier“ einer
bestimmten Objektklasse zugewiesen. Das heißt Lageinformation und thematische Info r-
mation sind voneinander getrennt gespeichert und über einen Objektschlüssel
miteinander verbunden.
Für die Darstellung von Punkt- und Linienobjekten ist das Rastermodell meist nicht opt i-
mal, kann jedoch dahingehend verbessert werden, als eine kleinere Auflösung gewählt
wird. Die Rastertopologie (vgl. Abb. 6) beschreibt durch ihre Zellnachbarschaftsbeziehu n-
gen die Struktur des Objekts (vgl.Frank 1992).
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Vektormodell
Die Beschreibung von räumlichen Phänomenen und Informationen mit Hilfe von Vektoren
beruht auf der Repräsentation ihrer dominanten und vom Thema abhängigen Gestaltch a-
rakteristika in Form von Punkt-, Linien- und Flächenobjekten. Entsprechend ihres
geometrischen Status sind die Objekte ihren geometrischen Repräsentanten zuz uordnen.
Abb. 7: Geometrische Elemente im Vektormodell
Die Organisation der geometrischen Elemente hängt vom Modell ab und ist je nach Au f-
gabengebiet verschieden. Zur Darstellung von Phänomenen in Karten ist die Verwendung
von Datenmodellen in Form von „Spaghetti“ naheliegend. Dieses Modell repräsentiert im
wesentlichen nur die Grundstruktur der Karte in Form von Linien, die sich aus linearen
Verbindungssegmenten von Punkten modellieren lassen und, wenn erforderlich, durch
eine Reihe von Interpolationsalgorithmen (z.B. „Splines“) in eine ansprechende Gestalt
gebracht werden. Durch die vordergründig kartographische Ausrichtung, ist die Anwe n-
dung solcher Modelle für analytische Auswertungen kaum zu gebrauchen (vgl. Frank,
1992; Laurini und Thompson, 1992).
Graphenmodelle begründen sich auf Kanten und Knoten, die zur Darstellung und Verbi n-
dung von Objekten und geometrischen Elementen herangezogen werden. Die
Grundinformation leitet sich aus der Verbindung ( „Connectivity“) und gegebenenfalls aus
der Orientierung von Elementen (Objekten) ab, was Informationen über Position, Gestalt
und Größe über einzelne Objekte bzw. Elemente ermöglicht, jedoch Analysen hinsichtlich
der topologischen Beziehungen noch nicht explizit zuläßt, da sie erst im Kontext mit Pol y-
gonen und Ketten abgeleitet werden müssen.
Eine uneingeschränkte Verbindung von geometrischen Elementen ist erst durch topolog i-
sche Datenmodelle gegeben, da hier sowohl die geometrischen Informationen als auch
die Informationen über die topologische Beziehung zwischen den Objekten abgeleitet
werden kann (vgl. Molenaar, 1995).  „Diese Modelle beinhalten sowohl topologische Konzepte,
als auch die Idee der Partition, weil es schwierig ist, Partitionen ohne topologische Beziehungen
zu implementieren“ (Frank, 1992, S7).
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Abb. 8: Topologisches Modell
Wie aus der Abb. 8 ersichtlich ist, können die Flächen (Polygone A und B) mit Hilfe der
Beschreibung hinsichtlich ihrer Lage zum gemeinsamen Linienelement a (mit Kleinbuc h-
staben werden die Linienelemente bezeichnet) in Relation gesetzt werden und als „rechts
von a“ bzw. „links von a“ deklariert werden. Solche Beschreibungen ermöglichen erst die
Beziehung von Objekten untereinander eindeutig festzulegen.
2.1.5. Verbindung von thematischen Informationen zu Vektordaten
Drei grundlegende Objektkategorien (Punkte, Linien und Flächen) und in Analogie dazu
drei geometrische Grundelemente sind für die räumliche Beschreibung in einem Vekto r-
modell identifiziert worden. Dazu sollten in einem GIS drei verschiedene Datengruppen
gespeichert werden:
· Objektschlüssel, wie z.B. eindeutiger Name oder Nummer,
· Thematische Attributdaten der Objekte,
· geometrische Daten dieser Objekte.
Die geometrischen Daten werden in der Regel je nach Objektklasse (Punkt, Linie, Pol y-
gon) in entsprechenden Tabellen gespeichert und über den Objektschlüssel mit den
Attributdaten verbunden. Die Speicherung selbst erfolgt nach dem Prinzip der relationalen
Datenbanken, deren Basiselement die Tabelle ist. Diese Form der Speicherung erlaubt
eine effiziente Abfrage von Informationen nach verschiedenen Kriterien (Frank, 1992;
Laurini und Thompson, 1992).
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2.2.     Merkmale und Grundlagen räumlich referenzierter Daten
Räumliche Daten besitzen Eigenschaften, die sie von herkömmlichen Daten untersche i-
den. In den letzten Jahren wurde in einer Reihe von Veröffentlichungen (Goodchild, 1987;
Anselin, 1989; Haining, 1990; Cressie, 1992; Griffith, 1993; Fischer et al. 1996, Fischer,
1997) auf diesen Umstand aufmerksam gemacht und gerade im Zusammenhang mit der
Lösung von räumlichen Fragestellungen auf den „special character of spatial data“ (Anselin
und Getis, 1991) hingewiesen. Der Bereich der räumlichen Analyse ( „Spatial Analysis“),
der sich speziell mit den statistischen Aspekten im Gebrauch von räumlichen Daten au s-
einandersetzt wird oft als „Räumliche Datenanalyse“- RDA ( „Spatial Data Analysis“ - SDA)
bezeichnet (Getis, 1994; Haining, 1994).
In der Räumlichen Datenanalyse (RDA) nehmen Heterogenität und Dependenz (Interd e-
pendenz) eine zentrale Stellung ein. In einem „räumlichen“ Kontext wird unter
Heterogenität die Veränderung der Parameter der Verteilung an verschiedenen Stellen in
einem definierten Raum verstanden. Räumliche Dependenz impliziert, daß einzelne
Raumeinheiten mit ihren Nachbarn in Beziehung stehen und daher ähnliche Variable n-
werte aufweisen. Beiden Effekten wird in dieser Arbeit mehr Aufmerksamkeit geschenkt.
Die Probleme, die aus der Partitionierung von Raum entstehen, werden in einem eigenen
Abschnitt zusammengefaßt. Dieses Problem wird in der einschlägigen Literatur als MAUP
(„Modifiable Areal Unit Problem“) bezeichnet. Ein weiterer Abschnitt bietet eine Übersicht
über die „theoretischen Verteilungen“, die in der RDA verwendet werden.
RDA umfaßt eine große Zahl an Methoden und Techniken, wie Nächst-Nachbar Meth o-
den (Boots und Getis, 1988), K-Funktionen (Gatrell und Rowlingson, 1994; Ripley, 1977),
Klassifikationsmethoden, Regionalisierungsmethoden (Fischer, 1982) und Autokorrelat i-
onskoeffizienten, die im Mittelpunkt dieser Arbeit stehen.
2.2.1. Interdependenz in den Daten
Traditionelle statistische Verfahren unterliegen zumeist der Grundannahme, daß die D a-
ten einer Variablen X gezogen aus einem Untersuchungsgebiet, unabhängige gleich
verteilte Zufallsereignisse darstellen. Diese Annahme ist für die Anwendung bei den me i-
sten bekannten statistischen Konzepten von fundamentaler Bedeutung.
Wie aus der einschlägigen Literatur (Haggett, 1973; Cliff, Ord, 1973, 1981) bekannt ist,
widerspricht die Annahme der Unabhängigkeit implizit und explizit vielen geographischen
Theorien, die gerade die Abhängigkeit von Werten im Raum zur Modell- und Theoriebi l-
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dung verwenden. Wenn z.B. Tobler (1979, nach Anselin, 1992) in seinem „ersten Gesetz
der Geographie“ postuliert - „everything is related to everything else, but near things are more
related than distant things“ - dann wird das Grundproblem von räumlichen Daten klar: wä h-
rend die klassische statistische Theorie Unabhängigkeit in ihren Beobachtungen verlangt,
geht die geographische Theorie von einer gewissen Abhängigkeit räumlicher Ereignisse
aus (vgl. Haggett et al. 1977). Kreyszig (1979, S.68) mahnt in diesem Zusammenhang
(nicht nur in Bezug auf „geographische“ Fragestellungen) zur Vorsicht: „Man sollte Ereig-
nisse dann und nur dann als unabhängig ansehen, wenn man bei hinreichender Kenntnis der
Natur des Experimentes zu dem Schluß kommt, daß zwischen diesen Ereignissen kein Kausalzu-
sammenhang bestehen kann.“
Wie entsteht nun räumliche Abhängigkeit von Daten? In der Einleitung zu diesem Kapitel
wurde bereits auf die „Raumkonzepte“ zur Diskretisierung einer kontinuierlichen Oberfl ä-
che hingewiesen. Unabhängigkeit in den Daten herrscht dann vor, wenn die
Bezugsflächen so gewählt wurden, daß sie exakt der räumlichen Ausbreitung des Ph ä-
nomens (Merkmals) entspricht (z.B. werden Regionen als von einander unabhängig
angesehen). Wird der Raum partitioniert und die Verteilung des Phänomens durch ve r-
schiedene Bezugsflächen repräsentiert, können die einzelnen Bezugsflächen nicht mehr
unabhängig voneinander sein, da sie einen Teil der Information des beobachteten Ph ä-
nomens beinhalten (z.B. weisen die Teilräume einer Region gewisse Ähnlichkeiten auf,
die auch als Abhängigkeit in deren Merkmalen interpretiert werden können) (Griffith und
Amrhein, 1991; Haining, 1990). Diese Sichtweise führt direkt zur Frage des Betrac h-
tungsmaßstabes, in der die Analyse bzw. der beobachtete Prozeß operiert. Denn es ist
offensichtlich, daß mit der Größe der gewählten Bezugseinheiten unterschiedliche Erge b-
nisse erzielt werden (MAUP) (für ein Beispiel vgl. Baumann et al. (1983)).
Modell der Interdependenzen im Raum - Zeitgefüge
Der Rahmen, in dem die statistischen Konzepte definiert und die notwendigen Daten g e-
sammelt werden, ist durch den dreidimensionalen Raum und den Verlauf der Zeit
bestimmt. Haggett et al. (1977, S.355) illustrierten den raum-zeitlichen „Abhängigkeit s-
komplex“ der Daten in einem Kegel (vgl. Abb. 9), der sich auf folgendes formales Modell
stützt:
x f x xit i t k j t k= - -( , ), ,               für i n= 1,... ; i j¹ ; t T= 1,... und k =1 2, ,... , (1)
wobei mit xit der Wert einer Variablen X an der Stelle i zum Zeitpunkt t bezeichnet wird
und xjt als ein Wert an der Stelle j (i ¹ j) zum Zeitpunkt t. Werden die Daten nur aus dem
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Blickwinkel der zeitlichen Abhängigkeit (zeitliche Autokorrelation) untersucht, reduziert
sich das Modell auf seine rein „zeitlichen“ Komponenten ( x xi t i t- +, ) . Modelle dieser Art
sind z.B. in den Wirtschaftswissenschaften schon lange bekannt (vgl. z.B. Bahrenberg et
al. 1992), sie werden bei der Analyse von wirtschaftlichen Zeitreihen eingesetzt. Eine rein
räumlich autoregressive Komponente der Abhängigkeit ist durch xi,t auf xj,t gegeben. Die-
se Komponente reduziert ihre „Abhängigkeit“ nur auf die räumlichen Komponenten in den
Objekten. Im Unterschied zu den rein zeitlichen Abhängigkeiten, die naturgemäß bloß in
eine Richtung wirken können (entlang der Zeitachse), können räumliche Abhängigkeiten
im zweidimensionalen Raum abgeleitet werden.
Abb. 9: Kegel der räumlich-zeitlichen Abhängigkeiten (Haggett et al. 1977, S. 355)
Whittle (1954, nach Cliff und Ord, 1982, S.9) schreiben in diesem Zusammenhang: „At
any instant in a time series, we have the natural distinction of past and future, and the value of the
observation at that instant depends only upon past values. That is, the dependence extends only in
one direction: backwards ...[In] the more general two dimensional case of [say] a field, a dab of
fertilizer applied at one point in the field will ultimately affect soil fertility in all directions.“ Die
räumlichen Abhängigkeiten werden daher auch als multidirektionale Abhängigkeiten b e-
zeichnet. Werden beide Aspekte, die räumlichen wie die zeitlichen Aspekte in das Modell
miteinbezogen, ergibt sich eine gemischte raum-zeitliche Abhängigkeit in Form einer
raum-zeitlichen Kovarianz. In einer allgemeinen Form werden also sowohl die räumlichen
als auch die zeitlichen Aspekte im Modell berücksichtigt. Das heißt „gegenwärtige und ver-
gangene zeitliche Zustände eines Objektes bzw. die Zustände seiner räumlichen Nachbarn können
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den zukünftigen Zustand des Objektes beeinflussen, indem ein Transfer von Masse, Energie oder
Informationen zwischen zeitlichen bzw. räumlich benachbarten Objekten stattfindet“ (Bahren-
berg et al. 1992, S. 361) . Für die Prognose von Entwicklungen bedeutet das, daß der
Zustand des Objektes (z.B. eines Teilraums im Untersuchungsgebiet) auch von den de r-
zeitigen oder vergangenen Zuständen seiner Nachbarn abhängig ist. Der prognostizierte
Zustand ist natürlich nicht vollständig, sondern nur im Rahmen der statistischen Wah r-
scheinlichkeit bestimmbar, und von der Güte der Kalibrierung aus vergangenen
Zeitpunkten abhängig.
Für viele geographische Fragestellungen wird die Reduktion auf eine der beiden Blic k-
winkel, der Zeit oder des Raums, ausreichend sein, auch wenn Cliff und Ord (1982, S.9)
darauf hinweisen: „Our task is to unravel the complex patterns of autocorrelation in both time
and space to gain some insight into the functional dependencies between areas implied by the pre-
sence of autocorrelation.“
Konsequenzen von Abhängigkeit in den Daten
Vorab soll der Begriff räumliche Autokorrelation eingeführt werden: Räumliche Autoko r-
relation r kann als eine Weiterentwicklung der klassischen Korrelationsfunktionen
angesehen werden. „Auto“ weist darauf hin, daß nicht Wertepaare von zwei unterschiedl i-
chen Variablen (X,Y) korreliert werden, sondern Wertepaare ein und derselben Variable
(X). Der Term „räumlich“ bezieht sich auf den räumlichen Kontext der Untersuchung. U n-
ter diesen Gesichtspunkten kann räumliche Autokorrelation als „...the relationship among
values of a single variable that is attributable to the geographic arrangement...“ (Griffith und
Amrhein, 1991) definiert werden. Dieses Konzept steht dem klassischen Konzept der st a-
tistischen Analyse diametral gegenüber, indem angenommen wird, daß die
Beobachtungen paarweise unabhängig voneinander sind (Haggett et al. 1977).
Abhängigkeit verursacht im wesentlichen einen Informationsverlust in den einzelnen B e-
obachtungen, d.h. ein Teil der Information der Beobachtung ist in einem gewissen
Ausmaß auch in benachbarten Beobachtungen enthalten. Daraus folgt, daß der Inform a-
tionsgehalt von n unabhängigen Beobachtungen höher ist als von n abhängigen
Beobachtungen (vgl. Cressie, 1992; Haining, 1990; Anselin, 1988). Wie unten noch au s-
führlicher dargestellt, führen Abhängigkeiten auch zu einer Über- bzw. Unterschätzung
von kritischen Werten, d.h. es werden Testergebnisse als signifikant angesehen, obwohl
diese eigentlich nicht signifikant sind und umgekehrt. Cliff und Ord (1975) haben, um die
Problematik der Abhängigkeit von Daten in der Hypothesentestung zu veranschaulichen,
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eine Reihe von Simulationen für verschiedene „klassische“ statistische Testverfahren, wie
z.B. den Chi2-Test, durchgeführt.
An dieser Stelle sollen nun die Ergebnisse einer Simulation zum Student’schen t -Test
angeführt werden (Haggett et al. 1977, S. 332 ff). Dazu wurden zwei Stichproben zweier
Grundgesamtheiten (X1 ,X2) angenommen und unter Verwendung verschiedener konstr u-
ierter „Autokorrelationsmuster“ einer Simulation unterzogen. Die aus dieser Monte-Carlo
Simulation hervorgegangenen konstruierten kritischen Werte wurden für unterschiedliche
Signifikanzniveaus a (vgl. Tab.1) mit tabellierten kritischen Werten (vgl. Haggett et al.
1977) für unabhängige Daten verglichen. Es zeigt sich nun, daß bei positiver Korrelation
in beiden Datensätzen der simulierte kritische Wert auf allen Signifikanzniveaus wesen t-
lich höher liegt als der tabellierte kritische Wert in den Unabhängigkeit in den Daten
angenommen wird. Das heißt, daß bei Verwendung des tabellierten Wertes für unabhä n-
gige Daten zur Testung zweier Stichproben mit positiver Autokorrelation sehr leicht ein
Typ I-Fehler1  auftritt. Haben beide Stichproben eine negative Autokorrelation, kann, nach
dieser Simulation, ein Typ II-Fehler2  auftreten. Sind nun in den beiden Stichproben u n-
terschiedliche Autokorrelationsmuster vorhanden, kann nicht davon ausgegangen
werden, daß sich beide aufheben, sondern es muß auch eher ein Typ I-Fehler erwartet
werden.
Dieses Beispiel zeigt, daß Analysen zur Autokorrelation keinen Selbstzweck verfolgen,
sondern vielmehr auch die notwendigen Grundlagen für andere statistische Verfahren
und Analysen darstellen. Haggett et al. (1977, S.336) unterstreichen dies, indem sie au s-
drücklich auf die Problematik hinweisen: „If geographers continue to apply the usual forms of
any of the basic statistical models to spatially autocorrelated data, then a very servere risk is run
of reaching misleading conclusions. In addition, it means that the substantive results reported in
studies to date which have not taken this problem into account should be interpreted with great
caution“.
                                               
1 Typ I - Fehler (Fehler 1. Art) tritt auf, wenn die Nullhypothese abgelehnt wird, obwohl sie gilt. Die Alte r-
nativhypothese wird in diesem Fall also fälschlicherweise angenommen (vgl. Bahrenberg et al. 1990;
S129).
2 Typ II - Fehler (Fehler 2. Art) tritt auf, wenn die Nullhypothese beibehalten wird, obwohl sie falsch ist (vgl.
Bahrenberg et al. 1990; S130).
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Tab. 1: Simulation von kritischen Werten unter räumlicher Autokorrelation r  (Cliff und Ord,
1975, nach Haggett et al. 1997, S.335)
Vergleich von tabellierten kritischen Werten der Student’schen t-Verteilung (einseitige Fragestellung)
und empirischen kritischen Werten unter verschiedenen Autokorrelationsniveaus r in X1 und X2
tabellierte
kritische
Werte
Empirische kritische Werte für zwei Stichproben X1 und X2 unter Simulation von verschiedenen
Autokorrelationsniveaus r  in unterschiedlichen Signifikanzniveaus a
keine Auto-
korrelation
keine Auto-
korrelation
positive
Autokorrelation
negative
 Autokorrelation
gemischt
 Autokorrelation
r1 r2 r1 r2 r1 r2 r1 r2 r1 r2 r1 r2 r1 r2 r1 r2 r1 r2 r1 r2 r1 r2
a 0,0 0,0 0,0 0,0 0,0 0,5 0,0 0,9 0,5 0,5 0,5 0,9 0,9 0,9 -0,5 -0,5 -0,9 -0,9 0,5 -0,5 0,9 -0,9
0,1 1,29 1,30 1,88  7,30 2,39  7,21  8,51 0,77 0,37 1,77  5,50
0,05 1,66 1,61 2,53  9,20 3,01  9,08 10,98 0,99 0,47 2,25  7,08
0,025 1,98 1,97 2,94 10,20 3,63 11,05 12,88 1,17 0,56 2,65  8,12
0,01 2,36 2,23 3,40 13,22 4,05 13,38 14,99 1,35 0,65 3,14 10,02
0,005 2,62 2,42 3,71 14,69 4,47 16,63 16,35 1,47 0,73 3,53 11,48
Als ersten Schritt ist es sinnvoll festzustellen, ob im untersuchten Gebiet räumliche Aut o-
korrelation vorhanden ist. Dies kann sehr leicht mit jenen, im nächsten Kapitel
beschriebenen Koeffizienten erfolgen. Stellt man fest, daß keine räumliche Autokorrelat i-
on vorhanden ist, können die konventionellen Methoden unter der Annahme der
Unabhängigkeit verwendet werden (Cliff und Ord, 1981). Ist jedoch die räumliche Abhä n-
gigkeit in den Daten signifikant, müssen andere Strategien angewandt werden, um das
Problem in den Griff zu bekommen.
Cliff et al. (1975) zeigen am Beispiel des Chi2-Test, daß eine Adaptierung unter Berüc k-
sichtigung von räumlicher Autokorrelation möglich ist, wenn auch nicht ohne
Schwierigkeiten und leistungsstarken Computern. Haggett et al. (1977, S.337) geben
auch Methoden an, die die Autokorrelation aus den Daten eliminieren soll. Als eine sehr
effiziente Methode hat sich dabei der „Differenz Filter“ erwiesen. Die „Ausschaltung“ der
räumlichen Autokorrelation ist vor allem unter dem Licht der damals noch unzureichenden
Leistungsfähigkeit von Computern zu sehen. Heute ist im wesentlichen nur mehr der Weg
der Adaptierung von traditionellen statistischen Verfahren als relevant anz usehen.
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2.2.2. Heterogenität (Instationarität) in räumlichen Daten
Nach Granger (1969, nach Haggett et al. 1977) ist Stationarität  „¼ an assumption that the
relationship between values of the processes [generation the data] is the same for every pair of
points whose relative positions are the same“. Diese Annahme ist besonders bei sozialwi s-
senschaftlichen Fragestellungen nur schwer haltbar und widerspricht traditionellen
geographischen Konzepten, wie z.B. dem Regionalisierungskonzept. Hinsichtlich Anal y-
sen zur räumlichen Autokorrelation ist das Vorhandensein von Instationarität ein
zusätzlich erschwerender Faktor, da eine Reihe von Autokorrelationskoeffizienten (vor
allem die globalen Autokorrelationskoeffizienten) nur für Stationarität bzw. für „schwache
Stationarität“ normiert sind (Bahrenberg et al. 1992).
Abb. 10: Instationarität - Stationarität
In Zeitreihen läßt sich die Stationarität in den Daten relativ einfach überprüfen, wenn die
Mittelwerte für alle Zeitpunkte und die Kovarianzen für gleiche Zeitabstände immer gleich
groß sind. Aus diesen Bedingungen ergibt sich auch, daß die Varianzen zu allen Zei t-
punkten identisch sind, d.h . „eine zeitliche Homogenität der Varianzen existiert“ (Bahrenberg
et al. 1992, S. 364). Ein räumlich-stochastischer Prozeß beruht auf einer Zufallsvariablen
(X), gekennzeichnet durch einen Index h. Dieser Index kann aus Paaren realer Zahlen
(Verortung von Punkten in einer kontinuierlichen Oberfläche), aus Paaren von ganzen
Zahlen („integer“), wie bei der Verortung von Pixel oder aus „labels“, wie bei der Indenti-
fizierung von Punkten oder Flächen, bestehen. Ein stochastischer Prozeß ist definiert
durch „...specifying the joint distribution function for any finite collection of random variables“
(Ripley, 1981 nach Haining, 1990)
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In vielen konkreten räumlichen Anwendungen ist, durch die Festlegung eines Raumau s-
schnitts (Region, Subregion einer übergeordneten Region), räumliche Stationarität eine a
priori Annahme, die genau in diesem Raumausschnitt gültig ist, jedoch nicht auf den ga n-
zen Raum (außerhalb des Gebietes) übertragen werden kann. Im Fall eines räumlich
kontinuierlichen Prozesses (gültig an allen Stellen im Raum) wird oft „schwache“ Station a-
rität angenommen. Bezeichnet man nun den Prozeß an der Stelle h mit Xh und teilt diesen
Prozeß in eine stochastische Komponente Vh  und in eine deterministische Komponente
Mh. so daß der Erwartungswert E von (Vh) gleich 0 ist bzw. der Erwartungswert E von (Xh)
gleich Mh ist, dann spricht man von „schwacher“ Stationarität ( „weakly spatially stationa-
ry“), wenn der Erwartungswert E von (Xi,Xj) gleich der Varianz s(i,j) ist und somit nur vom
Differenzvektor aus i und j abhängt,   wobei i und j zwei Stellen (z.B. „Flächenlabels“) im
Indexset h bezeichnen (vgl. Cliff und Ord, 1975 nach Haggett et al. 1977, S.341-42).
Wenn Xh  obige Bedingung erfüllt und gleichzeitig die Korrelation zwischen Xi und Xj nur
von der Distanz, nicht aber von der Richtung abhängt, dann kann der Prozeß als
„schwach“ isotropisch bezeichnet werden. Spezifizierungen dieser Art sind jedoch nur von
begrenzter Verwendbarkeit, da sie von einem lageinvarianten Mittelwert ausgehen. Eine
tauglichere Annahme ist es, die Stationarität der Differenz (s.o) durch Mittelwerte zu def i-
nieren (Haining, 1990). Dadurch kann in vielen, grundsätzlich instationären, Situationen
ein schwach stationärers Modell erreicht werden. Methoden zur Bestimmung von Stati o-
narität (Instationarität) und weiterführende Erklärungen finden sich z.B. in Fotheringham
et al. (1997), Getis (1994) oder Cliff und Ord (1981).
2.2.3. Theoretische Verteilungen von Zufallsvariablen
Die Verwendung von „idealen“ Häufigkeitsverteilungen eignet sich zumeist sehr gut, ve r-
schiedene Aspekte der Realität zu repräsentieren. In der einschlägigen statistischen
Literatur finden sich eine Vielzahl von „idealen“ Häufigkeitsverteilungen. Angewendet
werden solche Verteilungen nicht zuletzt deswegen, weil sie den mathematischen und
numerischen Aufwand der statistischen Analyse erheblich verringern. Die folgenden vier
Verteilungen werden sehr häufig bei geographischen Fragestellungen verwendet (Ba h-
renberg et al. 1990, Griffith und Amrhein, 1991): Gleichverteilung („uniform distribution“),
Binomialverteilung („binomial distribution“), Poisson Verteilung („poisson distribution“) und
die Normalverteilung („normal distribution“).
Die einfachste Verteilung ist die Gleichverteilung, die durch ein gegebenes Intervall, z.B.
(a, b), beschrieben ist. Die Wahrscheinlichkeit, daß ein Wert innerhalb dieses Intervalls
beobachtet wird, ist gleich p. Außerhalb dieses Intervalls ist die Wahrscheinlichkeit gleich
Null. Die Dichtefunktion einer stetigen Zufallsvariablen X (xi ist der Wert der Variablen an
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der Stelle i) ist definiert mit: f x b a( ) / ( )= -1 , wobei a x b£ £  ist, bzw. f x( ) = 0  außerhalb
des Intervalls. Das Ergebnis ist eine kontinuierliche gleich verteilte Wahrscheinlichkeit s-
dichte der Zufallsvariable X innerhalb des gegebenen Intervalls. Wenn es sich dabei um
eine diskrete Zufallsvariable handelt, d.h. k diskrete Punkte innerhalb des Intervalls ( a, b),
ist die Wahrscheinlichkeit p  gleich 1/ k , wobei k gleich
(b - a +1) ist. Diese Verteilungsfunktion hat vor allem die Funktion, Grundlage für die
Auswahl von Stichproben zu sein. Für die Auswahl von Elementen einer Grundgesamtheit
muß sichergestellt sein, daß jedes Element mit der gleichen Wahrscheinlichkeit gezogen
werden kann.
Abb. 11: Kontinuierliche bzw. diskrete Gleichverteilung (Griffith und Amrhein, 1991, S.168)
Die Binomialverteilung wird ebenfalls häufig verwendet und bezieht sich auf diskrete Z u-
fallsvariablen, die nur zwei Ausprägungen besitzt (dichotom). Mit p wird die
Wahrscheinlichkeit bezeichnet, daß die erste der beiden Ausprägungen realisiert wird.
Die Wahrscheinlichkeit der zweiten Ausprägung ist mit (1 - p) gegeben. Die gesamte An-
zahl jeder Ausprägung ist daher von großer Bedeutung. Der Umfang der beiden
Ausprägungen der bionomialen Häufigkeitsverteilung resultieren aus der Anzahl an Fällen
aus einer Stichprobe mit den Umfang n, in denen die erste Ausprägung ( x) auftritt, wobei
die Anordnung hier nicht relevant ist. Die Binomialverteilung hat daher zwei Parameter, n
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und p (vgl. Abb. 12). Die Wahrscheinlichkeitsfunktion P einer bionomialen Zufallsvariable
ist mit:
[ ]{ }P X x n x n x p px n x( ) !/ !( )! ( )= = - - -1 (2)
gegeben, wobei der Term [ ]n x n x!/ !( )!-  als der Binomial-Koeffizient bezeichnet wird,
der die Anzahl der verschiedenen ersten Ausprägungen x und die (n - x) zweiten Ausprä-
gungen zählt. Die Binomialverteilung wird vor allem zur Überprüfung der Repräsentanz
der Stichproben verwendet, aber auch zur Modellierung von Diffusionsprozessen (Cliff
und Ord, 1981). In Abb. 12 werden nun Binomialverteilungen bei unterschiedlichen p (p =
0,05; 0,5 und 0,95) da rgestellt.
Abb. 12: Binomialverteilung (Griffith und Amrhein, 1991, S.172)
In der ersten Verteilung ist die Wahrscheinlichkeit, daß die erste Ausprägung realisiert
wird  (p = 0,05) sehr klein. Die Verteilung hat einen markant „rechtsschiefen“ Verlauf. Die
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zweite Verteilung, mit einer Wahrscheinlichkeit von p = 0.5 für die erste Ausprägung, hat
einen symmetrischen Verlauf. In der dritten Verteilung ist mit einem p von 0,95 eine stark
„linksschiefe“ Verteilung gegeben. Dieser Umstand kann auch zur Testung der Signif i-
kanz eines Koeffizienten zur räumlichen Autokorrelation („Join Count“) genutzt.
Die dritte Verteilung ist die Poisson Verteilung. Die Poisson Verteilung eignet sich vor
allem in Fällen von großem n und kleinem p und wenn die Berechnung der Binominalve r-
teilung nicht zielführend ist.
Abb. 13: Poisson Verteilung (Griffith und Amrhein, 1991, S.176)
Die Poisson Verteilung ist durch ihren Mittelwert eindeutig bestimmt. Außerdem stimmen
Varianz s2, Mittelwert m und np überein. Die Wahrscheinlichkeitsfunktion P ist:
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P X x e xx( ) / != = -m m (3)
wobei x = 0,1,2,.... ist. In der Geographie findet die Poisson Verteilung Anwendung in der
Punktmuster Analyse. Wenn die Punkte von einer zweidimensionalen Oberfläche en t-
nommen werden, dann ist die Grundgesamtheit infinit in ihrer Größe. Die
Wahrscheinlichkeit der Auswahl eines einzelnen Punktes aus dieser Oberfläche ist fast
Null, man spricht daher von einem seltenen Ereignis. Drei charakteristische Verteilungen
sind in Abb. 13 dargestellt. Die  Verteilung nimmt, wie leicht ersichtlich ist, mit zunehmen-
den np eine symmetrische Form an, was auf die Ähnlichkeit zur Binomialverteilung
hinweist. Die mittlere Figur zeigt eine Verteilung von np = 1. Die Wahrscheinlichkeit p ist
deutlich geringer als oben und der Verlauf der Verteilung ist deutlich „rechtsschief“ (pos i-
tive Schiefe). In der letzten Verteilung wird ein np von 0,1 angenommen, was eine äußerst
geringe Wahrscheinlichkeit p impliziert. Die Form der Verteilung ist extrem „rechtsschief“
und betont die Vorstellung von seltenen Ereignissen in Zufallsvariablen (Bahrenberg et al.
1990).
Die letzte theoretische Häufigkeitsverteilung, die hier angesprochen wird, ist die Norma l-
verteilung. Der Verlauf der Kurve, den diese Verteilung beschreibt, ist stetig
(glockenförmig), symmetrisch (vgl. Abb. 14) und stützt sich auf eine indefinite große
Grundgesamtheit. Die Wahrscheinlichkeitsdichte lautet:
( )
f x e
x
( ) / ( )=
- -
1 2
1
2
2
s p
m
s , (4)
wobei s die Standardabweichung und µ der Mittelwert der Verteilung ist (p = 3,1416¼ ).
Die Normalverteilung ist das wichtigste Wahrscheinlichkeitsmodell in der Statistik und
findet auch in räumlichen Analysen häufig Anwendung. Nun ist nur sehr wenig über die
tatsächliche Verteilungsfunktion von räumlichen Daten bekannt, und was bekannt ist, w i-
derspricht eher der Annahme von Normalität (Haggett et al. 1977, Haining, 1990).
Trotzdem kann Normalität in der Grundgesamtheit auch für räumliche Daten als ausre i-
chende Approximation angesehen werden. Vor allem dann, wenn genügend robuste
Methoden und Tests verwendet werden (Cliff und Ord, 1981).
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Abb. 14: Normalverteilung (Griffith und Amrhein, 1991, S.180)
Auch in den meisten Koeffizienten zur räumlichen Autokorrelation wird eine Normalve r-
teilung unterstellt. Liegt offensichtlich keine Normalverteilung vor, ist auch eine
Transformation der Verteilung nicht zielführend, da dadurch grundlegende Voraussetzu n-
gen verändert werden.
In einzelnen Fällen, z.B. bei kleinem Stichprobenumfang, wird die Verwendung von ve r-
teilungsunabhängigen Verfahren (nicht-parametrische Verfahren) zu einem besseren
Ergebnis führen, da ihre Anwendbarkeit nicht an bestimmte Verteilungen gebunden ist
und die Annahme einer Normalverteilung gerade in Hinblick auf räumliche Datenanalyse
eine „crude abstraction of reality“ (Anselin, 1989, S.5) darstellt. Man verwendet nicht-
parametrische Tests, wenn man über die Grundgesamtheit aus der die Stichprobe
stammt, keinerlei Informationen besitzt (Kreyzig, 1985). Die Berechnung ist in der Regel
recht einfach, doch sollte von den Verfahren nicht so viel erwartet werden, wie von M e-
thoden, die sich auf die Normalverteilung beziehen. Dennoch wurden in den letzten
Jahren eine Reihe von Techniken entwickelt, die sich parameterfreie Methoden zunutze
machen (Cliff und Ord, 1973; Griffith und Amrhein, 1991). Die Anwendung von parame-
terfreien Methoden kann zwar die Robustheit der Tests erhöhen, doch geht damit ein
Verlust an generellen Aussagen einher. Beispielsweise können bei Autokorrelation s-
koeffizienten, basierend auf einem parameterfreien Test, nur Aussagen auf jenen Teil der
Daten gemacht werden, der zur Analyse herangezogen wurde. Allgemeine Aussagen,
bezogen auf eine gesamte Population (Grundgesamtheit), können daher nicht gemacht
werden.
2.2.4. Der Einfluß von flächenhaften Bezugseinheiten
In einer beträchtlichen Anzahl von Untersuchungen räumlicher Daten werden Flächen als
Raumbezugseinheiten verwendet. Flächen können als Aggregate räumlicher Beobac h-
tungen aus einem kontinuierlichen Raum betrachtet werden. Daraus resultieren eine
Reihe von Problemen in der Analyse räumlicher Daten, die einerseits in Probleme des
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Maßstabs („scale problems“) und andererseits in Probleme der Partitionierung ( „zoning
problems“) gruppiert werden können (Fotheringham und Wong, 1991). Die Frage des
„optimalen“ Maßstabs ist vom Maßstab abhängig, in dem die Attributinformation aufge-
nommen wurde und in dem der räumliche Prozeß operiert. Attribute, die in einer höheren
Genauigkeit als die der verwendeten Raumeinheit aufgenommen werden, werden auf die
„Genauigkeit“ der Bezugseinheit relativiert, da sie in ihrer Ursprungsform nicht mehr ide n-
tifiziert werden können. Umgekehrt führt die Anwendung von räumlichen Prozessen, die
auf einem kleineren Maßstab operieren als die vorliegenden Attribute gemessen wurden,
zu ungewünschten Abweichungen, Schwankungen innerhalb des Untersuchungsgebiets.
Der Einfluß der Größe und Gestalt ist ebenfalls erheblich und resultiert aus der Art und
Weise wie die Beobachtungen zusammengefaßt (aggregiert) werden ( „zoning problem“).
Beide Problembereiche, sowohl die des Maßstabs als auch die der Gestalt und Größe der
Bezugseinheiten, werden in der Literatur als MAUP ( „modifiable areal unit problem“) be-
zeichnet (vgl. Openshaw, 1984; Arbia, 1989) und wird von Fotheringham und Wong
(1991) als „¼ the sensitivity of analytical results to the definition of units for which data are col-
lected.“ definiert.
Zur Untersuchung von sozio-ökonomischen Daten werden oft willkürliche aggregierte
Bezugsflächen, bzw. Aggregate, die nicht den Zielen der Untersuchung entsprechen,
verwendet, was offensichtlich die Aussagen der darauf basierten Analysen reduziert. In
der Literatur finden sich eine Vielzahl von Anregungen wie dieses Problem vermindert
werden kann (Haggett et al. 1977; Baumann et al. 1988; Haining, 1990), wie z.B. nach
Cliff und Ord (1981):
· Homogenisierung der aggregierten Bezugsflächen in Bezug auf die Fragestellung
(Kriterium der Ähnlichkeit - „similarity“),
· Aggregierung benachbarter Bezugsflächen (Kriterium der Kompaktheit - „com-
pactness“),
· Zahl der Bezugsflächen soll dabei gering bleiben (Kriterium der Einfachheit - „simplici-
ty“).
Obwohl der Einfluß der Aggregierung von Bezugsflächen offensichtlich ist und Methoden
zur Verbesserung existieren, ist das Problem bisher nicht in einem befriedigenden Au s-
maß gelöst. Fotheringham und Wong (1991) gehen davon aus, daß MAUP bei
multivariaten Analysen nie völlig ausgeschlossen werden kann. Mit der Verwendung von
GIS bieten sich jedoch neue Alternativen an, zumindest bei Analysen von univariat bzw.
bivariat verteilten Zufallsvariablen. Durch Simulation von verschiedenen Raumkonfigura-
tionen hinsichtlich des Maßstabs und der Partitionierung ( „zoning“), können die
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Ergebnisse überprüft werden und ein stabiles Niveau gefunden werden (vgl. Openshaw,
1984). Auch wenn durch solche Simulationen eine „optimale“ Lösung für ein bestimmtes
Untersuchungsgebiet erreicht werden kann, ist die Vergleichbarkeit mit anderen Unters u-
chungsgebieten nicht unbedingt gegeben (Fotheringham und Wong, 1991). It emphasizes
the importance of designing a zoning system that reflects the purpose of the study and also sug-
gests the advisibility (where possible) of performing several analyses at any given scale with
alternative plausible zoning systems (Haining, 1990, S.48).
Kapitel 3: Geographische Informationssysteme aus der Sicht der räumlichen Datenanalyse
Räumliche Autokorrelationsanalyse und Geographische Informationssysteme 33
3. Geographische Informationssysteme aus der Sicht der räumlichen
Datenanalyse
Seit nunmehr zehn Jahren können durch die Institutionalisierung der GIS-Forschung in
Nordamerika und auch in Europa räumliche Analyse und GIS nicht mehr als isolierte B e-
reiche innerhalb der räumlichen Methodenforschung gesehen werden (Abler, 1987).
Durch die Gründung von Institutionen und Netzwerken, wie z.B. dem NCGIA („National
Center of Geographic Information and Analysis“, USA) oder den RRL („Regional Research
Laboratories“, UK), wurde ein Rahmen geschaffen, der sowohl die einschlägigen räuml i-
chen Methoden als auch das Werkzeug GIS in einen integrativen Kontext bringen sollte
(vgl. Fischer et al. 1996). Vor allem die Abstimmung der einzelnen Fragestellungen (D a-
tenbanken, Visualisierung, Analyse) und die Definition von alternierenden
Forschungsschwerpunkten hatten in den letzten Jahren zu einigen Erfolgen im GIS-
Bereich geführt. Gerade an der Schnittstelle der räumlichen Analyse und GIS konnten
eine Reihe von Problemen aufgezeigt und Verbesserungsvorschläge gemacht werden
(Goodchild, 1987, 1992; Fotheringham und Rogerson, 1993; Fischer und Nijkamp, 1993,
1993; Anselin und Getis, 1993; Fischer et al. 1996). Mit der fortwährenden Diskussion um
die optimale Einbindung von räumlichen Analysemethoden in GIS (Griffith, 1993), wurde
der räumlichen Datenanalyse eine zentrale Funktion zugemessen. Erste Anwendungen,
die über die Konzeption hinausgingen, wurden z.B. von Openshaw et al. (1987) mit der
„Geographical Analysis Machine“ entwickelt. Letztendlich handelte es sich dabei aber um
Prototypen, die nur ein sehr enges Segment der räumlichen Datenanalyse beinhalteten.
In neueren Konzepten (Anselin, 1997) findet sich daher meist ein umfassendes „Set“ an
Methoden und Techniken, die die Flexibilität der Analyse erhöhen soll. GIS nimmt in die-
sen Konzepten immer eine besondere Funktion ein, inwieweit und auf welche Weise GIS
mit Analysefunktionen verschränkt wird, ist jedoch von Konzept zu Konzept verschieden
(Haining, 1994; Anselin und Getis, 1993; Goodchild et al. 1992). Der Bogen spannt sich
von der losen Kopplung von GIS und Analysewerkzeugen bis hin zur vollständigen Int e-
gration in einer GIS - Software.
GIS versteht sich auch ohne den räumlich-quantitativen Methoden als ein Instrument der
räumlichen Analyse, der als ein Teil der allgemeinen GIS - Funktionalität („Input, Storage,
Analysis, Output“ (Goodchild, 1987)) angesehen wird. Diese mittlerweile schon „traditi o-
nellen“ Funktionen der GIS-Analyse, umfassen vor allem Methoden der Selektion und
Manipulation. Anselin (1993, S.45) bezeichnet sie daher auch als „GIS-module“.
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Abb. 15: GIS Analyse und Funktionen der Datenanalyse (Anselin und Bao 1996, S.44)
Die räumliche Datenanalyse im engeren Sinn (Fischer, 1997) unterteilt Anselin und Bao
(1996) (vgl. Abb. 15) in eine „explorative“ und eine „konformatorische“ Sichtweise und
bezeichnet sie im Gegensatz zum „GIS-module“ als „Data Analysis-module“, um nicht zu-
letzt den Unterschied zwischen GIS-Software und der speziellen Datenanalyse-Software
herauszustreichen. Auch wenn, durch die verstärkte Integration von GIS-Eigenschaften
(vor allem Visualisierungen) in Statistikprogrammen, diese Differenzierung immer schw e-
rer wird. Der Punkt ist aber nicht so sehr, welches Programm welche Eigenschaften
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besitzt, sondern „is to stress their interaction and the types of information that must be in-
terchanged between them“ (Anselin und Bao, 1996). In Abb. 15 wurden die grundlegenden
Analysefunktionen dargestellt. Wobei der linke Teil das zeigt, was in den kommerziellen
GIS Applikationen als „räumliche Analyse“ verstanden wird und der rechte Teil jene Fun k-
tionen, die im allgemeinen als Funktionen der räumlichen Datenanalyse bezeichnet
werden. Auf die einzelnen Verknüpfungen und Abfolgen wird weiter unten noch genauer
eingegangen.
Jene Analysefunktionen, die bisher in kommerziellen GIS-Applikationen Eingang gefu n-
den haben, lassen sich im wesentlichen in drei Gruppen gliedern, in eine, die die
„klassischen“ GIS - Funktionen umfaßt (z.B. Reklassifizierung, „map algebra“ etc.), eine
zweite, deren Funktionen sich vor allem auf Distanzfunktionen und topologische Eige n-
schaften beziehen (Netzwerkanalysen, Bufferdistanzen etc.) und in eine Gruppe von
Funktionen, die auf Fragen der Genauigkeit und Fehlerfortpflanzung abzielen, jedoch im
Vergleich mit den anderen Funktionen nicht unbedingt fester Bestandteil von GIS Appl i-
kationen sind.
3.1.     Analysefunktionen in einem GIS
3.1.1. Klassische Funktionen der GIS Analyse
Mit der nun schon langjährigen Anwendung von GIS in der räumlichen Analyse haben
sich bereits einige Methoden räumlicher Analyse in kommerziellen GIS als „Standar d-
funktionen“ in GIS durchgesetzt, die von Lovett (1995) auch als „the main types of
analytical operations“ bezeichnet werden. Berry (1987, nach Lovett 1995) zählt dazu die
Methoden der:
· Klassifizierung und Reklassifizierung,
· Ableitung von neuen „Kartenebenen“ durch graphische Algebra ( „map algebra“),
· Berechnung und Ableitung von Distanzen oder Relationen, um die relative Position der
Objekte zu berechnen, und
· Methoden, die mehrere Aspekte der räumlich-geometrischen Information mit einbezi e-
hen, um neue Informationen zu erhalten, sog enannte Kontextoperationen.
Die Klassifizierung ist eine, im wesentlichen auf die Attributinformation der räumlichen
Daten bezugnehmende Methode und kann durch einfache Berechnungen der entspr e-
chenden Datenbank durchgeführt werden. Die Ableitung von neuen Informationen durch
„Verschneidungen“ von Kartenebenen ist eine in vielen praktischen Anwendungen durc h-
geführte Methode. Neue Kartenebenen können dabei unter Anwendung der „map
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algebra“ mit einer Vielzahl von logischen Verbindungskriterien („Clip“, „Union, „Split“,
usw. (vgl. Laurini und Thompson, 1992)) entwickelt und dargestellt werden. Die Berec h-
nung von Distanzen kann auf unterschiedlichste Art in die Analyse miteinbezogen
werden, z.B. in der Ableitung von Bufferdistanzen bis hin zu Netzwerkanalysen und We r-
teoberflächen. Lovett (1995) bezeichnet Operationen, die zur Gewinnung neuer
„Oberflächen“ mehrere Kriterien verwenden, als Kontextoperationen ( „context opera-
tions“). Die Basis solcher Informationen sind zumeist Höhenmodelle. Beispiel einer
„Kontextoperation“, wäre z.B. die Verwendung der Hangneigung und der Himmelsrichtung
zur Berechnung von strahlungsintensiven Flächensegmenten.
3.1.2. Räumliche Interpolationsmethoden
Es ist in vielen Situationen notwendig, die, aus verschiedenen Quellen stammenden, I n-
formationen, in eine einheitliche Form zu bringen oder in eine andere zu transformieren.
Liegen z.B. aus Feldmessungen eine Reihe von Punktinformationen vor, kann es mitunter
sinnvoll sein, Punkte in eine flächige Darstellung umzuwandeln und die fehlenden Werte
durch Interpolation zu gewinnen. Für die Punktinterpolation können z.B. Thiessen oder
Voroni Polygone (Lee und Kretzschmar, 1993) herangezogen werden. Trendoberfläche n-
analysen wären ein weiteres Anwendungsgebiet für Interpolation von Punktinformationen
(Laurini und Thompson, 1992). Aber auch komplexere  Verfahren, wie das „Kriging“
werden den Interpolationsverfahren zugerechnet (Wackernagel, 1995). Flächeninterpol a-
tionen sind aufgrund des „modifiable area unit problem“ zu einem zentralen Thema der
Methodenforschung geworden (Flowerdew und Green, 1993). Sie werden herangezogen,
um Bezugsflächen (Verwaltungseinheiten) aufeinander abzustimmen bzw. Transform a-
tionen zwischen Flächenbezugssystemen vorzunehmen. Einfache Interpolationsverfahren
stützen sich dabei auf das oben erwähnte Verschne idungsverfahren.
3.1.3. Fehlerfortpflanzung und Fehlermanagement
Die Fehlerfortpflanzung in räumlichen Analysen ist ein zentrales Thema der GIS-
Forschung (Anselin, 1989, Openshaw, 1991; Goodchild, 1993), auch wenn dieses Thema
nicht unmittelbar in die Gruppe der raumanalytischen Funktionen eines GIS gehört. Lovett
(1995) schreibt in diesem Zusammenhang: “A GIS can readily provide results to a high de-
gree of precision (i.e. many decimal places), but the accuarcy of the answers generated may be
much less“. Verständlicherweise wurden in den letzten Jahren eine Reihe von Versuchen
angestellt, um Genauigkeit bzw. Fehler zu quantifizieren, d.h. die Datenqualität zu b e-
stimmen. Im allgemeinen werden zwei Methoden unterschieden:
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· inhärente Fehler - welche aus der Quelle übernommen werden oder bei der Aufnahme
der Daten entstehen (z.B. bei der Digitalisierung),
· operationelle Fehler - Fehler, die durch die Manipulation der Daten hervorgerufen we r-
den.
Inhärente Fehler können sowohl aus Ungenauigkeiten der räumlichen Position, als auch
aus den Ungenauigkeiten der Attributwerte resultieren.
3.2.     GIS und räumliche Datenanalyse (RDA)
In den letzten Jahren sind eine Reihe von Strategien zur Implementierung von Methoden
der räumlichen Datenanalyse diskutiert worden. Konkrete Umsetzungen von Methoden
räumlicher Datenanalyse in kommerziellen GIS - Applikationen sind bisweilen sehr selten.
Aus technischer Sicht kann nach drei unterschiedlichen Vorgangsweisen differenziert
werden (Anselin und Getis, 1993, S.38):
· vollständige Integration der Methoden in die GIS-Software,
· Ergänzung der GIS-Software mit Statistikmodulen (z.B. durch Makros),
· Externe Statistik-Software (Schnittstellen).
Die Integration von Methoden der räumlichen Datenanalyse reicht demnach von der vol l-
ständigen Einbindung bis hin zu einer losen Koppelung mit speziellen
Softwareprogrammen. Die Vor- und Nachteile der jeweiligen Strategie liegen auf der
Hand. Für die vollständige Integration von Methoden der räumlichen Datenanalyse spricht
vor allem die optimale Nutzung der GIS-Ressourcen, besonders die der Datenbank und
eine damit verbundene hohe Leistungsfähigkeit hinsichtlich der Geschwindigkeit der B e-
rechnungen. Die Adaptierung von kommerziellen GIS mit räumlichen Analysemethoden
geht nur sehr schleppend voran und es ist kaum überraschend, daß, wenn Analysem e-
thoden eingebunden werden, diese vor allem in Raster-GIS Applikationen zu finden sind.
Die relativ unkomplizierte Handhabung von Rasterdaten (zumeist in „Quadradrastern“)
bietet einen großen Vorteil in der Modellierung und Berechnung von räumlichen Inform a-
tionen, z.B. ist die Anzahl der Nachbarn bei einem gleichförmigen Raster immer gleich
(außer am Rand des Untersuchungsgebiets), so daß rechenintensive Ableitungen der
Nachbarschaftsbeziehungen zumeist entfallen können. Das GIS-Programmpaket IDRISI
ist ein gutes Beispiel für ein Raster - GIS, in dem schon relativ früh eine Reihe von Me-
thoden der räumlichen Analyse eingebunden wurden (Oberflächenanalysen,
Autokorrelationskoeffizienten, Punktmusteranalyse). Dennoch oder vielleicht gerade de s-
wegen, findet dieses GIS kaum außerhalb von Universitäten Anwendung (Gatrell und
Rowlingson, 1994). Der „Spatial Analyzer“ ist ein anderes Beispiel für eine Raster-GIS
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Anwendung (ESRI, 1996), dessen Erfolg oder Mißerfolg noch nicht abzusehen ist. Das
Potential dieser Anwendung ist jedoch höher einzustufen, da es sich hierbei um ein Modul
des PC-GIS ARCView handelt. Die Funktionalität des „Spatial Analyzer“ ist ähnlich der von
IDRISI (Oberflächenanalysen, Kriging, etc.). Im Bereich der Vektor-GIS ist die „Durc h-
dringung“ mit Methoden und Techniken der räumlichen Analyse noch nicht sehr weit
fortgeschritten. Auch wenn bekannte Programme, wie z.B. ARC/INFO, immer mehr Fun k-
tionen aufweisen (Thiessen-Polygone, „Location/Allocation“ Funktionen). Die meisten
Softwareprodukte, die auf Basis von Vektordaten arbeiten, sind jedoch keine GIS-
Applikationen im eigentlichen Sinn, sondern Programme, die mehr oder weniger stark an
GIS gekoppelt sind und die geometrische/topologische Informationen aus dem GIS nu t-
zen (z.B. SpaceStat (Anselin, 1995b)). Gerade dieser Weg wird von vielen großen
Softwareherstellern eingeschlagen. Beispiele sind die Kooperation zwischen ESRI
(Arc/Info) und MathSoft (S plus), aber auch die Verschränkung von Sta ndard - PC-
Software mit Visualisierungsprogrammen (Microsoft/Excel und MapInfo/MapInfo). Die
modulhafte Erweiterung und Adaptierung von GIS unter Anwendung einer GIS - Makr o-
sprache (ARC/Info - AML) mit Verfahren der räumlichen Datenanalyse ist nicht zuletzt
eine Richtung, die sehr oft Verwendung findet.
Abb. 16: Integrationsstufen der räumlichen Datenanalyse (RDA) in ein GIS
Es sind meist Detaillösungen von Problemen, zugeschnitten auf die jeweilige Frageste l-
lung ohne einen Bezug auf einen übergeordneten (theoretischen) Rahmen und daher
schwer für andere analytische Zwecke zu verwenden. Dennoch ist das Potential enorm,
vor allem dann, wenn ein Rahmen bzw. einheitliche Richtlinien gefunden werden, die eine
übergreifende Vernetzung ermöglichen.
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3.2.1. Explorative versus konfirmatorische Analysen
Räumliche Daten können auf Grundlage von zwei verschiedenen Prinzipien in die räuml i-
che Analyse einfließen. Einmal explorativ, indem aus den Daten selbst Information
abgeleitet werden, nach dem Prinzip  „let the data speak for themselves“ (Gould, 1981, nach
Anselin, 1989, S. 2), ohne dabei eine a priori Annahme getroffen zu haben ( „data
driven“). Zum anderen kann der Ausgangspunkt der Datenanalyse eine theoretische A n-
nahme oder Hypothese sein, die mit Hilfe der Daten überprüft werden soll ( „model
driven“), was eine konfirmatorische oder bestätigende Annäherung impl iziert.
Die explorative Datenanalyse ist, nicht zuletzt durch immer leistungsfähigere EDV - Anla-
gen, eine oft verwendete Analysetechnik und übt einen immer größer werdenden Einfluß
„as a paradigm in applied statistics and it now forms the basis for many of the visualization and
graphical features of modern statistical software“  (Anselin und Bao, 1996) aus. Herkömml i-
che Techniken der explorativen Datenanalyse sind zumeist, aus bekannten Gründen,
nicht direkt auf räumliche Daten anwendbar, so daß sich gerade daraus ein Zweig en t-
wickelt, der explizit diese räumlichen Aspekte in den Daten miteinbezieht und in der
Literatur als „Exploratory Spatial Data Analysis“ bezeichnet wird (Anselin und Bao, 1996).
Eine konfirmatorische Vorgangsweise impliziert eine Spezifizierung eines theoretischen
Modells, welches später an den Daten überprüft werden soll. Wobei die Schwierigkeit bei
der Schätzung und Kalibrierung des Modells liegt, da die Eigenheiten der räumlichen
Daten, wie räumliche Abhängigkeit, Instationarität etc. berücksichtigt werden müssen
(Haining, 1990). Auf den Punkt gebracht betont die explorative Analyse eine flexible Su-
che nach Anhaltspunkten und Aussagen, die konfirmatorische Analyse hingegen die
Bewertung von Aussagen (Haining, 1990). In einer umfassenden Analyse werden sowohl
explorative als auch konfirmatorische Methoden zu finden sein. Wobei gerade explorative
Techniken einen ersten „Kontakt“ zu den vorhandenen Daten vermitteln. Beide Phasen
der Analyse sind jedoch nicht unbedingt sequentiell zu sehen, vielmehr ist die abwec h-
selnde Verwendung von explorativen und konfirmatorischen Methoden und Techniken oft
der effektivste Weg (Haining, 1990). In Abb. 15 ist die Verbindung von konformatorischen
mit explorativen Funktionen und den Standardfunktionen der Selektion und Manipulation
eines GIS dargestellt. Basierend auf Prozeduren der Selektion, die die Auswahl von b e-
stimmten Attributinformationen, aber auch die räumliche Auswahl von Objekten
sicherstellen soll, können bereits Eigenschaften und Charakteristika in den Daten „expl o-
rativ“ festgestellt werden. In dieser Stufe der räumlichen Analyse werden originäre,
unveränderte räumliche Daten verwendet. Methoden der Selektion von räumlichen O b-
jekten sind ebenfalls zur Generierung von Stichproben räumlicher Daten notwendig
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(Griffith und Amrhein, 1991), die für weiterführende statistische Analysen herangezogen
werden können. Explorative Methoden, wie die Bestimmung der räumlichen Autokorrel a-
tion, setzen komplexere Manipulationen der Daten voraus. Die Generierung einer
Nachbarschaftsmatrix kann ohne die Miteinbeziehung von topologischen Informationen
nicht mehr durchgeführt werden. Das Ergebnis dieser Manipulation ist ein neuer Date n-
satz, der für Paare räumlicher Objekte, das Vorhandensein und die Stärke der
Nachbarschaftsbeziehung angibt. Manipulationen der Daten beinhalten jedoch auch A g-
gregierungen bzw. Disaggregierungen von Daten, die gerade durch die
Visualisierungsmöglichkeiten in einem GIS von vielen Anwendern „erschöpfend“ genutzt
werden, wobei nicht immer auf die dahinterstehenden methodischen Probleme (z.B.
MAUP) Rücksicht genommen wird. Anselin und Bao (1996, S. 45) schreiben in diesem
Zusammenhang: „However, though typically hidden from the user, such operations are themsel-
ves based on specific functions, algorithms and models and often involve a prior statistical
sampling and/or analysis of the data“. Die Manipulation von räumlichen Daten läßt sich auf-
grund der Charakteristika von räumlichen Daten in drei verschiedene Ebenen gliedern
(vgl. Kapitel 2):
· Manipulationen, die nur die Attributinformation von räumlichen Daten einbeziehen,
· Manipulationen, die nur geometrische Eigenschaften von räumlichen Daten berüc k-
sichtigen und
· Manipulationen, die beide Informationen (Geometrie und Merkmale) miteinbeziehen.
Durch sukzessive Veränderungen der räumlichen Datensätze, in einem mehr oder wen i-
ger interaktiven Prozeß, können verschiedene räumliche Situationen (Arrangements) auf
„Besonderheiten“ untersucht werden oder als „Parameter“ in etwaige konformatorische
Datenanalysen verwendet werden sowie die Ergebnisse (Vorhersagen) wiederum für
GIS-Funktionen zugänglich gemacht werden.
3.2.2. Probleme durch nichtadäquate GIS-Datenbankstrukturen
Bereits 1987 hat Goodchild eine Reihe von Verbesserungen der analytischen Funktion a-
lität von GIS vorgeschlagen, die im wesentlichen auf die standardmäßige
Implementierung von Datensätzen mit Informationen von Objektpaaren einer Objektklas-
se (oder unterschiedlichen Klasse) hinauslaufen, sogenannte „Dyads“ (Laurini und
Thompson, 1992, S.64). Die Generierung von quadratischen Matrizen über allen Objek t-
paaren ist ohne vollständige Integration in GIS-Datenbanken eine sehr zeitintensive
Prozedur, die sehr viel Speicherplatz belegt. Eine solche „paarweise“ Struktur würde s o-
wohl die entsprechenden Attributdaten als auch die dazugehörigen räumlich-
geometrischen Informationen beinhalten, um ein erweitertes Spektrum an statistischen
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Methoden direkt in ein GIS einzubauen. Anwendung finden Objektpaare z.B. in der B e-
rechnung von Nachbarschaftsmatrizen für räumliche Autokorrelationskoeffizienten oder
für räumliche multivariate Methoden. Nur wenige der damals geforderten zusätzlichen
Datenstrukturen können heute als „Standardeigenschaften“ in GIS angesehen werden,
wie z.B. die Transformation in andere Objektklassen (Thiessenpolygone, siehe oben). Die
Einbindung von statistischen Methoden ist auch bei vollständiger Implementierung in GIS-
Datenbankstrukturen eine sehr rechenintensive Angelegenheit, die sehr hohe Leistungen
seitens der verwendeten Computer verlangt, was nicht zuletzt auch ein Grund dafür ist,
daß statistische Methoden bisher kaum in kommerzielle GIS integriert wurden.
3.2.3. Mögliche Grenzen und Potentiale der Implementierbarkeit
In einer Reihe von Publikationen (Fischer et al. 1996; Rogerson und Fotheringham, 1994;
Griffith, 1993; Openshaw, 1992) wird die Notwendigkeit der Zusammenführung von M e-
thoden der räumlichen Datenanalyse und GIS festgestellt. Die Verwendung und Adaption
von räumlichen Analysemethoden in verschiedenen Disziplinen braucht dabei nicht so
sehr berücksichtigt werden, als jene Methoden, über die ein allgemeiner, interdisziplinärer
Konsens besteht, die sozusagen den Kern von räumlichen Analysemethoden ausmachen
(Bailey, 1994). Die Methoden müssen daher so gewählt sein, daß sie einen möglichst
großen Bereich an analytischen Problemen abdecken und stark von einer Integration in
einem GIS profitieren. Unter diesen Gesichtspunkten sind von Bailey (1994) acht Gru p-
pen von unterschiedlichen Methoden identifiziert worden, dazu zählen:
· Einfache deskriptive Analysetechniken
Darunter werden vor allem Methoden und Techniken verstanden die sich auschließlich auf Attr i-
butdaten beziehen, wie z.B. die Berechnung von Mittelwerten, Quantilen, etc.,
· Nächst-Nachbar Methoden und K- Funktionen
Nächst-Nachbar Methoden werden zur Aufdeckung von Punktmustern unter Anwendung der
geometrischen Information in den räumlichen Daten verwendet, wobei die beobachtete
räumliche Konfiguration der Punkte mit einer theoretischen Verteilung verglichen wird (Boots
und Getis, 1988). K - Funktionen beschreiben die relative Lage von Punktpaaren in verschi e-
denen Distanzen (Ripley, 1977). Graphische oder statistische Vergleiche von beobachteten K
- Funktionen mit simulierten Verteilungen, erlauben Aussagen ob die beobachteten Ersche i-
nungen eine wahrscheinliche Konfiguration darstellen. (Software 3: z.B. GAM, SPIDER, S-
Plus, ARC/Info),
· Glättungsprozeduren
Glättungsprozeduren beinhalten eine Reihe von nicht-parametrischen Techniken zur Filterung
der Variabilität in räumlichen Daten, während grundlegende Lageinformationen beibehalten we r-
                                               
3 Liste der Hersteller der angeführten Software findet sich im Anhang C
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den (Nipper, 1981). Diese Methoden eignen sich besonders zur Bestimmung von „Hot Spots“ in
einem Untersuchungsgebiet (Cressie, 1992). Komplexere Methoden dieser Art sind z.B. Kernel
Glättung (Silvermann, 1986) (Software: z.B. IDRISI, Spatial Analyzer),
· Räumliche Autokorrelation und Kovarianz (Software: z.B. IDRISI, S-plus),
· Kriging und Regression,
Kriging (Wackernagel, 1995) ist ein Interpolationsverfahren, das auf einem gewichteten Durc h-
schnitt (geeignete Gewichtungen können durch die Kovarianz (Variogramm) abgeleitet werden)
der räumlichen Daten basiert (Software: z.B. IDRISI, Spatial Analyzer, ARC/Info),
· Allgemeine lineare Modelle („General linear modelling“ (GLM)),
GLM ist im wesentlichen eine Erweiterung von räumlichen Regressionsmodellen (Software:
ARC/Info - GLIM),
· Multivariate Techniken (Software: z.B. ERDAS, SPANS-SAS),
· Räumliche Interaktionsmodelle (Software: z.B. ARC/Info, SPANS, SIM),
Bailey (1994) faßt den Nutzen der GIS-Funktionalität für die Einbindung von statistischen
Methoden zusammen (vgl. Abb. 17). Die Gliederung erfolgt aus der Sicht der statistischen
Methoden in:
· die Zurverfügungstellung von räumlicher Information (Geometrie und Attributinforma-
tion),
· die analytische GIS-Funktionalität,
· Visualisierungsfunktionalitäten.
Unterschieden wird weiters in eine Kategorie, die den Stand der Entwicklung beinhaltet
(Fortschritt) und in eine Kategorie, die das Potential in der jeweiligen Gruppe bezeichnet
(Potential). Auch wenn diese Darstellung (vgl. Abb. 17) als „crude and subjective“ (Bailey,
1994) bezeichnet werden muß, können dennoch Schlußfolgerungen gezogen werden, die
zumindest tendenziell richtig sind. Grundlage für die Bewertung ist eine Analyse von übl i-
chen, kommerziellen Softwarepaketen aus dem Bereich der Statistik bzw. GIS (Statistik:
MINITAB, SAS, SPSS, S-Plus; GIS: ARC/INFO, IDRISI, SPANS) und nicht- bzw. semi-
kommerziellen Softwareprodukten (z.B. SAM (Fotheringham und Ding, 1991), GAM
(Openshaw et al. 1987), soweit sie in der einschlägigen Literatur beschrieben wurden. Die
Höhe der Ausprägung in der einzelnen Kategorie wurde von Bailey anhand einer Liter a-
turanalyse hinsichtlich der einschlägigen Software abgeleitet.
Die Abbildung zeigt erhebliche Variation hinsichtlich des Gesamtpotentials der einzelnen
Methoden. Das größte Potential einer engeren Anbindung an ein GIS ist offensichtlich in
der Gruppe der „einfachen, beschreibenden Statistiken“ und der Gruppe der „Autokorr e-
lation und Variogramm“ gegeben. Geringe Entwicklungsmöglichkeiten zeigt hingegen die
Gruppe der „multivariaten Methoden“, was vor allem auf die inadäquaten Datenban k-
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strukturen zurückzuführen ist. Insgesamt kann dennoch von einem nicht unwesentlichen
Potential in der Anbindung an GIS ausgegangen werden.
Abb. 17: Potential von GIS und statistischen Methoden (Bailey, 1994, S. 37)
Räumliche Interaktionsmodelle
Multivariate Methoden
Räumliche GLM´s
Kriging & Regressionsanalysen
Autokorrelation & Variogramm
Glättungsprozeduren
Distanz & K-Funktionen
Einfache Statistiken
Fortschritt in der Nutzung von GIS-Information Potential in der Nutzung von GIS-Information
Fortschritt in der Nutzung der Analysefähigkeit Potential in der Nutzung der Analysefähigkeit
Fortschritt in der Visualierung unter GIS Potential in der Visualisierung unter GIS
Auch wenn Abb. 17 die Richtung der Entwicklung bzw. das Entwicklungspotential von
räumlichen Analysen und GIS anzugeben scheint, kann es nicht viel mehr als eine lineare
Trendvorausschreibung auf Basis des derzeitigen Wissens sein. „A prognosis on the future
of spatial analysis should be treated in much the same way as a weather forecast: both may act as
the basis for spirited discussion, but both should be treated with extreme caution when applied to
anything other than the near future“ (Fotheringham, 1993, S. 30).
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4. Räumliche Autokorrelationskoeffizienten
Das Vorhandensein von räumlichen Abhängigkeiten in den Variablenwerten sowie deren
Konsequenzen für die statistische Analyse wurde bereits in den vorhergehenden A b-
schnitten behandelt. Methoden zur Aufdeckung räumlicher Autokorrelation werden nun in
diesem Kapitel näher betrachtet. Grundsätzlich lassen sich dabei zwei verschiedene
Gruppen unterscheiden: globale und lokale Autokorrelationsmaße. Unter Anwendung von
globalen Autokorrelationskoeffizienten kann ein (globaler) Wert als Maß für die Stärke
und Form der räumlichen Abhängigkeit gewonnen werden. Typische Repräsentanten
dafür wären etwa Moran’s I, Geary’s c oder die sogenannten „Join Count“ Maße. Lokale
Autokorrelationsmaße dienen der Aufdeckung von „lokalen“ Mustern räumlicher Abhä n-
gigkeiten, die auch als „Hot Spots“ (Getis und Ord, 1992) oder „Pockets“ (Cressie, 1992)
bezeichnet werden. Dabei werden für alle Punkte, in unterschiedlichen Distanzintervallen,
Maße abgeleitet und die dabei gefundenen „Extremwerte“ auf ihre Signifikanz hin übe r-
prüft. Bekannte Maße für diesen Zweck sind die Gi - Statistiken (Getis und Ord, 1992)
oder die „Local indicators of spatial association (LISA)“ (Anselin, 1995). Das Prinzip beider
Methodengruppen besteht in der Aufdeckung von autokorrelativen Mustern, die sich mit
einer gewissen Signifikanz von einer Verteilung unterscheiden, in der räumliche Autoko r-
relation keine Rolle spielt.
Verschiedene (globale) Autokorrelationsmaße wurden erstmals von Cliff und Ord in „Spa-
tial Autocorrelation“ (1973) in umfassender Weise dargestellt. Sie stützten sich auf
Arbeiten von Moran (1948), Geary (1954) und Whittle (1954), die sich bereits Jahre zuvor
diesem Problem widmeten. Vor allem das Autokorrelationsmaß nach Moran fand in der
geographischen Forschung und Analyse rasch Eingang und wurde in einer Vielzahl von
Fragestellungen, z.B. der Verbreitung von Infektionskrankheiten (Cliff et al. 1975) oder
Migration (Streit, 1981) bzw. Analysen zur Wohnungsqualität (Can, 1991), eingesetzt.
Erst Ende der achtziger Jahre wurden die neuen Methoden zur Aufdeckung lokaler räu m-
licher Autokorrelation entwickelt (Getis und Ord, 1992, 1995; Anselin, 1995), was
hinsichtlich der zwischenzeitlichen Erfolge auf anderen verwandten Gebieten, wie z.B.
dem Variogramm (Kriging) (Wackernagel,1996), als sehr lange Zeitspanne erscheint.
Getis (1991,S.1270) schreibt in diesem Zusammenhang: „ Since 1973 the development of
spatial autocorrelation models has been slow and tedious“. Die Anwendung von lokalen Auto-
korrelationsmaßen findet trotzdem nach und nach Eingang in der Analyse konkreter
Fragestellungen (Berglund und Karlstrom, 1997). Auch wenn heute die Methoden zur
Aufdeckung räumlicher Autokorrelation vorhanden sind und mit der Entwicklung von l o-
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kalen Maßen ein weiterer Schritt gemacht wurde, bleiben eine Reihe von Problemen b e-
stehen, wie z.B. die der Signifikanztestung bzw. der Operationalisi erung von Raum.
4.1.    Globale räumliche Autokorrelation
Ausgehend von einem in n Teilgebiete gegliedertes Untersuchungsgebiet, werden Werte
einer Variablen X gemessen, so daß für jedes Teilgebiet i ein Variablenwert xi (i = 1, ..., n)
vorliegt. Nach Cliff und Ord (1973) kann die Zufallsvariable X nach folgenden Gesichts-
punkten gemessen werden:
· Gesamtpopulation, aus der wiederholte Ziehungen gemacht werden,
· n verschiedene Populationen, eine für jeden Teilraum,
· finite Partitionen über n Teilräume.
Die Wahl des Modells der zugrundeliegenden Grundmenge ist demnach von Fall zu Fall
verschieden und wird vor allem für die Interpretation der Ergebnisse von Bedeutung sein.
Beispielsweise könnte das Auftreten von Krankeitsfällen in einem Untersuchungsgebiet
nach dem ersten Modell beschrieben werden. Wirtschaftliche Vergleichszahlen verschi e-
dener Länder nach dem zweiten und die Anzahl der Stimmen für eine bestimmte Partei
nach dem dritten Modell. Dabei ist es wichtig anzumerken, daß keines der oben b e-
schriebenen Modelle weder Einfluß auf die Ableitung der Maße für die räumliche
Autokorrelation hat, noch auf die Methode der Analyse, auch wenn dadurch die Schlu ß-
folgerungen beeinflußt werden, die daraus gezogen werden.
Das Maß eines globalen räumlichen Autokorrelationskoeffizienten stellt, in Analogie zu
traditionellen Korrelationskoeffizienten, die Form und Stärke des Zusammenhangs dar.
Im Unterschied zu den traditionellen Korrelationskoeffizienten wird bei Autokorrelation s-
koeffizienten nur eine Variable auf ihren (räumlichen) Zusammenhang hin untersucht. Ein
Korrelationsmaß von Eins bedeutet eine hohe positive räumliche Autokorrelation, d.h.
ähnliche Werte der Variablen X tendieren zur Nachbarschaft. Im Gegensatz dazu wird
durch einen Wert von minus Eins eine negative Autokorrelation dargestellt, d.h. unte r-
schiedliche Variablenwerte tendieren zu räumlicher Nähe. Ist keine räumliche
Autokorrelation in den Variablenwerten vorhanden, ist ein Autokorrelationsmaß von Null
zu erwarten.
Ein räumliches Autokorrelationsmaß gibt demnach die Beziehung von n Werten einer
einzelnen Variablen X in Abhängigkeit der räumlichen Verteilungen dieser Variablenwerte
an. In der Struktur von globalen räumlichen Autokorrelationskoeffizienten findet sich fol g-
lich eine räumliche Komponente, die die Assoziation der Nachbarschaft beschreibt, und
eine, die die Assoziation in einer anderen Dimension angibt (Getis, 1991). In eine allg e-
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meine Form gebracht, kann dies in einer Kreuz-Produkt-Statistik G  dargestellt werden
(Hubert et al. 1982).
G =
==
åå W Yij ij
j
n
i
n
11
(5)
Wobei Wij eine n x n Nachbarschaftsmatrix ist, deren Elemente das Vorhandensein bzw.
die Stärke der Nachbarschaft zweier Teilräume i und j angibt (i=1,...,n und j=1,...,n). Mit Yij
wird die Assoziation der Variablen X  zwischen den Teilräumen i und j dargestellt
( i j n, , ...,= 1 ), wobei oft mit i ¹ j Selbstassoziation ausgeschlossen wird. Aufbauend auf
diese „Grundform“ räumlicher Autokorrelationskoeffizienten können alle anderen Koeffiz i-
enten abgeleitet werden, die sich dann zumeist nur in der Form der Assoziation der
Variablenwerte Yij unterscheiden (siehe unten).
4.2.    Operationalisierung des Nachbarschaftskriteriums
Zur Berechnung räumlicher Autokorrelationsmaße ist es notwendig, die oben angeführte
Nachbarschaftsmatrix Wij, nach inhaltlichen Überlegungen so zu strukturieren, daß die
erwarteten räumlichen Verhältnisse möglichst gut angepaßt werden. Was ist jedoch eine
gute Anpassung? Grundsätzlich ist von vornherein nicht eindeutig festgelegt, welche
räumlichen Objekte benachbart sind und welche nicht. Vielmehr ist die Nachbarschaft
zwischen den räumlichen Objekten vom beobachteten räumlichen Prozeß abhängig und
dieser kann durchaus in verschiedenen Richtungen unterschiedliche räumliche Abhä n-
gigkeitsbeziehungen haben, so daß eine „Regel“ für die Nachbarschaftsbeziehung nicht
geboten werden kann. Es muß daher in einem ersten Schritt eine - dem Prozeß adäquate
- Bestimmung der Nachbarschaft erfolgen. Dabei sind zwei Sachverhalte (Bahrenberg et
al. 1992) zu berücksichtigen. Einerseits muß davon ausgegangen werden, daß die A b-
hängigkeitsbeziehung nicht immer genau den nächsten Nachbar betrifft, sondern auch
über mehrere räumliche Objekte hinweg wirksam sein kann. Andererseits wird dafür auch
eine (ähnlich wie bei zeitvarianten Prozessen) „Andauer“- bzw. Distanzfunktion benötigt,
die angibt über welche räumliche Objekte hinweg eine räumliche Abhängigkeitsbeziehung
vorhanden ist.
Die Festlegung der räumlichen Nachbarschaft erfolgt durch die Einführung der Rau m-
schrittweite k (k>1). Im Unterschied zu zeitvarianten Prozessen, bei denen ein natürliches
Ordnungskriterium vorliegt (Haining, 1990), können für räumliche Prozesse a priori keine
solchen Relationen hergestellt werden, d.h. die Abhängigkeitsbeziehungen können in alle
Richtungen gehen. Weiters ist bei räumlichen Objekten eine „natürliche“ Definition der
Raumschrittweite, im Unterschied zu zeitvarianten, wo durch Tag, Monat, etc. eine ei n-
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deutige Definition vorhanden ist, nicht gegeben. Die Raumschrittweite wird demnach vom
gewählten räumlichen Modell abhängen und gegebenenfalls vom Maßstab bzw. von der
Partitionierung des Raums beeinflußt (vgl. Einfluß von flächenhaften Bezugseinheiten,
Kap. 2). Die Raumschrittweite selbst kann aus der Nachbarschaftsbeziehung von räuml i-
chen Objekten abgeleitet werden, wobei eine Raumschrittweite von Eins ( k = 1)
unmittelbare Nachbarschaft der Objekte bedeutet und eine Raumschrittweite von Zwei ( k
= 2) auf die, an die „Nachbarobjekte“ der Raumschrittweite Eins angrenzenden Objekte,
hinweist usw.
Abb. 18: Raumschrittweite
Es zeigt sich, daß schon relativ einfache Nachbarschaftskriterien, wie „Nachbarn sind
räumliche Objekte mit einer gemeinsamen Grenze“ (k =1) nicht eindeutig sind. Wie in
Abb.19 veranschaulicht, erhält man je nach festgelegtem Kriterium einmal vier Nachbarn
(Nachbarschaftskriterium A) oder acht Nachbarn (Nachbarschaftskriterium B).
Abb. 19: Nachbarschaftskriterium - Topologie
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Es können natürlich auch andere Nachbarschaftskriterien verwendet werden, wie „Nac h-
barn sind räumliche Objekte, die innerhalb einer Distanz d liegen“. Dabei ist jedoch zu
beachten wie räumliche Objekte im Raum repräsentiert werden. Man wird unterschiedl i-
che Ergebnisse erhalten, wenn z.B. die Mittelpunkte von Flächen ( „Labelpunkte“)
verwendet werden (Nachbarschaftskriterium A) bzw. die Flächen selbst herangezogen
werden (Nachbarschaftskriterium B) (vgl. Abb. ).
Abb. 20: Nachbarschaftskriterium - Distanz
Das Nachbarschaftskriterium kann auch aus einer hierarchischen Nachbarschaftsbezi e-
hung abgeleitet werden, wie beispielsweise durch das System zentraler Orte. Nachbarn in
der Schrittweite k = 1 sind dann jene zentralen Orte, die a) Nachbarn im Sinne der oben
angeführten Kriterien und zusätzlich b) den gleichen zentralörtlichen Rang aufwe isen.
Abb. 21: Nachbarschaftskriterium - Hierarchie
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Nachbarn der Schrittweite k = 2 sind Orte, die a) Nachbarn im Sinne der oben angefüh r-
ten Kriterien und b) sich im zentralörtlichen Rang um eine Stufe unterscheiden.
Nachbarschaft, wie sie in diesem Beispiel verwendet wird, hat mit dem herkömmlichen
Nachbarschaftsbegriff wenig gemein, handelt es sich doch um eine abstrakte Vorstellung,
in der Raum nur implizit vorhanden ist.  „Nachbarschaft und Raumschrittweite sind somit zu-
nächst rein formale Begriffsbildungen, die noch keine inhaltliche Bedeutung haben“ (Bahrenberg
et al. 1992, S.383). Bedeutung werden diese Begriffe daher erst dann erhalten, wenn sie
mit entsprechenden Vermutungen oder Theorien begründet werden.
Formulierung des Nachbarschaftskriteriums
Ausgehend von einem Untersuchungsgebiet mit n räumlichen Objekten (Teilräumen) gilt
es nun, das Nachbarschaftskriterium für verschiedene Raumschrittweiten k formal darzu-
stellen und in eine n n´  Nachbarschaftsmatrix Wij k( ) zu überführen, wobei (k) für die
entsprechende Raumschrittweite k steht. Die Elemente der Matrix werden mit
wij
k( ) bezeichnet und beschreiben die Nachbarschaftsbeziehung zwischen den einzelnen
Teilräumen i,j ( i j n, , ...,= 1 ). Jedes Element muß dabei zumindest die Information besi t-
zen ob überhaupt eine Nachbarschaftsbeziehung zwischen den beiden Teilräumen
besteht, und welches relative Gewicht dem einzelnen Nachbarn unter den anderen Nac h-
barn zukommen soll. Aufgrund dieser Eigenschaften werden die Elemente wij
k( )  auch als
Gewichte bezeichnet. Bei Vorhandensein einer Nachbarschaftsbeziehung wird das El e-
ment einen Wert größer als Null annehmen und den Wert Null, wenn keine Beziehung
vorherrscht. Die Nachbarschaftsmatrix Wij
k( )  ist in Abb. dargestellt, wobei die Zeilen die-
ser quadratischen Matrix durch i (i = 1,...,n) und die Spalten durch j (j = 1,....,n) indiziert
sind.
Abb.22: Form der Nachbarschaftsmatrix Wij
k( )
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Die Gewichte können nun so verändert werden, daß sie den theoretischen Überlegungen
am ehesten entsprechen (vgl. Cliff und Ord, 1981). Für manche Untersuchungen z.B. der
Analyse von „Konflikten zwischen Ländern“ (Kirby und Ward, 1985) wird es sinnvoll sein,
die Intensität der Nachbarschaft durch die Länge der gemeinsamen Grenze lij zu ge-
wichten.
w
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n
( ) =
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å
1
             i j n, , ...,= 1 , (6)
Mitunter werden die Gewichte zeilenweise normiert. Dies bedeutet, daß für jeden Tei l-
raum das Gesamtgewicht der Nachbarn in der Raumschrittweite k gleich groß ist und die
einzelnen Gewichte als relative Anteile, die die jeweiligen Nachbarn an Einfluß ausüben,
interpretiert werden können.
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Die Summe aller Gewichte wij
k( )  eines Teilraums i ist dann Eins.
Ableitung einer Nachbarschaftsmatrix Wij
k( )  und einer Matrix der kürzesten Wege Sij
k( )
Wie oben anhand einiger Beispiele gezeigt wurde, ist die Bestimmung des Nachba r-
schaftskriteriums vor allem von der konkreten Fragestellung der Untersuchung abhängig.
Nichtsdestotrotz kann zumeist die räumliche Nachbarschaft zwischen den einzelnen
räumlichen Objekten (Teilräumen) auf ein Verbindungsnetz („Graphen“) reduziert werden
(vgl. Abb.). Wird in der Fragestellung eine Raumschrittweite höherer Ordnung ( k ³ 2) ge-
fordert, dann ist die Ableitung der Nachbarn der einzelnen räumlichen Objekte
(Teilräume) jedoch nicht mehr trivial. Vielmehr muß sichergestellt werden, daß immer die
kürzeste Entfernung zwischen zwei Teilräumen gewählt wird und Umwege ausgeschlo s-
sen werden. Ein Verfahren, das diese Eige nschaften erfüllt ist der „Matrix-Potenzierungs-
Algorithmus“ („Matrix Powering Algorithm“) (vgl. Haggett et al. 1977). Anhand eines Be i-
spiels soll das Prinzip dieses Algorithmus veranschaulicht werden. Dazu werden die
sechs Objekte (vgl. Abb.) entsprechend ihrer Nachbarschaftsrelation verbunden und als
ein Verbindungsnetz dargestellt.
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Abb.23: Berechnung einer Nachbarschaftsmatrix (Haggett et al. 1977, S. 320)
Die Matrizen der Raumschrittweite (k = 1,2,3) Wij
( )1 ,Wij
( )2  und Wij
( )3  enthalten n n´ =  6 x 6
= 36 Elemente, die die entsprechende Anzahl der Nachbarn j an der Stelle i ( wij
k( ) ) reprä-
sentieren. Analog dazu zeigen die Matrizen Sij
( )1 , Sij
( )2  und Sij
( )3  die kürzesten
Verbindungen zwischen zwei Objekten i und j ( sij
k( ) ) in der entsprechenden Raumschrit t-
weite (k).
a.)  Entsprechend der Verbindungstopologie werden die Nachbarschaftsbeziehungen der
Objekte 1 bis 6 für die Raumschrittweite (k = 1) in die Nachbarschaftsmatrix Wij
( )1
überführt. Die Verbindung zwischen z.B. den Objekten 2 und 3 wird in der Matrix an
der Stelle i = 2 und j = 3 ( w23
1( ) ) durch eine Eins dargestellt (1 = vorhanden; 0 = nicht
vorhanden). Nachdem die gesamten möglichen Beziehungen in die Matrix eingetragen
wurden, wird daraus die Matrix der kürzesten Wege Sij
( )1  für die Raumschrittweite (k =
Kapitel 4: Räumliche Autokorrelationskoeffizienten
Räumliche Autokorrelationsanalyse und Geographische Informationssysteme 53
1) abgeleitet, die in diesem Fall (weil bei k = 1 keine Umwege möglich sind) gleich der
Nachbarschaftsmatrix Wij
( )1  ist.
b.)  Für die Raumschrittweite k = 2 wird ebenfalls eine Nachbarschaftsmatrix ( Wij
( )2 ) er-
stellt. Dabei werden zunächst alle möglichen Verbindungen in die
Nachbarschaftsmatrix an der entsprechenden Stelle i, j eingetragen (z.B. Objekt 2: 2
®  3 ®  1( w21
2 1( ) = ); 2 ®  3 ®  4 ( w242 1( ) = ); 2 ®  3 ®  5 ( w252 1( ) = ); 2 ®  3 ®
2( w22
2 1( ) = )). Hier muß beachtet werden, daß nur die ersten drei Verbindungen genu i-
ne Verbindungen sind, die letzte Verbindung w22
2 1( ) =  ist eine redundante Verbindung.
Um die Matrix der kürzesten Verbindung Sij
( )2  zu erhalten, wird zunächst  Sij
( )2 = Sij
( )1
gesetzt und anschließend mit der Matrix Wij
( )2  Element für Element verglichen. Wenn
nun  wij
( )2  ¹ 0 und sij
( )2 = 0 (i ¹ j) dann wird an dieser Stelle der Wert 2 eingetragen
(z.B. w25
2 1( ) =  und s251 0( ) =  ® s252 2( ) = ). Die Zahl 2 gibt an, daß der kürzeste Weg zw i-
schen i und j aus zwei Verbindungsschritten b esteht.
c.)  Dasselbe wird nun für die Raumschrittweite ( k =3) durchgeführt. Zuerst werden die
möglichen Nachbarschaftsverbindungen  in die Nachbarschaftsmatrix Wij
( )3  eingetra-
gen. Dann werden die Werte der Matrix Sij
( )2  in die Matrix Sij
( )3  kopiert und Element für
Element mit der Nachbarschaftsmatrix Wij
( )3  verglichen.
Dort wo wij
( )3  ¹ 0 und sij
( )3  = 0 ist, wird die Stelle mit dem Wert 3 versehen, was angibt,
daß zwischen den beiden Objekten i und j drei Verbindungsschritte vorhanden sind.
In diesem Beispiel sind durch diese drei Schritte alle möglichen Verbindungen zwischen
den Objekten definiert. Falls jedoch drei Schritte (Raumschrittweiten) nicht ausreichen,
um alle „kürzesten Wege“ in einem Verbindungsnetz zu erhalten, muß der Vorgang en t-
sprechend lang wiederholt werden, bis alle Elemente ( sij
k( ) ) in der Matrix Sij
k( )  besetzt
sind.
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4.3.    Koeffizienten globaler räumlicher Autokorrelation
Wie bereits erwähnt, haben die gebräuchlichsten Koeffizienten räumlicher Autokorrelation
die Struktur der Kreuz-Produkt Statistik G (5). Die Unterschiede in den einzelnen Koeff i-
zienten bestehen dabei in der Spezifikation von Yij . Das Skalenniveau, auf dem die
Variablenwerte gemessen werden, muß, wie bei den traditionellen Korrelationskoeffiz i-
enten, bei der Wahl des geeigneten Koeffizienten berücksichtigt werden. In dieser Arbeit
werden nun drei Koffizienten zur Messung von globaler räumlicher Autokorrelation in den
Variablenwerten vorgestellt. Die „Join Count“ Koeffizienten, Moran’s I und Geary´s c, wo-
bei die „Join Count“ Koeffizienten auf nominalem Skalenniveau operieren und die beiden
anderen auf intervallskaliertem bzw. rationalskaliertem Niveau.
4.3.1. Die „Join Count“ Koeffizienten
Voraussetzung für die Bestimmung eines Maßes räumlicher Autokorrelation sind lediglich
binäre Variablenwerte (nominalskaliert). Die Variablenwerte von n Teilräumen können
daher entweder eine Ausprägung aufweisen (Binärwert = 1) oder nicht (Binärwert = 0),
d.h. es werden n1 Teilräume den Wert Eins und n2 Teilräume den Wert Null aufweisen (n1
+ n2 = n). Die drei „Join Count“ Koeffizienten (BB, BW, WW) unterscheiden sich je nac h-
dem, welche Assoziation in den Teilräumen gemessen wird:
· Assoziation von Teilräumen mit Ausprägungen (Binärwerte 1/1) ( BB Koeffizient),
· Assoziation von Teilräumen mit bzw. ohne Ausprägung (Binärwerte 1/0) ( BW Koeffizi-
ent),
· Assoziation von Teilräumen ohne Ausprägung (Binärwerte 0/0) ( WW  Koeffizient).
Soll die Assoziation von Teilräumen mit der Ausprägung Eins gemessen werden, muß der
BB Koeffizent verwendet werden, der wie folgt definiert ist:
BB w x xij
k
j
j i
n
i
n
i j=
=
¹
=
åå12 11
( ) ,
(8)
wobei wij
k( ) die Nachbarschaft zwischen den Teilräumen i und j beschreibt (s.o), xi und xj
Werte der Variablen X im Teilraum i bzw. j, somit ist der Term xi  xj. die Spezifikation von
Yij  in (5). Ist die Assoziation von Teilräumen mit unterschiedlichen Ausprägungen (0/1)
gefragt, wird folgender Koeffizient verwendet:
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BW w x xij
k
i j
j
j i
n
i
n
= -
=
¹
=
åå12
2
11
( ) ( ) , (9)
wobei Yij  aus der Kreuz-Produkt Statistik G in der Form (xi -xj)
2  spezifziert wird. Wird die
Assoziation von Teilräumen mit der Ausprägung Null gesucht, wird folgender Koeffizient
verwendet:
WW w x xij
k
i
j
j i
n
i
n
j= - -
=
¹
=
åå12 1 111
( ) ( )( ) , (10)
wobei Yij  aus der Kreuz-Produkt Statistik G die Form (1-xi)(1-xj) annimmt. Grundsätzlich
sind keine Einschränkungen bezüglich der Gewichtung der Nachbarschaftsbeziehung
gegeben. Zumeist wird jedoch ein Null/Eins Gewichtungsschema zur Charakterisierung
der Nachbarschaft verwendet, wobei mit Null keine Nachbarschaft und mit Eins das Vo r-
handensein einer Nachbarschaftsbeziehung zwischen zwei Teilräumen i und j (i,,j = 1, ...,
n) angegeben wird.
Mit den angeführten Koeffizienten (BB, BW, WW) wird dann nichts anderes als die Zahl der
entsprechenden Nachbarschaftsverbindungen errechnet, sogenannte „Joins“. Mit dem
BB Koeffzienten werden z.B. alle Verbindungen zwischen Teilräumen mit der Ausprägung
Eins errechnet. Der BW Koeffizient zählt alle Verbindungen zwischen Teilräumen mit un-
terschiedlichen Ausprägungen (0/1) und der WW Koeffizient alle
Nachbarschaftsverbindungen zwischen Teilräumen mit der Ausprägung Null. Die Summe
aller möglichen Nachbarschaften wij
k( )  (unter der Annahme einer binären Gewichtung) ist
dann genau die doppelte Summe aller drei Koeffizienten ( BB, BW, WW) und wird mit A
bezeichnet.
w BB BW WW Aij
k
j
j i
n
i
n
( ) ( )= + + =
=
¹
=
åå 2 2
11
(11)
Eine übliche Methode, die bestimmt ob die Verteilung von BB, BW und WW signifikant ist
(d.h. Autokorrelation vorherrscht), macht sich den Umstand zunutze, daß die „Join Count“
Koeffizienten asymptotisch normalverteilt sind, wenn n gegen ¥  geht und keine räumliche
Autokorrelation r in der Verteilung vorherrscht (Cliff und Ord, 1973, 1981; Haggett et al.
1977). Der Erwartungswert von E(m) und der Standardfehler s, der unten angeführten
Stichprobenfunktionen g (22)), werden zur Spezifizierung des Lage- bzw. Streuungsp a-
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rameters der Normalverteilung herangezogen, (Eine Einführung in die Schätz- und Tes t-
statistik geben Bahrenberg et al. 1990, Kreyzig, 1985; Griffith und Amrhein, 1991).
Die einzelnen „Join Count“ Koeffizienten können unter zwei verschiedenen Gesicht s-
punkten abgeleitet werden. Einmal unter Annahme einer „Stichprobe mit Zurücklegen“
und einmal unter der Annahme einer „Stichprobe ohne Zurücklegen“:
a.)  Bei Stichproben mit Zurücklegen („free sampling“) wird vorausgesetzt, daß die einzel-
nen Teilräume unabhängig voneinander, mit der Wahrscheinlichkeit p1 bzw. p0 (p1 = 1 -
p0), die Werte Null oder Eins annehmen können;
b.)  Bei Stichproben ohne Zurücklegen ( „nonfree sampling“) wird vorausgesetzt, daß jeder
Teilraum, a priori, dieselbe Wahrscheinlichkeit besitzt den Wert Eins oder Null zu b e-
kommen, jedoch unter der Bedingung, daß n1 Teilräume den Wert Eins bekommen
und n2 Teilräume den Wert Null (n1 + n2 = n).
An dieser Stelle werden nur die Schätzwerte für BB und BW dargestellt (Cliff und Ord,
1973, 1981). Die entsprechenden Ableitungen für WW können in Cliff und Ord (1973,
1981) nachgelesen werden, ist für die Analyse jedoch nicht notwendig, da keine zusätzl i-
che Information über das unte rsuchte Gebiet gewonnen werden kann.
Stichprobe mit Zurücklegen  (BB)
E A p( )m = 12 (12)
[ ]s = + - +A p D p A D p12 13 14
1
22 2( ) (13)
Stichprobe ohne Zurücklegen (BB)
E
A n n
n n
( )
( )
( )
m = -
-
2 1 1
1
(14)
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[ ]s =
-
-
+ - -
- -
+
- - - - - -
- - - -
- -
-
é
ëê
ù
ûú
ì
í
ïï
î
ï
ï
ü
ý
ïï
þ
ï
ï
A n n
n n
D n n n
n n n
A A D n n n n n
n n n n n
A n n
n n
1 1 1 1 1
1 1 1 1 1 1 1
2
1
21
1
2 1 2
1 2
2 1 2 3 4
1 2 3 4
1
1
( )
( )
( ) ( )
( )( )
( ) ( )( )( )( )
( )( )( )( )
( )
( )
, (15)
wobei
D L Li i
i
n
= -
-
å12 11 ( ) (16)
und
L wi ij
j
n
=
=
å
1
, (17)
wobei wij = 1 ist falls eine Nachbarschaftsbeziehung zwischen i und j vorherrscht und wij
= 0 wenn nicht.
Stichprobe mit Zurücklegen (BW)
E A p p( )m = 2 1 2 (18)
[ ]s = + - +2 4 21 2 14
1
2( ) ( )A D p p A D p (19)
Stichprobe ohne Zurücklegen (BW)
E
A n n
n n
( )
( )
m =
-
2
1
1 2
(20)
[ ]
s = -
+
- - - -
- - - -
+ + -
- - -
-
-
é
ëê
ù
ûú
é
ë
ê
ê
ê
ê
ù
û
ú
ú
ú
ú
2
1
4 1 2 1 1
1 2 3 4
2 2
1 2 3
4
1
1 2 1 1 2 2
1 2 1 2 1 2
2
1
2A n n
n n
A A n n n n
n n n n n
D n n n n
n n n n
A n n
n n
( )
( ) ( ) ( )
( )( )( )( )
( )
( )( )( ) ( )
(21)
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Zur Testung der Nullhypothese „keine räumliche Autokorrelation“ ( H0:r =0) gegen die
Alternativhypothese „räumliche Autokorrelation“ (Ha: r ¹ 0), wird die Schätzfunktion g
g M E= - ( )m
s
, (22)
als standardnormalverteilt angesehen, wobei M für ein Ergebnis aus den obigen Koeffiz i-
enten (BB,BW,WW) steht und E(m) für den Erwartungswert des Mittelwerts,  bzw. s den
Standardfehler. Die Nullhypothese wird verworfen, wenn der beobachtete Wert von g in
den kritischen Bereich fällt. Der kritische Bereich bzw. die Ober- und Untergrenze des
Konfidenzintervalls einer Standardnormalverteilung können unter Annahme eines en t-
sprechenden Signifikanzniveaus a aus den entsprechenden Tabellen gewonnen werden
(vgl. z.B Griffith und Amrhein, 1991).
Beispiel für „Join Count“ Koeffizienten
In Abb. 24 ist die räumliche Struktur eines hypothetischen Untersuchungsgebiets darg e-
stellt, wobei in Abb.24 a.) die Verteilung der Variable X (Verteilung der schwarzen [xi = 1]
und weißen Punkte [xi = 0]) auf eine stark positive räumliche Autokorrelation r hinweist,
und in Abb.24 b.) vermutlich auf eine negative räumliche Autokorrelation. Unter Anwe n-
dung der oben angeführten Koeffitzienten ( BB, BW) und der beschriebenen Teststatistik
soll geprüft werden, in welchem Ausmaß räumliche Autokorrelation r vorherrscht und ob
diese signifikant ist.
Abb. 24: Nachbarschaftsstruktur des Untersuchungsgebiets („JoinCount“)
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a.)  Definition der Nullhypothese H0  und der Alternativhypothese Ha.: Nullhypothese Ho -die
Wahrscheinlichkeit p1, daß ein räumliches Objekt einen bestimmten Wert annimmt ist
gleich für das gesamte Untersuchungsgebiet sowie der Wert den das Objekt annimmt,
ist unabhängig von den anderen Objekten ( Ho:r = 0). Alternativhypothese Ha - der
Wert den das Objekt annimmt ist nicht unabhängig von den anderen Objekten ( Ha:r ¹
0).
b.)  Teststatistik: „Join Count“ Koeffizienten (BB, BW) unter der Annahme, daß die Wahr-
scheinlichkeit mit p1 = p2 = 0,5 für die Realisierung der Variablenwerte (1/0) bekannt ist
(p1 bezeichnet die Wahrscheinlichkeit der Realisierung des Wertes 1 und p2 vice versa
den Wert 0).
c.)  Irrtumswahrscheinlichkeit: Die Überprüfung der Ho erfolgt auf verschiedenen Signifi-
kanzniveaus für einen einseitigen Test.
d.)  Verteilung der Stichprobe: Die Verteilung für n = 18 ist asymptotisch normalverteilt,
was sicherstellt, daß die berechneten Werte aus einer Tabelle der Standardnorma l-
verteilung verwendet werden können (Tabelle der Standardnormalverteilung findet sich
z.B. in Kreyzig, 1985).
e.)  Kritischer Bereich der Verteilung: Unter der Annahme eines zweiseitigen Tests für die
Verteilung von BB und BW und einer Irrtumswahrscheinlichkeit von z.B. a = 0,05, liegt
der kritische Bereich außerhalb der Schwellenwerte von -1,96 < g < 1,96  (a = 0,10: -
1,65 < g < 1,65; a = 0,025: -2,24 < g < 2,24) der Prüfgröße g.
f.)  Nachbarschaftskriterium: Die Nachbarschaftsbeziehung im Untersuchungsgebiet ist in
Abb.24 durch Verbindungslinien dargestellt. Die Raumschrittweite (k) wird mit 1 fest-
gelegt und die Nachbarschaftsrelation zw ischen den Objekten ist symmetrisch.
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Tab. 2: Nachbarschaftsbeziehung Wij
( )1 im Falle der Raumstruktur Abb. 24 a.) und b.)
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 1 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
4 0 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0
5 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0
6 0 0 1 0 1 0 1 0 0 0 1 0 0 1 0 0 0 0
7 0 0 1 1 0 1 0 1 0 0 1 0 0 0 0 0 0 0
8 0 0 0 1 0 0 1 0 1 1 1 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0 1 1 0 1 1 1 0 0 0 0 0
11 0 0 0 0 0 1 1 1 0 1 0 0 1 1 0 0 0 0
12 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 1 1 1 0 1 0 0 1 1
14 0 0 0 0 1 1 0 0 0 0 1 0 1 0 1 0 1 0
15 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0
16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0
17 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 1
18 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0
Für die Berechnung der Koeffizienten BB und BW ist die Ableitung einer (n x n, n =18)
Nachbarschaftsmatrix Wij
( )1  notwendig (vgl. Tabelle 2). Insgesamt konnten dabei 35
Nachbarschaftsbeziehungen festgestellt werden. Die Berechnung der Koeffizienten e r-
folgt nach (8) und (9). Für Abb. 24a.) kann so ein Maß für die räumliche Autokorrelation r
unter Verwendung des BB Koeffizienten von 17 festgestellt werden und bei BW ein Maß
von 7. Für Abb. 24 b.) wird in Folge ein Maß von 9 unter Verwendung des BB Koeffizien-
ten und 23 aus dem BW Koeffizienten abgeleitet. Die Aussagekraft dieser Werte kann mit
der in (22) dargestellten Schätzfunktion überprüft werden. Dazu sind jedoch zuvor die
notwendigen Parameter dieser Funktion zu bestimmen ( (12) und (13) bzw. (18) und (19) -
Annahme: Stichprobe mit Zurücklegen). Die Ergebnisse sind in der folgenden Tabelle
zusammengefaßt. Die Ergebnisse für Untersuchungsgebiet A weisen auf eine positive
Autokorrelation, was durch einen stark positiven Wert von g für BB und einen negativen
Wert von g für BW bestätigt wird, d.h. im Untersuchungsgebiet befinden sich mehr Nac h-
barschaftsverbindungen von Objekten mit der Ausprägung 1/1 als in der Nullhypothese
erwartet werden und wesentlich weniger mit der Ausprägung 0/1. Das Maß aus dem BB
Koeffizienten ist für a = 0,1 signifikant und für BW bei a = 0,025. In der Abb. 24 b.) ist
eine andere Situation gegeben, was sich auch in den Ergebnissen niederschlägt. Der
hohe Wert von Verbindungen von räumlichen Objekten mit der Ausprägung 0/1 weist auf
negative räumliche Autokorrelation hin. Dies wurde für eine Irrtumswahrscheinlichkeit von
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10% bestätigt. Das Maß aus dem BB Koeffizienten ist dagegen nicht signifikant.
Tab. 3: Ergebnisse aus der Überprüfung von räumlicher Autokorrelation unter Anwendung
von „Join Count“ Koeffizienten
BB-Koeffizient BW-Koeffizient
BB E(m) s g Signifikant
bei a
BW E(m) s g Signifikant
bei a
Untersuchungs-
gebiet A
17 8,75 4,68 1,76 10,0% 9 17,50 2,95 -3,55 2,5%
Untersuchungs-
gebiet B
5 8,75 4,68 0,80 nicht Sign. 23 17,50 2,95 1,86 10,0%
Wie aus der Tab. 3 ersichtlich, führen die verschiedenen Koeffizienten nicht unbedingt zu
gleichlautenden Aussagen für das Untersuchungsgebiet, was auf die Struktur der Koeff i-
zienten zurückzuführen ist und in diesem Beispiel durch die geringe Anzahl von
räumlichen Objekten (n =18) verstärkt wurde (Griffith und Amrhein, 1991).
4.3.2. Moran‘s I und Geary‘s c
Die Anwendung dieser beiden Koeffizienten setzt voraus, daß die Variablenwerte zumi n-
dest auf ordinalem Niveau gemessen wurden. Nach Cliff und Ord (1973, 1981) ist das
effektivste Maß zur Überprüfung von räumlicher Autokorrelation, der Moran’s I  Koeffizi-
ent, der im wesentlichen der Struktur des Korrelationskoeffizenten nach Pearson
entspricht und daher nichts anderes ist  „¼ als das gewichtete arithmetische Mittel der kreuz-
weise miteinander multiplizierten Werte der Variablen X in Relation zu dem Mittel der quadrierten
x- Werte“ (Bahrenberg et al. 1992; S.391). Der Koeffizient nach Moran ( I) ist wie folgt de-
finiert (Cliff und Ord, 1973,1981):
I
n
w
w z z
zij
k
j
j i
n
i
n
ij
k
i j
j
j i
n
i
n
i
i
n=
=
¹
=
=
¹
=
=
åå
åå
å( )
( )
11
11
2
1
,
(23)
wobei zi und zj, z x xi i= - ; bzw. z x xj j= -  ist, also die Abweichung vom Mittelwert ( x )
der Variable X, weiters ist n die Anzahl der Teilräume, für die die Variable X gemessen
wurde, und wij
k( )  die Nachbarschaftsbeziehung zwischen den Teilräumen i und j (siehe
oben). Dem Yij  aus der Kreuz - Produkt Statistik wird das Produkt der Mittelwertdiffere n-
zen ( z x xi i= - ; bzw. z x xj j= - )  gleichgesetzt.
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Aufgrund der Ähnlichkeit zu klassischen Korrelationskoeffizienten tendiert das Maß des
Koeffizienten zu einem Wert zwischen -1 und +1. Dies ist aber nur dann der Fall, wenn
die räumliche Verteilung der Variablenwerte stationär ist (vgl. Kap. 2), ansonsten kann die
Spannweite auch größer sein. Ein hoher positiver Wert bedeutet, daß relativ viele hohe
Werte der Variablen X sich in räumlicher Nähe zueinander befinden, d.h. positive räuml i-
che Autokorrelation. Ein negativer Wert signalisiert negative Autokorrelation, was
bedeutet, daß viele ungleich hohe Werte benachbart sind. Werte um Null bedeuten, daß
keine räumliche Autokorrelation vorhanden ist.
Als Alternative zum Moran’s I wird auch der Koeffizient nach Geary, Geary’s c verwendet.
Die Struktur ist dem Moran’s I sehr ähnlich, nur daß Geary’s c nicht die Kovarianz mißt,
sondern die quadrierte Differenz (entspricht wiederum dem Yij  aus der Kreuz - Produkt
Statistik).
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Die Spannweite von Geary’s c ist mit 0 und +2 angegeben. Bei Instationarität der Vari a-
blenwerte kann die Spannweite jedoch auch einen größeren Wert annehmen. Werte um
Null weisen auf positive Autokorrelation (ähnliche Werte tendieren zur Nachbarschaft)
und hohe Werte auf eine negative Autokorrelation hin (verschiedene Werte tendieren zur
Nachbarschaft). Keine räumliche Autokorrelation wird mit dem Wert 1 angezeigt (Cliff und
Ord, 1981).
Die beiden Koeffizienten ergeben zumeist die gleichen Ergebnisse, stehen aber in einer
inversen Beziehung, d.h. wenn Moran’s I zunimmt wird Geary’s c kleiner und umgekehrt.
Durch die unterschiedliche Struktur von Yij  in den beiden Koeffizienten können jedoch
mitunter Unterschiede in der räumlichen Struktur der Variablen gezeigt werden (Griffith
und Amrhein, 1991).
Die Überprüfung der Signifikanz der Maße (I und c) erfolgt unter derselben Annahme wie
sie schon bei den „Join Count“ Koeffizienten verwendet wurde. Die zugrundeliegende
Verteilung wird wiederum als asymptotisch normalverteilt angesehen, wenn n gegen ¥
geht und keine räumliche Autokorrelation r vorliegt (Cliff und Ord, 1973, 1981). Weiters
können die Parameter der Schätzgröße g (vgl. Gleichung (22)) unter der Annahme Nor-
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malität als auch der Permutation abgeleitet werden. Unter der Annahme der Normalität
wird unterstellt, daß die n Variablenwerte Stichproben aus einer normalverteilten Grun d-
gesamtheit sind. Bei Permutation wird die zugrundeliegende Verteilung außer acht
gelassen (parameterfreier Test) und stattdessen die Position des beobachteten Koeffiz i-
enten in der Menge der Werte, die man erhält, wenn für alle möglichen Arrangements
(räumliche Muster im untersuchten Gebiet) der Variablenwerte ein Wert für den entspr e-
chenden Koeffizienten errechnet wird. Bei n Teilräumen sind das n! Möglichkeiten. Die
Frage ist nun, ob das gefundene (berechnete) räumliche Muster in den Variablenwerten,
in irgendeiner Weise ungewöhnlich in der Menge aller n! Koeffizienten ist. Durch die im-
plizite Verwendung der Eigenschaften eines „zentralen Grenzwerttheorems“ (Griffith und
Amrhein, 1991, S.246) können die erforderlichen Mittelwerte E(µ) und Standardfehler s
(zur Spezifizierung der Lage- und Streuungsparameter der Testgröße) ohne die Berec h-
nung „aller möglichen“ Varianten abgeleitet werden.
Schätzwerte unter Normalverteilungsannahme:
für Moran’s I
E
n
( )m = - -
1
1
(25)
s = - + +
-
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für Geary’s c
E( )m = 1 (27)
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Schätzwerte unter Annahme der Permutation
für Moran’s I
E
n
( )m = - -
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1
(29)
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für Geary’s c
E( )m = 1 (31)
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wobei
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und D nach (16) berechnet werden kann, wenn es sich um eine symmetrische Nachba r-
schaftsbeziehung handelt (d.h. w wij
k
ji
k( ) ( )= ). b bezeichnet die Kurtosis der Stichprobe
und ist definiert als (nach Griffith und Amrhein, 1991, S. 279):
( )
b
x x
x x
i
i
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=
=
å
å
4
1
2
1
( )
, (34)
wobei x der Mittelwert der Variable X ist.
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Die Nullhypothese „keine räumliche Autokorrelation“ wird unter Anwendung der Schät z-
funktion g (vgl. Gleichung (22)) überprüft. Für M (steht für die Maße der Koeffizienten)
und die anderen Parameter müssen wiederum die entsprechenden Werte eingetragen
werden und das Ergebnis mit den tabellierten kritischen Werten, unter Annahme einer
bestimmten Irrtumswahrscheinlichkeit, verglichen we rden.
Beispiel Moran’s I
Die Raumstruktur, die hier auf räumliche Autokorrelation hin untersucht werden soll, ist in
Abb.24 a) und b) dargestellt. Nachbarn sind jene räumliche Objekte (Teilräume), die über
eine gemeinsame Kante verfügen (= Nachbarschaftskriterium), d.h. Teilräume im
Zentrum des Untersuchungsgebietes verfügen über vier Nachbarn, jene am Rand über
drei und jene in den Ecken des Untersuchungsgebiets über zwei Nachbarn. Unter
Anwendung des oben vorgestellten Koeffizienten Moran’s I soll nun festgestelltet werden,
ob und in welcher Form räumliche Autokorrelation in den beiden Untersuchungsgebieten
(A und B) vorherrscht.
a.)  Definition der Nullhypothese H0 und der Alternativhypothese Ha.: H0 - die
Wahrscheinlichkeit der Ausprägung xi einer Variablen X  ist für jeden Teilraum im
Untersuchungsgebiet (A und B) gleich, und die Höhe der Werte der Variable X ist
unabhängig von der Höhe aller anderen Variablenwerte. Ha - die Höhe der Werte der
Variable X in den einzelnen Teilräumen ist nicht unabhängig voneinander.
b.)  Teststatistik: Moran’s I -  Annahme, daß X aus einer normalverteilten
Grundgesamtheit stammt (Normalität).
Abb.25: Nachbarschaftsstruktur der Untersuchungsgebiete („Moran’s I“)
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c.) Verteilung der Stichprobe: Die Verteilung für n = 25 ist asymptotisch normalverteilt,
was sicherstellt, daß die berechneten Werte aus einer Tabelle der
Standardnormalverteilung verwendet werden können (Tabelle der
Standardnormalverteilung findet sich z.B. in Kreyzig, 1985).
d.)Irrtumswahrscheinlichkeit: Die Überprüfung der Ho erfolgt für verschiedene
Irrtumswahrscheinlichkeiten für einen zweiseitigen Test.
e.) Kritischer Bereich der Verteilung: Unter Voraussetzung eines einseitigen Tests und
einer Irrtumswahrscheinlichkeit von a = 0,025; 0,05; 0,1 können die Schwellenwerte
wie folgt abgeleitet werden: a = 0,025 (-2,24 < g <2,24), a = 0,05 (-1,96 < g <1,96), a
= 0,1 (-1,65 < g < 1,65).
f.) Nachbarschaftskriterium: Die Nachbarschaft ist durch das Kriterium „gemeinsame
Kante“ der Teilräume bestimmt. Die Raumschrittweite wird mit k = 1 festgelegt und die
Relation zwischen den Nachbarn ist symmetrisch.
Aus dem gewählten Nachbarschaftskriterium  kann die inTab.4 dargestellte Nachba r-
schaftsmatrix Wij
( )1  abgeleitet werden. Insgesamt konnten 40 Nachbarschafts-
beziehungen festgestellt werden (aufgrund der Symmetrie in den Nachbarschafts-
beziehungen (für A vgl. Gleichung (33)). Die Berechnung des Moran’s I erfolgt mit (23),
wobei der Mittelwert für zi und zj mit 1,496 (für das Untersuchungsgebiet A) und 2,244 (für
das Untersuchungsgebiet B) angegeben werden kann. Die Maßzahlen für die räumliche
Autokorrelation für beide Gebiete können der Tab.5 entnommen we rden.
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Tab. 4: Nachbarschaftsbeziehung für Raumstruktur Abb. 24 a.) und b.)
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0
15 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0
16 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0
18 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 1 0 0
19 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 1 0
20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1
21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 0
23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0
24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1
25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0
Die in Tab.5 dargestellten Ergebnisse bestätigen die Vermutung, daß in beiden Unters u-
chungsgebieten räumliche Autokorrelation vorherrscht, wobei im Untersuchungsgebiet A
eine deutlich negative Autokorrelation vorhanden ist, d.h. benachbart verschiedene V a-
riablenwerte tendieren zur räumlichen Häufung, und im Untersuchungsgebiet B zu einer
stark positiven Autokorrelation, d.h. benachbart ähnliche Variablenwerte tendieren zur
„Clusterung“. Unter Anwendung von (25) und (26) werden die Parameterwerte (Erwa r-
tungswert E(m) und der Standardfehler s) der Schätzfunktion g (22) bestimmt und auf
deren Signifikanz überprüft. In beiden Untersuchungsgebieten wird der gewonnene Wert
für die räumliche Autokorrelation bei geringer Irrtumswahrscheinlichkeit bestätigt und d a-
her die Nullhypothese „keine räuml iche Autokorrelation“ verworfen.
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Tab. 5: Ergebnisse aus der Überprüfung von räumlicher Autokorrelation
    unter Anwendung von Moran’s I .
Moran’s I E(m) s Signifikant bei a
Untersuchungsgebiet A -0,513 0,0417 0,1521 2,5%
Untersuchungsgebiet B 0,549 0,0417 0,1521 2,5%
.
4.4.    Lokale Koeffizienten räumlicher Autokorrelation
Globale räumliche Autokorrelationskoeffizienten, wie sie im vorhergehenden Abschnitt
beschrieben wurden, geben Auskunft ob und inwieweit räumliche Autokorrelation in e i-
nem Untersuchungsgebiet vorhanden ist. Sie geben jedoch keine Auskunft darüber, ob
räumliche Autokorrelation an manchen Stellen höher ist als anderswo. Bei der Berec h-
nung eines globalen Maßes wird sozusagen die räumliche Information eliminiert, was für
räumliche Analysen eine kaum befriedigende Lösung ist. Der große Vorteil von lokalen
Koeffizienten ist nun, daß für alle räumlichen Objekte (Teilräume) in einem Untersu-
chungsgebiet ein Maß räumlicher Autokorrelation angeben werden kann, um in Folge
sogenannte „Hot Spots“ (Ord, Getis, 1995) bzw. „Pockets“ (Cressie, 1991) in der Menge
der Maße zu identifizieren. .
Die Berechnung von Maßen lokaler räumlicher Koeffizienten ist daher wesentlich aufwe n-
diger und kann zumeist nur unter Verwendung elektronischer Datenverarbeitung gelöst
werden, wie z.B. mit einem GIS. Mit lokalen Koeffizienten räumlicher Autokorrelation wer-
den nun sukzessive für alle räumlichen Objekte im Untersuchungsgebiet
distanzabhängige Maße berechnet. Die Distanzfunktion wird in entsprechende Rau m-
schrittweiten (k) unterteilt. In der Regel wird dabei ein gleichmäßiges Intervall verwendet.
Für jede Raumschrittweite k wird in Folge ein Maß berechnet, das bedeutet nichts and e-
res als die Berechnung der Assoziation der Variablen X aus einer, durch eine von einem
Objekt ausgehenden Distanzfunktion (Nachbarschaftskriterium) bestimmten, Teilmenge
räumlicher Objekte zu der Gesamtmenge an Objekten. Die Berechnung dieser Koeffiz i-
enten verlangt, daß der geographische Raum durch Punkte repräsentiert wird, deren
Koordinaten bekannt sind. Diese Information kann z.B. aus den Mittelpunkten („Label-
punkten“) von entsprechenden Teilräumen generiert werden (vgl. Abb.26).
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Abb.26: Raumkonfiguration für lokale Koeffizienten
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4.4.1. Gi-Koeffizient
Von einem gegebenen Untersuchungsgebiet mit n räumlichen Objekten (Teilräume) sind
die positiven und originären Werte einer Variablen X bekannt (xi ist der Wert der Varia-
blen X für den Teilraum i [i =1,...,n]. und xj der Wert der Variablen X an der Stelle
(Teilraum)  j [j =1,...,n]). Die relative Lage der einzelnen Punkte ist mit den Koordinate n-
paaren gegeben.  Der Gi-Koeffizient ist dann wie folgt definiert:
G k
w x
x
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j
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¹
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¹
å
å
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1
, (35)
wobei mit wij
k( ) die Elemente einer Nachbarschaftsmatrix Wij
k( ) bezeichnet werden, die
durch das Nachbarschaftskriterium „Nachbarn sind jene Punkte, die innerhalb einer D i-
stanz d liegen“ bestimmt sind und hier den Wert Null (bei Erfüllung des Kriteriums) und
Eins (bei Nichterfüllung) annehmen. Der Zähler dieser Gleichung beinhaltet demnach nur
Variablenwerte für jene Teilräume, die dem Nachbarschaftskriterium entsprechen.
Zur Überprüfung der Nullhypothese: „Unabhängigkeit in Variablenwerten“ (keine räuml i-
che Autokorrelation) werden die Parameter der Schätzfunktion unter der Annahme der
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„Permutation“ (vgl. S. 61) abgeleitet. Dazu wird der Variablenwert X an der Stelle i fixiert
und die (n -1)! Permutationen der verbleibenden Variablenwerte über die Punkte j be-
trachtet (xj). Unter der Nullhypothese „keine räumliche Abhängigkeit in den
Variablenwerten“ ist jede Permutation gleich wahrscheinlich (vgl. Cliff und Ord, 1973. S.
32). Der Erwartungswert E der Variablen Xj ergibt sich folglich aus dem Mittelwert von (n-
1)! realisierten Permutationen von Xj. Der Erwartungswert des Gi-Koeffizienten E(m) kann
daher mit:
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definiert werden. Der Standardfehler s  kann unter den gleichen Gesichtspunkten wie
folgt definiert werden (für eine detaillierte Ableitung vgl. Getis und Ord, 1992, S.191).
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ist. Der Standardfehler wird den Wert Null annehmen, wann immer wij
k
j
n
( )
=
å
1
Null ist (d.h.
keine Nachbarn in der Raumschrittweite k) oder wij
k
j
n
( )
=
å
1
gleich n ist (alle j Objekte im Un-
tersuchungsgebiet sind Nachbarn von i). Die Überprüfung der Nullhypothese H0 „keine
räumliche Abhängigkeit“ gegen die Alternativhypothese Ha „räumliche Abhängigkeit“ er-
folgt unter Anwendung der Schätzfunktion aus (22). Dabei muß beachtet werden, daß
eine durch Permutation angenäherte Normalverteilung nur dann hält, wenn ein genügend
großes n vorhanden ist (dies ist zumeist nicht der Fall, wenn eine sehr geringe Distanz als
Nachbarschaftskriterium verwendet wird). Weiters wird keine Normalverteilung approx i-
miert, wenn das gesamte Untersuchungsgebiet durch eine zu große Distanz als
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Nachbarschaftskriterium gewählt wird (Getis und Ord, 1992). Wenn nun die Prüfgröße g
aus der Schätzfunktion (22) größer bzw. kleiner als eine spezifiziertes Irrtums-
wahrscheinlichkeit ist, dann kann davon ausgegangen werden, daß positive bzw. negative
räumliche Assoziation in den Variablenwerten vorliegt. Ein hohes, positives g impliziert
hohe xj - Werte in der entsprechenden Distanz (Nachbarschaftskriterium). Ein hohes,
negatives g bedeutet kleine xj - Werte innerhalb der entsprechenden Distanz von i.
Modifizierter Gi Koeffizient
Der Gi-Koeffizient wird nun als Standardabweichung definiert, da wie oben angeführt,
erwartet werden kann, daß durch Randomisierung (Permutation der Variablenwerte xj)
annähernd eine Normalverteilung zustande kommt. Es wird nun der modifizierte Gi-
Koeffizient  als Standardabweichung der Differenz von Gi und dem Erwartungswert E(m)
(vgl. (36)) dividiert durch den Standardfehler s  (vgl. (37)) angesehen (Ord und Getis,
1995):
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wobei für Yi1 bzw. Yi2 (38) verwendet wird. Durch diese Modifikation ist es nun auch mö g-
lich, eine nichtbinäre Gewichtung zu verwenden. Empirische Untersuchungen (Ord und
Getis, 1995) zeigen, daß die Stichprobenverteilungen von Gi ausreichend robust gege n-
über „Schiefe“ in der Verteilung der Grundgesamtheit ist, wenn die Distanz und damit die
Anzahl der Punkte zunimmt. Die Anwendung von Gi auf Punkte am Rand des Unters u-
chungsgebiets unterliegen sogenannten Randeffekten, das bedeutet, daß Normalität
zumeist in einer größeren Distanz (mehr Fälle) erwartet werden kann. Weiters ist zu e r-
warten (vgl. Abb. ), daß einzelne Maße, die gemeinsame Punkte (räumliche Objekte) in
die Berechnung aufweisen, nicht unabhängig voneinander sein können. Der Grad der
Korrelation ist dabei nicht nur von den gemeinsamen Punkten abhängig, die in den be i-
den Maßen miteinbezogen wurden, sondern auch von der Anzahl der räumlichen Objekte
im Untersuchungsgebiet. Es zeigt sich, daß die Korrelation zwischen unterschiedlichen
Maßen im Untersuchungsgebiet bei großem n positiv ist und nur langsam mit der Zunah-
me an gemeinsamen Punkten abnimmt (vgl. Ord und Getis, 1995, S. 294). Der Nenner ist
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die Summe aller Variablenwerte xj außer xi, womit Selbstassoziation ausgeschlossen
wird4.
Abb. 27: Korrelation in Gi Maßen
Die Überprüfung der Nullhypothese H0  „räumliche Unabhängigkeit“ gegen die Altern a-
tivhypothese Ha „räumliche Abhängigkeit“ wurde zuvor unter Annahme einer bestimmten
Irrtumswahrscheinlichkeit a durchgeführt. Dabei wurde eine bestimmte Irrtumswah r-
scheinlichkeit gewählt und überprüft, ob die Prüfgröße g aus der Schätzfunktion innerhalb
oder außerhalb des Konfidenzintervalls liegt. Werden nun mehrere Tests in der gleichen
Stichprobe durchgeführt (g = (g1, ....gn)) und die daraus abgeleitete Nullhypothese ist ko r-
rekt, dann wird die Wahrscheinlichkeit, daß einer der Tests (a = a1....an) die
Nullhypothese verwirft, um 1-(1-a)c zunehmen, wobei c die Anzahl der Tests g darstellt.
Sind die Tests, wie im Falle der Gi -Koeffizienten, nicht unabhängig, liegt die Irrtumswah r-
scheinlichkeit zwischen a und 1-(1-a)c. Eine Anpassung der Prüfgröße kann durch die
Bonferroni Methode erreicht werden (Kreyzig, 1985, Anselin, 1995, Ord und Getis, 1995).
Obwohl diese Methode, insbesonders bei großem n, als zu konservativ eingeschätzt wird
(Ord und Getis, 1995), bietet sie eine gewisse Sicherheit gegenüber einer irrtümlichen
Verwerfung der Nullhypothese. Die Irrtumswahrscheinlichkeit wird nun aufgrund dieser
                                               
4 Der Gi
* -Koeffizient berücksichtigt den Variablenwert an der Stelle i, d.h. (i = j), wobei Selbstassoziation
akzeptiert wird. Das bedeutet, daß jede Konzentration der x Werte auch den Wert an der Stelle i bein-
haltet. Für die Definitionen des Ertwartungswerts bzw. Standardfehlers vgl.  G etis und Ord (1992).
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Überlegungen für jeden einzelnen lokalen Koeffizienten im Untersuchungsgebiet mit a / c
festgelegt. Wie Anselin (1995) anmerkt, führt diese Annahme bei c ®  n zu sehr kleinen
Irrtumswahrscheinlichkeiten (z.B. a wird mit 0,05 und n = 100 festgelegt: ergibt eine Irr-
tumswahrscheinlichkeit a von 0,0005, was nur sehr wenige signifikante Punkte (räumliche
Objekte) ergeben würde). In praktischen Anwendungen werden jedoch nicht alle Maße
auf ihre Signifikanz überprüft, sondern nur die Extremwerte, womit akzeptable Irrtums-
wahrscheinlichkeiten erreicht werden. Insgesamt ist gerade bei der Überprüfung der
Irrtumswahrscheinlichkeit von Maßen der Gi-Koeffizienten ein großer Forschungsbedarf
gegeben. In der Tabelle (Anhang A) werden „Standardmaße“ (der modifizierte Gi-
Koeffizient ist ein standardisierter Gi-Koeffizient, so daß er der Prüfgöße g aus den vorher
beschriebenen Koeffizienten entspricht) für den modifizierten Gi-Koeffizienten angeben,
mit denen die Extremwerte der Gi-Koeffizienten auf Signifikanz geprüft werden können.
Allgemeiner G(d)-Koeffizient
Der allgemeine G(d)-Koeffizient („General G(d) Statistic“) bezieht sich nicht mehr notwen-
digerweise auf eine bestimmte Stelle i, sondern basiert auf Paaren von xi und xj Werten
innerhalb einer Distanz d. Die dadurch selektierten Variablenwerte stellen somit ein „Su b-
set“ aus den insgesamt zur Verfügung stehenden Variablenwerten dar. Der Koeffizient ist
wie folgt definiert:
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wobei mit (k) wieder die Raumschrittweite gemeint ist. Das Nachbarschaftskriterium ist
durch eine Distanzfunktion d gegeben (z.B. k=1: d=10 km, k=2: d= 20 km usw.). Erwar-
tungsfunktion und Standardfehler der Verteilung können in Cliff und Ord (1973, S.70)
bzw. Getis und Ord (1992, S. 197) nachgelesen werden. Der Koeffizient mißt die Ko n-
zentration oder das Defizit an Konzentration für alle Paare xi und xj innerhalb einer
Distanz d. Die Summe der Paare im Zähler ist dabei proportional zu der Summe im Nen-
ner.
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4.4.2. Relation zu globalen Koeffizienten
Der oben angeführte allgemeine G(d)-Koeffizient kann zusammen mit einer „lokalen“ Va-
riante des Moran’s I zur Aufdeckung von Nuancen in der räumlichen Abhängigkeit einer
Variablen X verwendet werden. Dabei wird das gleiche Nachbarschaftskriterium (eine
entsprechende Distanz d und Raumschrittweite k für beide Koeffizienten verwendet. Die
Struktur des lokalen Moran’s I (Moran’s I(d)) ist gleich dem G(d)-Koeffizienten, nur daß,
wie im Abschnitt zu den globalen Koeffizienten beschrieben, die Assoziation in den Vari a-
blenwerten durch das Produkt der Abweichung vom Mittelwert der Variablen
[ ( )( )x x x xi j- - ] verwendet wird. Der Erwartungswert E(µ) und der Standardfehler s wer-
den unter den gleichen Bedingungen wie beim G(d)-Koeffizienten abgeleitet (Cliff und
Ord, 1973, Getis und Ord, 1992). Durch die Verwendung desselben Nachbarschaftskrit e-
riums und der Raumschrittweite können die beiden Koeffizienten miteinander verglichen
werden.
Die Unterschiede in den Ergebnissen ergeben sich eben aus der unterschiedlichen
Struktur der Koeffizienten. Moran’s I(d) zeigt dabei eine besondere Schwäche in der Au f-
deckung von dominierend hohen bzw. niedrigen Werten in einer Distanz d. Dies beruht
auf den „Minimierungseigenschaften“ des Mittelwertes (vgl. Bahrenberg et al. 1990).
Werden Zeitreihen der räumlichen Variablen X untersucht, werden sich die Eigenschaften
der beiden Koeffizienten dahingehend unterscheiden, als daß der Moran’s I(d) bei
gleichmäßiger proportionaler Ab- oder Zunahme in den Variablenwerten (durch Eige n-
schaft des Mittelwerts) unterschiedliche Maße ergeben wird, wohingegen G(d) stabil
bleibt. Umgekehrt, wenn sich alle Variablenwerte um den gleichen Betrag verändern, wird
das Maß des G(d)-Koeffizienten die Veränderung anzeigen, der lokale Moran’s I (d) hin-
gegen nicht.
Wie Anselin (1995a) anmerkt liegt der große Nachteil dieser Koeffizienten darin, daß die
Summe der lokalen Koeffizienten, gemessen an allen Stellen i im Untersuchungsgebiet,
nicht ein globales Maß der räumlichen Autokorrelation angeben. Anselin (1995a) bietet
aus diesem Grund ein „Set“ an lokalen Koeffizienten, die dieses Manko nicht aufweisen
und benannte sie mit LISA („Local indicators of spatial association“). Die Intention dieser
Koeffizienten ist, wie bei den oben genannten lokalen Koeffizienten, lokale Abweichungen
(Extremwerte) zu identifizieren, die alleine mit globalen Koeffizienten nicht möglich wären.
Anselin geht davon aus, daß lokale Muster in Assoziation mit dem globalen Maß der
räumlichen Autokorrelation stehen, und daher als ein Durchschnitt angesehen werden
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können. LISA sind folglich proportional zu ihrem globalen Gegenüber, was Anselin
(1995a) dazu nutzt, eine Dekomposition in lokale Indikatoren vorzunehmen.
Die Struktur von LISA ist gleich der Kreuz - Produkt Statistik G, für die wiederum ver-
schiedene Arten der Assoziation in den x-Werten angeben werden können, wie bereits an
verschiedenen Stellen angemerkt wurde. Die LISA - Form eines lokalen Moran’s I (I(i))
kann wie folgt dargestellt werden:
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wobei zi und zj wieder die Abweichung vom Mittelwert angeben und wij
k( )  die Nachbar-
schaftsbeziehung zwischen zwei räumlichen Objekten i und j in der Raumschrittweite (k)
ausdrückt (siehe oben). Die Summe der lokalen Moran’s I(i) nimmt dann die Form der (23)
an.
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Der globale Moran’s I Koeffizient kann dann wie folgt ausgedrückt werden:
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Der Nenner kann daher als ein Proportionalitätsfaktor g zwischen dem lokalen Maß und
dem globalen Maß eines Moran’s I Koeffizienten angesehen werden. Für den Erwa r-
tungswert E(m) und Standardfehler s der Verteilung vergleiche Anselin (1995a, S.99).
Hinsichtlich der Spezifikation eines geeigneten Wertes für die Irrtumswahrscheinlichkeit a
und Approximation der zugrundeliegenden Verteilungen ergeben sich dieselben Schwi e-
rigkeiten, die bereits zu den Gi-Koeffizienten angeführt wurden. Für die Ableitung anderer
lokaler Koeffizienten, wie z.B. eines lokalen Geary´s c vergleiche Anselin (1995a).
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Beispiel für einen Lokalen Koeffizienten (Gi)
In Abb. ist die Struktur eines fiktiven Untersuchungsgebiets dargestellt. Die Punkte (A,
B,¼ ) repräsentieren n = 8 Raumeinheiten mit der entsprechenden Ausprägung der Vari a-
ble X. Unter Anwendung des modifizierten Gi-Koeffizienten soll nun festgestellt werden,
ob um den Stellen A bis H eine überdurchschnittliche Konzentration an Punkten mit h o-
hen bzw. niedrigen Werten vorliegt. Dazu werden, wie aus Abb. b.) ersichtlich ist, drei
verschiedene Distanzen (10, 20, 30 Einheiten, Raumschrittweite k = 3) zur Selektion von
Nachbarn verwendet (Nachbarschaftskriterium).
a.)  Definition der Null- bzw. Alternativhypothese (H0, Ha): Die Nullhypothese besagt, daß
in der entsprechenden Raumschrittweite keine Häufung von hohen bzw. niedrigen
räumlichen Objekten (Punkten) auftritt. Die Alternativhypothese Ha liegt der Annahme
zugrunde, daß eine Konzentration vorhanden ist.
Abb. 28: Raumstruktur des Untersuchungsgebiets
b.) Teststatistik: modifizierter Gi-Koeffizient.
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c.) Verteilung der Stichprobe: Asymptotisch normalverteilt (n ®  ¥ ).
d.) Irrtumswahrscheinlichkeit: Überprüfung unter Anwendung verschiedener Irrtumswah r-
scheinlichkeiten (a = 0,1; 0,05; 0,025) mit und ohne  Bonferroni Koerrektur (vgl. S. 68)
unter Verwendung der Tabelle (Anhang A) der „Standardmaße“ bei Annahme eines
zweiseitigen Tests.
e.)  Nachbarschaftskriterium: Bestimmt durch die Distanzfunktion d für 10, 20 und 30 Di-
stanzeinheiten (k=1,2,3).
Tab. 6: Nachbarschaftsbeziehungen in verschiedenen Raumschrittweiten k
A B C D E F G H
k 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3
A 0 0 0 0 0 1 0 0 0 0 1 1 0 1 1 0 0 1 0 0 0 0 0 0
B 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
D 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 0 0 1 0 0 0
E 0 1 1 0 0 0 0 0 0 0 1 1 0 0 0 1 1 1 0 0 1 0 0 0
F 0 0 1 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 1 0 0 0
G 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 0 0 0 0
H 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
In Tab. sind für jede Raumschrittweite (k =1,2,3), d.h. für jede Distanzeinheit die entspr e-
chenden Nachbarschaftsbeziehungen dargestellt. Der Gi-Koeffizient schließt
Selbstassoziation an der Stelle i aus (i ¹ j).Die Ergebnisse der Analyse können Tab.7
entnommen werden.
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Tab. 7: Ergebnisse unter Anwendung von Gi  Koeffizienten
Gi -Maße
Mittelwert(xj) Varianz (xj) k=1 Signifikant
bei
k=2 Signifikant
bei
k=3 Signifikant
bei
A 0,4586 1,8882 ¾ ¾  1,75 ¾ 1,16 ¾
B 0,6400 1,3315 ¾ ¾ ¾ ¾ -1,13 ¾
C 0,4157 1,9428 ¾ ¾ ¾ ¾ -1,46 ¾
D 0,1428 1,6013 ¾ ¾  1,71 ¾ 1,75 ¾
E 0,0986 1,4336 1,31 ¾  2,16 ¾ 1,77 ¾
F 0,1700 1,6887 1,54 ¾  2,20 10 % 1,75 ¾
G 0,3789 1,9664 ¾ ¾ ¾ ¾ 2,30 10 %
H 0,5557 1,6556 ¾ ¾ ¾ ¾ ¾ ¾
Durch das gewählte Nachbarschaftskriterium haben in der Raumschrittweite k = 1 nur
zwei Punkte (E und F) einen Nachbarn. Das Maß des Gi-Koeffizienten ist in beiden Fällen
positiv und erreicht ein Maximum in der Raumschrittweite k =2 ( G GE F
( ) ( ), ; ,2 2216 2 20= = ).
Dies bedeutet, daß um die Punkte E und F, in dieser Raumschrittweite ( k =2), deutlich
höhere Werte vorhanden sind als im gesamten Untersuchungsgebiet, d.h. eine hohe
Konzentration an hohen positiven Werten. Signifikante Maße können nur für einige wen i-
ge Punkte festgestellt werden. Wenn die Bonferroni - Methode verwendet wird und die
Irrtumswahrscheinlichkeit um die Anzahl der durchgeführten Test reduziert wird ( aBonferroni
= a/c, c ... Anzahl der Tests), ist kein Punkt im Untersuchungsgebiet signifikant.
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5. Einbindung von Koeffizienten räumlicher Autokorrelation in ein GIS
Im Kapitel 3 sind die Problembereiche der Implementierung von statistischen Methoden
bereits angesprochen worden. Das Ziel dieser Arbeit ist die Einbindung von Koeffizienten
räumlicher Autokorrelation in ein GIS. Nun ist es im Rahmen dieser Arbeit nur schwer
möglich alle beschriebenen Koeffizienten in ein GIS zu integrieren. Anhand von zwei
Koeffizienten sollen jedoch der Weg und die Schwierigkeiten, die die Implementierung mit
sich bringt, dargestellt werden. Dazu wurde je ein globaler (Moran’s I ) Koeffizient und ein
lokaler Koeffizient (modifizierter- Gi ) ausgewählt.
Wie schon erwähnt, bieten sich mehrere technische Möglichkeiten der Implementierung
von Methoden der räumlichen Analyse an. Die Programmierung im Quellkode des en t-
sprechenden GIS ist für diese Zwecke die wahrscheinlich günstigste, da nicht nur eine
wesentlich höhere Rechengeschwindigkeit erreicht wird, sondern auch auf die vorhand e-
nen Programmbibliotheken zugegriffen werden kann. Nun ist dies in den meisten
kommerziellen GIS Applikationen nicht möglich (Ausnahmen bilden „offene“ GIS, wie
GRASS (vgl. Bivand, 1996) und eine Reihe von „public domain“ - Programmen, die jedoch
programmtechnisch nicht sehr ausgereift sind). Eine Alternative dazu ist die Programmi e-
rung eines GIS - externen Moduls (z.B. unter Anwendung von Microsoft VISUAL BASIC
oder Borland C++), welches über vordefinierte Schnittstellen („DDE Dynamic Data Ex-
change“  bzw. „OLE Object linking and embedding“) dynamisch mit dem GIS verbunden ist.
Das GIS fungiert dann nur als Datenlieferant bzw. Visualisierungsinstrument. Eine solche
Vorgangsweise ist durchaus vertretbar, wenn auch in diesem Fall nur bedingt tauglich, da
das Schwergewicht der Rechenoperationen auf der räumlich-geometrischen Seite liegt
und die Entwicklung einer adäquaten Datenbank, bei wahrscheinlich gleichem Ergebnis,
sicher nicht den Aufwand lohnt. Die Verwendung von externer Statistiksoftware soll
ebenfalls in Betracht gezogen werden, vor allem dann, wenn das Programm bereits über
eine gewisse Funktionalität hinsichtlich räumlicher Datenanalyse verfügt und z.B. unter
Anwendung von Makros eine Erweiterung bzw. Anpassung an ein GIS vorgesehen ist.
Ein zusätzlicher Schwierigkeitsfaktor ist die Instabilität an den Schnittstellen zwischen den
Programmen, die oft eine zusätzliche Fehlerquelle beinhalten. Die Entwicklung von M a-
kros innerhalb des GIS stellt zumeist eine ausreichende Alternative dar. Makros haben
den Vorteil, daß auf die bereits vorhandenen Programmstrukturen zurückgegriffen we r-
den kann und für viele Problemstellungen die Adaption von Standardfunktionen genügt.
Der Verlust an Rechengeschwindigkeit, der unter der Verwendung von Makros fast
zwangsläufig auftritt, ist mitunter ein entscheidender Nachteil.
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5.1.    Welches GIS wird verwendet?
Mittlerweile steht ein umfangreiches Sortiment an kommerziellen GIS-Applikationen zur
Verfügung, die für sich bestimmte Vor- und Nachteile aufweisen, im Grunde jedoch eine
sehr ähnliche Funktionalität haben. Aufgrund der Verfügbarkeit und einer relativen weiten
Verbreitung, sowohl im „Business“ - GIS Bereich aber auch in vielen „wissenschaftlichen“
Bereichen (Anselin, 1995b), ist die Wahl auf ArcView von ESRI gefallen. Dieses Produkt
hat den Vorteil kompatibel zu umfangreicheren Programmen der gleichen Firma zu sein.
Weiters hat es eine ansprechende „Benutzeroberfläche“ sowie eine, im Hinblick auf
Koeffizienten der räumlichen Autokorrelation, ausreichende Funktionalität an geometr i-
schen Selektions- und Manipulationsfunktionen. Ein Nachteil ist, daß die topologischen
Beziehungen nicht explizit in Tabellen ausgewiesen sind (wie z.B. in ARC/INFO, wo
„rechts-links“ Beziehungen von Polygonen in der entsprechenden Tabelle beinhaltet
sind). Die Topologie kann jedoch aus den sogenannten „shape files“ abgeleitet werden.
Nicht zuletzt ist die integrierte Makrosprache „Avenue“ auch für die Entwicklung und Er-
weiterung von eigenen Applikationen geeignet (ESRI, 1996).
Strukturiert ist ArcView in verschiedenen Anwendungsmodulen. Zentrale Bereiche sind
der Kartenmodus („View“), der einerseits die graphische Schnittstelle zum Benutzer da r-
stellt, aber auch eine Reihe von speziellen „Werkzeugen“ der Analyse umfaßt und der
Tabellenmodus („Table“) mit den entsprechenden Funktionen. Zusätzlich implementiert
sind ein „Layoutierungsmodus“ zur Finalisierung von Kartengrafiken, ein Modus zur A b-
leitung von Diagrammen aus den Attributdaten und ein Verwaltungs- und Editierbereich
für die oben genannte Makrosprache „Avenue“ (ESRI, 1996).
5.2.    Eigenschaften der verwendeten Makrosprache
„Avenue“ kann der Gruppe der objektorientierten Makro- bzw. Programmiersprachen z u-
geordnet werden. Einen Überblick zu diesem Thema bietet z.B. Rumbaugh (1991).
Grundelemente sind Objekte denen bestimmte Eigenschaften zugeordnet werden und
dadurch voneinander unterscheidbar, also identifizierbar gemacht werden. Gleichartige
Objekte werden zu Objektklassen oder Objekttypen zusammengefaßt und können dann
durch einen gemeinsamen Oberbegriff („Entity“) beschrieben werden. Mit den Eige n-
schaften (Attributen) der Objekte lassen sich mehr oder weniger umfangreiche Aussagen
treffen. Ein Objekt hat z.B. die Eigenschaft „Fläche“ und den Eigenschaftswert „10400
km2“. Eigenschaften charakterisieren und identifizieren also Objekte und der Objekttyp
definiert in Folge die Eigenschaften (Attribute). Objekte sind nicht unabhängig voneina n-
der, sondern stehen in Beziehung zueinander, was durch Beziehungstypen beschrieben
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werden kann. Ein übliches Modell zur Beschreibung von Beziehungen von Objekten ist
das „Entity-Relationship“ Modell, in welchem mit Hilfe der Festlegung der Kardinalität  zwi-
schen den Objekten, die Beziehung charakterisiert werden kann. Durch „Normalisierung“
der Tabellen wird sichergestellt, daß innerhalb und zwischen den Tabellen keine Redu n-
danzen auftreten. Diese Prinzipien finden auch in „Avenue“ z.B. bei der Festlegung von
Objekttypen („Classes“) Anwendung. Durch Abfragen mit „Avenue“ oder den entspreche n-
den vordefinierten „Werkzeugen“ werde Objekte generiert oder entsprechend verändert.
Unterschieden werden dabei Abfragen, die eine gewisse Aktion veranlassen, z.B. die das
Ein- oder Ausblenden eines bestimmten Themas („Instance request“) oder Abfragen, die in
der Regel neue Objekte generieren („Class request“). Die Makros werden in sogenannten
„Scripts“ editiert („Scripteditior“ ArcView) und anschließend kompiliert. „Scripts“ können
dann auf vielfältige Weise in ArcView integriert werden („Popup-Menü“, „Buttons“ etc.) (vgl.
ESRI, 1996).
5.3.    Programmierung von Zusatzfunktionen in ArcView
Ziel ist die Einbindung von räumlichen Autokorrelationskoeffizienten. Es wurden, wie
schon angemerkt, zwei Koeffizienten räumlicher Autokorrelation gewählt, um diesen Vo r-
gang zu veranschaulichen:
· Moran’s I,  aus dem Bereich der globalen Autokorrelationskoeffizienten und
· der Gi - Koeffizient aus der Gruppe der lokalen Autokorrelationskoeffizienten.
Zuerst sollte noch einmal die Struktur der beiden Koeffizienten in Erinnerung gebracht
werden. Der Moran’s I -Koeffizient ist wie folgt definiert:
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wobei wij
k( ) die Nachbarschaftsbeziehungen zwischen den Teilräumen i und j (i ¹ j) in der
Raumschrittweite (k) angibt; zi und zj entsprechen der Abweichung vom Mittelwert x  (zi =
xi - x  bzw. zj = xj - x ) und n entspricht der Anzahl der Teilräume.
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Der „modifizierte Gi - Koeffizient“  ist folgendermaßen definiert:
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wobei Yi1 und Yi2 in (38) angegeben ist (korrespondiert mit dem Mittelwert bzw. der Var i-
anz), weiters entspricht xj den Werten der Variablen X (j = 1,...,n; i ¹ j) und n der Anzahl
der Teilräume (räumliche Objekte, Punkte); wij
k( )  beschreibt die Nachbarschaftsbezi e-
hung an der Stelle i (i = 1,...,n) zu Teilraum j (i ¹ j)(und (k) die Raumschrittweite, wobei
Nachbarschaft zum Punkt i durch die Distanz d  bestimmt ist.
5.3.1. Programmfunktionen für Moran’s I
Grundlage ist eine Karte die in entsprechende Teilräume partitioniert ist (z.B. Karte von
Verwaltungseinheiten, wie Bezirke, Gemeinden etc.) und in einer ARCView lesbaren
Form vorliegt (die geometrischen Informationen einer Karte werden in ARCView in sog e-
nannten „Shapefiles“ gespeichert). Die Karte entspricht zugleich dem
Untersuchungsgebiet, in dem die räumliche Autokorrelationsanalyse durchgeführt wird.
Es muß daher sichergestellt werden, daß nur jene Kartenelemente (Teilräume) beinhaltet
sind, die in Folge auch analysiert werden sollen (unter Umständen muß durch Selektion
ein neuer „Shapefile“ generiert werden).
a.)  Zuerst ist es erforderlich, für die Variblenwerte xi,j (i,j = 1,...,n), die Abweichungen vom
Mittelwert z  zu berechnen und in der Attributtabelle („Attribute of View5„) der
entsprechenden Karte („View“6) hinzuzufügen. Dazu wird ein „Script“ verwendet, das im
Anhang B („Script zur Berechnung der Abweichung vom Mittelwert“) zu finden ist. Die
                                               
5 Namen von Variablen und Tabellen werden in Anführungszeichen und in der Schriftart „Courier“ dar-
gestellt.
6 Ein ARCView Program-Modus („View“, „Table“, „Script“) wird unter Anführungszeichen kursiv in der
Schriftart „Times Roman“ veranschaulicht.
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Programmfunktion wird mit „[Mittelwertabweichung]“7 bezeichnet. In einem
Dialog wird der Anwender aufgefordert, eine Variable aus der Attributtabelle ausz u-
wählen und einen Namen für die neue Variable anzugeben (z.B. „z-Wert“).
b.)  Der nächste Schritt besteht in der Formulierung einer Programmfunktion, die aus e i-
nem ausgewählten Untersuchungsgebiet („View“) die Nachbarschaftsbeziehungen
ableitet. Dazu ist es notwendig, ein Nachbarschaftskriterium zu wählen und die Rau m-
schrittweite (k) festzulegen. Das Nachbarschaftskriterium wird mit „Nachbarn sind jene
Teilräume, die eine gemeinsame Grenze aufweisen“ gewählt. Die Raumschrittweite ( k)
stellt eine Variable dar und soll vom Anwender frei gewählt werden können. Die Pr o-
grammfunktion wird als „[Nachbarn Global]“ bezeichnet. Die geometrischen
Informationen, die für die Ableitung der Nachbarschaftsbeziehung zwischen den ei n-
zelnen Teilräumen notwendig sind, werden in ARCView nicht explizit angegeben.
Daher ist es notwendig, die Nachbarn für jeden Teilraum zu berechnen. Zur Anwe n-
dung gelangt eine räumliche Selektion, d.h. es werden die implizit vorhandenen
geometrischen Eigenschaften der Polygone genutzt. Die einzelnen Polygone setzen
sich aus Kanten und Knoten zusammen, wobei benachbarte Polygone eine gemei n-
same Kante aufweisen. Dieser Umstand wird für die Selektion der Nachbarn eines
Polygons verwendet (vgl. Anhang B: „Script zur Ableitung der Nachbarschaftsbezi e-
hung für globale Autokorrelationskoeffizienten“). Für jedes der n Polygone (Teilräume)
in der Karte werden auf diese Weise die Nachbarn abgeleitet. Die Raumschrittweite ( k)
ist als Variable definiert (k = 1,2,¼ ). Für jede Raumschrittweite muß daher eine eigene
Nachbarschaftsmatrix abgeleitet werden. Dazu wird auf ähnliche Weise vorgegangen,
wie in Kapitel 4 („Ableitung einer Nachbarschaftsmatrix...“) beschrieben wurde, d.h. es
muß sichergestellt werden, daß einerseits alle Nachbarn des Teilraums (Polygon) an
der Stelle i in Abhängigkeit der Raumschrittweite ( k) inkludiert sind und andererseits,
daß nur die kürzeste Entfernung zwischen zwei Teilräumen (Polygonen) gewählt wird.
Anhand der oben beschriebenen Selektion werden für jeden Teilraum i (Polygon) in
jeder Raumschrittweite (k=1,2,...) die Nachbarn abgeleitet und in der Tabelle („Nach-
bar.dbf“) gespeichert. Dieser Vorgang wird unter Anwendung einer „Schleife“ im
Programmablauf gewährleistet und für jeden Teilraum (Polygon) wiederholt. Ergebnis
ist eine geordnete Tabelle („Nachbar.dbf“) mit allen Teilräumen (1,...,n) und deren
                                               
7 Die eckige Klammer [Mittelwert] wird dann verwendet, wenn der Name der Programmfunktion mit dem
Namen im Program-Menü („Popup-Menü“) „[Räumliche Analyse]“ im „View“-Modus übereinstimmt.
Das entsprechende „Script“ wird durch Anklicken des Feldes ausgelöst.
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Nachbarn für jede Raumschrittweite k. In der Tabelle sind jetzt folgende Informationen
enthalten: Identifikationsnummer des Polygons ( ID), Identifikationsnummer der Nach-
barpolygone (IDN) und die Nummer der Raumschrittweite (RSW), in der die
Nachbarschaftsbeziehung abgeleitet wurde. In dieser Tabelle sind jedoch auch jene
Nachbarn enthalten, die dem Nachbarschaftskriterium nicht entsprechen. So muß aus
programmtechnischen Gründen auch der Teilraum i (Teilraum von dem die Nachbar-
schaftsbeziehungen abgeleitet werden) in die Tabelle aufgenommen werden, dasselbe
gilt für Nachbarschaftsbeziehungen höherer Raumschrittweiten ( k), in denen sich auch
Nachbarn der Raumschrittweite ( k - 1, k - 2, ...) befinden. Die Nachbarschaftsbezie-
hungen, die dem Nachbarschaftskriterium nicht entsprechen, müssen daher in Folge
aus der Tabelle eliminiert werden. Dazu wird für jedes Element der Tabelle („Nach-
bar.dbf“) ein eindeutiger Schlüssel (Index) vergeben, der dazu dient, die einzelnen
Zeilen im Datensatz zu identifizieren. In einer Programmschleife werden nun für jeden
Teilraum alle Elemente einer Raumschrittweite (k) selektiert, die sich auch in der
Raumschrittweite (k-1) befinden und der Wert des Schlüssels ( Index) des betreffen-
den Elements in einer temporären Liste gespeichert. Anschließend werden diese
Elemente anhand dieser Liste aus der Tabelle („Nachbar.dbf“) gelöscht. Ergebnis ist
eine Tabelle der Nachbarschaftbeziehungen für jeden Teilraum i in jeder Raumschritt-
weite (k) (vgl. Abb.) mit den oben angeführten Elementen und zusätzlich der z-Wert
(Abweichung vom Mittelwert der Variable X) des entsprechenden Teilraums, der mit
(Zj) bezeichnet wird.
Abb. 29: Struktur der Tabelle „Nachbar.dbf“
ID IDN Index Zj RSW
1 4 1 -6 1
1 5 2 12 1
1 6 3 -65 1
1 10 4 7 2
1 12 5 -24 2
1 16 6 19 2
2 4 7 23 1
2 7 8 -3 1
2 6 9 -65 2
c.)  Als nächstes wird, unter Anwendung der Tabelle „Nachbar.dbf“ das Maß des Mo-
ran’s I Koeffizienten für jede Raumschrittweite (k) berechnet (vgl. Anhang B: „Script zur
Berechnung eines globalen Autokorrelationskoeffizienten“). Dieses „Script“ wird im
Menü als „[Moran’s I]“ bezeichnet. Verwendet wird jene Struktur des Moran’s I, wie
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sie in (44) definiert ist. Da für jede Raumschrittweite (k) eine Maßzahl berechnet wer-
den soll, muß die Anzahl der gewählten Raumschrittweiten ermittelt werden. Dies
erfolgt durch die Bestimmung des Maximalwertes in der Variablen „RSW“ der Tabelle
„Nachbar.dbf“. Der Maximalwert in der Raumschrittweite (entspricht der größten
Raumschrittweite k) wird in Folge als obere Grenze in einer „Schleifenfunktion“ zur Be-
rechnung des Moran’s I herangezogen, d.h. es erfolgt ein „Programmdurchlauf“ für
jede Raumschrittweite k. Damit wird sichergestellt, daß für jede Raumschrittweite eine
Maßzahl berechnet wird. Es werden nun zwei Hilfsvariablen (Sji und d) gebildet
und in die Tabelle „Attribute of View“ eingefügt. Für jede Raumschrittweite (k)
müssen separate Hilfsvariablen berechnet werden. Zuerst wird die Summe aus dem
Produkt zi und zj  für jede Stelle i berechnet, wobei die zj-Werte aus der Tabelle
„Nachbar.dbf“ entnommen werden. Für jede Raumschrittweite wird ein
„dynamischer“ Variablenname vergeben („Sji1,Sji2,...“), unter dem die
Summenwerte eingetragen werden. Analog dazu wird eine Hilfsvariable für D
(„d1,d2,...“) berechnet (vgl. (16)), die anschließend zur Berechnung des
Standardfehler verwendet wird (Abb.). Die restlichen Variablennamen in „Attribute
of View“ werden von ARCView standardmäßig angegeben (z.B. „Shape“, „Area“,
„Land“). „x-Wert“ steht für eine Variable die in der Autokorrelationsanalyse verwendet
wird, „IDCODE“ für einen eindeutigen Identifikationskode der z.B. Teilräume.
Abb. 30: Struktur der Tabelle „Attribute of View“
SHAPE AREA LAND IDCODE x-Wert z-Wert Sji1 d1 Sji2 d2
Poly 3443.34 A 1 12 5 9,7 6 11,9 6
Poly 23442.34 A 2 23 -6 8,8 2 12,3 8
Poly 12536.64 A 3 -43 60 5,6 4 6,5 8
Poly 75343.7 A 4 23 -6 3,7 4 16,6 8
Poly 45634.8 A 5 12 5 4,7 3 13,4 6
Poly 5437.67 A 6 -65 82 8,9 6 12,4 8
Poly 65675.87 A 8 33 -16 9,9 4 14,6 6
Poly 972575 A 9 71 -54 11,5 2 19,6 4
Für die Berechnung des Moran’s I Koeffizienten wird die Hilfsvariable (Sji) über alle
Teilräume summiert und nach (44) ein Maß der räumlichen Autokorrelation berechnet.
Die verwendeten „Programmschleifen“ können im entsprechenden Script („Script zur Be-
rechnung eines globalen Autokorrelationskoeffizienten“), wobei die Nachabarschafts-
beziehungen aus der Tabelle „Nachbar.dbf“ stammen.
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d.)  Die Schätzfunktion (22) wird zur Überprüfung der Signifikanz herangezogen. Die
Parameter dieser Funktion (Erwartungswert E(m) und Standardfehler s) werden mit
Hilfe von (25) und (26) berechnet. Die Variabel D aus (26) ist bereits als Hilfsvariable in
der Tabelle „Attribute of View“ für jeden Teilraum ausgewiesen. Für jede
Raumschrittweite muß wieder eine separate Berechnung durchgeführt werden. Die
notwendigen Werte können aus der Tabelle „Nachbar.dbf“ abgeleitet werden (Abb.).
Die Maße und die Prüfgrößen erscheinen in einem Programmfenster.
5.3.2. Programmfunktion für Gi - Koeffizienten
Wie bei der globalen räumlichen Autokorrelationsanalyse ist im Falle der lokalen Autoko r-
relationsanalyse die Grundlage eine Karte, die in entsprechende Teilräume partitioniert ist
und in einer ARCView lesbaren Form vorliegt. Die Attributinformationen sind in einer mit
der Karte verbundenen Tabelle gespeichert, die als („Attribute of View“)bezeichnet
wird.
a.)  Anders als bei Moran’s I werden für die Berechnung des Gi-Koefffizienten die Nach-
barschaftsbeziehungen auf Basis einer Distanzfunktion abgeleitet. Um für jeden
Teilraum eine einheitlich abgeleitete Distanz zu erhalten, werden die Mittelpunkte der
einzelnen Teilräume, als Repräsentanten für die Teilräume herangezogen. In
ARCView werden die Koordinaten der Mittelpunkte von Polygonen (Teilräume) nicht
explizit angeführt, so daß ein entsprechender Punkt- “Shapefile“ generiert werden muß.
Dies kann mit dem „Script Berechnung von XY-Koordinaten aus Labelpunkten“ ([„XY-
Koordinaten“]) und „Erstellung eines Punkt-“Shapefile“ aus XY-Koordinaten“
([„Punkt-Thema“]) durchgeführt werden. Das erste Script berechnet für jedes Polygon
die XY-Koordinaten des Mittelpunktes des jeweiligen Polygons (Teilraum) und spe i-
chert sie in der Tabelle („Attribute of View“) in einer Spalte mit der Bezeichnung
„xcoord“ bzw. „ycoord“.  Diese Koordinaten werden vom zweiten „Script zur Erstel-
lung von Punkten“ verwendet, welche im Anschluß in ein „Shapefile“ umgewandelt
werden müssen. Die Attributtabelle des Punkt- “Shapefiles“ besitzt die selben Variablen
wie das „Shapefile“ der Polygone aus denen sie abg eleitet wurden.
b.)  Das Nachbarschaftskriterium ist durch eine Distanz d bestimmt, d.h. es werden jene
Punkte (entspricht den Teilräumen) als Nachbarn eines Punktes i angesehen, die in-
nerhalb dieser Distanz d liegen. Die dazugehörige Programmfunktion kann im „Popup-
Menü“ unter [Nachbarn Lokal] aufgerufen werden. Die Raumschrittweite ( k) kann
wiederum frei gewählt werden und ist daher als Variable definiert, wobei die Rau m-
schrittweite k + 1 die doppelte Distanz der Raumschrittweite k aufweist. Die Anzahl der
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Raumschrittweiten (k) wird interaktiv, durch den Anwender bestimmt. Der Anwender
erhält in einem „Fenster“ Informationen über die Ausdehnung des Untersuchungsg e-
biets (Karte im „View“) und wird in Folge aufgefordert, eine maximale Distanz dmax und
die Anzahl der Raumschrittweiten k anzugeben, in welche die Distanz dmax  unterteilt
werden soll. Die entsprechende Distanz für jede Raumschrittweite k wird anschließend
berechnet (die Raumschrittweite k ist gleichbedeutend mit der Distanz d (k=1 ent-
spricht d=1 usw.). Für jeden Punkt i werden die Punkte j, die Nachbarpunkte in der
entsprechenden Raumschrittweite k abgeleitet und in eine Tabelle („LokalNach-
bar.dbf“) überführt. Die Selektion erfolgt in einer Schleife für alle Punkte i in jeder
Raumschrittweite k, wobei das Selektionskriterium „iswithindistance“ (Standard-
selektionskriterium von ARCView) verwendet wird. Die Tabelle „LokalNachbar.dbf“
beinhaltet eine Spalte mit der Identifikationsnummer („LID“) der Punkte i von der aus
die Nachbarschaftsrelationen abgeleitet werden; eine Spalte mit den
Identifikationsnummern, der in der Distanz d selektierten Nachbarn („LIDN“); eine
Spalte mit den Variablenwerten der gewählten Variable X („LX“) und eine Spalte, die
die entsprechende Raumschrittweite k („LRSW“) angibt.
Abb. 31: Struktur der Tabelle „LokalNachbar.dbf“
LID LIDN LRSW LX
1 1 1 21
1 3 1 42
1 4 2 43
1 12 2 23
1 15 2 15
1 16 2 67
2 23 1 12
c.)  Für die Berechnung des Gi-Koeffizienten werden wiederum Hilfsvariablen verwendet.
So muß für jeden Punkt i in jeder Raumschrittweite k Mittelwert und Varianz berechnet
werden (entspricht Yi1 bzw. Yi2 in (45)) ohne der Miteinbeziehung des Variablenwertes
an der Stelle i. Unter Anwendung einer Schleife werden in der Tabelle „Attribute
of View“ die Mittelwerte und Varianzen an jeder Stelle i berechnet und in eine Spalte
eingefügt („MXj bzw. „SXj“). Für die Berechnung gemäß (45) werden nun die Werte
aus der Tabelle „LokalNachbar.dbf“ mit denen aus der Tabelle „Attribute of
View“ entsprechend der Raumschrittweite k zusammengeführt und für jede Stelle i ein
Maß für den Gi-Koeffizienten berechnet. Die Maße des Gi-Koeffizienten werden an-
schließend in die Tabelle „Attribute of View“ geschrieben, wo in Folge für jeden
Punkt i (Teilraum) und Raumschrittweite k ein Maß für Gi existiert. Die Überprüfung der
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Signifikanz dieser Maße kann unter Anwendung der im Kapitel 4 vorgestellten Meth o-
den (z.B. Bonferroni-Methode) und der im Anhang A befindlichen Tabelle der
„Standardmaße“ erfolgen. Da die Berechnung für jeden Punkt durchgeführt wird, kann
(soweit ein Maß existiert!) das Ergebnis in der Karte („View“) dargestellt werden.
Abb.32: Struktur der Tabelle "Attribut of View"
SHAPE LAND IDCODE x-Wert G1 G2 MXj SXj
Point A 1 21 1,45 1,65 0,56 1,677
Point A 2 13 1,56 1,65 0,76 1,757
Point A 3 42 2,65 1,75 0,86 1,534
Point A 4 43 ... 2,64 0,45 1,765
Point A 5 53 ... 2,65 0,46 1,655
Point A 6 31 ... 1,76 0,35 1,124
Die entwickelten „Scripts“ wurden in die Benutzeroberfläche von ARCView („View“) unter
dem Titel „[Räumliche Analyse]“ integriert (vgl. Abb. ). Dadurch wird eine möglichst
einfache Handhabung sichergestellt. Die Dialogfelder der Programme sind zumeist
selbsterklärend bzw. beinhalten die notwendige Information, die für die Durchführung der
Analyse notwendig sind.
Abb. 33: Benutzeroberfläche ArcView
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Der Benutzer wird durch „Programmfenster“ aufgefordert, die notwendigen Variablen
bzw. Identifikationsschlüssel (z.B. „IDCODE“) auszuwählen. Diese Vorgangsweise wird für
alle Makroscripts beibehalten (vgl. Abb.).
Abb.34: Programmfenster mit einer Auswahlaufforderung
Im Programmablauf des modifizierten Gi-Koeffizienten sind für die Bestimmung der
Nachbarobjekte Eingaben seitens des Nutzers erforderlich So muß die maximale Distanz
eingegeben werden, für die die Nachbarobjekte abgeleitet werden sollen (vgl. Abb.). In
einem folgenden Programmfenster wird der Nutzer aufgefordert, diese Distanz in einen
entsprechenden Intervall zu teilen.
Abb.35: Programmfenster mit einer Eingabeaufforderung
Dadurch wird sichergestellt, daß Gi-Maße für unterschiedliche Distanzen abgeleitet we r-
den Die Ergebnisse sind, wie oben bereits angeführt, entweder in der Tabelle
„Attribute of View“ des entsprechenden Themas abgespeichert, wie im Fall des
modefizierten Gi-Koeffizienten (vgl. Abb.), oder werden in einem „Ausgabefenster“ ang e-
führt (Moran’s I) (vgl. Abb.).
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Abb.36: Ausgabefenster für die Maße des Moran's I
Während des Programmablauf der einzelnen Makros werden Programmfenster eing e-
blendet, die zumeist Informationen zum Programmablauf beinhalten. Solche
„Informationsfenster“ sollen dem Nutzer eine gewisse Hilfestellung und „Orientierung“
während des Programmablaufs geben.
5.3.3. Bemerkungen zur Programmierung in ArcView
Die Programmierung in der Makrosprache „Avenue“ ist durch die umfangreiche Doku-
mentation und die vorliegenden Beispielanwendungen relativ schnell zu erlernen. Für
komplexere Aufgaben ist „Avenue“ jedoch kaum geeignet und kann daher nicht mit and e-
rern Entwicklungsprogrammen, wie z.B. „Visual Basic“ (Microsoft) verglichen werden. Die
Möglichkeit der dynamischen Verknüpfung ( z.B. durch Verwendung von DLL´s „Dynamic
Link Libraries“8) von „Windows“ Programmen (unter „Windows95“ bzw. „WindowsNT“)
kann auch für ARCView verwendet werden (vgl. ESRI, 1996), was die Einbindung von
externen „Programmen“ erleichtert.
Die Berechnungsgeschwindigkeit, vor allem für große Datenmengen (hohe Zahl an Tei l-
räumen), ist wahrscheinlich der entscheidenste Nachteil, die Makrolsprache „Avenue“ zu
verwenden. Trotzdem sollte diese Art der Implementierung von „Analysemethoden“ nicht
von vornherein ausgeschlossen werden, da „Avenue“ eine hohe, wenn auch hinsichtlich
der Komplexität begrenzte Flexibilität aufweist (Anselin und Bao, 1996) und gerade für die
Analyse von kleineren und mittleren Fallzahlen ausre ichend gute Ergebnisse liefert.
                                               
8 DLL´s sind Programmbibliotheken, die Funktionen aus anderen Programmen enthalten. DDL´s haben
den Vorteil, eine höhere Geschwindigkeit zu haben, wie etwa statische Programmbibliotheken.
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6. Zusammenfassung und Ausblick
Räumliche Datenanalyse unter Verwendung von GIS muß heute mehr bedeuten als die
bloße Herstellung von bunten Karten. Auch wenn gerade die rasche kartographische U m-
setzung von räumlichen Informationen, GIS einem breiten Anwenderkreis nahegebracht
hat.
Ausgangspunkt dieser Arbeit waren Probleme der räumlichen Analyse, sowohl hinsich t-
lich der Modellierung von Raum in GIS als auch hinsichtlich der Effekte und
Eigenschaften von räumlichen Daten. Es konnten beide Aspekte in dieser Arbeit nur g e-
streift werden und im wesentlichen nur ein Problembereich (räumliche Autokorrelation)
genauer aufgearbeitet werden. Dennoch sollte mit dieser Arbeit ein Eindruck für die Pr o-
blembereiche der räumlichen Analyse und GIS vermittelt werden. Räumliche
Autokorrelation nimmt in der räumlichen Analyse eine zentrale Stellung ein. Das Vorha n-
densein von räumlicher Autokorrelation in räumlichen Daten führt zumeist zu invaliden
Aussagen, wenn diese nicht entsprechend berücksichtigt werden. Die Methoden die in
dieser Arbeit vorgestellt wurden, können dazu verwendet werden, eben diese Fehler zu
vermeiden.
Formale Konzepte der Einbindung, wie sie etwa in Anselin und Bao (1996) beschrieben
werden, können mitunter als ein Leitfaden für die Implementierung von Methoden der
räumlichen Datenanalyse betrachtet werden. Der modulhafte Aufbau von explorativen
und konfirmatorischen Elementen auf der einen Seite und Funktionen der Selektion und
Manipulation von GIS auf der anderen Seite, stellen so auch einen möglichen Weg der
räumlichen Datenanalyse dar. Maße zur räumlichen Autokorrrelation, die in dieser Arbeit
einen Schwerpunkt bilden, kommen innerhalb dieses Systems eine entscheidende B e-
deutung zu. Einerseits können sie für sich als explorative Analysemethoden wichtige
Ergebnisse über die Struktur des untersuchten Gebiets liefern, andererseits dienen sie
auch der Kalibrierung von Modellen im Bereich der konfirmatorischen räumlichen Anal y-
se. Lokale Maße räumlicher Autokorrelation geben einen zusätzlichen, „tieferen“ Einblick
in die räumliche Struktur eines Untersuchungsgebiets. Ihre Robustheit gegenüber Inst a-
tionarität in den Daten bringt zusätzlich Vorteile für die explorative als auch
konfirmatorische Datenanalyse, auch wenn gerade durch die Schwierigkeiten in der B e-
stimmung eines adäquaten Signifikanzniveaus lokale Koeffizienten nicht ganz so leicht
einzusetzen sind, wie etwa in Ord und Getis (1995) beschrieben wird.
Die praktische Umsetzung in ein GIS wurde je anhand eines globalen und eines lokalen
Koeffizienten räumlicher Autokorrelation dargestellt. Im Rahmen des Softwareproduktes
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ArcView wurden die dazu notwendigen „Makros“ programmiert und in die Software unter
einem „Popup“-Menü integriert. Durch die Verwendung der verfügbaren Standardfunkti o-
nen dieses GIS konnte die „Entwicklungsarbeit“ in einem vernünftigen Maß gehalten
werden. Das Problem der geringen Rechengeschwindigkeit erlaubt jedoch nur Analysen,
die sich in einem angemessenen Rahmen bewegen (weniger als 100 Teilräume). Für
größere Mengen an Daten müssen gegebenenfalls andere Programmstrukturen bzw.
Softwareprodukte verwendet werden.
Das Potential von GIS hinsichtlich der räumlichen Analyse ist bei weitem noch nicht au s-
geschöpft (Bailey, 1994). In allen GIS Funktionsbereichen (Eingabe, Speicherung,
Analyse und Visualisierung) besteht ein großer Spielraum für Verbesserungen (Fischer
und Nijkamp, 1992). Die nur zaghaften Fortschritte auf diesem Gebiet sind nicht nur auf
die technischen Schwierigkeiten (z.B. im Bereich der Datenbanken) zurückzuführen, so n-
dern auch auf das zum Teil verhältnismäßig geringe Interesse der Anwender (auch
Geographen!) an statistischen Methoden und (noch immer) der Computertechnologie im
speziellen. Openshaw (1994) weist in diesem Zusammenhang auf den Umstand hin, daß
in den letzten Jahren zwar begonnen wurde, Computer- bzw. Methodenexperten ausz u-
bilden (zumindest in angelsächsischen Ländern), die auf ihrem Gebiet auch ein
umfangreiches Spezialwissen aufweisen, jedoch kaum ein für die Weiterentwicklung auf
dem Gebiet der räumlichen Datenanalyse notwendiges Wissen aus beiden Bereichen
haben. Die Bedeutung der Schaffung neuer, an die Erfordernisse angepaßten, Ausbi l-
dungsstrukturen, kann daher als nicht wichtig genug eingeschätzt werden. Nicht zuletzt
kann damit auch den Wünschen der „Wirtschaft“ (z.B. Geomarketing) und der Wisse n-
schaft nach „Raumanalytikern“ Rechnung getragen werden und sich so eine neues (altes)
Betätigungsfeld für Geographen und Kartographen eröffnen.
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Anhang A: Tabelle zum modifizierten Gi-Koeffizienten
Werte für die höchsten Gi oder Gi* aus n unabhängig normalverteilten
Zufallsvariablen für ein gewähltes Signifikanzniveau a
n a  = 0,90 a  = 0,95 a  = 0,99 a  = 0,999
1 1,28160 1,64500 2,32380 3,09170
2 1,63230 1,95460 2,57590 3,29440
3 1,81830 2,12140 2,71300 3,41000
4 1,94320 2,23420 2,87690 3,49000
5 2,03670 2,31890 2,87690 3,55000
6 2,11070 2,38650 2,93640 3,58750
7 2,17180 2,44250 2,98400 3,62860
8 2,22390 2,49000 3,02250 3,67500
9 2,26920 2,53190 3,05830 3,69270
10 2,30910 2,56830 3,08880 3,72480
11 2,34470 2,60150 3,11890 3,74750
12 2,37670 2,63040 3,14430 3,76550
13 2,40600 2,65750 3,17080 3,78540
14 2,43290 2,68270 3,18930 3,80300
15 2,45750 2,70600 3,20910 3,82120
16 2,48060 2,72740 3,22820 3,83670
17 2,50180 2,74780 3,24550 3,85090
18 2,52190 2,76560 3,26210 3,86590
19 2,54130 2,78250 3,27840 3,87910
20 2,55940 2,79930 3,29310 3,89090
30 2,69640 2,92910 3,40500 3,98850
40 2,79130 3,01750 3,49000 4,05510
50 2,86310 3,08330 3,54880 4,10730
60 2,92180 3,14000 3,59060 4,14880
100 3,07780 3,28890 3,72380 4,26590
500 3,53750 3,71340 4,10750 4,62000
1000 3,70620 3,88550 4,26430 4,76670
Quelle: Ord und Getis (1995, S. 297)
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Anhang B: Programmkode für die einzelnen Anwendungen
1)   Script zur Berechnung von „Standardscores“ ([„Standardscores“])
' Name: View.Standardscore
' Titel:   Berechnet Standardscores aus einer Variable in Relation
'          zu einer Gesamtpopulation
' Topics:  GeoData
' Beschreibung: Berechnet Standardscores einer Variable unter
'               Anwendung der entsprechenden Gesamtpopulation;
'               d.h. es werden die Größeneinflüsse in der Verteilung
'               der Variable reduziert (vgl. Ord und Getis, 1995)
' Erforderlich: Thema mit einer Attributtabelle die sowohl Informationen
'               hinsichtlich der zu untersuchenden Variable (z.B. Krankheitsfälle) und
'               der Gesamtpopulation (z.B. Bevölkerung in den versch. Teilräumen beinha lten
'
'****************************************************************************************
theView=av.getActiveDoc
theTheme=theView.getThemes.get(0)
theFtab=theTheme.getFTab
theFields=theFTab.getFields
theFTab.setEditable(true)
''************************Spalten für Scores***********
Text=msgBox.input("Spaltennamen","Input","max 10 Zeichen")
SpSc=(theFTab.findField(Text.asString)=nil).not
if (SpSc) then
  theFtab.RemoveFields({theFTab.findField(Text.asString)})
end
SpSc=Field.Make(Text,#Field_Decimal,6,3)
theFTab.addFields({SpSc})
'**********************Auswahl der Spalten**********
Sp1=MsgBox.ListAsString(theFields,"Wähle eine Variable x von Gesamtpopulation",
                        "Standard Scores")
SP2=MsgBox.ListAsString(theFields,"Wähle Variable Gesamtpopulation",
                         "Standard Scores")
'************************Berechnung von Scores*******************
xp=theFTab.findField(Sp1.asString)
POPx=theFTab.findField(SP2.asString)
sumXp=0
sumPOPx=0
for each rec in theFTab
  sssXp=theFtab.returnValue(xp,rec)
  ssspopx=theFTab.returnValue(popx,rec)
  sumXp=SumXp+sssxp
  sumPOPx=sumPOPx+ssspopx
end
sumXPop=(sumXp/sumPopx)
for each rec in theFTab
  Wert1=theFTab.returnValue(xp,rec)
  Wert2=theFtab.returnValue(PoPx,rec)
   Score=((Wert1-((sumXPop)*Wert2))/((Wert2*sumXpop*(1-sumXPop)).sqrt))
  theFTab.setValue(SpSc,rec,Score)
end
'********************************* Script Ende***********************************
Copyright: Wolfgang Pichler
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2)   Script zur Berechnung der Abweichung vom Mittelwert ([„Mittelwertab-
weichung“])
' Name:  View.Mittelwertabweichung
' Titel: Berechnung der Abweichung vom Mittelwert einer Variable
' Beschreibung:  Berechnet die Abweichung vom Mittelwert einer frei,
'                aus einer Attributtabelle eines Themas, gewählten Variable.
'                Muß z.B. vor der Berechnung des Moran’s I angewendet werden.
' Erforderlich:  Attributtabelle eines Themas mit einer entsprchenden Variable.
'******************************************************************************
theView=av.getActivedoc
theTheme=theView.getThemes.get(0)
theFtab=theTheme.getFtab
theFields=theFtab.getFields
theFtab.setEditable(true)
MsgBox.info("Berechnet die Abweichung vom Mittelwert"+nl+ "Ergebnisse werden in der
            Attributtabelle gespeichert","ARCView STATMode")
'**********Auswahl der Variablen*********
sp1=MsgBox.ListAsString(theFields,"Wähle eine Variable","ARCView STATMode")
'**********Spalte für Ergebnisse*********
Text=MsgBox.input("Name der Spalte?","ARCView STATMode","Eingabe")
SpSc=(theFtab.findField(Text.asString)=nil).not
if(SpSc) then
  theFtab.RemoveFields({theFtab.findField(Text.asString)})
end
SpSc=Field.Make(Text,#Field_Decimal,9,3)
theFtab.addFields({SpSc})
'********Berechnet die Abweichung vom Mittelwert********
xp=theFtab.findField(sp1.asString)
sumXp=0
n=0
for each rec in theFtab
  sssXp=theFtab.returnValue(xp,rec)
  sumXp=sumXp+sssXp
  n=n+1
end
sumXPop=(sumXp/n)
for each rec in theFtab
  val1=theFtab.returnValue(xp,rec)
  dist=(val1-sumXPop)
  theFtab.setValue(SpSc,rec,dist)
end
'**********Ende des Scripts*********
'Copyright: Wolfgang Pichler
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3)   Script zur Berechnung von XY-Koordinaten ([„XY-Koordinaten“])
' Name:   View.AddXYCoordToFTab
' Title:  Adds X and Y coordinates of features to Attribute Table
' Topics: GeoData
' Beschreibung:  Erstellt zwei neue Felder (xcoord und ycoord) im ersten (aktiven)
' Thema, wobei sowohl Punkte als auch Polygone herangezogen werden können.'
' Erforderlich:  Ein aktives Punkt- oder Polygonthema
'**********************************************************************************
theView = av.GetActiveDoc
_theProjection = theView.GetProjection
project_flag = _theProjection.IsNull.Not  'true if projected
theTheme = theView.GetActiveThemes.Get(0)
                                                    'Polygon oder Punktthema?
if (((theTheme.GetSrcName.GetSubName = "point") or
    (theTheme.GetSrcName.GetSubName = "polygon")).Not) then
  MsgBox.Info("Active theme must be polygon or point theme","")
  exit
end
'**********Erhält die Attributtabelle des Themas***********
theFTab = theTheme.GetFTab
theFields = theFTab.GetFields
edit_state = theFTab.IsEditable
'make sure table is editable and that fields can be added
if (theFtab.CanEdit) then
  theFTab.SetEditable(true)
  if ((theFTab.CanAddFields).Not) then
    MsgBox.Info("Es werden keine Felder zugefügt"+NL+"Schreibgeschützt?",
    "ARCView")
    exit
  end
else
  MsgBox.Info("Kann die Attributtabelle nicht verändern"+NL+
  "Schreibgeschützt","ARCView")
  exit
end
'**********Existenz der Namen xcoord,ycoord*********
x_exists = (theFTab.FindField("xcoord") = NIL).Not
y_exists = (theFtab.FindField("ycoord") = NIL).Not
if (x_exists or y_exists) then
  if (MsgBox.YesNo("Felder überschreiben",
  "xcoord, ycoord existieren!", false)) then
    if (x_exists) then
      theFTab.RemoveFields({theFTab.FindField("xcoord")})
    end
    if (y_exists) then
      theFTab.RemoveFields({theFTab.FindField("ycoord")})
    end
  else
    exit
  end  'if (MsgBox...)
end  'if
x = Field.Make ("xcoord",#FIELD_DECIMAL,18,5)
y = Field.Make ("ycoord",#FIELD_DECIMAL,18,5)
theFTab.AddFields({x,y})
'************Punkt oder Polygon(Zentroid)-Koordinaten**********
if (theTheme.GetSrcName.GetSubName = "point") then
  if (project_flag) then
    'Projection defined
    theFTab.Calculate("[Shape].ReturnProjected(_theProjection).GetX", x)
    theFTab.Calculate("[Shape].ReturnProjected(_theProjection).GetY", y)
  else
    'No projection defined
    theFTab.Calculate("[Shape].GetX", x)
    theFTab.Calculate("[Shape].GetY", y)
  end  'if
else  'polygon case
  if (project_flag) then
    theFTab.Calculate("[Shape].ReturnCenter.ReturnProjected(_theProjection).GetX", x)
    theFTab.Calculate("[Shape].ReturnCenter.ReturnProjected(_theProjection).GetY", y)
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  else
    theFTab.Calculate("[Shape].ReturnCenter.GetX", x)
    theFTab.Calculate("[Shape].ReturnCenter.GetY", y)
  end  ' if
end
theFTab.SetEditable(edit_state)
'***********Ende des Scripts***********
'ESRI,1996; modifiziert W.Pichler
4)   Script zur Erstellung eines Punkt-„Shapefiles“ aus XY-Koordinaten
[„Punkt-Thema“]
' Name:  View.Point-XY
' Titel:  Erzeugt ein Punkt Thema aus XY-Koordinaten
' Topics: GeoData
' Beschreibung:  Erzeugt ein Punkt-Thema aus, in der Attributtabelle enthaltenen
'                (generierten) xy-Koordinaten. Das Thema muß bei Weiterverwendung
'                in einem Shapefile transformiert werden.
' Erforderlich:  Ein Thema mit xcoord bzw. ycoord in der entsprechenden Attributtab.
'***********************************************************************************
theView=av.getActivedoc
theTheme=theView.getThemes.get(0)
theFtab=theTheme.getFtab
'*********Identifizierung von Xcoord und ycoord*********
xfld=theFtab.findField("xcoord")
yfld=theFtab.findfield("ycoord")
'*********Erstellt ein Punkt-Thema*********
xySrce=xyName.make(theFtab,xfld,yfld)
theThemeNew=Theme.Make(xySrce)
theView.AddTheme(theThemeNew)
MsgBox.Info("Punktthema muß in ein Shapefile umgewandelt werden","ARCView")
'********Ende des Scripts****************
'ESRI 1996, modifiziert W.Pichler
5)   Script zur Ableitung der Nachbarschaftsbeziehung für globale Autokor-
relationsmaße ([„Nachbarn Global“])
'Name: View.NachbarGlobal
'Titel: Berechnung von Nachbarschaftsbeziehung für einen globalen Koeffizenten
'Beschreibung: Berechnet die Nachbarschaftsbeziehungen für jeden Teilraum und
'              frei gewählter Raumschrittweite k und speichert diese Information
'              in der Tabelle "Nachbar.dbf".
'Erforderlich: Ein Thema mit Polygonen (z.B.Verwaltungseinheiten) und ein in
'              der Attributtabelle enthaltener z-Wert (Abweichung der Variablen
'              werte vom Mittelwert) (Script: View.Mittelwertabweichung)
'********************************************************************************
theView=av.getActiveDoc
theTheme=theView.getThemes.get(0)
theFTab=theTheme.getFTab
theFieldsftab=theFTab.getfields
theedit_state=theFTab.IsEditable
'********* neue Tabelle "Nachbar.dbf"(Export)**************************************
myFile=FileDialog.Put("c:/TEMP/Nachbar.dbf".AsFileName,"*.*","File")
theVTab=VTab.MakeNew(myFile,dbase)
myTable=Table.Make(theVTab)
ff1=(theVTab.findField("ID")=nil).Not
ff2=(theVTab.findField("IDN")=nil).Not
ff3=(theVTab.findField("Index")=nil).Not
jjj=(theVTab.findField("Zj")=nil).Not
kkk=(theVTab.findField("RSW")=nil).Not
if (kkk) then
theVTab.RemoveFields({theVTab.FindField("RSW")})
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end
if (ff1) then
  theVTab.RemoveFields({theVTab.FindField("ID")})
end
if (ff2) then
  theVTab.RemoveFields({theVTab.FindField("IDN")})
end
if (ff3) then
  theVTab.RemoveFields({theVTab.FindField("Index")})
end
if (jjj) then
  theVTab.RemoveFields({theVTab.FindField("Zj")})
end
f1=Field.Make("ID",#FIELD_DECIMAL,5,0)
f2=Field.Make("IDN",#FIELD_DECIMAL,5,0)
f3=Field.Make("Index",#FIELD_DECIMAL,5,0)
jj=Field.Make("Zj",#FIELD_DECIMAL,11,5)
kk=Field.Make("RSW",#Field_DECIMAL,3,0)
'sdd=Field.Make("SdZj",#FIELD_DECIMAL,10,4)
theVTab.AddFields({f1,f2,f3,jj,kk})
theVTab.Iseditable
'*************************Bestimmung eines Feldes mit eindeutiger ID*********************
bbb=MsgBox.ListAsString(thefieldsftab,"Feld mit eindeutiger ID","Bitte Auswählen")
bb = theFTab.findfield(bbb.asString)
bbb.SetAlias("CODEID")
'******Bestimmung eines Feldes mit einer Variable Z (Abweichung vom Mittelwert)**********
aa=MsgBox.ListAsString(thefieldsftab,"Feld der zu untersuchenden Variable Z","Bitte Auswä h-
len")
a=theFTab.findField(aa.AsString)
aa.SetAlias("ZiValue")
myTable.GetWin.Open
'*************************Bestimmung der Raumschrittweite*********************************
ccc=MsgBox.Input("Maximale Anzahl der Raumschrittweite k:","Eingabe","Je nach Anzahl der
Objekte: bis Max 5")
c=ccc.asNumber
cnt=0
theFtab.getSelection.get(0)
for each rec in theFTab
   theBitmap=theFTab.GetSelection
   _zz=theFTab.returnValue(bb,rec)
   expr ="([CODEID]=_zz)"
   theFTab.Query(expr,theBitmap,#VTab_Seltype_New)
   theFTab.UpdateSelection
   rrr=0
   for each k in 1..c by 1
   rrr=rrr+1
    theTheme.SelectByTheme(theTheme,#FTAB_RELTYPE_Intersects,0,#VTAb_seltype_NEW)
    thebitmap=theFTab.getSelection
    rec=-1
     while (true)
      rec=theBitmap.getNextSet(rec)
      if (rec=-1) then
        break
      else
        ddd=theFTab.returnValue(a,rec)
        s=theVTab.addRecord
        var=theFTab.returnValue(bb,rec)
        theVTab.SetValue(f2,s,var)
        theVTab.setValue(f1,s,_zz)
        theVtab.setValue(jj,s,ddd)
        theVTab.setValue(kk,s,rrr)
      end
     end
    end        'Ende der k-Schleife
    theTheme.clearSelection
 end            'Ende der FTab-Schleife (für jeden Bezirk)
'************************** Erstellung eines Index***********************************
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Cntg=0
for each rec in theVtab
  cntg=cntg+1
  theVTab.setValue(f3,rec,cntg)
end
'**********Löschen von redundanten Teilräumen in der Nachbarschaftsbeziehungen********
f4=theFTab.findField("CODEID")
f2=theVTab.findField("IDN")
kk=theVTab.findField("RSW")
f3=theVTab.findField("Index")
jj=theVTab.findField("Zj")
eraseList=List.make                'Temporäre Liste der redundanten Teilräume
theFTab.getSelection.get(0)
for each rec in theFTab
  _b=theFTab.returnValue(bbb,rec)
  theBitmap=theVTab.getSelection
  expr="([ID]=_b)"
  theVTab.query(expr,theBitmap,#VTAB_SELTYPE_NEW)
  theVTab.updateSelection
  val1=1
  val2=0
  theBitmap=theVTab.getSelection
  for each k in c..2 by -1
    _gg=c - val1            'Selektion der ersten RSW
    _kk=c - val2
    val1=val1+1
    val2=val2+1
     expr="([RSW]=_gg)and([ID]=_b)"
     theVTab.query(expr,thebitmap,#VTAb_SELTYPE_NEW)
    theVTab.updateSelection
    tempList=list.make                    'Temporäre Liste zum selektieren von Objeken
    count2=0
    for each rec in theBitmap
    ffff2=theVTab.returnValue(f2,rec)
    tempList.add(ffff2)
    count2=count2+1
    end
    theBitmap=theVTab.getSelection
    expr="([RSW]=_kk)and([ID]=_b)"
    theVTab.query(expr,thebitmap,#VTAb_SELTYPE_NEW)
    theVTab.updateSelection
     count=0
     theBitmap2=theVTab.getSelection
     for each rec in thebitmap2
      hhh=templist.get(count)
      count=count+1
      nnn=theVTab.returnValue(f2,rec)
      if (((hhh)=(nnn)).not) then
        count=count-1
        leave=0
      else
        ccc=theVTab.returnValue(f3,rec)
        eraseList.add(ccc)
        if ((count)=(count2))then
          break
      end
    end
  end
end  'k
end'1
eraseList.Sort(true)
msgbox.listasstring(eraseList,"Delete this items", "Killing Field")
'**************************Löschen von redundanter Information *************************
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  if (eraseList.isEmpty) then
    leave=0
  else
  f3control=0
    for each rec in theVTab
    f3list=eraseList.get(f3control)
    f3control=f3control+1
    _f3vtab=theVTab.returnValue(f3,rec)
    if (((f3list)=(_f3vtab)).Not) then
      f3control=f3control-1
      leave=0
    else
      theBitmap=theVTab.getSelection
      expr="([Index]=_f3Vtab)"
      theVTab.query(expr,theBitmap,#Vtab_SelType_New)
      theVTab.updateSelection
      theVTab.getSelection
      theVTab.removeRecords(theBitmap)
    end
  end
end
av.ClearGlobals
'*********************************End of Script**********************************
'Copyright: Wolfgang Pichler
6)   Script zur Berechnung eines globalen Autokorrelationskoeffizienten
([„Moran’s I“])
' Name: Morna´s I
' Titel: Berechnung des Moran’s I Koeffizienten aus einer Tabelle der
'         Nachbarschaftsbeziehungen
' Beschreibung:  Dieses Script ermöglicht die Berechnung eines Maßes der räumlichen
'                 Autokorrelation
'                (Moran’s I) in verschiedenen Raumschrittweiten k; Ergebniss sind
'                das Maß des
'                Koeffizienten und die entsprechende Prüfgröße g zur Überprüfung
'                der Signifikanz unter Anwendung einer Tabelle der
'                Standardabweichung (z.B. Kreyzig, 1985).
' Erforderlich:  Eine Tabelle der Nachbarschaftsbeziehungen (Nachbar.dbf), Attributtabelle
'                mit entsprechenden Werten.
'******************************************************************************************
theView=av.getActiveDoc
theTheme=theView.getThemes.get(0)
theFtab=theTheme.getFtab
theFilename="C:/TEMP/Nachbar.dbf".AsFileName
theVtab=Vtab.Make(theFileName,false,false)
theTable=Table.Make(theVtab)
theTable.GetWin.Open
theFields=theVtab.getFields
theFtab.SetEditable(true)
fff1=theVTab.findField("ID")
fff2=theVtab.findField("IDN")
jjj=theVtab.findField("Zj")
kkk=theVtab.findField("RSW")
IDFt=theFtab.findField("CodeID")
z=theFtab.findField("ZiValue")
'*********************Anzahl der Raumschrittweiten in Nachbar.dbf**********************
themin=nil
themax=nil
for each rec in theVtab
  theVal=theVtab.ReturnValueNumber(kkk,rec)
  if(not(theVal.IsNull)) then
    if (theMin=nil) then
      theMin=theVal
      theMax=theVal
    else
      theMin=theMin min theVal
      theMax=theMax max theVal
    end
  end
end
b=theMax
msgbox.info("Anzahl der Raumschrittweiten:"++b.AsString, "")
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'*****Hilfsvariablen  (eine neue Spalte in der Attributtabelle des Views**********
kcount=0
for each c in 1..b by 1
  kcount=kcount+1
  _SSS="Sji".AsString+kcount.AsString
  _DDD="d".AsString+kcount.AsString
  SSSj=Field.Make(_SSS,#FIELD_DECIMAL,10,5)
  DDDj=Field.Make(_DDD,#FIELD_DECIMAL,3,1)
  theFtab.addFields({SSSj,DDDj})
end
'*********Berechnung der Hilfsvariablen*********
theFtab.getSelection
for each rec in theFtab
  _hhh=theFtab.returnValue(IDFt,rec)
  iiii=theFtab.returnValue(z,rec)
  theBitmap=theVtab.getSelection
  expr="([ID]=_hhh)"
  theVtab.query(expr,theBitmap,#VTAB_SELTYPE_NEW)
  theVtab.UpdateSelection
  theSet=theVtab.getSelection
  _kw2=0
  for each u in 1..b by 1
    _kw2=_kw2+1
    _kfld="Sji".AsString+_kw2.AsString
    _kfld2="d".AsString+_kw2.AsString
    kspalt=theFtab.findField(_kfld.AsString)
    kspalt2=theFtab.findField(_kfld2.AsString)
    expr="([ID]=_hhh) And ([RSW]=_kw2)"
    theVtab.query(expr,theBitmap, #VTAB_SELTYPE_NEW)
    theVtab.updateSelection
    theSubSet=theVtab.getSelection
    HV=0
    dddd=0
    for each rec in theSubset
      f1=theVtab.returnValue(fff1,rec)
      f2=theVtab.returnValue(fff2,rec)
      if ((f1)=(f2)) then
        leave=0
      else
        dddd=dddd+1
        sss1=theVtab.returnValue(jjj,rec)
        HVV=sss1*iiii
        HV=HV+HVV
        ddd=dddd*(dddd-1)
      end
    end
    theFtab.setValue(kspalt2,rec,ddd)
    theFtab.setValue(kspalt,rec, HV)
  end
end
'**********Berechnung des Moran’s I und der Prüfgröße**********
                      'Berechnung der Anzahl der Teilräume i (entspricht A aus ( 33)
nnn=0
for each u in theFtab
  nnn=nnn+1
end
SigList=List.Make
RSWIList=List.Make
_kw2=0
for each i in 1..b by 1
  _kw2=_kw2+1
  theBitmab=theVtab.getSelection
  expr="([RSW]=_kw2)"
  theVtab.query(expr, theBitmap,#VTAB_SELTYPE_NEW)
  theVtab.updateSelection
  theSet=theVtab.getSelection
  ck=0
   for each rec in theSET
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    ID1=theVtab.ReturnValue(fff1,rec)
    ID2=theVtab.ReturnValue(fff2, rec)
    if ((ID1)=(ID2)) then
      leave=0
    else
      ck=ck+1
    end
  end
  _kfld0="Sji".AsString+_kw2.AsString
  _kfld2="d".AsString+_kw2.AsString
  kspalt=theFtab.findField(_kfld0.AsString)
  dlink=theFtab.findField(_kfld2.AsString)
  Sumd=0
  SumZij=0
  SumZiq=0
  for each rec in theFtab
    SMZi=theFtab.returnValue(z,rec)
    Sdlink=theFtab.returnValue(dlink,rec)
    SMZij=theFtab.returnValue(kspalt,rec)
    SMZiq=(SMZi^2)
    SumZiq=SumZiq+SMZiq
    Sumd=Sumd+Sdlink
    SumZij=SumZij+SMZij
  end
  I=((SumZij)/(SumZiq))*(nnn/(0.5*(ck)))
  RSWIList.add(I)
 ' msgbox.info("Wert"++sumd.asString,"")
  Links=(0.5)*ck
  Linksd=0.5*Sumd
  m1=4*Links*(nnn^2)
  m2=8*(Links+Linksd)*nnn
  m3=12*(Links^2)
  m4=4*(Links^2)
  m5=((nnn^2)-1)
  EIq=((m1-m2+m3)/(m4*m5)).sqrt
  EI=(-1)*(1/(nnn-1))
  SIGI=(I-EI)/EIq
  SigList.add(SIGI)
end
msgbox.ListAsString(RSWIList,"Liste von I-Maßen für jede Raumschrittweite", "Ergebnis M o-
ran’s I")
msgbox.ListAsString(SigList,"g-Werte der Schätzfunktion für jede Raumschrittweite k"+nl+
                            "Überprüfung der Signifikanz durch Vergleich einer Tabelle mit
                            Standardabweichung","")
av.clearGlobals
'************************ENDE des SCRIPTS********************
'Copyright: Wolfgang Pichler
7)   Script für die Ableitung der Nachbarschaftsbeziehung für lokale Autokor-
relationsmaße (modifizierter Gi-Koeffizient) ([„Nachbarn Lokal“])
'Name: View.NachbarLokal
'Titel: Berechnet die Nachbarschaftsbeziehung für lokale Koeffizienten
'Beschreibung: Die Ableitung von Nachbarschaften erfolgt durch ein Distanz-
'              kriterium d, welche vom Anwender gewählt werden kann. Die Werte
'              werden sequenziell in einer Tabelle Lokal.dbf gespeichert.
'Erforderlich: Ein Shapefile, welches als Punktthema vorliegt und Spalten (xcoord
'              bzw ycoord) der Koordinaten der Labelpunkte beinhaltet. Weiters eine
'              Variable die untersucht werden soll.
'***********************************************************************************
theView=av.GetActiveDoc
theTheme=theView.getThemes.get(0)
theFTab=theTheme.getFTab
theFields=theFTab.getFields
MsgBox.Info("Berechnung der nachbarschaftsbeziehungen für einen lokalen
             Autokorrelationskoeffizienten","ARCView STATMode")
myAnswer=MsgBox.YesNo("Punkt-ShapeFile vorhanden?"+nl+"WEITER?","ARCView STATMod",True)
if((myAnswer=(true)).not) then
  exit
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else
'********************Neue Tabelle LokalN.dbf*************
theFile=FileDialog.Put("c:/Temp/LokalN.dbf".AsFileName,"*.*","File")
theVTab=VTab.MakeNew(theFile,dbase)
theTable=Table.Make(theVTab)
fff1=Field.Make("LID",#Field_DECIMAL,6,0)
fff2=Field.Make("LIDN",#Field_DECIMAL,6,0)
kkk=Field.Make("LRSW",#Field_DECIMAL,8,0)
jjj=Field.Make("LX",#Field_Decimal,10,3)
theVTab.AddFields({fff1,fff2,kkk,jjj})
theTable.getWin.open
'*********************Größe des Untersuchungsgebiets*********
xcoo=theFTab.findField("xcoord")
ycoo=theFtab.findField("ycoord")
thePrecision = "d.ddddd"
theFieldPrecision = xcoo.GetPrecision
theFieldPrecision = ycoo.GetPrecision
Script.The.SetNumberFormat( thePrecision.Left( theFieldPrecision + 2))
theFtab.getSelection
theMinimumx = nil
theMaximumx = nil
for each rec in theFtab
  theValue = theFTab.ReturnValueNumber(xcoo,rec)
  if (not(theValue.IsNull)) then
    if ( theMinimumx = nil ) then
      theMinimumx = theValue
      theMaximumx = theValue
    else
      theMinimumx = theMinimumx min theValue
      theMaximumx = theMaximumx max theValue
    end
  end
end
theMinimumy = nil
theMaximumy = nil
for each rec in theFtab
  theValue = theFTab.ReturnValueNumber( ycoo, rec )
  if ( not ( theValue.IsNull ) ) then
    if ( theMinimumy = nil ) then
      theMinimumy = theValue
      theMaximumy = theValue
    else
      theMinimumy = theMinimumy min theValue
      theMaximumy = theMaximumy max theValue
    end
  end
end
dinter=Msgbox.Input("Raumschrittweiten (unter 10):", "Interval"
                    ,"Eingabe")
Rangex=theMaximumx-theMinimumx
Rangey=theMaximumy-theMinimumy
range=msgbox.input("Ausdehnung des Untersuchungsgebietes"+nl+
            "West-Ost:"++Rangex.asString+nl+
            "Nord-Süd:"++Rangey.asString,
            "Maximale Distanz",
            "Kartenmaßstab beachten!")
c=(range.asNumber)/(dinter.asNumber)
a=c         'Minimale Distanz (RSW) ist gleich dem ersten Intervall
b=range.asNumber
'**********************Selektion der Punkte innerhalb der Distanz (RSW)**************
CDID=msgbox.listAsString(theFields,"Wähle eine Spalte mit eindeutiger ID","ARCView STATM o-
de")
bbb=theFtab.findField(CDID.AsString)
xxx=msgbox.listAsString(theFields,"Wähle Spalte mit einer Variablen X","ARCView STATMode")
X=theFtab.findField(XXX.AsString)
CDID.setAlias("CODEID")
rec=-1
theFTab.getSelection.get(0)
for each rec in theFTab
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 theBitmap=theFTab.getSelection
 _aaa=theFTab.returnValue(bbb,rec)
 expr="([CODEID]=_aaa)"
 theFtab.Query(expr,theBitmap,#VTab_SelType_New)
 theFTab.updateSelection
 DistNr=0
 DIST=0
 for each v in a..b by c
   DIST=DIST+c
  theTheme.selectByTheme(theTheme,#FTab_RELTYPE_ISWITHINDISTANCEOF,DIST,#VTAB_SELTYPE_NEW)
  DistNr=DistNr+1
  theBitmap=theFTab.getSelection
  rec=-1
  while (true)
    rec=theBitmap.getNextSet(rec)
   if (rec=-1) then
    break
   else
     xxxx=theFTab.returnValue(x,rec)        'X Wert des selektierten Teilraums
      i=theVTab.addRecord
      ooo=theFTab.returnValue(bbb,rec)    'ID für den Selektierten Teilraums
      theVTab.setValue(fff2,i,ooo)
      theVTab.setValue(fff1,i,_aaa)
      theVTab.setValue(kkk,i,DistNr)
      theVTab.setValue(jjj,i,xxxx)
    end
   end
  end
end
'msgbox.Info("Überprüfe Spalte mit X auf Alias XiValue und Lösche es","")
theTheme.EditTable
av.GetActiveDoc.EditProperties
CDID.SetAlias("CODEID")
xxx.SetAlias("XiValue")
av.ClearGlobals
end 'myAnswer
'********************ENDE des SCRIPTS*******************
'Copyright: Wolfgang Pichler
8)   Script zur Berechnung der lokalen Autokorrelationskoeffizienten (modifi-
zierten Gi Koeffizient) ([„Gi Koeffizient“])
'Name:  View.GiKoffiezient
'Titel:  Berechnet für unterschiedliche Distanzintervalle Maße von (mod.) Gi
'Beschreibung:  Unter Verwendung der Tabelle „LokNachbar.dbf“ werden für die
'                einzelnen Distanzintervalle Gi-Maße berechnet und in die
'                 Tabelle „Attribute of View“ eingetrage, so daß für jedes
'                 räumliches Objekt ein Maß errechnet, soweit Daten in diesem
'                 Distanzintervall vorhanden sind.
'******************************************************************************
theView=av.GetActiveDoc
theTheme=theView.getThemes.get(0)
theFTab=theTheme.getFTab
theFields=theFTab.getFields
theFileName="c:/TEMP/LokalN.dbf".asFileName
theVTab=VTab.Make(theFileName,false,false)
theTable=Table.Make(theVTab)
theTable.GetWin.open
theFields=theVTab.getFields
bbb=theFtab.findField("CODEID")
iii=theFTab.findField("XiValue")
jjj=theVTab.findField("LX")
fff1=theVTab.findField("LID")
fff2=theVTab.findField("LIDN")
kkk=theVtab.findField("LRSW")
'*******************Berechnung von Gd*************
theMx = nil                          'Berechnung der verwendeten Intervalle
theMn = nil
for each rec in theVtab
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  WLND = theVTab.ReturnValueNumber(kkk,rec )
  if ( not (WLND.IsNull)) then
    if (theMn = nil) then
      theMn = WLND
      theMx = WLND
    else
      theMn = theMn min WLND
      theMx = theMx max WLND
    end
  end
end
'*****************************Spalten in der Attributtabelle*****************
theFtab.seteditable(true)
mmmm=(theFTab.findField("MXj")=NIL).Not
ssss=(theFTab.findField("SXj")=NIL).Not
if (mmmm) then
  theFTab.RemoveFields({theFTab.FindField("MXj")})
end
if (ssss) then
  theFTab.RemoveFields({theFTab.FindField("SXj")})
end
_rrrr=0
for each m in theMn..theMx by 1
  _rrrr=(_rrrr+1)
  _rawL="Gd".asString+_rrrr.asString
  rw=Field.Make(_rawL,#Field_decimal,8,3)
  theFTab.addFields({rw})
end
MXjd=Field.Make("MXj",#Field_DECIMAL,10,4)
SXjd=Field.Make("SXj",#FIELD_DECIMAL,12,4)
theFTab.addFields({MXjd,SXjd})
'***************************Summe aller Xj ausser Xi***************
sumi=0
counti=0
sumq=0
for each rec in theFTab
  i=theFTab.returnValue(iii,rec)
  sumi=sumi+i            'Summe aller Xj ausser Xi
  counti=counti+1
  xq=(i^2)
  sumq=sumq+xq
end
for each rec in theFTab
  LL=theFTab.returnValue(iii,rec)
  XQ=(Sumi-LL)/(counti-1)
  VARj=(((Sumq-((LL)^2))/(counti-1))-((XQ)^2))
  theFTab.setValue(MXjd,rec,XQ)
  theFTab.setValue(SXjd,rec,VARj)
end
'******************************Selektion nach Xi und Distanzintervall******
mmm=theFTab.findField("MXj")    'Spalte Mittelwert aller Xj ohne Xi
sss=theFTab.findField("SXj")    'Spalte Varianz aller Xj ohne Xi
rec=-1
for each rec in theFTab
  if (rec=-1) then
    break
  else
     mm=theFtab.returnValue(mmm,rec)     'Mittelwert aller Xj an der Stelle Xi
     ss=theFTab.returnValue(sss,rec)      'Varianz aller Xj an der Stelle Xi
     _DistNr2=0
    for each j in theMn..theMx by 1
      _DistNr2=_DistNr2+1
      theBitmap=theVTab.getSelection
      _bbb=theFtab.returnValue(bbb,rec)
       expr="([LID]=_bbb)And([LRSW]=_DistNr2)"
      theVTab.Query(expr,theBitmap,#VTAB_SELTYPE_NEW)
      theVTab.updateSelection
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      '***********************Berechnung der Werte innerhalb Distanz**************
      theBitmap=theVTAb.getSelection
      theSum = 0
      theCount = 0
      for each k in theBitmap
        f2=theVTab.returnValue(fff2,k)
        f1=theVtab.returnValue(fff1,k)
        if ((f2)=(f1)) then
          leave=0
        else
          theValue = theVTab.ReturnValueNumber(jjj,k)
          theSum = theValue + theSum
          theCount = theCount + 1
         end
      end
'*******************Berechnung des Koeffizienten*******************
      HVar=((counti-1)*((theCount))-((theCount)^2))/(counti-2)
      LokalXid=(theSum-(theCount*mm))/((ss)*(HVar)).sqrt
'***************************Übergabe der Werte in die Attributtablelle******************
      spalte="Gd".asString+_DistNr2.asString
      _sp=theFTab.findfield(spalte)
      theFTab.setValue(_sp,rec,LokalXid)
      end
    end
  end
 av.clearGlobals
'****************************Ende des Scripts******************************
'Copyright: Wolfgang Pichler
Die Verwendung dieser Programme zu kommerziellen Zwecken ist nicht gestattet.
Anhang C
Räumliche Autokorrelationsanalyse und Geographische Informationssysteme 117
Anhang C: Software
ARC/Info: ESRI, Redlands, USA (www.esri.com)
ARC/View (Spatial Analyzer): ESRI, Redlands, USA (www.esri.com)
Borland C++: Borland International Inc. U.S.A. (netserv.borland.com)
ERDAS: ESRI, Redlands, USA (www.esri.com)
GAM: Centre for Urban and Regional Development Studies, Newcastle University, England
(www.geog.leeds.ac.uk/research)
GLIM: Numerical Algorithms Group, Ltd, Oxford U.K (exweb.nag.co.uk)
GRASS: Department of Defense, U.S.A. (www.cecer.army.mil/grass)
IDRISI: R.Eastman, Clark University,U.S.A (www.idrisi.clarku.edu)
MapInfo: MapInfo, New York, U.S.A. (www.mapinfo.com)
MINITAP: MINITAP Inc. U.S.A. (www.minitab.com)
SAM: NCGIA, Boston, U.S.A. (www.ncgia.umesve.maine.edu)
SAS: SAS Ldt. Cary, U.S.A. (www.sas.com)
SIM: Dept. of Economic and Social Geography, University of Economics and Business Administiration,
Vienna, Austria (wigeoweb.wu-wien.ac.at)
SpaceStat: Regional Research Institute and Dept. of Economics, West Virginia University, Morgantown,
USA (www.rri.wvu.edu/)
SPANS: TYDAC Technologies Inc. Ottawa, Kanada (www.tydac.com/product/prspans.html )
SPIDER: Trinity College, Dublin, Irland (www.trinity.ac.ir)
S-Plus: MathSoft, Inc.Cambridge, U.S.A (www.mathsoft.com/splus.html/)
SPSS: SPSS Inc. Chicago U.S.A. (www.spss.com)
VISUAL BASIC: Microsoft Inc. U.S.A (www.microsoft.com)
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Lebenslauf
Geboren: 6. November 1967, in Schladming
1974 - 1983: Grundschulen, Liezen
1983 - 1988: Höhere Technische Bundeslehranstalt für Maschinenbau, Kapfenberg
1988 - 1989: Studium der Geographie, Universität Wien
1989: Präsenzdienst, Militärgeographischer Dienst, Bundesministerium für Landesverte i-
digung, Wien
1990 - 1998: Fortsetzung des Studiums der Geographie, Studienrichtung Kartographie
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