Abstract. Sequence transformations are extrapolation methods. They are used for the purpose of convergence acceleration. In the scalar case, such algorithms can be obtained by two di erent approaches which are equivalent. The rst one is an elimination approach based on the solution of a system of linear equations and it makes use of determinants. The second approach is based on the notion of annihilation di erence operators. In this paper, these two approaches are generalized to the matrix and the vector cases.
The scalar case
Let (S n ) be a sequence of complex numbers such that, 8n
S n ? S = aD n (1) where S and a are unknown numbers and (D n ) a known sequence. We shall try to compute the value of S. Writing (1) for the index n and for the index n + 1 and subtracting the rst equation from the second one, we obtain the system S n = S + aD n S n = 0 + a S n ) : This approach will be called the elimination approach. The second approach makes use of di erence operators. Although several authors used this idea before, it really originated in 20]. It was fully developed and exploited in 4]. It allows to recover known results, and to obtain new ones, without using the notion of determinant. Such an approach was followed in 7] in the case of the E{algorithm which is the most general extrapolation algorithm actually known. As above, we assume that (1) holds and that 8n; D n 6 = 0. Thus, (1) Since a is a constant, the di erence operator is such that a = 0. A linear operator P such that 8n; Pa n = 0 is called an annihilation di erence operator for the sequence (a n ). Thus is an annihilation operator for the constant sequence (a n = a). Applying to the preceding relation yields (S n =D n ) ? S (1=D n ) = a = 0:
It follows that S = (S n =D n ) (1=D n ) : This approach will be called the annihilation operator approach.
Let us now show that the elimination and the annihilation operator approaches are equivalent in the scalar case. Using the Leibniz rule for the operator (a n b n ) = b n+1 a n + a n b n ; we have, starting from the second approach (S n =D n ) = S n =D n+1 + S n (1=D n ):
Thus, the annihilation operator approach has been recovered. Conversely, in this approach, we can write
which is the expression obtained by the elimination approach. Obviously, in both approaches, if (S n ) does not satisfy (1), we can de ne the sequence transformation T : (S n ) 7 ?! (T n ) by T n = S n ? S n D n D n for n = 0; 1; : : : :
This is the so{called {procedure introduced in 2] (see also 6]) whose convergence and acceleration properties have been studied. By construction, T n = S; 8n if 8n, (1) holds.
In section 2, the two approaches de ned above will be generalized to the matrix case, while the vector case will be considered in section 3.
Of course, the form considered in equation (1) is the simplest one. It can be generalized by assuming that the sequence (S n ) satis es, 8n
S n = S + a 1 g 1 (n) + + a k g k (n) (2) where the (g i (n))'s are given known auxiliary sequences which can depend on the sequence (S n ) itself. This case, which is the most general one to have been treated so far, leads to the E{ algorithm of H avie 12] and Brezinski 1] . Using the elimination and the annihilation di erence operator approaches, it will be generalized to matrices in section 4 and to vectors in section 5.
The matrix case
Let now (S n ) be a sequence of p q matrices, (D n ) a sequence ofmatrices, and A and S two unknown p q matrices. We assume that, 8n S n = S + AD n : (3) As before, the problem consists in computing S. Then, a sequence transformation T : (S n ) 7 ?! (T n ) could be de ned as above and its convergence and acceleration properties could be studied. By construction, we shall have T n = S; 8n if (3) holds, 8n.
The elimination approach
In the scalar case, the elimination approach is based on the solution of a system of linear equations with scalar coe cients and it makes use of the notion of determinant. For systems of linear equations with elements in a non{commutative algebra, this notion no longer exists 10, 11, 15] and it has to be replaced by a more general one. In this case, the corresponding object is that of designant. This notion was introduced by Heyting 14] in 1927 and it was recently extensively used by Salam 17, 18, 19] in connection with vector sequence acceleration methods and, in particular, with the vector "{algorithm which was proved to correspond to a ratio of designants instead of a ratio of determinants as for the scalar case.
Thus, let us rst remind the de nition of designants and give some of their properties that will be useful later.
Let M q be the algebra ofmatrices with complex entries and M p;q the set of p q matrices with complex entries. We consider the system of linear equations 
where a ij 2 M q ; b i 2 M p;q and the unknown matrices x i belong to M p;q . Let us remark that, in this system, the unknowns are multiplied on the right by the coe cients. Let us assume that the matrix a 11 is regular. For eliminating the rst unknown x 1 from the rst equation of (4), let us proceed as in Gaussian elimination, that is, let us multiply it by a ?1 11 on the right, then by a 21 More informations about designants can be found in 14, 17, 18] .
We shall now use these notions for computing S when the sequence (S n ) satis es (3). Writing this relation for the indexes n and n + 1 leads to the system S + AD n = S n 0 + A D n = S n ) : (6) If the designant of the system is regular, we obtain
Another procedure for computing S is rst to obtain A from the second equation of the system (6), assuming that D n is regular, and then to replace it in the rst equation, thus leading to Before ending this subsection, let us mention that designants corresponding to a system of linear equations where the unknowns in (4) and (5) are multiplied on the left by the coe cients can also be de ned and that the results obtained are very similar to those given above.
2.2 The annihilation operator approach 
This approach is equivalent to the elimination approach explained in the preceding subsection. which is exactly (7).
The vector case
We shall now apply the techniques used in the matrix case to the vector case. Let (S n ) be a sequence of vectors of l C p , let A 2 M p;q and let (D n ) be a sequence of vectors of l C q . We assume that, 8n
S n = S + AD n : (10) As above, the problem consists in computing the unknown vector S 2 l C p . The idea will be to transform this vector problem into a matrix one and then to use the approaches of the previous section.
The elimination approach
We shall make use of the following notation: let a n be any sequence of vectors of dimension m, we shall denote by a n ] the m q matrix whose columns are a n ; : : :; a n+q?1 . In the sequel, we shall take m = p or m = q. Thus, such matrices will be square for m = q.
Writing (10) for the indexes n; : : : ; n + q ? 1 The vector case is then recovered by considering the rst column of each side of this relation, that is
The transformation H : (S n ) 7 ?! (H n ) where H n is the right hand side of (11) Keeping only the rst columns of the matrices in both sides, we obtain S = S n ? S n ] D n ] ?1 D n which shows that the two approaches are equivalent in the vector case.
The general matrix case
We shall now extend the general scalar relation (2) to the matrix case. More precisely we assume that, 8n
S n = S + A 1 g 1 (n) + A 2 g 2 (n) + + A k g k (n) (12) where S n ; S; A i 2 M p;q and g i (n) 2 M q . If the designant of this system is non{singular, then
If the sequence (S n ) does not satisfy (12) , the expression in the right hand side of (13) will depend on the indexes k and n. In that case, it will be denoted by E (n) k . It is a matrix belonging to M p;q . We shall denote by g (n) k;i thematrix obtained by replacing the last row of E (n) k by g i (n); : : :; g i (n + k). Obviously g (n) k;i = 0 for i k. These matrices can be recursively computed by a matrix E{algorithm generalizing the scalar one 1, 12] . It is as follows (the operator acting on the upper index n)
Theorem 1
with E (n) 0 = S n and g (n) 0;i = g i (n).
proof: We have
Let us set g (n)
We shall prove that these quantities can be recursively computed by the relations given in the Theorem. Let us denote, for simplicity, by A the numerator of E which is the rst rule of the algorithm given in the theorem. The proof of the rule for the g (n)
k;i 's is the same after replacing the S n 's by the g i (n)'s. The algorithm is initialized with E (n) 0 = S n and g (n) 0;i = g i (n): 4.2 The annihilation operator approach
We shall now generalize to the matrix case the operator approach introduced in 7] for the scalar E{algorithm. For any matrix sequence U = (U n ) we shall de ne recursively the operators For simplicity we shall also make use of the notation N k (U n ) for denoting N (n) k (U) and E k (U n ) for denoting E (n) k (U). Sometimes both notations will be used simultaneously.
If A 2 M p;q and B 2 M q with B regular, the product AB ?1 will be denoted by A=B. Thus, (12) can be written as N 0 (S n ) ? SN (n) 0 (I) = A 1 N 0 (g 1 (n)) + + A k N 0 (g k (n)): (14) Assuming that N 0 (g 1 (n)) is regular, we can multiply (14) on the right by its inverse and then apply the operator to both sides. Since A 1 = 0, we obtain, using the de nition of N 1 N 1 (S n ) ? SN (n) 1 (I) = A 2 N 1 (g 2 (n)) + + A k N 1 (g k (n))
and E 1 (S n ) = N 1 (S n )=N (n) 1 (I): Assuming that N 1 (g 2 (n)) is regular, multiplying (15) on the right by its inverse, applying , and using the de nition of N 2 , we get N 2 (S n ) ? SN 
