We present and evaluate a novel technique for learning cross-lingual continuous space models to aid cross-language information retrieval (CLIR). Our model, which is referred to as external-data composition neural network (XCNN), is based on a composition function that is implemented on top of a deep neural network that provides a distributed learning framework. Different from most existing models, which rely only on available parallel data for training, our learning framework provides a natural way to exploit monolingual data and its associated relevance metadata for learning continuous space representations of language. Cross-language extensions of the obtained models can then be trained by using a small set of parallel data. This property is very helpful for resource-poor languages, therefore, we carry out experiments on the English-Hindi language pair. On the conducted comparative evaluation, the proposed model is shown to outperform state-of-the-art continuous space models with statistically significant margin on two different tasks: parallel sentence retrieval and ad-hoc retrieval.
Introduction
Vector space models (VSM) and probabilistic information retrieval models provide a way to compare documents and queries by different means of keyword matching. However, such lexical matching can be inaccurate due to the fact that the relevance is often expressed by different vocabularies in documents and queries. One of the major hurdles in comparing text in VSM is to deal with problems like synonymy and polysemy. Usually in vector space, the documents are composed of thousands of independent dimensions resulting in many meaningful associations between terms being neglected by the dimensional independence e.g. "small" and "petite" are not really independent/orthogonal. This problem is even more persistent in case of crosslanguage similarity estimation as the vocabulary overlap between language is little for languages sharing the same script and none for languages using different writing systems. There are models which try to handle this problem in the vector space e.g. pseudo relevance feedback (PRF) and explicit semantic analysis (ESA) (Xu and Croft, 1996; Gabrilovich and Markovitch, 2007) . Other category of attempts to solve this problem comprises dimensionality reduction techniques often referred to as latent semantic models.
Latent semantic models map the high dimensional term vectors into a low dimensional abstract space referred to as latent space. There are broadly two categories of approaches: i) generative topic models, and ii) projection based models. Generative topic models, like latent dirichlet allocation (LDA), represent the high dimensional term vectors in a low-dimensional latent space of hidden topics. The projection based methods, like latent semantic analysis (LSA), learn a projection operator to map high-dimensional term vectors to low-dimensional latent space (Deerwester et al., 1990; Dumais et al., 1997; Platt et al., 2010; Yih et al., 2011 ). There exist cross-lingual variants of these models and discussed further in Sections 2 and 3. These models can be further categorised according to the objective function they optimise and the type of data they take in. Most of these models optimise an objective function which only loosely relates to the evaluation metric of the retrieval task and they leverage only parallel/comparable data to learn the joint latent space. This can prove to be a severe limitation for the resource-poor languages for which a large amount of bilingual data is not available.
In this paper, we propose a novel method to learn cross-lingual term associations in distributed manner to aid cross-language information retrieval (CLIR). In contrast to most of the existing models which rely only on the comparable/parallel data (now onward referred to as parallel data), our model takes in the external relevance signals such as the pseudo-relevant data to initialise the space monolingually and then, with the use of a small amount of parallel data, adjusts the parameters for different languages. There are a few approaches which go beyond the use of only parallel data. The framework also allows the use of clickthrough data if available instead of pseudo-relevant data. Our model, differently from other models, optimises an objective function that is directly related to an evaluation metric for retrieval tasks such as cosine similarity. These two properties prove crucial for our model to outperform existing techniques in cross-lingual IR setting. We test our model on two different tasks of CLIR: parallel sentence retrieval and ad-hoc retrieval. The proposed model has the best performance in comparison to a number of strong baselines including machine translation based vector space models.
We present some related work in Section 2 and describe in detail the most relevant existing approaches in Section 3. The details of our approach are presented in Section 4. In Section 5, we present the experimental setup and results with analysis for the parallel sentence retrieval and ad-hoc retrieval tasks. Finally in Section 6, we draw conclusions.
Related Work
Latent semantic models such as the LSA are able to correspond queries and relevant documents at the semantic level where lexical matching often fails (Deerwester et al., 1990; Blei et al., 2003; Salakhutdinov and Hinton, 2009; Hinton and Salakhutdinov, 2009; Platt et al., 2010; Huang et al., 2013) . These latent semantic models represent the text in a dense low-dimensional semantic space where the semantically similar text fragments would be closer to each other despite the fragments do not share any term. The semantic representation is learned through the patterns of terms occurring in similar contexts. LSA extracts a low rank Gaussian approximation of a documentterm matrix by means of singular value decomposition (SVD) (Deerwester et al., 1990) . More advanced approaches like probabilistic latent semantic analysis (PLSA) and latent dirichlet allocation (LDA) observe the distribution of latent topics for the given documents (Hofmann, 1999; Blei et al., 2003) . Salakhutdinov and Hinton (2009) proposed an alternative approach to semantic modelling through the use of deep autoencoders. They showed such models would lead to more compact and superior representation of data compared to linear counterparts such as the LSA. Mikolov et al. (2013a) proposed a powerful technique to learn word embeddings known as word2vec. Gupta et al. (2016) have extended deep autoencoders to resolve lexical selection problem for machine translation. However, these models are trained to optimise an objective function which is only loosely related to the evalu-ation metric of the retrieval task. To overcome this limitation, a new family of latent semantic models have emerged that exploits the clickthrough data for semantic modelling (Gao et al., 2010 (Gao et al., , 2011 Huang et al., 2013) . These models take into account an explicit relevance signal in terms of the query and its clicked document.
Similar to cross-language text similarity, there are two broad approaches to CLIR: i) an off-the-self machine translation (MT) system is used to translate the data to the language of comparison followed by a standard IR technique e.g. TF-IDF or BM25, and ii) a cross-language latent semantic model can be applied to project the data into a low-dimensional translingual space where the texts can be compared. Though the MT based language normalisation can be highly accurate, the retrieval suffers from the already discussed issues of high-dimensional IR in Section 1. Moreover, MT can be very slow, limiting its use on large training datasets (Platt et al., 2010) . In order to tackle the speed issue, the word-by-word translation models are used in which a translation dictionaries are learned from the parallel data with standard IR techniques (Ballesteros and Croft, 1996; Nie et al., 1999) . There are also attempts to incorporate relevance feedback into estimating word-level translation probabilities which is also relevant to our work (Hiemstra et al., 2001) . Alternatively, the cross-language latent semantic models provide a way to model cross-language term associations in the latent space. Such models include LSA based cross-language latent semantic analysis (CL-LSA) (Dumais et al., 1997) in which the document-term matrix is represented by concatenating the parallel data. Canonical correlation analysis (CCA) based methods find projections that maximises the correlation between the projected vectors of parallel data (Vinokourov et al., 2002) . Generative models, such as the LDA, are used to represent bilingual data into hidden topical space (Mimno et al., 2009) . Oriented principal component analysis (OPCA) introduces the noise covariance matrix and solves the generalised eigenvalue problem (Diamantaras and Kung, 1996; Platt et al., 2010) . There are also a few dimensionality reduction techniques which are not based on matrix factorization. Deep bilingual autoencoders (BAE) are used to represent bilingual data in a low-dimensional joint space by optimising the reconstruction error Chandar A. P. et al., 2014; Gupta et al., 2014) . Siamese neural network based S2Net learns discriminatively the projection matrix from the pairs of related and unrelated documents . Except for the S2Net method, which is closest to our work, all these models derive cross-language representations in an unsupervised manner by optimising an objective function which only loosely related to the evaluation metric for the retrieval task. We review some of these models in detail in Section 3 and compare them to our proposed model in Section 5.
Another family of models for cross-language natural language processing applications, require advanced syntactic information in input such as the syntactic parse trees (Socher et al., 2012; Hermann and Blunsom, 2013) . Similar models sometimes also require word-alignments during the training (Klementiev et al., 2012; Zou et al., 2013; Mikolov et al., 2013b) . Such requirements limit the use of these approaches to resource fortunate languages.
State-of-the-art Baseline Systems
In this section, we review the state-of-the-art cross-language latent semantic models for information retrieval and machine translation based baseline systems.
Cross-Language Latent Semantic Indexing (CL-LSI)
CL-LSI performs singular value decomposition of document-term matrix D (Dumais et al., 1997) . CL-LSI obtains the top k principal components of D that form the projection space in which documents can be compared on a semantic basis. The inherent idea is that semantically similar terms across languages (dimensions of D) will correspond to similar latent components. According to this, semantically similar documents will appear close to each other in the reduced comparison space.
This method is closely related to the eigenproblem, which is formulated as follows:
where, λ j is the j th largest eigenvalue, v j is corresponding eigenvector and C is correlation matrix (D T D). In this setting, CL-LSI uses the top k eigenvectors for projection.
Oriented Principal Component Analysis (OPCA)
OPCA formulates the problem in a more structured way by introducing a noise component. It solves the generalised eigenproblem, which maximises the signal-to-noise ratio (Platt et al., 2010) .
where, S is C-like matrix and N is covariance matrix of the differences among parallel documents which are considered noise. Theoretically, OPCA tries to minimise the distance between the parallel documents at the same time of maximising the overall variance of the data. The parameters of OPCA are tuned according to Platt et al. (2010) .
Bilingual Autoencoder (BAE)
Salakhutdinov and Hinton (2009) demonstrated that text representation learning by means of dimensionality reduction through deep autoencoders lead to superior performance compared to the conventional LSA approach. Deep autoencoders provide a non-linear generalisation of principal component analysis (PCA) through multi-layer architecture which help them to achieve better representation learning in more compact dimensionality (Hinton and Salakhutdinov, 2006) . Deep autoencoders were extended to model cross-language data and are referred to as bilingual autoencoders (Gupta et al., 2014; Lauly et al., 2014; Chandar A. P. et al., 2014) . These networks learn cross-language associations by optimising the reconstruction error of the cross-language data.
The building block of the autoencoder is the Restricted Boltzmann Machine (RBM). These deep networks are trained through a greedy layer-bylayer pretraining stage followed by a supervised fine-tuning. The structures of the network and the training architecture are shown in Fig. 1 . As shown in Fig. 1 (c) , representation for the input text x is obtained as shown below:
where, W i and b i represent the weight and bias parameters of the layer i and σ is a logistic function to provide non-linearity. For details on training, please refer to Gupta et al. (2014) .
Similarity Learning via Siamese Neural Network (S2Net)
Following the general Siamese neural network architecture (Bromley et al., 1993) , S2Net trains two identical neural networks concurrently. The S2Net takes in parallel data with binary or real-valued similarity score and updates the model parameters accordingly . It optimises a dynamic objective function which is directly modelled by using cosine similarity. The projection operation can be described as follows:
where, x D is the input term vector for document D, W is the learnt projection matrix (represented by the model parameters) and y D is the latent representation of document D. The parameters of the S2Net are tuned according to the details provided in Yih et al. (2011) .
Machine Translation (MT)
We train a phrase-based machine translation system on the training parallel data using the standard state-of-the-art Moses toolkit 1 with default parameters (Koehn et al., 2007) . In this case, the query is translated to the language of documents by MT and then the monolingual similarity is calculated using the BM25 measure 2 . Although we consider this system as a baseline, we do not expect cross-language latent approaches to necessarily outperform it, because this system operates in the original vector space in contrast to latent semantic models, which operate in a low dimensional abstract space.
Approach
Most prior work on learning low-dimensional semantic representations across languages rely completely on parallel data for training the models (Platt et al., 2010; Yih et al., 2011; Gupta et al., 2014) . Our proposed framework removes this requirements by exploiting also monolingual data for model training purposes, and as such it can be more easily applied to low-resource languages.
Specifically, we attempt to incorporate external relevance signals such as the pseudo-relevance data or clickthrough data into the learning framework. Such data might not be available cross-lingually and is mostly confined to the monolingual setting, as most of the present search engines do not employ cross-lingual retrieval explicitly. The main idea behind our proposal is that, monolingual models can be intialised from such largely available relevance data and then, with the help of a smaller amount of parallel data, the crosslingual model can be trained. This property helps to gain more confidence for under-represented terms in parallel data, i.e. terms with very low frequency.
Monolingual Pre-initialisation
Our proposed learning framework first trains a monolingual model using external relevance data, where the model is encouraged to generate similar representations for relevant documents as measured by cosine similarity. This pre-initialisation can be conducted by using any monolingual latent semantic model from the literature. We consider a model similar to the deep semantic structured model (DSSM) (Huang et al., 2013) with two modifications: i) we do not use word-hashing as we will extend this model to the cross-lingual framework and we are more interested in bilingual word associations, and ii) while they use a standard bag-of-word vector representation to feed text into the model, we use a composition function.
Consider a function f : x → y ∈ R d , which embeds a document vector x in vector space to y in d dimensional latent space. We use a simple additive vector composition function on top of the deep neural network output. The architecture of the composition model with m layers is shown in Fig. 2 . The input layer accepts the document vector x and the output layer (l m ) provides the semantic representation for the input term vectors. In our approach, we represent each term x i of the document vector x as one-hot representation. Such one-hot vector has the same size as the vocabulary, and only one dimension is on (non-zero). The hidden layer activities and the semantic representation y are obtained as shown in Eq. 5. As it can be noticed in Eq. 5, we perform an additive composition over the representation of terms in the output layer (l m ).
where, W j and b j are j th layer weights and biases respectively, n is the total number of terms in the document and g(z) is a non-linear activation function. In our approach we use the hyperbolic tangent for non-linearity as follows:
This composition framework is slightly different from the standard bag-ofwords representation of documents with a feed-forward neural network, because the terms are added after applying the non-linearity which allows to learn word representations directly. The architecture of the proposed monolingual pre-initialisation model is depicted in Fig. 3 . This model is trained to maximise the following objective function,
where, cos(y Q , y D ) denotes the cosine similarity between the semantic representations of query (Q) and document (D) as shown below:
Maximising the proposed objective function motivates the cosine similarity between relevant document (positive sample, D + ) and query (Q) to be high and the similarity between irrelevant document (negative sample, D − ) and the query (Q) to be low. The noise-contrastive component (cos(y Q , y D − )) prevents the model from over-fitting and helps to generalise well. Although one can use actual relevant documents for the query as positive samples, they are very few in numbers (a few thousands), hence in practice approaches exploit clickthrough data to proxy actual relevance. In our approach, as we do not have access to clickthrough data, we consider the most relevant document according to the BM25 scoring as a positive sample for the query and the negative sample is selected randomly from the corpus. Our methodology to draw positive samples is motivated by the assumptions of (Rocchio, 1971) algorithm for pseudo relevance feedback. During the training, model parameters are updated using gradient based methods, whose details are presented in Section 5.1. For brevity and consistency, the details of gradient derivation for the objective function in Eq. 7 are given in Appendix A.1.
Cross-lingual Extension
The main idea of the proposed learning framework is to achieve a crosslingual representation in a semi-supervised manner from the perspective of parallel data. Given the monolingual composition model already trained on the pseudo-relevance data, a cross-lingual extension can be trained with the use of parallel data. To achieve this, we first project one side of the parallel data by using its corresponding monolingual model. Then, we tune the cross-lingual extension with the use of the other parallel half. Consider a 3-tuple (y l 1 , y
), where l 1 is the language for which we are training the cross-lingual extension, y l 1 denotes the embedding of term vector x in l 1 . On the other hand, y + l 2 denotes the embedding of the parallel counterpart of x in l 2 and y − l 2 is the noise component in l 2 . Again, the negative sample is chosen randomly from the corpus so that it is irrelevant to the x with maximum probability as done in monolingual pre-initialisation 3 . The architecture of the model is depicted in Fig. 4 and the corresponding objective function is:
The composition model CM l 2 is obtained through monolingual pre-initialisation.
Figure 4: Cross-lingual Extension Model.
It can be noticed from Fig. 4 that only the model parameters of CM l 1 are updated during the training. The details of gradient derivation for the objective function presented in Eq. 9 are given in Appendix A.2.
Experiments and Results
We evaluated the proposed method, referred as external-data composition neural network (XCNN), and compared it with the existing approaches on two different cross-language tasks for the English-Hindi (En-Hi) language pair: i) parallel sentence retrieval, and ii) ad-hoc retrieval. First, we explain the experimental setup and training of the proposed model, and then, we give details about the results for the two tasks.
Learning
For the monolingual pre-initialisation, we use titles from Hindi news articles (∼330k) as queries and get the positive sample for each of them by considering the most relevant title according to the TF-IDF score. These news articles cover different domains (e.g. sports, politics, popular culture, etc.) and are collected from Navbharat Times 4 . The cross-lingual systems, all the baselines and our proposed cross-lingual extension, are trained using En-Hi training parallel sentences (∼125k). Details of the parallel corpus are given in Section 5.2. For the cross-lingual extension, the composition model parameters were initialised randomly under a normal distribution. To keep the model energy low at the beginning, we multiply the parameters by 0.1. During training, we split the data into mini-batches of 100 samples where, each mini-batch can be processed using efficient multi-core CPU/GPU infrastructure. The model parameters are updated after each mini-batch. We use conjugate gradient with 3 iterations and 3 line-searches in each iteration to maximise the objective function. This has been shown to perform well with similar models (Le et al., 2011) . For all the latent semantic models, including ours, we consider latent space of 128 dimensions, and raw high dimensional space of 20k dimensions (10k for each language). Although a regularization term can be easily included in Eq. 7 and Eq. 9, we empirically noticed that early stopping was more effective. We did not notice any significant performance difference when more layers were considered, hence m = 1 was used. We noticed that monolingual pre-initialisation training converged in roughly 20 epochs and cross-lingual extension converged in around 50 epochs over the entire training data. The GPU based implementation of our proposed model is publicly available at https://github.com/parthg/jDNN.
Parallel Sentence Retrieval
With the advent of the Web, cross-language information retrieval becomes important not only to satisfy the information need across languages but to mine resources for multiple languages, such as parallel or comparable documents. Such mined resources can aid training machine translation systems (Munteanu and Marcu, 2005; Türe and Lin, 2012) . The aim of cross-lingual parallel sentence retrieval is to find parallel counterparts into different target languages for a given sentence, or text fragment, in a given source language.
We compare our proposed method with all described baseline systems on the En-Hi parallel corpus available from WMT 2014 5 (Bojar et al., 2014) . We extracted the working vocabulary from this corpus by removing stopwords, applying stemming and keeping the most frequent 20k (10k for each language). We considered 100k parallel sentences from the corpus, which at least contained 3 terms from the vocabulary, for training and the remaining 21.5k parallel sentences for evaluation. For a fair comparison, all the models were trained and evaluated on the same training and evaluation partitions with the same vocabulary. The results for the sentence retrieval task are presented in Table 1 . The retrieval quality for each test sentence is measured by considering its parallel counterpart's reciprocal rank in the ranklist measured by Mean Reciprocal Rank (MRR). This is described in Eq. 10, where Q is the query-set and rank i is the rank of the first relevant document for query i.
In general, the models with noise-contrastive component outperform the ones without it; e.g. OPCA vs. CL-LSI, and {XCNN, S2Net} vs. BAE. It should also be noted that models such as the S2Net and XCNN, which directly optimise the evaluation metric (cosine similarity) outperform the rest of latent space models such as the CL-LSI, OPCA and BAE. It can be noticed in Table 1 , that the proposed method clearly outperforms the other methods with a statistically significant difference (p-value less than 0.01), according to the paired t-test. It should also be noted that the nonlinear models outperform the corresponding linear counterparts; e.g. BAE vs. {CL-LSI, OPCA}, and XCNN vs. S2Net. Table 1 : Results for the parallel sentence retrieval task measured in Mean Reciprocal Rank (MRR).
Method MRR

Ad-hoc Retrieval
Another task we consider to evaluate the models is the standard ad-hoc retrieval in the cross-language setting. In ad-hoc retrieval, the goal is to find relevant documents for the user information need specified by the query, typically a few keywords long.
For this evaluation, we tested the models on the standard FIRE 2011-12 En-Hi CLIR track corpus 6 . It contains 100 English queries (topics), 331,599 news articles in Hindi and corresponding relevance judgments (qrels). The retrieval results are evaluated by the standard IR metrics, more specifically, we used mean reciprocal rank (MRR), mean average-precision (MAP) and normalised discounted cumulative gain (nDCG) (Järvelin and Kekäläinen, 2002) .
First of all, we checked for the quality of the monolingual pre-initialisation stage, which corresponding results using Hindi queries are presented in Table 2. In the table, BM25 and mono-XCNN are evaluated using a limited vocabulary of size 10k. Interestingly, for the top rank-position related metrics like nDCG@1 and MRR, mono-XCNN performs better than BM25. For other metrics which involve lower rank positions, the performance of mono-XCNN is sub-optimal to the VSM approach. This is not surprising because, in our experimental setting, pseudo relevance data comes from the BM25 scores and mono-XCNN is trained to optimise it; hence it is ought to be upper-bounded by the BM25 scores for lower dimensions. We also expect the gain of XCNN to be higher if clickthrough data is used instead of pseudo relevance data. However, in general this result is also consistent with other works in which it is shown that using only latent models in monolingual setting might hurt the ranking performance, especially for the case of very low dimensional latent space (Manning and Schütze, 1999; Gao et al., 2011) . Table 2 : Results for the monolingual ad-hoc retrieval task measured in nDCG, MAP and MRR.
For the cross-language setting, the retrieval performance is presented in Table 3 considering the title field of the queries and whole body of the documents. All the models were trained on the training partition of the parallel data described in Sec. 5.2. As computation memory and time scale quadrat-ically with the size of vocabulary for models based on eigen decomposition such as the CL-LSI and OPCA, we fixed the cross-language vocabulary size to 20k for all the models. The resulting overall ranking for this task, compared to that on the parallel sentence retrieval task, changes because in this case the relevant documents are not exact translation of the query, but rather represent the main concept of the query. It can be noticed from Table 3 that XCNN outperforms all the models with statistical significance, as measured by a paired t-test (p-value<0.05). The linear projection based techniques: CL-LSI, OPCA and S2Net, perform close to each other without significant difference. Also, as seen from the table, the overall results for this task are low. This is mainly because of two reasons: i) the selected vocabulary does not cover all the query and document terms, resulting in many outof-vocabulary (OOV) terms, and ii) the parallel training data is not large enough and come from various domains different from that of the FIRE corpus. However, this situation affects equally all the models, which provides a fair ground for comparison. To remove the possible effects due to outof-vocabulary terms, we recomputed the evaluation metrics considering only those queries for which at least 80% of terms are included in the vocabulary 7 . These results are presented in Table 4 . To the best of our knowledge, this is the first time these latent semantic models are compared on an ah-hoc CLIR task. Usually, S2Net outperforms CL-LSI and OPCA on comparable document retrieval tasks when the S2Net parameters are initialised from the projection matrix of CL-LSI or OPCA, but when it is intialised randomly the gain is smaller Table 4 : Results for the ad-hoc retrieval task measured in nDCG, MAP and MRR for the title topic field considering only those queries for which more than 80% query-terms appear in the vocabulary. The best results are highlighted in bold-face.
Method nDCG@1 nDCG@5 nDCG@10 MAP MRR
this work, we initialised S2Net parameters with weights obtained through OPCA. Though it improves the results for S2Net, as already discussed, computing matrix factorization for CL-LSI and OPCA scale quadratically with vocabulary size, which makes such dependence computationally impractical for high dimensional applications such as the ad-hoc retrieval. Similarly, it is possible to initialise XCNN parameters with the parameters obtained through autoencoders, we wanted to study the abilities of these models to learn semantically plausible representations without dependence on any external method, so we intialised XCNN parameters randomly. Interestingly, our model is also able to outperform MT based method which indicates that our model was able to capture useful cross-lingual semantic representations within a very low dimensional space. Here we present the implementation level details of our XCNN model. At the time of indexing, each document is represented as a vector in new lowdimensional space using the relevant composition model for that language. It should be noted that a vector for a particular term does not change across documents. Hence, it is efficient to project the vocabulary to the new space once and perform composition for each document to obtain document level representation. At the time of retrieval, a query is also represented in that space and a cosine similarity is calculated between the query and documents. It can be performed as a vector-matrix multiplication. The resulting scores are sorted to present a ranked-list.
Finally, we would like to comment on the efficiency part of the continuous space models for CLIR. The similarity measure for retrieval task, the cosinedistance, is actually semimetric (Skopal and Bustos, 2011) . In order to rank documents for the given query, the cosine-distance of all the documents is calculated wrt the query. In vector space, the dimesionality is very high and such distance calculation operation is very expensive. The inverted index provides an efficient way of computing the distance by only considering a subset of documents for which at least one query term is present in the document. The inverted index provides a good example of the suitability of a nonmetric method over metric methods such as Euclidean distance. On the other hand, the continuous space models convert the high dimensional vector space data into continuous low-dimensional data for which we have to scan all the documents linearly. Though the dimensionality is much lower than vector space and therefore, linear scan is still possible, especially with multi-core CPU/GPUs. There are a few efficient alternatives to index such continuous vectors and limit the search space e.g. IGrid (Aggarwal and Yu, 2000; Skopal and Bustos, 2011) .
Conclusions
We have presented and evaluated the external-data composition neural network (XCNN) framework on two different tasks and found the proposed model to be statistically superior in performance to other strong baselines. Especially, the performance is very high for metrics related to top positions -a desired quality for precision oriented systems. The two attributes of the proposed model prove crucial for its performance in the retrieval tasks. First, the learning framework proposed in this work gives a natural way to extend external relevance signals available in the form of pseudo relevance or clickthrough data to cross-language embeddings with the help of a small subset of parallel data. Secondly, the non-linear composition model optimises an objective function that directly relates to the considered task evaluation metric. These properties allow for the model to perform better than other latent semantic models which rely only on parallel data for training.
The gradient based learning provides a way to scale up to large training datasets more easily than linear methods that depend on matrix factorization, such as the CL-LSI and OPCA. For our proposed model, time and space complexity grow linearly with the size of the vocabulary and the amount of training datapoints, while complexity grows quadratically for models based on matrix factorization. Our proposed model also outperforms S2Net, the only latent semantic model that optimises a loss function directly related to the evaluation metric. Although S2Net parameters can be initialised with the projection matrix of CL-LSI or OPCA, such dependence is not practical for a large vocabulary and large dataset tasks, especially because of the limitations they involve. Moreover, our model can also be initialised with parameters obtained through unsupervised methods, which can potentially improve performance. However, in this work we were more interested in studying the capabilities of the models to learn cross-language embeddings without such dependence. The use of non-linearity allows the model to learn interesting interactions between the terms across languages, within embeddings of dimensionality compared to their linear counterparts. This observation is consistent with the results from other works (Hinton and Salakhutdinov, 2006; Gupta et al., 2014) .
In the deep neural network architecture, the θ is composed of multiple layer parameters (weights and biases). For example, the gradient of the cosine similarity terms in Eq. .2 at the output layer (L m ) w.r.t. weight matrix W m with tanh activation can be obtained as follows:
∂ cos(y Q , y D ) ∂θ . Similarly for hidden layers, the gradients can be obtained through backpropagation.
A.2 Cross-lingual extension
The parameters of CM l 2 are fixed during the cross-lingual extension training, only the parameters of CM l 1 contribute to the objective function in Eq. 9 as shown in Fig. 4 . Hence, the derivative of the objective function is obtained as follows:
According to Eq. .6, the gradient at the output layer (L m ) of CM l 1 w.r.t. W m can be obtained as follows: , a n = y
.
