1. INTRODUCTION The properties of cointegration tests based on single equation error correction models (ECM test) are well known. The dependence of the critical values and the power of the ECM test on nuisance parameters is documented in Banerjee et al. (1986) , Engle and Granger (1987) , Kremers et al. (1992) , and Banerjee et al. (1993) 1.
The effects of having breaks when applying unit root test, like Dickey and Fuller (1979) test, etc., are also well known, see Stock (1994) . Perron (1989) is a good starting point to see those impacts.
From Clements and Hendry (1999) , a structural break essentially corresponds to an intermittent shock with a permanent effect on the series. If this permanent shock is not explicitly taken into account, standard unit roots tests might mistake the structural break with a unit root. The results of Hendry and Neale (1990) and Perron and Vogelsang (1992) indicate that a neglected shift in the mean also leads to spurious unit roots. Rappoport and Reichlin (1989) is probably the first reference to check if we want to know the impact of having segmented trends as an alternative to a unit root model. Andres et al. (1990) extended the analysis of Rappoport and Reichlin to more that one break point in the trend. Other references on breaks and unit roots tests are Banerjee et al. (1992) , Zivot and Andrews (1992) , and Leybourne et al. (1998) .
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From the applied point of view, the main nuisance is to add dummy variables for the structural breaks in order to apply valid unit root tests when the critical values obtained depend on the size and on the timing of the break. Again, the selection of the dummy variable is critical for the result of the test. A vast literature emerged searching for unknown break points using recursive or sequential tests (Andrews, 1993 , Andrews et al., 1996 , Bai, 1997 , Vogelsang, 1997 , Bai and Perron, 1998 , Banerjee et al., 1998 ).
An important class of unusual events are additive outliers. These are events with a large, but temporary effect on the series. In certain cases, this effect dominates the remaining information contained in the series and biases unit root inference towards rejection of the unit root hypothesis even if the null hypothesis of a unit root is correct, as reported in Franses and Haldrup (1994) and Lucas (1995a,b) .
With multiple time series the situation could be worse if the breaks are independent. Now we have to decide on the models that generate the anomalous observations (breaking trends, additive outliers, ... ) taking into account that those irregularities need not occur simultaneously nor on all of the variables. Therefore, the multivariate analysis is generally more difficult. However, in some cases it can be more simple if there is partial co-breaking in the series.
In empirical applications the addition of dummy variables to obtain parameter "constant" models is more the rule than the exception. The effects of including dummy variables to capture structural breaks in ECM tests have been previously analyzed by Kremers et al. (1992) , and Campos et al. (1996) . Once again, critical values (C.V.) depend on the particular type of dummy variable included in the model and is a nuisance for empirical applications One alternative to avoid the use of dummy variables is to use robust estimation techniques. This is the approach taken by Lucas (1995a,b) in the univariate case and Lucas (1997) and Franses and Lucas (1997a,b) in the multivariate case.
In this paper we follow a different route. The objective isto find robust modeling procedures to test for unit roots in the presence of structural breaks in an ECM context. Instead of including dummy variables in ECM models, we try to approximate those breaks by adding extra dynamic terms (lags), as determined by the SBIC criterion. In particular, we look at the critical values obtained with the overparameterized model. We study the size of the ECM test under different MA(1) errors, and analyze the power of the ECM test, using Monte Carlo simulations. We also investigate whether the robustness properties of the ECM test improve by following the same steps not on the observable variables, but on the trend components obtained from trend-cycle decompositions, as in . In particular, we study three filters, the Hodrick and Prescott (1980, 1997) filter, the King (1995, 1999) filter, HP and BK respectively from now on, and the median filter (see Wen and Zeng, 1999) . Guay and St-Amant (1997) and Baxter and King (1995) provide some insights about the relationship between the HP and BK filters.
The structure of the paper is the following. In Section 2 we analyze the effects of having transitory breaks on alternative specifications of the ECM models, and in particular on the cointegrating relationship. Three types of cobreaking possibilities are studied in detail: full co-breaking, cobreaking in levels (not in differences) and co-breaking in differences (not in levels). We also study several cases without any cobreaking. Section 3 reviews the signal extraction filters that we apply.
The trend component ECM models are introduced in Section 4. Section 5 presents the main results of the Monte Carlo simulation experiments. The usefulness of our approach is illustrated with an empirical application in Section 6. Finally, the conclusions. and some comments for further research directions are included in Section 7. 
ERROR CORRECTION MODELS WITH AND WITHOUT SIMULTANEOUS
The terms ily,t and ilz,t include all possible deterministic components like: constant terms, deterministic trends, dummy variables, segmented trends, etc. Define B as the back-shift operator,
is the first differencing operator, and let (1, -a) be the cointegrating vector. Given valid initial conditions, the stochastic errors tilt and ti2t are jointly, and serially un correlated with zero mean, and constant variances,say o-~ and o-~, respectively. Model (2.1a)-(2.1b) can be written in terms of the observable variables Yt and Zt as follows, Andres et al. (1990) , it is clear that any error correction model in terms of the observable variables and constant parameters should account for the joint effects of the following elements: t, t, Previous error correction models with certain cobreaks have been treated in Camp os et al. (1996) and Clements and Hendry (1999) . In this section we study models with simultaneous co-breaks so Section 5 provides evidence of the effects of omitting the second and third terms of the right-hand side of (2.9) Case 2.3.
Independent breaks
The final possibility there is no cobreaking in levels nor in differences. This plausible empirical situation is the result of joining the effects of equations (2.8) and (2.9). In our simulation study,
we will consider independent breaks on Yt and Zt, and also breaks on just one of the two series.
Therefore, the term Ct from (2.2c) will be one of the following:
and will analyze the impacts of considering Ct as a constant term in alternative modelling strategies.
FILTERS AND SIGNAL EXTRACTION
The usual aim of a filter in macroeconomic time series is to extract particular components of the series: trend, cycle, irregular, etc. In this paper, we are interested in splitting an observed time series in two components,
where yi is the growth component and yf is the cyclical component. and King (1995 and King ( , 1999 . In practice the filter has to be approximated by a two-sided MA(k) On the other hand, low-pass filters are determined so that (3(w) = 0 for Iwl > S!:!. and (3(w) = 1 for Iwl ::; ~ and therefore low frequencies, (long term movements) remain unchanged while others are canceled out. In terms of the finite symmetric MA(k) filter, this means that low-pass filters must satisfy L~=-k ah = 1. Baxter and King (1995) showed that an 'ideal' approximate low-pass filters could be obtained by choosing the coefficients of the two-sided MA(k) filter, equal to ao = ~~ and ah = h\r sin(hw)
for h = 1,2,3 ... Therefore, the complementary high-pass filter has coefficients (1 -ao) at h = 0 and -ah for h = 1,2,3, ... When the filter passes frequencies between S! : ! . and w of the spectrum where 0 < IS!:!. I < IWI < 7f
it is called band-pass filter and can for example be obtained by subtracting two low-pass filters.
Usually, the frequency interval is associated with the NBER business cycle duration as defined by Burns and Mitchell (1946) where ~ corresponds to 32 quarters (8 years) and w to 6 quarters (1.5 or 2 years). This band-pass filter is what we are calling the BK filter in the simulations. (1980, 1997) filter is widely used in macroeconomics to detrend series in order to study of the stylized facts of an economy along the business cycle. The basis of this filter is the following: starting from (3.1) they define the 
Hodrick and Prescott filter (HP). The Hodrick and Prescott
The first term of (3.5) might be regarded as a measure of the goodness of fit of the trend component to the observed series, while the second one imposes a penalty in order to get a smooth trend component. The values of the parameter A suggested by Kydland and Prescott (1990) are ). = 1600 for quarterly data and A = 400 for annual data, obtained as the ratios of volatility of the irregular components relative to the volatility of the growth components.
Expressing the problem in terms of the backward shift operator, B, the decompositions is written 
TREND COMPONENTS ECM TEST
Decomposing the series Zt as in (3.1) we get
If the actual series are [ (1) and (Yt -azd is [(0) they are co integrated. In terms of the unobserved components we could write which is an ECM model for the trend component
Since b(B)Ul,t might have some auto correlation, we can consider the more dynamic version of the ECM for the trend components given by (4.5) where rJt is considered white noise and the lags of <py(B)6.yf and <Pz(B)6.zf are determined by the SBIC criterion. We might expect that for significant smoothing, cf can be approximated by a constant or a linear trend.
From equation (5.1a) we can write the ECM model for a general trend-cycle decomposition as, The question now is whether the ECM test based on the t-ratio (t 1 ) of equations (4.8) is robust to the presence of outliers in the series.
MONTE CARLO SIMULATION EXPERIMENT
Our data generating process (DGP) is based on several extensions of the one used by Kremers et al. (1992) and Campos et al. (1996) . It is a linear first-order vector autorregression with normal disturbances, Granger causality in only one direction (z --+ y), and a possible structural break in the strongly exogenous variables (f::.z t ) for the parameters a and a of interest. To obtain the empirical critical values we simulate the Yt and Zt series following the DGP (5.1a)-(5.1e) with b = 0 and we estimate the flollowing three models To impose simultaneous co-breaking we force
The model. Our DGP is based on
to get only co-breaks in differences, we impose that tl/-Ly,t -atl/-Lz,t = Cd = 0.5. On the other hand, to simulate a set of series with only co-breaks in levels, we impose tl/-Ly,t -atl/-Lz,t = 0, see Arranz and Escribano (1998) for more details of the derivation. Table   1 .
[ Table 1 In terms of power there is only a small loss when using the BK filter and even smaller when using the median filter, see Figure 2 and Table 2 . The HPlO and HP100 filters display the lowest power.
[ Table 2 about here.]
To evaluate the size of the test based on Models 1-3 we add an Ma(l) structure to the ul,t error term, i.e. Ul,t + eUl,t-l = Vt with Vt '" iid N(O, 1), and the MA(l) parameter equal to e = ±0.2 and e = ±0.5. The empirical results for a 5% nominal size are included in Table 3 As expected, the largest size distortions are generated in small sample sizes and with e = -0.5.
In the case of Model 2 with T = 200, a = 1, and e = -0.5 the 5% is transformed into 20%. This empirical size is reduced to 6.55% with the HP100 filter, 3.15% with HPlO, 6.65% with BK and 6.8% with the MD filters. Once again, the most stable results in terms of the size are obtained by using the median filter (MD).
[ From Figure 3 .1 we see that the effects of having 10% contamination of additive outliers are dramatic. The whole distribution is shifted to the left and therefore we wiII detect too much cointegration. this result supports previous evidence given in Franses and Haldrup (1994) . 
ECM test from Model

Co-breaks in differences, not in levels. In this case Ct
Model 1 there is a missing term even when a = a (COMFAC). The results of Table 4 show that Co-breaks in levels, but not in differences. Now Ct = c+(a-a)s z LJ.<5;, and Model 1 is misspecified.
However, in this particular case, if a = a (COMFAC), Ct = C and we are back to the simultaneous co-breaks case, which means that Model 1 is correctly specified. From Table 4 , CV are now more stable with the sample size (T) but they span from -2.5 to-2.8 depending on the COMFAC restriction.
Independent shocks or shocks in only one of the variables. In this case Ct is always different from a constant, see equations (2.lOa)-(2.lOc), and therefore Model 1 is always seriously misspecified.
Even for a sample size of 1000 the CV span form -3.09 to -16.3 depending on the size of the jump 5, see [ Table 5 about here.)
[ Table 6 about here.)
From Table 5 it is clear that the main improvements of Model 2 over Model 1 occurs when the shocks are independent or when they are in only one of the variables. However, this does not mean that they are always stable since for example, when the shocks are only in the variable Yt, the CV can span from -3 to -10.9 for a sample of 200 observations. therefore, adding extra lags helps, but it is not a satisfactory solution.
The power of the test depends heavily on the kind of co-break, see Table 6 . In the case of co-breaks in differences but not in levels the test shows no power at all, which is explained by the fact that we are omitting a deterministic trend component. On the other hand the power of the test is high in the other two cases of co-breaks, namely simultaneous co-breaks and co-breaks in levels but no in differences. In the cases of independent shocks or shock in one of the variables the power depends on the kind and size of the shock as well as on the value of the parameter a. The intuition for expecting Model 3 to be a good approximation to the correctly specified model is the following. Equation (2.2a) is transformed into equation (4.7a) based on the trend components, where er is a stochastic intercept given by equation (4.7b). Since the additive outliers are transitory shocks they should mainly be part of the cycle in a trend-cycle decomposition and therefore the following elements should be free of outliers:
ECM test from Model
The stochastic slope et from (4. 7b) should be a stationary series which can be approximated by lags of !:::.yf and !:::.zf, and this is exactly what Model 3 does.
[ Table 7 about here.]
[ The power of the test is analyzed in Tables 11-14 . First, notice that in the case of co-breaks in differences not not in levels we get no power, as it happened with Model 2. It is remarkable that the power of the test depends crucially on the parameter a in most cases. As expected, the power of the test based on Model 3 is lower than the one obtained with Model 2, but this is not true in all cases. In particular, we whould notice that in the case of having shocks only in the variable Yt, with a = 1 and s = 1,16, the most powerful test is the one based on Model 3 with the BK filter with T = 100. In the case of shocks in Zt, with a = 1 the most powerful test for T = 100,200 is the one based on the MD filter. Another feature of the test based on Model 3 and the MD filter is that, apart from the case of co-breaks in differences but not in levels, the power of the test does not depend on the type of co-breaks considered. Furthermore, the test based on the MD filter yields the highest power among those tests based on Model 3.
Robustness of critical values to the presence of outliers. The question now is the
following: Can we safely use the critical values of Table 1 Tables 7, 9 , and 10 the conclusion is that we cannot reject the null hypothesis that the series are Notice, however, that imposing the COMFAC restriction reduces the power of the ECM test.
Therefore, we apply the tests without imposing the COMFAC restriction, as we did in Section 5.
In the case of the BK filter, the ECM test statistics are -3.63 and -0.86, and -6.71 and -1.42 for the MD filter. Since the absolute value of the second statistic is not significant, it suggests that the second variable is weakly exogenous for the long run parameter of interest. Therefore, we conclude that the series are cointegrated, using the critical values from Tables 7, 9 , and 10, and that the real exchange rate follows a stationary process with outliers. This conclusion is consistent with the result of Vogelsang (1999) and .
CONCLUSIONS
In this paper we have analyzed the effects of having additive outliers in a multivariate context with cointegrated variables. Usual non-cointegration tests (like ECM tests) tend to find too much cointegration in this case. The problem is partially solved by using overparameterized models that include extra lags of the regression variables.
Different effects of the additive outliers have been analyzed in a multivariate context, running from simultaneous co-breaks, partial co-breaks and reaching independent shocks in each of the variables of the model. Obviously, the worst case is the one of independent shocks.
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