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1. INTRODUCTION 
In the preceding paper [lo] we generalized the second Tits construction 
of simple exceptional Jordan algebras [6] to a construction over an 
arbitrary ring of scalars, which we called the Tits process, and claimed that 
it plays for Jordan rings a role akin to that of the Cayley-Dickson process 
for alternative rings. In this paper we assume that the scalars form a field F 
and determine the semisimple Jordan algebras arising from the Tits 
process. We see that, except for predictable problems in low characteristics, 
all simple Jordan algebras of degree 3 are obtainable by starting from Fl 
and repeating the Tits process. 
Review 
Let @ be a unital commutative associative ring, $ a @-module. Recall 
that JV = (N, #, 1) is a cubic norm structure on f if 
(1) N: f -+ @ is cubic form, # : 2 + f is a quadratic map, 1 is an 
element of 2, 
(2) # is an udjoint for N: 
6) x## = N(x) x, 
(ii) T(x#, y) = A-:N, for T(x, y) = -d;‘B log N. 
(3) 1 is the basepoint for (N, # ): 
(i) N(l)= 1, 
(ii) 1 # = 1 
(iii) 1 x y= T(y) 1 --, for T(y)= T(y, 1) 
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and xxy=(x+y)#-x#-y#, and these hold strictly for X, 4’ E 2 (i.e., 
hold in all scalar extensions of 2). The U-operator 
yu,= T(x,y)x-x# XJ’ (1.1) 
defines a unital Jordan algebra structure on 9 denoted 2(,/1/‘) = 
f(N, #, 1). Every element x E f satisfies 
2 - T(x) x2 + S(x) x - N(x) 1 = 0, where S(x) = T(x#), (1.2) 
.Y# = x2 - T(x) 9 + S(x) 1. 
We need the following identities proven in [6, 71. 
T(xx y)= T(x) T(y)- T(x,y). 
T(x, y x z) = T(x x y, z). 
T(x, x#) = 3N(x). 
(XU,)” = xv&#. 
x x x# = [ T(x#) T(x) - N(x)] 1 - T(x#) x - T(x) x# 
x# x (x x y) = N(x) y + T(x”, y) x. 
xx(x#xy)=N(x)y+T(x,y)x~. 
x#xy+‘+(xxy)#=T(x#,y)y+T(y~,x)x. 
(1.3) 
(1.4) 
(1.5) 
(1.6) 
(1.7) 
(1.8) 
(1.9) 
(1.10) 
(1.11) 
The following description of degree 3 algebras has been proven without 
recourse to structure theory in [7, 121. 
THEOREM 1.1. The Jordan algebras y(N) obtained from nondegenerate 
norm structures over a field @ = F are nondegenerate generically algebraic 
Jordan algebras of degree 63, and all those qf generic degree exactly 3 
occur; these are isomorphic to 
(i) degre 3 division algebras, 
(ii) F@ F@F, 
(iii) F@y’for simple 3’ = y(Q’, l’), 
(iv) simple Af(G&, Jy) for composition algebras V over F. 
If (@, *) is a ring of scalars, a unital *-algebra structure &? = (B, *, 1) 
over (@, *) consists of a unital algebra B with involution * extending that 
on @. A ~-admissible norm structure &” = (N, # , 1) on @ is one for which 
(1) Jlr is unital: 1 is the unit for 9. 
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(2) M admits &?-composition: 
(a) N admits algebra composition N(q) = N(x) N(y), 
(a’) N admits involution composition N(x*) = N(x)*, 
(b) # admits algebra composition (xv)” = y#x#, and 
(b’) # admits involution composition (x*)# = (x”)* 
hold strictly. 
(3) B+=~(~V):(xy)x=x(yx)=T(x,y)x-x”xy. 
A subspace .c4 = (A, QO) is (59, J1/‘)-ample if 
(1) Go is an ample subring of X(@, *): 1 E QO, c~@~cr* E Go for all 
ccE@. 
(2) A is an ample @,-subspace of X(B, *):l E A, @,A c A, bAh* c A 
for all h E B. 
(3) A is an &‘-algebra: (i) N(A) c QO, (i’) T(A, A) c CD”, (ii) A’ c A. 
(4) A is nuclear in B: A c Nucleus (B). 
An admissible scalar % = (u, p) for .d consists of u E A and an invertible 
p E @ such that N(u) = pp*. A Tits structure Y = (B,, Jlr, zl) based on B 
consists of a B-admissible norm structure ..4’ and a (a, .M)-ample sub- 
space XI. In [lo] we showed that if ?& is an admissible scalar for Y (i.e., 
for &) then 
i=(i,o) (1.12) 
&I, h) = N(u) + pN(b) + p*N(b*) - T(a, hub*) (1.13) 
(a, hp = (a# -huh*, p*h*“n l- ub) (1.14) 
define a norm structure 2 = (n, $, ‘i ) on 2 = A @ B giving it a unital Jor- 
dan algebra structure y(p) which we denote f(Y, %!). We refer to this 
construction as the Tits process. For x = (a, h), y = (c, d) E 2, 
p(x, y) = T(u, c) + T(bu, d*) + T(uh*, d). (1.15) 
We noted [ 10, Theorem 3.51 that the first Tits construction [6] is a special 
case of the Tits process: let A be a unital associative algebra over Dp, such 
that A + = f(N, #, 1 ), where N(xy) = N(x) N(y) holds strictly on A. If 
$=AAo@A,@A, (A,zA) and ~LE@~, then 
i = (I, 0,o) (1.16) 
fib,, a,, ~,)=N(u,)+~N(~,)+~~‘N(u,)- T(w,4 (1.17) 
(a,, a,, u,p = (uff -u,u*, p -‘a; -&)a,, pal” -u*uo) (1.18) 
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define a norm structure 2 on ,$ and f(A, N, ,u) = y(2) is a Tits process 
algebra whose trace form is given by 
(1.19) 
Again we wish to express our gratitude to Kevin McCrimmon whose 
comments have led to significant improvements in the form and the content 
of this paper. 
2. SEPARABLE CUBIC FIELD EXTENSIONS 
In the next section when we consider simple Jordan algebra of degree 3 
over a field F, we need precise information concerning the simple algebras 
of dimension 9 obtained by taking d = E a separable cubic field extension 
of F and .B a separable composition algebra of dimension 2 over E. This is 
the topic of this section. 
Let K be a field of arbitrary characteristic, L a Galois extension of degree 
3 over K. If o is a generator of Gal( L/K) and ,U E K x, denote by (L, CT, p) 
the cyclic associative algebra L @ Ly @ Ly2 over K, where y’u = a”>‘, a E L, 
y” = p. It is not hard to compute the generic norm and trace of (L, CT, p). 
Let ui, biE L, then 
N(u,+u, y+u,y2)=N(u,)+~LN(u,)+~‘N(u2)-~T(u~u;ru~’), (2.1) 
~(~,+~,~+~,~~,bo+b,y+bry~) 
= T(G,, b,) + U(a’f, b;*) + PQ$, b;), P-2) 
where of course N(u) = UU~U~* and 
T(u) = a + cl0 + uo2, a E L. 
Moreover, 
(a, + a, y + u2 y2)# = (uff -pup7;2) + (pa;” - u$z,) y + (a?# - ugu2) y2, 
where a # = ~~~~z. (2.3) 
Let K be a separable extension of degree 2 over a field F, L a cyclic 
extension of K of degree 3 which is Galois over F. Then Gal(L/F) is abelian 
or dihedral and generated by r of order 2 and (r of order 3 such that the 
restriction of t to K is the canonical automorphism of K as an algebra of 
degree 2 over F and 07 = rc or (TT = rc2. Albert [ 11, who, by the way, was 
considering this problem because of its connection with exceptional Jordan 
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division algebras, constructed an involution * of the second kind on the 
cyclic algebra (L, e, p), p a suitable element of K x, such that * extends r 
on L. Albert calls these involutions abelian or non-abelian according as 
Gal(L/F) is abelian or not. In the abelian case * is given by 
(a,+a~y+~~1ua~y2)*=a0*+a2*a2y+~L~’ua~”y2, (2.4) 
where v is a fixed element of L satisfying v* = v and N(v) = pn*, a, E L, and 
a* = a;. On the other hand, in the non-abelian case, p E F and for a, E L, 
(a, + a;“y + a; y2)* = a,* + al*“y + a2*“*y2. (2.5) 
Let E be a separable cubic extension of F, %? a separable composition 
algebra of dimension 2 over F with canonical involution -, so % is a com- 
mutative associative ring of scalars. The map * = id 0 - is an involution of 
B=E@,V and A=X(B, *)=EQl which we identify with E, BzE,> 
and g = (B, *, 1) is a unital *-algebra structure over (%?, -). The norm and 
adjoint of E extend to B and we obtain a a-admissible norm structure 
JV = (N, #, 1) on a, and .01= (A, F) is (?J, M)-ample. Note that @ = % 
and a0 = Z(%?, -) = F. Choosing an admissible scalar “u = (u, p), u E A x, 
ALE% form the Tits process algebra JJ =d(F-, a), which we denote by 
f(E, u, p,%?). We analyze the algebras f by considering the various 
possibilities for %? and E. 
I. W=F@F 
If %? = F@ F with the exchange involution then B= E@ E with the 
exchange involution, Y=AOB= {(a,, ( a,, a2)) ) a,E E}. Now ,u= 
(p1,p2)~%,pi~FX whereuEEX hasN(u)=p,n2EF.ByTheorem3.5and 
Proposition 3.8 of [lo], #(E, u,p,%Y)gf(E, 1, (n,,~;‘), %7)rf(E,pI), a 
First Tits construction algebra. We may therefore assume that u = 1, 
P=(P,P-‘1, peFX, identifying F with X’(%?, -), and that N, #, and T are 
given by (1.17), (1.18) and (1.19). 
PROPOSITION 2.1. Let E be a separable field extension of degree 3 over F, 
%? = F@ F with - the exchange involution, 2 = f(E, 1, p, %?)zy(E, p). 
(i) If E/F is Galois then $ g$(E, o, p)‘, o a generator of Gal(E/F). 
(ii) If EJF is not Galois then f 2 X’( (L, 0, p), * ), where L is a Galois 
closure of E/F, o an element of order 3 of Gal(L/F), and * a non-abelian 
involution of the second kind. 
Proof. (i) Assume first that E/F is Galois. Using Theorem 3.5 of [lo], 
let f: $J -+ (E, o, p) be given by 
f(a,, al, a,)=a,+a;j,+pL’a;y2, aiE E. (2.6) 
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Then replacing in (2.1) and (2.3) and comparing with (1.17) and (1.18) one 
sees that ,f is a bijective map which preserves norms, adjoints, and units. 
Therefore 3 g (E, CT, p)‘. 
(ii) If E/F is not Galois, let L be a Galois closure of E/F. Choose 
T E Gal(L/F) such that E is the fixed held of T. Gal(L/F) is generated by cr, 
T, (7’ = 1 = T2, CT = TB'. Let K be the fixed field of { 1, 0, u’}. The cyclic 
algebra (L, c, 11) has an involution of the second kind * which extends z, 
given by (2.5). In (i) we saw that .f as in (2.6) (with a,EL) defines an 
isomorphism between d’=R(L, l,P>@) and (L, o-> P)‘. If 
x=f(a,, aI, a,), by (2.5) x* =f(a$, a:, a;); so x* =x if and only if 
a,* = a i.e., iff a,E E. Since f sends T to *, it induces an isomorphism 
betwee; X(2’, z)=f(E, 1, p, g) and X((L, CJ, p), *). 1 
II. %? a Separable Quadratic Field Extension 
If V is a separable quadratic extension, let L = E OF%?. We must dis- 
tinguish three cases: (1) E Galois, (2) L Galois but E not Galois, and (3) E 
and L not Galois. 
PROPOSITION 2.2. Let E he a separable field extension of degree 3 over F 
and V a separable quadratic field extension of F, L = E @ V. Identifv E with 
E@l, W with lo@. Let ueE”, peWX such that N(u)=pp*, *I$? the 
canonical involution of V as an algebra qf degree 2 over F, 
4 = f(E, u, P, W. 
(i) Jf E/F is Galois then 9 z X( (L, CJ, p), *), CJ a generator of 
Gal( L/V)), * an ahelian involution qf the second kind. 
(ii) [f L/F is Galois hut E/F is not then 2 g % +, 9 a central simple 
associative algebra qf degree 3 over F, 
(iii) [f L/F is not Galois then y~X(9, *), 9 a central simple 
associative algebra of degree 3 over its center, * an involution of the second 
kind. 
ProojI (i) If E/F is Galois then so L/F, and Gal(L/F) is abelian with 
generators o and T (a3 = 1 = T*); Gal(L/%?) = { 1, O, cr’}. Let v = U”E E; since 
N(v) = N(u) = ,BP*, (2.4) defines an abelian involution of the second kind * 
on the cyclic algebra (L, 0, p), which extends T. Note that p E V, the center 
of (L, g, ,u). For a, b, c E L, ,f(a, b, c) = a + h”‘y + ,u P’vcUy2 maps 2(L, p) 
onto (L, 0,~) and A?( (L, g, p), *) consists of all f(a, b, b*) for a E E, b E L 
since by (2.4) f(a, 6, c)* = f(a*, c*, b*). So x=x* if and only if 
x=f(a, b, b*), aEE, bEL. Thus 
f(a,b)=a+b”zy+p~‘vb*“y’ (2.7) 
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defines a bijection from 2(E, U, p, %?) onto %((I,, 0, p), *). Replacing 
ai in (2.1) and (2.3) by a, h”*, ~~‘ub*~ and comparing with (1.13) 
and (1.14), one sees that f preserves norms, adjoints, and units. As an 
example we carry out the computation for adjoints. By (2.3) (a + h”‘y + 
p-‘&*“J?)# zz (a# -pb(p-‘“b*y) + (p(p-lvb*“)“# -dbqy + 
(b-f -a”p-‘ub*“)y2 = (a” -b&*) + (~~‘b*#~*u#~*-u~2b~*)y + 
(b#O- p-‘ua”b*“) y2. 
On the other hand, 
f((a, b)#) =f(u# -hub*, p*b*#c’ -ub) 
= (a” -hub*) + (p*b*#c’ -ah)+ 
+pp’v(p*b*#up’ -ub)*“y2 
= (a” -bub*)+(p-‘b*#u# -ub)“2y+(b”” -pU’&‘b*“)y2, 
usingu ‘=N(u)- ‘u”=(~~*)‘u#. 
Thus yzX((L, CJ, p), *). 
(ii) Assume next that L/F is Galois but that E/F is not. So 
Gal(L/F) = D, and %? is the fixed field of { 1, cr, o’}. We wish to determine 
the structure off = f(E, U, ,u, %‘). By Theorem 3.6 of [lo] $z&?‘(4’, *), 
where f’ = %(L, 1, p, 5% @ V) z (L, CJ, p) + by Proposition 1 (i) applied to L, 
%? in place of E, F. The involution * of f’ induces a semi-linear bijection * 
of (L, r~, cl) which extends r and is given by (2.4). The map * is a z-semi- 
linear automorphism of (L, cr, PC) and the fixed elements form an 
F-subalgebra 9 of (L, (r, ,u) such that 9 OF %? = (L, CT, ,u). One need only 
check that * preserves multiplication. If ui, b, E L, 
(u,+&+pL’u”a;y2)* (b,+b~y+pL’uub~y2)* 
= (a; + u:fy + pdPu:“y’)(b~ + b:ozy + pL’d’b:“y2) 
= (a,*b,* + (ua:b:)“2 + (uu;“b:)“) 
while 
+ (a,*bf + u;U2b;6+ p %‘ua:“b:) y 
+ p ‘u”(u,*b:” + u:0bg*u2+ puu” ‘ufb;) y2, 
((u,+u~z~+~L1uua~y2)(bo+b~Zy+~ ‘u”b;y2))* 
=((u,b,+(uu,b2)“‘+(uu2bl)“)+(u;bl +u,b$+p ‘dW’2u;*b;)uzy 
+~~‘u”(u~2h2+azb,“+~~6~ ‘ayb,a2)“y2)* 
= (u,*b,* + (uu, b2)O** + (uu,b’)“*) + (u$b, + u,b,” + pzP lu;bf)*“Zy 
+p-‘u”(u,“b, +ulb~2+~LL~uZ~(ru~Zb~)*6y2. 
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Since c’* = *c, cr* = *02, ~*(u~‘)~* = ~L1uub, and p* ~ 1uu”2 = @P ‘, the 
two expressions coincide. Thus * is a semi-linear automorphism of (L, (T, p) 
and the fixed points 9 form an F-subalgebra which, since (L, C, 11) is sim- 
ple, must also be simple. Therefore 2(E, u, p, %?) z 9 + 
(iii) Finally, we assume that L/G9 is not Galois and hence E/F is not 
Galois. Let K be a Galois closure for E/F and M= K OFV. We have the 
following tower of fields: 
Gal(K/F) = <sP, = Gal(M/%). M/F is Galois with Galois group Y; x { 1, *}, 
where *=id@-, the canonical involution of %. 
Now & =j(E, u, p, %‘)=%(L, -t., %!)rX(d’, *) by Theorem 3.6 of 
[lo], where 2’=2(L, 1, p, %‘o%)zX((M, (T, p), r) by Proposition l(ii) 
with L, g in place of E, F, and T is the involution of the second kind on 
(M, c, p) given by (2.5) so 
(co + c, ?’ + c2 y2)’ = c; + c;“4’ + cy*y*, CiEM. 
The center Z(M, C, v) of (M, o, p) is the fixed field of { 1, (r, c? }. The 
involution * of f’, given in Theorem 3.6 of [lo], extends to a map of 
(M, o, ,u) via (2.6) 
(c,+cfy+p ‘(uc*)“y*)* =c,T +cy2y+p ‘(uc;)““2, C,EM. 
This is an abelian involution of (M, g, p) (by (2.4) with u = ub) while T is a 
non-abelian involution. Using the fact that * and z commute on M, one 
can check that they commute on (M, C, p). Let $9 be the fixed points 
of the semi-linear automorphism *T = z* of (M, cr, p); (M, (T, p) = 
i-3 ozcrr, Z(M, g, p). Hence 9 is central simple associative of degree 3 over 
its center. Thus * 1 y = z ly is an involution of 9 (of the second kind of 
course) and f ?X($‘, *)gX(%((M, C, p), T), *)=X(9, *) and every 
isomorphism is one of Jordan algebras. 1 
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3. SIMPLE JORDAN ALGEBRAS OF DEGREE 3 
The main result linking composition algebras and the Cayley-Dickson 
process is the fact that, apart from some commutative extensions in charac- 
teristic 2, every composition algebra q over a field F is obtainable by 
repeated applications of the CayleyyDickson process. In fact given any 
proper separable composition subalgebra 9 of V, then the Cayley-Dickson 
process may be performed using 5? and an appropriately chosen scalar to 
produce another composition subalgebra of G?. Our aim in this section is to 
prove an analogue of this result for simple Jordan algebras $(N, #, 1) 
over a field F. 
THEOREM 3.1.(i) Let 2 = f( N, # , 1) he a simple Jordan algebra of 
degree 3 over a field F. Jf Fl # f then f can he obtained by successive 
applications of the Tits process unless F is qf characteristic 3 and 4 = Et, E 
a separable field extension of degree 3 over F or an infinite dimensional 
purely inseparable extension of’ F qf exponent 1. 
(ii) Let A be a proper subalgebra of $ on which T is nondegenerate, 
su(A) its unital special universal envelope. If dim,(A @ su( A)) < dim,: f and 
zf su(A ) is an F-subalgebra of an associative algebra B qf degree 3 over its 
center Z(B) an overring of F, then a Tits structure Y(S9, JV, XI) on B and 
an admissible scalar % = (u, u) can be chosen such that the Tits process 
algebra d(S, U) is isomorphic to a subalgebra of 4. 
The second part says that any separable subalgebra of f which is not 
obviously too big can be used as the starting point for the Tits process. For 
composition algebras, being proper and separable guarantees that the 
algebra is small enough. As one would therefore expect from the statement 
of the theorem, its proof is not as straightforward as in the case of com- 
position algebras. However, it is characteristic free (as much as possible) 
and independent of structure theory in so far as Theorem 1.1 was proven 
without using structure theory. We first develop a number of intermediate 
results needed to prove Theorem 3.1. 
Let A4 be a module over a unital commutative associative ring @, ,f a 
bilinear form on M. We say that M is ,f-dual if v -+ f(v, - ) is an 
isomorphism M -+ Horn&M, @) (if @ is a field this happens if and only if ,f 
is non-degenerate and M is finite dimensional). The following lemma 
expands on observations in [7] and plays a crucial role in the proof of 
Theorem 3.1. 
LEMMA 3.2. Let A be a subalgebra of9 = f( N, #, 1) over a ring @, A ’ 
the orthogonal complement ef A w’ith respect to the trace .form T( , ). 
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(i) The map g:A-+(End,(A’))+ given hy g(a)z= --ax,-, aeA, 
2 E A’ is a homomorphism qf Jordan algehrus. 
(ii) Jf A is a simple proper T-dual s&algebra of 3 then A is special. 
Proof: (i) By (1.5) T(h,uxz)=T(hxa,z)=O, for all a,h~A, ZEA’, 
so g(a) E End&A’). By (1.10) linearized 
-ax (h x (a x 2)) = (a’ x h) x z ~ T(z, a#) h- T(z, h) a# - T(a, h) axz 
=(a#xh)xz-T(a,h)axz 
= -(hU,,) x I 
and g(hU,,)=g(a)g(h)g(a). Since 1 is a basepoint, - 1 x 3 = -T(z) 1 +z=: 
and g( 1) = id. Thus g is a homomorphism of Jordan algebras. 
(ii) If A is a simple proper T-dual subalgebra of 2 then AL # (0). 
Hence 1 4 Ker g and Ker g = {O) by simplicity. Thus g is injective and A is 
special. 1 
If A is a T-dual subalgebra of A then / = A 0 A L and for I E A L we may 
write 
I# = q.,(z) + r,4(:), ql(z) E A, r,(z)6 A’. (3.1) 
These maps were introduced by T. A. Springer in [ 131 for # a simple 
exceptional algebra over a field @ and A a field extension of @. We write 
q(z) and r(z) when only one A is at play, as is usually the case. For ease of 
notation we denote g(a) : = --(IX z by u. r, a E A, I E A’. If a E A and 
IEA~ then 
and 
N(af~)=N(a)+T(a#,z)+T(u,~#)+N(z 
= N(a) + T(a, q(z)) + N(z), 
In the next lemma we collect the rules governing q, r, and the map g. 
LEMMA 3.3. If’ A is a T-dual Jordan algebra of degree 3 over @ obtained 
,from a norm structure .~4‘ = (N, #, 1) and M a @-module endowed with a 
cubic ,form fi and quadrutic maps q, r 
A:M*@, q:M-+A, r:M-+M, 
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and a linear action of A on M (a, z) + a ’ z, a E A, z E M, then the following 
conditions on q and r are necessary and sufficient for 
N(a, z)) = N(a) + T(a, q(z)) + NT(z), 
(a, z)” = (a” +q(z), -a.z+r(z)), (3.2) 
1 =(l,O) 
to define a norm structure on A @M, for which the trace form is then given 
by 
T(!a, z), (h w)) = T(a, 6) - T(q(z, w)), a, bEA, w, ZEM. (3.3) 
(i) l.z=z, a.h.a.z=bU;z. 
(ii) (a) A:fl= -T(q(r(z), w)), 
(b) T(a, q(z, w)) = T(q(a. z, WI), 
(cl s(a.z)=dz) UC,, 
(d) r(a.z)=r(z) Uu=a#.r(z), 
(e) q(a.z, r(z))= -fi(z)a, 
(f) r(a . z, r(z)) = q(z). a. z - T(a, q(z)) z, 
(8) 4(z)’ = -dr(z)), 
(h) r(r(z)) = k(z) z + q(z). r(z). 
These in turn imply 
(iii) a#.a.z=N(a)z, aoz=ti.z, whereti=lxa=T(a)l-a. 
(iv) q(z, r(z)) = A(z) 1, r(z, r(z)) = -4(2). z. 
(v) q(a.z,z)=aoq(z), r(a.z,z)=ac)r(z). 
(vi) q(a.r(z), z)=lir(z)a, r(a.r(z),z)= -(axq(z))‘z. 
Proof: Let a, h E A, w, ; E M. From (3.2), 
N((a, z) + i(h, w)) = N(a + jtib) + T(a + %b, q(z + nw)) + fi(z + 3.w). 
So Aj::;‘N = T(a#, h) + T(a, q(z, w)) + T(h, q(z)) + Aps, and the asso- 
ciated trace form T((a, z), (b, w)) 
= -A {%=)A (h.bv) log N (by definition) = A’,“Z)NA\h,“‘JN- Aju.=)A(h,“)N 
= T(a) T(b) - T( 1 x a, h) - T(q(z, w)) 
= T(a, h) - T(q(z, w)). 
Hence the associated trace form of N is given by (3.3). 
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Assume that the Eqs. (3.2) define a norm structure on A @ M. Arguing as 
in the proof of Lemma 3.1, condition (i) is seen to hold. We now check the 
conditions (ii). 
(a) d,“IV= T(z#, w) = T(r(z), w) = -T(q(r(z), w)) by (3.3). 
(b) r(a, q(z, w)) = T(a, z x w) = T(a x z, w) = T(q(a.z, w)) by (1.5), 
(3.3). 
(cl, Cd) BY (1.111, (l.l), 
(uxz)#= -a# x z# + T(u#, z) z + T(z#, a) a 
= T(Z#,U)U-u# xz# 
=7#Uo. i 
Since U, is self-adjoint with respect o T, A ‘U, c A’ and (a x z)” = z# U, 
implies (c), (d). 
(e) and (f). By (1.9) (uxz)~~~=N(z)a+T(z#,u)z so 
-(u~z)~(q(z)+r(z))=fi(z)u+T(q(z),u)z. The A and M-components 
yield (e), (f). 
(g) and (h). Since 
N(z)z=z##= (q(z) + r(z))# = q(z)# - q(z). r(z) + r(z)# 
= q(z)” + q(r(z)) -q(z). r(z) + r(r(z)). 
Comparing components, (g) and (h) holds and so does (ii). 
We show next that (i) and (ii) imply (iii)-(vi). By (i) u.u.z = 
a. 1 .a.‘?= lU;z=u*~z. so u*.u. z=u.u~a.z=uU;z=u3.z and by 
(1.3), (1.2), a# a z = N(u) 1 . z = N(u) z. Also a.z=(T(u) 1 -a).~= 
T(u) z + a x z = a 0 z since T(z) = 0, and we have (iii). Letting a = 1 in (e) 
and (f), and using (i) one obtains (iv). Replacing a by a + 1 in (c) taking 
(iii) into account yields (v). Linearizing (i), a. b. z + b. a. z = (a o b) . z; 
linearizing (v) and using (e), (iv), (f), (iii), (i), 
q(u.r(z), z)= -q(u.z, r(z))+ucq(z, r(z)) 
=A(z)u-ad(z) 1 
= -A(z) a, 
and 
r(u . r(z), z) = - r(u z, r(z)) + 5. r(z, r(z)) 
= - q(2) a z + T(u, q(z)) z - a. q(z) 2 
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= -q(z).a.z-a.q(z).z+ T(a) q(z).z + T(q(z)) a.z 
- T(Q) nq(z)) 1 z + T(a, q(z)) z 
= -(uoq(z)).z+ T(u) q(z).z+ T(q(z))u.z- T(uxq(z)) 1’2 
= - (a x q(z)). 2. 
So we have (vi). 
Finally, we prove that if (i), (ii) (and hence (iii), (iv), (v)) hold then (3.2) 
defines a norm structure on A OM. We must show that # is an adjoint 
and 1 a basepoint. Using (3.2), 
(4 z) ## = (a” + q(z), --a.z + r(z))# 
= (u## +a# xq(z)+q(z)# +q(-u.z+r(z)), 
-(u”+q(z)).(-a.z+r(z))+r(-u.z+r(z))). 
By (ii) (g), the A-component equals 
N(a)u+u# x4(z) -dr(z)) + 4(a.z)-da.z> r(z)) +dr(z)) 
= N(u) a + a# x q(z) + q(z) u, + A(z) a by (ii)(cL (e) 
= N(G z)) a by (1.1). 
While the M-component equals 
a# .a.~--a# .r(z)+q(z).u.z-q(z).r(z)+r(u.z)-r(u.z, r(z))+ r(r(z)) 
= N((a, z)) z by (iii), (ii)(d), (f), (h), and (3.2). 
We already have 
A[$:;‘N= T(u”, h) + qu, q(z, w)) + T(b, q(z)) + ‘$4 
= T(a”, h) + T(q(a. z, w)) + T(h, q(z)) - T(q(r(z), w)) 
by (iii)(b), (a), 
while 
T((a, z)#, (b, w)) = T((a# + q(z), --a. z + r(z)), (6, w)) by (3.2), 
= T(u# +q(z), b)- T(q(-u.z+r(z), w)) by (3.3). 
So At:$N= T((u, z)#, (b, w)) and # is an adjoint. The first two con- 
ditions’ for 1 to be a basepoint hold automatically. By (3.2) linearized, 
(1.3)(iii), (i), and (3.3), 
1 x (a, z) = (1 x a, - 1 . z) = (z(u) 1 - a, -z) = r(u) 1 - (a, z) 
= q(a, z)) 1 - (4 z), 
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and 1 is a basepoint. These hold strictly and (3.2) defines a norm structure 
on ABM. 1 
From now on in this section A will always be assumed to be a finite-dimen- 
sional subalgebra of y =&(N) over a field F, on which T( , ) is non- 
degenerate. Thus A is T-dual. Since A = f(NIA, # IA, 1) by Corollary 3.8 
of [ 111 the non-degeneracy of T( , ) on A implies Rad A = Nil A = (0). 
Since this remains true under scalar extension, all A OF K are semisimple 
algebraic, hence A is separable. 
Since we are working over a field, No = N(z#) [6], [l 11. Therefore 
for ZEAL, 
N(z)‘= N(z”) = N(q(z) + r(z)) 
= Nq(z)) + T(dz)#, r(z)) + T(q(z), r(z)#) + Wr(z)) 
= Ndz)) + T(dz), -dz)#) + Wr(z)) by (ii)(g), 
= Wq(z)) - Wdz)) + Nr(z)) by (1.6). 
so 
N(r(z)) = No + 2N(q(z)). (3.4) 
Let B = su(A) the special unital universal envelope of A. The associative 
algebra B has a canonical involution * and a(A) c X( B, *), where u is the 
canonical map of A in su(A). Therefore the map g of Lemma 3.2 induces a 
homomorphism g’ of associative algebras from B into End,.(Al) such that 
the diagram commutes. 
A ’ ) EndF(Ai) 
If A is special then (ii)(c) becomes 
q(a . z) = adz) a, a E A special, z E AL. (3.5) 
Identifying A with C(A) c X(B, *) and iterating (3.5), one obtains 
qk’(a,a,,- 1 .. .a2a,)z)=a,a,P,...a2a,q(z)a,a,...a,P,a, 
= (ha, ~ , . ..a2a1) q(z)(a,,a,-, . ..azal)*. 
If B+ = y(N), for some admissible norm structure J+‘” on B defined over 
some *-invariant subalgebra of the center of B and extending the norm 
structure already given on A = c(A), then by iterating (ii)(d) 
rk’(a,a,- I . ..a2a.) ~)=a,# .a,# , . ..a$+ .a? .r(z) 
= g’((a,a+ 1 . ..a2a.)*#) r(z). 
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Therefore 
(g’(b) z)” = bq(z) b* + g’(b*“) r(z), for z E A ‘, A special, (3.6) 
B+ =f(JY, b a product of elements of A. 
While in general (3.6) may not hold for all b E B, it does hold in a number 
of important cases. 
LEMMA 3.4. Let A be a finite dimensional subalgebra on which T( , ) is 
non-degenerate, y E A ‘. Zfg’( B) y = A . y and g’( B) r( y ) = A . r( y ) then 2’ = 
A @ (A . y + A r(y)) is a subalgebra of d. In particular if A is the plus 
algebra of a commutative associative then B+ = A and g’(B) z = A . z for all 
zEAl. 
Proqf: By ( 1.1 ), to prove that f’ is a subalgebra it suffices to show that 
it is closed under # . If g’(B) z = A . z for z = y or r(y) then, for b, c E A, 
b. c. z = g’(bc) ZE A. z. So by (d), (h) it sufhces to check that (A. y) x 
(A .r(y))cy’, and in turn that r(A y, A .r(y))c$J’. By (v) linearized, 
r(b.y, c.4~)) = -r(c.b.y,r(y)) + c.r(b.y,r(y)) E r(A.y, r(y)) + 
A . r(A . y, r(y)) c A . y + A . r(y) by (f ). Thus 2’ is a subalgebra. 
Assume A is the plus algebra of a commutative associative algebra. Since 
A is separable, A OFK= K[al] @ ... @K[a,] for a suitable extension K 
of F. Every Jordan homomorphism of K[a] + into an associative algebra 
9, f: K[a] + + 9 sends am to f(a)” and hence is an associative 
homomorphism of K[a] into 9. Thus su(K[a] + ) = K[a], 
B+=su(A)+=A,andg’(B)z=A.zforallz~A’. 1 
Some injectivity properties of g are needed. 
LEMMA 3.5. Let YE Al. Zf (i) y is invertible, or (ii) q(y) is invertible and 
A is the plus algebra of a commutative associative algebra, then a’ y = 0 
implies a = 0, and b. r(y) = 0 implies b =0 for a, be A. In particular 
r(y) +O. 
Proof: Assume (i) holds. Then N(y) #O and a. y = 0 implies a = 0 by 
(e). BY (l.lO), 
(b.r(y))xy=(-bxy#)xy+(bxq(y))xy 
= --N(y)b+T(y,b)y’++bxq(y))xy 
= -WY)~-(~X~(Y)).Y. 
So b. r(y) = 0 implies b = 0 using Lemma H(vi). 
Assume (ii) is satisfied. Since A is the plus algebra of a commutative 
associative algebra, Nil A = {a E A 1 a nilpotent}. But as noted above the 
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non-degeneracy of T( , ) implies Nil A = (0). Thus A contains no non-zero 
nilpotent elements. By (3.5) and (g), q(a. y)=a2q(y) and q(b. r(y)) = 
-b2q(y)#. Thus the conclusion is again valid. 1 
We are now ready to deal with the simplest case of an algebra obtained 
via the Tits process. 
hIMA 3.6. Let A be the plus algebra of a finite dimensional com- 
mutative associative algebra on which T( , ) is non-degenerate and y E A’ 
with q(y) invertible. If r(y)=c.y for some CEA then %‘=A@A. ye 
$(F, a), where B= A, * is the identity involution, J’ is the given norm 
structure on A, 42 = (u, u) with u = -q(y) and p = cu. 
Proof Since JV is a norm structure on A, the conditions for F to be a 
Tits structure are trivially satisfied. We check that @ is an admissible 
scalar, i.e., that N(u) =pp* and PE F. By (g), q(r(y)) = -q(y)# = -u#, 
while by (3.5), q(r( y)) = q(c. y) = c2q( y) = -c’u. Therefore pp* = p2 = 
c*u* = u#u = N(u). By (h), 
r(O)) = WY) Y + q(y). 0) 
=NY)Y+dY).c~Y 
=NY)Y+cq(Y).Y since su(A)+ = A. 
Also 
r(r( y)) = r(c. y) = c# . r(y) by Cd) 
=c#.c. y=N(c)y by (iii). 
So cq(y). y=(N(c)-N(y))y=(N(c)-N(y)) 1.y and, by Lemma 3.5, 
,u = -cq( y) = (N(y) - N(c)) 1 E F. 
Now 2(Y,%)=A@A. Define f:y(S,‘42)+$’ by f(a,b)=a+b.y. 
By Lemma 3.5, f is bijective. Since f is linear over a field, if it preserves # 
then it preserves norms. Also f( 1) = 1, so to prove that f is an 
isomorphism it suffices to check that it does indeed preserve #. If 
x = (a, b) E f(F, a), 
x# - (a# -bub,ub#u’-ab), 
while by (3.5) and (d), 
f(x)#=a#+bq(y)b+b#.r(y)-ub.y 
=a #-bub+(b#cuu-ab). y. 
Therefore f(x”) = f(x)” and f is an isomorphism. 1 
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While Lemma 3.6 would be easier to prove if we assumed y invertible 
rather than q(y), one can check that if IFI =2, 9 =X(E;), and 
A = C?=, Fe, then A’ does not contain invertible elements and the full 
strength of Lemma 3.6 is needed. Another particularly simple example of 
subalgebras obtained by the Tits process is provided by the next lemma. 
Recall that if C is a commutative associative F-algebra with identity 
involution and E an extension of degree 2 of F, then an admissible cubic 
norm structure on C extends naturally to an admissible cubic norm struc- 
ture on (C OFE, id, @ *) where * is the involution of E as a degree 2 
algebra over F (see Example 4.3, [lo]). 
LEMMA 3.7. Let A he the plus algebra of a finite dimensional com- 
mutative associative algebra on which T( , ) is non-degenerate, y an invertible 
element of A’. Ifq(y) is invertible and A y n A r(y) = { 0} then 9’ = A 0 
A. y@A.r(y)gy(Y-, a) where r is the Tits structure on B= A @,F[e], 
F[0] the algebra of degree 2 over 9 obtained by adjoining 8 satisfying 
e2-o+6=o, 6 = -wr2 N(dY)h (3.7) 
* the natural involution of F[f?] as an algebra of degree 2, so 
8*=1-B, * = id, @ * (3.8) 
and N the natural extension to B of the norm structure of A. The admissible 
scalar uz! is given by 
u = -dY 13 p = N(y) 8*. (3.9) 
Proof Of course ,UP* = N(y)’ fM* = -N(q(y)) = N(u). So 4? is an 
admissible scalar for the Tits structure on B. Define f: f(Y, a) + 2’ by 
f(a,b+cB)=a+b.y-N(y))‘q(y)c.r(y), a, 6, CE A. 
By Lemma 3.5, f is bijective. By (1.14) and (3.6), to prove that f preserves 
# it suffices to show that f(x”)= f(x)” for x= (0, b+cfI)E2(Y-, %). 
Now -(b + cd) u(b + cd*) = [b2 + bc + c26] q(y) and 
u*(b+ce*)” up’= -N(y)Q(b’ +bxcQ*+~#,*~) N(q(y))-’ q(y)# 
= -N(y)N(q(y)))’ [b#t3+6bxc+ck#8*]q(y)# 
=N(y)-’ (c#+bxc)q(y)” 
-(N(y) N&W’ b# +NY) -’ c#) dy)# 0. 
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BY (3.5), (d) and kh 
f(0, b + cB)# 
=(b.Y-N(Y).~‘q(Y)c.r(Y))# 
=h2dY)-NY) -* (4(Y) C)‘dY)” -4th. Y, NY)-’ 4(Y) C.dY)) 
+ h# . V(Y) + wr2 (4(Y) cl” . r(r(y)) 
-r(h.Y,N(Y)~‘q(Y)c.r(Y)). 
By (v) linearized and su( A + ) = A, 
4th.x N(y)- ’ 4(y) c.r(y)) 
= -q(N(Y)~‘q(Y)ch.Y,r(Y))+N(Y)~‘q(Y)c~q(h.Y,r(Y)) 
= q(y) hc - 2dY) hc by (e), 
= -q(y) hc. 
So the A-component of f(x)” = [h2 + hc- c’N(y) -* N(q(y))] q(y) which 
agrees with the A-component of .f(x”). By (v) linearized and su(A)+ = A, 
r(b. .h N(y) ’ 4(y) c’ 0)) 
= -r(WY)F’q(y)hc.y,r(y))+N(y)~‘q(y)c.r(h~y,r(y)) 
= -N(Y)~‘q(Y)2hc.Y+T(N(Y)~~‘q(Y)hc,q(Y))Y 
+NY)-~ CT(q(y)c) 1-q(y)cl.(q(y)h.~-~(h,q(y))y) by (0 
By (h) and the admissibility of #, the AL-component of f(x)” equals 
h# .r(y)+N(y)p2 c”q(y)# . CN(Y)Y+~(Y).~(Y)I+N(Y)~’ C2q(y)2hc 
- QdY) hC> 4(Y)) 1 - VdY) cl 4(Y) fJ 
- T(k 4(Y)) 4(Y) c + T(h 4(Y)) T(dY) c) 11 Y 
=Ny) ’ Cc#q(y)#+q(Y)hxq(y)cl’Y 
+ Cb# + Ny)V” Ndy)) ~“1. r(y), 
by (1.3), (1.11, 
=W) ’ C~~+~~~l4~y~~~~+C~“+~~y)~~~(q(y~)~~l~~(y~, 
by # admissibility. 
Thus the Al-components of f(x”) and f(x)” agree and f is an 
isomorphism. [ 
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It would be nice to know that if A is the plus algebra of a commutative 
associative algebra on which r( , ) is non-degenerate then Lemma 3.6 or 
3.7 applies. The next three lemmas are steps in that direction. 
LEMMA 3.8. Let A be the plus algebra of a finite-dimensional com- 
mutative associative algebra on which T( , ) is non-degenerate and y an inver- 
tible element of A’. Zf A . y n A ’ r(y) # { 0} then r(y) E A. y. 
Proof: Let C= {CEA 1 c. yEA.r(y)}, D= {dEA 1 d.r(y)EA.y}. 
Since A is the plus algebra of a commutative associative algebra, C and D 
are ideals of A which are non-zero by assumption. If c. y = d. r(y), with 
c, dEA, by (e), (~1, and (g), NY) c = -q(c. y, r(y)) = -q(d. r(y), 
r(y)) = -dodrb)) =doq(y)‘. By (v) and (vi) c.r(y)=r(c.y,y)= 
r(d. r(y), Y) = -(dx q(y)). Y. 
NY) c= doq(y)#, ?.r(y)= -(dxq(y)). y if c’y=d.r(y). (3.10) 
Since A is the plus algebra of a commutative associative algebra, 
N(y) c = 2 dq(y)# and C = (0) if char F= 2. This is impossible so we may 
assume that charFZ2. By (3.10) CcDoAcD and CcD. Thus 
T(C) 1 c D. Since T is non-degenerate and char F# 2, we have T(C) I 
T(CoA, l)= T(C, Ao1)=2T(C, A)# (0). So some T(c) 1 is invertible in 
D, 1ED and r(y)EA.y. [ 
LEMMA 3.9. Let A be a finite-dimensional subalgebra of f(N) on which 
T( , ) is non-degenerate. Zf A’ contains an invertible element then it contains 
an element y with q(y) invertible. Moreover if IFI # 2, 4 then y may be 
chosen invertible. 
Proof: Let ZE Al be invertible. Assume that q(z) is not. By (3.4) 
N(r(z)) = No and r(z) is invertible. By (g), q(r(z)) = -q(z)#, therefore 
replacing z by r(z) or r(r(z)) if necessary, we may assume that q(z) = 0. Let 
y=z+z#=z+r(z). By (1.8) 
y#=z#+zxz#+N(z)z 
=r(z)+[T(z#)T(z)-N(z)]l-T(z’)z-T(z)z#+N(z)z 
= -N(z) 1 + r(z) + N(z) z, (since T(z) = 0 and T(z#) = T(r(z)) = 0) 
and q(y) = -N(z) 1 is invertible. 
Now 
N(y) = N(z) + T(z#, z”)+N(z) T(z,z)+N(z#) 
= N(z) + TV - T(z# x z”) + N(z)[ TV - T(z x z)] + N(z)’ 
= N(z) + N(z)2, (since T(z) = T(z#) = 0) 
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and N(y) # 0 unless N(z) = -1. But N(az) = cr’N(z). Therefore we may 
choose y invertible unless ~1~ = 1 for all c( E F” . 1 
Ifq(A’)={O} thenfxA’cA and T(y,z)= T(y) T(z)- T(yxz)=O 
for y, ZEA’. Hence T($, Al) = (0). It is then easy to show that A’ is an 
ideal. Thus we have the following lemma. 
LEMMA 3.10. Let A be a finite-dimensional proper subalgebra of a simple 
algebra f(N). If T( , ) is non-degenerate on A then q(A’) # (0). 
We consider next the special case when f is a division algebra and show 
that in that case Lemma 3.7 must apply. 
LEMMA 3.11. Let A be the plus algebra of a finite-dimensional com- 
mutative associative algebra properly contained in $. If T( , ) is non- 
degenerate on A and tf2 is a division algebra then A’ contains an invertible 
element y with q(y) and r(y) invertible such that A ’ y n A. r( y) = (0). 
Proof By properness, A’ # (O}, and any non-zero element of 2 is 
invertible, so, by Lemma 3.9, A’ contains an element y with q(y) inver- 
tible; y # 0 is invertible and, by Lemma 3.5, so is r(y) # 0. Assume that 
a. y= b. r(y), a, b E A, a, b #O. Arguing directly, or by Lemma 3.8, 
r(y) = c. y, for some non-zero c E A. By (g) and (c), q(y)” = -c2q( y). By 
(h), (d), and (iii), N(y) y + q(y). c’ y = c# . c. y = N(c) y. So, since A is the 
plus algebra of a commutative algebra (N(y) 1 + q( y) c-N(c) 1). y = 0 
and by Lemma 3.5 q(y)c=(N(c)-N(y))l=il#O. Thus q(y)#= 
(AC’)” = I2N(c)-’ c. But q(y)” = -c2q(yJ) = -k. Therefore i = 
-N(c) = N(c) - N(y), so N(y) = 2N(c) and q(y) c= -N(c) 1. Finally, 
N(c# + c’ y) = N(c#) + T(c##, c’y)+T(c#, (c. y)#)+N(c. y) 
= WC)’ + T(c”, q(y) UC.1 + NC) NY) by (c)T 
= N(c)* + T(c”, cq(y) c) + ANY 
= 3N(c)‘+ T(c#, -N(c) c) 
= 3N( c)’ - 3N( c)2 by (1.61, 
=o 
and c* + c. y = 0, a contradiction. 1 
We also need the following lemma. 
LEMMA 3.12. Let A be a finite-dimensional special subalgebra of kp on 
which T( , ) is non-degenerate, y an invertible element of A’ with u = -q(y) 
invertible. If B = su(A) is such that B+ is obtained from an admissible cubic 
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norm structure over some involutorial s&algebra of the center of B, 
extending that of A and tf r( y) = g’(c) y for some c E B and (3.6) holds then 
u* = cu is a central element of B and N(u) = pp*. 
Proof For bEB we denote g’(b)y by b.y. By (g), u#=q(y)#= 
-q(c. y) = -cq(y) c* (by (3.6)) so u# = cut*. Using the linearization of 
(3.61, cua + auc* = -q(c. y, a. y) = -q(r( y), a. y) = N(y) a (by (e)), so 
(cu) a = a(N(y) 1 - UC*) for all aEA. 
In particular, letting a = 1, cu = N( y) 1 -UC*, and, since A generates B, 
cu=p* is central in B. Moreover, ,u*p = (cu)(cu)* = (cu) UC* = 
u(cu) c* = uu# = N(u) 1. 1 
LEMMA 3.13. Let A be a finite dimensional special subalgebra of 4 on 
which T( , ) is non-degenerate, B = su(A), y an invertible element of AL. If B 
is simple of degree 3 over F then Ann,(y)= {bE B 1 b. y=O} = (0). 
Proof: By Lemma 3.5, AnAnn,( (0). If bEAnn, then 
b*Abc An Ann,(y), so bAb* = {O}. If b #O, by Lemma 3.5 of [S], * is 
induced by an alternating form. But * cannot be a symplectic involution 
since B is of degree 3. Therefore b = 0. 1 
We are now ready to prove Theorem 3.1. 
Proof of Theorem 3.1. (i) By Theorem 1.1, if 2=2(-q) is simple 
then f is a Jordan division algebra or is isomorphic to X(9&, J,), V a 
composition algebra over F. To build f up by successive applications of 
the Tits process we construct a sequence of subalgebras each of which ser- 
ves as a starting point for the Tits process. While many subalgebras are 
obtainable via the Tits process, not all are suitable starting points for the 
next application of the Tits process; for example, F: c 2(9$, Jy) when %? is 
the split quaternions or the split octonions but is too large in the first 
instance while it will work in the second. Also while we are proving part (i) 
of the theorem, we are laying the foundation for the proof of part (ii) so we 
wish to have as general starting point A’s as possible (not only reduced 
subalgebras in f = 2’($, J,)). We must therefore distinguish between a 
number of cases. Unless specifically mentioned F is of arbitrary charac- 
teristic. 
(1) A = Fl, char F # 3. Since T( 1) = 3, T( , ) is non-degenerate on 
Fl. Recall that A = Fl # 2 by a assumption. If f is a division algebra then 
any non-zero element of AL is invertible and, by Lemma 3.11, A’ contains 
an invertible element y with q(y) invertible and A . yn A r(y) = (0). 
Hence by Lemma 3.7 the cubic extension F[ y] is a Tits process algebra. If 
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j=X(V3,J,) then C:=, Fi e is a proper subalgebra of 9 which as was 
shown in Example 4.2 of [lo] is obtainable from A by the Tits process 
since char Ff 3. 
(2) A = C;=, Fe;. We consider next the simple algebras which one 
gets by applying the Tits process with starting point A = C;=, Fe,. If %Y’ is a 
composition algebra over F with the identity as canonical involution then 
V = F or char F= 2 and %?’ is a purely inseparable extension of F of 
exponent 1. In both cases F is ample in 59’ and by Example 4.1(i) of [lo] 
X(V;, J,.) is obtainable as a Tits process algebra starting from 
A =C:=, Fei (this could also be proved using Lemma 3.6 with 
y= zCilk) 1 [jk]). If the canonical involution of % is not the identity then 
dim,% = 2, 4, or 8. If %?’ = F@ F with the exchange involution, 
X(V\, J,)zF; was shown in Example 4.l(ii) of [lo] to be a Tits process 
algebra with starting point A = C;‘=, Fe,. 
If V’ is a separable quadratic extension of F, we may choose CEW\F, 
with r(c) # 0. Again let A = I:=, Fe,, y = lc,>, + 1 c23, + cc3,, E X(%?;, J,); 
y is an invertible element of A’, q(y) = -y3 ‘yze, -~;ly~n(c) e2 - 
yr’y,e,EA”, r(y) =Ypu,,,, + Yi %c23, +“/-i’~,l~,,,~A.y.ByLemma 
3.8, Lemma 3.7 applies and A + A 1% + A r(y) z X(V\, J.,). Note that this 
argument applies also in the split case V’ = F@ F, 1 Fl > 2, where one must 
choose c E %‘\F invertible. Thus if %” c%?, %’ with the identity involution, 
or dim,e’ = 2, then H(?Y’;, J?) is a Tits process subalgebra of c%?(%~, J,). 
(3) A = H(F,, J,), char F # 2. If dim, v’ = 4, 4k’ is a quaternion 
algebra, JJ = X($, J,) has dimension 15 and by case (2), 4 contains an 
A = %‘(F,, J,.) of dimension 6 which was obtained by the Tits process. We 
prove that X(?&, JJ is a Tits process algebra even if char F= 2 when 
proving the second half of Theorem 3.1. When char Ff 2, T is non- 
degenerate on A. Let B = su(A) = F3. Every element of F, is a product of a 
diagonal matrix and elementary matrices. Since these are products of sym- 
metric matrices, Eq. (3.6) holds for all elements of B. Let y be an invertible 
element of A’ with q(y) invertible. By Lemma 3.13, Ann,(y) = (0) and, by 
a dimension argument, 4 = A 0 B. J’. Thus r(y) E B. y, say r(y) = c. y, 
c E B. Let u = -q(y), ,u* = CU. By Lemma 3.12, p* lies in Fl the center of 
F3 and N(u) = pp*. Let “@ = (4 PL), g = (B, cl;,), d = (A, J,), 
F = (g’, N, .d), 4’ = b(S, “2). The map f: #’ -+ $J given by 
“/“(a, 6) = u + h . I’, UEA, DEB 
is injective and, by (3.6) preserves # It also preserves norms and traces 
and is an isomorphism. Thus f is Tits process algebra. 
(4) A = a separable cubic field extension of F. Before considering 
2 = X’(gj, J,), 9? an octonion algebra, we return to the division algebra 
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case. In that case we claim that $ contains a separable cubic extension of F 
or $ is the plus algebra of a purely inseparable extension of F. If the 
division algebra 2 does not contain a separable cubic extension of F then 
T(x)=0 and S(x)=T(x#)=O for all XE~, and charF=3. By (1.4) 
T(x, y) = 0 for all x, YE f and by (1.2) x# =x2. Therefore yU, = 
T(x, y) x--x# x y= -x*oy. We claim that x-+x3 =N(x) 1 is a ring 
isomorphism of 2 with a subfield E of F; (x + y)’ =x3 + y3 since 
yU,+x20y=0, and (yU,)3=N(yU,)1=N(y)N(x)21=N(y)1U,~,,,= 
y3U,,. Since N is anisotropic, this is a ring isomorphism and E is a Jordan 
division subring of F. Actually it is an ordinary subring since N(x) N(y) = 
-N(x x y) = N( -x x y). Thus 9 % E is a field which is purely inseparable 
over F since x3 E Fl. Therefore if & is a division algebra which is not a 
purely inseparable extension of F we may now start with A, a separable 
cubic extension of F contained in 2. Lemma 3.11 allows us to choose 
y E A 1 with q(y) and r(y) invertible and A . y n A r(y) = { 0 ). By Lemma 
3.7, f’ = A 0 A . y 0 A r(y) is a Tits process algebra. If 2’ = 2 then we 
are done. Otherwise we start anew with A = f’ which by Propositions 2.1 
and 2.2 is isomorphic to G# + or Z’(g, *), 68 an associative division algebra 
of degree 3 over its center K, * an involution of the second kind with 
X(K, *) = F. 
We now treat the case of a Jordan division algebra properly containing a 
9-dimensional subalgebra and that of %‘(V3, J,), %’ an octonion algebra, 
together. We could quote the results of McCrimmon [7] and the theorem 
would be proved for these algebras. However, the proof of [7] is based on 
rather delicate outer simplicity arguments which we manage to avoid. We 
therefore include a complete proof even though parts of it can be found in 
c71. 
If 2 is a division algebra and A a 9-dimensional subalgebra then, by 
Lemma 3.9, we may choose an invertible y E A’ with q(y) invertible. If 
f = X’(q3, J,), %? an octonion algebra, then we may choose V’c V 
separable of dimension 2, and in particular if IFI = 2, we assume that %?’ 
was chosen to be a separable field extension of F. So A = X(%7>, J,) is a 
Tits process algebra contained in 4. Let I be an invertible element of %” 
with t(1) = 0, d, an invertible element of %“I in %? (with respect to t( , ) the 
octonion trace form). Then 2 = %?’ @ %‘d, is a quaternion algebra. Let d, be 
an invertible element of 2l, y = d, c23, + d2c3,1 + d,(d, I)t12,. Then y E A’ 
and q(y)= -~~‘~~n(d,) e, -y, ‘y3n(d2) e,-y,‘y,n(d,(d,I)) e3 is inver- 
tible. So in both cases we have an invertible y E AL with invertible q(y). Let 
B=su(A). Since A=9+, &?‘(a, *), *“(Vi, J.,,), the corresponding B’s are 
9 0 Twp, 9, ‘&. We must distinguish between two subcases: B not simple 
and B simple. The first corresponds precisely to A = &V+ or X(%?\, J,) with 
+?’ = F@ F split (i.e., A =F: ) and the second to A = %‘(9, *) or Y?(%?;, J.,,) 
with %?’ a field. 
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(5) A=F: or 9+, 9 a central simple associative division algebra of 
degree 3 over F. Abusing the notation slightly we write B = A @ A”P, the 
unit element of B, l=(l, l), and A’=l.Al=(l, l).A’=(l,O).A’@ 
(0,1).A’=MOM,,M=(l,O).Ai,M,=(O,1).A’.Fora,h~A,m~M, 
m,eM,, a.h.m = (a,u).(b,b)..(l,O).m = (ub,O).m = (ab,ab).m = 
ub.m. Similarly u~b~m,=bu~m,. 
u.b.m=ub.m, u~b~m,=bu~m,, u,b~A, mEM, moEMo. (3.11) 
We want to show that 
4(M) = PI = q(Mo). (3.12) 
If ZEM, by (c) q(u~b~z)=uq(b~z)u=ubq(z) bu=q(ub.z)=ubq(z)ub. 
Therefore ubq(z)[u, b] = 0 for all a, b E A. If A = 9 is an associative 
division algebra we may choose a, b E A with [a, b] # 0, and thus q(z) = 0. 
If A = F,, using invertible u’s and b’s (e.g., 1 + e,j, 1 + e,,) one can show 
that q(z)=O. So q(M)= {O}. Similarly, q(M,)= (0) and (3.12) holds. 
Therefore z# = T(Z), z E M or MO. 
We show next that 
M”cMo, M,“cM. (3.13) 
If ZEM, by (d) and (3.11) u#~b#.r(z)=r(u.b.z)=r(ub.z)= 
(ub)# . r(z) = b#u# . v(z). Therefore a# . b# . y(z) = b#u# . Y(Z) for all 
a, b E A. Thus Y(Z) E MO and M# c MO. Similarly, Mf c M. We claim 
M contains invertible elements. (3.14) 
Recall that A’ contains an invertible element y. Write y = z + zo, z E M, 
z. E MO. If z is invertible then we are done. If z. is invertible then, by (3.4), 
so is r(zo) = zf since q(z,) = 0. But r(zo) E M. So assume that both z and z. 
are not invertible. Then N(y) = N(z + zo) = Qz#, zo) + T(z, zz ) # 0. 
However, T(z#, zo) = T(z#) T(z,) - T(z# x zo) = -T(z# x zo) E T(M,#) c 
T(M) = {O}. Similarly T( z, zff ) = 0, a contradiction. Therefore M contains 
an invertible element, say z. 
Let f’ = A @ (A . z) @ (A . r(z)). To show that f’ is a subalgebra of 3 it 
suffices to prove closure under #, which, by (d), (h), and (3.1 I ) reduces to 
showing that r(A . z, A. r(z)) c 9’. By (v) linearized r(b.z, c’r(z)) = 
-r(c.b.z, r(z))+C.r(b.z, r(z))= -r(cb.z, r(z)) (by (3.11) (f), and 
(3.12))=0 (by (f) and (3.12)). So 2’ is a subalgebra. We also need 
q(b .z, c. r(z)). Again by (v) linearized 
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q(b.z, c.r(z)) = -q(c. b.z, r(z)) + coq(b.z, r(z)) 
= -q(cb . z, r(z)) - c 0 N(z) b by (3.11) and (e) 
=N(z)cb-coN(z)b by (4 
= -N(z) bc. 
q(b . z, c. r(z)) = -N(z) bc, r(b . z, c. r(z)) = 0, b, c E A. (3.15) 
Let Aj = A, p = N(z). By Lemma 3.5(i), f: A,@ A, @A, + f’ given by 
f(u,, a,, a,)=a,+u,~z+~-‘u~~r(Z), U;E A (3.16) 
is a bijective map from the first Tits construction algebra y(A, Jf, p) to 
f’. By (3.15), (3.12), (h), (3.11), and (d) 
(u+b.z+pp’c.r(z))#=(u#-bc)+(p--c#-ab).z 
+pp’(pb#-ba).r(z), u,b,c~A. 
Hence by (1.18) f preserves # and is an isomorphism. By Theorem 3.5 of 
[lo], f(A, .Af, ,u) is a Tits process algebra with starting point A and 
dim, 2’ = 3 dim, A = 27. Therefore if 9 = A?(%$, J,), V an octonion 
algebra, $‘= f. On the other hand, if f is a division algebra so is 2’ 
since it is closed under #. Therefore 2’ is simple and if we show it is 
exceptional then by Lemma 3.2(ii), since T is non-degenerate on 
y(A, J, ,u), f’ must be the whole algebra. Consider 3 oh-F, F the 
algebraic closure of F. Since $‘E~(A, J”, p), f’ gL.Fg 
$(F3;, A’“, ~)~X(‘$~), 4 the split octonion algebra over i? Since Y?‘(@) is 
exceptional, so is 2’ and this completes this case. 
(6) A = X’(B, *), B central simple of degree 3 with involution of the 
second kind. We are left with A =X(9, *), 9 a central simple division 
algebra of degree 3, * an involution of the second kind or A = sf’(‘&, J,), 
%” a separable quadratic field extension of F. In the first case B = 9, in the 
second B = Vi. The center K of B (K = ?Z’ in the second case) is a separable 
field extension of degree 2 over F so K = F[Q] 
fF+8+6=0, 8*=1-8,forsome6~F~. (3.17) 
We wish to reduce this case to the previous one using Theorem 3.6 of [lo]. 
Let 2 = f OF K. If 4 is a division algebra then so is 2 since the 
anisotropic cubic form N on 2 remains anisotropic on 9 0 F K since K has 
degree 2 ([S] exercise 7, p. 191). If 2 = X’(‘&, Jy) then 2 =X(4, J,), 
@ = %? OF K. Thus 2 is a simple Jordan algebra over K containing 
B = A OF K and 2 = B(B, .A’“, u) for a suitable p E F” by case (5)). The 
involution * of K extends to an involution id @* of 2 which we still 
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denote * as it coincides with * on B= A @ K. We claim that u can be 
chosen in A = Z(B, *) such that * coincides with the involution * of 
y(B, M, p) defined in Theorem 3.6 of [lo]: 
(a, 6, c)* = (a*, c*r’, ub*), a, b, c E B. (3.18) 
Since N(x*) = N(x)*, x*# = x#*, and l* = 1 we have T(x*, y*) = 
T(x, y)* for x, YE 3. Therefore (Bl)* c BL and for 6, CE B, z E (1,0) 
su(B) = (O,B,O) c 2, b*.c*.z* = (b.c.z)* = (bc.z)* = c*b*.z*. 
Hence (0, B, 0)* c (0, 0, B). Similarly, (0, 0, B)* c (0, B, 0). So (0, l,O)* = 
(0,O,~)and(0,0,1)*=(O,u,O),u,v~B.By(1.17),~~’N(u)=N(O,O,u)= 
N((0, l,O)*)=N(O, l,O)*=(pN(l))*=p* or N(u)=pp*. By (1.18), 
(0, K’U#, 0) = (O,O, 24)” = (0, 1, o)*# = (0, l,o)“* = (O,O, pL)* = 
(0, ,u*v, 0) or u = (pp*))’ U# = up’. For an arbitrary element (a, b, c)* = 
(a,O,O) + (b,O, 0) (0, 1,O) + (c,O,O) . (O,O, 1) of 2, (a, b, c)* = 
(a*, 0, 0) + (b*, 0, 0) . (0, 0, u) + (c*, 0, 0) . (0, ZC’, 0) = 
(a*, c*u- ‘, ub*) and (3.18) holds. In particular (0, l,O)= (0, l,O)** = 
(0, 0, u)* = (0, u*u -I, 0) so u = U* E A. Therefore by Theorem 3.6 of [lo], 
/ = Z(b, *) is a Tits process algebra. 
(7) We are left with f an inseparable Jordan division algebra over a 
field F of characteristic 3. Let YE% n Fl. Since T(y) = {0}, y# = y* 
and y3=N(y) 1 EF~. Let p==(y). Since (a+by+pp’cy2)“= 
(a+b~+~~‘cy2)*=(~*-bc)+(~~‘c2-ab)~+~~’(~b2-ac)y2, a, b, 
CE A = Fl, the usual argument using (1.18) and Theorem 3.5 of [lo] 
shows that F[ y] is a Tits process algebra. If dim, $ is finite this argument 
can be repeated until 2 itself is a Tits process algebra. 2 is the plus 
algebra of a finite dimensional purely inseparable field extension of 
exponent 1 of F. This completes the proof of the first part of Theorem 3.1, 
except for f = X(2, J?), 9 a quaternion algebra over a field of charac- 
teristic 2. 
(ii) We are now ready to prove the second part of Theorem 1. 
Whenever possible we reduce the proof to cases already covered in the 
proof of part (i) or at least point out the similarity between arguments. To 
prove that a subalgebra A of 4 can be used as the starting point for the 
Tits process, it is sometimes easier to consider A as a subalgebra of a 
smaller algebra 9’ c 2. Since T( , ) is non-degenerate on A, A is semi-sim- 
ple. 
(1) Assume first that A is simple. Since the algebra structure on A is 
obtained from the restrictions of N and # to A, A is a Jordan division 
algebra or of the form Z’(V\, J,), V’ a composition algebra, by 
Theorem 1.1. 
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Case (la). If A is a division algebra then, by the proof of Theorem 
3.1(i), A can only be one of the following types of algebras: (i) Fl+ 
(char F# 3); (ii) E+, E a separable cubic field extension of F; (iii) 9 +, 9 
an associative division algebra of degree 3 over its center F; (iv) %(a, *), 
9 an associative division algebra of degree 3 over its center K, * an 
involution of the second kind with X(K, *) = F. The proof of Theorem 
3.1(i) shows that A in case (i) can always serve as the starting point for the 
Tits process and that the same holds in cases (ii)- if they are proper 
subalgebras of a division algebra b. Thus we are done if f is a division 
algebra or A = Fl +. 
From now on assume that $ is not a division algebra and A # Fl +. In 
proving Theorem 3.1(i), one key step was finding a y E A’ with q(y) inver- 
tible. In cases (iii)-(iv) A = s+ or %(g, *), D a non-commutative 
associative division algebra, so F is infinite and, by a field extension 
argument, A I contains an invertible element. By Lemma 3.9, there exists 
an invertible y E Ai with q(y) invertible. The dimension hypothesis forces 
9 to have dimension 27 and the arguments in the proof of (i) carry over 
verbatim. In case (ii) A = E+, E a separable field extension of degree 3, 
since q(Al)# (0) by Lemma 3.10, there exists a ye Al with q(y) inver- 
tible. By Lemma 3.5, A + A y has dimension 6. So if f = X(F,, JY) which 
has dimension 6, r(y) E A y and Lemma 3.6 applies. If dim 2 > 6 then a 
field extension argument shows that Nl ,.,l is not totally isotropic. Hence 
A ’ contains an invertible y. If q(y) # 0 the previous arguments carry over 
verbatim. If q(y) = 0 then y# = v(y) and it is not hard to check that 
A + A . y + A r(v) is a first Tits construction $(E, A”‘, p). So we have 
shown that (ii) holds if A is a division algebra. 
Case (lb). Now consider the case when A is simple but not a 
division algebra. If A = A?(%;, J,.) then, recoordinatizing if necessary, we 
may assume that f = GPO(%~, JY). The case %” = F (char F# 2 by the non- 
degeneracy of r( , )) has already been dealt with in the proof of (i). The 
case %” a quaternion algebra is ruled out since su(A) = %\ has degree 6 
over its center and we are assuming the degree of su(A) < 3. If dim, V’ = 2, 
W separable, then the dimension hypothesis dim 9 3 dim(A + su(A)) = 
9 + 18 = 27 forces G$ to be an octonion algebra. This situation has been dealt 
with in the proof of (i) except for W = F@ F, IFI = 2. But then 
A?(%‘;, J,)gF: and we are done by Example 4.l(iv) of [lo]. Hence (ii) 
holds for simple A’s. 
Case (2). If A is not simple then by Theorem 1.1, A = Fe, @ y(Q, e), 
e = 1 -e,, and Q is the restriction of S to A, = AU, [ 12, Lemma 3.21. 
Since A is semi-simple so is B(Q, e). In fact y(Q, e) is simple or equals 
Fe, 0 Fe, [4]. The case A = C;‘= i Fe, was taken care of in the proof of (i), 
so we may assume that y(Q, e) is simple. Since 2 is not a division algebra 
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we have fl= &‘(y, JY) and by recoordinatizing we may assume 
el=lClllr e=e2+e3=1r223+1C331. Let x=a,e,+a,e,+ar,,,, y=fi*e,+ 
B3e3+bC23,EYUe.Then 
m Y) = 42 + F3B3 + Y3 ‘hea> bh (3.19) 
s(x) = c12a3 + y; ‘y2n(a), s(x, Y) = a2f13 + ‘%02 -?3 ‘Y2f(a, h). (3.20) 
Since T( , ) is non-degenerate on A, its restriction to A, is non-degenerate 
and Q has defect at most 1. We see in the next section that the defect is 0. 
Therefore the structure of the Clifford algebra of Q with base point e, 
C(A,, Q, e), was determined in [4]. Since su(A) = Fe, @ su(y(Q, e)), 
su(%(Q, e)) = CIAO, Q, e) C4, Theorem 3.21. Letting d,, = dim A,, 
dim$>dim(A+su(A))=(l +d,)+(l +2d”P’)=2d0-‘+2+d0. In par- 
ticular d, 2 6 is impossible; do = 5 forces dim %? = 8, if d,, = 4 then 
dim%Y>4, if d,=2,3 then dimv32, and if A,=1 then dim%‘al. 
Furthermore do = 5 is also impossible since then by [4] C(A,, Q, e) would 
have degree >, 3 over its centre and su(A) would have degree 24. We con- 
sider the cases d, = 1, 3, 2,4 separately. 
Case (2a). If dimPA,= 1 then A = Fe, @ Fe and by the non- 
degeneracy of T( , ) on A, char F# 2. Thus z = Ccilk, 1 c ik3 E AL is invertible 
and by Lemma 3.9 there exists an invertible y E A’ with q(y) invertible. By 
Lemma 3.8, Lemma 3.6 or 3.7 applies and A can be used as the starting 
point for the Tits process. 
If 2 <dim. A, < 4 and char F= 2 then the non-degeneracy of T( , ) on 
A, implies d,, is even so equals 2 or 4 and T(e, x) # 0 for some x E A,. Sub- 
tracting a multiple of e from x and multiplying by a scalar if necessary, we 
may take x = e3 + aCz3,. If n(a) = 0, x is a primitive idempotent. Thus if 
y(Q, e) is not reduced, a must be invertible in Y. In that case, recoor- 
dinatizing if necessary, we may take x = e3 + 1 c231. In any case Q(x, e) = 1 
and jj(Q, e) is not traceless. Therefore irrespective of characteristic one can 
tensor with a quadratic extension E of F such that f(Q, e) OF E is 
reduced. 
Case (2b). If dim, A, = 3 the argument used is reminiscent of the 
proof that H(Z$, J,) is a Tits process algebra. If d, = 3 we saw that 
char F # 2 and dim $‘? 2 2. Choosing x as above, one sees that irrespective 
of whether or not A, is reduced, A c f’ = A?(Q3, J,), @ a separable com- 
position algebra of dimension 2 over F. f’ has dimension 9 and it suffices 
to show that $’ is isomorphic to a suitably chosen Tits process algebra 
starting with A. So from now on in this paragraph we assume f = $‘. 
Since N is not totally isotropic on (A OF E)‘, N is not totally isotropic on 
A’. By Lemma 3.9, A’ contains an invertible element y with q(y) inver- 
tible. C(A,, Q, e) is a quaternion algebra over F and *, the canonical 
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involution of C(A,, Q, e) viewed as su(f(Q, e)), is of transpose type 
z* = kzk-’ for &= -k (while the canonical involution - as a composition 
algebra is symplectic). Let B, = C(A,, Q, e), B = F@ B, = w(A). If B, = F, 
is split quaternion then every element of B, is a product of *-symmetric 
elements. We wish to show that the same holds if B, is a division algebra. 
The space of skew elements X(B,, *) = Fk and X(B,, *) = X(B,,-) k. 
For z = crk + h, a E F, h E X( B,, *), choose I E X(B,, *) invertible of trace 
0 such that h E F[l]. Thus z = cdk + h E Xh + F[l] c A?( B,, * ) and every 
element of B, is a product of elements of Z(B,, *). This then holds for B 
(* IF= id). Thus Eq. (3.6) is valid. Arguing as in the proof of (i), 
JJ = A @ B. y is a Tits process algebra. 
Case (2~). Assume dim,A,=2. Then su(A)= F@A, is com- 
mutative. If 2(Q, e) is reduced, A = C;‘=, Fei, a case already taken care of. 
If not, arguing as above, we may assume that A c X(Fj, JY). If char F # 2 
the by now familiar arguments will yield an invertible J E AL n ;X(F,, J;,) 
with q(y) invertible so that A + A .y is a Tits process algebra. Assume 
char F= 2. Then A, = Fe + F(e, + 1 c23,) and A’ n X(F,, J.,) = Ccrlkl F, ,k, 
since T is 0 on F. If y = lc,*, + l[23], q(y)= -Y3-‘?2el-Y~‘1Yl(e3 + 1 [237), 
v(Y)=Y,‘Y,c31,+Y21Y,C23,, and N(q(y))=(y,‘y,)2#0. Again the 
arguments used in the proof of (i) go through in this case. 
Case (2d). Let dim, A,,=4 so dim %?=4 or 8. The following 
argument is similar to the proof that the simple exceptional algebras are 
Tits process algebras. C(A,, Q, e) is a quaternion algebra with involution * 
of the second kind. Let K be its center. 
(i) Assume first that K is not a field extension. By a field extension 
argument one can pass to the case when A, has capacity 2 and prove the 
existence of an invertible element in A’. By Lemma 3.9, AL contains an 
element x with q(x) invertible. We wish to decompose AL and study the 
action of # on this decomposition. If ZE Al, (c), (d) yield 
de. z) = q(z) U,, r(e~z)=el~r(z), zeal, 
de, .z) = 4(z) u,,, r(e, ‘z)=O, (3.21) 
By Corollary 2.8 of [ll], N(e.z)=N(e)N(z)-T(e#,z) T(e,z#)=O, 
N(e . z) = 0 = N(e, . z). (3.22)) 
Now su(A)=F@9@O*P, so let M=e.Al; M=M,@M,, where 
M, = (0, 1,O). Al, M,(O, 0, 1). A’, 1 the unit element of 2 (respectively, 
P’). If z,EM,, a.b.z,=ab.z, for all a,b~A,, and arguing as in the 
proof of (i) using (c), q(z,) = 0. 
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Thus 
a.h.z,=ab.z,, a.b.z,=ba.zz, for a, beA,, z,EM~, (3.23) 
q(z,) = 0, z:’ = r(z;). (3.24) 
Recall that A’ contains an element n with q(x) invertible. Now 
x= l.x=e,.x+r.x=x,,+x, +x,, where xc, = e, x, x, the component of 
e..x in M;. By (3.24), and (3.21), . Y, x.y?=q(x, +xz)=q(e.x)=q(x) U,. 
Let z = x, + XT. Since # is an adjoint, 
N(z) = N(x,) + 7-(x? ) x2” ) + N(x,) T(.K, , x2) + N(XP) 
= T(x$, xf) by (3.22), (3.24) 
= T(xT) T(xf)- l-(x? xxf) by (1.4) 
= -z-(x? xxf) by (3.24) 
= T((x, xx*)“)-T(x~,x,)T(x,)-T(x,#,x,)T(x,) by (1.11) 
= T((x, x x2)#) 
= T((q(x) UC.)“) 
= T(q(,y)# UC,,) by (1.7). 
Since q(x)” E A is invertible, N(z) = T(q(x)” Cl,,) # 0 and z is invertible. 
Now z# = x;’ +x, x xz#, by (3.22), and .xf E r, A’ by (3.24) and (3.21). 
Since -Xl 6 M, 3 q(x, , xf ) = q(e x, , xf ) = e 0 q(x, , x7 ) - q(x, , e. x2” ), 
by (v) linearized, =ec’q(x,, x:) since .Y# -P,.~(x~) by (3.24), 
(3.21). Similarly, q(.u,,.uf)=e,oq(x,,x~) land q(x,.xf)=O. So 
x, xx: =Y(x,, x~)EA’ and Z# = r(z). By (v) linearized Y(x,, XT)= 
r(e~x,,x,#)=P~r(x,,,~2#)-r(~~,,e..~2#)=~.r(xI.xZ#) = (~+~z,).Y(x,,x~#). 
So r(x,,x#)Ee.A’ = M. The argument used to prove Eq. (3.13) 
yields a.b.r(z)=ba.r(z) for all a, bEA,. Thus by (3.23) x1 x.y2# EMU. 
Therefore A . z=A,.x,@Fx$, A.r(z)=A,.(x, xxr)+Fx$, with 
A,.(x,xx$)cM, and Fx2#, Fx,#ce,.Al. Since T(x~,.x,“)#O by the 
above computation, while T(x,#,x~)= -T(x,# xxF)=2N(x,) T(x,)=O, 
A.znA.r(z)= (0). Let y’=A@A.z@A.r(z). Again the arguments 
used in the proof of (i) show that (3.15) holds and 2’ is a subalgebra. Since 
AZ (F@9)+, abusing the notation we denote by A the associative algebra 
structure induced on A by that of F@2. Let p = N(z), (3.16) defines an 
isomorphism between the first Tits construction a!gebra y(A, N, p) and 
3’. 
(ii) Finally, if the center of C(A,, Q, e) is a field K, K= F[d] with 0 as 
in Eq. (3.17). Let B = A OF K. Then 3 = f OF K contains a subalgebra 
~‘E+P(B, JV, p) and, arguing as in the proof of part (i) of the Theorem, 
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the involution * of B which extends * of K as in (3.17) can in turn be 
extended to an involution * of 2’ as in (3.18) such that 2’ = Z($‘, *) is a 
Tits process algebra with starting point A by Theorem 3.6. If 
f = X(&, J,) a dimension argument shows that f’ = f and, even when 
char F = 2, X(&, Jy) is a Tits process algebra. This completes the proof of 
both parts of Theorem 3.1. 1 
Remark 3.14. The analogy between the Tits process and the Cayleyy 
Dickson process is of course not perfect. Given a composition algebra A 
over Fand CLEFT, 
(a, b)(c, d) = (UC + u db, da + bc) a, h, c, dE A 
defines an algebra structure on A 0 A which admits composition if A is 
associative. On the other hand, given a Jordan algebra A = y(M), (1.14) 
makes no sense unless A is special and even then B is not uniquely deter- 
mined by A as the above proof demonstrates. 
Remark 3.15. If one wishes to obtain the structure theory of the class 
of algebras f(M) without recourse to “structure theory” it would be more 
expedient o use [ 121 and the consider only division algebras. In that case 
all problems concerning the presence of invertible elements disappear and 
the arguments are simpler and more straightforward. 
Non-simple semi-simple Tits process algebras are considered in the next 
section. 
4. SEMI-SIMPLE ALGEBRAS ARISING FROM THE TITS PROCESS 
We now wish to identify those Jordan algebras arising from the Tits 
process which are semi-simple but not simple. Denote by W the (2-dimen- 
sional) hyperbolic plane in the theory of quadratic forms. Similarity of 
quadratic forms means isometry up to a non-zero scalar factor. 
THEOREM 4.1. Let QO be a field and 9 a Jordan algebra over QO. Then 
the following statements are equivalent. 
(i) f arises from the Tits process and is semi-simple but not simple. 
(ii) $ satisfies one of the following conditions. 
(a) QO has characteristic not 3 and f is isomorphic to @$ CD%?+ for 
some commutative composition algebra 9? over QO. 
(b) QO has characteristic not 2 and 9 is isomorphic to 
@po’ @ 2(Q, e), where (Q, e) is a quadratic form with base point and Q is 
isometric to W I Q 1, QI a quadratic form similar to the generic norm of a 
composition algebra over Qp,. 
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Proof. (ii)+(i). If char@#f and f~@c@%Y+ with V as in (a), 
Proposition 4.5 of [lo] shows that 2 arises from the Tits process. If 
char Q0 # 2 and 2 E @$ @ f(Q, e) with (Q, e) as in (b), we may assume 
by Witt’s Theorem that, for some composition algebra %’ over Gb, with 
generic norm n’ and some non-zero 5 E QO, Q and e are determined on 
@,O@,,O%‘by 
Q((a, b, b’)) = ~4 - Xn’(h’)> e=(l, 1,0) 
for CI, BE QO, h’~%‘. Now (i) follows from Proposition 4.7 of [lo]. 
(i) = (ii). Assume $ = y(Y-, ‘2) comes from the Tits process. Since 
Nil f = {O} by hypothesis, Proposition 6.3 of [lo] implies Nil A = 
Nil B= (0). In view of Lemma 6.2 of [lo] we may further assume 
Nil @ = {0} which by Lemma 5.1 of [lo] implies Ann B = (0). Following 
[2, III, Theorem 5, p. 3.101, f has no absolute zero divisors, and hence by 
Theorem 1.1, 
4=@)ocOf’, 2’ = 2(QT e), (4.1) 
c an absolutely primitive idempotent in f and (Q, e) a non-degenerate 
quadratic form with base point over @,,. The proof is now broken up into 
several steps. 
(1) We claim T(c) # 0 unless char @,, = 2. Indeed, since f is not 
simple, it has degree 2 or 3. If the degree is 3, T(c) = 1 since c is absolutely 
primitive. If the degree is 2, Proposition 2.6 of [lo] shows 2 2 @$ @ @; 
and yields the desired conclusion. 
(2) We first contend that A has degree ~3. To see this, assume 
deg A = 3 and denote by rr: f + f’ the canonical projection onto the 
second summand of (4.1). Then rc(A) has degree at most 2, and so rc cannot 
be injective on A. This implies CEA; i.e., c may be identified with 
(c, O)E~ = A 0 B. For all x= (0, h) ~2 we therefore obtain, by (1.3), 
(1.14) 
=(O, -cb)+(O,h)=(O,(l-c)b). 
Since obviously c # 1, x = (0, 1 - c) is non-zero and satisfies c 0 x = x, which 
implies f&c) # (0) and thus contradicts (4.1). Hence A cannot have 
degree 3. 
(3) Suppose now that A has degree 1, so A = @,l. Then there are 
6~@~ and deB such that CE~ has the form c=(dl,d), and from (1.15) 
we conclude T(c) = T(6 1) = 36, so, by (1) char B0 # 3. By ampleness 
bb* E A = Q0 1 for all b E B. This in conjunction with semi-simplicity shows 
that B is a composition algebra over QO. If B were a quaternion or 
octonion algebra over QO, it would be central over QO, and we would have 
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CD = QO. Hence B+ would be generically algebraic of degree 2 over Q0 and 
at the same time of the form f(M), which, by Proposition 2.6 of [lo], 
would lead to the contradiction B+ E @$ @ @;. Hence B is a commutative 
composition algebra over QO. If dim B 6 2, f has dimension 2 or 3 and 
hence the form described in (ii)(a). If dim B > 2, we are in characteristic 2, 
and B is a purely inseparable field extension of Q0 of exponent one. Also, * 
is the identity on B. Since Ann(B) = {0}, @/CD,, and B/@ are also purely 
inseparable field extensions of exponent one. In particular, B+/@ is semi- 
simple and generically algebraic of degree at most 2. Being also of the form 
y(N), Proposition 2.6 of [lo] applies and shows Bz @ or @ @ @. In the 
latter case, A = Q0 1 could not be ample in X(B, *) = B. Hence we may 
assume B = @. Then N(b) = h3, b# = b* for all b E B and u = 5 for some 
lEQX. Hence t3 = N(u) =p,u* =p’, so w = 4~ ’ satisfies pN(w) = 1. 
Applying Proposition 3.7 of [lo], we see that there is no harm in assuming 
u = p = 1. Then 9 has the form f = f(@,,, @) and hence, by Proposition 
4.4 of [lo], is isomorphic to @z @2(Q’, e’), Q’(b) = t(b)* - 3n(b), e’ = 1 
the identity of @. But, since char Go = 2, and the trace form of @/di, is 
identically 0, Q’(b) = n(b), which implies f r@,j+ 0 @+, as claimed in 
(ii)(a). 
(4) We are left with case when A has degree 2. Being at the same 
time of the form f(N) over QO, we necessarily have A r@$ 0 @$ by 
Proposition 2.6 of [lo]. Accordingly, write A = GOc, @CJ~C’, with a com- 
plete orthogonal system (c,, c’,) of non-trivial idempotents in A. If f were 
of degree 2, the same argument would show fz@$ @ @$ z A, which is 
obviously impossible. Hence 2 has degree 3, and we may assume that c, is 
absolutely primitive in 2; i.e., T(c, ) = 1 and c$ = 0. For x = (a, b) E 2, 
u=c(,c, +cd,c;, CI,, 4 E @II> we now claim 
xu,, =c(,c,, c,~x=(2cr,c,, (1 -c,)b). (4.2) 
Indeed, xU,., = T(c,,x)c,-cI# xx = T(c,,a)c, = (x,T(c,)c, = cr,c,; 
c, 0 (a, 0) = (2c,a, 0) = 2a, c, after appropriate identifications. By (1.3) 
(1.14) 
c, 0 (0, b) = cl x (0, b) + T(c,)(O, b) + T((0, b)) cl - T(c, x (0, b)) 1 
= (0, -c, b) + (0, b) 
=(O,(l-c,)b). 
Using (4.2), we can write down the Peirce spaces A. = j$(c,), i = 0, l/2, 1, of 
f relative to c,: 
A = @P,Cl? A,2 = (0) x (4, + &a) 
A = (@OC’I ) x (B, I + B,,), 
(4.3) 
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B,, 0 < i, j d 2, being the Peirce i, j-components of the alternative algebra 
B relative to cl. We may deduce from (4.3) that the element (0, c;) belongs 
to y,,2, so, in particular yI,2 # {O}. Therefore, taking (4.1) into account, 
the idempotents c, c, are necessarily distinct. But since c, is absolutely 
primitive in f by (4.3), this forces c, E yO(c) = f’ and yields the splitting 
c; = c + (e-cl) of c’, into the sum of two orthogonal idempotents. Here 
e - c, belongs to #’ and so is either absolutely primitive or zero, the latter 
possibility being excluded since f has dimension at least 4. We now con- 
clude 
$o=~,(c;)=@c@(JJ’), (e-c,)=@c@@(e-c,). (4.4) 
In particular, J$ is 2-dimensional. Comparing this with (4.3) yields 
B,, = QOc,; B,,=O, hence B,, =0 also, since e, EA satisfies cl* = c,. Thus 
the Peirce decomposition of B relative to c, reduces to 
B=@,c,@B’ (4.5 1 
with B’ = B,,, as a direct sum of *-algebras. As B is an algebra over @, we 
clearly have @c, c B, which, combined with (4.5) and Ann B= {0}, yields 
@ = QO. Since B has degree at most 3, B’ has degree at most 2. Being also 
semisimple by our general assumption, B’ is therefore a composition 
algebra over @,,. Equation (4.4) shows CFJJ~, so (4.3) and (4.5) give 
c = (yc;, &,) for some y, 6 E @. This implies 1 = T(c) = y T(c; ) = 2y and 
hence char Q0 # 2. Since B’ is *-invariant, for h’ E B’ we have b’h’* E A = 
@oc, + @()c’, . Hence h’h’* E @“c’, = @ 1 0 B, so * agrees on B’ with its 
canonical involution, viewed as a composition algebra. Now, since N is a 
surjective map from B to @ (cf. [ 10, Example 2.2 and Proposition 2.6]), we 
may, in view of Proposition 3.7 of [lo], assume p = 1. Writing 
u = Lye, + tc; with 5, t’~@;, and noting c;#=(l-c,)#=l-lx 
c,+cf=l-T(c,)l+c,=c,,wethereforeobtain 
1 = N(u) = [“N(c,) + I”*c’T((.p, c’,) + [‘i’*T(c,, c;“) + <*N(c;) 
=l’t*T(c,, c,)=t’r*, 
which means u = r -*c, + tc;. Now Proposition 4.6 of [lo] tells us that /Z 
is isomorphic to @CO f(Q, e), where QZ W I (-25Q’) and Q’ is the 
generic norm of the composition algebra B’. 1 
COROLLARY 4.2. Let Q0 be a field of characteristic 22, 3 and f a semi- 
simple non-simple Jordan algebra over Q0 arising from the Tits process. Then 
the dimension off over Do is one qf the numbers 
2, 3, 4, 5, 7, 11 
and each one of these actually occurs. 
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The above proof actually yields more than stated in the theorem. In fact, 
the discussion of case (2) in the proof of (ii) implies (i) yields the following. 
COROLLARY 4.3. Suppose QO is a field and f = $(Y, %) arises from the 
Tits process. If f is semi-simple and A has degree 3, then f is simple. 
5. THE NON-DISJOINTNESS OF THE Two TITS CONSTRUCTIONS 
We end with what was for us the initial motivation to study the Tits con- 
structions [9]. As we saw in Propositions 2.1, 2.2, and Theorem 3.1, and as 
was already known from structure theory, every 9-dimensional Jordan 
division algebra of degree 3 over a field F is isomorphic to precisely one of 
the following: 
(i) D+ for a central associative division algebra of degree 3 over F, 
(ii) Z(D, *) for a central associative division algebra (0, *) of 
degree 3 with involution of the second kind over F, 
(iii) a purely inseparable field extension of exponent 1 over F a field 
of characteristic 3. 
We refer to these Jordan division algebras as being of the first, second, or 
third kind according as they are of type (i), (ii), or (iii) above. We can 
rephrase Proposition 2.1 and part 7 of the proof of Theorem 3.1 as follows. 
PROPOSITION 5.1. Let E/F he a cubic field extension, p E F not a norm of 
E. Then the Jordan division algebra f = j(E, N, p) is 9-dimensional of 
degree 3 over F and 
(a) 6p is of the first kind if and only if E/F is cyclic; 
(b) 2 is of the second kind if and only if E/F is separable and not 
cyclic; 
(c) 2 is of the third kind if and only if E/F is inseparable. 
Exceptional Jordan division algebras were known to be obtainable from 
the first or second Tits constructions [7]. It was felt that these two classes 
of division algebras were probably disjoint. However, this is not the case. 
THEOREM 5.2. Let D be a central associative division algebra of degree 3 
over a field F and ,a E F not a norm of D. Suppose D contains a separable 
cubic subfield which is not cyclic over F. Then the exceptional Jordan division 
algebra j = $(D, M, p) is a first as well as a second Tits construction 
algebra. 
Proof: Let E be a separable cubic subfield of D which is not cyclic over 
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F. Then the 9-dimensional subalgebra y(E, JV, ,u) of f(D, JV, 11) is of the 
second kind by Proposition 5.1. Hence f(D, Jr, p), a priori a first Tits 
construction, is also a second Tits construction. i 
An analogous kind of argument leads to the following surprising 
pathology in characteristic 3. 
PROPOSITION 5.3. Over appropriate base fields F of characteristic 3, there 
exist exceptional Jordan division algebras of degree 3 over F which contain 
purely inseparable subfields qf degree 9 and exponent 1 over F. 
Proof: Suppose F has characteristic 3 and admits a central associative 
division algebra D of degree 3 over F whose norm is not surjective (e.g., the 
iterated Laurent series field F= F,((X,, X,))). Let ,D E F be a non-norm of 
D, so that f(D, JV”, p) is a division algebra. By Wedderburn’s classical 
theorem, D is cyclic so it contains a pure cubic subfield E, which, in par- 
ticular, is inseparable over F. By Proposition 5.1 $(E, N, p) is a 9-dimen- 
sional subalgebra of %(D, ,6‘, p) of the third kind, and this is what we had 
to prove. m 
We will come back to problems related to the two Tits constructions in a 
subsequent paper. 
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