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SET THEORY AND VON NEUMANN ALGEBRAS
ASGER TO¨RNQUIST AND MARTINO LUPINI
Introduction
The aim of the lectures is to give a brief introduction to the area of von Neumann algebras to
a typical set theorist. The ideal intended reader is a person in the field of (descriptive) set theory,
who works with group actions and equivalence relations, and who is familiar with the rudiments
of ergodic theory, and perhaps also orbit equivalence. This should not intimidate readers with a
different background: Most notions we use in these notes will be defined. The reader is assumed
to know a small amount of functional analysis. For those who feel a need to brush up on this, we
recommend consulting [Ped89].
What is the motivation for giving these lectures, you ask. The answer is two-fold: On the one
hand, there is a strong connection between (non-singular) group actions, countable Borel equiva-
lence relations and von Neumann algebras, as we will see in Lecture 3 below. In the past decade,
the knowledge about this connection has exploded, in large part due to the work of Sorin Popa
and his many collaborators. Von Neumann algebraic techniques have lead to many discoveries that
are also of significance for the actions and equivalence relations themselves, for instance, of new
cocycle superrigidity theorems. On the other hand, the increased understanding of the connection
between objects of ergodic theory, and their related von Neumann algebras, has also made it pos-
sible to construct large families of non-isomorphic von Neumann algebras, which in turn has made
it possible to prove non-classification type results for the isomorphism relation for various types of
von Neumann algebras (and in particular, factors).
For these reasons, it seems profitable that (descriptive) set theorists should know more about
von Neumann algebras, and we hope that these lectures can serve as a starting point for those who
want to start learning about this wonderful area of mathematics.
Before moving on to the mathematics, a warning or three: Theorems and Lemmas below that
are not attributed are not due to the authors, and their origin can usually be deduced by perusing
the surrounding text. Mistakes, however, are entirely due to the authors (specifically, the first
author). On the other hand, it is often implicitly assumed below that Hilbert spaces are separable,
and if a result is false without this assumption, then it is only a mistake if it also is false with this
assumption.
Lecture 1
Basic definitions, examples, and the double commutant theorem.
In the following, H will denote a separable Hilbert space with inner product 〈·, ·〉 and norm
‖·‖, while B(H) will denote the linear space of bounded linear operators on H. Unless otherwise
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specified, H is also assumed to be infinite-dimensional. Define on B (H) the operator norm
‖T‖ = sup {‖Tξ‖ | ξ ∈ H, ‖ξ‖ ≤ 1} .
Endowed with this norm, B(H) is a Banach space, which is nonseparable, unless H is finite di-
mensional. Define the weak (operator) topology on B(H) as the topology induced by the family of
complex valued functions on B(H)
T 7→ 〈Tξ, η〉 ,
where ξ and η range over H. The strong (operator) topology on B (H) is instead defined as the
topology induced by the family of functions
T 7→ ‖Tξ‖ ,
where ξ ranges over H. Both of these topologies are Polish on B1(H), where B1(H) denotes the
unit ball of B (H) with respect to the operator norm. The Borel structure induced by either of these
topologies coincide (see exercise 1.12 below), and B(H) is a standard Borel space with this Borel
structure. (Note though that B(H) is Polish in neither of these topologies.) The weak topology is
weaker than the strong topology, which in turn is weaker than the norm topology. If T ∈ B(H),
denote by T ∗ the adjoint of T , i.e. unique element of B(H) such that for all ξ, η ∈ H,
〈Tξ, η〉 = 〈ξ, T ∗η〉 .
Endowed with this operation, B(H) turns out to be a Banach ∗-algebra, which furthermore satisfies
the “C*-axiom”,
‖T ∗T‖ = ‖T‖2 ,
that is, B(H) is a C*-algebra (in the abstract sense). A subset of B(H) will be called self-adjoint if
it contains the adjoint of any of its elements. A self-adjoint subalgebra of B(H) will also be called
a ∗-subalgebra.
1.1. Definition.
(1) A C*-algebra is a norm closed ∗-subalgebra of B(H) (for some H).
(2) A von Neumann algebra is a weakly closed self-adjoint subalgebra of B(H) (for some H)
containing the identity operator I.
Since the weak topology is weaker than the norm topology, a von Neumann algebra is, in particu-
lar, a C*-algebra. However, the “interesting” von Neumann algebras all turn out to be non-separable
with respect to the norm topology. This should be taken as an indication that it would not be
fruitful to regard von Neumann algebras simply as a particular kind of C*-algebras; rather, von
Neumann algebras have their own, to some degree separate, theory.1
The usual catch-phrase that people attach to definition 1.1 to underscore the difference between
C*-algebras and von Neumann algebras is that C*-algebra theory is non-commutative topology
(of locally compact spaces, presumably), while von Neumann algebra theory is non-commutative
measure theory. This grows out of the observation that all commutative C*-algebras are isomorphic
to the ∗-algebra C0(X) of all complex-valued continuous functions on some locally compact X (with
the sup-norm), whereas all commutative von Neumann algebras are isomorphic to L∞(Y, ν) for some
σ-finite measure space (Y, ν) (see example 1.4.(1) below). The reader is encouraged to ponder what
1This is not to suggest that no knowledge about C*-algebras will be useful when studying von Neumann algebras.
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the locally compact space X would look if we wanted to realize the isomorphism C(X) ≃ L∞(Y, ν),
where Y = N with the counting measure, or even Y = [0, 1] with Lebesgue measure. (This should
help convince the skeptic why von Neumann algebras merit having their own special theory.)
1.2. Remark. Von Neumann algebras were introduced by Murray and von Neumann in a series
of papers [MvN36, MvN37, vN40, MvN43] in the 1930s and 1940s, where the basic theory was
developed. In older references, von Neumann algebras are often called W*-algebras.
1.3. Exercise. Show that the map T 7→ T ∗ is weakly continuous, but not strongly continuous.
(Hint: Consider the unilateral shift.) Show that the map (S, T ) 7→ ST is separately continuous (with
respect to the weak or strong topology), but not jointly continuous. Conclude that if A ⊆ B(H) is
a ∗-subalgebra of B(H), then the weak closure of A is a ∗-subalgebra of B(H).
The reader may also want to verify that the map (S, T ) 7→ ST is continuous on B1(H) w.r.t.
the strong topology, but that this fails for the weak topology.
1.4. Examples.
(1) Let (M,µ) be a σ-finite standard measure space. Each f ∈ L∞ (X,µ) gives rise to a bounded
operator mf on L
2 (X,µ), defined by
(mf (ψ)) (x) = f (x)ψ (x) .
The set {mf | f ∈ L
∞ (X,µ)} is an abelian von Neumann algebra, which may be seen to be
a maximal abelian subalgebra of B
(
L2 (M,µ)
)
(see Exercise 1.13). It can be shown that
any abelian von Neumann algebra looks like this, see [Bla06, III.1.5.18].
(2) B(H) is a von Neumann algebra. In particular, when H has finite dimension n, B(H) is
the algebra Mn(C) of n× n matrices over the complex numbers.
(3) Suppose that Γ is a countable discrete group and consider the unitary operators on L2(Γ)
defined by
(Uγψ) (δ) = ψ
(
γ−1δ
)
.
Define A to be the self-adjoint subalgebra of B
(
L2 (Γ)
)
generated by {Uγ | γ ∈ Γ}. Observe
that an element of A can be written as
∑
γ∈Γ aγUγ , where (aγ)γ∈Γ is a Γ -sequence of
elements of C such that {γ ∈ Γ | aγ 6= 0} is finite. The weak closure of A is a von Neumann
algebra, called the group von Neumann algebra L (Γ) of Γ. For each δ ∈ Γ define
eδ (γ) =
{
1 if γ = δ,
0 otherwise.
For x =
∑
γ∈Γ aγUγ ∈ A, define τ : A → C by
τ(
∑
γ∈Γ
aγUγ) =
〈
∑
γ∈Γ
aγUγ

 e1, e1
〉
= a1,
where 1 is the identity element of Γ. Clearly, τ is a linear functional on A, which is positive
(τ(x∗x) ≥ 0) and τ(I) = 1 (that is, τ is a state on A). A direct calculation shows that if
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y =
∑
δ∈Γ bδUδ ∈ A is another finite sum, then〈
∑
γ∈Γ
aγUγ


(∑
δ∈Γ
bδUδ
)
e1, e1
〉
=
∑
γ,δ∈Γ,γδ=1
aγbδ.
Thus τ(xy) = τ(yx), i.e., τ is a trace on A. Of course, the formula τ(x) = 〈xe1, e1〉 makes
sense for any operator in B(L2(Γ)) and defines a state on B(L2(Γ)), and the reader may
verify (using that composition is separately continuous) that τ satisfies the trace property
τ(xy) = τ(yx) for any x, y in the weak closure of A. Note that τ is weakly continuous.
1.5. Definition. For X ⊆ B(H), define the commutant of X to be the set
X ′ = {T ∈ B(H) : (∀S ∈ X)TS = ST}.
Note that (by separate continuity of composition), X ′ is both weakly and strongly closed. Fur-
thermore, if X is self-adjoint, then so is X ′, and thus X ′ is a von Neumann algebra when X
is self-adjoint. In particular, the double commutant X ′′ = (X ′)′ is a von Neumann algebra
containing X.
The next theorem, known as double commutant theorem, is a cornerstone of the basic theory of
von Neumann algebras. It is due to von Neumann.
1.6. Theorem. Let A ⊆ B(H) be a self-adjoint subalgebra of B(H) which contains the identity
operator. Then A is strongly dense in A′′.
1.7. Corollary. If A is a self-adjoint subalgebra of B(H) containing I, then the weak and strong
closure of A coincide with A′′, i.e. Aso = Awo = A′′.
The corollary follows from the double commutant theorem by noting that A
so
⊆ A
wo
⊆ A′′. To
prove the double commutant theorem, we start with the following:
1.8. Lemma. Let A be a selfadjoint subalgebra of B(H) which contains I, and let T0 ∈ A
′′. Then
for any ξ ∈ H and ε > 0 there is S ∈ A such that ‖(T0 − S)ξ‖ < ε.
Proof. Define p ∈ B(H) to be the orthogonal projection onto the closure of the subspace Aξ =
{Tξ : T ∈ A} (which contains ξ). We claim that p ∈ A′. To see this, note that if η ∈ ker(p) and
S ∈ A, then for every T ∈ A we have
〈Sη, T ξ〉 = 〈η, S∗Tξ〉 = 0,
whence ker(p) is A-invariant. It follows that p ∈ A′, since for any T ∈ A and η ∈ H we have
pTη = pTpη + pT (1− p)η = pTpη = Tpη.
Since T0 ∈ A
′′ we therefore have T0ξ = T0pξ = pT0ξ ∈ ran(p), and so there is some S ∈ A such
that ‖Sξ − T0ξ‖ < ε, as required. 
Proof of Theorem 1.6. We first need some notation. Fix n ∈ N. If (Ti,j)1≤i,j≤n, where Ti,j ∈ B(H),
is a “matrix of operators”, then an operator in B(Hn) is defined by “matrix multiplication”, i.e.,
(S(Ti,j)(η1, . . . , ηn))k =
n∑
j=1
Tk,jηj .
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(Note that every operator in B(Hn) has this form.) For T ∈ B(H), we let diag(T ) be the operator
diag(T )(ξ1, . . . , ξn) = (Tξ1, . . . , T ξn),
corresponding to the matrix of operators which has T on the diagonal, and is zero elsewhere.
Now fix ξ1, . . . , ξn ∈ H, ε > 0 and T0 ∈ A
′′, and let ~ξ = (ξ1, . . . , ξn). Note that diag(A) =
{diag(T ) : T ∈ A} is a self-adjoint subalgebra of B(Hn) containing I. It suffices to show that
diag(T0) ∈ diag(A)
′′ since then by Lemma 1.8 there is S ∈ A such that ‖(diag(S)−diag(T0))~ξ‖Hn <
ε. Thus ‖Sξk − T0ξk‖ < ε for all k ≤ n, which shows that A is strongly dense in A
′′.
To see that diag(T0) ∈ diag(A)
′′, simply note that S ∈ diag(A)′ precisely when it has the form
S(Ti,j) where Ti,j ∈ A
′ for all i, j. Thus diag(T0) ∈ diag(A)′′. 
1.9. Remark. If X ⊆ B(H) is self-adjoint and contains I, then it follows from the double commutant
theorem that X ′′ is the smallest von Neumann algebra containing X, i.e., X ′′ is the von Neumann
algebra generated by X.
An element u of B (H) is called partial isometry if u∗u and (hence) uu∗ are orthogonal projec-
tions. The first one is called the support projection of u and the latter the range projection
of u.
Recall the polar decomposition theorem for bounded operators: If T ∈ B(H), then there is a
partial isometry u such that T = u|T |, where |T | = (T ∗T )
1
2 . In this case, the support projection
of u is the orthogonal projection onto ker(T )⊥, while the range projection of u is the orthogonal
projection onto ran(T ). It is easy to see that u restricted to ran(u∗u) is an isometry onto ran(uu∗).
The polar decomposition of an operator is unique.
1.10. Exercise. Let M ⊆ B(H) be a von Neumann algebra. Let T ∈M , and let T = u|T | be the
polar decomposition of T . Prove that |T | ∈M and u ∈M . (Hint: To show |T | ∈M , you may want
to recall how the existence of the square root is proved, see e.g. [Ped89]. To show that u ∈M , use
the polar decomposition theorem.)
1.11. Exercise. Show that every operator inB(Hn) has the form S(Ti,j) for some matrix of operators
(Ti,j) in B(H). (Hint: For a given operator S ∈ B(H
n), consider the operators pjSpi where pi is
the projection onto the i’th coordinate.)
1.12. Exercise. Show that the Borel structure on B1(H) induced by the weak and strong topologies
coincide. Conclude that the Borel structure induced by the weak and strong topologies on B(H)
coincide, and is standard.
1.13. Exercise. (See example 1.4.1.) Let (X,µ) be a σ-finite measure space. Show that L∞(X,µ)
is a maximal Abelian ∗-subalgebra of B(L2(X,µ)) (when identified with the set of multiplication
operators {mf : f ∈ L
∞(X,µ)}). Conclude that L∞(X,µ) is strongly (and weakly) closed, and
so is a von Neumann algebra. (Hint: Take T ∈ L∞(X,µ)′, and argue that the function T (1) is
essentially bounded.)
Lecture 2
Comparison theory of projections, type classification, direct integral decomposition, and
connections to the theory of unitary group representations.
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An element p ∈ B(H) is called a projection (or more precisely, an orthogonal projection) if
p2 = p∗ = p.
The reader may easily verify that this is equivalent to (the more geometric definition) p2 = p and
ker(p)⊥ = ran(p). (Warning: From now on, when we write “projection” we will always mean
an orthogonal projection. This is also the convention in most of the literature.) For projections
p, q ∈ B(H), write p ≤ q if ran(p) ⊆ ran(q). We will say that p is a subprojection of q. (One may
more generally define T ≤ S iff S − T is a positive operator for any T, S ∈ B(H). This definition
agrees with our definition of ≤ on projections.)
Unlike their C*-algebra brethren2, von Neumann algebras always have many projections. The
key fact is this: A von Neumann algebra M contains all spectral projections (in the sense of the
spectral theorem) of any normal operator T ∈M . It follows from this that a von Neumann algebra
is generated by its projections (see exercise 2.12 below). It is therefore natural to try to build a
structure theory of von Neumann algebras around an analysis of projections.
2.1. Definition. Let M be a von Neumann algebra. We let P (M) be the set of projections in
M . For p, q ∈ P (M), we say that p and q are Murray-von Neumann equivalent (or simply
equivalent) if there is a partial isometry u ∈M such that u∗u = p and uu∗ = q. We write p ∼ q.
We will say that p is subordinate to q, written p - q, if p is equivalent to a subprojections of q
(i.e., there is p′ ≤ q such that p ∼ p′).
2.2. Example. In B(H), p - q iff the range of p has dimension smaller than or equal to the range
of q. Thus, the ordering on P (B (H)) /∼ is linear, and isomorphic to {0, 1, ..., n} if dimH = n and
to N ∪ {∞} if H is infinite dimensional.
The previous example highlights why it must be emphasized that the definition of ∼ is “local”
to the von Neumann algebra M (i.e., that we require u ∈M in the definition). Otherwise, ∼ would
only measure the dimension of the range of the projection p, which does not depend on M in any
way. However, the idea that ∼ and - are somehow related to dimension relative to M is essentially
correct (though the precise details are subtle). For instance, in L(Fn) (where Fn is the free group
on n > 1 generators) it turns out that P (L(Fn))/ ∼ ordered linearly by -, and is order-isomorphic
to [0, 1]. So in some sense, we need a continuous range to measure dimension in L(Fn). More about
this later.
It is clear that - is a transitive relation with I being a maximal element, and 0 being the minimal.
Furthermore, we have:
2.3. Proposition (“Schro¨der-Bernstein for projections”). If p - q and q - p, then p ∼ q.
2.4. Exercise. Prove Proposition 2.3.
2.5. Definition. Let M be a von Neumann algebra. A projection p ∈M is said to be
• finite if it is not equivalent to a proper subprojection of itself;
• infinite if it is not finite;
• purely infinite if it has no nonzero finite subprojections;
2There are examples of C*-algebras with no non-trivial projections!
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• semifinite if it is not finite, but is the supremum of an increasing family of finite projections.
• minimal if it is non-zero, and has no proper non-zero subprojections.
A von Neumann algebra M will be called finite (infinite, purely infinite, or semifinite) if the
identity I ∈M is finite (respectively, infinite, purely infinite, or semifinite).
2.6. Proposition. Let M be a von Neumann algebra. Then the following are equivalent:
(1) The center Z(M) = M ∩ M ′ of M consists of scalar multiples of the identity I, (i.e.,
Z(M) = CI).
(2) P (M)/ ∼ is linearly ordered by -.
The proof is outlined in exercise 2.16.
2.7. Definition. A von Neumann algebra M is called a factor if (1) (and therefore (2)) of the
previous proposition holds.
It is not hard to see that Mn(C) and B(H) are factors. Another source of examples are the
group von Neumann algebras L(Γ), when Γ is an infinite conjugacy class (or i.c.c.) group, meaning
that the conjugacy class of each γ ∈ Γ \ {1} is infinite.
The next theorem shows that factors constitute the building blocks of von Neumann algebras,
as all (separably acting, say) von Neumann algebras can be decomposed into a generalized direct
sum (i.e., integral) of factors. This naturally shifts the focus of the theory to factors, rather than
general von Neumann algebras. Quite often, a general theorem that can be proven for factors can
then be extended to all von Neumann algebras using the direct integral decomposition.
2.8. Theorem. Let M be a von Neumann algebra. Then there is a standard σ-finite measure space
(X,µ), a Borel field (Hx)x∈X of Hilbert spaces and a Borel field (Mx)x∈X of von Neumann algebras
in B(Hx) such that: H is isomorphic to
∫
X
Hxdµ(x), and identifying H and
∫
X
Hxdµ(x), we have
(1) Mx is a factor for all x ∈ X;
(2) M =
∫
X
Mxdµ(x);
(3) Z(M) = L∞(X,µ).
Moreover, this decomposition is essentially unique.
The proof is rather involved; it is given in full detail in [Nie80] (see also [Bla06, Dix81]). Some
comments about the theorem are in place, however. A Borel field of Hilbert spaces is nothing but
a standard Borel space X with a partition X =
⊔
n=0,1,2,...,NXn, and the vectors in H are Borel
functions f : X → ℓ2(N), where for x ∈ Xn we have that f(x) is in the space generated by the first
n standard basis vectors of ℓ2(N), and the inner product is given by 〈f, g〉 =
∫
〈f(x), g(x)〉dµ(x).
Equality M =
∫
Mxdµ(x) means that every operator T ∈M can be written as T =
∫
Txdµ(x) (i.e.,
(Tf) = Tx(f(x)) µ-a.e.), where Tx ∈ Mx, and x 7→ Tx is Borel (in the obvious sense) w.r.t. the
σ-algebra generated by the weakly open sets.
2.9. Definition (Type classification of factors). Let M be a factor. We say that M is
(a) type In if it is finite and P (M)/∼ is order isomorphic to n = {0, 1, . . . , n− 1} with the usual
order;
(b) type I∞ if it is infinite and P (M)/∼ is order isomorphic to N ∪ {∞} (where n < ∞ for all
n ∈ N);
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(c) type II1 if it is finite and P (M)/∼ is order isomorphic to [0, 1];
(d) type II∞ if it is semifinite and P (M)/∼ is order isomorphic to [0,∞];
(e) type III if it is purely infinite and P (M)/∼ is order isomorphic to {0,∞}.
The reader may object that [0, 1] and [0,∞] are order-isomorphic, and so are {0, 1} and {0,∞}.
The intention is that the∞ indicates that the --maximal projection is infinite, and so the notation
contains additional information. It is clear that any factor M can be at most one of the types, but
even more so, the list is in fact exhaustive and complete:
2.10. Theorem. Every factor is either type In, I∞, II1 and II∞ or type III. Moreover, there is at
least one factor of each type.
That the types list all possibilities is not too hard to see. That there is an example of each type
is much harder. (We will see examples of all types in the last lectures.)
Up to isomorphism, the algebraMn(C) of n×n complex matrices is the only type In von Neumann
algebra, while B(H) for H infinite dimensional (and separable!) is the only type I∞ factor. Such
an easy description of the isomorphism classes of type II and type III factors is not possible: As we
will see below, the type II and III factors cannot even be classified up to isomorphism by countable
structures!
The cornerstone of the theory of II1 factors (or, more generally, finite von Neumann algebras)
is the existence of a (unique) faithful trace, which is continuous on the unit ball. We have already
seen an example of a trace when we discussed L(Γ). The trace on a II1 factor is an invaluable
technical tool when working with projections in a II1 factor.
2.11. Theorem (Murray-von Neumann). (A) Every II1 factor M has a faithful normal trace, i.e.,
a positive linear functional τ : M → C which is
(1) normal, meaning that τ is weakly continuous on the unit ball of M ;
(2) faithful, meaning that for x ∈M , x = 0 iff τ(x∗x) = 0;
(3) tracial, meaning that τ(xy) = τ(yx) for all x, y ∈M .
The trace is unique up to a scalar multiple.
(B) Every II∞ factor admits a faithful normal semifinite trace defined on the set M+ of positive
operators in M . That is, there is an additive map τ : M+ → [0,∞] which satisfy τ(rx) = rτ(x)
for all r > 0, which is continuous (in the natural sense) on the unit ball of M+ with respect to the
weak topology, and which is faithful and tracial. The semifinite trace on a II∞ factor is unique up
to multiplication by a scalar.
The trace gives us a measure of the size of projections, much like the dimension function p 7→
dim(ran(p)) does on the projections in B(H). However, for a II1 factorM we have that τ(P (M)) =
[0, τ(I)], and so the projections on a II1 factor have “continuous dimension” (understood locally in
the II1 factor, of course). Because of the trace property, two projections p, q ∈ P (M) are equivalent
iff τ(p) = τ(q). The existence of a trace characterizes the finite factors: M is finite iff there is a
trace as above on M .
2.12. Exercise. Let M be a von Neumann algebra, and let T ∈ M be a normal operator. Show
that all the spectral projections, i.e., projections in the Abelian von Neumann algebra generated by
T , belong to M . Conclude that M is generated by its projections, i.e., M = P (M)′′. (Hint: Any
operator can be written T = ℜ(T ) + iℜ(−iT ), where ℜ(T ) = 12(T + T
∗).)
SET THEORY AND VON NEUMANN ALGEBRAS 9
2.13. Exercise. Prove that if p and q are finite projections in a factorM and p ∼ q, then 1−p ∼ 1−q.
Conclude that there is a unitary operator U ∈ M such that U∗pU = q. (Hint: Quickly dispense
with the case that M is infinite.)
2.14. Exercise. If H is infinite dimensional, then B(H) does not admit a trace which is weakly
continuous on B1(H).
The next two exercises are harder.
2.15. Exercise. Any two elements p, q of P (M) have inf and sup in P (M) with respect to the
relation ≤. Denoting these by p ∧ q and p ∨ q respectively, one has
p ∨ q − p ∼ q − p ∧ q.
This is known as Kaplanski’s identity. (Hint: Consider the domain and range (1 − q)p. A proof
can be found in [KR97, Theorem 6.1.7].)
2.16. Exercise. Prove Proposition 2.6. (A proof can be found in [KR97, Theorem 6.2.6].)
Applications to unitary representations. To illustrate the usefulness of the notions of fac-
tors and comparison of projections, we briefly turn to study unitary representation of countable
discrete groups. What is said in this section applies almost without change to unitary representa-
tions of locally compact groups and representations of C*-algebras as well.
2.17. Definition. Let Γ be a countable discrete group. A unitary representation of Γ on H is
a homomorphism π : Γ→ U(H), where U(H) is the group of unitary operators in B(H).
For notational convenience, we will write πγ for π(γ). Let π and σ be unitary representations of
Γ on Hilbert spaces H0,H1 respectively. We define
Rpi,σ = {T ∈ L(H0,H1) : (∀γ ∈ Γ)Tπγ = σγT},
where L(H0,H1) is the set of bounded linear maps H0 → H1. A map T ∈ Rpi,σ is called an
intertwiner of π and σ. We say that π and σ are disjoint, written π ⊥ σ, if Rpi,σ = {0}. We let
Rpi = Rpi,pi. Note that Rpi = {πγ : γ ∈ Γ}
′, thus Rpi is a von Neumann algebra.
If p ∈ P (Rpi), then ran(p) is a π-invariant closed subspace in H; conversely, a projection onto
any closed π-invariant subspace must be in Rpi. Note further that if p, q ∈ P (Rpi) and p ∼ q (in
Rpi), then π ↾ ran(p) and π ↾ ran(q) are isomorphic. Thus Rpi gives us useful information about the
invariant subspaces of π. For instance, the reader may easily verify that π is irreducible (i.e., has
no non-trivial invariant subspaces) iff Rpi = CI. More generally, if p ∈ P (Rpi) is a minimal non-zero
projection (i.e., having no proper non-zero subprojections in P (Rpi)), then π ↾ ran(p) is irreducible.
It is tempting to hope that any unitary representation can be written as a direct sum, or direct
integral, of irreducible unitary representations. It can, but the decomposition is very badly behaved
(and non-unique) unless Γ is abelian by finite. A better behaved decomposition theory is based
around the following notion:
2.18. Definition. A unitary representation π of Γ is called a factor representation (or sometimes
a primary representation) if Rpi is a factor. A representation π is said to be type In, I∞, II1, II∞
or III according to what type Rpi is. Similarly, it is called finite, infinite, semifinite or purely infinite
according to what Rpi is.
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The decomposition theory for unitary representation can now be obtained from the decomposition
of von Neumann algebras into factors.
2.19. Theorem (Mackey). Let π be a unitary representation of Γ on a separable Hilbert space.
Then there is a standard σ-finite measure space (X,µ), a Borel field of Hilbert spaces (Hx)x∈X , and
a Borel field (πx)x∈X of factor representations of Γ such that
π ≃
∫
X
πxdµ (x)
and if x 6= y, then πx ⊥ πy. Furthermore, this decomposition of π is essentially unique.
2.20. Exercise. Show that a type In factor representation (n ∈ N ∪ {∞}) is a direct sum of n
irreducible representations.
For type II and III factor representations, nothing like this is true, since there are no minimal
non-zero projections. In the case of type III factors, the restriction of π to any invariant non-zero
closed subspace (i.e., what may be called a “piece” of the representation) is isomorphic to the
whole representation. In the case when π is type II, every piece of π may be subdivided into n
smaller pieces that are all isomorphic to each other, but unlike the type III case, the trace (and
the associated notion of dimension) gives us a sense of the size of the pieces of π. (So, in the type
III everyone can get as much π as they want, in the type II case we can divide the π into however
many albeit small pieces we like, and in the type I case there is a minimal size of the pieces of π
(and maximal number of pieces, too).)
We close the section with mentioning the following recent theorem. It solves an old problem of
Effros, who asked if the conjugacy relation ≃ for unitary representation of a fixed countable discrete
group Γ is Borel (in the space Rep(Γ,H) = {π ∈ U(H)Γ : π is a homomorphism}).
2.21. Theorem (Hjorth-To¨rnquist, 2011). Let H be an infinite dimensional separable Hilbert space
and let Γ be a countable discrete group. The conjugacy relation in Rep(Γ,H) is Fσδ.
The proof uses only classical results that have been introduced already above. To give a rough
sketch of what happens in the proof, fix π, σ ∈ Rep(Γ,H). The idea is that it is an Fσδ statement to
say that there are pieces (i.e., projections p ∈ P (Rpi)) arbitrarily close to I (in the weak topology,
say) such that π ↾ ran(p) is isomorphic to a sub-representation of σ. Call this statement S0(π, σ).
One first proves that for factor representations π and σ, it holds that π ≃ σ iff S0(π, σ) and S0(σ, π).
This is trivial in the purely infinite (type III) case, while in finite and semifinite case the trace gives
us a way of proving that if pieces of π closer and closer to I can fit into σ, π itself can fit into σ
(and conversely). It then follows that σ ≃ π. The proof is finished by using Theorem 2.19.
The details can be found in [HT12]. The theorem applies more generally to representations of
locally compact second countable groups and separable C*-algebras.
Lecture 3
The group-measure space construction, the von Neumann algebra of a non-singular countable
Borel equivalence relation, orbit equivalence, von Neumann equivalence, and Cartan subalgebras.
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3.1. The group-measure space construction. Let (X,µ) be a standard σ-finite measure space,
and let Γ be a countable discrete group. A Borel action σ : Γ y X is said to be non-singular
(w.r.t. µ) if for all γ ∈ Γ we have that σγµ ≈ µ (i.e., µ(A) = 0 iff µ(σ
−1
γ (A)) = 0), and that σ is
measure preserving (w.r.t. µ) if σγµ = µ for all γ ∈ Γ (i.e., µ(A) = µ(σ
−1
γ (A)) for all measurable
A ⊆ X). The action is ergodic if any invariant measurable set is either null or conull; it is a.e.
free (or essentially free) if for any γ ∈ Γ \ {1} we have that
µ({x ∈ X : σγ(x) = x}) = 0.
The action σ induces an orbit equivalence relation, denoted Eσ, on the space X, which is
defined by
xEσy ⇐⇒ (∃γ ∈ Γ)σγ(x) = y.
Note that Eσ is a Borel subset of X ×X.
To a non-singular action σ : Γ y (X,µ) as above there is an associated von Neumann algebra.
The description is slightly easier in the case when σ is measure preserving, so we will assume that
this is the case. In this case the construction is also closely parallel to the construction of the group
von Neumann algebra.
Let ν be the counting measure on Γ. Give Γ×X the product measure ν×µ, and define for each
γ ∈ Γ a unitary operator Uγ on L
2(Γ×X, ν × µ) by
(Uγψ) (δ, x) = ψ
(
γ−1δ, σγ−1(x)
)
.
Further, define for each f ∈ L∞(X,µ) an operator mf ∈ B(L2(Γ×X)) by
(mfψ) (δ, x) = f (x)ψ (δ, x) .
Define
L∞(X,µ)⋊σ Γ := ({mf : f ∈ L∞(X,µ)} ∪ {Uγ : γ ∈ Γ})
′′ .
The von Neumann algebra L∞(X,µ) ⋊σ Γ is called the group-measure space von Neumann
algebra of the action σ. It is an example of W*-crossed product. It is worth noting that if X
consists of a single point then we get the group von Neumann algebra of Γ.
The group Γ acts on L∞(X,µ) by (σˆγ(f))(x) = f(σγ−1(x)); note that σˆ is a ∗-automorphism of
L∞(X,µ) for every γ ∈ Γ. An easy calculation shows that Uγmf = mσˆγ(f)Uγ , and so UγmfU
∗
γ =
mσˆγ(f). It follows that
A = {
∑
γ∈F
mfγUγ : F ⊆ Γ is finite ∧ fγ ∈ L
∞(X,µ)}
is a ∗-algebra, which is the smallest ∗-algebra containing the operators Uγ and mf , and so A is
dense in L∞(X,µ)⋊σ Γ by the double commutant theorem.
Assume now that µ is a finite measure. Then
e1 (γ, x) =
{
1 if γ = 1,
0 otherwise,
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defines an element of L2(Γ×X), and we can define a state (positive linear functional) on B(L2(Γ×
X)) by τ(T ) = 〈Te1, e1〉. If x =
∑
γ∈F mfγUγ ∈ A, then we have
τ(x) =
〈
∑
γ∈F
mfγUγ

 e1, e1
〉
=
∫
X
f1dµ,
and one may easily verify that for x, y ∈ A we have τ(xy) = τ(yx). Using that multiplication is
separately weakly continuous in B(L2(Γ,X)) we see that the trace property extends to the weak
closure of A. Thus τ is a weakly continuous trace on L∞(X,µ)⋊σ Γ with τ(I) finite, from which it
follows that L∞(X,µ)⋊σΓ is a finite von Neumann algebra. Taking f = χA to be the characteristic
function of some measurable A ⊆ X, we see that τ(mf ) = µ(A). So if µ is non-atomic we have
τ(P (L∞(X,µ) ⋊σ Γ)) = [0, τ(I)].
One may ask if L∞(X,µ) ⋊σ Γ can be a factor. The above analysis shows that if it is a factor
and µ is finite and non-atomic, then L∞(X,µ) ⋊σ Γ must be a type II1 factor. Though far from
providing an exhaustive answer to this question, the following is a key result in this direction:
3.1. Theorem. If σ is a.e. free and ergodic, then L∞(X,µ)⋊σ Γ is a factor.
The reader may find it amusing to verify that if we take σ to be the action of Z/nZ on itself by
translation (which preserves the counting measure, and is free and ergodic), then the corresponding
group-measure space factor is just Mn(C).
A question of central importance is to understand the relationship between the action σ and
L∞(X,µ)⋊σ Γ. Which properties of the action, if any, are reflected in the group-measure space von
Neumann algebra? This is far from completely understood, and a vast body of literature addressing
various special cases exists. (In general, the more “rigid” a group is, the more information about
the action and the group will be encoded into the group-measure space algebra.)
3.2. Definition. Let σ : Γy (X,µ) and π : Γy (Y, ν) be measure preserving actions on standard
σ-finite measure spaces. We say that σ and π are
(1) conjugate if there is a non-singular Borel bijection T : X → Y such that for all γ ∈ Γ we
have Tσγ(x) = πγT (x) for almost all x ∈ X.
(2) orbit equivalent if there is a non-singular Borel bijection T : X → Y such that for almost
all x, y ∈ X we have
xEσy ⇐⇒ T (x)EpiT (y).
(3) von Neumann equivalent (or W*-equivalent) if L∞(X,µ)⋊σ Γ and L∞(Y, ν)⋊pi Γ are
isomorphic.
It is clear that conjugacy implies von Neumann equivalence and orbit equivalence, but little else
can be said immediately. We will see below (exercise 3.16) that when the actions σ and π are free,
then orbit equivalence implies von Neumann equivalence.
Let M = L∞(X,µ) ⋊σ Γ. A special role is played by the Abelian subalgebra generated by the
operators mf (which we identify with L
∞(X,µ) in the obvious way). It can be seen that σ is a.e.
free iff L∞(X,µ) is a maximal Abelian subalgebra. The subalgebra L∞(X,µ) has the property that
the unitary normalizer
{U ∈ U(M) : UL∞(X,µ)U∗ ⊆ L∞(X,µ)}
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generates M ; we say that L∞(X,µ) is a regular subalgebra of M . So when σ is a.e. free, then
L∞(X,µ) is a Cartan subalgebra of M , i.e., a maximal Abelian regular subalgebra (see exercise
3.16 below).
Finally, we define the crossed product when σ is non-singular, but not measure preserving. In
this case the outcome will be a purely infinite von Neumann algebra. It is still the case that σˆ
acts on L∞(X,µ) by ∗-automorphisms, and L∞(X,µ) is represented as multiplication operators on
H = L2(X,µ). Consider then the Hilbert space L2(Γ, ν,H) of L2 functions with values in H. On
this Hilbert space we define the operators
((λγψ)(δ)) (x) = ψ(γ
−1δ)(x)
and
(πf (ψ)(γ))(x) = (σˆγf)(x)(ψ(γ))(x).
We then let L∞(X,µ)⋊σΓ be the von Neumann algebra generated by this family of operators. This
definition also hints at how one may go about defining the crossed product even more generally:
Instead of L∞(X,µ), consider an arbitrary von Neumann algebra N acting on a Hilbert space H
and let σˆ : Γy N be an action on N by ∗-automorphisms. The formulas above still define bounded
operators on L2(Γ, ν,H), and they generate a von Neumann algebra that we denote by N ⋊σˆ Γ.
3.2. The von Neumann algebra of a non-singular countable Borel equivalence relation.
In two highly influential papers [FM77a, FM77b], Feldman and Moore developed a string of results
related to countable Borel equivalence relations and von Neumann algebras. In the first paper
they study countable non-singular Borel equivalence relations and their cohomology; in the second
paper they construct a von Neumann algebra M(E) directly from a non-singular countable Borel
equivalence relation E, and study its properties.
The present section is dedicated to the construction of M(E). It can best be described as the
construction of a “matrix algebra” over the equivalence relation. The details that are not provided
below can for the most part be found in [FM77b].3
Before we can define M(E), we need a few facts from the first paper [FM77a]. The first of these
is by now widely known:
3.3. Theorem ([FM77a]). If E is a countable Borel equivalence relation on a standard Borel space
X, then there is a countable group Γ of Borel automorphisms of X which induce E. (That is,
E = Eσ for some Borel action σ : Γy X.)
Now fix a countable Borel equivalence relation E on a σ-finite standard measure space (X,µ).
On E, which is a Borel subset of X2, we define two Borel measures
µ∗(A) =
∫
|Ax|dµ(x)
and
µ∗(A) =
∫
|Ay|dµ(y)
for each Borel A ⊆ E. Here, as usual, Ax = {y ∈ X : (x, y) ∈ A} and A
y = {x : (x, y) ∈ A}. One
now has the following:
3Both [FM77a] and [FM77b] are extremely well written and are warmly recommended.
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3.4. Theorem ([FM77a]). Let E and (X,µ) be as above. Then the following are equivalent:
(1) µ∗ and µ∗ are absolutely equivalent, i.e., µ∗ ≈ µ∗.
(2) There is a countable group of non-singular Borel automorphisms of X which induce E.
(3) Any Borel automorphism whose graph is contained in E preserves the measure class of µ.
We will say that E is non-singular (w.r.t. µ) if one (and all) of the conditions in Theorem 3.4
holds. When this is the case, let D(x, y) = dµ∗
dµ∗
(x, y) be the Radon-Nikodym derivative. From now
on, we will always assume that E is non-singular.
3.5. Exercise. Prove that if f ∈ L∞(E,µ∗), then∫
fdµ∗ =
∫  ∑
y∈[x]E
f (x, y)

 dµ(x),
and similarly that for f ∈ L∞(E,µ∗) we have
∫
fdµ∗ =
∫  ∑
x∈[y]E
f (x, y)

 dµ(y).
3.6. Definition. A function a ∈ L∞(E,µ∗) is called left finite if there is n ∈ N such that for
µ∗-almost all (x, y) ∈ E we have
|{z : a(x, z) 6= 0}|+ |{z : a(z, y) 6= 0}| ≤ n.
If a and b are left finite we define the product ab in analogy to matrix multiplication,
(ab)(x, y) =
∑
z∈[x]E
a(x, z)b(z, y),
and we also define the “adjoint matrix” a∗ in the natural way, a∗(x, y) = a(y, x) (complex conju-
gation). The following is easily verified:
3.7. Lemma. The left finite functions are stable under sum, scalar multiplication, product and
adjoint, and so they form a ∗-algebra.
For each left finite a ∈ L∞(E,µ∗) we can define an operator La on L2(E,µ∗) by
(Laψ) (x, y) =
∑
z∈[x]E
a(x, z)ψ(z, y).
3.8. Lemma. Every operator of the form La is bounded when a is left finite. Moreover, for all
a, b ∈ L∞(E,µ∗) left finite we have LaLb = Lab and L∗a = La∗. Thus A = {La : a is left finite}
forms a ∗-subalgebra of B(L2(E,µ∗)).
Proof. Fix a left finite function a and n such that |{z : a(x, z) 6= 0}| + |{z : a(z, y) 6= 0}| ≤ n for
almost all (x, y) ∈ E. We will show that ‖La‖ ≤ n‖a‖∞. For ψ ∈ L2(E,µ∗) we have
(1) ‖(Laψ)‖
2 =
∫  ∑
x∈[y]E
|(Laψ)(x, y)|
2

 dµ(y) = ∫

 ∑
x∈[y]E
|
∑
z∈[y]E
a(x, z)ψ(z, y)|2

 dµ(y).
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Fix a typical y. For x ∈ [y]E fixed, we get from the Cauchy-Schwarz inequality and left finiteness
of a that
|
∑
z∈[y]E
a(x, z)ψ(z, y)|2 ≤ n
∑
z∈[y]E
|a(x, z)ψ(z, y)|2 ≤ n‖a‖2∞
∑
z∈[y]E ,a(x,z)6=0
|ψ(z, y)|2.
Further, ∑
x∈[y]E
∑
z∈[y]E ,a(x,z)6=0
|ψ(z, y)|2 =
∑
z∈[y]E
∑
x∈[y]E ,a(x,z)6=0
|ψ(z, y)|2 ≤ n
∑
z∈[y]E
|ψ(z, y)|2,
where the last inequality follows since a is left finite. Combining this with (1) we get
‖(Laψ)‖
2 ≤ n2‖a‖2∞
∫  ∑
z∈[y]E
|ψ(z, y)|2

 dµ(y) = n2‖a‖2∞‖ψ‖2,
as required. The remaining claims are left for the reader to verify. 
3.9. Definition. We define
M(E) = {La : a is left finite}
′′
and call this the von Neumann algebra of the equivalence relation E.
3.10. Exercise. Show that if on n = {0, 1 . . . , n − 1} we take E = n × n, then M(E) ≃ Mn(C).
Also, describe M(E) with other choices of E ⊆ n× n.
It is easy to see that M(E) only depends on E up to orbit equivalence, i.e., if F is a non-singular
countable Borel equivalence relation on (Y, ν) and there is a non-singular Borel bijection T such
that xEy ⇐⇒ T (x)FT (y) a.e., then M(F ) ≃M(E) as von Neumann algebras.
Following what is standard notation, we denote by [E] the group of all non-singular bijections
φ : X → X which satisfy xEφ(x) a.e., and we let [[E]] denote the semigroup of all partial φ : A→ B,
where A,B ⊆ X are Borel sets, which satisfy xEφ(x) for a.a. x ∈ dom(φ). Given φ ∈ [[E]] and a
function f ∈ L∞(X,µ), a left finite function aφ,f is defined by
aφ,f (x, y) =
{
f(x) if y = φ(x),
0 otherwise.
When f = 1, the constant 1 function, then we will write aφ for aφ,1. A direct calculation shows
that
(2) aφ0,faφ1,g = aφ1◦φ0,(g◦φ0)f .
In particular, letting ∆(x) = x for all x ∈ X, we have that a∆,fa∆,g = a∆,fg. It follows that
f 7→ La∆,f provides an embedding of L
∞(X,µ) intoM(E). That is, L∞(X,µ) is naturally identified
with the “diagonal matrices” in M(E). When there is no danger of confusion we will therefore
write f for La∆,f and write L
∞(X,µ) for {La∆,f : f ∈ L
∞(X,µ)}.
We assume from now on that E is aperiodic, i.e., that all E classes are infinite. It is then clear
from Theorem 3.3 that one can find a sequence (φn)n∈N0 in [E] whose graphs are pairwise disjoint
and E =
⊔
n∈N0 graph(φn). It is practical to always assume that φ0 = ∆. The following lemma
provides a useful standard form for the operators in M(E).
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3.11. Lemma. Let (φn)n∈N0 be a sequence in [E] with pairwise disjoint graphs whose union is E.
Any element x ∈M(E) can be written uniquely as
x =
∞∑
n=0
fnLaφn
for some sequence (fn)n∈N0 in L
∞(X,µ) and with convergence in the weak topology. In particular,
(3) M(E) =
(
L∞(X,µ) ∪ {Laφn : n ∈ N0}
)′′
.
The proof, which we will skip, can be done by hand and is not that hard. The reader should
be warned, though, that the Lemma does not provide any information about which sequences (fn)
define operators in M(E) in this way. It does allow us to prove two key results about M(E).
3.12. Theorem. L∞(X,µ) is a Cartan subalgebra of M(E).
Proof. We first prove that L∞(X,µ) is a maximal Abelian subalgebra. For this, suppose T ∈
L∞(X,µ)′ ∩M(E). Using the previous lemma, write T =
∑∞
n=0 fnLaφn . Let g ∈ L
∞(X,µ). Using
that gT = Tg and (2) above we get
∞∑
n=0
gfnLaφn =
∞∑
n=0
fnLaφn g =
∞∑
n=0
fn(g ◦ φn)Laφn ,
and so from the uniqueness of the expansion we have fn(g−g◦φn) = 0. Thus if fn(x) 6= 0 it follows
that g(x) = g(φn(x)) for any g ∈ L
∞(X,µ), which means that φn(x) = x whenever fn(x) 6= 0. But
this shows that T = f0Laφ0 = f0La∆ , that is, T ∈ L
∞(X,µ).
To see that L∞(X,µ) is regular in M(E), observe that the normalizer of L∞(X,µ) in M(E)
contains the unitary elements of L∞(X,µ) as well as all Laφ for φ ∈ [E], and so generatesM(E). 
3.13. Theorem. M(E) is a factor iff E is ergodic.
Proof. Suppose first that M(E) is a factor, and let f ∈ L∞(X,µ) be an E-invariant function. It
follows from (3) that f ∈ Z(M(E)), thus f is a constant multiple of 1. Conversely, if E is ergodic,
let x ∈ Z(M(E)). From the previous theorem we know that Z(M(E)) ⊆ L∞(X,µ), and so x = f
for some f ∈ L∞(X,µ). Since f is central we have that fLaφ = Laφf for all φ ∈ [E], and so
f ◦ φ = f for all φ ∈ E. Whence f is E invariant, and therefore constant, which shows that
Z(M(E)) = C1. 
With a little more effort one can go on to prove the following interesting theorem:
3.14. Theorem. Let E and F be non-singular countable Borel equivalence relations on standard
σ-finite measure spaces (X,µ) and (Y, ν), respectively. Then E is orbit equivalent to F if and
only if the inclusions L∞(X,µ) ⊆ M(E) and L∞(Y, ν) ⊆ M(F ) are isomorphic, i.e., there is an
isomorphism of M(E) and M(F ) which maps L∞(X,µ) onto L∞(Y, ν).
This illustrates that if we want to understand the relationship between E and M(E) we will
want to understand the nature of L∞(X,µ) as a subalgebra of M(E).
3.15. Exercise. Assume that µ(X) <∞ and that µ is E-invariant (which means that µ is invariant
under all elements of [E]). Show that 1graph(∆) ∈ L
2(E,µ∗) and that τ(x) = 〈x1graph(∆),1graph(∆)〉
defines a trace on M(E). Conclude that when µ is non-atomic and E is µ-ergodic, M(E) is a type
II1 factor.
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3.16. Exercise. Let Γ be a countable discrete group and let σ : Γy (X,µ) be a measure preserving
a.e. free (!) action. Show that L∞(X,µ)⋊σΓ is isomorphic toM(Eσ), and in fact that the inclusions
L∞(X,µ) ⊆ L∞(X,µ) ⋊σ Γ and L∞(X,µ) ⊆ M(Eσ) are isomorphic. Conclude that L∞(X) is a
Cartan subalgebra of L∞(X,µ) ⋊σ Γ, and that L∞(X,µ) ⋊σ Γ is a factor when σ is a.e. free and
ergodic. (Hint: Consider the map Γ×X → E defined by (γ, x) 7→ (x, σγ(x)).)
3.17. Exercise. Call a measurable function b : E → C right finite if D(x, y)−
1
2 b(x, y) is left finite
(where D is the Radon-Nikodym derivative of µ∗ w.r.t. µ∗). Show that
Rb(ψ)(x, y) =
∑
z∈[x]E
ψ(x, z)b(z, y)
defines a bounded operator on L2(E,µ∗), and that {Rb : b is right finite} is a ∗-algebra contained
in M(E)′.
The next exercise is somewhat harder.
3.18. Exercise. With notation as in the previous exercise, show thatM(E)′ = {Rb : b is right finite}′′.
Lecture 4
Hyperfinite von Neumann algebras, ITPFI factors, Connes’ classification of hyperfinite factors
and Krieger’s theorems, non-classification results via descriptive set theory, and rigidity.
This lecture, the last, is dedicated to giving an overview of developments in the field of von
Neumann algebras in the last 40 years. In other words, if we had a whole semester’s worth of
lectures, these are some of the topics that would be covered in detail.
4.3. Hyperfinite von Neumann algebras.
4.1. Definition. A von Neumann algebra M is called
(1) finite dimensional if it is isomorphic to Mn1(C)⊕ · · · ⊕Mnk(C).
(2) hyperfinite if there is an increasing sequence (Mi) of finite dimensional sub-algebras of M
such that
⋃
Mi is dense in M .
Hyperfiniteness is equivalent to a number of other conditions on a von Neumann algebra, among
them amenability and injectivity (neither of which we define here).
The class of hyperfinite von Neumann algebras and factors is very rich, and their theory has been
developed further than any other general class. A useful source of examples comes from infinite
tensor products of finite von Neumann algebras.
4.4. Finite tensor products. Let H1 and H2 be (complex) Hilbert spaces. We will denote by
H1 ⊙H2 the algebraic tensor product of H1 and H2. Recall that this means that we have a map
H1×H2 → H1⊙H2 : (ξ, η) 7→ ξ⊗η with the property that any bilinear map ρ : H1×H2 → E, where
E is some vector space over C, has the form ρ(ξ, η) = ρˆ(ξ⊗η), for some linear map ρˆ : H1⊙H2 → E.
The elements ξ ⊗ η are called (elementary) tensors, and the tensors generate H1 ⊙H2.
There is a unique inner product 〈·, ·〉 on H1 ⊙H2 that satisfies
〈ξ1 ⊗ η1, ξ2 ⊗ η2〉 = 〈ξ1, ξ2〉H1〈η1, η2〉H2 .
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The tensor product of the Hilbert spaces H1 and H2 is the completion of H1 ⊙H2 w.r.t. the norm
induced by 〈·, ·〉. It is denoted H1 ⊗H2.
Let Mi ⊆ B(Hi), i = 1, 2, be von Neumann algebras. For x ∈ M1 and y ∈ M2 we define an
operator x ⊗ y on H1 ⊗ H2 by x ⊗ y(ξ ⊗ η) = (xξ) ⊗ (yη). It is not hard to see that each such
operator is bounded. We let
M1 ⊗M2 = {x⊗ y : x ∈M1, y ∈M2}
′′
and call this the tensor product of M1 and M2. The tensor product of an arbitrary but finite
number of Hilbert spaces and von Neumann algebras are defined similarly.
4.2. Exercise. Show that H ≃ H ⊗ C for any Hilbert space C. More generally, if H1 and H2 are
Hilbert spaces and ξ ∈ H2 is a unit vector, then η 7→ η ⊗ ξ is an embedding of H1 into H1 ⊗H2.
4.3. Exercise. Show that Mn(C)⊗Mm(C) ≃Mnm(C).
4.5. Infinite tensor products. Let (Hi)i∈N be a sequence of Hilbert spaces and for each i ∈ N
let ξi ∈ Hi be a unit vector. (We will call a pair (H, ξ) where ξ is a unit vector in the Hilbert space
H a pointed Hilbert space. The vector ξ ∈ H will be called a base point.) For each n ∈ N we have
by exercise 4.2 that
⊗n
i=1Hi can be identified naturally with the subspace
{η1 ⊗ · · · ⊗ ηn ⊗ ξn+1 : (∀i ≤ n)ηi ∈ Hi}
of
⊗n+1
i=1 Hi. Let H∞ be the inductive limit of the system
H1
η 7→η⊗ξ2
→֒ H1 ⊗H2
η 7→η⊗ξ3
→֒ H1 ⊗H2 ⊗H3 →֒ · · ·
which is an inner product space in the natural way; we let
n⊗
i=1
Hi →
∞⊗
i=1
(Hi, ξi) : η 7→ η ⊗ ξn+1 ⊗ ξn+2 ⊗ · · ·
denote the canonical embedding. It is clear that
⊗∞
i=1(Hi, ξi) is generated by the “elementary
tensors” η1⊗ η2⊗ · · · , where ηi ∈ Hi, and where ηi = ξi eventually. We define the infinite tensor
product of the pointed Hilbert spaces (Hi, ξi)i∈N to be the completion of H∞. It is denoted⊗∞
i=1(Hi, ξi).
Now let (Mi)i∈N be a von Neumann algebra acting on Hi, for each i ∈ N. If xi ∈Mi, i ∈ N, is a
sequence such that xi = I eventually, then a bounded operator
⊗
i∈N xi on
⊗∞
i=1(Hi, ξi) is defined
by requiring that
(
⊗
i∈N
xi)(η1 ⊗ η2 ⊗ · · · ) = x1η1 ⊗ x2η2 ⊗ · · · .
We define infinite tensor product of the von Neumann algebras (Mi)i∈N w.r.t. the vectors
ξi as
∞⊗
i=1
(Mi, ξi) = {
⊗
i∈N
xi : xi ∈Mi and xi = I eventually}
′′.
Warning: As we will see below, the isomorphism type of the infinite tensor product is highly
sensitive to the asymptotic behavior of the sequence (ξi)i.
4.4. Examples.
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(1) Let (X,µ) and (Y, ν) be standard probability spaces. It is well-known that L2(X,µ) ⊗
L2(Y, ν) ≃ L2(X × Y, µ × ν), and that the isomorphism is given by f ⊗ g 7→ fg. It follows
that
L∞(X,µ)⊗ L∞(Y, ν) ≃ L∞(X × Y, µ× ν),
where we represent each L∞ as multiplication operators on the corresponding L2 space. This
is easily generalized: If (Xi, µi) are standard probability spaces and we let ξi = 1 be the
constant 1 function in L2(Xi, µi), then the tensor product
⊗
(L2(Xi, µi), ξi) is isomorphic
to L2(
∏
Xi,
∏
µi), and
⊗
(L∞(Xi, µi), ξi) is isomorphic to L∞(
∏
Xi,
∏
µi).
Now let ξ ∈ L2(Y, ν) be a unit vector (not necessarily 1.) An isometric embedding of
L2(X,µ) into L2(X × Y, µ× ν) is given by f 7→ fξ, and this corresponds to the embedding
f 7→ f⊗ξ of L2(X,µ) into L2(X,µ)⊗L2(Y, ν). Consider also the space L2(X×Y, µ×|ξ|2ν),
and the corresponding embedding f 7→ f1, where 1 is the constant 1 function in L2(Y, |ξ2|ν).
It is easily verified that the map
L2(X × Y, µ× ν)→ L2(X × Y, µ× |ξ|2ν) : h 7→
h
ξ
is an isometry which conjugates the two embeddings of L2(X,µ) described above.
Now let (Xi, µi)i∈N be a sequence of standard probability spaces, and let ξi ∈ L2(Xi, µi)
be a unit vector for each i ∈ N. Our observations above now show that the tensor product⊗
(L2(Xi, µi), ξi) is isomorphic to L
2(
∏
Xi,
∏
|ξi|
2µi) and that
⊗
(L∞(Xi, µi), ξi) is iso-
morphic to L∞(
∏
Xi,
∏
|ξ2i |µi). It is of course well-known that the product of infinitely
many probability measures is highly sensitive to the asymptotic behavior of the sequence
of measures, and so this example indicates that the infinite tensor product of von Neumann
algebras also is highly sensitive in this way, for much the same reasons.
(2) Let ni ∈ N be an infinite sequence of natural numbers. The easiest way to represent
the matrix algebra Mni(C) is to have it act on itself by matrix multiplication on the left.
(If nothing else, this manoeuvre allows us to avoid introducing separate notation for the
Hilbert spaces we act on.) Let τ : Mni(C) → C be the normalized trace, and let 〈x, y〉τ =
τ(y∗x) be the associated inner product, which makes Mni(C) into a Hilbert space. Let
ξi ∈ Mni(C) be a unit vector. There is no loss in assuming that ξi is a diagonal matrix,
ξi = diag(λi,1, . . . , λi,ni). We can now form the infinite tensor product of the matrix algebras
Mni(C) w.r.t. the vectors ξi as described above. It turns out that it is a factor. (It can
be shown that in general the tensor product (finite or infinite) of factors is again a factor.)
A factor of this form is called an ITPFI factor, which stands for infinite tensor product
of factors of type I. It is clear that ITPFI factors are hyperfinite. The sequence (λ2i,j) are
called the eigenvalue sequence for the ITPFI factor. Those ITPFI factors where for some
n ∈ N we have ni = n for all i ∈ N are called ITPFIn factors.
In much the same way as above, we can carry out an analysis of the nature of the
inclusions of Mn(C) into Mn(C) ⊗Mm(C) and how it depends on a choice of ξ ∈ Mm(C).
As we will see below, the isomorphism type of an ITPFI factor depends on the eigenvalue
list in a somewhat similar way to how the infinite product of finite measure spaces depends
on the measure of the atoms.
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(3) Certain ITPFI2 factors deserve special mention for their importance in the field. Pride of
place goes to the hyperfinite II1 factor. This factor arises from taking ξi = (
1√
2
, 1√
2
) for
all i ∈ N. The hyperfinite II1 factor is perhaps the most studied and most important of all
II1 factors. It is usually denoted R (or R1). It is an almost canonical presence, showing up
virtually everywhere in the field.
Another important class of ITPFI2 factors are the Powers factors. Let 0 < λ < 1, and
let ξi =
(
( λ1+λ )
1
2 , (1− λ1+λ)
1
2
)
for all i ∈ N. The resulting ITPFI2 factor is denoted Rλ. In
1967, it was shown by Powers in [Pow67] that the family (Rλ)λ∈(0,1) constitutes a family of
mutually non-isomorphic factors. Previous to that result, it had not been known if there
were uncountably many non-isomorphic factors!
A far-reaching study of ITPFI factors was undertaken by Araki and Woods in the paper [AW69],
where they introduced a number of invariants and produced new classes of uncountably many
non-isomorphic factors.
4.6. Classification. The towering achievement of von Neumann algebra theory from the 1970s is
Connes’ complete classification of hyperfinite (or, more correctly, injective) factors, [Con76]. The
classification divides type III into subcases type IIIλ, λ ∈ [0, 1]. Connes showed that there is a
unique injective (hyperfinite) factor in each of the classes II1, II∞ and IIIλ, 0 < λ < 1. In the case
III0, there are many non-isomorphic factors, but they are classified completely by an associated
invariant called the flow of weights (see e.g. [Con94]). The remaining case, the type III1 case,
proved to be a difficult problem in its own right. It was eventually solved by Haagerup some years
later in [Haa87]: Haagerup showed that there is a unique injective factor of type III1.
Another phenomenal achievement of the period are the results of Krieger in [Kri76]. Krieger
showed that every hyperfinite factor is of the form M(E) for some amenable non-singular ergodic
countable Borel equivalence relation E. (Here we use the language of the Feldman-Moore construc-
tion (from Lecture 3) to state Krieger’s results, though the work of Feldman and Moore postdates
Krieger’s work.) Krieger moreover showed that for amenable ergodic non-singular countable Borel
equivalence relations E and F , M(E) is isomorphic to M(F ) if and only if E and F are orbit
equivalent.
4.5. Exercise. Let Z y 2N be the odometer action (i.e., adding one with carry modulo 2), and
let E0 denote the induced equivalence relation. Let αi ∈ (0, 1) for all i ∈ N, and let λi,0 = αj
and λi,1 = 1 − αj. Give 2
N the product measure
∏
N
i=1(λi,0δ0 + λi,1δ1), where δi is the Dirac
measure concentrating on i ∈ {0, 1}. Show that E0 is measure class preserving, and that M(E0) is
isomorphic to the ITPFI2 with eigenvalue list (λi,j). In particular, if we take αi =
1
2 for all i ∈ N,
so that E0 is measure preserving, we get the hyperfinite II1 factor R. (This exercise may be quite
hard.)
4.7. Non-classification. The invariant provided by Connes’ classification is a certain non-singular
R-action (flow), which is considered up to conjugacy. This is hardly a very simple invariant. It is
therefore natural to ask: How difficult is it to classify factors up to isomorphism? It is of course
well-known among set theorists that such questions can be fruitfully attacked through the concept
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of Borel reducibility.4 We will end these lectures by giving an overview of what is known about
the classification problem for factors from this point of view. The reader can find a more detailed
survey of these results in [ST09a].
Before going on, we remark that the problem of classifying von Neumann algebras and factors
acting on a separable Hilbert space fits nicely into the framework of descriptive set theory. Namely,
a von Neumann algebra N ⊆ B(H) can be identified with N ∩ B1(H). The unit ball of B(H) is
a compact Polish space in the weak topology, and so the space K(B1(H)) of compact subsets of
B1(H) is itself a Polish space. One can now show that the set vN(H) = {N ∩B1(H) ∈ K(B1(H)) :
N is a von Neumann algebra} is a Borel set. We think of vN(H) as the standard Borel space of
separably acting von Neumann algebras. The subset F(H) ⊆ vN(H) of factors turns out to
be Borel. (There are other ways of arriving at the space vN(H), and even a natural choice of Polish
topology on it; see [HW98, HW00] for an exhaustive study. The space vN(H) was introduced and
studied by Effros in the papers [Eff65, Eff66], who also proved, among many other things, that
F(H) is Borel.)
The first known non-classification result in the area is due to Woods:
4.6. Theorem (Woods, [Woo73]). The classification of hyperfinite factors is not smooth. More
precisely, there is a Borel reduction of E0 to the isomorphism relation of ITPFI2 factors (of type
III0).
This seems to have been the only result of its kind that was known until a few years ago, when
the following was proven:
4.7. Theorem (Sasyk-To¨rnquist, [ST09b]). Let Λ be the class of separably acting factors of type
II1, II∞, or IIIλ, 0 ≤ λ ≤ 1. Then the isomorphism relation in Λ does not admit classification by
countable structures.
Prior to this, it was apparently not even known if the isomorphism relation was non-smooth in
any of these classes, except the type III0 case where it follows from Woods’ theorem.
5 In the same
paper, the following was also shown:
4.8. Theorem (Sasyk-To¨rnquist, [ST09b]). Isomorphism of countable graphs is Borel reducible to
isomorphism of II1 factors.
The same construction gives the result for type II∞ as well, but the proof falls short of handling
the type III cases. It follows from the above that isomorphism of factors (of type II1 and II∞) is
analytic, and not Borel in the space vN(H).
The proofs of theorems 4.7 and 4.8 only became possible due to enormous advances in the
understanding of the relation between measure preserving countable Borel equivalence relations
and their corresponding von Neumann algebra. These advances were spearheaded by Sorin Popa,
as well as a number of his collaborators, who in the last two decades have developed a large
number of techniques and results that make it possible to analyze group-measure space factors in
4We will assume that the reader is familiar with the notion of Borel reducibility, and related concepts like smooth,
non-smooth, classification by countable structures, etc. We refer to [ST09a] for a brief overview of these notions.
5For a long time it was not even known if there were infinitely many non-isomorphic II1 factors. This problem
was solved by McDuff in [McD69].
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the presence of certain “rigidity” properties. We refer to [Pop07, Vae10] for an overview of these
developments.
None of the factors that were constructed to prove theorems 4.7 and 4.8 are hyperfinite. So
what about the classification of hyperfinite type III0 factors? Can they be classified by countable
structures? The answer is again no. This was already shown in [ST09b], by showing that a standard
construction of an injective type III0 factor with a prescribed flow of weights is a Borel construction.
Subsequently, this result was improved to show the following non-classification result for ITPFI2
factors:
4.9. Theorem (Sasyk-To¨rnquist, [ST10]). The isomorphism relation for ITPFI2 factors is not
classifiable by countable structures.
The proof of this is probably the most elementary and direct of all non-classification results for
factors. It only relies on techniques that essentially go back to Araki and Woods in [AW69], as well
as straight-forward Baire category/turbulence arguments.
We close with a brief discussion of an open problem. The only upper bound known about the
classification of von Neumann algebras (and factors) is the following:
4.10. Theorem (Sasyk-To¨rnquist, [ST09b]). The isomorphism relation in vN(H) is Borel reducible
to an orbit equivalence relation induced by a continuous action of the unitary group U(ℓ2(N)) on a
Polish space.
The proof is not hard, and it is natural to ask if this upper bound on the complexity of the
isomorphism relation for factors is in fact optimal. Given that there currently is no evidence to the
contrary, the following conjecture has been made (and stated publicly in many talks):
4.11. Conjecture (To¨rnquist). The isomorphism relation for separably acting factors is universal
(from the point of view of Borel reducibility) for orbit equivalence relations induced by a continuous
action of the unitary group on a Polish space. In fact, this is already true for isomorphism of II1
factors.
In other words, the isomorphism relation for II1 factors attains the upper bound given in Theorem
4.10. A positive solution to this would, in addition to being the ultimate non-classification theorem
in the area, give a first example of a “naturally occurring” isomorphism relation which realizes the
maximal possible complexity that an orbit equivalence relation induced by the unitary group can
have.
Sources
A great source for learning about von Neumann algebras are the lecture notes of Vaughan Jones
[Jon10], freely available online at:
http://math.berkeley.edu/∼vfr/MATH20909/VonNeumann2009.pdf
Lecture 1 draws its material from [Ped89], [Arv76] and [Sak71]. Lecture 2 is based on [Bla06]
and [Nie80], and to a lesser extend on [Dix81] and [Jon10]. In Lecture 3, the discussion of the
group measure space von Neumann algebras and crossed products is based on [Bla06] and [Jon10],
and the discussion of the von Neumann algebra of a non-singular equivalence relation is based on
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[FM77b]. The discussion of hyperfinite von Neumann algebras in Lecture 4 draws on [Bla06] and
[Con94].
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