Unconventional Fulde-Ferrell-Larkin-Ovchinnikov pairing states in a
  Fermi gas with spin-orbit coupling by Wu, Fan et al.
Unconventional Fulde-Ferrell-Larkin-Ovchinnikov pairing states in a Fermi gas with
spin-orbit coupling
Fan Wu,1 Guang-Can Guo,1 Wei Zhang,2, ∗ and Wei Yi1, †
1Key Laboratory of Quantum Information, University of Science and Technology of China,
CAS, Hefei, Anhui, 230026, People’s Republic of China
2Department of Physics, Renmin University of China, Beijing 100872, People’s Republic of China
(Dated: November 9, 2018)
We study the phase diagram in a two-dimensional Fermi gas with the synthetic spin-orbit cou-
pling that has recently been realized experimentally. In particular, we characterize in detail the
properties and the stability region of the unconventional Fulde-Ferrell-Larkin-Ovchinnikov (FFLO)
states in such a system, which are induced by spin-orbit coupling and Fermi surface asymmetry.
We identify several distinct nodal FFLO states by studying the topology of their respective gap-
less contours in momentum space. We then examine the phase structure and the number density
distributions in a typical harmonic trapping potential under the local density approximation. Our
studies provide detailed information on the FFLO pairing states with spin-orbit coupling and Fermi
surface asymmetry, and will facilitate experimental detection of these interesting pairing states in
the future.
PACS numbers: 67.85.Lm, 03.75.Ss, 05.30.Fk
I. INTRODUCTION
The recent experimental realization of synthetic spin-
orbit coupling (SOC) in ultracold gases of neutral atoms
has stimulated much interest in these systems [1–3].
As SOC breaks the inversion symmetry and qualita-
tively changes the dispersion spectra, a spin-orbit cou-
pled Fermi gas can exhibit many intriguing properties.
For example, in a non-interacting Fermi gas with SOC,
the system may undergo Lifshitz transition as the Fermi
surface is tuned [2, 4]. On the other hand, in an attrac-
tively interacting Fermi gas with SOC, either the topolog-
ical superfluid state or the exotic nodal superfluid states
related to similar phases in non-centrosymmetric super-
conducting materials can be stabilized, depending on the
specific type of SOC and the dimensionality of the system
[5–28].
So far, only an equal Rashba and Dresselhaus (ERD)
SOC has been realized experimentally in a three-
dimensional Fermi gas [2, 3, 29], in which case there
can be no topological superfluid states supporting Majo-
rana zero modes in the excitations [20]. However, it has
been pointed out recently that in the presence of an effec-
tive transverse Zeeman field, which can be implemented
by tuning the parameters of the Raman lasers generat-
ing the synthetic SOC, exotic pairing states with finite
center-of-mass (CoM) momentum are always more sta-
ble than a Bardeen-Cooper-Schrieffer (BCS) pairing state
with zero CoM momentum [22–24, 30]. The presence of
these finite CoM momentum pairing states, known as
Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) states, is a di-
rect consequence of pairing under SOC and Fermi surface
∗Electronic address: wzhangl@ruc.edu.cn
†Electronic address: wyiz@ustc.edu.cn
asymmetry, which, in this case, is induced by the effective
transverse Zeeman field. Apparently, the pairing mecha-
nism of these states is quite general, and is different from
that of the conventional FFLO state, where the pairing
takes place between particles on different Fermi surfaces.
Indeed, similar FFLO states have been reported in many
other related systems with various types of SOC and in
different dimensions [27, 28, 31–33].
In this work, we study the exotic FFLO states in a
two-dimensional (2D) Fermi gas under ERD SOC and
cross Zeeman fields, thus extending our previous work
[24]. In particular, we identify novel nodal FFLO states
with topologically distinct gapless contours in momen-
tum space. Similar nodal FFLO states in systems with
different types of SOC and dimensions have been re-
ported recently, which further implies the generality of
the pairing mechanism. We examine in detail the disper-
sion spectra, as well as the stability region of these nodal
FFLO states on the phase diagram. While the unique
dispersion spectra could be measured via momentum-
resolved radio-frequency spectroscopy, the phase transi-
tion between these nodal FFLO states could be identified
by measuring the thermodynamic properties, since the
difference in the topology of the gapless contours should
lead to different behaviors of low-energy excitations. We
then calculate the phase structure and the number den-
sity distribution in a typical harmonic trapping potential
under the local density approximation (LDA). We show
that under LDA, the first-order phase transitions on the
phase diagram show up as discontinuities in the density
distribution. These discontinuities would become smooth
in a realistic experimental setting, but signatures of the
phase boundaries should still be observable experimen-
tally, similar to those in a polarized Fermi gas. The pres-
ence of these first-order phase boundaries on the phase
diagram and in a trapping potential suggests the exis-
tence of phase-separated states in a uniform gas with a
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2fixed total particle number. Although SOC mitigates the
competition between polarization and pairing by mixing
the spin components, for moderate SOC strengths which
roughly correspond to the experimental parameters, first-
order phase transitions may still be observed experimen-
tally.
The paper is organized as follows: in Sec. II, we present
our mean-field formalism. In Sec. III, we study the prop-
erties of the thermodynamic potential and examine the
stability of BCS-type pairing state against the FFLO
states under the ERD SOC and effective Zeeman fields.
We then map out the typical phase diagrams and char-
acterize the FFLO states in Sec. IV, and demonstrate
the existence of a phase-separated state in a uniform gas
with a fixed particle number. In Sec. V, we calculate
typical phase structure and number density distribution
in an isotropic harmonic trap. Finally, we summarize in
Sec. VI.
II. MODEL
We focus on the ground state properties of a uni-
form 2D Fermi gas at zero temperature. A mean-field
formalism therefore would provide a qualitatively cor-
rect picture, although quantitative characterization of
the phase boundaries requires a more involved theory
which accounts for the fluctuations. Following Ref. [24],
the effective mean-field Hamiltonian for a uniform two-
component Fermi gas under the ERD SOC and effective
Zeeman fields can be written in a matrix form under the
hyperfine spin basis {ak,↑, a†Q−k,↑, ak,↓, a†Q−k,↓}T :
Heff =
∑
k
Mk +
∑
k
|Q−k| − |∆Q|
2
U
=
1
2
∑
k

λ+k 0 h ∆Q
0 −λ+Q−k −∆∗Q −h
h −∆Q λ−k 0
∆∗Q −h 0 −λ−Q−k

+
∑
k
|Q−k| − |∆Q|
2
U
. (1)
Here, ak,σ (a
†
k,σ) are the annihilation (creation) opera-
tors for atoms on different hyperfine spin states σ with
σ = (↑, ↓). The diagonal terms λ±k = ξk ± αkx ∓ hx,
where ξk = k−µ, k = ~2k2/2m, α is the strength of the
spin-orbit coupling, µ is the chemical potential, and m is
the atomic mass. The effective Zeeman fields h and hx
are proportional to the Rabi frequency and two-photon
detuning associated with the Raman process in the ex-
periment [1]. Following the convention in Ref. [24], we
refer to h (hx) as the axial (transverse) field. Throughout
the work, we will focus on the Fulde-Ferrell-type pairing
state, where the CoM momentum of the pairing state is
single-valued [34]. As a result, the pairing mean field in
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FIG. 1: (Color online) Typical structure of the thermody-
namic potential Ω as a function of ∆ for Q = 0. The
parameters for the curves are: µ/h = 1.374 (dash-dotted),
µ/h = 1.474 (solid), µ/h = 1.624 (dashed). For all curves,
Eb/h = 0.5, hx/h = 0.2, αkh/h = 0.7. Here, the effective
Rabi-frequency h is taken to be the energy unit, while the
unit of momentum kh is defined as ~2k2h/(2m) = h.
Eq. (1) is defined as
∆Q =
U
S
∑
k
〈aQ−k,↓ak,↑〉 , (2)
where S is the quantization volume in two dimensions.
Finally, the bare interaction rate U should be renormal-
ized following the standard relation [35]
1
U
= − 1
S
∑
k
1
Eb + 2k
, (3)
where Eb is the binding energy of the two-body bound
state in a two dimensions without spin-orbit coupling.
The binding energy Eb can be adjusted continuously from
zero to large positive values, for example, by tuning the
magnetic field from the BCS limit to the Bose-Einstein-
Condensation (BEC) side of a Feshbach resonance.
It is then straightforward to diagonalize the effective
Hamiltonian Eq. (1) and get the thermodynamic poten-
tial at zero temperature
Ω =
∑
k
ξ|Q−k| +
∑
k,ν
Θ
(
−Eηk,ν
)
Eηk,ν −
|∆Q|
U
. (4)
Here, the quasi-particle (η = +) and quasi-hole (η = −)
dispersion Eηk,ν (ν = 1, 2) are the eigenvalues of the ma-
trix Mk in Eq. (1), and Θ(x) is the Heaviside step func-
tion. Without loss of generality, we assume h and hx
are positive, and ∆Q is real throughout this work. Be-
fore solving for the ground state of the system, in the
following, we will first discuss the properties of the ther-
modynamic potential Eq. (4), which will turn out to
be crucial in determining the correct ground state of the
system.
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FIG. 2: (Color online) Contour plot of typical thermody-
namic potential landscape in the ∆–Qx plane for Eb/h = 0.5,
hx/h = 0.2, αkh/h = 0.7, µ/h = 1.524.
III. THERMODYNAMIC POTENTIAL IN THE
PRESENCE OF ERD SOC AND EFFECTIVE
ZEEMAN FIELDS
In this section, we analyze the properties of the ther-
modynamic potential for a two-dimensional Ferm gas un-
der ERD SOC and effective Zeeman fields. While the
zero-temperature thermodynamic potential has been de-
rived in the previous section in terms of the quasi-particle
dispersions on the mean-field level, it needs to be eval-
uated numerically, as, in general, the Hamiltonian (1)
cannot be diagonalized analytically. In Fig. 1, we demon-
strate typical examples of the thermodynamic potential
as a function of the pairing order parameter ∆ for Q = 0.
Here, an outstanding feature is the possible existence of
multiple local minima. As we will show later, similar to
the case of a polarized Fermi gas without SOC [36], such
a structure in the thermodynamic potential landscape
suggests that extra care is required when determining
the correct ground state of the system, as it is possible
to have phase-separated states in a uniform gas with a
fixed total particle number.
On the other hand, in the presence of a transverse field
hx, it has been reported that the resulting Fermi surface
asymmetry, combined with the SOC-induced single-band
pairing, should lead to the stabilization of FFLO pairing
states with CoM antiparallel to the direction of the effec-
tive transverse field. To see this point, we may perform
a small Q expansion of the thermodynamic potential Eq.
(4) around a given local minimum with Q = 0:
Ω (∆, Qx) = Ω0(∆) + Ω1(∆)Qx + Ω2(∆)Q
2
x +O(Q3x).
(5)
In order to solve for the expansion coefficients Ωi(∆)’s,
we first perform an expansion of the eigenvalues of the
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FIG. 3: (Color online) Typical phase diagrams in the α–
µ plane for (a) Eb/h = 0.5, hx/h = 0.2 and (b) Eb/h =
0.2, hx/h = 0.2. Solid curves represent the first order
phase boundaries,the dash-dotted curves represent the con-
tinuous phase boundary between the fully gapped FFLO state
(gFFLOx) and various nodal FFLOx states, the dashed curves
represent continuous phase boundary between different nodal
FFLOx states or the normal state.
matrix Mk in the Hamiltonian (1)
Ei = Ei0 + δi1Qx + δi2Q
2
x +O(Q3x). (6)
Then, by employing the identity
tr (Mnk ) =
∑
i
Eni (7)
and by matching coefficients, we can obtain the following
equations for δ’s 1 1 1 1E10 E20 E30 E40E210 E220 E230 E240
E310 E
3
20 E
3
30 E
3
40

 δ11δ21δ31
δ41
 =
 T11T21/2T31/3
T41/4
 . (8)
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FIG. 4: (Color online) (a-c) Gapless contours in momentum space for different nodal FFLOx states with: (a) αkh/h = 1,
µ/h = −0.2 (ns1); (b) αkh/h = 0.58, µ/h = 1.2 (ns2); (c) αkh/h = 0.83, µ/h = 1.15 (mixed). (d-f) Quasi-particle (hole)
dispersion spectra along the kx = Qx/2 axis for the nodal FFLOx states that correspond to panels (a-c), respectively.
Here, Tni are the coefficients of the expansion
tr(Mnk ) ≈ Tn0 + Tn1Qx + Tn2Q2x +O(Q3x). (9)
It is then straightforward to solve Eq. (8) numerically
and evaluate δi1, which are related to Ω1(∆) via Eq. (4).
We find that while the first-order expansion coefficient
Ω1(∆) vanishes for hx = 0 and finite ∆, it is typically
non-zero and has the opposite sign to hx for non-zero
transverse field. Therefore, as hx is switched on, a pairing
state with zero CoM momentum would be shifted onto
the finite Q plane, and the BCS pairing state can no
longer be the ground state of the system for finite hx.
As a conclusion of the analysis in this section, we see
that the ground state is in general the result of the com-
petition between various FFLO states. This is illustrated
in Fig. 2, where we show the contour of the thermody-
namical potential in the plane of ∆–Qx. It is also impor-
tant to keep in mind that we have only analyzed above
the possibility of an FFLO state with the CoM momen-
tum lying along the x-axis. As we will show later, an
FFLO state with CoM momentum in the y-axis can also
be stabilized.
IV. NODAL FFLO STATES AND THEIR
STABILITY REGION
With the understanding of the thermodynamic poten-
tial, we can now study the phase diagram of the system.
As the first step, we fix the chemical potential µ and look
for the global minimum of the thermodynamic potential
in order to get the ground state of the system. With a
given chemical potential, except for the first-order phase
boundaries, there is only one global minimum, hence the
complication of phase separation can be avoided.
We map out the typical phase diagrams in the α–µ
plane for Eb/h = 0.5 [Fig. 3(a)] and Eb/h = 0.2 [Fig.
3(b)], where the traverse field is chosen as hx/h = 0.2.
Under the local density approximation (LDA), the chem-
ical potential decreases from the trap center to its edge.
Therefore, the typical phase structure in a trapping po-
tential under LDA can be directly identified from our
phase diagram. Consistent with our previous analysis,
all pairing states on the phase diagram with zero CoM
momentum are replaced by FFLO states with finite CoM
momentum.
There are three qualitatively different classes of FFLO
states on the phase diagram: the FFLOy state, the fully
gapped FFLO state (gFFLOx), and the various nodal
FFLO states (nFFLOx). The FFLOy state is basically
the conventional FFLO state in two dimensions dressed
by the ERD SOC. In fact, in the absence of SOC, FFLO
states can be stabilized in a 2D polarized Fermi gas over
certain parameter regions. There, the rotational symme-
try does not single out any particular direction for the
pair CoM momentum. In the presence of the ERD SOC
and cross Zeeman fields, however, we find numerically
that the anisotropy of the system favors a pairing state
with CoM momentum perpendicular to the direction of
SOC. Indeed, in these parameter regions, we note that
5the FFLO state with CoM momentum along the direc-
tion of SOC is metastable.
On the other hand, both the gFFLOx and the nodal
FFLOx states can be understood as a shift of the local
minima of the thermodynamic potential onto the finite
Q plane induced by the transverse field. When this shift
in phase space is not too large, most of the properties of
the final FFLOx state are similar to those of the original
pairing state with zero CoM momentum. For example,
the phase boundary between the gFFLOx state and the
nodal FFLOx states (the dash-dotted curve in Fig. 3) is
similar to the phase boundary between the fully gapped
superfluid state and the nodal superfluid state on the
hx = 0 phase diagram (see Ref. [24]). In particular, the
nodal FFLOx states along this continuous phase bound-
ary either have two (np1) or four (np2) separate gapless
points in momentum space, which are the counterparts to
the two different nodal superfluid states in the absence
of the transverse field. When the shift in phase space
becomes larger, novel nodal FFLOx states with topolog-
ically different nodal structure in momentum space ap-
pear, resulting in a rich phase structure in the middle of
the phase diagrams in Fig. 3.
To characterize these new nodal FFLOx states, we cal-
culate their corresponding gapless contours in momen-
tum space [see Fig. 4(a-c)]. Typically, we can have
nodal FFLOx states with two (ns1) or four (ns2) sep-
arate gapless contours in momentum space. In addition,
between the np2 and ns2 states, we also have a mixed
region, where two disconnected gapless contours co-exist
with two separate gapless points. We have also shown
in Fig. 4(d-f) the quasi-particle (hole) dispersion spectra
of the ns1, ns2 and the mixed states, respectively, which
are consistent with the corresponding gapless contours in
Fig. 4(a-c). In principle, one may probe these dispersion
spectra experimentally using momentum resolved radio-
frequency spectroscopy, from which the topology of the
momentum space gapless contours of the various nodal
FFLOx states can be probed. Finally, we note that as the
system approaches the BCS limit, i.e., as Eb decreases,
the stability region of the nodal FFLO states, FFLOy
included, increases dramatically (see Fig. 3).
With the understanding of the α–µ phase diagrams,
we then map out the phase diagram on the n–α plane
by evaluating the particle number densities at the phase
boundaries. As we have discussed in Sec. III, the first-
order phase boundaries originate from the existence of
multiple local minima in the thermodynamic potential
landscape. Thus, by tuning through these boundaries,
the number density of the ground state exhibits a discon-
tinuous variation as jumping from one local minimum to
another. As a consequence, for a uniform system with
a fixed total particle density, one must explicitly take
the phase-separated states into account to get the cor-
rect ground state of the system. Indeed, phase-separated
(PS) regions can be easily identified on the α–n plane,
as shown in Fig. 5. Within these regions, the num-
ber equations do not support solutions that correspond
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FIG. 5: (Color online) Typical phase diagram in the α–n
plane for Eb/h = 0.5 and hx/h = 0.2. Solid curves rep-
resent first order phase boundaries, dash-dotted curves rep-
resent continuous phase boundary between the fully gapped
FFLO state (gFFLOx) and various nodal FFLOx states, and
dashed curves represent continuous phase boundaries between
different nodal FFLOx states or the normal state. We take
the unit of number density as n0 = k
2
h.
to the global minimum of the thermodynamic potential.
The ground state of the system in this case is a mixture
of the states on both sides of the PS region.
V. PHASE STRUCTURE IN A TRAPPING
POTENTIAL
With the knowledge of the phase diagram for a ho-
mogeneous system, it is now straightforward to get the
typical phase structure in a trap under the LDA. As an
example, we consider a 2D Fermi gas in an isotropic har-
monic trapping potential under ERD SOC and cross Zee-
man fields. To make connection with the experiments, we
take typical experimental parameters [1–3] with trapping
frequency ω ∼ 4pi × 50Hz and h ∼ 2pi~ × 8.3kHZ. With
the energy unit h, the harmonic trapping potential in the
dimensionless form can be written as:
V (r)
h
=
r2
R2
, (10)
where the length unit is defined as R =
√
2h/mω2. The
dimensionless number equations can be written as
N =
∫
n(r)d2r = k2hR
2
∫
n˜(r˜)d2r˜, (11)
where n˜ = n/n0, r˜ = r/R, and the unit of number density
n0 = k
2
h.
In Fig. 6, we show the typical phase structure in a
harmonic trapping potential, with a total particle num-
ber N ∼ 4 × 104. Consistent with the phase diagram
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FIG. 6: (Color online)(a) Number density distribution in a
typical trapping potential. The solid curve is the total num-
ber density distribution, the dashed (dash-dotted) curve rep-
resents the density profile of the spin-up (spin-down) compo-
nent. The units for the number density n0 and for the distance
from the trap center R are defined in the text. (b) Variation of
the pairing order parameter ∆Q as a function of the distance
from the trap center. (c) Variation of the CoM momentum
Qx of the pairing state as a function of the distance from the
trap center.
in the α–µ plane, the various phases form a shell struc-
ture in the trap. The first-order boundaries in Fig. 3
manifest themselves as abrupt changes in the spatial dis-
tribution of various parameters (see Fig. 6). These dis-
continuous variations are the artifacts of LDA, and will
become smooth in a real experiment. However, similar to
a polarized Fermi gas without SOC, the first-order phase
boundary should still leave experimentally detectable sig-
natures in the density profile of a trapped gas [37, 38].
VI. SUMMARY
We have studied the properties of the FFLO state in a
2D Fermi gas under the ERD SOC and effective Zeeman
fields at zero temperature. Due to the presence of SOC
and Fermi surface asymmetry, the zero CoM momentum
pairing states are no longer the ground state of the sys-
tem. Depending on the parameters, the resulting FFLO
states can have different CoM momentum and can either
be fully gapped or feature gapless excitations. We show
that depending on the topology of the gapless contours
in the momentum space, one may define several differ-
ent types of nodal FFLO states, which can be identified
by a direct measurement of the quasi-particle dispersion
spectra, or by measuring the thermodynamic properties
of the system. We also characterize the stability of the
different FFLO states in a typical harmonic trapping po-
tential. In particular, we explicitly show that due to
the interplay of SOC and Zeeman fields, a spatial phase
separation may occur in a trapped gas. The resulting
first-order phase boundaries leave observable signatures
in the in-situ density profiles. Our study is relevant to
the ongoing efforts in clarifying the properties of the pair-
ing states in a spin-orbit coupled Fermi gas, and provides
details which should facilitate future experimental obser-
vation of these states.
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