In this paper, seismic vulnerability assessment is addressed under the umbrella of remote sensing. A study for estimating and evaluating information for assessing seismic vulnerability based on a building basis is presented. The proposed methodology utilizes the capabilities of remote sensing and combines in-situ data tested in the area of Grenoble (France). A map is estimated in agreement with in-situ data, as support information system for seismic risk in the context of building vulnerability assessment. In the methodology proposed, building attributes such as roof identification, building height and characteristic scale are extracted from very high resolution panchromatic data, and an accurate digital elevation model. Support vector machine regression is used to estimate building vulnerability and in-situ data are available for evaluation.
INTRODUCTION
Assessment of seismic vulnerability, such as a broad spatial information basis, can provide an important guide for decision-makers to develop mitigation strategies. In addition it can help to raise public awareness of risks in the forefront of an expected disaster. Assessing the vulnerability in a system such as urban areas is a compound procedure. Vulnerability of a hazard can be defined by a mixture of different components including physical, demographic, social, economic, ecological and political aspects. Several methodologies have been developed as a function of the possible resources (Material type, building location and foundation, age of construction, type of roof, plan regularity, elevation regularity,position of the structure in the block) and the scale (several hundred of buildings, several buildings, individual buildings) of vulnerability assessment [1] . In this framework, remote sensing can effectively contribute by providing building attributes related to seismic vulnerability in a large scale This work has been supported by the ANR national research agency as part of its RiskNat program (URBASIS project, no. ANR-09-RISK-009).
within urban areas. Results in the literature shows the principal capabilities and potentials of remote sensing contribution to the identification of physical aspects of vulnerability [2] . In the frame of seismic vulnerability, Valero [3] focused on the importance of estimating the nature of the roof of every building by using remote sensing data. Polli in a recent work [4] for seismic vulnerability assessment attempt extraction of required parameters through analysis of very high resolution remote sensing images. In addition several engineers and researchers in seismic risk domain have been taking into account different parameters in order to measure seismic vulnerability, such as: Material type, building location and foundation, age of construction, type of roof, plan regularity, elevation regularity [1] . It has been proved that existing approaches for assessing seismic vulnerability are sufficient but can be very time consuming due to the high computational costs especially for large scale urban areas. That is why there is a strong potential for supporting and providing faster and low cost solutions. Combing, In-situ data with remote sensing data is a key idea. Therefore we are interesting for extracting those parameters from Remote sensing that can be used in vulnerability assessment and on the same time how they are related with the In-situ seismic vulnerability data.
A non linear support vector regression, is applied using in-situ and remote sensed data. Regression is applied for estimating building vulnerability. Based on remote sensed data and corresponding in-situ measurements the use of support vector machines is generating a relation between them, which can subsequently be used to estimate unknown building vulnerability values from additional remote sensing data. The general framework we propose is presenting in Figure 1 .
METHODOLOGY
We assume the existence of a relation between in-situ seismic vulnerability data and remote sensed data measured by a remote sensor over the same area. Based on this relation we adapt a supervised estimation scheme based on support vector machine to estimate seismic vulnerability over buildings. The availability of very high resolution imagery allows a fine resolution on a building basis analysis of an urban area. We assume several features related to seismic vulnerability attributes, extracted from remote sensed data, such as roof type, building height and characteristic scale, described in section 3.2. A pixel is related by a feature/vector x d ∈ , where each component corresponds to a particular extracted feature, d represents the number of different extracted features from remote sensed data. Estimating vulnerability values y from related to seismic vulnerability attributes x can be formulated as the inverse problem and is a central problem in geophysics and a functional relation between x and y must be specified: x = g(y) [5] . A functional relation y = f (x) between remote sensing data and in-situ data is assumed such as f −1 = g and training approaches is used to estimate f . Given a set of training samples (
∈ × with known corresponding in-situ data, SVM generates an approximation of the relation between the remote sensing data (x d i ) acquired over a certain area and the corresponding seismic vulnerability values (y i ). We built an − SVR model [6] to fit a regression function y = f (x), such that it accurately predicts the outputs y corresponding to a new set of input examples x d . The resulting approximation turns out to be expressed as a linear combination of appropriate kernel functions centered on a subset of training samples.
where α i are the weight coefficients and b is a bias term found during the training process. K(., .|γ) is a kernel function parameterized by a vector γ used to produce non linear functions and f is the regression function to be established. The kernel formulation is used to create non-linear functions. In − SVR model represents the radius if the tube located around the regression function f (x), known as − itensitive zone. The loss function assumes a zero value in this zone and as a result it does not penalize the prediction errors with magnitudes smaller than . The training phase include the following optimization problem.
The coefficients are obtained by solving the optimization problem, owing to the specific character of the above described problem only some of the coefficient α i are non zero and the corresponding input vectors x i are called support vectors. The support vectors are known to be the most informative data points that compress the information included in the training set. The selection of kernel is a crucial step, it has to satisfy the Mercer's condition [6] , which states that any positive semi definite symmetric kernel function, K, can be expressed as a dot product in a high-dimensional space.
There exist several choices of Kernel function K. In this work we test the SVM regression using polynomial, Gaussian and radial basis function (RBF) kernels. We test the accuracy of the results using the root mean square error and the correlation for the above three kernels. Due to limitation space, we choose only to present the results using the RBF kernel.
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The tuning of the regression requires some parameters to be well fitted before we run the algorithm: The available remote sensing data sets include a very high resolution (VHR) panchromatic image (airborne data, 25cm resolution) and a digital elevation model (DEM) (airborne acquisition, 1m resolution in three dimensions). These two modalities provide complementary information (Section 3.2) to perform the svm regression. Figure 2 shows an area of the overall VHR orthoimage The available in-situ data correspond to residential buildings belong in the same geographical urban area with the remote sensing data. This information is seismic vulnerability indicators, estimated by experts [1] .
FEATURE EXTRACTION
In this section we define the features extracted from remote sensing. Those features are part of the feature/vector x (see Section 2 and Figure 1 ). For this study three different features related with building vulnerability were selected: a) Roof type: We use a feature extraction describing in [3] , aiming at discriminating between flat roofs and gable by using fusion of VHR panchromatic image and DEM. The extraction is assumed existence of building footprints. b) Characteristic scale: Characteristic scale of structures has been used for hyperspectral image classification in combination with spectral features [7] . Spectral features can only describe the material of structures but can not distinguish objects made by the same material and different semantic meanings (such as the roofs of some buildings). In those cases characteristic scale was the solution to improve their classification results. We use characteristic scale as defined in [8] as a relevant feature in the frame of seismic vulnerability assessment. c) Building height: The height of the building is calculated by using the DEM and the building footprints. The ground level is estimated from the pixels of the DEM that are outside building footprints, and each building height correspond to the difference between the ground level and the average median of the elevation of the pixels inside each building footprint. All the features are calculated on a building basis schema.
EXPERIMENTS
After feature extraction we execute SVM regression. We generated separate training and testing data (training data are not included in testing data). The notations are the following: n tr is the training number of buildings, n te number of testing buildings and n ev number used for evaluation. x d i ∈ denotes the feature vector, i ∈ 1, ..., n tr , d ∈ 1, 2, 3 , where d represents the number of the extracted features and y i ∈ , i ∈ 1, ...n tr denotes the in-situ measurements from the training data. In the following experiments d = 3, n te = 1875, n ev = 402 and experiments executed for different number of training buildings. The estimated vulnerability pixels are presenting in all the buildings. Solver was the SVM and Kernel methods Matlab toolbox [9] . Quantitative (Table 1) and qualitative (Figure 3 (b) and (c) ) results are presented. Tuning parameters has been first selected empirically and used for all the experiments. In this section quantitative and qualitative results are presented. The quality of the estimation is assessed by computing the correlation between estimated vulnerability from remote sensing and seismic vulnerability provided by experts. Regression is applied for different number of training buildings. Correlation is calculated as:
where y i is the estimated value and y i the real one. We investigate the impact of different number of training buildings amongst the total number of tested buildings (5% − 50%, Table 1 ). Training buildings were selected randomly over 402 buildings. Ten trials were repeated, from which the mean value of correlation is given in Table 1 . Correlation is proportionally increasing as the number of training buildings increases. Figure 3(a) presents the relation between the estimated vulnerability and the vulnerability provided by experts, a number of outliers appears. The outliers might Figure 3 (b) and (c).
DISCUSSION AND CONCLUSSION
Preliminary results are encouraging and SVM regression appears to be promising for providing initial information for assessing seismic vulnerability at large scale areas from remote sensed data. The selected features extracted from remote sensing is a key issue. The availability of accurate building footprints is also important. As already mentioned above errors can propagate due to not accurate building footprints. The high correlation between remote sensing features and insitu seismic vulnerability data has a strong impact on support vector regression performance and vice versa. SVM performance can help us to determine the most relevant remote sensing features used for estimating the seismic vulnerability. The higher the correlation between the estimated seismic vulnerability and seismic vulnerability in-situ data implies well appropriate remote sensed features and highlight the contribution of remote sensing. Another important issue is how the number training buildings affect the accuracy of the results. The increment of the training buildings used increase also the correlation between estimated seismic vulnerability by remote sensing and in-situ seismic vulnerability. There is a trade of though between the number of training buildings and the correlation results. SVM approach can help us for evaluating this trade of according to the quality of the estimation with respect to the use of training buildings. Such a strategy can be beneficial for saving time and cost by reducing the number of buildings used for training and therefore the necessary amount of collecting field data. Remote sensing contribution is important in this case due to the suitable extracted features and the correlation between the in-situ data. SVM approach is easy and flexible for adding more features, and that gives us the opportunity for investigating the contribution of more remote sensing features. For further improvements the use of other possible features extracted by remote sensing are in high interest. Future work will include also extension of our study for vulnerability assessment in homogeneous areas based on the existing results.
