Abstract. This paper describes a new system combination strategy in Statistical Machine Translation. Tromble et al. (2008) introduced the evidence space into Minimum Bayes Risk decoding in order to quantify the relative performance within lattice or n-best output with regard to the 1-best output. In contrast, our approach is to enlarge the hypothesis space in order to incorporate the combinatorial nature of MBR decoding. In this setting, we perform experiments on three language pairs ES-EN, FR-EN and JP-EN. For ES-EN JRC-Acquis our approach shows 0.50 BLEU points absolute and 1.9% relative improvement obver the standard confusion network-based system combination without hypothesis expansion, and 2.16 BLEU points absolute and 9.2% relative improvement compared to the single best system. For JP-EN NTCIR-8 the improvement is 0.94 points absolute and 3.4% relative, and for FR-EN WMT09 0.30 points absolute and 1.3% relative compared to the single best system, respectively.
Introduction
In a sequence prediction task, a max-product algorithm (or Viterbi decoding [29] ) is a standard technique to find an approximate solution x which maximizes the joint distribution p(x) (while a sum-product algorithm [23] attempts to find an exact solution x). Max-product is an inference algorithm for a single model in a tree or a chain structure [13] . Suppose that we consider a combination of multiple systems whose model parameters are different. The first problem is that we are required to calibrate the quantities coming from the different models since these quantities are not immediately comparable in general. The second problem is that it is often the case that an increase in the number of participating systems increases the overall computation in a non-linear way; fortunatley, however, it turns out that often a lot of calculations are redundant over systems at the same time. In our particular situation, the number of nodes increases exponentially since the corresponding nodes are searched in a combinatorial manner (even though the overall number of system is small); however, there are a lot of redundancies.
In order to address these problems, this paper imposes practical assumptions limiting our scope but in such a way that our immediate application of Minimum Bayes Risk decoding [14] does not suffer.
1 Our assumptions are that (i) the where R(E ′ ) denotes the Bayes risk of candidate translation E ′ under the loss function L, BLEU E (E') [22] is a function to evaluate a hypothesis E ′ according to E, E H refers to the hypothesis space from which translations are chosen, E E refers to the evidence space used for calculating risk. Note that a hypothesis space E H and an evidence space E E appeared in [9, 28, 4, 1] .
The confusion network-based approach [2, 16, 6] enables us to combine several fragments from different MT outputs. In the first step, we select the sentencebased best single system via a MBR decoder (or single system outputs are often used as the backbone of the confusion network). Note that the backbone determines the general word order of the confusion network. In the second step, based on the backbone which is selected in the first step, we build the confusion network by aligning the hypotheses with the backbone. In this process, we used the TER distance [25] between the backbone and the hypotheses. We do this for all the hypotheses sentence by sentence. Note that in this process, deleted words are substituted as NULL words (or ǫ-arcs). In the third step, the consensus translation is extracted as the best path in the confusion network. The most primitive approach [16] is to select the best wordê k by the word posterior probability via voting at each position k in the confusion network, as in (4):
Note that this word posterior probability can be used as a measure how confident the model is about this particular word translation [10] , as defined in (5):
where e j,i denotes the i-th word and δ(e, e j,i ) denotes the indicator function which is 1 if the i-th word is e, otherwise 0. However, in practice as is shown by [6, 15] , the incorporation of a language model in this voting process will improve the quality further. Hence, we use the following features in this voting process: word posterior probability, 4-gram and 5-gram target language model, word length penalty, and NULL word length penalty. Note that Minimum Error-Rate Training (MERT) is used to tune the weights of the confusion network. In the final step, we remove ǫ-arcs, if they exist.
Our Algorithm
Tromble et al. [28] introduced a lattice in the evidence space into Minimum Bayes Risk decoding in order to quantify the relative performance within lattice or n-best output with regard to the 1-best output. In contrast, our approach is to enlarge the hypothesis space via different kinds of lattices in order to incorporate the combinatorial nature of MBR decoding. We first present the motivation for using the enlarged hypothesis space and searching for the optimal subset E 0 among this enlarged hypothesis space E table) . This suggests that it may be better to remove extremely bad MT output from the inputs of system combination. Table 2 ). The top row shows the results using five MT output sequences; the second row uses four MT output sequences; . . .; the fourth row uses the individual BLEU scores; the bottom row does not use any MT output sequence (Hence, BLEU score is zero). The observation from this lattice is that the resulting BLEU score is not always between two BLEU scores of adjacent nodes; sometimes the resulting BLEU score is lower than both of them (e.g. '00010' and '10000' resulted in 0.2109.) and it is higher than both of them (e.g. '00011', '01001' and '01010' resulted in 0.2498). The maximal value in the lattice is 0.2553 in the second row in this case.
(where E is the translation outputs of all the MT systems participating in the system combination). The focus is on E of P (E|F ) in Eq (2) where E is a set of MT outputs participating in the system combination. That is, if we combine four systems the number of systems, that is |E|, is four. A toy example is shown in Table  1 . In this example, five MT output sequences "aaac","bbcd","bbbd","bbcf", and "ffbd" are given. Suppose that we calculate the 1-gram expectation of "bbcd", which constitute the negative quantity in Bayes risk. If we use all the given MT outputs consisting of 5 systems, the expected matches sum to 2.1. If we discard the system producing "ffbd" and only use 4 systems, the 1-gram expectation improves to 2.20. As a conclusion, it is not always the best solution to use the full set of given MT outputs, but removing some bad MT output can be a good strategy. This suggests to consider all possible subsets of the full set of MT outputs, as is shown in (7):
= arg min
where E Hi ⊆ E indicates that we choose E Hi from all the possible subsets of E (or a power set of E), E Hi denotes a i-th hypothesis space, and E Ei denotes a i-th evidence space corresponding to E Ei .
2
Now we explain how to formulate an algorithm. As is explained in the latter half of Section 2, a confusion network-based system combination approach takes three steps 3 as follows.
1. Choosing a backbone by a MBR decoder from MT outputs S. 2. Measure the distance between the backbone and each output. 3. Run the decoding algorithm to choose the best path in the confusion network.
Let |S| = n. If we consider all the combinations of |S|, the simplest algorithm which enumerates all the possibilities requires to repeat these three steps 2 n − 1 times. However, if we observe this computation we can immediately recognize that there are a considerable number of redundant operations. Hence, our approach is to reduce such redundant operations. First we observe what is changed in these three steps by considering a combinatorial exploration.
-Due to the combinatorial exploration of MT outputs of |S| cases, all the MT outputs can be selected as a backbone for some combination of S in theory. However, if we exclude the combination of using only one or two MT outputs, two cases remain important which have high chances to result in the backbone in most of the cases: the output with the highest BLEU score and that the MBR decoding selects the MT output with highest density (when many MT outputs include the segment).
-Under the combinatorial exploration strategy, what we need to care about is the unnormalized probabilities in the word posterior probabilities. Note that the word posterior probabilities P (e j |F ) in Eq (5) will not vary even if we take the scheme of combinatorial exploration. -Other quantities, such as language model, word length penalty, and NULL word length penalty will not be changed.
Following on from the second point above, we transform the parallel trees of several MT outputs into a so-called clique tree [13] , as is shown in Figure 2 . In this clique tree, each clique tree contains the corresponding word pairs in confusion networks. By this transformation, we can reduce the message cost considerably in the third step of decoding to choose the best path in the confusion network, where a message is to connect a node and neighboring node. Hence, the primitive version which computes all the combinations one by one, takes O(|S| × n|T |) execution time in the third step where |T | denotes the number of message passing events which is equivalent to the n times the length of the clique tree. Compared to this, the version which uses a clique tree can reduce this message costs from n|T | to |T |, hence the overall cost becomes O(|S| × |T |). If we apply the max-product algorithm, the computation in the clique, which is O(|S|), may be reduced further.
Message passing is done in the clique one by one propagating from the root to the leaf. Let C i and C j be the neighboring clique in a clique tree. The value of the message sent from C i to C j does not depend on the specific choice of root clique. This argument applies in both directions (p.355 of [13] ). Hence, the message from C i to another clique C j , denoted as δ i→j , can be written as (8):
where φ i denotes a factor in clique i, and N b i denotes the set of indices of cliques that are neighbors of C i . This message passing process proceeds up the tree. When the root clique has received all messages, it multiplies them with its own initial potential.
Heuristic Algorithm
The second algorithm is intended to provide one of the baselines. Suppose we are given 5 translation outputs (the top node marked with '11111' in Fig. 1 ) and we traverse from this node to the bottom node in a breadth first manner where we only masure the BLEU score on trajectory nodes. Suppose also that we know in advanced each single BLEU score of each translation output ('00001' to '10000'). The first task is to predict which children of '11111' attains the best BLEU score among its siblings ('01111' to '11110'). We choose the combination ('11011') removing a worst single translation output ('00100') will attain the best BLEU score. Then, we measure and compare the actual BLEU score of the parent node and only this child node. (We do not measure the BLEU score of Figures show a max-product algorithm on multiple systems under two assumptions described in Introduction. In the figure, a circle denote a variable node, a square denote a factor node, and a big rectangle denote a system (in the left figure) and a clique (in the right figure).
Algorithm 1 Heuristic Algorithm
Given: A set of MT devset output S = {s1, . . . , sn} and MT testset output T = {t1, . . . , tn}.
Step 1: Rank devset outputs S according to the performance measure (BLEU, TER, etc) as S ′ = {s other siblings). If there is an increase, we repeat this process until we reach the bottom node. If we observe decrease, we judge that the parent node attains the best BLEU score. This is shown in Algorithm 1. Although this starts from the full set (of MT systems in a combination) to the empty set (We refer this as Heuristic 1), it is also possible to take the reverse direction which starts from the singleton set to the full set (We refer this as Heuristic 2). There have been no quantitative predictions as far as we are aware.
Experiments
We used three different language pairs in our experiments. The first set is ES-EN based on JRC-Acquis [26] ; we use the translation outputs of 5 MT systems provided by [7] . The second set is JP-EN provided by NTCIR-8 [8] where translation outputs are prepared by ourselves [20] . The third set is EN-FR provided by WMT09 [3] . We use MERT [17] internally to tune the weights and language modeling by SRILM [27] . Table 2 . Experiment between ES and EN for JRC-Acquis dataset. All the scores are on testset except those marked * (which are on devset). On comparison, we did sampling of three combinations of the single systems, which shows that our results are equivalent to the combination 2. These experimental results validate our motivating results: it is often the case that some radically bad translation output may harm the final output by system combination. In this case, system t3 whose BLEU score is 12.62 has a negative effect on the results of system combination. The best performance was achieved by removing this system, i.e. the combination of systems t1, t2, t4, and t5. The baseline obtained the best score at '01000', the heuristic algorithm obtained at '11011', and our algorithm obtained at '11011'. Tables 2, 3 , and 4 include first the BLEU score of individual systems, and then show four results: baseline, heuristic 1 and 2 (Refer Section 4), and our algorithm (Refer Section 3). The baseline is the BLEU score of the best single system. Table 2 shows our results from ES to EN. The improvement in BLEU was 2.16 points absolute and 9.2% relative compared to the performance of system t2, the single best performing system (we optimized according to BLEU). Except for METEOR, we achieved the best performance in NIST (0.14 points absolute and 2.1% relative), WER (0.71 points absolute and 1.1% relative) and PER (0.64 points absolute and 1.3% relative) as well. However, in this case, Heuristic 1 also achieved the same result. The heuristic algorithm 1 was processed from the point '11011' (BLEU 0.2553) to '11001' (0.2385). The result of heuristic algorithm 1 was 0.2553.
The left half of Table 3 shows our results from JP to EN. The improvement in BLEU was 0.94 points absolute and 3.4% relative compared to the single best performing system. Heuristic 2 and baseline shows the result of system t2. The baseline obtained the result at '01000000000', the heuristic algorithm Table 3 . (Left half) Experiment between JP and EN for NTCIR dataset. The baseline obtained the result at '01000000000', heuristic algorithm 1 was at '11001111101', heuristic algorithm 2 was at '01000000000', and our algorithm obtained at '11100010101'. In this combination, system t3 of BLEU score 0.1243 is included which can be explained that . that the number of items in the power set (corresponding to the set of all possible sets of MT systems participating in the combination) in ES-EN was 31, JP-EN was 4094, and EN-FR was 65534.
Conclusion and Further Studies
This paper investigates the enlarged hypothesis space in MBR decoding in SMT, employing MAP inference on clique tree. This mechanism can substitute the calibration of probabilities with the mechanism of max-product algorithm. First of all, MBR decoding has not been much investigated compared to MAP decoding in SMT, but is rather regarded as a practical tool which achieves state-of-the-art performance for evaluation campaigns. Traditionally, the full set of MT outputs or only to some MT outputs as selected by human beings are employed for MBR decoding. There has been no paper yet to describe the optimization process of this as far as we know (Hence, the search space for the best combination shown in Figure 2 is rarely seen.) Secondly, our algorithm can be successfully applied Fig. 3 . The left figure shows the count of exact matches among the translation outputs of Moses as a 100-best list after stop-word removal and sorting; We project each sentence in a 100-best list onto a vector space model and count the number of points. The middle figure shows the same quantity for a 1000-best list. The right figure shows the same quantity for a 7-multiple reference (human translation). We use the parallel data of IWSLT 07 JP-EN where we use devset5 (500 sentence pairs) as a development set and devset4 (489 sentence pairs) as a test set; 7-multiple references consist of devset4 and devset5 (989 sentence pairs). For example, the left figure shows that 7% of sentences produce only one really useful translation in a 100-best list and the other 99 sentences in the 100-best list are just reordered versions. In contrast, the right figure of human translation shows that more than 70% of sentences in 7 multiple references are meaningfully different.
to the case where the number of participating systems is more than 10, which is the case for the second and the third experiments. Between ES-EN, the improvement was 2.16 BLEU points absolute and 9.2% relative compared to the best single system. Between JP-EN, the improvement was 0.94 points absolute and 3.4% relative. Between FR-EN, the improvement was 0.30 points absolute and 1.3% relative.
There are several avenues for further study. Firstly, to date our experiments involved at most 16 systems. We would like to enlarge the size of the input such as the 1000-best list as in Tromble et al. [28] and DeNero et al. [4] , and a general MT translation setting as in Arun et al. [1] . Their improvements are in general quite small compared to the confusion network-based approach. As is shown in Figure 3 , the 100-best list and the 1000-best list produced by Moses [11] tend not to be sufficiently different and do not produce useful translation alternatives. As a result, their BLEU score tends to be low compared to the (nearly best) single systems. This means that in our strategy those MT inputs may be better removed rather than employed as a useful source in system combination.
Yet another avenue for further study is to provide prior knowledge into the system combination module. In [19, 18, 21] , we showed that word alignment may include successfuly prior knowledge about alignment links. It would be interesting to incorporate some prior knowledge about system combination, for example, (in)correct words or phrases in some particular translation output.
