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We study superconductivity of twisted bilayer graphene with local and non-local attractive in-
teractions. We obtain the superfluid weight and Berezinskii-Kosterlitz-Thouless (BKT) transition
temperature for microscopic tight-binding and low-energy continuum models. We predict qual-
itative differences between local and non-local interaction schemes which could be distinguished
experimentally. In the flat band limit where the pair potential exceeds the band width we show that
the superfluid weight and BKT temperature are determined by multiband processes and quantum
geometry of the band.
Recent experimental discoveries of superconductivity
in bilayer graphene twisted close to a “magic angle” θ∗ [1–
3] call for a reconsideration of traditional theories of su-
perconductivity [4, 5], in particular because the super-
conductivity occurs in a regime where the non-interacting
electronic states form an asymptotically flat (dispersion-
less) band [6–17]. As the system is two-dimensional,
the transition to superconductivity is bound to occur at
the Berezinskii-Kosterlitz-Thouless (BKT) temperature
TBKT [18–20] which can be determined from kBTBKT =
pi
8
√
det[Ds(TBKT)] [21, 22]. Here D
s is the superfluid
weight that yields the size of the supercurrent for a given
phase gradient of the order parameter. In conventional
theory of superconductivity [23], Ds is proportional to
the group velocity of electronic bands around the Fermi
level. Thus Ds = 0 for a flat band, and superconductiv-
ity in twisted bilayer graphene (TBG) appears puzzling.
One might argue it to be due to the bands not being
perfectly flat; however, we show here that a more likely
explanation goes beyond the conventional theory. Here
we calculate TBKT for TBG as function of the supercon-
ducting order parameter and filling. We use two models
of TBG including both the flat and a number of disper-
sive bands and show that superconductivity in the flat
band regime has essentially a quantum geometric origin.
Recently, it was found that Ds has, in addition to the
conventional contribution proportional to group veloc-
ity, a geometric contribution arising from multiband pro-
cesses [24–28]. In a flat band limit the geometric con-
tribution dominates and is bounded from below by the
band Berry curvature [27] and Chern number [24]. Here
we show that the geometric contribution dominates Ds
and TBKT in the flat band regime of TBG. Importantly,
we show that including only the few flat bands is not suf-
ficient but one needs also a number of dispersive bands
to correctly predict the geometric contribution. There-
fore, approximate models of TBG such as those with only
flat bands, as used for deriving upper [29] and lower [30]
bounds of the superfluid weight and in many other works
[31–43], may not be suited for quantitative predictions
of TBG superconductivity. Moreover, we predict that,
in the flat-band regime, local (s-wave) and non-local in-
teractions yield distinct behavior, namely an anisotropic
superfluid weight in the latter case. We propose a four-
terminal radio frequency spectroscopy experiment that
can detect the possible anisotropy and thus distinguish
between the two pairing mechanisms.
An outstanding problem in describing the TBG physics
theoretically [31–42, 44–60] is the fact that the unit cell
of the moire´ superlattice with twist angles close to θ∗
contains a large amount of carbon atoms [Fig. 1(a)],
and therefore TBG theory should take a stand on how
to describe the interlayer couplings within this unit cell.
Here we use and compare with each other two of the pre-
viously used approximation procedures: (1) the renor-
malized moire´ (RM) approach [54, 61], where we scale
some coupling energies by a suitable scaling factor to
find the flat bands at a higher θ, resulting into a smaller
unit cell, and (2) the Dirac point approximation (DP)
[11, 49, 62], where we make a low energy approxima-
tion near the graphene Dirac points by linearizing the
intralayer Hamiltonians and using a cut-off in the super-
lattice Fourier space. Both of these approaches go be-
yond those often used in TBG literature, either based on
a single-parameter coupling model, or a vastly reduced
four-band model [29, 30, 63–65].
Theoretical models In the renormalized moire´ lattice
method (RM), we deploy the Fermi-Hubbard Hamilto-
nian as [66] H = Hkin − µN + Hint, where Hkin =∑
iαjβσ tiαjβc
†
iασcjβσ is the kinetic term, N is the total
particle number operator and Hint is the effective attrac-
tive interaction described below. Here ciασ annihilates
a fermion in the αth lattice site of the ith moire´ super-
lattice unit cell with spin σ ∈ {↑, ↓}, µ is the chemical
potential and the hopping tiαjβ includes both the intra-
and interlayer terms.
ar
X
iv
:1
90
6.
06
31
3v
3 
 [c
on
d-
ma
t.m
es
-h
all
]  
27
 A
ug
 20
19
2FIG. 1. (a) The moire´ superlattice of TBG depicted with
a twist angle θ and the choice of the x and y-axes. (b)–
(c) Single-particle energy band structures of the RM and DP
methods, respectively, plotted within the moire´ Brillouin zone
along the path connecting the high symmetry points shown
in the inset of (b). In the DP model (c) the bands coming
from the valley K (K′) are drawn as solid (dashed) lines.
Since the type of the interaction is not cur-
rently known, we consider two different singlet pair-
ing potentials, namely the local pairing Hint =
J
∑
iα c
†
iα↑c
†
iα↓ciα↓ciα↑ ≡ Hloc and the nearest-neighbour
(NN) pairing Hint =
J
2
∑
〈iαjβ〉 h
†
iαjβhiαjβ ≡ HRVB,
where hiαjβ = (ciα↑cjβ↓ − ciα↓cjβ↑) and J < 0 is the
interaction strength. The local interaction has been used
to study s wave superconductivity, mediated by electron-
phonon interaction, both in graphene [67–70] and in TBG
[49, 50]. The non-local, called resonance valence bond
(RVB) interaction [71, 72], has also been used both in
case of monolayer graphene [73–76] and TBG [54]. We
keep only the pairing channels by applying mean-field
theory to approximate Hloc ≈ ∆iαc†iα↑c†iα↓ + H.c. and
HRVB ≈ ∆iαjβh†iαjβ +H.c., where ∆iα = J〈ciα↓ciα↑〉 and
∆iαjβ =
J
2 〈hiαβ〉 are the superfluid order parameters,
respectively.
To reduce the number of lattice sites M within a moire´
unit cell (around 12 000 for twist angle θ ∼ 1◦), we apply
a rescaling trick [54, 61] under which the Fermi velocity of
a monolayer graphene and the moire´ periodicity remain
invariant but θ becomes larger and thus reduces M . In
our computations we use the rescaling such that M = 676
and the rescaled angle is θ′ = 4.41◦ [66] which reproduces
the four narrow bands of the bandwidth of 10 meV found
experimentally with θ ∼ 1◦ [see Fig. 1(b)].
In the Dirac point continuum method (DP) we
employ the low-energy [11, 49, 66] Dirac point ap-
proximation for the two graphene layers as H1kin =∑
σρkG c
†
σρ,1(k + G)~vFσρ · (k + G)cσρ,1(k + G) and
H2kin =
∑
σρkG c
†
σρ,2(k+G)~vFσ
ρ
θ · (k+G)cσρ,2(k+G)
and couple the layers by H⊥kin =
∑
σρkGG′ c
†
σρ,1(k +
G + ρ∆K2 )t
ρ
⊥(G −G′)cσρ,2(k + G′ − ρ∆K2 ) + H.c. Here
cσρ,l(k) = (cσρ,lA(k), cσρ,lB(k))
T in the sublattice space,
where cσρ,ls(k) is the annihilation operator for spin σ,
valley ρ ∈ {+,−}, layer l, sublattice s, and wavevector
k, σρ = (ρσx, σy) is a vector of Pauli matrices in the
FIG. 2. (a)–(b) Spatial profiles of the order parameter for
local and RVB interaction schemes, respectively, computed
with RM. The DP model for the local interaction yields
a similar spatial distribution [49]. In case of RVB, ∆iαjβ
are plotted at riα. Red parallelograms represent the moire´
unit cell. The maximum order parameter in both cases is
max |∆| ≈ 3.4 meV. (c)–(d) max |∆| as a function of the in-
teraction strength at ν ≈ −2 for the RM and DP methods, re-
spectively. Here a is the graphene lattice constant. (e) Spatial
components of Ds as a function of max |∆| at ν ≈ −2 for lo-
cal and RVB pairing. For local interaction Dsxx = D
s
yy = D
s.
Inset of (e) shows the total density of states (DOS) for RVB
(blue curve) and local interaction (red) at max |∆| ≈ 3.4 meV
computed with RM. The dashed curve is the DOS for local in-
teraction obtained with DP at max |∆| ≈ 3.5 meV. From the
DOS we see the nematic phase being gapless, while the s wave
state is gapped. The RM results are evaluated at T ≈ 0.1 K,
whereas the DP results at T = 0.
sublattice space, σρθ = R(θ)σ
ρ is the θ-rotated version
of it, tρ⊥(G) is the Fourier component [77] of a Slater-
Koster [78] parametrized interlayer potential (times an
exponential factor), ∆K = R(θ)K −K is the difference
vector from the graphene K point to its rotated counter-
part, and vF is the graphene Fermi velocity. The k sum
is over the the moire´ Brillouin zone and the G,G′ sums
are over the (truncated) reciprocal superlattice.
We then write the total Hamiltonian as H = H1kin +
H2kin + H
⊥
kin − µN + Hint, where N is the total par-
ticle number operator. To describe the supercon-
ducting state with a local pairing interaction λ we
use Hint = λ
∑
ls
∫
drψ†↑ρ,ls(r)ψ
†
↓ρ¯,ls(r)ψ↓ρ¯,ls(r)ψ↑ρ,ls(r),
which is treated in the mean-field level [66]. Here ρ¯ is
the opposite valley of ρ and ψσρ,ls(r) is the continuum
electron field operator.
Order parameters, superfluid weight, and pairing sym-
metry In experiments [1–3] superconducting (SC) and
correlated insulating states have been observed with the
magic angle twist such that insulating states emerge for
3FIG. 3. (a)–(b) TBKT and kBTBKT/max |∆(T = 0)|, respec-
tively, as a function of max |∆(T = 0)| at ν ≈ −2. This result
is almost independent of the filling [66]. (c)–(d) TBKT as a
function of ν at max |∆| ≈ 0.4 meV and max |∆| ≈ 3 meV at
CNP, respectively.
the flat band fillings ν ∈ {0,±1,±2,±3} and SC states
surround the insulating states close to ν ∈ {0,±1,±2}
with the SC phase near ν = −2 being observed at tem-
perature as high as ∼ 3 K [2, 3]. Here ν is the electron
density per moire´ unit cell so that the charge neutrality
point (CNP) corresponds to ν = 0 and narrow bands are
empty (full) when ν = −4 (ν = 4).
To determine the superfluid weight Ds, we first solve
order parameters from the BCS gap equations [66]. In
Figs. 2(a)–(b) we show the spatial profiles for the local
and RVB interactions computed with the RM method
at ν ≈ −2. Here J is chosen such that the maximum
value of the order parameter is max |∆| ≈ 3.4 meV. From
Figs. 2(c)–(d) we see max |∆| depending almost linearly
on the interaction constant, which is typical for generic
flat band systems [4, 5, 24, 25, 49]. From the obtained
order parameter values one can compute Ds. For easier
comparison between the RM and DP models, below we
use max |∆| as a “parameter”.
To obtain Ds we use linear response theory. In the
mean-field level [79, 80] the zero-frequency, long wave-
length limit of the current-current response function
Kµν(q, ω) is D
s, i.e. (µ, ν ∈ {x, y})
Dsµν = lim
q→0
[
lim
ω→0
Kµν(q, ω)
]
. (1)
In Ref. 27 this was computed for a generic multi-orbital
lattice geometry with the local interaction. The details
on how Dsµν is obtained for our different models are dis-
cussed in the Supplementary Material (SM) [66].
In Fig. 2(e) we present Ds as a function of max |∆| at
ν = −2 for both local (obtained with RM and DP) and
RVB interactions (only RM). Figs. 2(a)–(b) and 2(e)
depict a striking distinction between the local and RVB
pairing schemes related to the pairing symmetry and the
resulting form of Ds. The local pairing, yielding an s-
wave symmetry, conserves the underlying C3-symmetry
of the TBG lattice [Fig. 2(a)] and Ds is isotropic [66], i.e.
Dsxx = D
s
yy and D
s
xy = D
s
yx = 0. By contrast, the RVB
pairing with strong enough interaction breaks the C3-
rotational symmetry and yields nematic pairing pattern
in real space [Fig. 2(b)] which leads to an anisotropic
response, i.e. Dsxx 6= Dsyy and Dsxy = Dsyx 6= 0. The
s-wave is gapped, whereas the nematic phase has nodal
points in the moire´ Brillouin zone [see also the inset of
Fig. 2(e)]. The anisotropic Ds results into an anisotropic
kinetic inductance of TBG, and it can in principle be
accessed via radio frequency impedance spectroscopy [81]
in a Hall-like four-probe setup.
As seen from Fig. 2(e), Ds for the RVB interaction
in the weak-coupling regime is still isotropic. This phase
has the mixed (d+ id)+(p+ ip) symmetry with a full en-
ergy gap, whereas the nematic phase of the flat band
regime is identified as a mixture of s, p and d-wave
components [54], with the d-wave being the dominant
symmetry. Our results for the pairing symmetry are in
agreement with Ref. 54 and they differ from the topo-
logical d + id symmetry predicted in many TBG stud-
ies [31, 34, 35, 39, 40, 44, 51, 57, 58, 82] and also from
other proposed symmetries which include s-wave [48–
50, 53, 55, 57], extended s-wave [38, 41, 46, 82], p-wave
[53, 56], p+ ip-wave [37], d-wave [50, 53, 56], and f -wave
[36, 39, 40, 53]. Apart from Ref. 54, nematic pairing has
been predicted only in a few works [37, 42, 51, 52, 59].
The microscopic RM method allows to find the nematic
pairing, unlike four-band models of Refs. [63–65].
BKT-transition temperature By computing Ds, one
can determine TBKT. In Fig. 3(a) we show TBKT as
a function of max |∆|. We can distinguish two qualita-
tively different regimes: in the weak-coupling limit the
RVB and local interactions yield similar TBKT whereas
for stronger interactions TBKT depends on the pairing
model. Moreover, around max |∆| & 2 meV the be-
haviour of the TBKT curves is almost linear, in accordance
with previous studies [24, 25] where Ds of a flat band
with the local interaction was shown to depend linearly
on the pairing strength. In our case the narrow bands are
not exactly flat but slightly dispersive and thus their flat
band characteristics manifest only when the interaction
strength is sufficiently large [49]. Because of this, we call
the regime with max |∆| & 2 meV as the flat band limit.
In this regime the DP and RM results are in agreement,
whereas for weak interactions the results differ due to
different band structures.
The difference of the two interaction schemes is fur-
ther highlighted in Fig. 3(b) which presents the ratio
kBTBKT/max |∆(T = 0)|. At the flat band limit this
ratio approaches a constant whose value depends on the
pairing potential. In experiments one can measure TBKT
and in principle also deduce ∆ (from the local density of
states) and thus the ratio of these two quantities can be
used to characterize the SC pairing observed in experi-
ments.
In Figs. 3(c)–(d) we present TBKT as a function of ν.
The weak-coupling regime shows a dome-shaped struc-
4FIG. 4. Various superfluid components as a function of
max |∆| at ν ≈ −2 and T = 1.5 K for the (a) RVB and (b)
local interaction obtained from the RM model. Blue curve is
Ds and blue (pink) area depicts Dsgeom (D
s
conv). Results for
Ds and Dsconv computed by considering only 4 and 8 Bloch
bands are also shown, labeled as Ds4, D
s
8 and D
s
4/8,conv. We
have numerically checked that Dsconv ≈ Ds4,conv.
ture of TBKT which reaches its maxima near the half-
fillings of the hole- and electron-doped regimes, similar to
experiments [3]. In the RM model the hole-doped region
is much stronger due to higher density of states at nega-
tive energies [see Fig. 1(b)], while the DP model exhibits
approximate electron-hole symmetry. Strong asymmetry
of RM model is due to the applied rescaling approxi-
mation which amplifies the finite but small asymmetry
of the unscaled model [66]. In the flat band limit, the
shape of the one-particle dispersions are, except for the
pronounced particle-hole asymmetry of the RM model,
completely dissolved.
Geometric contribution One can decompose Ds to con-
ventional, Dsconv, and geometric, D
s
geom, parts, so that
Ds = Dsconv +D
s
geom [24, 27, 66]. The conventional term
depends on the inverse of the effective mass of the Bloch
bands and is thus a single-band contribution, whereas
Dsgeom is a multiband effect depending on the overlap of
the Bloch states and their momentum derivatives of the
form 〈∂kn|m〉, where |m〉 are the single-particle states of
the mth Bloch band and n 6= m [27], i.e. Dsgeom = 0 for
a single-band system. For a strictly flat band, Dsconv = 0
so its superconductivity is purely a multiband process
characterized by a finite Dsgeom. This arises an intriguing
question related to TBG system: how much the inter-
band terms between dispersive and narrow bands affect
Ds via Dsgeom?
We study this question in Fig. 4 for RVB [Fig. 4(a)]
and local [Fig. 4(b)] pairing by presenting the total Ds
and its components. We further show results obtained by
taking into account [66] either only the 4 flat bands or the
8 lowest (4 flat, 4 dispersive) bands labeled as Ds4 and D
s
8,
respectively. In both pairing cases the contribution com-
ing from the 4 flat bands only is relatively small for larger
interactions. The contribution of 8 bands is larger due to
a larger Dsgeom, which is caused by the interband terms
between dispersive and flat bands as the terms between
the dispersive bands only are negligible. The slight dis-
persion of the narrow bands results in a finiteDsconv. Note
that Dsconv ≈ Ds4,conv, i.e. Ds − Ds4,conv gives the total
Dsgeom. From Fig. 4 we see that, at max |∆| ∼ 1 . . . 2 meV
i.e. when the system enters the flat band regime, Dsgeom
surpasses Dsconv for local pairing and becomes significant
in the RVB case. An important implication of Fig. 4 is
the importance of the dispersive bands when computing
Ds and the insufficiency of four band models. Also for a
non-interacting system, higher bands have been argued
to be necessary, but for different (symmetry) reasons [83].
Discussion Our work shows that TBG is character-
ized by two distinct superconducting regimes. When ∆
is much smaller than the flat band bandwidth, the su-
perfluid weight Ds and the BKT transition temperature
TBKT are well described by conventional theory of super-
conductivity. On the other hand, in this weak coupling
regime the results are somewhat different for the RM and
DP models. This is consistent with the low energy dis-
persion in TBG being very sensitive to the details of the
model used [84]. In the flat band regime where ∆ is larger
than the width of the significant density of states in the
flat bands, a major contribution to the superfluid weight
Ds originates from the geometric properties of the bands.
The geometric contribution Dsgeom is proportional to the
quantum metric [24] whose importance in physics has
been recently emerging [24–28, 85–98]. Moreover, in the
flat band regime, both Ds and TBKT depend sensitively
on the pairing mechanism, but not strongly on the em-
ployed microscopic model. In particular, for a non-local
RVB interaction Ds becomes anisotropic, which could be
seen in four-terminal radio frequency spectroscopy exper-
iments to reveal information about the pairing mecha-
nism.
Within both of our models, at θ∗ the crossover be-
tween the two regimes takes place for ∆ = 1 . . . 2 meV,
implying TBKT ≈ 1.5 . . . 3 K. This is also the ballpark of
the experimentally accessed critical temperatures [2, 3].
Thus the geometric contribution of the superfluid weight
and the dependence on the pairing mechanism should be
relevant for current experiments. An interesting future
direction of research is to include other interaction chan-
nels than pairing and explore the insulating states ob-
served in TBG [2, 3, 99]. Based on our results, one can
anticipate that quantum geometry and multiband pro-
cesses are important in superconductivity and correlated
states of other twisted multilayer materials [100–114].
Note added After submission of our manuscript, a re-
lated work [115] appeared at the arXiv preprint server.
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I. DETAILS OF THE RENORMALIZED MOIRE´ (RM) AND DIRAC POINT (DP) MODELS
In this section we provide additional information on the details of our RM and DP models and how the order
parameters are solved from both models.
A. Renormalized moire´ model (RM)
1. Computation of the order parameters
Let us start by writing the Fermi-Hubbard model already presented in the main text:
H =
∑
iαjβσ
tiαjβc
†
iασcjβσ − µ
∑
iασ
c†iασciασ +Hint, (S1)
where for the kinetic hopping amplitudes tiαjβ we use the parametrization provided by the Slater-Koster table of
interatomic matrix elements [1] for pz orbitals of the carbon atoms:
tiαjβ = t(r) = t0 exp
[
− β r − b
b
]x2 + y2
r2
+ t1 exp
[
− β r − c0
b
]z2
r2
, (S2)
where for simplicity we have denoted the distance between riα and rjβ as r = [x, y, z]. Here the z-axis is perpendicular
with respect to the graphene layers. The first term in Eq. (S2) describes the intralayer hopping processes (z = 0),
whereas the interlayer processes are mainly described by the latter term. Here b = a0/
√
3 is the distance between the
nearest-neighbour carbon atoms, a0 = 0.246 nm is the lattice constant of graphene, and c0 = 0.335 nm is the interlayer
distance. In our calculations we use parameters t0 = −2.7 eV, t1 = 0.297 eV, and β = 7.2. We restrict the interlayer
hopping to the terms with r < 4b and consider only the nearest-neighbour intralayer hopping terms.
For the interaction Hamiltonian, we use two different kinds of forms, namely the local attractive Hubbard interaction
Hint = J
∑
iα c
†
iα↑c
†
iα↓ciα↓ciα↑ ≡ Hloc and the resonance valence bond (RVB) type nearest-neighbour pairing potential
Hint =
J
2
∑
〈iαjβ〉 h
†
iαjβhiαjβ ≡ HRVB, in order to see how the nature of the interaction Hamiltonian affects Ds and
TBKT. Local interaction has been extensively used in the past graphene [2–5] and TBG studies [6, 7] to model s-
wave superconductivity mediated by electron-phonon interaction. Strictly speaking, in graphene the local (meaning
also intrasublattice) interaction does not capture all implications of the attractive interaction mediated by electron–
phonon coupling, but also the next-nearest neighbour interactions are often also included [2, 7]. In those works, it has
been shown that the intersublattice coupling results to d-wave pairing. However, s-wave pairing was found to be the
dominant pairing mediated by electron–phonon coupling, in which case the mean-field results of Ref. 7 are essentially
the same as in the completely local model used in e.g. Ref. 6.
In addition to local pairing potentials, also RVB and other non-local pairing schemes have been applied both
in graphene [2, 8–13] and TBG studies [14]. To understand the RVB pairing scheme, let us note that it can be
rewritten as Hint = |J |
∑
〈iαjβ〉 Siα · Sjβ + 1/4niαnjβ , where Siα are spin operators, which is the usual Heisenberg
antiferromagnetic Hamiltonian [15]. For example, in the usual case of large repulsive on-site Coulomb interaction, the
system Hamiltonian assumes the form of the t−J model which has the double occupancy excluded and the interaction
term is the aforementioned Heisenberg antiferromagnet. This leads to e.g. antiferromagnetic Mott-physics in case of
a undoped simple square lattice as is well known [16].
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2In our case we use RVB interaction but without the exclusion of the double occupancy, as in case of graphene the
on-site repulsive Coulomb interaction between electrons is not necessarily large enough to justify the t−J model. Early
treatments of planar organic molecules of σpi-bonds were heavily based on the RVB approach [17] and in 2002 it was
suggested [8] that the RVB approach would be a viable model to describe possible superconductivity in doped graphene
and other similar organic layers. The argument for this is similar than in the case of the usual t − J Hamiltonian:
repulsive on-site Coulomb interaction results in two-body singlet correlations between neighbouring sites. However, as
the on-site repulsion is not large enough, double occupancy is not entirely ruled out. Later in 2007 the RVB model was
used in the mean-field level to show the possibility of d+ id superconductivity in doped graphene layers [9]. In 2010,
the authors of Ref. 10, inspired by the works of Refs. 8 and 9, performed rigorous variational quantum Monte Carlo
calculations by assuming local on-site Couloumb repulsion and showed that, indeed, doped graphene can support
supercurrent with finite nearest-neighbour singlet pairing (RVB) correlations. Thus, non-local singlet pairing can be
thought to originate from the Hubbard model of the graphene layers via the Coulomb electron-electron repulsion.
Non-local singlet d + id (and for some parameters also triplet f -wave) pairing in case of doped graphene was also
obtained in Ref. 18 where functional renormalization group calculations were performed by assuming local and non-
local repulsive Coulomb interactions. The authors of Ref. 18 showed that in graphene next-nearest-neighbour (NNN)
and next-next-nearest-neighbour (NNNN) pairing schemes are possible. The nearest-neighbour RVB interaction used
in our work is one of the simplest possible non-local pairing potentials but of course it would be interesting to also
analyze these NNN and NNNN pairing schemes. This remains a topic of future studies.
To evaluate the chosen interaction Hamiltonians, we apply standard mean-field decoupling which yields
Hloc ≈
∑
iα
∆iαc
†
iα↑c
†
iα↓ + H.c., (S3)
HRVB ≈
∑
〈iαjβ〉
∆iαjβ(c
†
iα↑c
†
jβ↓ − c†iα↓c†jβ↑) + H.c., (S4)
where the order parameters are ∆iα = J〈ciα↓ciα↑〉 and ∆iαjβ = J2 〈cjβ↓ciα↑ − cjβ↑ciα↓〉.
By using mean-field interaction terms (S3) and (S4) and by exploiting the translational invariance, it is easy to
rewrite the Hamiltonian (S1) in the momentum space as
H =
∑
k
ΨkHkΨk, where (S5)
Ψk = [ck↑, c−k↓]T , (S6)
ckσ = [cα=1,k,σ, cα=2,k,σ, ..., cα=M,k,σ]
T , (S7)
cαkσ =
1√
V
∑
iα
eik·riαciασ, and (S8)
Hk =
[H↑(k)− µ↑ ∆(k)
∆†(k) −H∗↓(−k) + µ↓,
]
, (S9)
where the diagonal (off-diagonal) blocks are the Fourier transforms of hopping (pairing) terms. Here M is the number
of lattice sites per unit cell, V is the total area of the system and k belong to the unit cell of the reciprocal lattice.
By solving the BdG eigenproblem Hk |ψik〉 = Eik |ψik〉, we obtain the eigendecomposition Hk = VkDkV †k . The
diagonal matrix Dk contains the eigenenergies Eik, whereas the columns of the unitary matrix Vk are the eigenstates
|ψik〉. One can then write down the self-consistent gap equations for the order parameters with the aid of Dk and Vk.
For the local interaction these read
∆iα = J〈ciα↓ciα↑〉 = J
N
∑
k
[
Vkf(Dk)V
†
k
]
α,M+β
, (S10)
and correspondingly for the RVB
∆iαjβ =
J
2
〈cjβ↓ciα↑ − cjβ↑ciα↓〉 = J
2N
∑
k
{
e−ik·r
rel
jβiα
[
Vkf(Dk)V
†
k
]
α,M+β
− eik·rreljβiα
[
Vk
(
12M − f(Dk)
)
V †k
]
β,M+α
}
,
(S11)
where rreljβiα ≡ rjβ − riα, f is the Fermi-Dirac distribution, N is the number of unit cells, and 12M is a unity matrix
3of size 2M × 2M . The densities for each lattice sites can be solved from the following equations,
niα↑ =
1
N
∑
k
[
Vkf(Dk)V
†
k
]
α,α
, (S12)
niα↓ =
1
N
∑
k
[
Vk
(
12M − f(Dk)
)
V †k
]
M+α,M+α
. (S13)
The gap equations [Eqs. (S10) or (S11)] and density equations (S12) are solved iteratively with the fixed-point
iteration scheme by choosing a random initial ansatz for the order parameters. The iteration is terminated when
the order parameters and densities are converged to a stable solution of the gap equations. Due to the translational
invariance, we can write ∆iα = ∆α, ∆iαjβ = ∆αβ and niασ = nασ. For local interaction there exist M order
parameters (for each lattice site in the unit cell) and in case of RVB there are 3M order parameters to be solved (for
each nearest-neighbour bond). From the obtained order parameters one can then compute the superfluid weight Ds
as explained in section II.
2. Rescaling approximation
When the bilayer graphene systems are twisted close to experimentally used magic angle θ∗ ≈ 1◦, the unit cell
consists of around 12000–13000 lattice sites. Such a huge problem is computationally a rather heavy task and thus
we decrease the number of lattice sites per unit cell, M , by applying a rescaling trick which keeps invariant two
important observables, namely the Fermi velocity of a single graphene vF and the moire´ superlattice periodicity a
while increasing the twist angle θ and thus decreasing M . More specifically, the Fermi velocity is proportional to a0
and t0, so that vF ∝ a0t0. On the other hand, the moire´ periodicity is a = a0/2 sin(θ/2). With this information, one
can introduce the following rescaling under which a and vF remain invariant [14, 19]:
t′0 =
t0
λ
, a′0 = λa0, c
′
0 = λc0, λ =
sin θ′/2
sin θ/2
, (S14)
where the primed quantites are the ones used in computations. With this trick one can apply much larger twist angles
θ′ than the usual magic angle θ ∼ 1◦ and thus have much less lattice sites per moire´ unit cell than at θ ∼ 1◦. The
rescaling is characterized by the rescaling parameter λ > 1: larger λ means more aggressive rescaling and larger θ′,
whereas λ = 1 corresponds to the unscaled model.
Most importantly, the rescaling is able to reproduce the flat bands and dispersive bands sufficiently well near the
charge neutrality point as demonstrated in Fig. S1 where the low energy band structure is depicted for three different
scaling parameters λ. The unscaled angle is chosen to be θ = 1.0138◦ and the rescaled angles are θ′ = 4.4085◦,
θ′ = 1.8901◦, and θ′ = 1.0178◦, corresponding to the scaling factors of λ = 4.3475, λ = 1.8643, and λ = 1.004 (we
do not use here λ = 1 as our twist θ = 1.0138◦ is not strictly commensurate, i.e. it strictly does not yield periodic
structure, whereas our twist angles θ′ used in the computations are always commensurate i.e. they strictly preserve
the translational invariance.) We see that already a rather aggressive rescaling with M = 676 and λ = 4.3475 is able
to reproduce reasonably well the low energy band structure and a less aggressive rescaling of λ = 1.8643 is in practice
identical to the unscaled band structure. From Fig. S1 we also see that rescaling amplifies the small electron-hole
symmetry of the unscaled system. This explains why we see a fairly non-symmetric TBKT profile as a function of
filling for RM model as shown in Figs. 2(c)–(d) of the main text.
The rescaling approximation can be qualitatively understood by noting that under the rescaling the intraband
hopping becomes smaller, i.e. the interband hopping terms become relatively more prominent and therefore one does
not need to apply such a small twist angle to obtain flat band structures near the charge neutrality point.
3. Choosing the twist angle
More aggressive rescaling, i.e. larger λ, yields a smaller amount of lattice sites per moire´ unit cell. However, λ
cannot be arbitrarily large as too strong rescaling cannot reproduce the original unscaled one-particle energy band
structure. Feasibility of a specific rescaling λ depends on the value of θ. Some twist angles θ allow one to use more
aggressive rescaling than some other twist angles.
The unscaled tight-binding model yields reasonably narrow bands near the charge neutrality point for the twist
angles in the range of around θ ≈ 0.95◦ . . . 1.05◦ so that the bandwidth of the flat bands at θ = 1.05◦ is around
20 meV, whereas near 0.95◦ it is less than 10 meV. In this angle range also the band gaps between the dispersive and
4FIG. S1. (a)–(c) Low energy band dispersions for θ = 1.0138◦ by using three different rescaling strengths. The most aggressive
rescaling, namely λ = 4.3475, slightly alters the shape of the flat bands but at the same time yields a considerably easier
problem to solve with only 676 lattice sites per unit cell.
FIG. S2. Flat band dispersion for three different twist angles computed by using two different rescaling strengths. Thick lines
correspond to dispersions computed with strong rescaling that yields M = 676, whereas thin lines correspond to rescaling of
M = 3676.
flat bands are notable. Based on these remarks, one is tempted to use angles near 0.95◦ as there the bandwidth is at
smallest. However, it turns out that to reproduce the shape of these extremely narrow flat bands near 0.95◦ requires
extremely mild rescaling and so one has to deal with a large number of lattice sites within a unit cell. On the contrary,
for less narrow bands one can apply a more aggressive rescaling. In Fig. S2 we show the flat band dispersions for
three different twist angles: θ = 0.987 93◦ [Fig. S2(a)], θ = 1.0138◦ [Fig. S2(b)], and θ = 1.05◦ [Fig. S2(c)]. The
dispersions are plotted with two different rescaling angles: the thick lines correspond to the rescaling that yields
M = 676 and the narrow lines to the rescaling with M = 3676. The latter rescaling is sufficient to get fairly accurate
band structures compared to the unscaled model. We see that more aggressive rescaling yields smaller bandwidths
and at θ = 0.987 93◦ alters the shape of the bands considerably. From Fig. S2(a) one can see that with aggressive
rescaling the third lowest flat band actually touches the two lowest bands. For larger θ the shapes of the flat bands
remain rather invariant under the aggressive scaling. In these cases two lowest bands remain, apart at the Dirac
5FIG. S3. (a) Different spatial components of Ds for RVB interaction at ν ≈ −2 as a function of the interaction strength |J |.
(b) The corresponding densities of the flat bands. (c) The spatial profile of ∆iαjβ at |J | = 0.11 eV.
points, isolated from the two upper flat bands and also the overall shape of the bands is fairly well reproduced. As
argued in the next section, it is important to preserve the shapes of the energy bands essentially unaltered to obtain
the isotropic SC state characterized by the mixed (p+ ip) + (d+ id) pairing symmetry.
In our RM computations we use θ = 1.0138◦ and λ ≈ 4.3475 which yields M = 676 and θ′ = 4.4085◦, i.e. we use
the dispersions depicted in Fig. S1(a) and S2(b). This choice is a good compromise between the bandwidth and the
shape of the rescaled bands.
4. Isotropic SC state with weak RVB interaction
In the main text we showed that at the flat band regime the RVB interaction breaks the C3-symmetry of the TBG
lattice and consequently results in nematic SC states which manifest as an anisotropic superfluid weight. However,
for weak enough RVB interactions, when the underlying symmetries of the lattice play a prominent role, one obtains
isotropic SC states. This is shown in Fig. S3(a) where we have reproduced the superfluid weight RVB results of Fig.
2(e) of the main text but this time (for clarity) as a function of the interaction strength J . One can see in the weak
coupling regime the isotropic phase for which Dsxx = D
s
yy and D
s
xy = 0. For some critical interaction strength the
system then becomes nematic.
This transition to the nematic phase is visible also in Fig. S3(b) where we plot the densities of the four flat bands
as a function of |J |. In the isotropic phase only the lower two flat bands are occupied whereas in the nematic phase
the interaction is strong enough to redistribute some of the electrons to the upper flat bands. This is the reason why
we are not using e.g. the twist angle θ = 0.988◦ depicted in Fig. S2(a) for which the third lowest flat band actually
touches the lowest flat band for a chosen rescaling strength. Due to this band touching, the electrons are redistributed
to the upper flat bands with a vanishingly small interaction strength which prevents one to obtain the isotropic SC
state. We emphasize that this band touching is an aberration caused by the rescaling approximation: for weaker
rescaling (i.e. smaller λ) one should obtain the isotropic phase in the weak coupling regime also for θ = 0.988◦.
For completeness, the spatial profile of the order parameters of the isotropic phase is shown in Fig. S3(c) for
|J | = 0.11 eV. In contrast to the isotropic phase resulting from the local interaction, the pairing symmetry here is
not an s wave but a mixed (p+ ip) + (d+ id) wave as was shown in Ref. 14.
B. Dirac point model (DP)
As described in Ref. 6, the G,G′-component (vectors in the reciprocal superlattice) of the normal-state Hamiltonian
matrix element H0ρk := H1kin,ρk +H2kin,ρk +H⊥kin,ρk − µ1 at valley ρ ∈ {+,−}, k ∈ MBZ is
H0ρk(G,G′) =
(
[~vFσρ · (k+G+ ρ∆K/2)− µ]δGG′ tρ⊥(G−G′)
tρ⊥(G
′ −G)† [~vFσρθ · (k+G− ρ∆K/2)− µ]δGG′
)
, (S15)
6where the matrix structure corresponds to the layer space, σρ = (ρσx, σy) consists of Pauli matrices acting in
the sublattice space, σρθ = R(θ)σ
ρ is the θ-rotated version of it, vF is the Fermi velocity of monolayer graphene,
∆K = R(θ)K − K is a vector from the graphene K-point to its θ-rotated counterpart, and tρ⊥(G) is a sublattice
matrix containing a Fourier component of the interlayer coupling (times an exponential factor) with the elements
tρ,ss
′
⊥ (G) =
1
N
∑
r∈MUC
e−iG·(r+δsBδ1)eiρK
θ·δss′ (r)t⊥(δss
′
(r)). (S16)
Here δss
′
(r) is the horizontal displacement vector between the site at r, sublattice s in layer 1 and the nearest-neighbor
at sublattice s′ in layer 2. δ1 denotes one of the nearest-neighbor vectors connecting the graphene A and B sublattices.
The sum is over the graphene A sublattice sites in the superlattice unit cell (the moire´ unit cell MUC), and N denotes
the number of these sites. The interlayer coupling depends only on the (horizontal) distance δ between the atoms,
and is parametrized by a Slater-Koster parametrization as [20, 21]
t⊥(δ) =
1
c20 + δ
2
(
c20Vppσ
(√
c20 + δ
2
)
+ δ2Vpppi
(√
c20 + δ
2
))
, (S17)
with
Vppσ/pi(r) = α
σ/pi
1 fppσ/pi(r), fppσ/pi(r) = r
−ασ/pi2 exp
(
−ασ/pi3 rα
σ/pi
4
)
. (S18)
Here c0 = 3.35 A˚ is the Bernal graphite interlayer distance, a0 = 2.461 A˚ is the graphene lattice constant, and the α
parameters are chosen as
ασ1 = t
0
⊥/fppσ(c), α
σ
2 = 0.7620, α
σ
3 = 0.1624, α
σ
4 = 2.3509,
αpi1 = t
0/fpppi(a0/
√
3), αpi2 = 1.2785, α
pi
3 = 0.1383, α
pi
4 = 3.4490,
where t0 = −3.08 eV is the intralayer nearest-neighbour hopping energy and t0⊥ = 0.27 eV is the Bernal bilayer
graphene nearest-neighbour hopping energy.
In the superconducting state we consider only the local interaction, in which case the G,G′-component of the BdG
Hamiltonian reads
Hρk(G,G′) =
(H0ρk(G,G′) ∆(G−G′)
∆∗(G′ −G) −H0ρk(G,G′)
)
, (S19)
where the matrix structure corresponds to the Nambu space, and the components of the superconducting order
parameter ∆ = diag(∆1A,∆1B ,∆2A,∆2B) are solved from the self-consistency equation
∆ls(G) = λ
∑
ρ,b,G′
∫
MBZ
dk
(2pi)2
uρbk,ls(G
′)v∗ρbk,ls(G
′ −G) tanh
(
Eρbk
2kBT
)
. (S20)
Here the band sum b is calculated over the positive energy bands, l ∈ {1, 2} is the layer index, s ∈
{A,B} is the sublattice index, and |ψρbk(G)〉 = (|uρbk(G)〉 , |vρbk(G)〉)T [in Nambu space] with |uρbk(G)〉 =
(uρbk,1A(G), uρbk,1B(G), uρbk,2A(G), uρbk,2B(G))
T and Eρbk are the eigenvectors and eigenenergies of the BdG equa-
tion ∑
G′
Hρk(G,G′) |ψρbk(G′)〉 = Eρbk |ψρbk(G)〉 ⇔ Hρk |ψρbk〉 = Eρbk |ψρbk〉 . (S21)
The self-consistency equation is solved by the fixed point iteration scheme for a fixed chemical potential µ.
For the BdG Hamiltonian we can calculate the total number density for a given chemical potential µ from
n = 2
∑
ρ,b
∫
MBZ
dk
(2pi)2
[〈uρbk|uρbk〉 f(Eρbk) + 〈vρbk|vρbk〉 (1− f(Eρbk))] , (S22)
where the factor of 2 comes from spin, f is the Fermi-Dirac distribution, and the band sum b is calculated over the
positive energy bands.
7II. CALCULATION OF THE SUPERFLUID WEIGHT
In this section we go through very briefly the essential equations to compute Ds in case of our RM and DP methods,
show how Ds can be split to conventional and geometric terms, and discuss why our results for Ds are not in agreement
with results of Ref. 22.
We compute Ds by using the linear response theory stated in Ref. 23. Therefore our starting point is the Fermi-
Hubbard Hamiltonian of (S1). To probe the system current response, we apply a spatially slowly varying vector
potential A via the Peierls substitution such that the hopping amplitude tiαjβ ≡ tab (a ≡ iα, b ≡ jβ) is rewritten
as tab(A) = tabe
−i ∫ ra
rb
A(r)·dr ≈ tabe−iA(rCMab )·rrelab (we set the Planck constant and the elementary charge to unity, i.e.
~ = e = 1), where rCMab = (ra+rb)/2 and rrelab = ra−rb. Then we expand the exponents up to second order so that our
Hamiltonian becomes H(A) = H+
∑
µ
∑
abAµ(r
CM
ab )j
p
µ(a, b)+
1
2
∑
µν
∑
abAµ(r
CM
ab )Tµν(a, b)Aν(r
CM
ab ) . Here j
p
µ(a, b) =∑
σ tabr
rel
ab,µc
†
aσcbσ is the paramagnetic current operator and Tµν(a, b)Aν(r
CM
ab ) =
∑
σ tabr
rel
ab,µr
rel
ab,νc
†
aσcbσAν(r
CM
ab )
is the diamagnetic current operator. By using the expression for the total induced current density, jµ(r
CM
ab ) =−δH(A)/δAµ(rCMab ), and linear response theory, we obtain in the momentum and frequency domain the relation
jµ(q, ω) = −Kµν(q, ω)Aν(q, ω), where Kµν is the current-current response function of the form
Kµν(q, ω) = 〈Tµν〉 − i
∫ ∞
0
dteiωt〈[jpµ(q, t), jpν (−q, 0)]〉, (S23)
and
Tµν =
∑
k,σ
c†kσ∂µ∂νHσ(k)ckσ, (S24)
jpµ(q) =
∑
k,σ
c†kσ∂µHσ(k+ q/2)ck+qσ, (S25)
with ∂µ ≡ ∂kµ , are the diamagnetic and paramagnetic current parts, respectively.
The superfluid weight Ds is defined via the static Meissner effect (ω = 0) and by taking the proper long wavelength
limit of the transverse component of the current response function, see e.g. Refs. 23 and 24. In the mean-field level
we can simply use the limit [24]
Dsµν = lim
q→0
lim
ω→0
Kµν(q, ω). (S26)
This definition is equivalent with the one defined via the change of free energy due to the phase twist applied to the
superconducting order parameter which leads to the form of Dsµν ∝ ∂
2Ω(A)
∂Aµ∂Aν
∣∣
A=0
, where Ω is the grand canonical
potential [25].
Be deploying the mean-field theory and Green’s function formalism, it was shown in Ref. 23 for local Hubbard
interactions that Eq. (S26) leads to the following expression for Ds,
Dsµν =
1
V
∑
k,i,j
f(Ejk)− f(Eik)
Eik − Ejk ( 〈ψik|∂µHk|ψjk〉 〈ψjk|∂νHk|ψik〉 − 〈ψik|∂µHkτz|ψjk〉 〈ψjk|τz∂νHk|ψik〉), (S27)
where the eigenstates and eigenenergies are solved from the BdG equation Hk |ψik〉 = Eik |ψik〉, τz is a Pauli matrix
acting in Nambu space, f is the Fermi-Dirac distribution, and V is the area of the sample. The difference quotient is
interpreted as −f ′(Eik) when Eik = Ejk. In our TBG models the Hamiltonians are written in the superlattice-folded
picture so that the k sum is over the moire´ Brillouin zone (MBZ) and the i and j sums are over the bands enumerating
the eigenstates for each k.
In case of the local interaction used in Ref. 23, the order parameters do not have momentum dependence and thus
the derivatives ∂µHk are simply block diagonal matrices. However, for non-local interactions such as RVB used in our
work, the order parameters depend on the momentum and thus the superfluid weight has a slightly different form,
Dsµν =
1
V
∑
k,i,j
f(Ejk)− f(Eik)
Eik − Ejk ( 〈ψik|∂µHk(∆ = 0)|ψjk〉 〈ψjk|∂νHk|ψik〉
− 〈ψik|∂µHk(∆ = 0)τz|ψjk〉 〈ψjk|τz∂νHk(∆ = 0)|ψik〉). (S28)
The only difference compared to Eq. (S27) is the derivatives of the order parameters in the diamagnetic part. However,
in our case the order parameters are always really small compared to the kinetic terms and therefore we can in
8practice ignore extra terms arising from the derivatives of the order parameters. Therefore, in case of RM method we
apply (S27) for both the local and RVB interaction schemes by taking ∂µHk = ∂µHk(∆ = 0).
In the DP model we assume that most of the contribution comes from states near the Dirac points, so that after
writing everything in the valley-separated formalism, Eq. (S27) reads
Dsµν =
1
V
∑
ρ,k,i,j
f(Eρjk)− f(Eρik)
Eρik − Eρjk ( 〈ψρik|∂µHρk|ψρjk〉 〈ψρjk|∂νHρk|ψρik〉− 〈ψρik|∂µHρkτz|ψρjk〉 〈ψρjk|τz∂νHρk|ψρik〉),
(S29)
where the eigenstates and eigenenergies are solved from the BdG equation (S21). In the case of the DP model we use
Eq. (S29) to compute Ds.
A. The form of superfluid weight in the presence of C3 rotational symmetry
It can be shown that the superfluid weight is isotropic in the presence of C3 rotational symmetry. Let e1 be a unit
vector, and e2 is obtained from e1 by a C3 rotation, i.e., e2 = R(
2pi
3 )e1, and then e3 = R(
2pi
3 )e2 = −e1−e2. We write
the superfluid weight tensor by using the coordinate vectors e1 and e2 as
Ds = Ds11e1e1 + 2D
s
12e1e2 +D
s
22e2e2.
After a C3 rotation, we get
C3D
sC−13 = D
s
11e2e2 + 2D
s
12e2(−e1 − e2) +Ds22(−e1 − e2)(−e1 − e2),
= Ds22e1e1 + 2(D
s
22 −Ds12)e1e2 + (Ds11 +Ds22 − 2Ds12)e2e2.
Since C3D
sC−13 = D
s, we find Ds11 = D
s
22 and D
s
12 = D
s
11/2. In terms of the Cartesian coordinates ex and ey (e1 = ex
and e2 = − 12ex +
√
3
2 ey), the superfluid weight becomes
Ds = Ds11(e1e1 + e1e2 + e2e2),
= Ds11
[
exex + ex
(
−ex
2
+
√
3
2
ey
)
+
(
−ex
2
+
√
3
2
ey
)(
−ex
2
+
√
3
2
ey
)]
,
=
3Ds11
4
(exex + eyey), (S30)
which is isotropic.
B. Geometric contribution and flat band superconductivity
As TBG is an extremely complicated multiband system, it is highly instructive to decompose Ds into the contribu-
tions of different one-particle Bloch states. We do this by using the method presented in Ref. 23, namely we expand
the BdG states |ψik〉 in the basis of Bloch functions by writing
|ψik〉 =
M∑
m=1
(
w+,im |+〉 ⊗ |m〉↑ + w−,im |−〉 ⊗
∣∣m∗−〉↓ ), (S31)
where |m〉↑ [
∣∣m∗−〉↓] is the eigenstate of H↑(k) [H∗↓(−k)] with the eigenenergy ↑,m,k [↓,m,−k] and |±〉 are the eigen-
states of τz with eigenvalues ±1. As in our case we in practice always have ∂µHk = ∂µHk(∆ = 0), it is straightforward
to rewrite Ds of Eq. (S27) in the following form:
Ds = 2
∑
k,i,j
f(Ejk)− f(Eik)
Eik − Ejk
[ ∑
m1,m2
w∗+,im1w+,jm2↑ 〈m1| ∂µH↑(k) |m2〉↑
∑
m3,m4
w∗−,jm3w−,im4↓
〈
m∗−3
∣∣ ∂νH∗↓(−k) ∣∣m∗−4〉↓
+ (µ↔ ν)
]
. (S32)
We apply this expression when studying in Fig. 4 of the main text the superfluid weight by taking into account only
the four flat bands or eight (4 flat, 4 dispersive) bands.
9The matrix elements of the current operator can be further written as follows
[jµ,σ(k)]mn = σ 〈m| ∂µHσ(k) |n〉σ = ∂µσ,m,kδmn + (σ,m,k − σ,n,k)σ 〈∂µm|n〉σ. (S33)
From Eqs. (S32) and (S33) we see that there exist two different kinds of terms: the diagonal matrix elements of the
current operator depend only on derivatives of the one-particle energy dispersions while the off-diagonal elements
only on the momentum derivatives of the Bloch states. Thus Ds can be split into two terms: the conventional part
Dsconv that includes only the diagonal, i.e. intraband, current operator matrix elements (m1 = m2 and m3 = m4),
and the geometric part Dsgeom that includes off-diagonal, i.e. interband, current operator matrix elements so that
Ds = Dsconv + D
s
geom. The conventional part consists purely of the intraband current terms and is therefore zero for
a single exactly flat band (as ∂µσ,m,k = 0). Other way to see this is to note that D
s
conv is inversely proportional to
the effective mass of the electrons [25] which for an exactly flat band is infinite. Therefore non-zero superconductivity
of a flat band is always a multiband property involving interband current processes between the flat band and other
bands, i.e. finite Dsgeom.
Roughly speaking, Dsconv scales with the bandwidth, whereas D
s
geom scales with the interaction strength as larger
interaction implies larger band mixing and thus more prominent interband processes. Therefore it is not surprising
that we find a large geometric contribution in the flat band regime, as shown in the main text. Because of similar
reasoning, it is understandable that interband terms between the flat and dispersive bands affecting Dsgeom for stronger
interactions are important, and that at the flat band regime dispersive bands cannot be discarded when computing
the total superfluid weight.
The importance of Dsgeom and the origin of the flat band superfluidity was for the first time addressed in Ref.
25 where generic multiband Hubbard models were studied at the mean-field level in the presence of local Hubbard
interaction (characterized by the coupling strength J) and time-reversal symmetry. The authors of Ref. 25 considered
an isolated flat band limit, i.e. the case where the Fermi surface lies within the flat band and interaction |J | much
smaller than the band gap Egap between the flat and other bands, i.e. |J |  Egap. As the other bands are well
separated from the flat band and the interaction is weak enough not to considerably mix the bands, the Cooper
pairing in practice takes place only within the flat band. One is then tempted to perceive this limit as a single-band
problem for which Ds would be zero as Dsconv is zero for a flat band and D
s
geom is zero for a single-band problem.
However, from Eq. (S33), one can see that the geometric contribution actually scales as a function of Egap and one has
to be careful when taking the isolated flat band limit. It was shown in Ref. 25 that, indeed, the superconductivity of
an isolated flat band is caused by the geometric superfluid weight term which, at low temperatures and with uniform
local on-site pairing reads
Dsgeom,µν ∝ ∆
∫
B.Z.
gf.b.µν (k) dk ≡ ∆Re[M f.b.µν ], where (S34)
M f.b.µν ≡
∫
B.Z.
Bf.b.µν (k) dk . (S35)
Here gf.b.(k) = Re 〈∂µnf.b.(k)|
(
1− |nf.b.(k)〉 〈nf.b.(k)|
) |∂νnf.b.(k)〉 is the quantum metric of the flat band (|nf.b.〉 are
the Bloch states of the flat band, ∂µ ≡ ∂/∂kµ) and Bf.b.(k) is the corresponding quantum geometric tensor whose real
(imaginary) part gives the quantum metric (Berry curvature) of the flat band [26]. Similar results can be obtained
also without TRS [23]. Note that in (S34) Ds ∝ ∆, i.e. the superfluid weight is linearly proportional to the pairing
amplitude in the isolated flat band limit. This is similar to the behaviour of Ds of TBG in the presence of local
interaction as can be seen from Fig. 4 of the main text, according to which Ds grows linearly when max |∆| & 2 meV,
implying that Ds in this limit is dictated by the quantum metric.
An intriguing property of relation (S34) is the fact that it can be evaluated with the Bloch states of the flat band
only, even if the geometric contribution is a multiband process involving the interband matrix elements of the current
operator. This is because the influence of the other bands arises implicitly from the form of the flat band Bloch
states which are defined by the geometric properties of the quantum states of the whole lattice structure. It should
be also emphasized that the existence of the other bands are required even though the Cooper pairing essentially
takes place within the flat band and the pairing within the other bands is very small compared to the flat band.
This can be reflected to TBG, where in the flat band regime of max |∆| & 2 meV the existence of the dispersive
bands have to be taken into account even though the Cooper pairing occurs predominantly within the narrow bands
only. Furthermore, even though the geometric contribution Dsgeom consists of interband current terms, it does not
require the interband pairing to be nonzero. Actually, in case of the Lieb lattice, the interband terms are in practice
vanishingly small but Dsgeom is large [27]. The same applies to the TBG computations of this work: interband order
parameters are in general negligible compared to the intraband order parameters but Dsgeom can nevertheless be the
dominant contribution.
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FIG. S4. Ds, Dsgeom, and D
s
conv computed with RM method for two twist angles, θ = 0.98
◦ (red lines) and θ = 1.013◦ (purple
lines), at ν ≈ −2 and T = 1.5 K as a function of the pairing strength in case of the local interaction. The results for θ = 1.013◦
are the same as those presented in Fig. 4(b) of the main text.
To give an intuitive picture to Eq. (S34) and the superfluidity of the flat bands in general, let us consider the
quantum metric in a more general footing. To this end, let us introduce the infinitesimal distance between the
quantum states of the nth energy band as follows
D2n(k,k+ dk) = 1− |〈n(k)|n(k+ dk)〉|2, (S36)
which reaches its maximum value of unity when the states are not overlapping at all. One can define the quantum
metric gnµν(k) by expanding (S36) as
D2n,µν(k,k+ dk) =
∑
µν
1
2
gnµν(k) dkµ dkν . (S37)
Here the higher order terms are ignored. Thus the quantum metric is related to the overlap of the quantum states. For
example, in Ref. [25] it was shown that the superfluidity of a topologically non-trivial flat band is always positive as
for a topological Bloch band one cannot construct the Wannier functions to be maximally localized with exponentially
decaying amplitude [25, 28]. This implies finite delocalization and thus finite overlap between the Wannier functions.
Therefore, superfluidity of, at least topological, flat bands can be explained by finite overlap of the Wannier functions
which allows finite current transport.
However, also topologically trivial flat bands can support supercurrent which is related to the finite quantum
metric. To understand this, in Ref. 29 flat band superconductivity was approached from a different angle, namely
via the two-body problem. Usually, in a non-flat band system, the Fermi sea is unstable towards the formation of
bound pairs. In a flat band there does not exist a well-defined Fermi surface due to the degenerate states of the flat
band. If this degeneracy is preserved in the presence of interactions, the existence of a bound state is not enough
for superconductivity as then the condensation of Cooper pairs to a certain momentum state and the formation of
a coherent superconducting state is not probable. In other words, in the presence of degenerate bound states, the
effective mass of the Cooper pairs is infinite. The authors of Ref. 29 showed that, in the presence of interactions, the
degeneracy can be lifted and the mass of the Cooper pairs can be finite when the Bloch states of the flat band have
finite overlap and when their spatial derivatives are non-zero. Importantly, in case of the uniform pairing, the condition
of overlapping quantum states reduces to the quantum metric results of Refs. 23 and 25. This connection relates the
quantum metric directly to finite overlapping of the wavefunctions of the flat band. Moreover, the quantum metric
is also present in a localization functional that describes the spread of the Wannier functions [25]. Finite quantum
metric integral bounds the functional from below and thus implies finite spread and hence finite overlap between the
Wannier functions.
In addition to the present work, the role of the geometric superfluid weight in case of TBG was also highlighted
in Ref. 30 by using a TBG continuum model developed in Ref. 31 where also other dispersive bands are taken into
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account. The main finding of Ref. 30 was that when the bandwidth of the narrow bands are minimized at the magic
twist angle, the geometric contribution Dsgeom is larger than the conventional term D
s
conv for the interaction strength
used in Ref. 30. Correspondingly, by tuning the twist slightly off from the magic angle, the conventional term emerges
as the main contribution, i.e. Dsconv > D
s
geom. The conventional term was shown to depend heavily on the twist angle,
whereas the geometric part was shown to be less sensitive to the twist. This is understandable as Dsconv depends
strongly on the bandwidth of the narrow bands, decreasing as the bandwidth becomes smaller. Furthermore, as the
interaction strength chosen in Ref. 30 was rather small, TBKT being around 0 − 2 K, it is easy to comprehend that
conventional term can dominate over the geometric one, as can be also seen e.g. from Figs. 4(a) and 4(b) of the
main text where, at the regime of TBKT ∼ 0− 2 K, Dsconv indeed is prominent. To see whether the RM method yields
similar behavior, Ds, Dsgeom, and D
s
conv computed with RM are plotted in Fig. S4 for two different twist angles,
namely θ = 1.013◦ and θ = 0.98◦ as a function of the pairing strength at ν ≈ −2 in case of the local interaction. The
bandwidth of the narrow band structure is slightly smaller for θ = 0.98◦ and, indeed, one can see from Fig. S4 that
Dsconv is considerably smaller for θ = 0.98
◦, whereas Dsgeom is more or less the same for both angles. One can further
see that there exists a weak-coupling regime where Dsgeom > D
s
conv at θ = 0.98
◦ but Dsgeom < D
s
conv at θ = 1.013
◦,
reflecting the weak-coupling results of Ref. 30.
In Ref. 32 a geometric lower bound for Ds of TBG was derived in the absence of the dispersive bands and by
assuming exactly flat bands. This lower bound was found to be proportional to the so-called Wilson loop winding
number of the flat bands; a result that can be taken as yet another way to bound Ds from below by the geometric
properties of the quantum states, in addition to the bounds defined by the Chern number [25] and the Berry curvature
[23]. As the dispersive bands in Ref. 32 were ignored, the geometric contribution coming from the interband current
terms between the flat and dispersive bands was not considered and the weak coupling limit was assumed. Thus the
results of Ref. 32 cannot directly be related to the results presented in our work and in Ref. 30, but all three works
present strong arguments that geometric properties of the quantum states play a significant role in superconductivity
of TBG. Particularly, our results highlight the necessity to consider the geometric contribution, especially in case of
stronger pairing interactions, when calculating the superfluid weight of TBG and other twisted multilayer systems.
Therefore, being realizable in experiments, TBG can be potentially very important in terms of accessing and measuring
the geometric contribution experimentally.
C. Comparison to the “upper” limit of Ds derived in Hazra et al.
In Ref. 22 the upper limit of Ds and TBKT were computed for TBG system. The authors of Ref. 22 concluded
giving an upper limit estimate of Dsmax ∼ 1.5 meV (in our units, note that the superfluid weight definition of Ref. 22
differs from our definition by a factor of four), regardless of the interaction mechanism or the interaction strength.
Their estimate clearly contradicts with the results obtained by our two different models. The explanation for this
disagreement is the use of oversimplified approximations in Ref. 22. We go here briefly through their arguments for
achieving the upper limit of Ds and we argue why their upper limit for Ds is not valid for arbitrary interaction
strengths or mechanism.
The first important point is that the authors of Ref. 22 deploy an effective model, developed in Ref. 33, that consists
of only four flat bands. However, we showed in Fig. 4 of the main text that especially for strong interaction strengths
the geometric contribution Dsgeom arising from the off-diagonal matrix elements of the current operator [See Eq. (S33)]
between the flat and dispersive bands is the most prominent part of the total superfluid weight. But the model used
in Ref. 22 consists only of the flat bands, with dispersive bands being absent. As there are no dispersive bands
implemented in their model, there cannot be any geometric contribution coming from the interband terms between
flat and dispersive bands. Hence, the claim stating that the upper limit for TBKT derived in Ref. 22 holds for arbitrary
interaction strength or interaction mechanism is readily shown to be invalid. This is not surprising: if the interaction
strength is large enough, the dispersive bands become involved to the superconducting pairing, which is manifested
by our results in Fig 4. of the main text.
To further highlight that the upper limit of Ref. 22 works only on the weak coupling regime, let us write down their
argument. The starting point is the expressions (S23)–(S26) which can be rewritten as
Dsµν = D
s
µν,dia +D
s
µν,para, (S38)
where Dsµν,dia = 〈Tµν〉 is the diamagnetic part and correspondingly the paramagnetic contribution is Dsµν,para =
limq→0 limω→0[−i
∫∞
0
dteiωt〈[jpµ(q, t), jpν (−q, 0)]〉]. It can be shown that the paramagnetic part is always zero or
negative, thus it follows that Dsµν,dia > Dsµν (usually in multiband systems the absolute values of dia- and paramagnetic
parts are much larger than the absolute value of Ds). Therefore, the argument used by the authors of Ref. 22 is to
compute the diamagnetic part Dsµν,dia to obtain the upper limit for the total superfluid weight D
s.
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It is straightforward to rewrite the diamagnetic term in the following form,
Dsµν,dia = 〈Tµν〉 =
∑
m,m′,k,σ
M−1mm′(k, σ)〈c†kσmckσm′〉, (S39)
where the inverse mass tensor is given by M−1mm′(k, σ) = [U
†(k)∂µ∂νHσ(k)U(k)]mm′ . Here the columns of U(k) are
the one-particle Bloch states and ckσm′ is the annihilation operator for the Bloch state in the mth Bloch band of
momentum k and spin σ.
Now let us consider a situation where we are at the hole doping regime. The authors of Ref. 22 in this case assume
that the two flat bands in the electron-doped side are empty. This is already an implicit assumption about the
weak-coupling regime: for stronger interaction there exists finite electron occupation also in the upper flat bands, as
can be seen in Fig. S3(c) for example. Due to the Cauchy-Schwarz inequality 〈c†kσmckσm′〉 <
√
nkσmnkσm′ , where
nkσm = 〈c†kσmckσm〉, one can deduce then that 〈c†kσmckσm′〉 = 0 if the band index m or m′ refer to one of the
two upper flat bands. There can still exist off-diagonal term if both m and m′ refer to two hole-doping regime flat
bands but also these off-diagonal elements are in Ref. 22 discarded. Thus the authors ignore the interband terms and
end up having the form Dsµν,dia =
∑
m,k,σM
−1
mm(k, σ)〈nkσm〉. The occupation expectation value is then evaluated
by assuming the step function 〈nkσm〉 = Θ(µ − m(k)), i.e. by assuming the zero temperature and non-interacting
limit for the occupation numbers. Therefore, their final upper bound for the superfluid weight of TBG system is
Dsmax =
∑
m,k,σM
−1
mm(k, σ)Θ(µ− m(k)) and with this expression the authors obtain Fig. 1 shown in Ref. 22, where
the largest value for the superfluid weight (in our units) is around ∼ 0.15 meV. This is of the same order of magnitude
than our weak-coupling results at very low temperatures, see for example Fig. 3(e) of the main text. This is not
surprising as essentially all the assumptions done in Ref. 22 implicitly require weak interaction strengths. Thus rather
than calling it the generic upper limit for Ds, the result of Ref. 22 can be taken as a reasonable estimate for Ds in
case of weak interactions. Note that this estimate is close to the superfluid weight of the RVB case shown in Fig. 4
of the main text but those results are evaluated at considerably higher temperatures of T ≈ 1.5 K.
III. SUPERFLUID WEIGHT AND TBKT AT THE CHARGE NEUTRALITY POINT
In the main text we provided TBKT and TBKT/max|∆| as function of the pairing strength at half-filling of the
hole-doping flat band regime, i.e. at ν ≈ −2. Here we provide, for completeness, similar plots for the case ν = 0, i.e.
at the charge neutrality point.
In Fig. S5 we show, as a function of max|∆|, TBKT [Fig. S5(a)] and the ratio TBKT/max|∆| [Fig. S5(b)] for ν = 0.
For comparison, also the results of ν = −2 are shown. One can see that both quantities behave very similarly for
both fillings and especially in case of local interaction, TBKT/max|∆| seems to be rather independent on the filling in
the flat band regime.
IV. SUPERFLUID WEIGHT AS A FUNCTION OF THE RENORMALIZATION STRENGTH
To demonstrate the validity of the renormalization scheme, in Fig. S6 we plot Ds for both local and RVB interaction
schemes at ν ≈ 0 and T = 1.5 K for three different renormalization strengths with M = 676, M = 868, and M = 1324,
where M is the number of lattice sites per unit cell. In all the calculations shown in the main text one has M = 676.
We see that the results remain more or less the same when M is increased, i.e. when the strength of the renormalization
is decreased. Thus, using the renormalization of M = 676 in the computations presented in the main text is justified.
One should also note that the DP method (which has nothing to do with the renormalization method) yields similar
results for Ds than the RM method in case of the local interaction, as one can see from the results shown in the main
text.
Heuristically, the renormalization method, yielding smaller amount of lattice sites within the moire´ unit cell, can be
thought as a coarse-grained model which has less degrees of freedom than the full microscopic model but which still
features the same physics as the full model. The success of the renormalization method is not surprising as its main
effect is to increase the relative strength of the interlayer coupling with respect to the intralayer coupling. Therefore,
the rescaled model is still a twisted bilayer system which just has stronger interlayer coupling. Stronger interlayer
hopping means that one can obtain the flat band dispersions with larger twist angles (and therefore with smaller M)
than with a system of smaller interlayer coupling. The idea is the same as in the experiment conducted by Yankowitz
et al. [34] where the interlayer coupling was increased by hydrostatic pressure and thus the magic angle regime was
reached for larger angles than in original experiments by Cao et al. [35] where the pressure was not applied.
13
FIG. S5. (a) TBKT as a function of max|∆(T = 0)| at ν = 0 and ν = −2. (b) The corresponding results for TBKT/max|∆(T = 0)|.
FIG. S6. Ds for three different renormalization strengths with M = 676, M = 868, and M = 1324 in case of (a) RVB and (b)
local interaction at ν ≈ 0 and T = 1.5 K.
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