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Abstract
In the context of development of new quantitative ultrasound (QUS) tech-
niques to probe cortical bone at the hip, interaction of ultrasound with bone
need to be modeled. Numerical methods classically used (Finite elements
or Finite differences in time domain (FDTD)) are not suited to simulate
ultrasonic propagation over long distances. In this paper, an hybrid numer-
ical method is presented to simulate the QUS measurement at the femoral
neck. It consists in coupling a FDTD simulation, to compute wave field in
the vicinity of bone, with a semi-analytic calculation, to compute wave field
between the probe and the bone. This hybrid method is used to simulate a
setup dedicated to the measurement of circumferential guided waves in the
femoral neck. The proposed approach is validated by comparison with a full
FDTD simulation, on the one hand and with a corresponding in vitro exper-
iment on bone phantom, on the other hand. Resulting signals are compared
and required computation ressources are estimated, indicating the relevance
of this hybrid technique.
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1. Introduction
Osteoporotic hip fractures are associated with a high mortality and high
treatment costs [1]. Fracture risk is best predicted by site-matched mea-
surement of areal bone mineral density (aBMD) with dual-energy X-ray ab-
sorptiometry [2]. However, aBMD alone is not sufficient to account for bone
strength [3, 4]. The development of a quantitative ultrasound (QUS) hip
scanner [5, 6] aims at providing an alternative to aBMD measurements. Be-
cause the cortical shell at the proximal femur determines a large part of bone
strength [7, 8], there is substantial interest in developing QUS measurements
with improved sensitivity to cortical bone geometrical and material proper-
ties.
The propagation of waves around the circumference of the cortical shell of
the femur neck (FN) was first evidenced with numerical simulations [9, 10].
The interest for these waves was reinforced by the results of a pilot in vitro
study [11] which suggested that there is a strong relationship between fe-
mur strength and the time-of-flight of the first arriving signal associated
with waves traveling circumferentially. Furthermore, it is likely that sev-
eral modes of circumferential guided waves can be measured in the cortical
bone of the FN using multi-emitter and multi-receiver ultrasonic arrays and
dedicated signal processing techniques such as the DORT method [12, 13].
This method is suited to measure guided waves dispersion curves of a distant
immersed object. These dispersion curves can in principle be processed to
derive independent information on bone geometry and material properties.
The development of these novel QUS approaches using guided waves is
critically dependent on the possibility to model and simulate the interaction
of ultrasound with bone. It is particularly challenging to simulate QUS mea-
surement of the FN because: i) the shape of the FN is complex and ii) the
ultrasound probe is necessarily placed at a large distance from the bone,
that is, the ultrasound beam must travel through a large thickness of soft
tissues. In order to model the shape of the FN, numerical methods based
on a discretization of space like finite elements or finite difference methods
must be used. However these methods are in general not adapted to simulate
the propagation over large distances (i.e. large number of wavelenghts) in
homogeneous or quasi-homogeneous media (soft tissues) because of the ac-
cumulation of numerical errors along the wave path. Also, in many cases it
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is important to keep the computation time as low as possible because of the
necessity to repeat the simulations for a given configuration to account for
multiple emissions when multi-emitter arrays are used.
The aim of this paper is to present the implementation of an hybrid nu-
merical method to simulate the QUS measurements at the FN. The method
consists in coupling a finite difference time domain (FDTD) simulation to
compute the ultrasound wave field in the vicinity of the FN and a semi-
analytic technique which evaluates the Rayleigh integral to compute the wave
propagation between the ultrasonic array and the FDTD domain. In this
paper we consider the simulation of a set-up which is dedicated to the mea-
surement of circumferential guided waves, but the proposed hybrid method
is not restricted to this configuration.
2. Configuration and model
We consider the modeling of a measurement set-up which aims at record-
ing the wave field scattered by the cortical bone shell of the FN (fig.1).[13]
The transducer is a phased array of 128 independent elements working in the
transmit/receive mode. It is cylindrically pre-focused in order to concentrate
the beam energy in a plane perpendicular to the FN axis, which is placed
at the focal distance. A similar setup with a monoelement probe was used
previously to measure femurs in vitro [11].
The bone is supposed to be immersed in a homogeneous fluid with the
properties of water which represents soft tissues and coupling medium be-
tween the array and the skin. Cortical bone is modeled as an elastic solid.
Trabecular bone and marrow in the cortical shell are not modeled for the
sake of simplicity, i.e. the interior of the shell is modeled as void.
For the purpose of simulating the measurement of the ultrasound field
scattered by the bone shell, the physical space is split in two domains: A is
a rectangular area in the vicinity of the bone; B designates the remaining of
space and in particular the space between the transducer and domain A.
The model is three-dimensional in B and two-dimensional in A. The
two-dimensional approximation consists in neglecting the diffraction of the
incident beam in the z-direction, which is motivated by the fact that the
probe is pre-focused in a plane perpendicular to the FN axis and that the
geometry of the FN is close to that of a cylinder.
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Figure 1: Representation of the configuration for the measurement of the wave field
backscattered by the femoral neck cortical shell (left). The measurement is performed
in the focal plane of the pre-focused array which intersects a cross-section of the neck
(gray area). A designates an area in the vicinity of the bone cross-section where the
wave field is computed with FDTD; B designates a homogeneous fluid domain in which
the ultrasound propagation between the array and the coupling line Σ is calculated by
evaluating the Rayleigh integral (right).
3. Hybrid FDTD/Rayleigh integral computational method
3.1. FDTD
In domain A the elastodynamics equations
ρ(x)
∂vi
∂t
(x, t) =
d∑
j=1
∂σij
∂xj
(x, t), (1)
∂σij
∂t
(x, t) =
d∑
j=1
d∑
i=1
cijkl(x)
∂vk
∂xl
(x, t), (2)
are discretized and the wave field is computed with the FDTD method imple-
mented in Simsonic software [14]. This sofware implements Virieux’s scheme
[15, 16]. In Eqs. (1-2), ρ is the density, vi are the components of the particle
velocity, cijkl are the components of the stiffness tensor, and σij are the com-
ponents of the stress tensor. These quantities are defined at each point x of
the FDTD grid. The spatial domain is discretized with an isotropic grid step
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∆x. The temporal step ∆t for time discretization must satisfy the stability
condition (usually known as the Courant, Friedrichs and Levy condition)
∆t ≤ 1√
2
× ∆x
cmax
,
where cmax is the largest propagation velocity in domain A. The accuracy of
the FDTD numerical computation depends on the choice of ∆x. This choice
results of a compromise between accuracy, computation time, and available
resources.
3.2. Rayleigh integral
The propagation of waves in domain B, in particular between the trans-
ducer and domainA, can be treated in the framework of the standard impulse
diffraction formulation in an homogeneous fluid. In the case of a planar vi-
brating surface mounted in an infinitely rigid baﬄe, the transient diffracted
beam can be calculated using Green’s functions approach [17, 18]. The ve-
locity potential at point r due to each element of the array writes
Φ(r, t) = ϕ(t)
∗
t
h(r, t),
where ∗/t denotes the temporal convolution, ϕ(t) is the excitation function
and h(r, t) is the impulse Rayleigh integral defined by
h(r, t) =
1
2pi
∫
S
Vn(rs)
1
|r− rs|δ
(
t− |r− rs|
c
)
d2rs. (3)
In Eq. (3), rs denotes the integration point over the active aperture S of
the element, Vn(rs) is the normal velocity distribution on the surface of the
element supposed to act as a piston, c is the speed of sound in the fluid,
and δ(t) is the Dirac delta function. The acoustic pressure results from the
standard relationship p(r, t) = −ρf ∂Φ(r,t)∂t , where ρf is the density of the fluid.
An additional approximation is sometimes possible, that consists in con-
sidering that Vn(rs) does not depend on the position rs on the vibrating
surface, such that the normal displacement on the surface of the transducer
is uniform. In this case, a closed-form expression of the impulse diffraction
response h(r, t) can be obtained for particular geometries of the radiating
surface, like a disk or a rectangle [18, 19]. In practice, we do not consider
this particular case.
5
The computation of the diffracted beam in the far field–at least at the
spatial scale of each individual element of the phased array–in the domain
B is performed with PASS (Phased Array Simulation Software [20]) that
implements a discretization of the impulse Rayleigh integral (Eq. (3)). The
spatial grid size for this discretization depends on the distance between the
observation point and the radiating surface and on the central frequency and
bandwidth of the excitation function ϕ(t). With this method, it is sufficient
to compute the beam at the selected points of interest, and not the complete
wave field on the whole space domain.
It is important to note that the Rayleigh integral is strictly valid only
in the case of planar sources, while the elements of the considered array
have a cylindrical curvature. However, it can be shown that the Rayleigh
integral remains valid for a small aperture in the far-field domain [21], and
this condition is effectively satisfied in our experimental setup.
3.3. Coupling of FDTD and Rayleigh integral calculations
The integral formulation of acoustics boundary value problems provides
the theoretical framework to perform the coupling between wave fields in
domains A and B [22, p. 320][23]. On the one hand, it can be shown that the
wave field in A can be calculated based on the sole knowledge of the acoustic
pressure on the domain boundary. This pressure is calculated by PASS. On
the other hand, it can be shown that the backscattered wave field received by
the transducer can be calculated based on the sole knowledge of the acoustic
velocity normal to the boundary of a closed domain, within B, enclosing the
array (equivalent to using Eq. (3)).
In practice, two assumptions are made: (A1) the coupling between wave
fields in A and B is only effective through the ’coupling’ interface Σ (Figs. 1),
i.e. it is assumed that the waves radiated through the rest of the boundaries
of A and B can be disregarded; (A2) there is no time overlap between emitted
waves traveling in the direction B → A and backscattered waves traveling in
the direction A → B.
The general computational workflow is: (1) calculation of the Rayleigh
integral with PASS to evaluate acoustic pressure on Σ due to transient signals
emitted by the array; (2) pressure is used as a forced boundary condition in
the FDTD code. During phase (2), the forced pressure condition is released
as soon as the incident wave has traveled through the interface, before any
backscattered wave reaches the interface (see assumption A2); (3) the normal
velocity on Σ due to the backscattered wave field is calculated with FDTD
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Figure 2: Left: Configuration of a DORT in vitro experiment on a tube made of bone
mimicking material. Lines L1 and L2 are attached to the first and last elements of the array
and tangent to the shell. They define the length, Ly, of the coupling line. Right: Zoom
on domain A. Configuration for the FDTD computation of the interaction of ultrasound
with the studied phantom.
in B. The backscattered waves encounter perfectly matched layers (PML)
which prevent any reflection of the waves on the box boundaries [24]; (4) this
velocity is then used in PASS to calculate the wave field back-propagated to
the receiver.
The implementation of the coupling of FDTD and Rayleigh integral cal-
culation described above must be adapted for a given configuration in order
to comply with assumptions (A1) and (A2). In particular, the choice of the
size of A is critical: the smaller the domain A, the smaller the computation
time. Note that choosing the length and position of the coupling line Σ with
respect to the bone shell essentially determines the dimensions of the FDTD
box.
In the present work, the hybrid method was applied to the measurement
of the signals backscattered by a cylindrical shell of circular cross-section
(Fig. 2). The method to choose the length along axis y of the line Σ and the
distance d between the latter and the shell considers the following: (1) Dis-
tance d is such that the duration of the signal emitted by the ensemble of the
elements of the array on Σ is shorter than the time for a round-trip of acoustic
waves between Σ and the shell. This ensures that emitted and backscattered
signals do not overlap on Σ. (2) At distance d of the shell, Σ is bounded
by two lines attached to the first and last elements (L1 and L2 Fig. 2) of
the array and tangent to the shell. This ensures that the contributions of all
acoustic rays which can be drawn between the array and the shell are taken
into account by the coupling, i.e. are actually transmitted in A.
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4. Simulations
4.1. Parameters of the simulations
The shell is a circular tube (Fig. 2) of external diameter 26 mm and
thickness 2.1 mm made of a bone mimicking material with longitudinal
velocity cl = 2870 ms
−1, transverse velocity ct = 1520 ms
−1 and density
ρs = 1.64 gcm
−3 [25]. Properties of water are: density ρ=1 and velocity
c=1500 m/s. The excitation function is a pulse of 1 MHz central frequency
with -6 dB bandwidth of 100 %.
Two sets of simulations were performed. (1) The validation of the hybrid
method and the analysis of the influence of the spatial grid size ∆x on the
numerical results and computation times is investigated with a ’small’ com-
putational domain (section 4.2) in order to save computational resources.
That is, the modeled distance between the probe and the shell and probe
aperture are smaller than in the real experiment. [13] (2) The comparison of
the simulation results with experiments on a realistic computational domain
is presented in section 4.3.
4.2. Validation of the hybrid method
The tube was located at a distance of 47 mm from the surface of the probe,
which was a 128-element array of aperture 50 mm, prefocused cylindrically
in plane x−y with a focal length of 60 mm. We considered a spatial domain
of width 50 mm and height 75 mm.The dimensions of the FDTD domain
with the hybrid method are Lx = 44 mm, Ly = 39 mm. The position of the
shell is fixed at d = 17 mm (Fig. 2).
Simulations were performed with the hybrid method and a ’full’ FDTD
approach in which the propagation in the entire physical domain between
the probe and the cylinder was computed with FDTD. Simulations were run
successively for three values of FDTD grid sizes: ∆x = 50, 25, and 12.5 µm.
Compared with the wavelength in water calculated at the central frequency
of the probe (λc=1.5 mm), the three grid step sizes are equal to λc/30, λc/60
and λc/120, respectively.
We computed the backscattered response when the tube is illuminated by
a plane wave (all emitters in phase). This essentially consists of a specular
echo and of the contributions of circumferential elastic waves radiating from
the surface of the tube.
Fig. 3 shows the portion of the signals calculated on the central element
of the array in the time-window in which the contribution of circumferential
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∆x=50µm ∆x=25µm ∆x=12.5µm
Hybrid model 6 min. 28 min. 141 min.
Full FDTD 14 min. 84 min. 510 min.
Ratio 2.3 3 3.6
Table 1: Computation times in minutes for the hybrid and the full FDTD approaches for
three spatial grid step sizes ∆x. The distance between the probe and the scattering object
was 47 mm.
waves is observed. The discrepancies between the signals computed for the
three values of ∆x can be due to the effects of numerical dispersion, as
well as the effects of an inacurate description of the curved geometry of the
tube in a Cartesian coordinate system (’staircase effect’). Decreasing ∆x
should reduce both these effects. Although it is not possible to evaluate
their respective contribution in the present study, we expect that effects of
numerical dispersion are smaller than the effects of the curved geometry.
Indeed, we found previously that for ∆x = λc/60 the numerical dispersion
is negligible for a propagation in bone and water along a wave path of a few
centimeters [26].
The signals resulting from the hybrid and the full FDTD approaches
were almost superimposed (Fig. 3), which validates the principles and the
implementation of the hybrid scheme. The computation times on an 4-core
dual processor computer (64-bit Xeon, 3 GHz) are summarized in Tab. 1.
4.3. Measurement of dispersion curves of circumferential waves
The tube was located at a distance of 160 mm from the surface of the
probe, which was a 128-element array (element size is 1.1 mm) of aperture
140 mm, prefocused cylindrically in plane x−y with a focal length of 160 mm.
The dimensions of the FDTD domain are Lx = 47 mm, Ly = 46 mm, and
d = 20 mm (Fig. 2). This corresponds to the experimental conditions used
to measure bone phantoms in vitro [13]. In the present section, the results
of the hybrid simulation are compared with the experimental results of this
latter study.
The comparison of experimental and simulated signals when the tube is
illuminated by a plane wave (all emitters in phase) is shown Fig. 4. Computa-
tion for one of the 128 emissions typically lasts from 2 to 3 hours, depending
on calculation parameters.
9
Figure 3: Portion of the backscattered signal calculated on the central element of the array
showing the contribution of the circumferential wave. Time is given relative to an arbitrary
origin. The dotted, dashed and thin continuous lines correspond to hybrid computations
with ∆x = 50, 25, 12.5 µm, respectively. The thick continuous line corresponds to the full
FDTD computation with ∆x = 12.5 µm. The portion of signal was extracted from the
complete signal comprising the specular reflection and the circumferencial wave arriving
at a somewhat later time (insert).
The first step of the method to measure the guided waves dispersion
curves consists in recording the inter-element impulse response functions and
store them in a matrix which is post-processed with the DORT method.[27]
This allows to isolate the contribution of the circumferential guided waves in
the scattered wave field. The principle of the method, which was described
elsewhere [28, 13], is as follows. The time-reversal operator is constructed
with the Fourier transform of the impulse response matrix. The eigenvectors
of this operator are backpropagated numerically, which allows to determine
the location of the effective radiation points of each circumferential guided
wave mode at each frequency. Under the hypothesis of geometrical acoustics,
the location of these points can be related by an explicit equation to a value
10
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Figure 4: Comparison of experimental and simulated signals (time origin is arbitrary).
The tube was illuminated by a plane wave. The specular reflection starts around 5µs and
circumferential waves around 50 µs. The time-window between the discontinuous lines
was processed to derive dispersion curves. The non-zero signal ahead of the specular wave
front in the experimental signals is a signal processing artefact which does not influence
the measurement of guided waves.
of the phase velocity cφ. The portions of dispersion curves of circumferential
guided waves in the tube obtained with hybrid simulation and in experiments
reported in [13] are consistent (Fig. 5).
4.4. Discussion and Conclusion
An implementation of an hybrid numerical method for the simulation
of a backscattering experiment was presented. The measurement configu-
ration considered is a model of the measurement of the upper extremity
of the femur. In the QUS application, the probe is typically at a distance
of more than 15 cm from the femur [5]. In first approach soft tissues and
coupling medium between the probe and femur may be approximated by a
homogeneous medium, e.g. water. It follows that the simulation of the ex-
periment requires to calculate the propagation of waves in a homogeneous
medium over a very large number of wavelengths. A code implementing a
semi-analytical evaluation of the Rayleigh integral (software PASS) was used
to calculate the wave field in the homogeneous medium (water) at selected
points only–and not in the whole domain–which is a key to reduce signifi-
cantly the computer resources required for the simulation. In the vicinity of
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Figure 5: Dispersion curves of circumferential guided waves in the tube obtained with
hybrid simulation and in experiments reported in [13]. For reference, dispersion curves
for a free plate loaded by water on one side are given. Ai and Si respectively denote
antisymmetric and symmetrical Lamb modes. See [13] for details.
the scattering object (bone or bone phantom) the wave field is calculated at
every point of a discretized domain by FDTD (software Simsonic). With the
spatial grid size of ∆x = 12.5 µm, for which we obtained the most reliable
results, the computation time of the full FDTD computation on a ’small’ do-
main (the modeled distance between the probe and the scattering object was
only 47 mm, section 4.2) was 510 minutes. Based on this value, the com-
putation time required for a full FDTD computation corresponding to an
actual experimental configuration (the distance between the probe and the
scattering object was 160 mm, section 4.3) can be estimated to more than
120 hours. This duration is about sixty times the duration of our proposed
hybrid computation. It follows that it will in general be necessary to resort to
an hybrid method to simulate a femur QUS measurement. The computation
time given above are for a single emission of the transducer. It is all the more
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important to resort to an hybrid method to simulate measurements with the
DORT method which involves the computation of the backscattered signal
for several different emissions (128 in the present study).
Some of the limitations of the hybrid method presented in the paper fol-
low from the hypotheses underlying the calculation of the Rayleigh integral
and Eq. (2) on which the FDTD scheme is based. In particular attenua-
tion in bone and water was not modeled. The importance of attenuation
in a bone phantom (Sawbones, Pacific Research Laboratory Inc., Vashon,
WA) can be noticed in Fig. 4 where the loss of amplitude in experimental
signals is manifest. With the regular grid of the FDTD scheme, the mod-
eling of a curved geometry like a bone cross-sections is cumbersome. The
grid step ∆x should be sufficiently small to model the geometry accurately.
Note that alternative FDTD schemes which have been proposed to model
explicitly curved boundaries [29, 30] could be used advantageously to model
QUS experiments. Finally, the method of coupling between the Rayleigh in-
tegral formulation and the FDTD assumes that the diffracting object inside
the FDTD box is in the far field. Inded the reasoning for the choice of the
dimensions of the FDTD box uses the notion of acoustic rays traveling in
straight line. The far field assumption is justified in the case studied where
the illuminated tube is located at more than 100 wavelengths of the probe.
An increasing number of studies describing the numerical simulation of
QUS experiments have been published in the past decade and several groups
worldwide have developed dedicated FDTD codes [31, 32, 33, 34]. In this
paper we have shown that the simulation of the measurement at the femoral
neck is not practicable with FDTD alone. As an alternative we have proposed
an hybrid method. The method was validated in a typical QUS experimental
configuration and the required computer resources were estimated. In an
in vivo measurement of the proximal femur, the ultrasound beam may be
diffracted and attenuated by the layers of fat and soft tissues. The proposed
hybrid method should be adapted to account for these phenomena.
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