In k 0 -neutron activation analysis, HPGe detectors have to be calibrated up to about 3.1 MeV, in order to properly determine the Na, Ca and S content of analytes. Commercial radioactive sources cover the energy range only up to 2.2 MeV, but with activation in the reactor, additional high-energy gamma emitter radionuclides ( 72 Ga, 56 Mn, 116 In and 24 Na) can be produced. At a prompt-gamma activation analysis station, where the calibration is available up to 12 MeV, we derived accurate gamma-ray energies and relative intensities for these radionuclides and subsequently used them for broad energyrange efficiency and nonlinearity calibration of NAA detectors as well as a low-level counting station.
Introduction
In order to apply k 0 -neutron activation analysis (NAA) [1] to elements forming radionuclides with high-energy gamma-lines, such as Na (E = 2754.0 keV), Ca (E = 3084.4 keV) and S (E = 3103.4 keV) [2] , accurate detector calibration [3] over a wide energy range is necessary. In practice, if there is a disagreement between highand low-energy lines of a multi-line isotope, we tend to discard the high-energy line, even though it is well separated and has proper statistical precision. If the efficiency curve is extrapolated beyond the available experimental data points, significant bias and loss of precision can occur [4] . This has to be assessed in order to further improve the analytical merits of k 0 -NAA. From the quality assurance point of view, there are formal requirements (ISO 9001, ISO 17025, GLP) to establish and regularly execute a procedure to keep all gamma spectrometers in service calibrated and document their performance indicators, such as peak width, efficiency and nonlinearity over time.
Commercially available radioactive sources cover the energy range well only up to about 2.2 MeV. Cyclotronproduced radioisotopes with high-energy gamma rays (produced via 56 Fe(p,n) 56 Co, 66 Zn(p,n) 66 Ga or 63 Cu(a,n) 66 Ga reactions) are adequate for this purpose, and have literature data [5, 6] , but they are expensive, decay significantly between two subsequent detector calibration campaigns (T 1/2 = 77 days and 9.5 h) and often not generally available to the NAA community. With activation in the reactor, however, several radionuclides having highenergy gamma lines, such as 72 Ga, 56 Mn,
116
In and 24 Na, can be produced at low additional cost. The application of Ga [7] [8] [9] and In isotopes [10] for detector calibration is hindered so far by the insufficient general confidence in their nuclear data.
At a PGAA station, where the detector calibration is done on a routine basis up to 12 MeV with a precision of about 1% for efficiency and about 0.01 keV for energy measurement, one can find ideal conditions to derive energies and relative intensities for such high-energy gamma emitters [6] . In this paper we report about the recent experiments made at the Budapest PGAA facility [11] , to produce a coherent dataset of such nuclides and apply them for efficiency and nonlinearity calibration of other gamma spectrometers. In combination with Monte Carlo calculations, this could form a basis of a more advanced detector calibration procedure in NAA.
Theory
First we identified a reference source that has many lines over a broad energy range, has well-known literature data, and the source is well-characterized by the supplier. Our choice was a sealed 226 Ra radioactive source from Physikalisch-Technische Bundesanstalt (PTB), for which a highquality evaluation in form of an IAEA recommendation [12] is available. After activating the targets in a vertical channel [13] to ensure the target is as point-like as possible, we measured the gamma lines of the activated targets in repeated runs at a PGAA station. Splitting the available counting time helps to check the self-consistency (internal vs. external uncertainties) and establish the uncertainty budget (statistical vs. systematic uncertainties) of the results.
Peak areas, after correcting with the established PGAA efficiency [14] , will give gamma-ray emission probabilities of useful peaks relative to the most intense peak. That can be used at an NAA detector in a relative way, there is no need to scale the emission probabilities to their absolute values by multiplying with a literature P c and involve the associated uncertainty. Peaks within and beyond an existing calibration range are needed to append them to the existing curve in Hypermet-PC or Hyperlab [15, 16] as relative data. The detailed workflow of the calibration data generation is as follows:
Relative intensities
We consider peak area ratios, i.e. the peak area of interest relative to the most intense peak of the same isotope, to get a number between (0…1]. If repeated runs are available (taken e.g. using a custom Genie 2000 script), we make weighted averages (WA) of these peak area ratios from the successive spectra (with consideration of the error propagation of independent estimates), and only afterwards involve the efficiency correction (a systematic uncertainty), otherwise we underestimate the efficiency curve's contribution to the uncertainty budget. So we compute to correct for the previously established PGAA efficiency. Here efficiency ratio [17, 18] is enough, i.e. the uncertainty attributed to certified activities of sources can be excluded. If the correlations between efficiencies at different energies of the same curve [17, 18] are properly taken into account, a very low uncertainty can be attained. Further, if the identical sources are counted at the PGAA and NAA detectors, the developed procedure falls back to ratios of peak areas measured at different spectrometers, therefore it is expected to be very reliable and accurate.
Peak energies
For energy-determination, we measure the activated target in presence of the reference source to determine the energies of its two calibration lines. We choose peak couples where the reference isotope's peak is next to, or close to an intense peak of our isotope of interest. Here the energies can be propagated to the peaks with unknown energies without much risk for a bias due to the nonlinearity. These two energies can be used to energy-calibrate the previously taken spectra and generate accurate energies for all other peaks, this time also including the non-linearity curve as mathematically described in the Appendix.
Experimental 0.029960 g of NaOHÁH 2 O, 0.020023 g of Ga 2 O 3 , and 0.014124 g of Mn 2 O 3 were activated for 60 s in the pneumatic rabbit facility of the Budapest NAA laboratory [13] . The thermal equivalent neutron flux was of 5.7 9 10 13 cm -2 s -1 , f = 37.9, a = 0.003, fast neutron flux was 4.48 9 10 12 cm -2 s -1 , giving a few MBq activity from each target. After about 4-12 h of cooling times they were transferred to the PGAA station for data acquisition. As In has short half-life and high neutron capture crosssection, 0.09862 g of In foil could be already activated in the cold-neutron beamline of the PGAA station. Na, Mn are monoisotopic elements, whereas for Ga, the used cooling time allowed the 70 Ga to decay out (T 1/2 = 21.15 min) completely. For In, thanks to the fourhour long activation in the beam, the 116m In was saturated, but the metastable 114 In (T 1/2 = 49.5 day) was not, whereas the cooling time allowed the short-lived components to decay, so only the lines from 116m In with T 1/2 = 54 min were observed.
Given the solid angle of the PGAA detector is as low as 0.001, the true and the random coincidence summing could be avoided and the count rate could be kept moderate to maintain the well-fittable peak shapes, in order to generate calibration energy and intensity data. At least four spectra were taken at the PGAA spectrometer for each target using batch data acquisition. The decay spectra were analyzed with the Hypermet-PC software [19, 20] .
Later, to facilitate the detector calibration step, the same sources (from the same irradiation or re-activated later under identical conditions), in addition to the standard set of commercial calibration sources ( Ra) were counted with a 13% n-type HPGe and a Canberra DSA-2000 spectrometer at 235 mm distance in the DÖ ME low-level counting and in-beam activation analysis station [11, 21] , and also with the D4 (36% n-type HPGe) and D5 (55% p-type HPGe) detectors of the NAA laboratory at 300 mm distances, using an Ortec DSPEC 502 spectrometer in ZDT mode. The energy range of the MCA histogram was set from 20 keV to 3.5 MeV. In case of the DÖ ME we still used Hypermet-PC program for spectroscopy, whereas for D4 and D5 the more recent Hyperlab.
Results and discussion
Energy calibration and relative intensity data Using the procedure described above, the energies of calibration two peaks for each the neutron-activated sources were determined, using the 226 Ra reference source. The results are listed in Table 1 .
These data were applied as calibration energies in order to derive the energies of all other peaks from spectra without the reference source. It is to note that due to decay during counting, the subsequent spectra have decreasing peak areas, i.e. decreasing statistical precision of peak positions and intensities, so for each quantity, weighted average shall be used instead of the arithmetic average. The MCA histograms shall be cleared in between the restarts to maintain the statistical independence of the recorded counts. Positions of each peak in each spectrum are translated to energy domain individually using formulae described in the Appendix. Table 2 is to illustrate the uncertainty budget for the 894-keV line of 72 Ga based on successively recorded spectra. One can see that the data we obtained for peak positions using Hypermet-PC are well under statistical control. Internal uncertainty is from the error propagation of independent variables, whereas external uncertainty is obtained from the empirical scattering of data points. Statistical uncertainty is only influenced by the counting In: Ref. [10] 72 Ga: Ref. [7] a Sum of a doublet from Ref [6] Fig. 1 the efficiency curve of the DÖ ME spectrometer up to 3.3 MeV, displayed in log-log scale
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The generated calibration data for all four radionuclides are summarized in Table 3 . For 56 Mn and 24 Na, where the nuclear data in the literature are already accurate [12, 22] , we were able to confirm them and reproduce them, giving a confidence that our overall procedure is adequate for the two other nuclides of interest as well. In general, the uncertainties of the data are sufficiently low to apply them in gamma spectrometry of instrumental k 0 -NAA.
Application to broad-energy detector calibration
The data could be imported to Hypermet PC via the nuclid.std file, and to Hyperlab via its custom nuclear data import feature. The sources were counted at the NAA spectrometers D4 and D5, as well as the DÖ ME station located next to the PGAA beamline. Care was taken to measure the sources at the farthest available distance, where true coincidence summing was found to be negligible. The resulting nonlinearity and efficiency calibration curves are illustrated in Figs. 1 and 2 , up to about 3.3 MeV energies.
It was concluded that at 3.1 MeV, where Ca and S lines are present in NAA, the value of the efficiency curve differs only slightly, and remains within the uncertainty range from the extrapolated old efficiency curve, indicating that Ra-226 was already useful to define the trend of the efficiency curve. This also confirms that our previous analysis results were correct, but probably with somewhat higher assigned uncertainty. However, the 25-30 additional points at the high-end of the curve highly reduces its uncertainty (e.g. 7.84 9 10 -5 ± 5.0% vs. 7.74 9 10 -5 ± 1.2% for DÖ ME counting station, 1.55 9 10 -4 ± 4.1% vs. 1.60 9 10 -4 ± 0.6% for the D4 NAA detector). Transfer to any closer geometry can be facilitated using single-line sources, e.g. Cs-137, the Kayzero/Solcoi [23] or EFF-TRAN [24] software, or via Monte Carlo calculations for unconventional sample shapes and geometries [25] .
Conclusions
It was demonstrated that a prompt-gamma activation analysis spectrometer with its well-established high-energy calibration can refine and extend the present calibration practice used in k 0 -NAA. To facilitate this, a coherent set of energies and relative emission intensities traceable to Ra-226 were determined experimentally at the Budapest PGAA station for 24 Na, 56 Mn, 72 Ga and 116 In, and were applied to the efficiency and nonlinearity of three other HPGe spectrometers. As a result, our NAA and in-beam NAA/environmental counting stations are now well-calibrated within the entire required energy range, from 20 keV to 3.3 MeV with a precision better than 1-2%. Fig. 2 the nonlinearity curve of the DÖ ME spectrometer when used in energy range up to 3.5 MeV. The horizontal axis is the peak position (in channel units) whereas the vertical axis is the corresponding deviation from the linear energy-channel calibration model (also in channels)
Mathematical background and uncertainty budget of the entire computation are clarified and presented. We expect that such harmonization of efficiency-and nonlinearitycalibration approaches will ultimately resolve some known ambiguities and discrepancies in the k 0 -data, and in particular, will improve the accuracy of the daily neutron activation analysis results for elements Ca, S, and Na.
