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Abstract
We give here a self contained and elementary introduction to the
Conley-Zehnder index for a path of symplectic matrices. We start from
the definition of the index as the degree of a map into the circle for a
path starting at the identity and ending at a matrix for which 1 is not an
eigenvalue. We prove some properties which characterize this index using
normal forms for symplectic matrices obtained from geometrical consid-
erations. We explore the relations to Robbin-Salamon index for paths
of Lagrangians. We give an axiomatic characterization of the generaliza-
tion of the Conley-Zehnder index for any continuous path of symplectic
matrices defined by Robbin and Salamon.
Introduction
One can find in the literature different definitions of the index of a path of sym-
plectic matrices; the aim of this paper is to clarify the relations between those
definitions and to give a self contained presentation of the Conley-Zehnder in-
dex and its properties. Along the way, we are led to establish normal forms
for symplectic matrices via elementary geometrical methods. We also give an
axiomatic characterization of the generalization of the Conley-Zehnder index
defined by Robbin and Salamon for any path of symplectic matrices.
The first index for some paths of symplectic matrices was introduced by
Arnold [2] who was considering loops of symplectic matrices. The Conley-
Zehnder index of a path [5] of symplectic matrices is an integer associated to
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each path of symplectic matrices which starts from the identity and ends at a
matrix which does not admit 1 as an eigenvalue.
This index is useful in the definition of some homologies, in particular Floer
homology and contact homology (see for instance Salamon [11] and Bourgeois
[4]). These homologies give invariants for corresponding geometrical structures
and are defined as generalizations of Morse theory. The vector spaces of the
complexes defining those homologies are spanned by critical points of a func-
tional defined on an infinite dimensional space, typically a space of loops with
values in a manifold. To define the grading of those vector spaces, one has to
associate an integer to a critical point of the functional, typically a loop which
is a solution of some ordinary differential equation. In classical variational cal-
culus, one uses Morse index; but here one cannot use the classical Morse theory
since the Hessian has infinite dimensional stable and unstable manifolds. The
way it is done is to associate to those special loops a path of symplectic matrices
and the number associated to the loop is obtained from the Conley-Zehnder in-
dex of the corresponding path of matrices. Links between the Conley-Zehnder
index and the Morse index have been obtained by Viterbo [13] for cotangent
bundles and for C2 small hamiltonians by Salamon and Zehnder [12]. Links be-
tween the Conley-Zehnder index and Leray index, including generalized index
and axiomatic characterization, have been obtained by de Gosson [6] (see also
the references therein).
We have chosen to start here with the definition of the Conley-Zehnder index
given in Salamon [11], as the degree of a map into the circle for an admissible
path, i.e. a path ψ : [0, 1] → Sp(R2n,Ω0) starting at the identity (ψ(0) = Id)
and ending at a matrix for which 1 is not an eigenvalue.
An important result used in this definition is the fact that semisimple ma-
trices are dense in the symplectic group. This we prove, using normal forms
for symplectic matrices. Normal forms of symplectic matrices can be found in
the literature (for instance in Long [8]) ; we give here a construction using el-
ementary geometrical methods; the normal forms we obtain agree with those
of Long, with some more details which are useful in our characterization of the
generalized index.
We include proofs of the properties of the Conley-Zehnder index given in
[11]: its naturality (i.e. invariance under conjugation by a path of symplectic
matrices), the homotopy property (i.e. the index is constant under continuous
deformations of admissible paths of symplectic matrices), the zero property (i.e.
it vanishes on an admissible path of matrices such that ψ(s) has no eigenvalue
on the circle for s > 0), the product property (i.e. it is additive with respect
to the decomposition of the symplectic vector space as a symplectic direct sum
of two symplectic subspaces), the loop property (i.e. the index of the path ψ′
obtained by multiplying the path ψ by a loop of symplectic matrices φ is the
sum of the index of ψ and twice the Maslov index of φ), the signature property
(i.e. the index of a path ψ(t) = exp tJ0S is equal to half the signature of S if
S is a symmetric non degenerate matrix with all eigenvalues of absolute value
< 2π), the determinant property
(
i.e. the parity of the Conley-Zehnder index
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depends only on ψ(1), precisely (−1)n−µCZ (ψ) = signdet(Id−ψ(1))) and the
inverse property
(
i.e. µCZ(ψ
−1) = µCZ(ψτ) = −µCZ(ψ)
)
.
We show that the homotopy, loop and signature properties characterize the
Conley-Zehnder index on admissible paths.
In [9], Robbin and Salamon define a Maslov-type index with half integer val-
ues for a continuous path of Lagrangians in a symplectic vector space (R2n,Ω0).
This index depends on the choice of a reference Lagrangian. Robbin and Sala-
mon generalize the Conley-Zehnder index to any continuous path of symplectic
matrices as the index of the path of Lagrangians in (R2n×R2n,Ω = −Ω0⊕Ω0)
given by the graphs of the matrices, with reference Lagrangian given by the
diagonal. We include the proof that this new index, which we call the Robbin-
Salamon index, does satisfy the homotopy, loop and signature properties on the
set of admissible paths. We show that this index is invariant under conjugation
by a path of symplectic matrices. We prove that the Robbin-Salamon index is
characterized by its invariance under homotopies with fixed end points, its ad-
ditivity under catenation of paths, the fact that it vanishes on any paths where
the dimension of the eigenspace of eigenvalue 1 is constant and its value on
paths ψ(t) = exp tJ0S with S symmetric with all eigenvalues of absolute value
< 2π.
Another index associated by Robbin and Salamon to a path of symplectic
matrices is the index of the path of Lagrangians in (R2n,Ω0) given by the image
of a fixed Lagrangian under the matrices. We show that this index does not co-
incide with the previous one. Nevertheless, we show that both indices coincide
on symplectic shears.
Although we have included proofs of many known results in this paper, we
hope that this presentation may help a reader who is first introduced to the
subject.
Thanks This work is an extension of part of my Master thesis presented
in May 2010 at the Universite´ Libre de Bruxelles. I thank my supervisors,
Fre´de´ric Bourgeois and Alexandru Oancea who introduced me to this subject,
encouraged me to write this text and suggested many improvements.
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1 The symplectic and the unitary groups
Consider a real vector space V of dimension 2n with a non degenerate skewsym-
metric bilinear form Ω and a compatible complex structure j (i.e. j : V → V
is linear, j2 = − Id,Ω(jv, jw) = Ω(v, w) ∀v, w ∈ V and the symmetric bilinear
form g defined by g(v, w) := Ω(v, jw) is positive definite).
We choose a basis of V (identifying thus V with R2n) in which the matrix
associated to Ω is Ω0 :=
(
0 Id
− Id 0
)
and the matrix associated to j is
J0 :=
(
0 − Id
Id 0
)
. The matrix associated to g in this basis is Id . We ob-
tain such a basis { e1, . . . , en, f1, . . . , fn } by induction on n, choosing a vector
e1 such that g(e1, e1) = 1 and letting f1 = je1. We consider then V
′ the sub-
space which is orthogonal to the space generated by {e1, f1}; it is symplectic
and of dimension 2n− 2.
Definition 1 The symplectic group Sp(V,Ω) is the set of linear transformations
of V which preserve Ω.
Sp(R2n,Ω0) = {A ∈Mat(2n× 2n,R) | Aτ Ω0A = Ω0} (1)
=

(
F B
C D
) ∣∣∣∣∣∣
F,B,C,D ∈ Mat(n× n,R)
F τC and BτD are symmetric
F τD − CτB = Id
 (2)
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where Aτ denotes the transpose of the matrix A.
In particular Sp(R2,Ω0) = Sl(2,R) = {A ∈Mat(2 × 2,R) | det(A) = 1 } .
The orthogonal group O(V, g) is the set of linear transformations of V which
preserves g. We have O
(
R2n
)
=
{
A ∈ End (R2n) | AτA = Id}
O
(
R
2n
)
=

(
F B
C D
) ∣∣∣∣∣∣
F τF + CτC = Id
BτB +DτD = Id
F τB + CτD = 0
 . (3)
Definition 2 The real vector space V of dimension 2n with the complex struc-
ture j is identified with a complex vector space W of dimension n:
(
R2n, J0
) ∼=
Cn identifying the point (x, y) := (x1, . . . , xn, y1, . . . , yn) ∈ R2n with the point
z := (z1 = x1 + iy1, . . . , zn = xn + iyn) ∈ Cn
and the map j corresponds to the multiplication by i :
J0
(
x
y
)
=
(
0 − Id
Id 0
)(
x
y
)
=
( −y
x
)
⇔ i(x+ iy) = −y + ix.
The Hermitian product on Cn, 〈(z1, . . . , zn), (z′1, . . . , z′n)〉 = z1z′1 + · · · + znz′n,
corresponds to the bilinear form h on R2n determined by the the metric and the
2-form:
h
(
(x, y), (x′, y′)
)
= (x1 − iy1)(x′1 + iy′1) + · · ·+ (xn − iyn)(x′n + iy′n)
= (x1x
′
1 + y1y
′
1 + · · ·+ xnx′n + yny′n)
+i(x1y
′
1 − y1x′1 + · · ·+ xny′n − ynx′n)
= g
(
(x, y), (x′, y′)
)
+ iΩ
(
(x, y), (x′, y′)
)
.
A C-linear map A˜ on Cn, (A˜ : Cn → Cn with A˜ ◦ i = i ◦ A˜) corresponds to a
R-linear map A on R2n A : R2n → R2n such that AJ0 = J0A. Thus
Lemma 3
A =
(
F B
C D
)
defines a C-linear map A˜ iff D = F and C = −B;
in this case A˜(z) = Fx+By + i(Cx+Dy) = (F + iC)(x + iy) = (F + iC)z.
Definition 4 The unitary group U(n) is the set of linear transformations of
C
n which preserve the hermitian product.
U (n) =
{
A˜ : Cn → Cn |C-linear and A˜
τ
A˜ = Id
}
Proposition 5 Considering U (n) as a set of transformation of R2n, we have:
U (n) = O
(
R
2n
) ∩ Sp (R2n,Ω0) .
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Proof: If A ∈ End(R2n) corresponds to a unitary transformation, we have
g(Au,Av) + iΩ(Au,Av) = g(u, v) + iΩ(u, v) ∀u, v ∈ R2n
thusA ∈ O (R2n)∩Sp (R2n,Ω0) .On the other hand, if A ∈ O (R2n)∩Sp (R2n,Ω0) ,
because g(u, v) = Ω(u, jv) we have{
g(Au,Av) = g(u, v)
Ω(Au,Av) = Ω(u, v)
∀u, v ⇒ Ω(Au, jAv) = Ω(u, jv) = Ω(Au,Ajv).
This implies, since Ω is non degenerate, that jAv = Ajv ∀v and thus J0A = AJ0.
Thus A corresponds to a C-linear transformation of Cn which is clearly unitary.

Definition 6 If A ∈ End(R2n) corresponds to a C-linear transformation A˜,
A =
(
B −C
C B
)
, and we define
detCA := det A˜ = det(B + iC).
1.1 Topology of Sp(R2n,Ω0)
We show in this paragraph that the fundamental group of the symplectic group
is the group Z. The arguments are essentially taken from [1] section 1.3.3.
We use the symbol diag(a1, . . . , a2n) to denote a diagonal matrix with entries
a1, . . . , a2n on the diagonal.
Theorem 7 Every element A ∈ Sp(R2n,Ω0) admits a unique polar decomposi-
tion
A = OP
where O is a symplectic and orthogonal (thus unitary) matrix and where the
matrix P = (AτA)
1
2 is a symplectic positive definite symmetric matrix. We
have P = exp 12S where S is a symmetric matrix belonging to the symplectic Lie
algebra
sp(R2n,Ω0) = {Λ ∈Mat(2n× 2n,R) |ΛτΩ0 +Ω0Λ = 0}. (4)
The group Sp(R2n,Ω0) is homeomorphic to the topological product of the unitary
group U(n) and of the vector space of real symmetric matrices 2n × 2n in the
symplectic Lie algebra sp(R2n,Ω0).
Proof: The matrix AτA is clearly symmetric and positive definite (because the
scalar product v.AτAv with v ∈ R2n is zero iff Av.Av = 0 iff Av = 0 iff v = 0
because A is invertible). We can thus find an orthogonal matrix K such that
KAτAK−1 = diag(a1, . . . , a2n) with all ai > 0. We define the symmetric ma-
trices P = K−1 diag(
√
a1, . . . ,
√
a2n)K and S = K
−1 diag(log a1, . . . , log a2n)K.
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The matrix S is the unique symmetric matrix such that expS = AτA and P is
the unique symmetric positive definite matrix such that P 2 = AτA.
[Uniqueness comes from the fact that if S is symmetric, then S is diagonaliz-
able and the eigenvectors of S are the eigenvectors of expS. Thus if S and S′
are symmetric and such that expS = expS′, they have the same eigenvectors
and are simultaneously diagonalizable. Thus expS exp−S′ = exp(S − S′) =
K ( b1, . . . , b2n)K
−1 = Id thus S − S′ = 0. The uniqueness of P is shown in a
similar way because P and P 2 have the same eigenvectors.]
We define O = AP−1; we have OτO = P−1AτAP−1 = Id thus O is orthogo-
nal.
This decomposition is unique; indeed, if A = O′P ′, we have
AτA = P ′(O′)τ(O′)P ′ = (P ′)2
thus P = P ′ and O = O′.
The matrices P and O are symplectic. Indeed a matrix B is symplectic iff
BτΩ0B = Ω0 thus iff B = (Ω0)
−1(Bτ )−1Ω0 and we have
OP = (Ω0)
−1((OP )τ)−1Ω0 = (Ω0)−1(Oτ)−1(P τ)−1Ω0
= (Ω0)
−1(Oτ)−1Ω0 (Ω0)−1(P τ)−1Ω0 = O′P ′
with O′ = (Ω0)−1(Oτ)−1Ω0 and P ′ = (Ω0)−1(P τ)−1Ω0. Thus, by uniqueness of
the decomposition, O = O′ and P = P ′. Hence P = (Ω0)−1(P τ)−1Ω0 and P is
symplectic, and similarly for O.
We have P = exp 12S = (Ω0)
−1 exp(− 12Sτ)Ω0 = exp
(− 12 (Ω0)−1SτΩ0) thus
S = −Ω−10 SτΩ0 and S ∈ sp(R2n,Ω0).
We have associated to every matrix A ∈ Sp(R2n,Ω0) a unique element O ∈
U(n) and a unique real symmetric matrix S 2n×2n belonging to the symplectic
Lie algebra sp(R2n,Ω0) in such a way that A = O exp(
1
2S).
Reciprocally, if O ∈ U(n) and if S is a real symmetric 2n× 2n matrix in the
symplectic Lie algebra sp(R2n,Ω0), then exp tS belongs to Sp(R
2n,Ω0) for all t
and A = O exp(12S) is in Sp(R
2n,Ω0).
Hence there is a homeomorphism between Sp(R2n,Ω0) and the product of
U(n) by the vector space of real symmetric 2n× 2n matrices belonging to the
symplectic Lie algebra sp(R2n,Ω0). 
Lemma 8 The group U(n) is homeomorphic to the cartesian product of S1 and
of the group SU(n) of unitary matrices of determinant 1.
The group SU(n) is simply connected.
Proof: The homeomorphism between S1 × SU(n) and U(n) is given by:
S1 × SU(n)→ U(n) : (eiθ, U) 7→ diag(eiθ, 1, . . . , 1)U.
Its inverse associates to O ∈ U(n) the element of S1 defined by its determinant
eiθ = detO and the element U = diag(e−iθ, 1, . . . , 1)O which is unitary and of
determinant 1.
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To show that SU(n) is simply connected, we use the action of SU(n) on the
sphere S2n−1 = { z ∈ Cn | |z|2 = 1 }. This action is clearly transitive and the
isotropy group at (1, 0, . . . , 0) is isomorphic to SU(n−1). This yields a fibration
SU(n)/SU(n− 1) = S2n−1.
The long exact sequence in homotopy corresponding to this fibration gives
. . .→ π2(S2n−1)→ π1
(
SU(n− 1))→ π1(SU(n))→ π1(S2n−1).
If n ≥ 2, we have π2(S2n−1) = 0 and π1(S2n−1) = 0 thus
π1
(
SU(n)
) ≃ π1(SU(n− 1)) ≃ . . . ≃ π1(SU(1)) = π1({1}) = 0.

Corollary 9 The symplectic group Sp(R2n,Ω0) is homeomorphic to the topo-
logical product of the circle S1, of the group SU(n) and of the vector space of
real symplectic 2n× 2n matrices in the symplectic Lie algebra sp(R2n,Ω0). The
fundamental group of Sp(R2n,Ω0) is isomorphic to Z. Every continuous map
from Sp(R2n,Ω0) to S
1 which coincides with the determinant on U(n) induces
an isomorphism of the fundamental groups.
Those results follow directly from the two previous lemmas and from the fact
that π1(S
1) = Z.We shall construct in the next section a continuous map ρ from
Sp(R2n,Ω0) to S
1 which coincides with the determinant on U(n) (inducing thus
an isomorphism of the fundamental groups).
2 The rotation map ρ
Theorem 10 ([12]) There exists a unique family of continuous maps
ρ : Sp(R2n,Ω0)→ S1
(one for each integer n ≥ 1) with the following properties:
1. [determinant] ρ coincides with detC on the unitary subgroup
ρ(A) = detCA if A ∈ Sp(2n) ∩O(2n) = U(n);
2. [invariance] ρ is invariant under conjugation :
ρ(kAk−1) = ρ(A) ∀k ∈ Sp(R2n,Ω0);
3. [normalisation] ρ(A) = ±1 for matrices which have no eigenvalue on the
unit circle;
4. [multiplicativity] ρ behaves multiplicatively with respect to direct sums :
if (R2n,Ω0) = (R
2m,Ω0) ⊕ (R2(n−m),Ω0), and if A =
(
A′ 0
0 A′′
)
with
A′ ∈ Sp(R2m,Ω0) and A′′ ∈ Sp(R2(n−m),Ω0), then
ρ(A) = ρ(A′)ρ(A′′).
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2.1 Construction of ρ in dimension 2
We use as before the identification R2 ∼= C; the matrix of the rotation in R2 by
an angle ϕ is identified with the multiplication by eiϕ in C :(
cosϕ − sinϕ
sinϕ cosϕ
)
↔ eiϕ thus ρ
((
cosϕ − sinϕ
sinϕ cosϕ
))
= eiϕ.
This gives in particular: ρ (Id) = 1 and ρ (− Id) = −1.
In dimension 2 we have
Sp(R2,Ω0) = Sl(2,R) =
{(
a+ d −b+ c
b+ c a− d
)
| a2 + b2 − c2 − d2 = 1
}
.
The eigenvalues of A ∈ Sp(R2,Ω0) are the roots of det(A − λ Id), thus the
solutions of λ2− 2aλ+1 = 0; so the eigenvalues are λ = a±√a2 − 1. There are
three possible cases:
1. a2 > 1 : In this case the two eigenvalues are real and distinct (their
product is equal to 1 but they differ from 1 and −1); so ∃k ∈ Sl(2,R)
such that kAk−1 =
(
λ1 0
0 1
λ1
)
. By the invariance condition ρ(A) =
ρ(kAk−1). By continuity of ρ and by the normalisation condition, since
we have seen that ρ (Id) = 1 and ρ (− Id) = −1, we have
ρ(A) = 1 if a > 1 and ρ(A) = −1 if a < −1.
2. a2 < 1 : There are no real eigenvalues; in the complexified space C2, the
two eigenvalues are complex conjugate and their product is 1; denote them
by eiϕ, e−iϕ.
If z = v − iw (z1 = v1 − iw1, z2 = v2 − iw2) is an eigenvector for A in
C2 of eigenvalue eiϕ, the vector z = v + iw = (z1, z2) is an eigenvector of
eigenvalue e−iϕ :(
a′ b′
c′ d′
)(
z1
z2
)
=
(
eiϕz1
eiϕz2
)
,
(
a′ b′
c′ d′
)(
z1
z2
)
=
(
e−iϕz1
e−iϕz2
)
.
Hence we have
Av = A
(
1
2 (z + z)
)
= 12 (cosϕ+ i sinϕ)(v − iw) + 12 (cosϕ− i sinϕ)(v + iw)
= cosϕv + sinϕw
Aw = A
(
i
2 (z − z)
)
= i2 (cosϕ+ i sinϕ)(v − iw)− i2 (cosϕ− i sinϕ)(v + iw)
= − sinϕv + cosϕw.
so that in the basis {v, w} of R2 the matrix associated to A is given by(
cosϕ − sinϕ
sinϕ cosϕ
)
.
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Remark 11 Denote by λ ( and call Krein positive) the eigenvalue eiϕ or
e−iϕ for which Ω0(vλ, wλ) > 0 if zλ = vλ−iwλ is an eigenvector of A in C2
of eigenvalue λ. Another eigenvector corresponding to the same eigenvalue
λ has the form z′ = αzλ = (a˜+ib˜)(vλ−iwλ) = (a˜vλ+ b˜wλ)−i(−b˜vλ+a˜wλ)
so that Ω0(a˜vλ + b˜wλ,−b˜vλ + a˜wλ) = (a˜2 + b˜2)Ω0(vλ, wλ) and the sign
of Ω0(v, w) does not depend on the choice of the eigenvector z = v − iw.
On the other hand z = v − (−iw) is an eigenvector corresponding to
the conjugate eigenvalue and will correspond clearly to the opposite sign.
Remark also that Ω0(z, z) = 2iΩ0(v, w) so that Im Ω0(zλ, zλ) > 0.
In R2, Ω0 is the matrix
(
0 1
−1 0
)
.We have det
(
v1 w1
v2 w2
)
= Ω(v, w).
Defining
k =
1√
Ω0(vλ, wλ)
(
v1 w1
v2 w2
)
, where (v1, v2)+i(w1, w2) = vλ+iwλ = zλ,
the matrix k is of determinant 1, thus k ∈ Sp(R2,Ω0), and we have
k
(
1
0
)
= 1√
Ω0(vλ,wλ)
v and k
(
0
1
)
= 1√
Ω0(vλ,wλ)
w so that
(k−1Ak) =
(
cosϕ − sinϕ
sinϕ cosϕ
)
.
Thus, if a2 < 1 and if eiϕ is an eigenvalue such that Az = eiϕz where
z = v − iw with Ω0 (v, w) > 0, we get, using the invariance and the
determinant conditions for ρ,
ρ(A) = eiϕ.
3. a2 = 1 : We already know that ρ(Id) = 1 and ρ(− Id) = −1.
Let v be an eigenvector of A of eigenvalue a and suppose that there doesn’t
exist another eigenvector linearly independent from v. For any w linearly
independent from v, we have{
Av = av
Aw = c˜v + aw.
Take w such that Ω0(v, w) = 1. Then k =
(
v1 w1
v2 w2
)
∈ Sp(R2,Ω0) and
k−1Ak =
(
a c˜
0 a
)
.
This matrix is the limit, for t tending to 0, of the path of sympletic
matrices
(
eta etc˜
0 e−ta
)
. For t 6= 0, these matrices have two distinct
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real eigenvalues equal to eta and e−ta; so their image under ρ is equal to
a (cf case 1). By invariance and continuity of ρ, we have
ρ(A) = a.
To summarize:
Proposition 12 Conditions (1), (2) et (3) determine a unique continuous map
ρ : Sl(2,R)→ S1 : A 7→ ρ(A)
defined by
ρ(A) =

1 if 12 Tr(A) =: a > 1
i.e if the eigenvalues of A are real positive;
−1 if a 6 −1
i.e if the eigenvalues of A are real negative;
eiϕ if eiϕ is an eigenvalue of A such that Ω0(v, w) > 0
when z = v − iw is a corresponding eigenvector.
The condition (4) is of course empty in dimension 2.
2.2 Construction of ρ in any dimension.
We extend Ω0 C-linearly to V ⊗R C and represent it by the same matrix.
We also extend any A ∈ Sp(V = R2n,Ω0) C-linearly to V ⊗R C. If vλ de-
notes an eigenvector of A ∈ Sp(V = R2n,Ω0) in V ⊗R C of eigenvalue λ
then Ω0(Avλ, Avµ) = Ω0(λvλ, µvµ) = λµΩ0(vλ, vµ), thus Ω0(vλ, vµ) = 0 un-
less µ = 1
λ
. Hence the eigenvalues of A arise in “quadruples”
[λ] :=
{
λ,
1
λ
, λ,
1
λ
}
. (5)
2.2.1 ρ(A) for a semisimple element A
Definition 13 An element A is semisimple if V ⊗R C is the direct sum of its
eigenspaces.
Denote by Eλ the eigenspace corresponding to the eigenvalue λ in V ⊗R C.
Remark that if v = u + iu′ is in Eλ with u and u′ in V then v := u − iu′ is in
Eλ so that Eλ ⊕ Eλ is the complexification of a real subspace of V . The space
W[λ] := Eλ ⊕ E 1
λ
⊕ Eλ ⊕ E 1
λ
(6)
is the complexification of a real symplectic subspace V[λ] and
R
2n = V[λ1] ⊕ V[λ2] ⊕ . . .⊕ V[λK ] (7)
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where the direct sum is symplectic orthogonal and where [λ1], . . . [λK ] are the
distinct quadruples exhausting the eigenvalues of A. Hence, by multiplicativity
of ρ
ρ(A) = ρ(A[λ1]) · ρ(A[λ2]) · . . . · ρ(A[λK ]) (8)
where A[λi] is the restriction of A to V[λi].
• If λ = ±1, we have A[λ] = ± Id; thus by the determinant condition, we
have
ρ(A[λ]) = ρ(± Id) =
{
1 if λ = 1
−1 12 dimV[−1] if λ = −1
}
=
(
λ
|λ|
) 1
2 dimV[λ]
.
(9)
• If λ ∈ R \ {±1}, no eigenvalue is on S1; by the normalisation condition
and continuity, we have
ρ(A[λ]) =
{
1 if λ > 0
−1 12 dimV[λ] if λ < 0
}
=
(
λ
|λ|
) 1
2 dimV[λ]
. (10)
• If λ ∈ C \ S1 ∪ R, no eigenvalue is on S1; by the normalisation condition
and continuity, we have
ρ(A[λ]) = 1. (11)
Indeed, we can bring continuously λ, 1
λ
, λ, 1
λ
simultaneously all to 1 (or all
to −1) and in both cases ρ(A[λ]) = 1 because dimV[λ] = 4dimCEλ.
• If λ = eiϕ ∈ S1 \ {±1},W[λ] := Eλ ⊕ Eλ; we define
Q : Eλ × Eλ → R : (z, z′) 7→ Q(z, z′) := Im Ω0(z, z′); (12)
where Im a denotes the imaginary part of a complex number a. It is a
nondegenerate symmetric 2-form on the vector space Eλ viewed as a real
vector space. It is indeed symmetric because
Im Ω0(z, z′) = −Im Ω0(z′, z) = Im Ω0(z′, z) = Im Ω0(z′, z)
and it is nondegenerate because
Q(z, z′) = Im Ω0(z, z′) = 1
2i
(
Ω0(z, z′)− Ω0(z, z′)
)
so that Q(z, z′) = 0 ∀z ∈ Eλ iff Ω0(z, z′) − Ω0(z, z′) = 0 ∀z ∈ Eλ.
Replacing z by iz this implies iΩ0(z, z′) + iΩ0(z, z′) = 0 ∀z ∈ Eλ hence
Ω0(z, z′) = 0 ∀z ∈ Eλ and this implies z′ = 0.
We can thus find a vector z1 ∈ Eλ such that Q(z1, z1) = 2a1 6= 0. Writing
z1 = u1 − iv1, the subspace of V[λ] generated by u1 and v1 is symplectic
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and stable by A; we have Ω0(u1, v1) = a1 and the restriction A1 of A to
this subspace in the basis {u1, v1} has the form
A1 =
(
cosϕ − sinϕ
sinϕ cosϕ
)
.
If a1 > 0, we have as before (cf the case where a
2 < 1), ρ(A1) = e
iϕ. If
a1 < 0, we permute the vectors u1 and v1 and we have ρ(A1) = e
−iϕ.
Indeed v1 − iu1 = −i(u1 + iv1) = −i(u1 − iv1) which is of eigenvalue λ =
e−iϕ. In conclusion as V[λ] is the direct sum of 〈u1, v1〉 and its symplectic
orthogonal, we have
ρ(A[λ]) = e
i
2ϕ Sign(Q) (13)
where Sign(Q) denotes the signature of Q (the number of positive eigenval-
ues minus the number of negative eigenvalues of Q). The 12 factor comes
from the fact that Q(iz, iz′) = Q(z, z′) and the vectors z and iz define the
same real vector space Span{u1, v1} of V[λ].
The map ρ is continuous as can be viewed by considering possible variations
of the “quadruples” of eigenvalues; for example, in a continuous variation of
the matrix A, a quadruple of eigenvalues corresponding to λ /∈ S1 ∪ R can
only degenerate into a pair of real eigenvalues counted twice or into a pair of
eigenvalues on the circle counted twice but with opposite signs. In this last
case, [λ] =
{
λ, 1
λ
, λ, 1
λ
}
degenerates into {eiϕ, e−iϕ, e−iϕ, eiϕ} and the image
by ρ of the corresponding matrix is 1. Indeed, if λ = reiϕ /∈ S1 ∪ R is an
eigenvalue and if z = u − iv is an eigenvector of A of eigenvalue λ and z′ =
u′+iv′ an eigenvector of eigenvalue 1/λ such that Ω0(z, z′) = 2, then Ω0(z, z′) =
0;Ω0(z, z) = 0;Ω0(z, z
′) = 0;Ω0(z, z′) = 2;Ω0(z′, z′) = 0, so that the 2-form Ω
and the matrix A are written, in the basis {u, v, u′, v′},
Ω0 =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 A =

r cosϕ −r sinϕ 0 0
r sinϕ r cosϕ 0 0
0 0 1
r
cosϕ − 1
r
sinϕ
0 0 1
r
sinϕ 1
r
cosϕ
 .
and the limit when r equals 1 give ρ(A) = eiϕe−iϕ = 1 because in the basis
{z, z′, iz, iz′} of Eeiϕ the matrix of Q is

0 0 0 −2
0 0 2 0
0 2 0 0
−2 0 0 0
 .
2.2.2 ρ(A) for any A
Lemma 14 Consider A ∈ Sp(V,Ω) and let λ be an eigenvalue of A in V ⊗R C.
Then Ker(A− λ Id)j is the symplectic orthogonal of Im(A− 1
λ
Id)j .
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Proof:
Ω
(
(A− λ Id)u,Av) = Ω(Au,Av) − λΩ(u,Av) = Ω(u, v)− λΩ(u,Av)
= −λΩ
(
u,
(
A− 1
λ
Id
)
v
)
and by induction
Ω
(
(A− λ Id)ju,Ajv) = (−λ)jΩ(u, (A− 1
λ
Id
)j
v
)
. (14)
The result follows from the fact that A is invertible. 
Corollary 15 If Eλ denotes the generalized eigenspace of eigenvalue λ, i.e
Eλ :=
{
v ∈ V ⊗R C | (A− λ Id)jv = 0 for an integer j > 0
}
, we have
Ω(Eλ, Eµ) = 0 when λµ 6= 1.
Indeed the symplectic orthogonal of Eλ = ∪j Ker(A − λ Id)j is the intersec-
tion of the Im(A− 1
λ
Id)j . By Jordan normal form, this intersection is the sum
of the generalized eigenspaces corresponding to the eigenvalues which are not 1
λ
.
Lemma 14 will be used in the next section to establish normal forms of sym-
plectic matrices. Its corollary is well-known and usually proven by induction.
Recall that dimCEλ = mλ is the algebraic multiplicity of λ, that is the
exponent of t− λ in the factorisation of det(A− t Id).
Note that if v = u+iu′ is in Ker(A−λ Id)j with u and u′ in V then v = u−iu′
is in Ker(A− λ Id)j so that Eλ ⊕ Eλ is the complexification of a real subspace
of V . From this remark and lemma 15 the space
W[λ] := Eλ ⊕ E 1
λ
⊕ Eλ ⊕ E 1
λ
(15)
is again the complexification of a real and symplectic subspace V[λ] and
R
2n = V[λ1] ⊕ V[λ2] ⊕ . . .⊕ V[λK ]. (16)
We have again
ρ(A) = ρ(A[λ1]) · ρ(A[λ2]) · . . . · ρ(A[λK ]) (17)
where A[λi] is the restriction of A to V[λi].
Every symplectic matrix can be approached as closely as we want by a
semisimple symplectic matrix. To be complete we give a proof of this property
in the next section. By the continuity hypothesis, the map ρ is thus necessarilly
defined as follows:
Theorem 16 ([12, 3]) Let A ∈ Sp(R2n,Ω). We consider the eigenvalues {λi}
of A. For an eigenvalue λ = eiϕ ∈ S1 \ {±1}, we consider the number m+(λ) of
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positive eigenvalues of the symmetric non degenerate 2-form Q defined on the
generalized eigenspace Eλ by
Q : Eλ × Eλ → R : (z, z′) 7→ Q(z, z′) := Im Ω0(z, z′).
Then
ρ(A) = (−1) 12m−
∏
λ∈S1\{±1}
λ
1
2m
+(λ) (18)
where m− is the sum of the algebraic multiplicities mλ = dimCEλ of the real
negative eigenvalues.
Proof: We have seen that it is necessarilly of that form. The first term in
formula (18), (−1) 12m− , corresponds to the conditions (9), (10) and (11). The
second term comes from the fact that if λ = eiϕ and of A[λ] is the restriction
of A to V[λ] then ρ(A[λ]) = e
1
2 iϕ SignQ. In formula (18), we count one term for
λ and one term for λ. Remark that Im Ω0(z, z′) = −Im Ω0(z, z′) so that
the number of negative eigenvalues of Q on Eλ × Eλ is equal to the number of
positive eigenvalues of Q on Eλ × Eλ. Thus the signature of Q on Eλ × Eλ is
equal to m+(λ) −m+(λ). Hence e 12 iϕ SignQ = λ 12m+(λ)λ
1
2m
+(λ)
.
This map ρ satisfies clearly the hypotheses of continuity, invariance, normal-
ization and multiplicativity. It is an extension of the map determinant on U(n)
because every element of U(n) is semisimple. 
Definition 17 Let λ be an eigenvalue of A ∈ Sp(R2n,Ω0) with |λ| = 1. When
λ = 1( or − 1), the corresponding generalized eigenspace is of even dimension
2m1 (or 2m−1) and we count m1 times the eigenvalue 1 (or m−1 times the
eigenvalue−1) as Krein positive. For the pair of eigenvalues λ = eiϕ et λ¯ = e−iϕ,
when the quadratic form
Q : Eλ × Eλ −→ C : (v, w) 7−→ ImΩ(v, w¯)
is of signature (2r, 2s) we count r times the eigenvalue eiϕ and s times the
eigenvalue e−iϕ as Krein positive.
Remark 18 ([12]) Another expression of ρ on a matrix A ∈ Sp(R2n,Ω0) is
obtained as follows: we consider the eigenvalues of A, λ1, . . . , λ2n, repeated
accordingly to their algebraic multiplicities. We say that an eigenvalue λi is of
the first kind if |λi| < 1 or if |λi| = 1 and if it is “positive in the sense of Krein”.
Then
ρ(A) =
∏
λi of first kind
λi
|λi| . (19)
Proposition 19 The map ρ is not a group homomorphism but we always have
ρ(AN ) =
(
ρ(A)
)N ∀A ∈ Sp(R2n,Ω0) and ∀N ∈ Z. (20)
This results directly from the construction of ρ and from the fact that the
eigenvalues of AN are equal to the Nth powers of the eigenvalues of A.
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3 Normal forms and density of semisimple ele-
ments in the symplectic group
Definition 20 A symplectic basis of a symplectic vector space of dimension 2m
is a basis {e1, . . . , e2m} in which the matrix associated to the symplectic form
is Ω0 =
(
0 Id
− Id 0
)
.
We consider the standard symplectic 2n−dimensional real vector space (R2n,Ω0)
and the group of its linear symplectic transformations
Sp(R2n,Ω0) =
{
A : R2n → R2n |A linear and Ω0(Au,Av) = Ω0(u, v)∀u, v
}
.
We show that semisimple symplectic matrices with distinct eigenvalues are dense
in the set of all symplectic matrices: we approach an element A ∈ Sp(R2n,Ω0)
by symplectic matrices which are diagonalizable on C2n. For this, we shall
determine normal forms for symplectic matrices.
As we have seen before, if λ is an eigenvalue of A (on C2n) then so are λ, 1
λ
and 1
λ
and we denote by [λ] the set {λ, λ, 1
λ
, 1
λ
} and by [λ1] , . . . , [λK ] the distinct
such sets exhausting the eigenvalues of A.
If λ is an eigenvalue of A and Eλ the corresponding generalized eigenspace,
W[λ] := Eλ ⊕ E 1
λ
⊕ Eλ ⊕ E 1
λ
(21)
is the complexification of a real symplectic subspace V[λ] ⊂ R2n and
R
2n = V[λ1] ⊕ V[λ2] ⊕ . . .⊕ V[λK ]. (22)
Since A stabilizes each V[λi], it is enough to prove the property for the restriction
of A to V[λ].
Let (V,Ω) be a symplectic vector space and let A ∈ Sp(V,Ω). We want to
construct a symplectic basis of V in which A has a “simple” form. Assume
that V = V1 ⊕ V2 where V1 and V2 are Ω-orthogonal vector subspaces invariant
under A. Suppose that {e1, . . . , e2k} is a symplectic basis of V1 in which the
matrix associated to A|V1 is
(
A′1 A
′
2
A′3 A
′
4
)
. Suppose also that {f1, . . . , f2l} is a
symplectic basis of V2 in which the matrix associated to A|V2 is
(
A′′1 A
′′
2
A′′3 A
′′
4
)
.
Then {e1, . . . , ek, f1, . . . , fl, ek+1, . . . , e2k, fl+1, . . . , f2l} is a symplectic basis of
V and the matrix associated to A in this basis is
A′1 0 A
′
2 0
0 A′′1 0 A
′′
2
A′3 0 A
′
4 0
0 A′′3 0 A
′′
4
 .
The notation A′ ⋄ A′′ is used in Long [8] for this matrix. It is “a direct sum of
matrices with obvious identifications”. We call it the symplectic direct sum of
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the matrices A′ and A′′.
In general, one cannot find a symplectic basis of the complexified vector
space for which the matrix associated to A has Jordan normal form. Normal
forms for symplectic matrices have been described in particular in [8]. The
presentation of normal forms for symplectic matrices that we give here is short
and elementary; it is based on the following lemmas.
3.1 Two technical lemmas
Let (V,Ω) be a real symplectic vector space. Consider A ∈ Sp(V,Ω) and let
λ be an eigenvalue of A in V ⊗R C. We have seen in lemma 14 that the space
Ker(A − λ Id)j is the symplectic orthogonal for Ω of Im(A − 1
λ
Id
)j
, so that if
Eλ denotes the generalized eigenspace of eigenvalue λ, we have
Ω(Eλ, Eµ) = 0 if λµ 6= 1.
We had seen precisely that (equation (14))
Ω
(
(A− λ Id)ju,Ajv) = (−λ)jΩ(u, (A− 1
λ
Id
)j
v
)
.
Let p ≥ 0 be the largest integer such that the restriction to Eλ of (A−λ Id)p
is not identically zero [and the restriction to Eλ of (A− λ Id)p+1 is zero]. Since
A is real, this integer p is the same for λ.
By lemma 14, Ker(A− λ Id)j is the symplectic orthogonal of Im(A− 1
λ
Id
)j
for all j, thus dimKer(A − λ Id)j = dimKer(A − 1
λ
Id
)j
; hence the integer p is
the same for λ and 1
λ
.
Lemma 21 For any positive integer j, the bilinear map
Q˜ : Eλ /Ker(A− λ Id)j × E 1
λ
/Ker
(
A− 1
λ
Id
)j → C
([v], [w]) 7→ Q˜([v], [w]) := Ω((A− λ Id)jv, w) v ∈ Eλ, w ∈ E 1
λ
(23)
is well defined and non degenerate. In the formula [v] denotes the class contain-
ing v in the appropriate quotient.
Proof: The fact that Q˜ is well defined follows from equation (14); indeed, for
any integer j, we have
Ω
(
(A− λ Id)ju, v) = (−λ)jΩ(Aju, (A− 1
λ
Id
)j
v
)
. (24)
The map is non degenerate because Q˜([v], [w]) = 0 ∀w iff (A−λ Id)jv = 0 since
Ω is a non degenerate pairing between Eλ and E 1
λ
thus iff [v] = 0. Similarly,
Q˜([v], [w]) = 0 ∀v if and only if w is Ω-orthogonal to Im(A − λ Id)j , thus iff
w ∈ Ker(A− 1
λ
Id)j hence [w] = 0. 
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Lemma 22 For any v, w ∈ V , any λ ∈ C \ {0} and any integers i ≥ 0, j > 0
we have:
Ω
(
(A− λ Id)iv, (A− 1
λ
Id
)j
w
)
= − 1
λ
Ω
(
(A− λ Id)i+1v, (A− 1
λ
Id
)j
w
)
(25)
− 1
λ2
Ω
(
(A− λ Id)i+1v, (A− 1
λ
Id
)j−1
w
)
.
In particular, if λ is an eigenvalue of A, if p ≥ 0 is the largest integer such that
the restriction to Eλ of (A− λ Id)p is not identically zero and if v, w belong to
Eλ, we have for any integer k ≥ 0:
Ω
(
(A− λ Id)p+kv, w) = (−λ2)jΩ((A− λ Id)p+k−jv, (A− 1
λ
Id
)j
w
)
(26)
so that
Ω
(
(A− λ Id)pv, w) = (−λ2)pΩ(v, (A− 1
λ
Id
)p
w
)
(27)
and
Ω
(
(A− λ Id)kv, (A− 1
λ
Id
)j
w
)
= 0 if k + j > p. (28)
Proof: We have:
Ω
(
(A− λ Id)iv, (A− 1
λ
Id
)j
w
)
= − 1
λ
Ω
((
A− λ Id−A)(A− λ Id)iv, (A− 1
λ
Id
)j
w
)
= − 1
λ
Ω
(
(A− λ Id)i+1v, (A− 1
λ
Id
)j
w
)
+
1
λ
Ω
(
A(A− λ Id)iv, (A− 1
λ
Id
)(
A− 1
λ
Id
)j−1
w
)
= − 1
λ
Ω
(
(A− λ Id)i+1v, (A− 1
λ
Id
)j
w
)
+
1
λ
Ω
(
(A− λ Id)iv, (A− 1
λ
Id
)j−1
w
)
− 1
λ2
Ω
(
A(A − λ Id)iv, (A− 1
λ
Id
)j−1
w
)
and formula (25) follows.
Observe now that, for any integer k ≥ 0 by (14) and the definition of p
(−λ)j+1Ω
(
(A−λ Id)p+k−jv, (A− 1
λ
Id
)j+1
w
)
= Ω
(
(A−λ Id)p+k+1v,Ajw) = 0.
Hence, applying formula (25) with an induction on j ≤ p + k, we get formula
(26). The other formulas follow readily. 
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3.2 Normal forms for A|V[λ]
We construct here a symplectic basis of W[λ] (and of V[λ]) adapted to A for
a given eigenvalue λ of A. We shall decompose W[λ] (and V[λ]) into a direct
sum of symplectic subspaces stable by A. On any subspace of W[λ], the only
eigenvalues of A are of the form λ, 1/λ, λ and 1/λ. We shall assume as above that
(A− λ Id)p+1 = 0 and (A − λ Id)p 6= 0 on the generalized eigenspace Eλ; recall
that we have the same integer p for the other eigenvalues of the “quadruple”. We
shall distinguish three cases; first λ /∈ S1 then λ = ±1 and finally λ ∈ S1 \ ±1.
3.2.1 Case 1: A|V[λ] for λ /∈ S1.
Choose an element v ∈ Eλ and an element w ∈ E 1
λ
such that
Q˜([v], [w]) = Ω
(
(A− λ Id)pv, w) 6= 0.
Consider the smallest subspace Evλ of Eλ stable by A and containing v; it is of
dimension p+ 1 and is generated by{
e1 := (A− λ Id)pv, . . . , ei := (A− λ Id)p+1−iv, . . . , ep+1 := v
}
.
Observe that Aei = (A − λ Id)ei + λei so that Aei = λei + ei−1 for i > 1 and
Ae1 = e1.
Similarly consider the smallest subspace Ew1
λ
of E 1
λ
stable by A and containing
w; it is also of dimension p+ 1 and is generated by{
e′1 := w, . . . , e
′
j :=
(
A− 1
λ
Id
)j−1
w, . . . e′p+1 :=
(
A− 1
λ
Id
)p
w
}
.
One has
• Ω(ei, ej) = 0 and Ω(e′i, e′j) = 0 because Ω(Eλ, Eµ) = 0 if λµ 6= 1
• Ω(ei, e′j) = 0 if i < j because the equation (28) implies that
Ω
(
(A− λ Id)p+1−iv, (A− 1
λ
Id
)j−1
w
)
= 0 if p+ j − i > p
• Ω(ei, e′i) =
(−1
λ2
)i−1
Ω
((
A− 1
λ
Id
)p
v, w
)
by equation (26) and is non zero
by the choice of v, w.
The matrix associated to Ω in the basis {e1, . . . , ep+1, e′1, . . . , e′p+1} is thus of
the form 
0 0
. . .
0 0
∗ 0
. . .
∗ ∗
∗ 0
. . .
∗ ∗
0 0
. . .
0 0

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with non vanishing ∗. Hence Ω is non degenerate on Evλ ⊕ Ew1
λ
which is thus
a symplectic subspace stable by A. Remark that the symplectic orthogonal(
Evλ⊕Ew1
λ
)⊥
to this subspace in Eλ⊕E 1
λ
is also symplectic, stable under A and
that (A − λ Id)p+1 = 0 on (Evλ ⊕ Ew1
λ
)⊥ ∩ Eλ, so that the integer p′ relative to
this subspace is ≤ p. One obtains by induction a decomposition of Eλ ⊕ E 1
λ
into a sum of A-stable Ω-orthogonal subspaces of the form Ev
j
λ ⊕ Ew
j
1
λ
.
We now construct a basis {e1, . . . , ep+1, f1, . . . , fp+1} of Evλ ⊕ Ew1
λ
in which
the symplectic form has the standard form Ω0 =
(
0 Id
− Id 0
)
and which gives
a normal form for A. From the remark above, this will induce a normal form
for A on Eλ ⊕ E 1
λ
. If λ is real, we take v, w in the real generalized eigenspaces
ERλ and E
R
1
λ
and we obtain a symplectic basis of the real symplectic vector space
stable by A, ERvλ ⊕ ERw1
λ
. If λ is not real, one considers the basis of Ev
λ
⊕ Ew1
λ
defined by the conjugate vectors {e1, . . . , ep+1, f1, . . . , fp+1}. and this yields a
conjugate normal form on Eλ ⊕ E 1
λ
hence a normal form on W[λ] and this will
induce a real normal form on V[λ].
We choose v and w such that Ω
(
v,
(
A− 1
λ
Id
)p
w
)
= 1.We obtain a symplectic
basis of Evλ⊕Ew1
λ
by taking the ei = (A−λ Id)p+1−iv and applying an analogue
of Gram-Schmidt procedure to the e′i thus setting
fp+1 = e
′
p+1 =
(
A− 1
λ
Id
)p
w
fp =
1
Ω(ep,e′p)
(
e′p − Ω(ep+1, e′p)fp+1
)
and by decreasing induction on j,
fj =
1
Ω(ej ,e′j)
(
e′j −
∑
k>j Ω(ek, e
′
j)fk
)
,
so that any fj is a linear combination of the e
′
k with k ≥ j.
In the basis {e1, . . . , ep+1, f1, . . . , fp+1} the matrix associated to A is(
J(λ, p+ 1) 0
0 B
)
where
J(λ,m) =

λ 1 0 0 . . . 0 0
0 λ 1 0 . . . 0 0
0 0 λ 1 . . . 0 0
...
...
...
. . .
. . .
...
...
0 0 0 . . . λ 1 0
0 0 0 . . . 0 λ 1
0 0 0 . . . 0 0 λ

(29)
is the elementary m×m Jordan matrix associated to λ. Since A is symplectic,
B is the transpose of the inverse of J(λ, p+ 1), B =
(
J(λ, p+ 1)−1
)τ
.
This is the normal form for A restricted to Evλ ⊕ Ew1
λ
.
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If λ = reiφ /∈ R we consider the symplectic basis {e1, . . . , ep+1, f1, . . . , fp+1} of
Evλ⊕Ew1
λ
as above and the conjugate symplectic basis {e1, . . . , ep+1, f1, . . . , fp+1}
of Ev
λ
⊕Ew1
λ
.Writing ej =
1√
2
(uj−ivj) and fj = 1√2 (wj+ixj) for all 1 ≤ j ≤ p+1
with the vectors uj , vj , wj , xj in the real vector space V , we get a symplectic
basis {u1, . . . , up+1, v1, . . . , vp+1, w1, . . . , wp+1, x1, . . . , xp+1} of the real subspace
of V whose complexification is Evλ ⊕ Ew1
λ
⊕ Ev
λ
⊕ Ew1
λ
. In this basis, the matrix
associated to A is(
JR
(
reiφ, 2(p+ 1)
)
0
0
(
JR
(
reiφ, 2(p+ 1)
)−1)τ )
where JR(re
iφ, 2m) is the 2m× 2m matrix written in terms of 2× 2 matrices as
R(reiφ) Id 0 0 . . . 0 0
0 R(reiφ) Id 0 . . . 0 0
0 0 R(reiφ) Id . . . 0 0
...
...
...
. . .
. . .
...
...
0 0 0 . . . R(reiφ) Id 0
0 0 0 . . . 0 R(reiφ) Id
0 0 0 . . . 0 0 R(reiφ)

(30)
with R(reiφ) =
(
r cosφ −r sinφ
r sinφ r cosφ
)
. By induction, we get
Theorem 23 (Normal form for A|V[λ] for λ /∈ S1.) Let λ /∈ S1 be an eigen-
value of A. Denote k := dimCKer(A−λ Id) (on V C) and p the smallest integer
so that (A− λ Id)p+1 is identically zero on the generalized eigenspace Eλ.
If λ 6= ±1 is a real eigenvalue of A, there exists a symplectic basis of V[λ] in
which the matrix associated to the restriction of A to V[λ] is a symplectic direct
sum of k matrices of the form(
J(λ, pj + 1) 0
0
(
J(λ, pj + 1)
−1)τ )
with p = p1 ≥ p2 ≥ · · · ≥ pk. If λ = reiφ /∈ (S1 ∪ R) is a complex eigenvalue of
A, there exists a symplectic basis of V[λ] in which the matrix associated to the
restriction of A to V[λ] is a symplectic direct sum of k matrices of the form(
JR
(
reiφ, 2(pj + 1)
)
0
0
(
JR
(
reiφ, 2(pj + 1)
)−1)τ )
with p = p1 ≥ p2 ≥ · · · ≥ pk.
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3.2.2 Case 2: A|V[λ] for λ = ±1.
In this situation [λ] = {λ} and V[λ] is the generalized real eigenspace of eigen-
value λ, still denoted –with a slight abuse of notation– Eλ. We consider
Q˜ : Eλ/Ker(A− λ Id)p × Eλ/Ker(A− λ Id)p → R the non degenerate form
defined by Q˜([v], [w]) = Ω
(
(A− λ Id)pv, w). We see directly from equation (27)
that Q˜ is symmetric if p is odd and antisymmetric if p is even.
If p = 2k − 1 is odd, we choose v ∈ Eλ such that
Q˜([v], [v]) = Ω
(
(A− λ Id)pv, v) 6= 0
and consider the smallest subspace Evλ of Eλ stable by A and containing v; it is
generated by{
e1 := (A− λ Id)pv, . . . , ei := (A− λ Id)p+1−iv, . . . , ep+1=2k := v
}
.
We have
• Ω(ei, ej) = 0 if i+ j ≤ p+ 1(= 2k) by equation (28) because
Ω
(
(A− λ Id)p+1−iv, (A− λ Id)p+1−jv) = 0 if p+ 1− j + p+ 1− i ≥ p+ 1
• Ω(ei, ep+2−i) 6= 0; by equation(26) because
Ω
(
(A − λ Id)p+1−iv, (A − λ Id)i−1v) = (−1)i−1Ω((A − λ Id)pv, v) 6= 0 by
the choice of v.
Hence Evλ is a symplectic subspace because, in the basis defined by the ei’s, Ω
has the triangular form
 0 ∗. . .
∗ ∗
 and has a non-zero determinant.
We can choose v so that Ω
(
(A−λ Id)kv, (A−λ Id)k−1v) = d = ±1 by rescaling
the vector. One may further assume that
Ti,j(v) := Ω
(
(A− λ Id)iv, (A − λ Id)jv) = 0 for all 0 ≤ i, j ≤ k − 1.
Indeed, by formula (25) we have Ti,j(v) = −λTi+1,j(v)−Ti+1,j−1(v), Ti,i(v) = 0
and we proceed by decreasing induction (observing that Ti,j(v) = −Tj,i(v)) as
follows:
• if Tk−2,k−1(v) = α1, we replace v by v− α12d (A−λ Id)2v; it spans the same
subspace and the quantities Ti,j(v) do not vary for i+ j ≥ 2k− 1 but now
Tk−2,k−1(v) = 0, hence Tk−3,k−1(v) = −λTk−2,k−1(v) − Tk−2,k−2(v) = 0;
• if Tk−3,k−2(v) = α2, we replace v by v + α22d (A − λ Id)4v; it spans the
same subspace and the quantities Ti,j(v) do not vary for i+ j ≥ 2k−1, for
k−2 ≤ i ≤ j ≤ k−1 and for i = k−3, j = k−1; but now Tk−3,k−2(v) = 0,
hence also Tk−4,k−2(v) = 0, Tk−4,k−1(v) = 0;
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• if Tk−4,k−3(v) = α3, we replace v by v− α32d (A−λ Id)6v; it spans the same
subspace and the quantities Ti,j(v) do not vary for i+j ≥ 2k−1, for k−3 ≤
i ≤ j ≤ k − 1 and for i = k − 4, k − 2 ≤ j ≤ k − 1; now Tk−4,k−3(v) = 0,
hence also Tk−5,k−3(v) = 0, Tk−5,k−2(v) = 0, Tk−5,k−1(v) = 0;
• assume by induction on increasing r that all Ti,j(v) vanish for k − r ≤
i ≤ j ≤ k − 1 and for i = k − (r + 1), k − (r − 1) ≤ j ≤ k − 1; if
Tk−(r+1),k−r(v) = αr, , we replace v by v+(−1)r αr2d (A−λ Id)2rv; it spans
the same subspace and the quantities Ti,j(v) do not vary for i+j ≥ 2k−1,
for k − r ≤ i ≤ j ≤ k − 1 and for i = k − (r + 1), k − (r − 1) j ≤ k − 1;
now Tk−(r+1),k−r(v) = 0, hence also Tk−(r+2),j(v) for j ≥ k − (r);
• we proceed by induction until all Ti,j vanish for 1 ≤ i ≤ j ≤ k − 1
and for i = 0, 1 ≤ j ≤ k − 1; if T0,1(v) = αk−1, we replace v by v +
(−1)k−1 αk−12d (A−λ Id)2k−2v; it spans the same subspace and the quantities
Ti,j(v) do not vary for i + j ≥ 2k − 1, for 1 ≤ i ≤ j ≤ k − 1 and for
i = 0, 2 ≤ j ≤ k − 1; now T0,1(v) = 0 so that all Ti,j(v) vanish for
0 ≤ i, j ≤ k − 1.
We extend {e1, . . . , ek} into a symplectic basis {e1, . . . , ek, f1, . . . , fk} of our
subspace, using again an analogue of the Gram-Schmidt procedure and the fact
that Ω(ek+i, ek+j) = Tk−i,k−j(v) = 0 for all 1 ≤ i, j ≤ k:
f ′k = ek+1 and fk :=
1
Ω(ek ,f ′k)
f ′k =
1
d
ek+1 =
1
d
(A− λ Id)k−1v;
f ′k−1 = ek+2−Ω(ek, ek+2)fk+Ω(fk, ek+2)ek = ek+2−Ω(ek, ek+2)fk and
fk−1 := 1Ω(ek−1,f ′k−1)f
′
k−1 is a linear combinaison of ek+1 and ek+2;
and by induction on j
f ′k−j = ek+j+1 −
∑
r>k−j Ω(er, ek+j+1)fr +
∑
r>k−j Ω(fr, ek+j+1)er =
ek+j+1 −
∑
r>k−j Ω(er, ek+j+1)fr and fk−j :=
1
Ω(ek−j ,f ′k−j)
f ′k−j ,
so that fk−j is a linear combination of the ei’s for k+1 ≤ i ≤ k+j+1 .
Since Aej = λej + ej−1 for all j > 1, the matrix associated to A in the basis
constructed above is
A′ =
(
J(λ, k) C
0 B
)
with C identically zero except for the last lign and with the coefficient Ckk =
1
d
= d. Since it is symplectic we have J(λ, k)τB = Id so that B =
(
J(λ, k)−1
)τ
and CJ(λ, k)τ is symmetric, hence diagonal of the form diag
(
0, . . . , 0, d
)
so that
C is of the form C(k, d, λ) = diag
(
0, . . . , 0, d
)(
J(λ, k)−1
)τ
so
C(k, d, λ) :=

0 . . . 0 0 0
...
...
0 . . . 0 0 0
(−λ)k−1d . . . (−λ)2d (−λ)d d
 . (31)
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The matrix
(
J(λ, k) C(k, d, λ)
0
(
J(λ, k)−1
)τ ) with d = ±1 is the normal form of A
restricted to Evλ.
If p = 2k is even, we choose v and w in Eλ such that
Q˜([v], [w]) = Ω
(
(A− λ Id)pv, w) = 1
and we consider the smallest subspace Evλ⊕Ewλ of Eλ stable by A and containing
v and w. It is of dimension 4k + 2. Remark that Ω
(
(A − λ Id)pv, v) = 0 since
Ω
(
(A − λ Id)pv, w) = (−1)pΩ(v, (A − 1
λ
Id
)p
w
)
for any v, w ∈ Eλ and λ = 1λ .
So Ω
(
(A− λ Id)p−rv, (A− 1
λ
Id
)r
v
)
= 0 for all 0 ≤ r ≤ p.
We can assume inductively on decreasing J that for all j ≥ J and for all
0 ≤ r ≤ j we have Ω
(
(A − λ Id)j−rv, (A − 1
λ
Id
)r
v
)
= 0. Then, rewritting
formula 25 permuting λ and 1
λ
we have
Ω
(
(A− λ Id)J−1−sv, (A− 1
λ
Id
)s
v
)
= −λΩ
(
(A− λ Id)J−1−sv, (A− 1
λ
Id
)s+1
v
)
−λ2Ω
(
(A− λ Id)J−2−sv, (A− 1
λ
Id
)s+1
v
)
.
and the first term on the righthand side of this equation vanishes by induction.
If Ω
(
(A− λ Id)J−1v, v) = d 6= 0, J is even and we replace v by
v′ = v + d2 (A− λ Id)p−J+1w;
we have v′ ∈ Evλ ⊕ Ewλ and Ω
(
(A− λ Id)pv′, w) = 1. Furthermore
Ω
(
(A− λ Id)j−rv′, (A− 1
λ
Id)rv′
)
= 0 for all 0 ≤ r ≤ j and j ≥ J and now
Ω
(
(A− λ Id)J−1v′, v′)
= Ω
(
(A− λ Id)J−1(v + d2 (A− λ Id)p−J+1w), v + d2 (A− λ Id)p−J+1w)
= Ω
(
(A− λ Id)J−1v, v)+ d2Ω((A− λ Id)pw, v)
+ d2Ω
(
(A− λ Id)J−1v, (A− λ Id)p−J+1w)
+(d2 )
2Ω
(
(A− λ Id)pw, (A − λ Id)p−J+1w)
= d− d
2
− d
2
= 0
so that Ω
(
(A− λ Id)J−1−rv′, (A− 1
λ
Id)rv′
)
= 0 for all 0 ≤ r ≤ J − 1.
We assume from now on that we have chosen v and w in Eλ so that
Ω
(
(A− λ Id)pv, w) = 1 and Ω((A− λ Id)rv, (A − 1
λ
Id)sv
)
= 0 for all r, s.
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We can proceed similarly with w; we can thus furthermore assume that
Ω
(
(A− λ Id)jw, (A− 1
λ
Id
)k
w
)
= 0 for all j, k.
We choose for basis of Evλ⊕Ewλ : {e1 = (A−λ Id)pv, . . . , ei = (A−λ Id)p+1−iv
. . . ep+1 = v, g1 = (A − λ Id)pw, . . . , gi = (A − λ Id)p+1−iw . . . gp+1 = w}. We
have Ω(ei, ej) = 0, ∀i, j ≤ 2k+1, Ω(ei, gp+1−i) 6= 0 ∀1 6 i 6 p+1, Ω(ei, gj) = 0
when i+ j < p+1 and Ω(gi, gj) = 0 for all i, j ≤ 2k+1. The matrix associated
to Ω has a triangular form

0
0 ∗
. .
.
∗ ∗
0 ∗
. .
.
∗ ∗
0
 so that Ω is non
singular and the subspace Evλ ⊕ Ewλ is symplectic.
We extend {e1, . . . , ep+1} into a symplectic basis of this subspace {e1, . . . , ep+1,
f1, . . . , fp+1} constructing inductively fp+1, fp, . . . , f1 by a Gram Schmidt pro-
cedure:
fp+1 :=
1
Ω(ep+1,g1)
g1;
fp :=
1
Ω(ep,g′2)
g′2 with g
′
2 := g2 − Ω(ep+1, g2)fp+1;
fp+2−j := 1Ω(ep+2−j ,g′j)g
′
j with g
′
j := gj −
∑
r<j Ω(ep+2−r, gj)fp+2−r; so
that, inductively, each fp+2−j is a linear combination of the gk’s for
k ≤ j.
In this basis, the matrix associated to A is(
J(λ, p+ 1) 0
0 B
)
.
Hence, again, the matrix(
J(λ, p+ 1) 0
0
(
J(λ, p+ 1)−1
)τ )
is a normal form for A restricted to Evλ ⊕ Ewλ .
Theorem 24 (Normal form for A|V[λ] for λ = ±1.) Let λ = ±1 be an eigen-
value of A. There exists a symplectic basis of V[λ] in which the matrix associated
to the restriction of A to V[λ] is a symplectic direct sum of matrices of the form(
J(λ, rj) C(rj , dj , λ)
0
(
J(λ, rj)
−1)τ )
where C(rj , dj , λ) = diag
(
0, . . . , 0, dj
)(
J(λ, rj)
−1)τ as in (31) with dj ∈ {0, 1,−1}.
If dj = 0 then rj is odd. The dimension of the eigenspace of eigenvalue 1 is
given by 2Card{j | dj = 0}+Card{j | dj 6= 0}.
25
3.2.3 Case 3: A|W[λ] for λ ∈ S1 \ ±1.
We consider Q̂ : Eλ/Ker(A− λ Id)p × Eλ/Ker(A− λ Id)p → C the sesquilinear
non degenerate form defined by
Q̂([v], [w]) = λpΩ
(
(A− λ Id)pv, w).
Since Q̂ is non degenerate, we can choose v ∈ Eλ such that Q̂([v], [v]) 6= 0 thus
Ω
(
(A−λ Id)pv, v) 6= 0 and we consider the smallest subspace Evλ⊕Evλ of Eλ⊕Eλ
stable by A, complexification of a real subspace and containing v and v. It is
thus generated by{
ui := (A− λ Id)p+1−iv, vi := (A− λ Id)p+1−iv; 1 ≤ i ≤ p+ 1
}
.
We have ui = vi and, as before
• Ω(ui, uj) = 0, Ω(vi, vj) = 0 because Ω(Eλ, Eλ) = 0;
• Ω(ui, vk) = 0 if p+1− k+ p+1− i ≥ p+1 i.e. i+ k ≤ p+1 by equation
(28);
• Ω(ui, vk) 6= 0 if p+ 2 = i+ k by equation (26) and by the choice of v.
We conclude that Eλ ⊕ Eλ is a symplectic subspace.
Subcase : p=2k-1
We consider the basis {u1, . . . , uk, v1, . . . , vk, vp+1, . . . vk+1, up+1, . . . uk+1} and
we transform it by a Gram-Schmidt method into a symplectic basis composed
of pairs of conjugate vectors, extending b = {u1, . . . , uk, v1, . . . , vk} on which Ω
identically vanishes. Recall that uj = vj for all j. We proceed as follows. We
start by the pair of conjugate vectors vk+1 and uk+1 which are Ω-orthogonal to
every element of b except respectively to uk and to vk and we set
v′k+1 =
1
Ω(uk, vk+1)
(vk+1 + rvk), u
′
k+1 =
1
Ω(vk, uk+1)
(uk+1 + ruk) = v′k+1,
where r ∈ C is chosen such that Ω(u′k+1, v′k+1) = 0, which gives
rΩ(uk, vk+1) + rΩ(uk+1, vk) = −Ω(uk+1, vk+1).
This is equivalent to 2iIm (rΩ(uk+1, vk)) = −Ω(uk+1, vk+1) and may be solved
since Ω(uk+1, vk+1) = Ω(vk+1, vk+1) is purely imaginary.
We then proceed by induction on j, (1 < j ≤ k), starting from the pair
of vectors vk+j , uk+j which are Ω-orthogonal to all {u1, . . . , uk−j , v1, . . . , vk−j}
and defining a pair of vectors which are Ω-orthogonal to all previous ones except
{uk+1−j, vk+1−j}:
v′′k+j = vk+j −
∑
i<j
Ω(uk+1−i, vk+j)v′k+i +
∑
i<j
Ω(u′k+i, vk+j)vk+1−i
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u′′k+j = v
′′
k+j
then normalizing and Ω-orthogonalizing them
v′k+j =
1
Ω(uk+1−j , v′′k+j)
(v′′k+j + rjvk+1−j), and
u′k+j =
1
Ω(vk+1−j , u′′k+j)
(u′′k+j + rjuk+1−j) = v′k+j
with rj such that 2iIm
(
rjΩ(uk+1−j , vk+j)
)
= −Ω(u′′k+j , v′′k+j).
In the symplectic basis {u1, . . . , uk, v1, . . . , vk, v′p+1, . . . v′k+1, u′p+1, . . . u′k+1},
the matrix associated to A is of the form
J(λ, k) 0 0 C
0 J(λ, k) C 0
0 0
(
J(λ, k)−1
)τ
0
0 0 0
(
J(λ, k)−1
)τ

where C is a k × k matrix such that Cij = 0 when j > i + 1. The fact that
the matrix is symplectic implies that S := CJ(λ, k)τ is hermitean; since Sij = 0
when j > i+ 1, we have, for real si’s and complex αi’s
C =

s1 α1 0 . . . 0
α1 s2 α2 0 . . . 0
0 α2 s3 α3 0 . . . 0
... 0
. . .
. . .
. . . 0 0
... . . . 0
. . .
. . .
. . . 0
0 . . . 0 αk−2 sk−1 αk−1
0 . . . 0 αk−1 sk

(
J(λ, k)−1
)τ
.
Writing uj =
1√
2
(x2j−1−ix2j), vj = uj = 1√2 (x2j−1+ix2j), as well as u′2k+1−j =
1√
2
(y2j−1 − iy2j) and v′2k+1−j = 1√2 (y2j−1 + iy2j) for 1 ≤ j ≤ k, the vectors
xi, yi all belong to the real subspace of V whose complexification is E
v
λ ⊕ Evλ
and we get a symplectic basis
{x1, . . . , xp+1, y1, . . . , yp+1}
of this real subspace of V . In this basis, the matrix associated to A is :(
JR(e
iφ, 2k) CR
0
(
JR(e
iφ, 2k)−1
)τ ) (32)
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where JR(e
iφ, 2k) is defined as in (30) and where CR is the (p + 1) × (p + 1)
matrix written in terms of two by two matrices C(i, j) as
CR =

C(1, 1) C(1, 2) . . . C(1, k)
C(2, 1) C(2, 2) . . . C(2, k)
...
C(k, 1) C(k, 2) . . . C(k, k)
 with C(i, j) = 0 when j > i+ 1.
(33)
Subcase : p=2k
We consider the basis {u1, . . . , uk, v1, . . . , vk+1, vp+1, . . . vk+2, up+1, . . . uk+1}.Re-
mark that Ω(vk+1, uk+1) = Ω
(
(A − λ Id)kv, (A − λ Id)kv) is purely imaginary;
we choose v so that it is ±i and we choose (between λ and λ) so that it is −i.
We extend the subset b = {e1 = u1, . . . , ek = uk, ek+1 = v1, . . . , e2k+1 = vk+1}
on which Ω vanishes into a symplectic basis
{u1, . . . , uk, v1, . . . , vk+1, v′p+1, . . . v′k+2, u′p+1, . . . u′k+1}
via a Gram-Schmidt process. We set u′k+1 = iuk+1 and we construct pairs of
“conjugate” vectors in the following way. We start by the pair of conjugate
vectors vk+2 = (A − λ Id)k−1v et uk+2 = vk+2 which are Ω-orthogonal to all
elements of b \ {vk+1} except respectively to uk and to vk and we set
v′′k+2 :=
(
vk+2 + iΩ(uk+1, vk+2)vk+1 + rvk
)
,
u′′k+2 :=
(
uk+2 − iΩ(vk+1, uk+2)uk+1 + ruk
)
= v′k+2,
where r is chosen to have Ω(u′′k+2, v
′′
k+2) = 0, which gives
rΩ(uk, vk+2) + rΩ(uk+2, vk) =
−Ω(uk+2 − iΩ(vk+1, uk+2)uk+1, vk+2 + iΩ(uk+1, vk+2)vk+1);
The left hand side is 2iIm (rΩ(uk+2, vk)) and one can find a solution r ∈ C
because the right hand side is purely imaginary.
Then we set
v′k+2 :=
1
Ω(uk, vk+2)
v′′k+2 and u
′
k+2 :=
1
Ω(vk, uk+2)
u′′k+2 = v′k+2.
We then proceed by induction as in the case where p is odd with increasing
j (1 < j ≤ k) starting from the pair vk+1+j , uk+1+j which are Ω-orthogonal to
all {u1, . . . , uk−j , v1, . . . , vk−j} and defining a pair of vectors Ω-orthogonal to all
previous ones.
v′′k+1+j = vk+1+j + iΩ(uk+1, vk+1+j)vk+1 −
∑
i<j
Ω(uk+1−i, vk+1+j)v′k+1+i
+
∑
i<j
Ω(u′k+1+i, vk+1+j)vk+1−i, and
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u′′k+j = v
′′
k+j
then normalizing and Ω-orthogonalizing them
v′k+1+j =
1
Ω(uk+1−j , vk+1+j)
(v′′k+1+j + rjvk+1−j), and
u′k+1+j =
1
Ω(vk+1−j , uk+1+j)
(u′′k+1+j + rjuk+1−j) = v′k+1+j
with rj such that 2iIm
(
rjΩ(u
′′
k+1−j , vk+1−j)
)
= −Ω(u′′k+1−j , v′′k+1−j).
In the basis {u1, . . . , uk, v1, . . . , vk+1, v′p+1, . . . v′k+2, u′p+1, . . . u′k+1} the ma-
trix associated to A is of the form
J(λ, k) 0 0
(
D d
)
0 J(λ, k + 1)
(
D
d′
)
0
0 0
(
J(λ, k)−1
)τ
0
0 0 0
(
J(λ, k + 1)−1
)τ

Where D is a k × k matrix such that Dij = 0 when j > i + 1, where dτ =
(0, . . . , 0, i) and d′ is a 1× k matrix.
Writing uj =
1√
2
(x2j−1 − ix2j), vj = 1√2 (x2j−1 + ix2j) for all j ≤ k,
vk+1 =
1√
2
(x2k+1 + iy2k+1);u
′
k+1 = i
1√
2
(x2k+1 − iy2k+1)
u′2k+2−j =
1√
2
(y2j−1 − iy2j) and v′2k+2−j = 1√2 (y2j−1 + iy2j) for 1 ≤ j ≤ k,
the vectors xi, yi all belong to the real subspace of V whose complexification is
Evλ ⊕ Evλ and we get a symplectic basis
{x1, . . . , xp+1, y1, . . . , yp+1}
of this real subspace of V . In this basis, the matrix associated to A is
JR(e
iφ, 2k) d2k−1 CR d2k
0 cosφ d′
R
− sinφ
0 0
(
JR(e
iφ, 2k)−1
)τ
0
0 sinφ d′′
R
cosφ
 (34)
where JR(e
iφ, 2k) is defined as in (30), where CR is the (p+ 1)× (p+1) matrix
written in terms of two by two matrices C(i, j) as in (33) with C(i, j) = 0 for
j > i+1, where dj = (0, . . . , 0, 1, 0, . . . , 0)
τ is the column matrix with a 1 in the
jth position and where d′
R
and d′′
R
are 1× 2k matrices.
Theorem 25 (Normal form for A|V[λ] for λ ∈ S1 \ ±1.) Let λ = eiφ be an
eigenvalue of A on S1 and not equal to ±1. Denote k := dimCKer(A − λ Id)
(on V C) and p the smallest integer so that (A − λ Id)p+1 is identically zero on
the generalized eigenspace Eλ.
There exists a symplectic basis of V[λ] in which the matrix associated to the
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restriction of A to V[λ] is a symplectic direct sum of
1
2k matrices of dimension
2sj × 2sj with s1 = p+ 1 ≥ s2, . . . ≥ s k
2
, which are of the two following types:
-if sj = 2k is even
(
JR(e
iφ, 2k) CR
0
(
JR(e
iφ, 2k)−1
)τ ) as in (32)
-if sj = 2k+1 is odd

JR(e
iφ, 2k) d2k CR dsj
0 cosφ d′
R
− sinφ
0 0
(
JR(e
iφ, 2k)−1
)τ
0
0 sinφ d′′
R
cosφ
 as
in (34).
3.3 Density of semisimple elements in the symplectic group
Proposition 26 Semisimple symplectic matrices (with distinct eigenvalues) are
dense in the group of all symplectic matrices
Proof: To see that semisimple elements are dense in the symplectic group, we
show that the restriction of A to any V[λ] (and W[λ]) can be approached by
semisimple elements. We have decomposed each V[λ] into a sum of symplectic
subspaces which are mutually symplectically orthogonal and stable by A; we
shall approach the restriction of A to each of those subspaces by semisimple
elements with distinct eigenvalues.
For λ /∈ S1 \±1, when such a subspace (of V[λ] or W[λ] depending whether λ
is real or not) is spanned by a symplectic basis {e1, . . . , ek, f1, . . . , fk} in which
the matrix associated to A has the form
(
J(λ, k) C(k, d, λ)
0
(
J(λ, k)−1
)τ ), we define
a symplectic transformation S on that subspace defined in the given basis by
the matrix (
S˜ 0
0 S˜−1
)
where S˜ = diag(1 + ǫ1, . . . , 1 + ǫk).
The transformation AS on that subspace is semisimple because it admits the
eigenvalues (1 + ǫ1)λ, . . . , (1 + ǫk)λ and their inverses.
If λ is not real, the transformation S is defined by the conjugate matrix on the
conjugate basis. It is then clear that S induces a real and symplectic transfor-
mation of the corresponding subspace of V[λ]; it is semisimple because it admits
the quadruples of eigenvalues corresponding to λ(1 + ǫ1), . . . , λ(1 + ǫk).
In the third case considered, for λ ∈ S1\±1, on a subspace ofW[λ] spanned by
a symplectic basis {u1, ..., uk, v1, ..., vk, v′2k, . . . , v′k+1, u′2k, . . . , u′k+1} with vj =
uj for j ≤ k, v′j = u′j for j ≥ k+1 in which the matrix associated to A is of the
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form 
J(λ, k) 0 0 C
0 J(λ, k) C 0
0 0
(
J(λ, k)−1
)τ
0
0 0 0
(
J(λ, k)−1
)τ

we define a transformation S given in the basis considered by the matrix
D 0 0 0
0 D 0 0
0 0 D−1 0
0 0 0 D
−1
where D = diag(1 + ǫ1, . . . , 1 + ǫk).
It induces a real symplectic transformation of the corresponding subspace of
V[λ]. The transformation AS on that subspace is semisimple because it admits
the quadruples of eigenvalues associated to (1 + ǫ1)λ, . . . , (1 + ǫk)λ.
On a subspace ofW[λ] spanned by a symplectic basis {u1, . . . , uk, v1, . . . , vk+1,
v′p+1, . . . v
′
k+2, u
′
p+1, . . . u
′
k+1} with vj = uj for j ≤ k, v′j = u′j for j ≥ k + 2 and
u′k+1 = ivk+1 in which the matrix associated to A is of the form
J(λ, k) 0 0
(
D d
)
0 J(λ, k + 1)
(
D
d′
)
0
0 0
(
J(λ, k)−1
)τ
0
0 0 0
(
J(λ, k + 1)−1
)τ

we define a transformation S given in that basis by the matrix
D 0 0 0 0 0
0 D 0 0 0 0
0 0 eiǫ 0 0 0
0 0 0 D−1 0 0
0 0 0 0 D
−1
0
0 0 0 0 0 e−iǫ
where D = diag(1 + ǫ1, . . . , 1 + ǫk).
It induces a real symplectic transformation of the corresponding subspace of
V[λ].
The transformation AS is semisimple on that subspace because it admits the
quadruples of eigenvalues associated to (1 + ǫ1)λ, . . . , (1 + ǫk)λ and the double
associated to eiǫλ. 
4 The set Sp⋆(R2n,Ω0)
We would like to associate an integer to a path in the symplectic group starting
from the identity and ending at an element which does not admit 1 as eigenvalue.
This paragraph is a development of the page 1317 of [12].
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Definition 27 We denote by Sp⋆(R2n,Ω0) the set of symplectic matrices which
do not have 1 as eigenvalue:
Sp⋆(R2n,Ω0) :=
{
A ∈ Sp(R2n,Ω0)| det(A− Id) 6= 0
}
.
Remark 28 The set Sp⋆(R2,Ω0) has two connected components:{
A ∈ Sp(R2,Ω0)| det(A− Id) > 0
}
and
{
A ∈ Sp(R2,Ω0)| det(A− Id) < 0
}
.
Indeed Sp(R2,Ω0) = Sl(2,R) and we have:
det
((
a+ d −b+ c
b+ c a− d
)
− Id
)
= (a+ d− 1)(a− d− 1) + (b− c)(b + c)
= 1 + a2 + b2 − c2 − d2 − 2a = 2(1− a)
thus Sp⋆(R2,Ω0) is the disjoint union of the two connected components.
Sp⋆(R2,Ω0) =
{(
a+ d −b+ c
b+ c a− d
)
| a < 1 and a2 + b2 − c2 − d2 = 1
}
∪
{(
a+ d −b+ c
b+ c a− d
)
| a > 1 and a2 + b2 − c2 − d2 = 1
}
The property stated above generalizes for all dimensions:
Theorem 29 ([12]) The group Sp(R2n,Ω0) is connected. The subset Sp
∗(R2n,Ω0)
has two connected components defined by
Sp±(R2n,Ω0) =
{
A ∈ Sp(R2n,Ω0) | ± det(A− Id) > 0
}
and every loop in Sp± is contractible in Sp(R2n,Ω0).
Remark 30 In the connected component where det(A − Id) > 0, we have the
matrix
W+ := − Id and ρ(− Id) =
(
ρ
( −1 0
0 −1
))n
= (−1)n; (35)
In the component where det(A− Id) < 0, we have the diagonal matrix
W− := diag(2,−1, . . . ,−1, 1
2
,−1, . . . ,−1) (36)
and ρ(W−) = ρ
(
2 0
0 12
)(
ρ
( −1 0
0 −1
))n−1
= (−1)n−1. (37)
Proof of the connectedness: We have seen in paragraph 3.1 that every
element A ∈ Sp(R2n,Ω0) may be connected to an element A′ ∈ Sp(R2n,Ω0) as
close as we want and with all eigenvalues distinct.
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If A ∈ Sp±(R2n,Ω0), the element A′ may be chosen in the same set since the
map A 7→ det(A−Id) is a continuous map on Sp(R2n,Ω0).We now show that ev-
ery element A′ ∈ Sp+(R2n,Ω0) (and similarly every element A′ ∈ Sp−(R2n,Ω0))
with distinct eigenvalues may be connected to an element with all eigenvalues
equal to −1 (respectively to an element with a pair of eigenvalues (2, 12 ) of
multiplicity 1 and all other eigenvalues equals to −1).
Indeed, we consider a basis (of C2n) in which A′ is diagonal and we modify
A′ on the symplectic subspace
V[λ] ⊗R C = Eλ ⊕ E 1
λ
⊕ Eλ¯ ⊕ E 1
λ¯
by considering λ(t), 1
λ(t) , λ¯(t),
1
λ¯(t)
where λ : [0, 1]→ C : t 7→ λ(t) is defined by:
λ(t) = (1 − t)λ− t if λ /∈ S1 ∪ R (38)
choosing between λ and
1
λ
so that |λ| < 1
λ(t) = eitπei(1−t)ϕ if λ = eiϕ ∈ S1 \ {±1} (39)
choosing between λ and λ so that 0 < ϕ < π
λ(t) = (1 − t)λ− t if λ is real negative and λ > −1. (40)
For the real positive eigenvalues we consider two pairs of eigenvalues
{
a, 1
a
, b, 1
b
}
with a > 1 and b > 1. We bring them to
{
a+b
2 ,
2
a+b ,
a+b
2 ,
2
a+b
}
without passing
trough 1 via
{(
1− t2
)
a+ t2b,
1
(1− t2 )a+ t2 b
,
(
1− t2
)
b+ t2a,
1
(1− t2 )b+ t2a
}
. Then we
go to
{(
a+b
2
)
eiθ,
(
2
a+b
)
e−iθ,
(
a+b
2
)
e−iθ,
(
2
a+b
)
eiθ
}
and finally we proceed as
for
{
λ, 1
λ
, λ¯, 1
λ¯
}
with λ /∈ S1 ∪ R.
A semisimple element of Sp+(R2n,Ω0) must have an even number of real
positive eigenvalues since det
(
a− 1 0
0 1
a
− 1
)
< 0 if a > 1.
The elements considered above exhaust all possibilities for Sp(R2n,Ω0). We
have thus connected every element of Sp+(R2n,Ω0) to a semisimple element with
all eigenvalues equal to −1, i.e. to W+ = − Id . This implies that Sp+(R2n,Ω0)
is connected.
Note that we have shown also that every matrix in Sp(R2n,Ω0) may be con-
nected to − Id since we can connect two eigenvalues 1 on a symplectic space of di-
mension 2, to two eigenvalues equals to −1 by a rotation
(
cos tπ − sin tπ
sin tπ cos tπ
)
.
We deduce that Sp(R2n,Ω0) is connected.
In a similar way, since a pair of positive real eigenvalues {b, 1
b
} may be
connected to {2, 12} without going through 1, we have connected every element
of Sp−(R2n,Ω0) to a semisimple element A′′ whose eigenvalues are either 2 and
1
2 (each with multiplicity 1) or −1. We have thus
A′′ = kW−k−1 where k ∈ Sp(R2n,Ω0).
33
Since Sp(R2n,Ω0) is connected, we can find a path k(t) in the group Sp(R
2n,Ω0)
which links k to Id . So k(t)W−k−1(t) will link A′′ toW− staying in Sp−(R2n,Ω0)
as the eigenvalues remained unchanged. 
Remark 31 We have shown above that an element A ∈ Sp∗(R2n,Ω0) is in
Sp+(R2n,Ω0) if and only if the number of real positive eigenvalues is a multiple
of four.
Proof of the contractibility of every loop in Sp∗(R2n,Ω0):
Let γ : [0, 1] → Sp±(R2n,Ω0) : t 7→ γ(t) be a loop; i.e a continuous map such
that γ(0) = γ(1).
Recall that a loop is contractible in Sp(R2n,Ω0) if and only if its image by
ρ is contractible. Indeed:
ρ : Sp(R2n,Ω0) −→ S1
is a continuous map wich induces an isomorphism on the fundamental groups,
because detC : U(n) → S1 induces an isomorphism on the fundamental groups
(see section 1.1).
Recall (19) that the value of ρ on a matrix A ∈ Sp(R2n,Ω0) may be obtained
in the following way: we consider the eigenvalues λ1, . . . , λ2n repeated according
to their algebraic multiplicity and we look at the eigenvalues λ1, . . . , λn of first
kind (thus all eigenvalues such that |λi| < 1, half of those who equal 1, half of
those who equal −1, and r times the value λ = eiϕ 6= ±1 if the quadratic form
Q : Eλ × Eλ −→ C : (v, w) 7−→ ImΩ(v, w¯) has signature (2r, 2s)). Then
ρ(A) =
∏
λi of first kind
λi
|λi|
The map
Sp(R2n,Ω0)→ Λ(n) := Cn/permutations of the elements,
which sends a matrix A on the set (λ1(A), . . . , λn(A)) of its eigenvalues of the
first kind is continuous. More precisely, given a path γ : [0, 1]→ Sp(R2n,Ω0), we
can choose continuous functions Λ1, . . . ,Λn : [0, 1]→ C such that Λ1(t), . . . ,Λn(t)
are the eigenvalues of first kind of γ(t).
If the path γ takes its values in Sp±(R2n,Ω0) there is an even number (re-
spectively odd) of the Λi|Λi| which equal 1 for every value of t.We define functions
αi : [0, 1] −→ [0, 2π] (i = 1 . . . n) such that eiαi(t) = Λi(t)|Λi(t)| .
They are uniquely determined if Λi(t)|Λi(t)| 6= 1. Since there are 2k (resp 2k + 1)
numbers Λi(t)|Λi(t)| = 1, we define for k (resp k+1) of them the value αi(t) = 2π and
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for the other k of them the value αi(t) = 0; we can thus make the functions αi
continuous. It is indeed continuous because if a quadruple λ, 1
λ
, λ, 1
λ
degenerates
into two pairs of real positive eigenvalues, the two eigenvalues of first kind have
an argument equal to ϕ and to (2π − ϕ) tending one to zero and the other to
2π.
If we start from a loop γ which lies in Sp±(R2n,Ω0), its image by each αi is
a loop ⊂ [0, 2π] and is thus contractible.
Hence the map [0, 1] → R : t 7→ ∑ni=1 αi(t) is contractible and thus the
image by ρ of the loop [0, 1]→ S1 : t 7→ ρ(γ(t)) = ei∑ni=1 αi(t) is contractible in
S1.
Thus the loop γ is contractible in Sp(R2n,Ω0). 
5 Conley-Zehnder index for a path of matrices
in SP(n)
Definition 32 ([11, 12]) We consider the set SP(n) of continuous paths of
matrices in Sp(R2n,Ω0) linking the matrix Id to a matrix in Sp
⋆(R2n,Ω0) :
SP(n) :=
{
ψ : [0, 1]→ Sp(R2n,Ω0)
∣∣∣∣ ψ(0) = Id and1 is not an eigenvalue of ψ(1)
}
.
From the decomposition of Sp⋆(R2n,Ω0) into two connected components, every
path ψ ∈ SP(n) may be extended to a continuous path ψ˜ : [0, 2]→ Sp(R2n,Ω0)
such that ψ˜ coincides with ψ on the interval [0, 1] , such that ψ˜(s) ∈ Sp⋆(R2n,Ω0)
for all s > 1 and such that the path ends either in ψ˜(2) = − Id = W+ either
in ψ˜(2) = W− := diag(2,−1, . . . ,−1, 12 ,−1, . . . ,−1). Remark that ρ(W−) =
(−1)n−1 and ρ(− Id) = (−1)n; thus ρ2 ◦ ψ˜ : [0, 2]→ S1 is a loop.
Definition 33 ([11, 12]) The Conley-Zehnder index of a path ψ ∈ SP(n) is
the integer given by the degree of the map ρ2 ◦ ψ˜ : [0, 2]→ S1 :
µCZ(ψ) := deg(ρ
2 ◦ ψ˜) (41)
where ψ˜ : [0, 2]→ Sp(R2n,Ω0) is a continuous extension of the path ψ such that
• ψ˜ coincides with ψ on the interval [0, 1] ;
• ψ˜(s) ∈ Sp⋆(R2n,Ω0) for all s > 1;
• ψ˜(2) = − Id =:W+ or ψ˜(2) =W− := diag(2,−1, . . . ,−1, 12 ,−1, . . . ,−1).
Lemma 34 ([11, 12]) The Conley-Zehnder index of a path ψ ∈ SP(n) does
not depend on the choice of the chosen extension ψ˜.
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Proof: If ψ˜1 and ψ˜2 are two extensions of ψ, their restrictions to [1, 2], ψ̂1 and
ψ̂2, are paths in Sp
∗(R2n,Ω0) starting at ψ(1) and ending at W±. They end
at the same element since this element is in the same connected component of
Sp∗(R2n,Ω0) as ψ(1). The two paths ψ̂1 and ψ̂2 are homotopic since any loop
in Sp∗(R2n,Ω0) is contractible in Sp(R2n,Ω0). Hence the two paths ψ˜1 and ψ˜2
are homotopic. Their images under ρ2, which is a continuous map, are thus
homotopic. We have seen that these images are loops; they have thus the same
degree. 
Proposition 35 ([11]) The Conley-Zehnder index
µCZ : SP(n)→ Z : ψ 7→ µCZ(ψ)
has the following properties:
1. (Naturality) For all path φ : [0, 1]→ Sp(R2n,Ω0) we have
µCZ(φψφ
−1) = µCZ(ψ);
2. (Homotopy) The Conley-Zehnder index is constant on the components of
SP(n);
3. (Zero) If ψ(s) has no eigenvalue on the unit circle for s > 0 then
µCZ(ψ) = 0;
4. (Product) If n′ + n′′ = n, we identify Sp(R2n
′
,Ω0)× Sp(R2n”,Ω0) with a
subgroup of Sp(R2n,Ω0) in the obvious way. Then
µCZ(ψ
′ ⊕ ψ′′) = µCZ(ψ′) + µCZ(ψ′′);
5. (Loop) If φ : [0, 1]→ Sp(R2n,Ω0) is a loop with φ(0) = φ(1) = Id, then
µCZ(φψ) = µCZ(ψ) + 2µ(φ)
where µ(φ) is the Maslov index of the loop φ, i.e. µ(φ) = deg(ρ ◦ φ);
6. (Signature) If S = Sτ ∈ R2n×2n is a symmetric non degenerate matrix with
all eigenvalues of absolute value < 2π (‖S‖ < 2π) and if ψ(t) = exp(J0St)
for t ∈ [0, 1] , then µCZ(ψ) = 12 Sign(S) (where Sign(S) is the signature of S).
7. (Determinant) (−1)n−µCZ(ψ) = signdet( Id−ψ(1))
8. (Inverse) µCZ(ψ
−1) = µCZ(ψτ) = −µCZ(ψ)
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Proof of the naturality:
Naturality comes from the invariance of ρ;
ρ(kAk−1) = ρ(A) ∀A, k ∈ Sp(R2n,Ω0).
If ψ˜ : [0, 2] → Sp(R2n,Ω0) is an extension of the path ψ as before, we choose
as extension of the path φψφ−1 the path ψ˜′ defined by ψ˜′(t) = φ′(t)ψ˜(t)φ′(t)−1
for t ≥ 1, where φ′ : [1, 2] → Sp(R2n,Ω0) is a path linking φ(1) to Id . Since
ρ
(
φ(t)ψ(t)φ−1(t)
)
= ρ
(
ψ(t)
)
for t ∈ [0, 1] and ρ(ψ˜′(t)) = ρ(φ′(t)ψ˜(t)φ′(t)−1) =
ρ
(
ψ˜(t)
)
for t ∈ [1, 2] we have ρ2 ◦ ψ˜ = ρ2 ◦ ψ˜′ thus µCZ(φψφ−1) = µCZ(ψ). 
Proof of the homotopy property:
Two paths ψ0 and ψ1 ∈ SP(n) are in the same component if and only if there
exists a continuous map
ψ : [0, 1]× [0, 1]→ Sp(R2n,Ω0) (s, t) 7→ ψ(s, t) =: ψs(t)
such that ψs(0) = Id ∀s and ψs(1) ∈ Sp∗(R2n,Ω0) ∀s. Thus ψs ∈ SP(n)∀s.
Consider an extension ψ˜0 of ψ0 and define an extension ψ˜s of ψs by
ψ˜s(t) =

ψs(t) 0 ≤ t ≤ 1
ψs(3−2t)(1) 1 ≤ t ≤ 32
ψ˜0(2t− 2) 32 ≤ t ≤ 2 .
The map ψ˜ : [0, 1] × [0, 2] → Sp(R2n,Ω0) (s, t) 7→ ψ˜(s, t) = ψ˜s(t) is contin-
uous and defines a homotopy between ψ˜0 and ψ˜1. Since ρ
2 is continuous and
since the degree of a map from [0, 2] in S1 is invariant by homotopy, we have
µCZ(ψ0) = deg(ρ
2 ◦ ψ˜0) = deg(ρ2 ◦ ψ˜1) = µCZ(ψ1). 
Proof of the zero property:
If ψ(s) has no eigenvalue on the unit circle, we have ρ
(
ψ(t)
)
= 1 ∀t ∈ [0, 1] by
the property of normalisation of ρ, the fact that ρ is continuous and the fact
that ρ(Id) = 1.
We have seen in the proof of Theorem 29 that we can find a path of matrices
in Sp∗(R2n,Ω0) which brings back the eigenvalues of ψ(1) which are not real
and negative to −1 by groups of 4 without going through a point of S1 \ {−1}.
We thus find an extension ψ˜ of ψ such that ρ
(
ψ˜(t)
)
= ρ
(
ψ(1)
)
= 1 ∀t ≥ 1
since we have a continuous path of matrices with no eigenvalues on S1 \ {±1}
and with an even number of pairs of negative eigenvalues [Recall indeed formula
(18)]. A fortiori ρ2
(
ψ˜(t)
)
= 1 ∀t ∈ [0, 2] and thus µCZ(ψ) = deg(ρ2 ◦ ψ˜) = 0. 
Proof of the product:
If ψ′ is a path in SP(n′) and ψ′′ a path in SP(n′′) we can find extensions
ψ˜′ : [0, 2] → Sp(R2n′ ,Ω0) et ψ˜′′ : [0, 2] → Sp(R2n′′ ,Ω0) as before. With the
obvious identifications
ψ˜′ ⊕ ψ˜′′ : [0, 2]→ Sp(R2n,Ω0)
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is such that:
•(ψ˜′ ⊕ ψ˜′′)(t) = (ψ′ ⊕ ψ′′)(t) ∀t ∈ [0, 1];
•(ψ˜′ ⊕ ψ˜′′)(t) ∈ Sp∗(R2n,Ω0) ∀t ∈ [1, 2]; and
•(ψ˜′ ⊕ ψ˜′′)(2) is equal either to W± either to a diagonal matrix W ′ with twice
the value 2, twice the value 12 and 2n− 4 times the value −1.
If it is equal to W±, then ψ˜′⊕ ψ˜′′ is an extension of ψ′⊕ψ′′. If it is equal to
W ′ we obtain an extension of ψ′ ⊕ ψ′′ considering ψ˜′ ⊕ ψ˜′′ followed by a path
of matrices bringing the two pairs of positive eigenvalues back to −1 without
going trough another point of S1 as before; since the value of ρ does not change
along this last path we have in all cases:
µCZ(ψ
′ ⊕ ψ′′) = deg(ρ2 ◦ (ψ˜′ ⊕ ψ˜′′)) = deg((ρ2 ◦ ψ˜′)⊕ ρ2 ◦ ψ˜′′))
due to the multiplicativity property of ρ
= deg
(
ρ2 ◦ ψ˜′)+ deg(ρ2 ◦ ψ˜′′) = µCZ(ψ′) + µCZ(ψ′′).

Before proving the loop property, we indicate a lemma that will be useful in the
computations of Conley-Zehnder indices of iterates of closed orbits.
Lemma 36 Let ϕ and ψ be two paths in Sp(R2n,Ω0)
ϕ, ψ : [0, T ] −→ Sp(R2n,Ω0)
such that ϕ(0) = ψ(0) = Id . We consider on one hand the path ψϕ obtained as
the product of the two paths:
ψϕ : [0, T ] −→ Sp(R2n,Ω0) : t 7−→ ψ(t)ϕ(t)
and on the other hand the catenation of the path ϕ with the translation of the
path ψ so that it starts from ϕ(T ) :
ψ ⋄ ϕ : [0, T ] −→ Sp(R2n,Ω0) :
{
ϕ(2t) t 6 T2
ψ
(
2
(
t− T2
))
ϕ(T ) t > T2
.
Then those two paths are homotopic.
Proof: We consider the homotopy χ : [0, 1]× [0, T ] −→ Sp(R2n,Ω0) defined by
χs(t) =
{
ϕ(2t) t 6 sT2
ψ
(
2
2−s
(
t− sT2
))
ϕ
(
sT + 2(1−s)2−s
(
t− sT2
))
t > sT2
It is continuous
(
χs
(
sT
2
)
= ϕ(sT ) ∀s) and
χ0(t) = ψ(t)ϕ(t) ∀t ∈ [0, T ]
χ1(t) =
{
ϕ(2t)
ψ
(
2
(
t− T2
))
ϕ(T )
t 6 T2
t > T2
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Proof of the loop property:
If φ : [0, 1] → Sp(R2n,Ω0) is a loop with φ(0) = φ(1) = Id, and if ψ ∈ SP(n),
then by the previous lemma, the product path φψ is homotopic to the catenation
of φ and ψ. Thus, by the invariance of the degree by homotopy we have
µCZ(φ˜ψ) = deg
(
ρ2 ◦ (ψ˜ ◦ φ)) = deg(ρ2 ◦ ψ˜) + deg(ρ2 ◦ φ) = µCZ(ψ) + 2µ(φ)
where µ(φ) = deg(ρ ◦ φ). 
Proof of the signature ([12]):
Since S is a symmetric matrix, there exists an orthogonal matrix P of determi-
nant equal to 1 such that PSP−1 = diag(a1, . . . , a2n) with all ai non zero since
S is non degenerate. The condition ‖S‖ < 2π implies that ‖J0S‖ < 2π thus the
eigenvalues of J0S are all smaller in norm than 2π and exp(J0S) doesn’t admit
1 as an eigenvalue thus is in Sp∗(R2n,Ω0). We consider a path of orthogonal
matrices Ps starting at P and ending at the identity. The norm of PsSP
−1
s is
always smaller than 2π and thus exp(J0PsSP
−1
s ) doesn’t admit the eigenvalue 1
for any s. This shows that the path exp(J0St) is in the same connected compo-
nent of SP(n) as the path exp(J0PSP
−1t) and we can thus assume, in view of
the homotopy property for the computation of the Conley-Zehnder index that
S is diagonal.
We have then J0S =
(
0 diag(−an+1, . . . ,−a2n)
diag(a1, . . . , an) 0
)
with all
the |ai| < 2π. Since ψ(t) = exp(J0St), we can decompose (R2n,Ω0) in a sum of
n symplectic 2-planes and the Conley-Zehnder index of the path ψ is the sum of
the indices of the paths ψi(t) := exp t
(
0 −an+i
ai 0
)
by the product property.
Those paths are
ψi(t) :=
 cos(√aian+it) −√an+iai sin(√aian+it)√
ai
an+i
sin(
√
aian+it) cos(
√
aian+it)

if aian+i > 0 and ai > 0;
ψi(t) :=
 cos(√aian+it) √an+iai sin(√aian+it)
−
√
ai
an+i
sin(
√
aian+it) cos(
√
aian+it)

if aian+i > 0 and ai < 0;
ψi(t) :=
 cosh(√−aian+it) ±√−an+iai sinh(√−aian+it)
±
√
−ai
an+i
sinh(
√−aian+it) cosh(√−aian+it)

if aian+i < 0. In the third case, there are no eigenvalues on the circle and
the contribution to the Conley-Zehnder index is thus zero by the zero prop-
erty. In the two first cases, the eigenvalues are on the circle, they are equal to
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cos(
√
aian+it) ± sin(√aian+it); we can change the eigenvalues, staying in the
same component of SP(n), to have ai = an+i; we obtain then the path ψ
′
i(t)
which consists in turning in the 2-plane; we have ρ(ψ′i(t)) = e
i
√
aian+it in the
first case and ρ(ψ′i(t)) = e
−i√aian+it in the second case. An extension ψ˜′i con-
sists in going further or coming back turning in the 2-plane to reach the matrix
− Id . Thus ρ(ψ˜′i) varies from e0 to eiπ in the first case (ai > 0) and from e0
to e−iπ in the second case (ai < 0). Hence µCZ(ψi) = deg(ρ2 ◦ ψ˜′i) = sign(ai).
Thus
µCZ(ψ) = Card{i ≤ n | ai > 0 aian+i > 0}
− Card{i ≤ n | ai < 0 aian+i > 0}
=
1
2
Sign(S).

Proof of the determinant property ([12]):
If det
(
Id−ψ(1)) > 0, it is in the connected component of W+ so ψ˜(2) = W+
for a prolongation ψ˜ and ρ(W+) = (−1)n. If det(Id−ψ(1)) < 0, it is in
the connected component of W− so ψ˜(2) = W− for a prolongation ψ˜ and
ρ(W−) = (−1)n−1. Since the degree of the map ρ2 ◦ ψ˜ is even when ρ(ψ˜(2)) = 1
and odd when ρ
(
ψ˜(2)
)
= −1, we have (−1)n−µCZ(ψ) = signdet( Id−ψ(1)). 
Proof of the inverse property:
If ψ ∈ SP (n) we define ψ−1 and ψτ ∈ SP (n) by
ψ−1(t) =
(
ψ(t)
)−1
ψτ(t) =
(
ψ(t)
)τ
Since, for any symplectic matrix Aτ =
(
O Id
− Id 0
)
A−1
(
O − Id
Id 0
)
, those
two paths have the same Conley-Zehnder index in view of the naturality. Fur-
thermore, we have seen in proposition 19 that ρ(A−1) =
(
ρ(A)
)−1
for any
symplectic matrix A. Since the inverse of a prolongation ψ˜ is a prolongation of
the inverse, we have
µCZ(ψ
−1) = deg(ρ2 ◦ ψ˜−1) = deg(ρ2 ◦ ψ˜−1) = deg((ρ ◦ ψ˜)−2)
= − deg((ρ ◦ ψ˜)2) = − deg(ρ2 ◦ ψ˜)
= −µCZ(ψ)

Proposition 37 The properties 2, 5 and 6 of homotopy, loop and signature
characterize the Conley-Zehnder index.
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Proof: Assume µ′ : SP (n) → Z is a map satisfying those properties. Let
ψ : [0, 1] → Sp(R2n,Ω0) be an element of SP (n) (i.e ψ(0) = Id, ψ(1) ∈
Sp∗(R2n,Ω0)). Then ψ is in the same component of SP (n) as its prolonga-
tion ψ˜ : [0, 2] → Sp(R2n,Ω0) with ψ˜(s) ∈ Sp∗(R2n,Ω0) ∀s ≥ 1 and ψ˜(2) either
equal to W+, either equal to W−. So µ′(ψ) = µ′(ψ˜).
Observe that W+ = expπ(J0S
+) with S+ = Id and W− = expπ(J0S−)
with
S− =

0 0 − log 2
π
0
0 Idn−1 0 0
− log 2
π
0 0 0
0 0 0 Idn−1
 .
The catenation of ψ˜ and ψ−2 (the path ψ2 in the reverse order, i.e followed from
end to beginning) when ψ2 : [0, 1] → Sp(R2n,Ω0) t 7→ exp tπJ0S± is a loop φ.
Hence ψ˜ is homotopic to the catenation of φ and ψ2, which, by lemma 36, is
homotopic to the product φψ2.
We thus have µ′(ψ) = µ′(φψ2). By the loop condition µ′(φψ2) = µ′(ψ2) +
2µ(φ) and by the signature condition µ′(ψ2) = 12 Sign(S
±). Thus
µ′(ψ) = 2µ(φ) +
1
2
Sign(S±).
Since the same is true for µCZ(ψ), this proves uniqueness. 
Remark that we have only used the signature property to know the value of the
Conley-Zehnder index on the paths ψ2± : t ∈ [0, 1] 7→ exp tπJ0S±. Hence we
have :
Proposition 38 Let ψ ∈ SP(n) be a continuous path of matrices in Sp(R2n,Ω0)
linking the matrix Id to a matrix in Sp⋆(R2n,Ω0) and let ψ˜ : [0, 2]→ Sp(R2n,Ω0)
be an extension such that ψ˜ coincides with ψ on the interval [0, 1] , such that
ψ˜(s) ∈ Sp⋆(R2n,Ω0) for all s > 1 and such that the path ends either in ψ˜(2) =
− Id = W+ either in ψ˜(2) = W− := diag(2,−1, . . . ,−1, 12 ,−1, . . . ,−1). The
Conley-Zehnder index of ψ is equal to the integer given by the degree of the map
ρ˜2 ◦ ψ˜ : [0, 2]→ S1 :
µCZ(ψ) := deg(ρ˜
2 ◦ ψ˜) (42)
for any continuous map ρ˜ : Sp(R2n,Ω0)→ S1 which coincide with the (complex)
determinant detC on U (n) = O
(
R
2n
) ∩ Sp (R2n,Ω0), such that ρ˜(W−) = ±1,
and such that
deg (ρ˜2 ◦ ψ2−) = n− 1 for ψ2− : t ∈ [0, 1] 7→ exp tπJ0S−.
Proof: This is a direct consequence of the fact that the map defined by
deg(ρ˜2 ◦ ψ˜) has the homotopy property, the loop property (since any loop is
homotopic to a loop of unitary matrices where ρ and detC coincide) and we
have added what we need of the signature property to characterize the Conley-
Zehnder index. Indeed 12 SignS
− = n− 1, S+ = Id2n, 12 SignS+ = n and
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exp tπJ0S
+ = exp tπ
(
0 − Idn
Idn 0
)
=
(
cosπt Idn − sinπt Idn
sinπt Idn cosπt Idn
)
is in U (n)
so that ρ˜2
(
exp tπ
(
0 − Idn
Idn 0
))
= e2πint and deg(ρ˜2 ◦ ψ2+) = n. 
Corollary 39 The Conley-Zehnder index of a path ψ ∈ SP(n) is given by
µCZ(ψ) := deg(detC
2 ◦ U ◦ ψ˜) (43)
where U : Sp(R2n,Ω0) → U (n) is the projection defined by the polar decompo-
sition U(A = OP ) = O = AP−1 with P the unique symmetric positive definite
matrix such that P 2 = AτA.
Proof: The map ρ˜ := detC ◦ U satisfies all the properties stated in proposi-
tion 38; it is indeed continuous, coincides obviously with detC on U (n) and we
have that exp tπ
(
0 − log 2
π
− log 2
π
0
)
=
(
2t 0
0 2−t
)
is a positive symmetic ma-
trix so that U(exp tπJ0S
−) =

1 0 0 0
0 cosπt Idn−1 0 − sinπt Idn−1
0 0 1 0
0 sinπt Idn−1 0 cosπt Idn−1
; hence
det2C ◦ U(exp tπJ0S−) = e2πi(n−1)t and deg(detC2 ◦ U ◦ ψ2−) = n− 1. 
Formula (43) is the definition of the Conley-Zehnder index used in [6, 7].
Another formula is obtained using the parametrization of the symplectic group
introduced in [10]:
Corollary 40 The Conley-Zehnder index of a path ψ ∈ SP(n) is given by
µCZ(ψ) := deg(ρˆ
2 ◦ ψ˜) (44)
where ρˆ : Sp(R2n,Ω0) → S1 is the normalized complex determinant of the C-
linear part of the matrix:
ρˆ(g) =
detC
(
1
2 (g − J0gJ0)
)∣∣detC ( 12 (g − J0gJ0))∣∣ . (45)
Proof: Remark that for any g ∈ Sp(R2n,Ω0) the element Cg := 12 (g − J0gJ0),
which clearly defines a complex linear endomorphism of Cn since it commutes
with J0, is always invertible. Indeed for any non-zero v ∈ V
4Ω0(Cgv, J0Cgv) = 2Ω0(v, J0v) + Ω0(gv, J0gv) + Ω0(gJ0v, J0gJ0v) > 0.
If g ∈ U(n), then Cg = g so that ρˆ(g) = detC(g) hence ρˆ is a continuous map
which coincide with detC on U (n). Furthermore
1
2
((
2t 0
0 2−t
)
− J0
(
2t 0
0 2−t
)
J0
)
= 12
(
2t + 2−t 0
0 2t2−t
)
hence its com-
plex determinant is equal to 2t + 2−t and its normalized complex determinant
is equal to 1 so that ρˆ(exp tπJ0S
−) = eπi(n−1)t and deg(ρˆ2 ◦ ψ2−) = n− 1. 
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6 Example in dimension 2 : the index of the path
exp tJ0S
Proposition 41 We consider the path of symplectic matrices in dimension 2
defined by
ψ : [0, T ]→ Sp(R2,Ω0) : t 7→ exp(tJ0S)
where S is a symmetric non degenerate matrix and exp(TJ0S) 6= Id . We have
µCZ(ψ) =
{ (
1
2 +
⌊√
a1a2T
2π
⌋)
SignS if Sign(S) 6= 0
0 if Sign(S) = 0
(46)
where a1 and a2 are the eigenvalues of S, where SignS is the signature of S and
where ⌊b⌋ denote the greatest integer ≤ b.
Proof: Since S is symmetric, we diagonalize it in the orthogonal group and we
get a symplectic basis of R2 in which the matrices read:
S =
(
a1 0
0 a2
)
J0S =
(
0 −a2
a1 0
)
thus, as in the former section,
ψ(t) =

 cos√a1a2t −√a2a1 sin√a1a2t√
a1
a2
sin
√
a1a2t cos
√
a1a2t
 if a1 > 0 and a2 > 0 cos√a1a2t √a2a1 sin√a1a2t
−
√
a1
a2
sin
√
a1a2t cos
√
a1a2t
 if a1 < 0 and a2 < 0 cosh√−a1a2t √−a2a1 sinh√−a1a2t√
−a1
a2
sinh
√−a1a2t cosh
√−a1a2t

if a1 > 0 and a2 < 0 cosh√−a1a2t −√−a2a1 sinh√−a1a2t
−
√
−a1
a2
sinh
√−a1a2t cosh
√−a1a2t

if a1 < 0 et a2 > 0
In the third and fourth case, ψ(t) has no eigenvalues on the circle and thus
µCZ(ψ) = 0 when Sign(S) = 0.
In the first two cases, to compute the Conley-Zehnder index of the path ψ, we
extend ψ to ψ˜ and we compute the degree of ρ2 ◦ ψ˜. Note that the eigenvalues
of ψ(t) are equal to cos
√
a1a2t ± i sin√a1a2t, and that an eigenvector in C2
associated to cos
√
a1a2t + i sin
√
a1a2t is given by z = (
√
a2
a1
,−i) in the first
case and by z =
(√
a2
a1
, i
)
in the second case. Since Ω0
(
(
√
a2
a1
, 0), (0, 1)
)
> 0,
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cos
√
a1a2t+ i sin
√
a1a2t is the eigenvalue of the first kind in the first case and
cos
√
a1a2t − i sin√a1a2t is the eigenvalue of the first kind in the second case.
We extend ψ to ψ˜ going (or going back) to − Id without going through Id .
Since the period in t to go back to the identity with ψ is 2π√
a1a2
, and since
T = 2π√
a1a2
(⌊√
a1a2T
2π
⌋
+ b
)
with 0 < b < 1, the extension ψ˜ is homotopic to the
path
ψ˜′ :
[
0,
2π√
a1a2
(⌊√
a1a2T
2π
⌋
+
1
2
)]
→ Sp(R2n,Ω0)
t 7→ ψ˜′(t) :=
 cos√a1a2t ±√a2a1 sin√a1a2t
±
√
a1
a2
sin
√
a1a2t cos
√
a1a2t
 .
Since ρ
(
ψ′(t)
)
= e±i
√
a1a2t, ρ2
(
ψ′(t)
)
= e±2i
√
a1a2t and the degree of the map
ρ2 ◦ ψ˜′ is ±2
(⌊√
a1a2T
2π
⌋
+ 12
)
we have
µCZ(ψ) =
(⌊√
a1a2T
2π
⌋
+
1
2
)
Sign(S).

7 Generalized definition of the Conley-Zehnder
index
In [9], Robbin and Salamon define a Maslov-type index for a continuous path of
Lagrangians in a symplectic vector space (R2n,Ω) and they give a definition of
a generalization of the Conley-Zehnder index defined for any path of symplectic
matrices.
7.1 The space of Lagrangians in (R2n,Ω)
A Lagrangian in (R2n,Ω) is a subspace V of R2n of dimension n such that
Ω|V×V = 0. Given any Lagrangian V in R2n, there exists a LagrangianW (not
unique!) such that V ⊕W = R2n. With the choice of such a supplementary W
any Lagrangian V ′ in a neighborhood of V (any Lagrangian supplementary to
W ) can be identified to a linear map α : V →W through V ′ = {v+α(v)|v ∈ V },
with α such that Ω
(
α(v), w
)
+ Ω
(
v, α(w)
)
= 0 ∀v, w ∈ V . Hence it can be
identified to a symmetric bilinear form α : V × V → R : (v, v′) 7→ Ω(v, α(v′)).
In particular the tangent space at a point V to the space Ln of Lagrangians in
(R2n,Ω) can be identified to the space of symmetric bilinear forms on V.
If Λ : [a, b] → Ln : t 7→ Λt is a smooth curve of Lagrangian subspaces, we
define Q(Λt0 , Λ˙t0) to be the symmetric bilinear form on Λt0 defined by
Q(Λt0 , Λ˙t0)(v, v
′) =
d
dt
αt(v, v
′)
∣∣∣∣
t0
=
d
dt
Ω
(
v, αt(v
′)
)∣∣∣∣
t0
(47)
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where αt : Λt0 → W is the map corresponding to Λt for a decomposition
R2n = Λt0 ⊕W with W Lagrangian.
Proposition 42 The symmetric bilinear form Q(Λt0 , Λ˙t0) : Λt0 × Λt0 → R is
independent of the choice of the supplementary Lagrangian W to Λt0 .
Proof: Indeed, if R2n = Λt0 ⊕W = Λt0 ⊕W ′ then
W ′ = {w + β(w)|w ∈W}
where β : W → Λt0 is a linear map such that Ω
(
β(w), w′
)
+ Ω
(
w, β(w′)
)
=
0 ∀w,w′ ∈W. If αt : Λt0 →W is the linear map defining Λt
Λt = {v + αt(v)|v ∈ Λt0} =
{(
v − βαt(v)
)
+
(
αt(v) + βαt(v)
)|v ∈ Λt0}
so that the linear map α′t : Λt0 →W ′ defining Λt is given by
α′t
(
v − βαt(v)
)
= αt(v) + βαt(v) or
α′t = (Id+β) ◦ αt ◦ (Id−βαt)−1.
Since αt0 = 0,
d
dt
α′t
∣∣
t0
= (Id+β) ◦ d
dt
αt
∣∣
t0
so that
d
dt
Ω
(
v, α′t(v
′)
)∣∣∣∣
t0
=
d
dt
Ω
(
v, αt(v
′) + βαt(v′)
)∣∣∣∣
t0
=
d
dt
Ω
(
v, αt(v
′)
)∣∣∣∣
t0
.

Lemma 43 If ψ ∈ Sp(R2n,Ω0) then
Q(ψΛt0 , ψΛ˙t0)(ψv, ψv
′) = Q(Λt0 , Λ˙t0)(v, v
′) ∀v, v′ ∈ Λt0 .
Proof: Write R2n = Λt0 ⊕W with W Lagrangian and let αt : Λt0 →W be the
linear map corresponding to Λt (i.e Λt = {v + αt(v)|v ∈ Λt0}).
Similarly, write R2n = ψΛt0⊕ψW and ψW is Lagrangian since ψ ∈ Sp(R2n,Ω0).
The linear map α′t : ψΛt0 → ψW corresponding to ψΛt is given by α′t = ψαtψ−1
since ψΛt = {ψv + ψαtv|v ∈ Λt0}.
Hence
Q(ψΛt0 , ψΛ˙t0)(ψv, ψv
′) =
d
dt
Ω0(ψv, α
′
tψv
′)
∣∣∣∣
t0
=
d
dt
Ω0(ψv, ψαtv
′)
∣∣∣∣
t0
=
d
dt
Ω0(v, αtv
′)
∣∣∣∣
t0
= Q(Λt0 , Λ˙t0)(v, v
′).

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7.2 The Robbin-Salamon index for a path of Lagrangians
This index defined by Robbin and Salamon is invariant under homotopy with
fixed endpoints and is additive for catenation of paths. The definition depends
on the choice of a reference Lagrangian V ⊂ (R2n,Ω) and goes as follows.
Consider a smooth path of Lagrangians Λ : [a, b]→ Ln. A crossing for Λ is
a number t ∈ [a, b] for which dimΛt ∩ V 6= 0. At each crossing time t ∈ [a, b]
one defines the crossing form
Γ(Λ, V, t) = Q
(
Λt, Λ˙t
)∣∣∣
Λt∩V
. (48)
A crossing t is called regular if the crossing form Γ(Λ, V, t) is nondegenerate. In
that case Λs ∩ V = {0} for s 6= t in a neighborhood of t.
Definition 44 ([9]) For a curve Λ : [a, b]→ Ln with only regular crossings the
Robbin-Salamon index is defined as
µRS(Λ, V ) =
1
2
SignΓ(Λ, V, a) +
∑
a<t<b
t crossing
SignΓ(Λ, V, t) +
1
2
SignΓ(Λ, V, b). (49)
Robbin and Salamon show (Lemmas 2.1 and 2.2 in [9]) that two paths with
only regular crossings which are homotopic with fixed endpoints have the same
Robbin-Salamon index and that every continuous path of Lagrangians is ho-
motopic with fixed endpoints to one having only regular crossings. These two
properties allow to define the Robbin-Salamon index for every continuous path
of Lagrangians and this index is clearly invariant under homotopies with fixed
endpoints. It depends on the choice of the reference Lagrangian V . Robbin and
Salamon show ([9], Theorem 2.3):
Theorem 45 ([9]) The index µRS has the following properties:
1. (Naturality) For ψ ∈ Sp(R2n,Ω) µRS(ψΛ, ψV ) = µRS(Λ, V ).
2. (Catenation) For a < c < b, µRS(Λ, V ) = µRS(Λ|[a,c] , V )+µRS(Λ|[c,b] , V ).
3. (Product) If n′ + n′′ = n, identify L(n′) × L(n′′) as a submanifold of
L(n) in the obvious way. Then µRS(Λ′ ⊕ Λ′′, V ′ ⊕ V ′′) = µRS(Λ′, V ′) +
µRS(Λ
′′, V ′′).
4. (Localization) If V = Rn×{0} and Λ(t) = Gr(A(t)) where A(t) is a path of
symmetric matrices, then the Maslov index of Λ is given by µRS(Λ, V ) =
1
2 SignA(b)− 12 SignA(a).
5. (Homotopy) Two paths Λ0,Λ1 : [a, b] → L(n) with Λ0(a) = Λ1(a) and
Λ0(b) = Λ1(b) are homotopic with fixed endpoints if and only if they have
the same Maslov index.
6. (Zero) Every path Λ : [a, b]→ Σk(V ), with Σk(V ) = {W ∈ L(n) | dimW∩
V = k }, has Maslov index µRS(Λ, V ) = 0.
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7.3 Generalized Conley-Zehnder index for a path of sym-
plectic matrices
Consider the symplectic vector space (R2n × R2n,Ω = −Ω0 × Ω0). Given any
linear map ψ : R2n → R2n, its graph
Grψ = {(x, ψx)|x ∈ R2n}
is a 2n-dimensional subspace of R2n ×R2n which is Lagrangian if and only if ψ
is symplectic
(
ψ ∈ Sp(R2n,Ω0)
)
.
A particular Lagrangian is given by the diagonal
∆ = Gr Id = {(x, x)|x ∈ R2n}. (50)
Remark that Gr(−ψ) is a Lagrangian subspace which is always supplementary
to Grψ for ψ ∈ Sp(R2n,Ω0). In fact Grφ and Grψ are supplementary if and
only if φ− ψ is invertible.
Definition 46 The Robbin-Salamon index of a continuous path of symplectic
matrices ψ : [0, 1] → Sp(R2n,Ω0) : t 7→ ψt is defined as the Robbin-Salamon
index of the path of Lagrangians in (R2n × R2n,Ω),
Λ = Grψ : [0, 1]→ L2n : t 7→ Grψt
when the fixed Lagrangian is the diagonal ∆:
µRS(ψ) := µRS(Grψ,∆). (51)
Note that this index is defined for any continuous path of symplectic matrices
but can have half integer values.
Note that a crossing for a smooth path Grψ is a number t ∈ [0, 1] for which
1 is an eigenvalue of ψt and
Grψt ∩∆ = { (x, x) |ψtx = x }
is in bijection with Ker(ψt − Id).
The properties of homotopy, catenation and product of theorem 45 imply
that [9]
• µRS is invariant under homotopies with fixed endpoints,
• µRS is additive under catenation of paths and
• µRS has the product property µRS(ψ′ ⊕ ψ′′) = µRS(ψ′) + µRS(ψ′′) as in
proposition 35.
The zero property of the Robbin-Salamon index of a path of Lagrangians be-
comes:
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Proposition 47 If ψ : [a, b] → Sp(R2n,Ω) is a path of matrices such that
dimKer(ψ(t)− Id) = k for all t ∈ [a, b] then µRS(ψ) = 0.
Indeed, Grψt ∩∆ = {v ∈ R2n|ψtv = v} so dim(Grψt ∩ ∆) = k if and only if
dimKer(ψ(t)− Id) = k.
Proposition 48 (Naturality) Consider two continuous paths of symplectic
matrices ψ, φ : [0, 1]→ Sp(R2n,Ω0) and define ψ′ = φψφ−1. Then
µRS(ψ
′) = µRS(ψ)
Proof: One has
Λ′t := Grψ
′
t = {(x, φtψtφ−1t x) |x ∈ R2n}
= {(φty, φtψty) | y ∈ R2n}
= (φt × φt)Grψt
= (φt × φt)Λt
and (φt × φt)∆ = ∆. Furthermore (φt × φt) ∈ Sp(R2n × R2n,Ω).
Hence t ∈ [0, 1] is a crossing for the path of Lagrangians Λ′ = Grψ′ if and only
if dimGrψ′t ∩∆ 6= 0 if and only if dim(φt × φt)(Grψt ∩∆) 6= 0 if and only if t
is a crossing for the path of Lagrangian Λ = Grψ.
By homotopy with fixed endpoints, we can assume that Λ has only regular
crossings and φ is locally constant around each crossing t so that
d
dt
(φψφ−1)(t) = φtψ˙tφ−1t .
Then at each crossing
Γ(Grψ′,∆, t) = Q(Λ′t, Λ˙′t)|Grψ′t∩∆
= Q((φt × φt)Λt, (φt × φt)Λ˙t)|(φt×φt) Grψt∩∆
= Q(Λt, Λ˙t)|Grψt∩∆ ◦ (φ−1t × φ−1t )⊗ (φ−1t × φ−1t )
in view of Lemma 43, so that
SignΓ(Grψ′,∆, t) = SignΓ(Grψ,∆, t).

Definition 49 For any smooth path ψ of symplectic matrices, define a path of
symmetric matrices S through
ψ˙t = J0Stψt.
This is indeed possible since ψt ∈ Sp(R2n,Ω0)∀t, thus ψ−1t ψ˙t is in the Lie
algebra sp(R2n,Ω0) and every element of this Lie algebra may be written in the
form J0S with S symmetric.
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The symmetric bilinear form Q
(
Grψ, d
dt
Grψ
)
is given as follows. For any t0 ∈
[0, 1], write R2n × R2n = Grψt0 ⊕ Gr(−ψt0). The linear map αt : Grψt0 →
Gr(−ψt0) corresponding to Grψt is obtained from:
(x, ψtx) = (y, ψt0y) + αt(y, ψt0y) = (y, ψt0y) + (α˜ty,−ψt0α˜ty)
if and only if (Id+α˜t)y = x and ψt0(Id−α˜t)y = ψtx, hence ψ−1t0 ψt(Id+α˜t) =
Id−α˜t and
α˜t = (Id+ψ
−1
t0
ψt)
−1(Id−ψ−1t0 ψt)
d
dt
α˜t
∣∣∣∣
t0
= −1
2
ψ−1t0 ψ˙t0 .
Thus
Q
(
Grψt0 ,
d
dt
Grψt0
)(
(v, ψt0v), (v
′, ψt0v
′)
)
=
d
dt
Ω
(
(v, ψt0v), αt(v
′, ψt0v
′)
)∣∣∣∣
t0
=
d
dt
Ω
(
(v, ψt0v), (α˜tv
′,−ψt0α˜tv′)
)∣∣∣∣
t0
= −2Ω0
(
v,
d
dt
α˜t
∣∣∣∣
t0
v′
)
= Ω0(v, ψ
−1
t0
ψ˙t0v
′)
= Ω0(ψt0v, J0St0ψt0v
′).
Hence the restriction of Q to Ker(ψt0 − Id) is given by
Q
(
Grψt0 ,
d
dt
Grψt0
)(
(v, ψt0v), (v
′, ψt0v
′)
)
= vτSt0v
′ ∀v, v′ ∈ Ker(ψt0 − Id)
A crossing t0 ∈ [0, 1] is thus regular for the smooth path Grψ if and only if the
restriction of St0 to Ker(ψt0 − Id) is nondegenerate. We thus give the following
definition
Definition 50 [9] Let ψ : [0, 1] → Sp(R2n,Ω0) : t 7→ ψt be a smooth path
of symplectic matrices. Write ψ˙t = J0Stψt with t 7→ St a path of symmetric
matrices.
A number t ∈ [0, 1] is called a crossing if det(ψt − Id) = 0.
For t ∈ [0, 1], the crossing form Γ(ψ, t) is defined as the quadratic form
which is the restriction of St to Ker(ψt − Id).
A crossing t0 is called regular if the crossing form Γ(ψ, t0) is nondegenerate.
Proposition 51 For a smooth path ψ : [0, 1] → Sp(R2n,Ω0) : t 7→ ψt having
only regular crossings, the Robbin-Salamon index introduced in definition 46 is
given by
µRS(ψ) =
1
2
SignΓ(ψ, 0) +
∑
t crossing,
t ∈]0, 1[
SignΓ(ψ, t) +
1
2
SignΓ(ψ, 1). (52)
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Proposition 52 Let ψ : [0, 1]→ Sp(R2n,Ω0) be a continuous path of symplectic
matrices such that ψ(0) = Id and such that 1 is not an eigenvalue of ψ(1) (i.e.
ψ ∈ SP(n)). The Robbin-Salamon index of ψ defined by (51) coincides with the
Conley-Zehnder index of ψ as in definition 33. In particular, for a smooth path
ψ ∈ SP(n) having only regular crossings, the Conley-Zehnder index is given by
µCZ(ψ) =
1
2
Sign(S0) +
∑
t crossing,
t ∈]0, 1[
SignΓ(ψ, t) (53)
with S0 = −J0ψ˙0.
Proof: Since the Robbin-Salamon index for paths of Lagrangians is invariant
under homotopies with fixed end points, the Robbin-Salamon index for paths
of symplectic matrices is also invariant under homotopies with fixed endpoints.
Its restriction to SP(n) is actually invariant under homotopies of paths in
SP(n) since for any path in SP(n), the starting point ψ0 = Id is fixed and the
endpoint ψ1 can only move in a connected component of Sp
∗(R2n,Ω0) where no
matrix has 1 as an eigenvalue.
To show that this index coincides with the Conley-Zehnder index, it is
enough, in view of proposition 37, to show that it satisfies the loop and sig-
nature properties.
Let us prove the signature property. Let ψt = exp(tJ0S) with S a symmet-
ric nondegenerate matrix with all eigenvalues of absolute value < 2π, so that
Ker(exp(tJ0S) − Id) = {0} for all t ∈]0, 1]. Hence the only crossing is at t = 0,
where ψ0 = Id and ψ˙t = J0Sψt so that St = S for all t and
µCZ(ψ) =
1
2
SignS0 =
1
2
SignS.
To prove the loop property, note that µRS is additive for catenation and
invariant under homotopies with fixed endpoints. Since we have seen that (φψ)
is homotopic to the catenation of φ and ψ, it is enough to show that the Robbin-
Salamon index of a loop is equal to 2 deg(ρ ◦ φ). Since two loops φ and φ′ are
homotopic if and only if deg(ρ ◦ φ) = deg(ρ ◦ φ′), it is enough to consider the
loops φn defined by
φn(t) :=

cos 2πnt − sin 2πnt 0 0
sin 2πnt cos 2πnt 0 0
0 0 a(t) Id 0
0 0 0 a(t)−1 Id
 ∈ Sp(R2 ⊕ R2n−2)
with a : [0, 1] → R+ a smooth curve with a(0) = a(1) = 1 and a(t) 6= 1 for
t ∈]0, 1[. Since ρ(φn(t)) = e2πint, we have deg(φn) = n.
The crossings of φn arise at t =
m
n
with m an integer between 0 and n. At such
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a crossing, Ker
(
φn(t)
)
is R2 for 0 < t < 1 and is R2n for t = 0 and t = 1. We
have
φ˙n(t) =

0 −2πn 0 0
2πn 0 0 0
0 0 a˙(t)
a(t) Id 0
0 0 0 − a˙(t)
a(t) Id
φn(t)
so that
S(t) =

2πn 0 0 0
0 2πn 0 0
0 0 0 − a˙(t)
a(t) Id
0 0 − a˙(t)
a(t) Id 0
 .
Thus SignΓ(φn, t) = 2 for all crossings t =
m
n
, 0 ≤ m ≤ n. From equation (52)
we get
µRS(φn) =
1
2
SignΓ(φn, 0) +
∑
0<m<n
SignΓ
(
φn,
m
n
)
+
1
2
SignΓ(φn, 1)
= 1 + 2(n− 1) + 1 = 2n = 2deg(ρ ◦ φn)
and the loop property is proved. Thus the Robbin-Salamon index for paths in
SP(n) coincides with the Conley-Zehnder index.
The formula for the Conley-Zehnder index of a path ψ ∈ SP(n) having only
regular crossings, follows then from (52). Indeed, we have Ker(ψ1 − Id) = {0},
while Ker(ψ0 − Id) = R2n and Γ(ψ, 0) = S0. 
Definition 53 A symplectic shear is a path of symplectic matrices of the form
ψt =
(
Id B(t)
0 Id
)
with B(t) symmetric.
Proposition 54 The Robbin-Salamon index µRS on a symplectic shear ψt =(
Id B(t)
0 Id
)
(with B(t) symmetric) is equal to
µRS(ψ) =
1
2
SignB(0)− 1
2
SignB(1).
Proof: Since any symmetric matrix B(t) is diagonalisable, we write B(t) =
A(t)τD(t)A(t) with A(t) ∈ O(Rn) and D(t) a diagonal matrix.
The matrix φt =
(
A(t)τ 0
0 A(t)
)
is in Sp(R2n,Ω0) and
ψ′t := φtψtφ
−1
t =
(
Id D(t)
0 Id
)
.
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By proposition 48 µRS(ψ) = µRS(ψ
′); by the product property it is enough to
show that µRS(ψ) =
1
2 Signd(0)− 12 Signd(1) for the path
ψ : [0, 1]→ Sp(R2,Ω0) : t 7→ ψt =
(
1 d(t)
0 1
)
.
Since µRS is invariant under homotopies with fixed end points, we may assume
ψt =
(
a(t) d(t)
c(t) a(t)−1
(
1 + d(t)c(t)
) ) with a, c smooth functions such that :
a(0) = a(1) = 1, a˙(0) 6= 0, a˙(1) 6= 0 and a(t) > 1 for 0 < t < 1;
c(0) = c(1) = 0, c(t)d(t) ≥ 0 ∀t and c˙(t) 6= 0 (resp. = 0) when d(t) 6= 0 (resp.
= 0) for t = 0 or 1.
The only crossings are t = 0 and t = 1 since the trace of ψ(t) is > 2 for 0 < t < 1.
Now, at those points ( t = 0 and t = 1) ψ˙t =
(
a˙(t) d˙(t)
c˙(t) −a˙(t) + d(t)c˙(t)
)
so
that St = −J0ψ˙tψ−1t =
(
c˙(t) −a˙(t)
−a˙(t) a˙(t)d(t) − d˙(t)
)
.
Clearly, at the crossings, we have Kerψt = R
2 iff d(t) = 0 and Kerψt
is spanned by the first basis element iff d(t) 6= 0, so that from definition 50
Γ(ψ, t) =
(
c˙(t)
)
when d(t) 6= 0 and Γ(ψ, t) =
(
0 −a˙(t)
−a˙(t) 0
)
when d(t) = 0.
Hence both crossings are regular and SignΓ(ψ, t) = Sign c˙(t) when d(t) 6= 0 and
SignΓ(ψ, t) = 0 when d(t) = 0. Since d(t)c(t) ≥ 0 for all t, we clearly have
Sign c˙(0) = Sign d(0) and Sign c˙(1) = − Signd(1). Proposition 51 then gives
µRS(ψ) =
1
2Γ(ψ, 0) +
1
2 SignΓ(ψ, 1) =
1
2 Signd(0)− 12 Signd(1). 
7.4 Characterization of the Robbin-Salamon index
In this section, we prove the following characterization of the Robbin-Salamon
index.
Theorem 55 The Robbin-Salamon index for a path of symplectic matrices is
characterized by the following properties:
• (Homotopy) it is invariant under homotopies with fixed end points;
• (Catenation) it is additive under catenation of paths;
• (Zero) it vanishes on any path ψ : [a, b] → Sp(R2n,Ω) of matrices such
that dimKer
(
ψ(t)− Id) = k is constant for all t ∈ [a, b];
• (Normalization) if S = Sτ ∈ R2n×2n is a symmetric matrix with all eigen-
values of absolute value < 2π and if ψ(t) = exp(J0St) for t ∈ [0, 1] , then
µRS(ψ) =
1
2 SignS where SignS is the signature of S;
Before proving this theorem, we show that the Robbin-Salamon index is char-
acterized by the fact that it extends Conley-Zehnder index and has all the
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properties stated in the previous section. This is made explicit in Lemma 56.
We then use the characterization of the Conley-Zehnder index given in Propo-
sition 37 to give in Lemma 57 a characterization of the Robbin-Salamon index
in terms of six properties. We then prove the theorem stated above.
Lemma 56 The Robbin-Salamon index is characterized by the following prop-
erties:
1. (Generalization) it is a correspondence µRS which associates a half integer
to any continuous path ψ : [a, b]→ Sp(R2n,Ω0) of symplectic matrices and
it coincides with µCZ on paths starting from the identity matrix and ending
at a matrix for which 1 is not an eigenvalue;
2. (Naturality) if φ, ψ : [0, 1]→ Sp(R2n,Ω0), we have µRS(φψφ−1) = µRS(ψ);
3. (Homotopy) it is invariant under homotopies with fixed end points;
4. (Catenation) it is additive under catenation of paths;
5. (Product) it has the product property µRS(ψ
′⊕ψ′′) = µRS(ψ′)+µRS(ψ′′);
6. (Zero) it vanishes on any path ψ : [a, b] → Sp(R2n,Ω) of matrices such
that dimKer(ψ(t) − Id) = k is constant for all t ∈ [a, b];
7. (Shear)on a symplectic shear , ψ : [0, 1]→ Sp(R2n,Ω0) of the form
ψt =
(
Id −tB
0 Id
)
= exp t
(
0 −B
0 0
)
= exp tJ0
(
0 0
0 B
)
with B symmetric, it is equal to µRS(ψ) =
1
2 SignB.
Proof: We have seen in the previous section that the index µRS defined by
Robbin and Salamon satisfies all the above properties. To see that those prop-
erties characterize this index, it is enough to show (since the group Sp(R2n,Ω0)
is connected and since we have the catenation property) that those properties
determine the index of any path starting from the identity. Since it must be
a generalization of the Conley-Zehnder index and must be additive for catena-
tions of paths, it is enough to show that any symplectic matrix A which admits
1 as an eigenvalue can be linked to a matrix B which does not admit 1 as an
eigenvalue by a continuous path whose index is determined by the properties
stated. We have seen in Theorem 24 that there is a basis of R2n such that A
is the direct symplectic sum of a matrix which does not admit 1 as eigenvalue
and matrices of the form
A
(1)
rj ,dj
:=
(
J(1, rj) diag(0, . . . , 0, dj)
(
J(1, rj)
−1)τ
0
(
J(1, rj)
−1)τ ) ;
with dj equal to 0, 1 or −1. The dimension of the eigenspace of eigenvalue 1 for
A
(1)
rj ,dj
is equal to 1 if dj 6= 0 and is equal to 2 if dj = 0. In view of the naturality
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and the product property of the index, we can consider a direct sum of paths
with the constant path on the symplectic subspace where 1 is not an eigenvalue
and we just have to build a path in Sp(R2rj ,Ω0) from A
(1)
rj ,dj
to a matrix which
does not admit 1 as eigenvalue and whose index is determined by the properties
given in the statement. This we do by the catenation of three paths : we first
build the path ψ1 : [0, 1]→ Sp(R2rj ,Ω0) defined by
ψ1(t) :=
(
D(t, rj) diag
(
c(t), 0, . . . , 0, d(t)
)(
D(t, rj)
−1)τ
0
(
D(t, rj)
−1)τ )
with D(t, rj) =

1 1− t 0 . . . . . . 0
0 et 1− t 0 . . . 0
... 0
. . .
. . . 0
...
0 . . . 0 et 1− t 0
0 . . . . . . 0 et 1− t
0 . . . . . . . . . 0 et

,
and with c(t) = tdj , d(t) = (1− t)dj . Observe that ψ1(0) = A(1)rj ,dj and ψ1(1) is
the symplectic direct sum of
(
1 c(1) = dj
0 1
)
and
(
e Idrj−1 0
0 e−1 Idrj−1
)
and this last matrix does not admit 1 as eigenvalue.
Clearly dim ker
(
ψ1(t)− Id
)
= 2 for all t ∈ [0, 1] when dj = 0; we now prove
that dimker(ψ1(t) − Id) = 1 for all t ∈ [0, 1] when dj 6= 0. Hence the index of
ψ1 must always be zero by the zero property.
To prove that dimker(ψ1(t)− Id) = 1 we have to show the non vanishing of the
determinant of the 2rj − 1× 2rj − 1 matrix
1− t 0 . . . 0 c(t) 0 . . . . . . 0
et − 1 1− t . . . 0 0 0 . . . . . . 0
0
. . .
. . . 0
...
...
...
0
. . . et − 1 1− t 0 0 . . . . . . 0
... . . . 0 et − 1 Erj1 (t)d(t) Erj2 (t)d(t) . . . . . . Erjrj (t)d(t)
... . . . . . . 0 E21(t) E
2
2(t)− 1 . . . . . . E1rj (t)
0 . . . . . . 0
...
...
...
...
...
...
. . .
. . .
...
0 . . . . . . 0 E
rj
1 (t) E
rj
2 (t) . . . . . . E
rj
rj (t)− 1

where E(t) is the transpose of the inverse of D(t, rj) so is lower triangular with
Eii = e
−t for all i > 1. This determinant is equal to
(−1)rj−1c(t)(et − 1)rj−1(e−t − 1)rj−1 + (−1)rj−1d(t)(1 − t)rj−1 detE′(t)
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where E′(t) is obtained by deleting the first line and the last column in E(t)−Id
so is equal to
(t− 1)e−t e−t − 1 0 . . . 0
(t− 1)2e−2t (t− 1)e−2t e−t − 1 . . . 0
...
. . .
. . . 0
(t− 1)rj−2e−(rj−2)t (t− 1)rj−3e−(rj−2)t . . . (t− 1)e−2t e−t − 1
(t− 1)rj−1e−(rj−1)t (t− 1)rj−2e−(rj−1)t . . . (t− 1)2e−3t (t− 1)e−2t

hence detE′(t) = (t− 1) detFrj−2(t) where
Fm(t) :=

(t− 1)e−2t e−t − 1 0 . . . 0
(t− 12)e−3t (t− 1)e−2t e−t − 1 . . . ...
...
. . .
. . .
. . . 0
(t− 1)m−1e−(m−2t . . . (t− 1)e−2t e−t − 1
(t− 1)me−(m−1)t . . . (t− 1)2e−3t (t− 1)e−2t

and we have detFm(t) = (t−1)e−2t detFm−1(t)−(e−t−1)(t−1)e−t detFm−1(t) =
(t−1)e−t detFm−1(t) so that, by induction on m, detFm(t) = (t−1)me−(m+1)t
hence the determinant we have to study is
(−1)rj−1c(t)(2 − et − e−t)rj−1 − (−1)rj−1d(t)(1 − t)rj detFrj−2(t)
which is equal to
(−1)rj−1c(t)(2 − et − e−t)rj−1 + (−1)rjd(t)(1 − t)rj (t− 1)rj−2e−(rj−1)t
hence to
c(t)(et + e−t − 2)rj−1 + d(t)(1 − t)2rj−2e−(rj−1)t
which never vanishes if c(t) = tdj and d(t) = (1 − t)dj since et + e−t − 2 and
(1− t) are ≥ 0.
We then construct a path ψ2 : [0, 1] → Sp(R2rj ,Ω0) which is constant on
the symplectic subspace where 1 is not an eigenvalue and which is a symplectic
shear on the first two dimensional symplectic vector space, i.e.
ψ2(t) :=
(
1 (1− t)dj
0 1
)
⊕
(
e Idrj−1 0
0 e−1 Idrj−1
)
;
then the index of ψ2 is equal to
1
2 Sign dj . Observe that ψ2 is constant if
dj = 0; then the index of ψ2 is zero. Observe that in all cases ψ2(1) =
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Id2⊕
(
e Idrj−1 0
0 e−1 Idrj−1
)
.
We then build ψ3 : [0, 1]→ Sp(R2rj ,Ω0) given by
ψ3(t) :=
(
et 0
0 e−t
)
⊕
(
e Idrj−1 0
0 e−1 Idrj−1
)
which is the direct sum of a path whose Conley-Zehnder index is known and a
constant path whose index is zero. Clearly 1 is not an eigenvalue of ψ3(1). 
Combining the above with the characterization of the Conley-Zehnder index,
we now prove:
Lemma 57 The Robbin-Salamon index for a path of symplectic matrices is
characterized by the following properties:
• (Homotopy) it is invariant under homotopies with fixed end points;
• (Catenation) it is additive under catenation of paths;
• (Zero) it vanishes on any path ψ : [a, b] → Sp(R2n,Ω) of matrices such
that dimKer(ψ(t) − Id) = k is constant for all t ∈ [a, b];
• (Product) it has the product property µRS(ψ′⊕ψ′′) = µRS(ψ′)+µRS(ψ′′);
• (Signature) if S = Sτ ∈ R2n×2n is a symmetric non degenerate matrix
with all eigenvalues of absolute value < 2π and if ψ(t) = exp(J0St) for
t ∈ [0, 1] , then µRS(ψ) = 12 SignS where SignS is the signature of S;
• (Shear) if ψt = exp tJ0
(
0 0
0 B
)
for t ∈ [0, 1] , with B symmetric, then
µRS(ψ) =
1
2 SignB.
Proof: Remark first that the invariance by homotopies with fixed end
points, the additivity under catenation and the zero property imply the natural-
ity; they also imply the constancy on the components of SP(n). The signature
property stated above is the signature property which arose in the character-
ization of the Conley-Zehnder index given in proposition 37. To be sure that
our index is a generalization of the Conley-Zehnder index, there remains just to
prove the loop property. Since the product of a loop φ and a path ψ starting at
the identity is homotopic to the catenation of φ and ψ, it is enough to prove that
the index of a loop φ with φ(0) = φ(1) = Id is given by 2 deg(ρ ◦ φ). Since two
loops φ and φ′ are homotopic if and only if deg(ρ ◦φ) = deg(ρ ◦φ′), it is enough
to consider the loops φn defined by φn(t) :=
(
cos 2πnt − sin 2πnt
sin 2πnt cos 2πnt
)
⊕ Id ∈
Sp(R2 ⊕ R2n−2) and since φn(t) = (φ1(t))n it is enough to show, using the
homotopy, catenation, product and zero properties that the index of the loop
given by φ(t) =
(
cos 2πt − sin 2πt
sin 2πt cos 2πt
)
for t ∈ [0, 1] is equal to 2. This is
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true, using the signature property, writing φ as the catenation of the path
ψ1(t) := φ(
t
2 ) = exp tJ0
(
π 0
0 π
)
for t ∈ [0, 1] whose index is 1 and the path
ψ2(t) := φ(
t
2 ) = exp tJ0
(
π 0
0 π
)
for t ∈ [1, 2]. We introduce the path in the
reverse direction ψ−2 (t) := exp−tJ0
(
π 0
0 π
)
for t ∈ [0, 1] whose index is −1;
since the catenation of ψ−2 and ψ2 is homotopic to the constant path whose
index is zero, the index of φ1 is given by the index of ψ1 minus the index of ψ
−
2
hence is equal to 2. 
Proof of theorem 55: Observe that any symmetric matrix can be writ-
ten as the symplectic direct sum of a non degenerate symmetric matrix S and
a matrix S′ of the form
(
0 0
0 B
)
where B is symmetric and may be de-
generate. The index of the path ψt = exp tJ0S
′ is equal to the index of the
path ψ′t = exp tλJ0S
′ for any λ > 0. Hence the signature and shear condi-
tions, in view of the product condition, can be simultaneously written as: if
S = Sτ ∈ R2n×2n is a symmetric matrix with all eigenvalues of absolute value
< 2π and if ψ(t) = exp(J0St) for t ∈ [0, 1] , then µRS(ψ) = 12 SignS. This is the
normalization condition stated in the theorem.
From Lemma 57, we just have to prove that the product property is a conse-
quence of the other properties. We prove it for paths with values in Sp(R2n,Ω0)
by induction on n, the case n = 1 being obvious. Since ψ′ ⊕ ψ′′ is homo-
topic with fixed endpoints to the catenation of ψ′ ⊕ ψ′′(0) and ψ′(1)⊕ ψ′′, it is
enough to show that the index of A⊕ψ is equal to the index of ψ for any fixed
A ∈ Sp(R2n′ ,Ω0) with n′ < n and any continuous path ψ : [0, 1]→ Sp(R2n′′ ,Ω0)
with n′′ < n.
Observe also (using subsection 3.2 and proposition 56) that any symplec-
tic matrix A can be linked by a path φ(s) with constant dimension of the
1-eigenspace to a matrix of the form exp(J0S
′) with S′ a symmetric n′ × n′
matrix with all eigenvalues of absolute value < 2π. The index of A⊕ψ is equal
to the index of exp(J0S
′)⊕ ψ; indeed A⊕ ψ is homotopic with fixed endpoints
to the catenation of the three paths φs ⊕ ψ(0), exp(J0S′) ⊕ ψ and the path
φs ⊕ ψ(1) in the reverse order, and the index of the first and third paths are
zero since the dimension of the 1-eigenspace does not vary along those paths.
Hence it is enough to show that the index of exp(J0S
′)⊕ψ is the same as the
index of ψ. This is true because the map µ sending a path ψ in Sp(R2n
′′
,Ω0)
(with n′′ < n) to the index of exp(J0S′) ⊕ ψ has the four properties stated in
the theorem, and these characterize the Robbin-Salamon index for those paths
by induction hypothesis. It is clear that µ is invariant under homotopies, ad-
ditive for catenation and equal to zero on paths ψ for which the dimension of
the 1-eigenspace is constant. Furthermore µ(exp t(J0S)) which is the index of
exp(J0S
′) ⊕ exp t(J0S) is equal to 12 SignS, because the path exp tJ0(S′ ⊕ S)
57
whose index is 12 Sign(S
′ ⊕ S) = 12 SignS′ + 12 SignS is homotopic with fixed
endpoints with the catenation of exp t(J0S
′)⊕ Id = exp tJ0(S′⊕0), whose index
is 12 SignS
′, and the path exp(J0S′)⊕ exp t(J0S). 
7.5 Another Robbin-Salamon index for paths of symplec-
tic matrices
In [9] Robbin and Salamon associate to a path of symplectic matrices ψ : [0, 1]→
Sp(R2n,Ω0) the index
µRS2(ψ) := µRS(ψV, V )
where V = {0} × Rn is a fixed Lagrangian in R2n and ψV is the path of
Lagrangians defined by t 7→ ψtV .
The properties of theorem 45 imply that [9]
• µRS2 is invariant under homotopies with fixed endpoints and two paths
with the same endpoints are homotopic with fixed endpoints if and only
if they have the same µRS2 index,
• µRS2 is additive under catenation of paths,
• µRS2 has the product property µRS(ψ′ ⊕ ψ′′) = µRS(ψ′) + µRS(ψ′′) as in
proposition 35,
• vanishes on a path whose image lies in
Spk(R
2n,Ω0, V ) = {A ∈ Sp(R2n,Ω0) | dimAV ∩ V = k}
for a given k ∈ {0, . . . , n},
• has value 12 SignB(0)− 12 SignB(1) when ψt =
(
Id B(t)
0 Id
)
.
Robbin and Salamon also prove in [9] that those properties characterize this
index.
Proposition 58 The two indices µRS and µRS2 associated to paths of symplec-
tic matrices do not coincide in general.
Proof: Consider the path ψ : [0, 1] → Sp(R2n,Ω0) : t 7→ ψt =
(
Id 0
C(t) Id
)
.
Since ψtV ∩ V = V ∀t, ψt lies in Spn(R2n,Ω0, V ) ∀t and µRS2(ψ) = 0.
Define φ =
(
0 Id
− Id 0
)
and ψ′ = φψφ−1 so that ψ′t =
(
Id −C(t)
0 Id
)
.
Then
µRS2(ψ
′) =
1
2
SignC(1)− 1
2
SignC(0)
which is in general different from µRS2(ψ).
On the other hand, by (48), µRS(ψ) = µRS(ψ
′). 
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Remark 59 The index µRS2 vanishes on a path whose image lies into one of the
(n+1) strata defined by Spk(R
2n,Ω0, V ) = {A ∈ Sp(R2n,Ω0) | dimAV ∩V = k}
for 0 ≤ k ≤ n, whereas the index µRS vanishes on a path whose image lies into
one of the (2n + 1) strata defined by the set of symplectic matrices whose
eigenspace of eigenvalue 1 has dimension k (for 0 ≤ k ≤ 2n).
Proposition 60 The two indices µRS and µRS2 coincide on symplectic shears.
Proof: Indeed, Robbin and Salamon have shown that if ψt =
(
Id B(t)
0 Id
)
then µRS2(ψ) =
1
2 SignB(0) − 12 SignB(1). We have proven in proposition 54
that µRS(ψ) =
1
2 SignB(0)− 12 SignB(1). 
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