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Internet of Things (IoT) technology begins to take an important place
in our daily life and has already got a large success in several applications.
Despite this success, most of IoT applications are based only on static ac-
tuation. However, adding an active role for actuators will be needed, in
order to optimize the systems where they are present. To achieve this goal,
in this thesis, we introduce a new concept called Internet of Heterogeneous
Things (IoHT) which takes into account both static and dynamic actuation.
The dynamic actuation is provided by a mobile robot or a mobile sensor.
An IoHT device can be therefore static or equipped with motion capability.
When a device has the capacity to move, we exploit the potential of con-
trolled mobility by proposing efficient algorithms to maintain the global
connectivity among IoHT devices. We show by simulation the efficiency
of the proposed algorithms and their performance in terms of convergence
time, connectivity, and traveled distance.
Once the connectivity among devices is guaranteed, another major chal-
lenge that should be solved is the huge amount of data they generate and
transmit. To tackle this problem, we propose a Bayesian Inference Ap-
proach (BIA) which allows avoiding the transmission of high correlated
data. Belief Propagation algorithm, coupled with the Markov Random
Field model, is used in this case to reconstruct the missing sensing data.
According to different scenarios, our approach is evaluated based on the
real data collected from sensors deployed on indoor and outdoor environ-
ments. The results show that our proposed approach reduces drastically
the number of transmitted data and the energy consumption, while main-




De nos jours, l’Internet des Objets (IdO) commence à prendre une place
importante dans notre vie quotidienne. Il a obtenu un grand succès dans
divers domaines d’application. Toutefois, malgré ce succès, la plupart des
applications de l’IdO sont basées uniquement sur l’actionnement statique.
Cependant, l’ajout d’un rôle actif pour les actionneurs sera nécessaire afin
d’optimiser les systèmes où ils sont présents. Pour ce faire, dans cette
thèse, nous introduisons un nouveau concept appelé Internet des Objets
Hétérogènes (IdOH) qui prend en compte les actionnements statique et dy-
namique. L’actionnement dynamique est fourni par un robot mobile ou
un capteur mobile. Les dispositifs constituant l’IdoH peuvent donc être
statiques ou ont la capacité de se mouvoir. Dans ce dernier cas, nous ex-
ploitons le potentiel de la mobilité contrôlée en proposant des algorithmes
efficaces pour maintenir la connectivité entre les dispositifs. Nous mon-
trons par simulation l’efficacité des algorithmes proposés et leur perfor-
mance en termes de temps de convergence, de connectivité et de distance
parcourue.
Une fois que la connectivité entre les dispositifs est garantie, un autre
défi majeur qui devrait être résolu est l’énorme quantité de données qu’ils
génèrent et transmettent. Pour faire face à ce problème, nous proposons
une approche d’inférence bayésienne qui permet d’éviter la transmission
des données fortement corrélées. L’algorithme de propagation de croyance,
couplé au modèle de champ aléatoire de Markov, est utilisé dans ce cas
pour inférer les données manquantes. Selon différents scénarios, notre ap-
proche est évaluée sur la base des données réelles recueillies à partir des
capteurs déployés sur des environnements intérieurs et extérieurs. Les ré-
sultats montrent que notre approche réduit considérablement la quantité
de données transmises et la consommation d’énergie, tout en maintenant
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1.1 Towards Internet of Heterogeneous Things
Nowadays, Internet of Things (IoT) technology begins to take an important
place in economic systems and in society daily life [17]. It has got a large
success in several application areas, ranging from smart city applications
[5], [42] to smart grid [45]. With the progress of current technologies, the
IoT is composed of heterogeneous devices such as sensors, RFID tags, ar-
duino, Raspberry Pi, mobile phones, etc. IoT allows therefore a creation of
new applications/services which require all these devices to communicate,
to interact, to share data and processes. According Cisco’s prediction, the
number of internet-connected devices would exceed 50 billion by 2020 [16].
IoT devices can be classified into three types according their capaci-
ties [46]: (i) thin devices, (ii) intelligent devices, and (iii) actuated devices
(see Figure 1.1).
FIGURE 1.1: Types of IoT devices [46]
A- Thin devices
Thin devices are the most constraining of IoT devices. They can only
sense and communicate data. All data processing is done on the remote
servers. Infra-Red temperature and humidity sensors are a concrete exam-
ples of such devices.
B- Intelligent devices
Intelligent devices, in addition to their sensing and communication ca-
pabilities, provide a certain level of intelligence for data processing. They
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therefore have a certain level of autonomy but most processing still occurs
on remote servers. An example of intelligent device could be a smart me-
tering device such as EMU-2 [7].
C- Actuated devices
Actuated devices are intelligent devices which can also act on the physical
world. Two types of actuation can be defined: static and dynamic.
In static actuation, actuators perform a simple control according to the
feedback they get. A very simple example is the intelligent thermostat
which can decrease or increase the home temperature depending on whether
it is too hot or too cold. However, static actuated devices do not have the
capacity for manipulation, mobility, autonomy and movement.
Dynamic actuated devices, in turn, provide much more advanced abil-
ities including movement, mobility, manipulation, and autonomy. Willow
Garages PR2 robot [21] and Wifibot robot [48] are good examples of such
devices.
Robots can be considered as dynamic actuators since they meet all the
capacities cited above i.e. they are autonomous and have the ability to ma-
nipulate objects and to move around. Hence, their integration in the IoT
paradigm is obvious and can extend the abilities of the traditional IoT in-
frastructure. To point out this synergistic nature between IoT and robotics,
ABI Research introduced a new concept called Internet of Robotic Things
(IoRT) [46]. IoRT was defined as an intelligent set of devices that can mon-
itor events, fuse sensor data from a variety of sources, use local and dis-
tributed intelligence to determine a best course of action, and then act to
control or manipulate objects in the physical world. In some cases, they can
physically move in the physical world [46].
In this thesis, the fusion of IoRT (hence IoT) with the data sharing scheme
is called Internet of Heterogeneous Things (IoHT). An IoHT device can be
therefore static (e.g. static sensors, arduino, Raspberry pi, etc) or equipped
with motion capability (e.g. mobile sensors and robots).
1.2 Issues and contributions
IoHT is composed of tens to billions heterogeneous devices which interact
with each other and with our environment. In general, these devices have
limited resources in terms of CPU, memory, storage and power resources.
Providing IoHT with energy saving approaches is thus a key issue.
Based on the proposed IoHT concept and the above-mentioned con-
straints, in this thesis we address the following questions:
1. How to efficiently maintain the communication coverage among
IoHT mobile sensors or robots?
As stated before, in this thesis, we focus on IoTH’s context which con-
sists of multiple mobile and static devices cooperating for tasks exe-
cution. Such IoHT system has several applications, e.g. surveillance,
environment monitoring, disaster rescue, etc. The performance of an
IoHT application relies on the efficient coordination among devices,
which in turn strongly depends on reliable communication to support
efficient data sharing among devices. The existence of reliable com-
munication among devices is therefore a prerequisite for IoHT appli-
cations. Thus, maintaining the communication among IoHT devices
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is really a crucial problem, especially if the devices have the motion
capability (eg. mobile robot and mobile sensor). To deal with this
challenge, in this dissertation, we exploit the potential of controlled
mobility and address the connectivity maintenance problem in the
context of deploying a group of mobile robots (or mobile sensors) into
a unknown environment to form a desired communication coverage
for supporting efficient data sharing. Mobility of some devices, such
as mobile robots, will be therefore considered as a feature to be ex-
ploited instead of a challenge to be faced [37].
2. How to efficiently share data from various heterogeneous sources?
One major challenge that should be addressed in the IoHT concept
is the huge amount of data generated by the sensing devices, which
make the control of sending useless data very important. The trans-
mission of these huge amount of data to the network may affect the
energy consumption of sensing devices, and can also cause network
congestion issues. A strong reduction of massive amount of data
generated by these sensing devices is therefore necessary. To do so,
many approaches on data aggregation and compression have been
proposed in the literature. However, these approaches do not take
into account the most distinctive aspects of the IoHT i.e. the devices
have limited resources and the data collected and transmitted by the
sensor devices can be predicted using a simple inference algorithm.
Using such an algorithm, one can exploit the power of double predic-
tion. In this case, the sensor devices transmit their measurements only
in cases where predictions fail i.e. when the prediction error exceeds a
predefined threshold. Therefore, unlike data compression and aggre-
gation, inference approaches can considerably eliminate the need to
communicate the data. We go in this direction in this thesis by propos-
ing an efficient Bayesian Inference Approach (BIA) for data sharing
among IoHT devices. We take into account the heterogeneous aspect
of the data and devices.
1.3 Structure of the thesis
The thesis is organized as follows:
1. Chapter 2 provides the state of art about the connectivity mainte-
nance, coverage issues and data prediction models.
2. Chapter 3 presents the global connectivity maintenance among IoHT
mobile robots. Two proposed approaches will be detailed : an hybrid
approach based on the IoT concept and a distributed approach based
on neural network.
3. Chapter 4 focuses on the Neuro-Dominating Set scheme for the mo-
bile robot motion control. We adopt different roles among mobiles
robots to enable them better achievement of global system perfor-
mance.
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4. Chapter 5 is dedicated to the data reduction solution for the IoHT
concept. We present the Bayesian Inference Approach based on Be-
lief Propagation algorithm for an efficient data sharing in indoor and
outdoor scenarios.
5. Chapter 6 Concludes the thesis and draws up the perspectives in or-




State of the art
2.1 Connectivity maintenance and coverage problems
As it is already stated, in this thesis, we address the connectivity mainte-
nance problem in the context of deploying a team of IoHT mobile robots
into a unknown environment to form a desired communication coverage
for supporting an efficient data sharing.
Indeed, in various IoHT applications such as smart agriculture, smart
environment monitoring, smart exploration and smart disaster rescue, the
use of mobile robots’ teams brings many advantages over one powerful
robot. As a matter of fact, a team of robots (or a team of mobile sensors)
can accomplish tasks more efficiently, faster and more reliably than a single
robot [13], [39], [6]. In general, IoHT team members have limited capacity
and need to communicate with each other, often via a wireless link (i.e.
Wifi, Bluetooth), to carry out cooperative tasks. Maintaining connectivity
among IoHT devices is therefore a crucial issue.
A lot of connectivity maintenance approaches have already been pro-
posed in the literature [23], [49], [10], [3], [62], [54], [26], [50], [14]. These
approaches can be classified into two groups i.e., (i) local and (ii) global con-
nectivity maintenance. Local connectivity maintenance consists of preserv-
ing the initial set of edges which define the graph connectivity throughout
the deployment time. Unlike local connectivity maintenance, global con-
nectivity maintenance allows suppression and creation of some edges, as
long as the overall connectivity of the graph is conserved.
In this thesis, we focus only on global connectivity maintenance since
the preservation of each local link communication in the network is a very
restrictive requirement which significantly limits the capability of the sys-
tems itself [49].
As a reminder, our mobile robot team can be represented by a graph
G(V,E) where V is the set of vertices representing each mobile robot and
E ⊆ V 2 is the set of edges. E can be defined as :
E =
{
(i, j) ∈ V 2 | i 6= j ∧ d(i, j) ≤ R
}
(2.1)
where d(i, j) is the euclidean distance between i-th and j-th mobile robots
and R is the communication range.
Following the above representation, letNi be the one-hop neighborhood
of the i–th mobile robot. Thus, Ni is the set of robots which can exchange
information with robot i. Ni can be defined as follow :
Ni = {j ∈ V | d(i, j) ≤ R} (2.2)
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Definition 1 An undirected graph G(V,E) is connected if there exists a path be-
tween each pair of vertices (i, j) ∈ V 2.
According to this definition, the most trivial way to determine the con-
nectivity of a graph is to determine whether, for each node in the graph,
there is a communication path between it and all the other nodes. Obvi-
ously, this naive solution is very costly in term of complexity. However, we
have properties based on the Spanning Tree (ST) and Laplacian graph that
give most effective solutions for the determination of connectivity [32]. It is
therefore more advantageous to work with ST or Laplacian graph for any
connectivity issue.
2.1.1 Spanning Tree
A Spanning Tree (ST) of an undirected graphG(V,E) is a subgraphG∗(V,E∗)
such as there is no cycle in the subgraph G∗ and the number of edges
|E∗| = n− 1, where n is the mobile robot number and E∗ ⊆ E.
Definition 2 An undirected graph G(V,E) is connected if and only if there exist
a ST deduced from G(V,E).
So, we can always find a Spanning Tree in a connected graph and there
are many works in literature that exploit this property for connectivity main-
tenance.
One disadvantage of ST based approaches is that the hierarchical rela-
tionship in the graph should always be preserved during the deployment.
It is therefore not suited to global connectivity maintenance which we want
to focus in this thesis. Furthermore, ST do not give us more information
except the connectivness of the graph. We cannot know, for example, how
well connected the graph is. For these reasons, it is better to work with the
Laplacian graph and one of its eigenvalues.
2.1.2 Laplacian matrix and algebraic connectivity
Given an undirected graph G(V,E), its Laplacian matrix L is defined as:
L(G) = Ψ(G)−A(G) (2.3)
where:
• A(G) is the weighted adjacency matrix of the graph G(V,E) whose
entries Aij is defined as in [23]:
Aij=

1 d(i, j) < Dth
e
−5(d(i,j)−Dth)
R−Dth Dth ≤ d(i, j) ≤ R
0 d(i, j) > R
(2.4)




• Dth is the desired distance between each pair of mobile robots.
• R is the communication range of a mobile robot.
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The entry Aij represents the strength of the connection among a pair of
robots (i, j), which decays exponentially with the distance. Figure 2.1 illus-
trates the shape of Aij .
FIGURE 2.1: Adjacency matrix element Aij as a function of
the distance between mobile robots i and j [23].
Definition 3 Let L(G) be a n× n matrix. A scalar λ is an eigenvalue of L(G) if
there exists a non-zero vector w such that L.w = λ.w.




l1,1 − λ l1,2 . . . l1,n





ln,1 ln,2 ... ln,n − λ
 = 0 (2.5)
detn(L) is the determinant of the Laplacian matrix Ln×n.
Ln×n has therefore n associated eigenvalues since detn(L) possesses exactly
n solutions.
The Laplacian matrix L(G) holds some interesting properties:
• Let 1 be the column vector of all ones. Then, L1= 0.
• Let λi, i = 1, ..., n the eigenvalues of the Laplacian matrix L(G).
• The eigenvalues of L(G) can be ordered such that
0 = λ1 ≤ λ2 ≤ λ3 ≤ ... ≤ λn (2.6)
• λ2 > 0 if and only if the graph G(V,E) is connected. So, any ap-
proach that maintains the value of λ2 positive ensures also the graph
connectivity. The second-smallest eigenvalue λ2 is called also alge-
braic connectivity of the graph G(V,E). The value of λ2 indicates
how weel connected the graph is.
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2.1.3 Coverage issues
Besides the connectivity maintenance, most of deployment approaches mainly
focus on robot’s motion coordination to accomplish sensor coverage. Cov-
erage issue aims to determine how well the sensing field is monitored or
tracked by sensors.
Definition 4 An area A is said to be covered by a sensor Si if each location in A
is within Si’s sensing range. A location in A is said to be k-covered if it is within
at least k sensors’ sensing ranges.
Depended on the coverage objectives and applications, three types of
coverage problems can be defined : (i) Area coverage, (ii) Point coverage
and (iii) Barrier coverage [19].
The main goal in the area coverage problem is to cover the whole area.
Full or partial coverage can be required up to the application requirements.
We talk about full coverage if every location in the area is covered at least by
one sensor. On the other hand, partial coverage is used when full coverage
of a given area is not required. In this case, we just need to cover some
percentage of the entire area.
In the point coverage problem, the goal is to cover a set of points or
targets with known locations that need to be monitored. The target can be
static (i.e. always stay at the same location) or mobile (i.e. it can change its
location).
In some applications such as intrusion detection and border surveil-
lance, sensors are deployed to detect targets as they cross a barrier. The
main goal here is to minimize the probability of undetected penetration
through the barrier, which is usually a long belt region. This is defined to
as the barrier coverage problem [31].
2.1.4 Deployment for an area coverage problem
In this work, we focus only on area coverage issues. In the area coverage
problems, the main goal is to maximize the coverage rate especially when
the number of sensors is not sufficient to achieve the full coverage. The
problem of maximizing the coverage rate was addressed in several works,
using either Virtual Force Algorithm (VFA) [61], [64], [22], [34] or geometri-
cal approaches [57], [33], [4] which manage the pairwise distance between
any pair of nodes and locally arrange the network topology as a triangle
tessellation. In this work, we focus only on the VFA, since geometry-based
approaches computation can only be done when the global location infor-
mation of all the nodes in the network is known. An ideal deployment
structure is shown in Figure 2.2. It is worth to mention that the ideal de-
ployment will be achieved if the proposed approach converges to a desired
distanceDth i.e., if after some iterations the euclidean distance between any
pair of robots is equal to a desired distance Dth.
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FIGURE 2.2: Ideal deployment for an area coverage
2.1.5 Virtual Force Algorithm
Virtual Force Algorithm (VFA) is extensively used to solve the coverage
problem on robots and sensors networks. The main idea is to model each
robot or sensor as a particle in the potential field. The potential field exerts
forces on the nodes nearby. The force may be either attractive or repulsive
according whether they are close or far to each other. If two nodes are
placed closer than the desired distance Dth, repulsive forces are exerted
on each other. Otherwise, attractive forces are exerted if two nodes are
farther than Dth. The repulsive force aims to avoid a poor coverage while
the attractive force ensures that a globally uniform node placement will be
achieved [64]. For any pairwise of node i and j, the mutual force Fij can
be written as the negative gradient of the potential field. So, we can build a
potential function Vij such as :
Fij = −∇Vij (2.7)
According to the traditional VFA, the force
−→




(wa(d(i, j)−Dth), ϕij), if d(i, j) > Dth
0, if d(i, j) = Dth
(wr(d(i, j)−Dth), ϕij + π), if d(i, j) < Dth
(2.8)
where :
• wa is the virtual force attractive coefficient
• wr is the virtual force repulsive coefficient
• ϕij is the orientation of the line segment from nodes
• Dth is the desired distance between each pair of nodes
• d(i, j) is the euclidean distance between nodes i and j
This traditional VFA has limitations since there are situations that do
not allow the systems to converge in a stable state [15]. Therefore, we will
present a new modified version of VFA later in the next chapter.
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2.2 Data prediction models
According to Cisco’s prediction, the number of internet-connected devices
would exceed 50 billion by 2020 [16]. If the number of data generated by
these devices follows also this growth, IoHT will not be able to support all
their wireless communications. Furthermore, they have limited resources
in terms of CPU, memory, storage and power resources. It is therefore nec-
essary to have an effective communication model for these constrained de-
vices. Data reduction is one of the best approaches for achieving this ef-
ficiency. Indeed, reducing the amount of data to be transmitted over the
network will reduce the energy spent on communications which is consid-
ered as the most energy consuming part. To reduce the devices’ transmitted
data, many approaches on data aggregation and compression have been
proposed in the literature [53], [36], [40], [28]. However, these approaches
do not take into account the most distinctive aspects of IoHT: (i) devices are
constrained and (ii) the data collected and transmitted by the devices can
be predicted using a very simple algorithm. The use of such an algorithm
avoids any unnecessary communication that data compression and aggre-
gation approaches are not able to eliminate. Therefore, we will focus only
on existing prediction models in this Thesis.
There are many prediction models in the literature, ranging from the
very simple to the complex one. In most cases, they have been developed
in specific areas for specific purposes and can be classified into two main
categories : (i) time series models and (ii) cross-sectional models.
2.2.1 Time series models
Time series predictions are used when we want to estimate a variableX that
is changing over time. Each observation is often represented as xt, where
the observed value x is indexed by the time t at which it was made. The well
known models in this category include average, constant, linear, exponen-
tial smoothing, autoregressive, moving average and ARIMA models [27].
2.2.1.1 Average prediction model
Average model is one of the simplest models. Forecasts of all future values
are equal to the mean of the historical data and can be defined as :







• the variable X contains the time series
• x̂t+k|T is the estimate of x̂t+k based on the data x1, x2, ..., xT
• n is the number of the historical data
2.2.1.2 Constant prediction model
Constant prediction model assumes that no changes will happen in the en-
vironment, and forecasts that the measurements in the future will be the
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same as it was in the last observation. That is,
x̂t+k = xt (2.10)
where xt is the last observed value.
2.2.1.3 Linear prediction model
Unlike the constant model, the linear prediction model assumes that the
measured value may change in the future but has a linear component which
does not vary in time. That is, the prediction can be defined as:
x̂t+k = (xt − xt−1)k + xt (2.11)
2.2.1.4 Exponential smoothing model
Unlike constant and average models, in Exponential smoothing model, pre-
dictions are calculated using weighted averages where the weights decrease
exponentially as we go back in time i.e. the smallest weights are associated
with the oldest observations :
x̂t+1 = αxt + α(1− α)xt−1 + α(1− α)2xt−2 + ... (2.12)
where α ∈ [0; 1] is the smoothing constant.
It is to highlight that the forecast equation (2.12) is equal to a weighted
average between the most recent observation xt and the most recent fore-
cast x̂t i.e.
x̂t+1 = αxt + (1− α)x̂t (2.13)
Further details and proof can be found in [27].
2.2.1.5 Autoregressive model
In different regression models (see subsection 2.2.2.1 and 2.2.2.2 for more
details), the variable of interest is predicted using a linear combination of
predictors. On the other hand, in a autoregression model, the variable of
interest is predicted using a linear combination of past values of the variable.
Hence, the model’s name means that it is a regression of the variable against
itself. Thus an autoregressive model of order p can be written as :
x̂t = c+ θ1xt−1 + θ2xt−2 + . . .+ θpxt−p + wt (2.14)
where c is a constant and wt is a white noise. This model is well known also
as an AR(p) model.
2.2.1.6 Moving average model
Moving average model use the same idea than AR(p) model. However,
instead of using past values of the forecast variable in a regression, it uses
past forecast errors. The moving average model is called also MA(q) model
and can be defined as:
x̂t = c+ et + θ1et−1 + θ2et−2 + . . .+ θqet−q (2.15)
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2.2.1.7 ARIMA model
An ARIMA model (for Autoregressive Integrated Moving Average) is a
combination of an Autoregressive and a Moving Average models. It relates
the present value of a series to past values and past prediction errors. To
calculate the forecasts, the autoregressive (AR) part is used to take account
of the magnitude of the last observations and their trend. The Moving Av-
erage (MA) part in turn is used to consider the impact of unobserved shocks
that influenced their current state. The accuracy of the AR and MA models
is conditioned to the stationarity of the data. Hence, if the series are not
stationary we have to transform it to a (possibly) stationary series. For that,
the first differences yt = xt − xt−1 will be examined and the integrated part
of the mode is the reverse of the differencing. The algebraic expression of
the full model is as follows :







This model is called also an ARIMA(p,d,q) model, where
• p: order of the autoregressive part
• d: degree of first differencing involved
• q: order of the moving average part
Although Time series models have been very used for data prediction in
Wireless Sensor Networks (WSNs) domain [29], [51], [55], [63], [59], they are
unsuitable for the IoHT context. Indeed, time series models deal only with
homogeneous data and neglect the heterogeneous aspect of IoHT scenario.
However, the heterogeneity of IoHT devices requires that the employed
prediction model has to be applicable also to a variety of applications with
heterogeneous data. A concrete example of such application is the smart
agriculture, where the various agricultural inputs are collected with differ-
ent sensor devices. For these reasons, in this thesis, our proposed solutions
will based only on one of the cross-sectional models described below.
2.2.2 Cross-sectional models
The main goal of cross-selectional model is to infer the value of something
we have not observed (called hidden variable), using the information on
the cases that we have observed (called evidence). Examples of cross-
sectional data include Simple regression, Multiple regression, Artificial
Neural Networks and Graphical models.
2.2.2.1 Simple regression
A simple regression model consists in inferring an hidden variable y as-
suming that it has a linear relation with an observed variable x:
y = β0 + β1x+ ε (2.17)
where
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• β0 and β1 are the intercept and the slope of the line respectively
• ε is a random error
We refer the model as a simple regression since it only allows one predictor
variable X .
2.2.2.2 Multiple regression
Unlike single regression, in multiple regression model, there is one variable
to be forecast and several predictor variables. The algebraic expression of
the multiple regression model is as follows
y = β0 + β1x1 + β2x2 + ...+ βkxk + ε (2.18)
where y is the variable to be forecast, ε is a random error and x1..., xk are
the k predictor variables.
2.2.2.3 Artificial Neural Networks
An artificial neural networks (ANN) was inspired by the human brain and
was designed as a computational model to solve specific problems. Its ar-
chitecture is defined by (i) a basic processing elements called artificial neu-
rons and (ii) the way in which they are interconnected. The output value of




wixi + b) = f(W
TX + b) (2.19)
where
• xi: the inputs
• wi: connections’ weights between xi and the neuron
• W : weights’ vector
• X : inputs’ vector
• b: the bias
• f : the activation function
The basic architecture of ANN contains three neuron layers: input layer,
hidden layer and output layer. In this case, the outputs of one layer become
the inputs of next layer [1]. A typical artificial neuron and a basic ANN are
illustrated in Figure 2.3.
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FIGURE 2.3: Architecture of an Artificial Neural Network
A key element of an artificial neural network is its ability to learn. This
means that ANN has to learn from a data set in order to match the inputs
to the desired output. During the learning process, weights and biases are
adjusted till the desired output will be reached. There are several learning
algorithm but backpropagation algorithm [47] is one of the most used.
2.2.2.4 Graphical models
Graphical models (GM) are schematic representations of probability dis-
tributions. They consist of nodes connected by either directed or undi-
rected edges. Each node represents a random variable, and the edges rep-
resent probabilistic relationships among variables. Models which are com-
prised of directed edges are known as Bayesian networks, whilst models
that are composed of undirected edges are known as Markov Random Fields
(MRF) [56], [9], [60], [25].
2.2.2.4.1 Bayesian networks
As said previously, Bayesian Network (BN) is a graphical model which
contains only directed edges and without directed cycles. Its directed prop-
erty makes it suitable when modeling the dependency relationships be-
tween random variables. Hence, the main goal of BN is to graphically
represent a set of N random variables in X = {x1, x2, ..., xN}, and the in-
dependencies structure between the variables in X . From the BN’s inde-
pendencies structure, the form of the joint probability distribution over the
variables in X will be extracted. To sum up, a BN for a set of N random
variables X = {x1, x2, ..., xN} consists of two things :
• a set of N nodes
• a set of directed edges between the nodes that encode the conditional
independence statements associated with the variables in X
The notation xi is used to represent both the variable and its correspond-
ing node. Throughout this thesis, the words ‘variable’ and ‘node’ will be used
interchangeably. Figure 2.4 shows an example of a Bayesian network with
six random variables {x1, x2, x3, x4, x5, x6}.
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FIGURE 2.4: An example of a Bayesian network
By using this example, the joint probability p(X) ≡ p(x1, x2, x3, x4, x5, x6)
is just the product of all the probabilities of the parent nodes and all the local
conditional probabilities :
p(X) = p(x1)p(x2 | x1)p(x3 | x1)p(x4 | x2)p(x5 | x3)p(x6 | x2, x5) (2.20)
In more general, the factorized equation for a Bayesian network with N
random variables xi is
p(x1, x2, ..., xN ) =
N∏
i=1
p(xi | Γi) (2.21)
where Γi is the set of parent nodes of the node xi.
2.2.2.4.2 Markov Random Fields
In contrast to Bayesian Network, A Markov Random Fields (MRF) is an
undirected graph i.e. contains only undirected edges. Figure 2.5 shows an
example of a MRF with six random variables {x1, x2, x3, x4, x5, x6}.
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FIGURE 2.5: An example of a Markov random field
Here, the parent-child relationship no longer exists since there are no di-
rected edges. Therefore, the local conditional probability distributions over
nodes and their parents cannot be defined. Instead, functions of the vari-
ables over the cliques in the graph will be defined. These functions are called
potentials and represent the probability distribution between the nodes in
the cliques.
Definition 5 A clique is a set of nodes in a graph that are fully connected i.e.
every pair of node (i, j) in the set is connected by an edge. For example, the set
(x2, x5, x6) of the nodes in Figure 2.5 forms a clique. Here, this set forms also a
maximal clique. A clique is maximal if no other nodes can be added without it no
longer being a clique. For example, the nodes x2 and x5 in Figure 2.5 form a clique,
but it is not maximal since node x6 can be added to it
If we denote ψ(Xs) the potential function over a clique composed of
nodes in the set Xs, based on the remarkable Hammersley-Clifford theo-
rem, the joint probability distribution p(X) of a Markov Random Fields
with a set of maximal cliques C is the normalized product of the potentials












c∈C ψc(Xc) is the normalization constant.
By using the formula (2.22) above, the joint probability distribution




ψ12(x1, x2)ψ13(x1, x3)ψ24(x2, x4)ψ256(x2, x5,x6) (2.23)
It should be noted that for simplicity, in this thesis, we consider only the
pairwise MRF, i.e. MRF with the maximum clique of two nodes.
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In an inference problem, it is assumed that some values yi of the node
i are known, and one wants to infer other quantities xi on the same node
i [60]. It is also assumed that there is some statistical dependence between
xi and yi, which written as an evidence function θ(xi, yi) (in literature, the
evidence function is often written as θ(xi) since yi is already known and
can be fixed). Hence, the joint distribution p(X) of a pairwise MRF model










where Z is the normalization constant, θi(xi) is the evidence function, E
is the set of edges encoding the statistical dependencies between two hid-
den nodes i and j, and ψij(·) represents the potential function. Note that
the graphical model parameters (i.e., θi and ψij) can be estimated from the
observed data by using a learning algorithm like in [24].
Figure 2.6 illustrates a graphical depiction of the model described above.
The filled-in circles represent the observation nodes (i.e., yi) and the empty
circles represent the hidden nodes (i.e., xi). The potential functions are as-
sociated with the links between xi whilst the evidence functions are associ-
ated with the links between yi and xi.
FIGURE 2.6: An example of MRF model with observed and
hidden nodes.
2.2.2.4.3 Factor Graphs
Definition 6 A Factor graph (FG) is a bipartite graph which explicitly expresses
how a global function of many variables factors into a product of local functions
[30].
By using this definition, on can assume that a global function p(x1, x2, x3, x4, x5, x6)
of six variables can be written, for example, as a product of four functions
ψ12, ψ13, ψ24 and ψ256
p(x1, x2, x3, x4, x5, x6) = ψ12(x1, x2)ψ13(x1, x3)ψ24(x2, x4)ψ256(x2, x5,x6)
(2.25)
This factorization form was obtained by using the MRF model presented in
Figure 2.5. This conclude that an MRF model can be converted into equiva-
lent factor graph. Figure 2.7 shows the equivalent factor graph of the MRF
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model in Figure 2.5. The variable nodes are denoted by circles, while the
functions nodes for each factor are denoted by squares.
FIGURE 2.7: The factor graph representation of Figure 2.5
The joint probability of a factor graph of N variables with M functions








The main objective when working on a graphic model is to make an infer-
ence. Mathematically, this consists of computing the marginal probability
which is defined as the sums on all the possible states of all the other nodes
in the model. In Formula (2.27), for example, we consider a model com-
posed of n nodes and we want to calculate the marginal probability of the
last node i.e xn. To this end, it is necessary to sum over all possible states of









p(x1, x2, x3, ..., xn) (2.27)
Obviously, using (2.27), the complexity of a complete enumeration of all
possible assignments to the whole graph is O(|Y|n−1), which is intractable
for most choices of n. Therefore, we need a faster algorithm like Belief
Propagation (BP) for computing the marginal probability. The BP algorithm
computes the marginal probability with a time that only increases linearly
with the number of nodes in the model.
2.2.2.5.1 Belief Propagation
Belief Propagation (BP) is a classic algorithm for performing inference
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on graphical models that are tree structured or can be represented as tree-
structured factor graphs [60]. It uses a message-passing algorithm to com-
pute the marginal probability distribution of any query node 1. The marginal
probability at each i-th node (i.e. the belief), is computed through all the in-
coming messages from the neighboring nodes and the local evidence (For-
mula (2.28)) :




where k is a normalization constant, N(i) denotes the neighbors of node
i and mji represents the message from a hidden node j to hidden node i
about the state of node i should be in.
The messages mji are computed recursively by respecting the message








Figure 2.7 shows an illustration of message passing algorithm used in
BP.
FIGURE 2.8: Message passing algorithm used in BP [60]
Now, to better understand the BP algorithm. Suppose we want to know
the belief at the node 2 of the Figure 2.8. By using the Formula (2.28), we
get
p(x2) = belief(x2) = kθ2(x2)m12(x2)m32(x2) (2.30)
1Query node refers to the node that we want to get the marginal probability distribution
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Finally, by organizing the sums, we can easily see that the belief at node
2 is the same as the exact marginal probability at node 2 :
belief(x2) = p(x2) = k
∑
x1,x3,x4,x5
p(x1, x2, x3, x4, x5) (2.33)
2.2.3 Comparative study of prediction models
As we have seen in the previous section, the prediction models can be clas-
sified into two main categories: (i) time series and cross-selectional models.
Times series models have been defined as a function of the past observa-
tions. Some known models have been presented, namely Autoregressive
(AR), Moving Average (MA), Exponential Smoothing (ES) and Autoregres-
sive Integrated Moving Average (ARIMA). These models have been widely
used in Wireless Sensor Networks (WSN) field but unfortunately they are
only suitable for homogeneous data. They therefore neglect the heteroge-
neous aspects of IoT. Indeed, with the advancement of current technologies,
IoT is composed of heterogeneous devices ranging from small integrated
sensor, RFID TAG and robot to powerful computers. For these reasons, it
is preferable to work first with models which take into account the hetero-
geneity of the data. Hence the advantage of using cross-sectional models.
The main goal of cross-selectional model is to infer the value of variable
we have not observed (called hidden variable), using the information on
the cases that we have observed (called evidence). We have also presented
some well known models such as linear regression models, Artificial Neu-
ral Network (ANN) and graphical models.
Linear regression models are very simple models but unfortunately they
are ineffective when dealing with many hidden variables. By cons, ANN is
very efficient especially if it has been well trained but it is too complex to be
used on thin devices. Graphical models in turn are efficient and , if coupled
with belief propagation (BP) algorithm, can computes the marginal proba-
bility with a time that increases only linearly with the number of nodes in
the model. Table 2.1 below illustrates the Comparative study of all the data
prediction models we have seen so far.
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Classes Models Comments
Time series AR, AM, ES, ARIMA
• There is only one data
type
• Neglect the heteroge-
neous aspect of IoT sce-
nario
Cross-selectional
Linear regression Ineffective when dealing




• Low complexity if used
with BP
TABLE 2.1: Comparative study of prediction models
2.3 Summary
First, we have seen the different methods for connectivity maintenance in
the context of deploying a group of mobile robots. Then, we have dis-
cussed about the coverage problems and have presented existing deploy-
ment methods for an area coverage problem. Finally, we have addressed








In this chapter, we provide answers to the first problematic posed in this
thesis. To recall, the first question that we want to answer is : How to effi-
ciently maintain the communication coverage among IoHT mobile sensors or robots
?
As already stated before, we address the connectivity maintenance prob-
lem in the context of deploying a group of mobile robots into a unknown
environment to form a desired communication coverage for supporting ef-
ficient data sharing.
According to the properties of the Laplacian matrix we have seen in sub-
section 2.1.2, a graphG(V,E) is well connected if we can coordinate robot’s’
motion in the network so that the algebraic connectivity λ2 is always higher
than zero. This property is a fundamental basis for many global connectiv-
ity maintenance approaches. Often, a gradient method is used to move the
mobile robots in the direction maximizing the algebraic connectivity λ2 [23].
By using this method, the maximum connectivity is ensured but unfortu-
nately it also results in poor coverage. Indeed, maximizing the connectivity
and the coverage simultaneously is difficult (if not impossible). Maximiz-
ing the collective coverage may lead to a poor communication quality and
conversely (i.e. a very good communication may lead to a poor coverage).
It follows that our goal is to capture the trade-off between collective cover-
age and communication quality. To achieve this, in this chapter, we propose
two motion control strategies which maintain global connectivity between
IoHT mobile robots to a desired distance and QoS level. The first approach
is an IoT-based while the second is a distributed trained neural network
controller.
3.1 Proposed solutions
3.1.1 IoT-based approach for global connectivity maintenance
Our first proposition exploits the nice property of the Laplacian matrix
for maintaining desired wireless communication coverage among mobile
robots. To this end, the proposed approach uses Cloud (or a gateway with
high computation capability) to compute and monitor the connectivity of
the overall multi-robot system. We assume that each mobile robot knows
its own position by using GPS or other localization system. Probe packets
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are used to allow mobile robots exchange their positions with their one-hop
neighbors.
Each mobile robot in the system applies a distributed Virtual Force Al-
gorithm to control its movement. This computation is only based on the
local neighborhood information. In order to keep the desired distance and
hence the desired connectivity quality with its one-hop neighbor, the i− th
robot should move away from the robot j ∈ Ni if d(i, j) < Dth and should
move close if d(i, j) > Dth. Dth is the desired distance between each pair of
mobile robots. This simple control law generates a vector position
−→
Pij such
that the i− th robot keeps the line of sight of the robot j.
−→




(0.1× k ×∆d, ϕij) if d(i, j) > Dth and∆d > ε
(k ×∆d, ϕji) if d(i, j) < Dth and∆d > ε
(3.1)
where :
• ∆d =| d(i, j)−Dth |
• ϕij is the orientation of the line segment from robots i to j;
• k is the damping coefficient
• ε is a lower bound of ∆d. It will be used in order to avoid useless
small movements.
In order to overcome the problem in the original VFA, we set the attractive
coefficient wa to one tenth of repulsive coefficient k (wa = 0.1× k).
When the i − th robot has more than one neighbor, its new position is








After calculating their new positions, each mobile robot sends the com-
puted position to the Cloud (or gateway). Then, the Cloud (or gateway)
computes the algebraic connectivity λ2 of the mobile robots network ac-
cording robots’ new positions by using Formula (2.5). Each robot is allowed
to move to their new positions if and only if the algebraic connectivity is
greater than zero (i.e λ2 > 0). This guarantees that global connectivity is
always maintained throughout the deployment process.
The following algorithm summarizes our approach:
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Algorithm 1 IoT-based (runs every t units of time)
1: Phase I : Neighbor Discovery
2: MyNeighbor ← FindNeighbor(RobotId)
3: Phase II : Compute the position
−→
Pij between two robots
4: Compute
−→
Pij using Formula (3.1)





Pi using Formula (3.2)
7: Phase IV : Compute algebraic connectivity
8: Compute λ2 of the dynamic Laplacian matrix L(G)
9: Phase V : Deployment





13: do not move
3.1.2 ANN-based controller for global connectivity maintenance
The drawback of our previous approach is the use of an hybrid approach.
In this case, an access problem to the Cloud (or to the gateway) will penal-
ize all the deployment procedure. For example, a rescue operation may be
difficult after a disaster when the access to the Cloud is not available. An
approach which easily adapts to any type of situation and environment is
more than necessary. Therefore, it is better to use a decentralized approach
which is able of replicating the same performance as the hybrid approach.
To meet this need, we provide an Artificial Neural Network (ANN) based
technique which can perfectly mimic the behaviors of our IoT-based ap-
proach. The ANN-based approach is completely distributed and is trained
from a set of data obtained by using the hybrid IoT-based approach. The
trained ANN is constituted by 2 input units and 1 output unit. The 2 in-
put units are d(i, j) and ϕij , while the output is
−→
Pij . Therefore, the trained
ANN is executed locally for each mobile robot to control its movement ac-
cording to its one-hop neighbor’s distance d(i, j) and angle ϕij . When the
position
−→
Pij is estimated, the new position
−→
Pi of the robot is computed by
using the formula (3.2). Then, the collective movement of all robots will
allow our trained ANN to converge to the desired distance Dth. The global
connectivity will also be kept if our ANN is well trained (i.e. if training
error equals zero or near to zero). Backpropagation algorithm [47] has been
used to train the neural network. The algorithm 2 below illustrates our
ANN-based approach.
3.2 Simulation results
In this Section, we describe the simulation parameters and provide the sim-
ulation results of our approaches. We are interested in studying how our
approaches converge to the desired distance Dth between any pair of mo-
bile robot (hence to the desired communication quality matching Dth). We
will see also how the density of mobile robots influences the traveled dis-
tance of a robot. The importance of taking into account the algebraic con-
nectivity before taking a movement decision will be also highlighted. Our
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Algorithm 2 ANN approach (runs every t units of time)
1: Phase I : Neighbor Discovery
2: MyNeighbor ← FindNeighbor(RobotId)
3: Phase II : Estimate the position
−→
Pij between two robots
4:
−→
Pij ← trained_ann(d(i, j), ϕij)





Pi using Formula (3.2)




approaches will be compared to the approach described in [34] called here-
after EVFA (Extended Virtual Force-Based Approach). EVFA was designed
by its authors to overcome the connectivity maintenance and nodes stack-
ing problems in the traditional Virtual Force Algorithm (VFA). Unlike our
approaches, EVFA is based only on the orientation force and the judgment
of distance force between node and its one-hop neighbors.
All the algorithms were implemented in version 2.29 of Network Simu-
lator with Marco Fiore’s patch [20], that reflect a realistic channel propaga-
tion and error model. This patch is used in order to provide the effect of in-
terference and different thermal noises to compute the signal to interference
plus noise ratio (SINR) and accounting for different bit error rate (BER) to
SINR curves for the various codings employed [41]. Table 3.1 summarizes
the parameters used in the simulations.
All of the obtained results are the average of 100 times simulations and
we assume that the topology is totally connected at the beginning of each
simulation. According to [14], so as to avoid the coverage hole, the only
constraint is that Dth ≤∼ 0.851CR. In this Thesis, we set Dth to the upper
bound i.e. Dth = 0.851CR, whereCR is the communication range of a robot.
We assess our techniques w.r.t. (i) the algebraic connectivity, (ii) the
robot traveled distance, (iii) the average distance between any pair of robots,
and (iv) the QoS level expressed in terms of RSSI (Received Signal Strength
Indicator). Simulations have been carried out for a variable number of
robots (i.e. from 5 to 50 robots) in an area of 3x3 km2.
We can observe in the Figures [3.2 - 3.5](a) that the IoT-based approach
always kept the global connectivity since it always take into account the al-
gebraic connectivity constraint. Unlike IoT-based, EVFA has a connectivity
problem when the robots density is low and this can explain why EVFA
traveled a lot when the number of robot is less than 15 (see Fig. 3.1(a)). The
goodness of connectivity is observed in EVFA when the robots density is
higher (i.e. greater than 15 robots). However, as we mentioned before our
goal is not to maximize the algebraic connectivity but just to always keep
its value greater than zero. This condition is enough to maintain the global
connectivity of the network.
Figures [3.2 - 3.5](c) illustrate the convergence of our algorithms to the
desired distance throughout the simulation. We can notice that our ap-
proaches converge quickly to the aforementioned Dth, which is not always
the case for EVFA. We can see also that the ANN-based approach mimics
perfectly the behaviours of the IoT-based approach. This is due to the fact
that our neural network has been well trained. It should be noted that the
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Physical
Propagation Two ray ground
Error model Real
Antennas gain GTx = GRx = 1
Antennas height hTx = hRx = 1 m
Communication range 250 m
Number of samples 100
Statistics Simulation time 3000 s
Confidence Interval 95%
Computation of the new position see Algorithms 1, 2
Mobility Reducer coefficient α [0, 1]
Dth 212 m
Topology Topology width 3 km





Neuron number in hidden layers 15
Desired Error 0.00001
Max epochs 10000
Activation function sigmoid symmetric
Learning rate 0.2
Training algorithm backpropagation
TABLE 3.1: Simulation parameters
convergence is acquired if and only if, for any pair of robots (u,v) in the
network, d(u, v) ∈ [Dth − ε, Dth + ε], where ε is the tolerance value used to
avoid useless small movements.
Figures [3.2 - 3.5](d) show also that our proposed approaches can main-
tain the desired QoS level (RSSI) among neighboring robots. In this paper,
the choice of the desired QoS level was made on the basis of the desired
distance Dth (i.e. the RSSI measured at a distance Dth) but can be used,
of course, independently. We can for example setup the desired QoS level
based on the results in [52] which show that the packet receive rate is at
least 85% for links with RSSI above 3.16 pw (ie -87dBm), using CC2420
single-chip RF transceiver, which is compliant with IEEE 802.15.4 standard.
Figures [3.2-3.5](b) depict the distance traveled by a robot during the
simulation time. By considering the relationship between energy and trav-
eled distance, we can say that our approaches are energy efficient as com-
pared to EVFA. However, it is observed that ANN consumes a bit more
than IoT-based approach. This is because ANN has made a bit more step1
to converge (see Fig. 3.1(b)).
1Each robot increments its counter when it decides to move. In this work, robot step is
defined as the average of the maximum counter value achieved by one robot during the
simulation.
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(a) Traveled distance (b) Robot step
FIGURE 3.1: Traveled distance and robot step according to
the robots number
(a) Algebraic connectivity (b) Traveled distance
(c) Position (d) RSSI
FIGURE 3.2: Simulation results obtained with 5 robots
moving in 3x3 km area
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(a) Algebraic connectivity (b) Traveled distance
(c) Position (d) RSSI
FIGURE 3.3: Simulation results obtained with 10 robots
moving in 3x3 km area
(a) Algebraic connectivity (b) Traveled distance
(c) Position (d) RSSI
FIGURE 3.4: Simulation results obtained with 25 robots
moving in 3x3 km area
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(a) Algebraic connectivity (b) Traveled distance
(c) Position (d) RSSI
FIGURE 3.5: Simulation results obtained with 50 robots
moving in 3x3 km area
All the results we have obtained so far (i.e. Figures [3.1 - 3.5]) are based
on the assumption that all the IoHT devices have the ability to move. Now,
let us consider that some devices can be static and some can be mobile.
Then, let us examine the behaviors of the ANN-based algorithm2 w.r.t (i)
the robot traveled distance, (ii) the average distance, and (iii) the QoS level.
The study was carried out on a network of 25 nodes. To evaluate the
behaviors of the algorithm, we have varied the number of static nodes in
the network. Figures 3.6 illustrates the obtained results. It can be seen in
Figure 3.6(a) that the average distance traveled by a robot decreases as a
function of the number of static nodes in the network. This means that a
robot moves less if most of the nodes in the network are static.
Figures 3.6(a) and 3.6(b) demonstrate that our algorithm allows the mo-
bile robots converge to the desired distance and QoS even in the presence
of static nodes. However, we can see that the convergence time depends
strongly on the number of static nodes. A robot takes longer to converge
when there is more static node in the network. It can be seen that the con-
vergence time increases depending on the number of static nodes.
2We only consider the ANN-based approach since it perfectly imitates the behavior of
IoT-based approach.




FIGURE 3.6: Simulation results obtained with 25 IoHTs
devices using heterogeneous scenarios
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3.3 Summary
In this chapter, we have implemented an IoT-based and ANN control schemes
to maintain global connectivity among multiple IoHT devices. The pro-
posed approaches have captured the trade-off between network coverage
and communication quality expressed as RSSI level. Moreover, they al-
lowed the IoHT mobile robots converge to the desired distance and com-
munication quality even in the presence of static nodes in the network.
Through extensive simulations with the NS-2 network simulator, we have
showed that our approaches outperform the EVFA approach proposed in
[34], in terms of traveled distance and convergence time. Furthermore, our
proposed methods always maintain the global connectivity throughout the
simulation.
In order to improve the ANN-based approach, in the next chapter, an
Neuro-Dominating Set algorithm will be discussed. The main goal is to






For a Fast and Efficient Robot
Deployment in IoHT
In the previous chapter, we have proposed two algorithms for maintain-
ing global connectivity in the context of deploying a group of IoHT mobile
robots into a realistic environment. The first approach was an hybrid IoT-
based approach while the second was a distributed trained neural network
controller (ANN-based). The second approach (i.e. the ANN-based) was
proposed to avoid the single point of failure existing in the IoT-based. Like
the IoT-based approach, it has also allowed the mobile robots to reach the
desired distance and desired communication quality while ensuring global
connectivity. However, in order to achieve these objectives, all the mobile
robots in the network robots were endowed with the same algorithm and
behavior.
In this chapter, we go a step further by studying the beneficial effect
of using different behaviors in the IoHT concept. Therefore, we propose a
Neuro-Dominating Set (NDS) approach for the global connectivity main-
tenance and robots’ motion control. We use the term Neuro-Dominating
Set to describe our approach, since it is inspired by both neural network
and dominating set strategies. Each IoHT mobile device adopts different
strategy according whether it is a dominating robot or an dominated robot.
This heterogeneity of strategy may improve global efficiency in terms of
traveled distance while keeping more or less similar convergence time w.r.t
the ANN-based approach.
4.1 Motivation and Background
Biological societies show various examples of diversity allowing partici-
pants to self organize and solve global problems in a more efficient way
[39], [8], [12]. The use of this diversity or heterogeneity in the IoHT context
may therefore open possibilities to solve more complex tasks since differ-
ent skills and behaviours can be combined. In the literature, the defini-
tion of the heterogeneity often varies according authors and used applica-
tions [18], [43], [44]. Heterogeneity can be defined in terms of variety in
capacity, hardware, size, cognition, behaviour, etc.
In this chapter, heterogeneity refers to difference in behaviour since we
adopt different roles among mobile robot to enable them better achieve the
global system performance. It follows that our main goal here is to decrease
the overall traveled distance while maintaining network connectivity and
Chapter 4. Neuro-Dominating Set Scheme For a Fast and Efficient Robot
Deployment in IoHT
36
an acceptable convergence time, still in the context of deploying a group of
IoHT mobile robots in a realistic environment to form a desired communi-
cation coverage for providing efficient data sharing.
4.1.1 Dominating Sets in Graphs
Definition 7 A set D ⊆ V of vertices in a graph G(V,E) is called a Dominating
Set (DS) if every vertex v ∈ V is either an element of D or has a neighbor in it
[35].
For instance, Figure 4.1 (a) represents an undominating set, since not all
the vertexes v ∈ V have a neighbor in D (e.g., the node F does not have
a neighbor in D). The nodes in a DS are called dominating (i.e., the red
nodes in Figure 4.1), the others are called dominated (i.e., the blue nodes in
Figure 4.1). This kind of set is not necessarily connected (see Figure 4.1 (b)).
We refer to a Connected Dominating Set (CDS) when the subgraph induced
by D is connected, as represented in Figure 4.1 (c). On every connected
graph G(V,E) it can be found at least one Dominating Set since the set of
all vertices is dominating according to the definition.
In this work, we compute locally DS while trying to minimize its size.
The computation of DS is also periodically executed in order to take into
account the variation of the graph G(V,E) over time. In this work, we
compute locally DS while trying to minimize its size. The computation of
DS is periodically executed in order to take into account the variation of
the graph G(V,E) over time.
FIGURE 4.1: Dominating Set
4.2 Neuro-Dominating Set Scheme
It is easy to observe that if a subset of the robot in the network moves less
than the other robots, the global traveled distance will be decreased and
hence the energy consumption as well. In order to benefit from this effect,
we need to exploit the good properties of Dominating Set.
Our mobile robot network can be decomposed into two subsets i.e., (i)
dominating set and (ii) dominated set. LetA be the dominating set andm = ‖A‖
its cardinality (respectively, B the dominated set and l = ‖B‖ its cardinality).
If we have n mobile robots in the network and the computed dominating
set has a minimum size, the two formulas below are always true :
• n = m+ l
• m ≤ l
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Now, let DistTot(t) be the total distance traveled by all robots in the
network at time t. DistTot(t) can be defined as :
















• di(t) is the traveled distance of robot i at time t.
•
−→














• da(t) is the traveled distance of a dominating robot a at time t.
• db(t) is the traveled distance of a dominated robot b at time t.
Two possible approaches can be deduced from formula (4.2) i.e., (i) dom-













Let us call NDS-A the first approach (i.e dominating robots move less dis-
tance than dominated robots) and NDS-B the second approach.
The total traveled distance using NDS-A approach can be defined as:















where α ∈ [0, 1] is a discount factor.
To know which approach is the most efficient in term of minimization
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We assume that all the robots have the same velocity either they are
dominating or dominated. If a ∈ A is a dominating robot, it is connected
at least to a robot in B. Therefore, da is a magnitude of a resultant force











The above formula proves that better efficiency, in term of traveled dis-
tance, is obtained when NDS-B approach is used. In other word, the global
traveled distance of our robot network will improve if the dominated robots
move less distance than the dominating robots.
4.2.1 NDS algorithm
As mentioned before, our goal is to decrease the overall traveled distance
while maintaining an acceptable convergence time. As in the previous
chapter, the convergence is acquired if and only if, for any pair of robots
(u,v) in the network, d(u, v) ∈ [Dth − ε, Dth − ε], where ε is the tolerance
value.
Our proposed NDS algorithm is a mix of the ANN-based approach and
dominating set strategy. In this algorithm, NDS-B approach will be used
since its effectiveness w.r.t. NDS-A has already been proved in the previous
section. In this case, the dominated robots have to travel less distance than
the dominating robots.
The major steps of the chosen NDS-B algorithm that runs in each robot
are enlisted as follows i.e., (i) neighbor discovery, (ii) computation of the
dominating set, (iii) computation of the vector position between two neigh-
boring robots, (iv) computation of the robot new position, and (v) move-
ment towards the computed position.
Algorithm 3 summarizes our proposed NDS-B approach. First, the i-th
robot needs to know its one-hop neighbors (i.e., Phase I). Then, in Phase
II it computes the minimum dominating set (MDS) through a distributed
greedy algorithm that approximates the MDS. The computation of the MDS
is NP-hard, therefore a lot of works in the literature proposed an approxi-
mation version of MDS. The aim here is to show that, with the help of the
dominant set approach, we can reduce the distance traveled by a robot. Af-
ter identifying the MDS, the i-th robot computes the force
−→
Pij that it has
to exert with its j-th neighbor by using a trained ANN (i.e., Phase III). The
computation of
−→
Pij is different according whether the i-th robot is dominat-
ing or dominated. If the i-th robot has many neighbors, its new position
−→
Pi
is calculated according to Formula (3.2). Finally, the i-th robot moves to the
computed position (i.e., Phase IV).
It is worth to mention that each robot knows its own position by using
GPS (in case of outdoor environments) or other localization systems (for
indoor environments). Beacon messages are used to allow robots exchange
their positions with their one-hop neighbors.
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Algorithm 3 Neuro-Dominating Set approach (runs every t units of time)
1: Phase I : Neighbor Discovery
2: MyNeighbor ← FindNeighbor(RobotId)
3: Phase II : Compute the Dominating Set
4: DS ← GetDS()
5: Phase III : Compute the position
−→
Pij between two robots
6: if RobotId ∈ DS then
7:
−→




Pij = α ∗ [trained_ann(d(i, j), ϕij)]





Pi using Formula (3.2)





In this section, we provide the simulation results of our algorithm. We are
interested in studying how our approach converges to the desired distance
Dth between any pair of robots. The influence of the parameter α in our
proposed approach will be also highlighted. Our NDS approach will be
compared to the ANN-Based approach described in the section 3.1.2 of the
previous chapter. We use exactly the same simulation parameters as pre-
sented in section 3.2.
We assess our algorithm w.r.t. (i) the minimized robot traveled distance,
(ii) the average distance between any pair of robots, and (iii) the QoS level
expressed in terms of RSSI (Received Signal Strength Indicator).
The discount factor α is one of the most important parameters of our
proposed algorithm. Indeed, its value plays an important role for the effi-
ciency improvement. If α is small, the traveled distance decreases but the
convergence time increases accordingly since the system need more time to
converge in this case. Figure 4.2 and Figure 4.3 illustrate these results for
different values of α ∈ [0.1; 1]. We can say that for α → 1, the traveled dis-
tance increases, while the convergence time reduces to the minimum value
(i.e 200s). Notice that the choice of evaluating α on a network of 15 robots
was arbitrary. We can actually evaluate it on different number of robots
but the conclusion will remain the same, i.e., a small value of α decreases
the traveled distance but increases the convergence time. As a result, the
value of α has to capture the trade-off between the traveled distance and
the convergence time.


























































FIGURE 4.2: Traveled distance and Convergence time
according the values of α
FIGURE 4.3: Variation of robot position according the val-
ues of α. Scenario with 15 robots.
For the purposes of our evaluation, α is set to 0.7 since after the sensi-
tivity analysis we found that this value capture well the trade-off between
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the traveled distance and the convergence time.
Figure 4.4 shows that whatever the used approach and when the num-
ber of robot is less than 60, the robot moving distance is proportional to the
number of robots in the networks. Therefore, the average traveled distance
of a robot is sensitive to robot numbers in all these algorithms. This can be
explained by the fact that a robot is expected to have more neighbors when
the number of robots increases. This property is no longer valid when the
density of the robot is quite high (i.e., specifically for a number of robots
higher than 50). In this case, there will be a strong collision and the knowl-
edge of the neighborhood will not be exact. From Figure 4.5 we can notice
a false information about the neighborhood when the number of the robots
is more than 50. The average number of neighbors for 60 and 70 robots is
less than 2, which is completely false.
5 10 15 25 35 50





















FIGURE 4.4: Traveled distance according the number of the
robots, for different approaches
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FIGURE 4.5: Average number of neighbors for different
number of robots
In the following, we present simulation results for different robot net-
works (i.e., ranging from 5 to 70 robots). We aim to assess the effective-
ness of our proposed NDS approaches w.r.t. ANN. Results are expressed
in terms of (i) average traveled distance by a robot, (ii) convergence time to
a desired distance DTh, and (iii) power level, meaning the maintained QoS
level.
From Figures [ 4.6 - 4.13](a) we notice that our algorithms decrease con-
siderably the average distance traveled by a robot when we have a good
number of robot (i.e., less than 50). Our algorithms start to be inefficient
when the number of robots is more than 50. As early mentioned, this is due
to the expected high collisions in the network. Furthermore, we lose the
linearity property we have noticed when the robot number is less than 50
(i.e., the average traveled distance increases with the robot number). When
we meet the good number of robot, NDS-B algorithm approach remains the
most effective in terms of traveled distance, which validates our theoretical
model described in Section 4.2. Finally, by considering the relationship be-
tween energy and traveled distance, we can say that our NDS approaches
are energy efficient since it decreases the average distance traveled by a
robot (hence, the energy consumed by a robot decreases as well).
Figures [ 4.6 - 4.13](b) illustrate the convergence of our algorithms (i.e.,
ANN, NDS-A and NDS-B) to the desired distance set to 212 m. We can see
that the convergence time of our NDS approaches is more or less equal to
the convergence time of the ANN-based when we have a good density of
robot (i.e. less than 50 robots). Indeed, neighbor discovery is a key com-
ponent in our approach since the robots use the knowledge of the robots
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neighborhood to compute its new position. Therefore, a poor knowledge
of the neighborhood will make our algorithm ineffective. This is due to the
strong collision present on the network when robot density is quite high.
This explains therefore the bad results that we obtained with 60 and 70
robots (see Figure 4.12 and Figure 4.13).
Finally, Figures [ 4.6 - 4.13](c) show also that our proposed approach
can maintain the desired QoS level( RSSI) among neighboring robots. As in
the previous chapter, the choice of the desired QoS level was made on the
basis of the desired distance Dth (i.e. the RSSI measured at a distance Dth).






FIGURE 4.6: Simulation results obtained with 5 robots






FIGURE 4.7: Simulation results obtained with 10 robots






FIGURE 4.8: Simulation results obtained with 15 robots






FIGURE 4.9: Simulation results obtained with 25 robots






FIGURE 4.10: Simulation results obtained with 35 robots






FIGURE 4.11: Simulation results obtained with 50 robots






FIGURE 4.12: Simulation results obtained with 60 robots






FIGURE 4.13: Simulation results obtained with 70 robots




In this chapter, we have presented a NDS algorithm with the aim of effi-
ciently maintain the global connectivity among multiple mobile robots to
a desired quality-of-service level and distance. The proposed approach is
based on neural network and dominating set strategies. Our contribution
was to demonstrate that heterogeneous behaviour of robot (or mobile sen-
sor) in IoHT concept can decrease the global traveled distance while achiev-
ing a minimum convergence time. Through a theoretical analysis and ex-
tensive simulations, we showed that the NDS approach outperforms the
ANN-Based approach proposed in the previous chapter in term of traveled





For an Efficient Data Sharing
among IoHT devices
In the two previous chapters, we have guaranteed the connectivity between
IoHT mobile devices. Once the connectivity is guaranteed, another major
challenge that should be solved is the huge amount of data generated and
transmitted by the IoHT devices. Storing this huge amount of data locally
will not be possible any more. Therefore, harnessing cloud computing ca-
pacity is needed but unfortunately this is not enough. However, it was
observed that, with the increase of sensor density, data generated by IoHT
devices tend to be highly redundant and correlated. Thus, uploading raw
data to the cloud can become extremely inefficient due to the waste of mem-
ory and network overloading. To address this issue, either the IoHT devices
should avoid the generation of useless data or the gateway device should
be able to stop uploading of redundant and correlated data from some de-
vices, to reduce consumption of network and cloud resources.
From the above considerations, in this chapter, we propose a Bayesian
Inference Approach (BIA) for an efficient data sharing among IoHT devices.
BIA is based on the Markov Random Fields model and Belief Propaga-
tion (BP) algorithm described respectively in the subsections 2.2.2.4.2 and
2.2.2.5.1 of Chapter 2. In the IoHT context, the belief of a device (e.g., a
sensor node) is related to the physical quantity measured by the sensor de-
vice. BP allows to infer the measurements of other neighboring devices,
especially in cases where the data are missing. In BP-based approaches,
each node determines its belief by merging its local measurement with the
beliefs of its neighboring nodes, and its beliefs obtained in the past run.
A good correlation between data is important in such inference problems
since it dictates the accuracy of data inference, and hence reduces the esti-
mation error of the global information.
5.1 Network model
As depicted in Figure 5.1, in order to achieve our goal, we adopt a cloud-
based architecture consisting of sensing nodes, smart gateways and data
centers. Each entity in our architecture plays a different role w.r.t the func-
tionalities, the computational and communication capabilities. Our IoHT
network model may include multiple sub-networks associated with dif-
ferent applications. Each sub-networks is composed of IoHT devices con-
nected to each others for data sharing, and a smart gateway that relays the
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data flows to the cloud. The cloud in turn is responsible of inference, stor-
age and all the cloud-based services.
In a given IoHT application, the sensor nodes periodically collect envi-
ronmental data, such as temperature, humidity and illuminance, and for-
ward them to the gateways using a multi-hop routing protocol. Then, the
gateways collect the data and decide what has to be sent to the cloud. This
decision depends on the fact that the gateway knows or not the priori prob-
ability of inference error of the used approach.
FIGURE 5.1: A cloud-based IoHT network model
5.2 Bayesian Inference Approach
As mentioned before, our main goal is to avoid sending useless data, while
keeping an acceptable level of data content accuracy. As a starting point
before any inference procedure, the design of a prediction model should
be provided. We use a pairwise Markov Random Fields (MFR), modeled by
means of Factor Graphs, for our BIA approach since its efficiency was al-
ready proven (see subsection 2.2.2.5 of Chapter 2 for the proof). It follows
that our goal is to estimate the state X of the sensed environment starting
from the sets of data collected by each IoHT device. By using the pair-
wise MRF model, according the Formula (2.24), the joint distribution p(X)










where Z is the normalization constant, θi(xi) is the evidence function, E is
the set of edges encoding the statistical dependencies between two hidden
nodes i and j, and ψij(·) represents the potential function.
As it is already stated, one of the main goals when dealing with graph-
ical models is the computation of the marginal distribution (i.e the infer-
ence). Due to its efficiency, we use the BP algorithm to infer missing data. To
recall, BP algorithm computes the marginal probability with a time which
increases only linearly with the number of nodes in the MRF model.
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Let p(yi) represents the marginal distribution (i.e the belief) of i-th node,
and BP allows the computation of p(yi) at each node i by means of a mes-
sage passing algorithm. Using the Formula (2.29), the message from the








where N(i) denotes the neighbors of node i and the incoming messages
from previous iteration are represented by mui. It should be noted that the
Formula (2.29) will be performed between all nodes in the model until the
convergence or if a maximum number of iterations Imax will be reached.
Thus, using the Formula (2.28), the belief at the i-th node is computed
through all the incoming messages from the neighboring nodes and the
local belief i.e





To validate our approach, we conducted experiments on indoor and out-
door environments. We will first discuss the experimental setup and results
obtained on indoor environments and we will then discuss the outdoor en-
vironments.
5.3.1 Indoor environments
Here, our approach was evaluated on the basis of real data collected from 54
sensors deployed in the Intel Berkeley Research laboratory [38]. Mica2Dot
sensors with weather boards were used to collect temperature, humidity,
light intensity and battery voltage, as well as the network connectivity in-
formation which makes possible to reconstruct the network topology. Fig-
ure 5.2 illustrates the map of the Intel Berkeley Research Lab, with the
hexagon-shaped nodes indicating the Ids of the sensor nodes.
FIGURE 5.2: Wireless sensors installed in the Intel Berkeley
Research Lab [38]
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Sensors data was collected every 30 seconds and the collected data set
consists of 38 days of readings. However, we will focus only on the first
three hours of readings to validate our approach. Figure 5.3 illustrates the
scatterplot matrix of our data for the first three hours of reading. This scat-
terplot matrix helps us visualize the relationship between data. For each
panel in the figure, the variable on the vertical axis is given by the vari-
able name in that row, and the variable on the horizontal axis is given by
the variable name in that column. For example, the graph of temperature
against humidity is shown on the top row, second from the left. It can be
seen here that there is a strong correlation between temperature and humid-
ity data. The temperature values can therefore be easily inferred from the
humidity values and vice versa. For this reason, we decided to concentrate
our studies only on the temperature and humidity data. The temperature
is in degrees Celsius, whilst the humidity is a value ranging from 0-100%.
FIGURE 5.3: Correlation between collected data during the
first three hours of readings.
The assessment of our BIA approach will be carried out on the basis
of (i) the number of transmitted data, (ii) the average value of the inference
error (i.e., ER), and (iii) the average value of the distortion level (i.e.,MSE).
The number of transmitted data represents the total number of data
transmission performed by all the sensors during the readings. The infer-
ence error is an important metric for any inference procedure. The goal is
to have an errorless inference approach, i.e. an approach that is able to esti-
mate the true value of data during all the inference procedures. However,
this is almost never the case but we want that this error is as low as possi-
ble. In addition to the inference error, computing the distortion level is also
important. This allows to determine the difference between the real and
the estimated value, and can be expressed using the Mean Squared Error
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(ŷi − yi)2, (5.1)
where ŷi and yi are respectively the predicted and true value during the
n-th reading.
All of our assessments are based on three different scenarios (i.e., s1, s2,
and s3) :
• scenario s1 : The gateway sends to the cloud all the temperature and
humidity data it receives. This means that the cloud does not perform
any inference.
• scenario s2 : The gateway sends only the temperature data to the
cloud, and the cloud in turn infers the corresponding humidity data
by using the BP algorithm.
• scenario s3: Here, we consider that the gateways are “smart” devices,
meaning that before sending their data to the cloud, they first com-
pute the probability Pr(e|T, h) of making an inference error e on the
cloud given the temperature data T , and the humidity data h. If there
is a strong probability that the error magnitude i.e., |e|, exceeds a pre-
defined threshold i.e., |e|Max, the gateway sends both humidity and
temperature data to the cloud, else the gateway sends only the tem-
perature data, and the humidity value will be inferred in the cloud
using the BP algorithm. This can be expressed mathematically as
the inference error probability higher than a maximum allowed value
|e|Max, and conditioned to the temperature and humidity measure-
ments i.e., T and h, is lower or at least equal to a given threshold
PMaxe , that is:
Pr {| e |>| e |Max| T, h} ≤ PMaxe (5.2)
where the computation of Pr(e|T, h) is done by means of the BP algo-
rithm. It should be noted that this computation requires the knowl-
edge of the a priori probability of inference error i.e., Pr(e). Also, the
value of the threshold |e|Max strictly depends on the application con-
text. In our case, we set this value equal to 1. A similar consideration
can be applied to the probability threshold PMaxe , which has been set
to 0.5.
Our approach has been implemented in C++, and the assessments have
been performed with respect to the ground truth collected from the 54 sen-
sors deployed in the Intel Berkeley Research laboratory. Table 5.1 illustrates
the obtained results during eighteen hours of readings, for the different
simulated scenarios. We can notice that our Bayesian inference approach
drastically reduces the number of transmitted data, while maintaining an
acceptable level of prediction accuracy and information quality.
Not surprisingly, the amount of transmitted data is huge when using
scenario s1 since we do not use an inference approach here. This amount of
data is reduced by 50% with the second scenario (i.e. s2) but unfortunately
with 26% of inference error. However, despite this inference error, we can
see that there is still a good quality of information since we have a fairly low
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value of MSE. This means that there was not a large difference between
the real and the predicted values.
We decrease considerably the estimation error by using the scenario s3.
Indeed, the gateways are smarter in this case. By computing the a posteriori
probability of inference error, they will be able to estimate the right moment
and the data type to send to the cloud. However, this increases the number
of transmitted data, as compared to scenario s2. This is due to the fact that
in s2 the gateways send only the temperature data without worrying of the
risk of inference error in the cloud.
Scenario #Transmitted data MSE ER
s1 20346 - -
s2 10173 0.04 0.26
s3 12496 0.02 0.037
TABLE 5.1: Results obtained during the first three hours of
readings for different scenarios.
5.3.2 Outdoor environments
Here, our approach was evaluated on the basis of real data collected from
the PEACH project [58], whose aim is to dramatically increase the pre-
dictability of frost events 1 in peach orchards localized in the Mendoza
region (Argentina) by means of dense monitoring using low-power wire-
less mesh networking technology. To predict the frost events, twenty one
nodes have been used (1 manager, 3 relays and 17 motes). All the nodes
are equipped with an internal temperature sensor and report value every
30 seconds. Fives motes are equipped with four external SHT31 sensors.
Figure 5.4 illustrates the wireless sensor network deployed on the peach
orchards in the Mendoza region (Argentina).
FIGURE 5.4: The PEACH network [11].
To validate our approach, we focus only on the data collected between
16 and 17 October 2016. The collection started at 10pm on October 16th and
1A frost event occurs when ice forms inside the plant tissue and injures the plant cells
plant.
Chapter 5. Bayesian Inference Approach For an Efficient Data Sharing
among IoHT devices
60
ended at 4pm on October 17th (i.e. eighteen hours). Figure 5.5 illustrates
the relationship between data during the sensors reading. We can notice
that there is a good correlation between temperature and humidity data,
so that we can easily infer the humidity from temperature data, and vice
versa. Here, we infer humidity from temperature. The temperature is in
degrees Celsius, whilst the humidity is a value ranging from 0 to 100%.
FIGURE 5.5: Relationship between humidity and tempera-
ture data.
As in the indoor environments, we assess our approach w.r.t. (i) the
number of transmitted data, (ii) the average value of the distortion level
(i.e., MSE), and (iii) the average value of the estimation error (i.e., ER). All
of the assessments are based on the three different scenarios (i.e., s1, s2, and
s3) already defined in the indoor environments.
Table 5.2 illustrates the obtained results during eighteen hours of read-
ings, for the different simulated scenarios. As in the indoor environnments,
the proposed Bayesian inference approach drastically reduces the number
of transmitted data, while maintaining an acceptable level of prediction ac-
curacy and information quality. The obtained results show us the same
observation as with the indoor environments. We get a huge amount of
with scenario s1. This amount is reduced by 50% with scenario s2 but with
an inference error of 30% . Using Scenario s3 (i.e using a smart gateway),
the inference error is reduced to 0.6%. The information quality is acceptable
in both scenario s2 and s3 since we get an acceptable value of MSE.
Scenario #Transmitted data MSE ER
s1 8408 - -
s2 4204 0.62 0.295
s3 4260 0.022 0.0066
TABLE 5.2: Results obtained during eighteen hours of read-
ings for different scenarios.
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5.3.3 Raw data filtering in the sensing nodes
Although the used Intel Berkeley and the PEACH data-sets allowed to sim-
ulate the efficiency of our BIA approach, the lack of access to the deployed
sensors did not allow us to implement the model directly on the sensors.
Therefore, it is the gateway which does all the job so far. This means that,
the proposed approach has not yet a positive impact on the devices since
that is the gateway which does all the data filter. So, we want to study the
feasibility of making the data filtering directly on the sensing nodes. To this
end, we have created a prototype of a sensor node and IoHT gateway. We
have used Arduino as sensor node and Raspberry Pi as gateway. We have
used also an inexpensive DHT22 sensor which captures the ambient hu-
midity and temperature and sends (or not according the used scenario) it
to the gateway. To sum up, we use the following for the prototyping:
Sensor Node
• Arduino Uno
• DHT22 humidity/temperature sensor
• XBee series 1
Gateway
• Raspberry Pi
• XBee series 1
The XBee modules have been used to create a wireless link between sensor
and gateway. Figure 5.7 shows our created prototype.
Before implementing the MRF model in the sensor node and the gate-
way, we first carried out measurements in different place in our labs during
6 days. We did about six hours and fifteen minutes of data collection per
day. Figure 5.6 illustrates the relationship between temperature and humid-
ity data during the six days of readings. The correlation between humidity
and temperature data is not so bad here (i.e cor = -0.7650688). We can there-
fore infer the humidity from temperature data, and vice versa. Here, we
infer temperature from humidity.
We assess our approach w.r.t. (i) the number of transmitted data, (ii)
the energy consumption (i.e., EC), (iii) the average value of the distortion
level (i.e., MSE), and (iv) the average value of the estimation error (i.e.,
ER). In our energy consumption evaluations, we assume that the energy
cost for sending each temperature and humidity value is 3mW, while the
sensor is powered by 3V. This energy cost has been obtained on the DHT22
used mote. Furthermore, all of our assessments are based on three different
scenarios below :
• scenario s1 : The temperature and humidity data are sent to the gate-
way. This means that the gateway does not perform any inference.
• scenario s2 : Only humidity values are sent to the gateway. The cor-
responding temperature values will be inferred in the gateway using
the BP algorithm.
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• scenario s3: Here, we consider that the sensing nodes are “smart”. So,
they send both temperature and humidity data only if the probabil-
ity of inference error exceeding the max allowed error is greater than
a given threshold (i.e, Pr {| e |>| e |Max| T, h} > PMaxe ). Else, they
send only the humidity values to the gateway and the corresponding
temperature values will be inferred in the gateway using the BP al-
gorithm. The thresholds |e|Max and PMaxe have been set to 1 and 0.5
respectively.
Table 5.3 illustrates the obtained results during the six days of readings, for
the three defined scenarios. Again, we can notice that our Bayesian infer-
ence approach drastically reduces the number of transmitted data and the
energy consumption, while maintaining an acceptable level of prediction
accuracy and information quality.
We have got an big amount of transmitted data and high energy con-
sumption with the scenario s1, which is quite logical since there is no filter
here. With the scenario s2, the amount of transmitted data as well as the en-
ergy consumption are reduced by 50% but unfortunately with an inference
error of 40% and an information quality which is not very bad. We have
reduced the inference error with the scenario s3 while maintaining a good
quality of information. However, the devices consume and transmit more
compared to scenario s2 but we think that it is a good trade-off since the
results obtained with s3 are much better than with s1.
Scenario #Transmitted data EC [kJ] MSE ER
s1 4490 1816.834 - -
s2 2245 908.417 3.59 0.39
s3 2258 913.677 0.1403 0.1603
TABLE 5.3: Results obtained during six days of readings for
different scenarios and using the created prototype.
FIGURE 5.6: Relationship between humidity and tempera-
ture data during the six days of readings.
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FIGURE 5.7: Prototype of a sensor node and IoHT gateway
5.3.4 Experimentation on FIT IoT-LAB platform
In order to validate the scalability of our BIA approach and filter the raw
data directly in the sensing nodes, we ran experimentation on FIT IoT-LAB
platform [2] which is a very large scale infrastructure facility suitable for
testing small wireless sensor devices and heterogeneous communicating
objects over large scale. Ten nodes from Lille site and ten nodes from Greno-
ble site were used for the data collection. Nodes were of the M3 type, which
are equipped with an 32-bit ARM Cortex-M3 MCU, 64 kB of RAM, 256 kB
of ROM, an IEEE 802.15.4 2.4 GHz radio transceiver and four different sen-
sors (light, accelerometer, gyroscope, pressure & temperature). Data col-
lected from all the M3 nodes has been used to build the BIA model. Each
data collection has been performed every 15 minutes and the collected data
consists of 2.5 days of readings.
During the 2.5 days of reading, we noticed that there is a good correla-
tion between pressure and temperature data (it is about -0.7720841). Hence,
we can infer the temperature data from pressure data and vice versa. Here,
we decided to infer temperature from pressure. The temperature is in de-
grees Celsius, whilst the pressure is in mbar.
The assessments are always based on (i) the number of transmitted data,
(ii) average value of the estimation error (ER), (iii) average value of the dis-
tortion level (MSE), and (iv) the energy consumption (EC). In the energy
consumption evaluations, we assume that the energy cost for sending each
temperature and pressure value is 14 mW.
We performed experimentation using scenarios s1, s2, and s3. In sce-
nario s1, the M3 node sends to the gateway all the temperature and pres-
sure data it receives. This means that the gateway does not perform any
inference (i.e., no inference). In the second scenario s2, the M3 nodes sends
only the pressure data to the gateway, and the gateway in turn infers the
corresponding temperature data by using the BP algorithm. Finally, in the
scenario s3, we consider that the M3 nodes are “smart” devices, meaning
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that before sending their data to the gateway, they first compute the prob-
ability Pr(e|T, P ) of making an inference error e on the gateway given the
temperature data T , and the pressure data P . If there is a strong proba-
bility that the error magnitude i.e., |e|, exceeds a predefined threshold i.e.,
|e|Max, the M3 node sends both pressure and temperature data to the gate-
way, else the M3 node sends only the pressure data, and the temperature
value will be inferred in the gateway using the BP algorithm. This can be
expressed mathematically as the inference error probability higher than a
maximum allowed value |e|Max, and conditioned to the temperature and
pressure measurements i.e., T and h, is lower or at least equal to a given
threshold PMaxe , that is:
Pr {|e| > |e|Max|T, P} ≤ P
Max
e , (5.3)
where the computation of Pr(e|T, P ) is done by means of the BP algorithm.
As we already said before, the value of the threshold |e|Max strictly depends
on the application context. Here, we set this value equal to 1, but later
we will provide additional results and comments that we did not provide
before on how the choice of this threshold value may influence our results.
Table 5.4 illustrates the obtained results during 2.5 days of readings, for
different experimented scenarios. Again, one can notice that our Bayesian
inference approach drastically reduces the number of transmitted data and
the energy consumption, while maintaining an acceptable level of predic-
tion accuracy and information quality. One can notice also that we decrease
considerably the estimation error by using the scenario s3. Indeed, the M3
nodes are smarter in this case i.e., by computing the a posteriori probability
of the inference error, the M3 nodes will be able to estimate the right mo-
ment and the data type to send in the gateway. However, this increases the
number of transmitted data and hence the energy consumption, as com-
pared to scenario s2. This is due to the fact that in s2, the M3 node send
only the pressure data without worrying of the risk of inference error in the
gateway. It is important to say that we have a good quality of information
in the scenario s3 despite the fact that we have an inference error of 43%.
This is due to the fact that we allow only a maximum error of one unit (i.e
|e|Max = 1)
Scenario #Transmitted data EC (kJ) MSE ER
s1 10440 1716.64 - -
s2 5220 858.32 1.43 0.55
s3 5829 958.46 0.43 0.43
TABLE 5.4: Results obtained during the two days and half
of readings.
As we stated before, the value of the threshold |e|Max strictly depends
on the application context. Its choice has a non-negligible impact on the
final results. From Figure 5.8, for example, we can say that the more we
use a higher threshold, the less we send data but also the more we get an
inference error and the more we lose in information quality. In our exper-
imentation the maximum value of the error that we can have is 5. This
means that we always get the same results for |e|Max ≥ 5.






FIGURE 5.8: Variation of (a) the transmitted data, (b) the
estimation error and (c) MSE according the value of the
threshold |e|Max.




In this chapter, we presented a Bayesian Inference Approach (BIA) with the
aim of avoiding useless data transmission. The strong correlation between
data was taken into account for this study. The Belief Propagation algo-
rithm coupled with Markov Random Field was used to infer the missing
data. The proposed approach was applied to the indoor and outdoor en-
vironments. It was also validated on simple prototype and FIT IoT-LAB
in order to filter the raw data directly in the sensing device. Through ex-
tensive simulations and experimentation, we have showed that our BIA
approach reduces considerably the number of transmitted data and the en-
ergy consumption, while keeping an acceptable level of estimation error
and information quality. We have also shown that the use of smart gateway





6.1 Summary of contribution
In this thesis, we have introduced the concept of the Internet of Hetero-
geneous Things (IoHT), which is a combination of both Internet of Things
(IoT) and Internet of Robotic Things (IoRT) technologies. Then, we have
focused particularly on two major issues i.e., (i) global connectivity mainte-
nance among IoHT mobile devices, and (ii) reduction of the huge amount
of data generated and transmitted by IoHT devices.
6.1.1 Global connectivity maintenance among IoHT mobile de-
vices
As it is already stated, the performance of an IoHT application relies on the
efficient coordination among devices, which in turn strongly depends on
reliable communication to support efficient data sharing among devices.
Hence, in order to maintain the global connectivity in the context of de-
ploying a group of mobile robots, we exploited the potential of controlled
mobility and proposed three adaptive and efficient schemes : (i) IoT-based,
(ii) trained neural network, and (iii) Neuro-Dominating Set.
We have assessed the performance of our proposed approaches in terms
of algebraic connectivity, traveled distance, average distance between any
pair of mobile devices, QoS level expressed in terms of RSSI, and conver-
gence time. Through extensive simulations with the NS-2 network simula-
tor, we have showed that all the proposed approaches converge to the de-
sired distance and QoS level while maintaining the global connectivity. We
have also showed that our IoT-based and neural network based approaches
outperform the EVFA approach proposed in [34], in terms of traveled dis-
tance and convergence time.
With regard to the NDS approach, it has been proposed to demonstrate
that using an heterogeneous behaviour among IoHT mobile device can
decrease the global traveled distance while achieving a minimum conver-
gence time. Through a theoretical analysis and extensive simulations, we
showed that the proposed NDS approach outperforms the neural network
based approach in term of traveled distance while maintaining similar con-
vergence time.
6.1.2 Data reduction
As it is already said before, the IoHT is experiencing an exponential growth
in the number of inter-connected devices. If the amount of data generated
by these devices follows also this growth, then the IoHT alone will have a
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difficulty for supporting all the wireless communications of the devices. To
deal with this problem, in this thesis, we focused on the potential benefits
of adopting prediction-based strategies to reduce the huge amount of data
generated and transmitted by sensing devices. Precisely, we proposed a
Bayesian Inference Approach (BIA) based on the Belief Propagation algo-
rithm and Markov Random Field model for inferring the missing data. BIA
was applied not only to the indoor and outdoor environments but also on
a created prototype and on FIT IoT-LAB platform which allow to filter the
raw data directly in the sensing device. The strong correlation between data
was taken into account for the study. The obtained results based on the real
data collected from sensors devices showed that our BIA approach reduces
significantly the number of transmitted data and the energy consumption,
while keeping an acceptable level of estimation error and information qual-
ity.
6.2 Perspectives
The problems we have dealt with in this thesis open us some interesting
perspectives. In the following, we separate these perspectives into two cat-
egories: (i) perspectives for the global connectivity maintenance and (ii)
perspectives for the Bayesian Inference Approach.
6.2.1 Global connectivity maintenance
All the algorithms proposed in this thesis have shown good performances
in simulation. However, even if realistic simulation parameters (MAC and
PHY layers, propagation and error model, etc.) have been used, it would be
interesting to implement the proposed algorithms on real robots in order to
validate them in a real environment and condition.
6.2.2 Bayesian Inference Approach
Our proposed BIA approach is based on a static MRF model so far since
the used model is not updated once it is built. Therefore, our approach is
only suitable for systems that do not vary much. When the environmental
dynamics are high the used MRF model must be revised or re-constructed.
In future work, one can go further by proposing an adaptive scheme which
allows to update the used model for highly dynamic environments.
It may also be interesting to combine our BIA approach with a time
series approach such as ARIMA. In this case, BIA will be applied to hetero-
geneous data while ARIMA to homogeneous data.
As you have noticed, in this thesis, we have focused particularly on
the cross-modal correlation but we can also exploit the spatial correlation
between nodes in future works. Using data from Intel Berkeley Research
Lab [38], for example, I found that there is a strong correlation between
the nodes that are close (see Figure 6.1). In this case, It is possible to allow
certain nodes go to sleep mode without making any measurement. Then,
our BIA approach can be used to infer the data values from the inactive
nodes.
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FIGURE 6.1: Correlation between the nodes that are close
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