Abstract-Foreshock events provide valuable insight to predict imminent major earthquakes. However, it is difficult to identify them in real time. In this paper, I propose an algorithm based on deep learning to instantaneously classify a seismic waveform as a foreshock, mainshock or an aftershock event achieving a high accuracy of 99% in classification. As a result, this is by far the most reliable method to predict major earthquakes that are preceded by foreshocks. In addition, I discuss methods to create an earthquake dataset that is compatible with deep networks.
I. INTRODUCTION
Major earthquakes cause massive destruction to life and property. To mitigate the devastation from these events we need to find a reliable earthquake prediction method. There have been several research studies in the past to predict a major earthquake. However, there is no reliable method to predict major earthquake that is imminent [5] .
Nevertheless, there are few successful predictions. The Haicheng earthquake(1975) is a perfect example for successful prediction. There were different types of precursors [14] for this event including a foreshock sequence, peculiarity in animal behavior and anomalies like geodetic deformation, differences in groundwater level. But these abnormalities were not present in other major earthquakes. Hence there is no universal precursor for earthquakes.
However, a majority of the earthquakes(M> 7.0Mw) are preceded by foreshock sequences, making them a good precursor. Foreshocks are earthquakes that precede major earthquakes. Foreshocks can be a warning signal that a major earthquake is about to happen in that vicinity. For instance, in March 2011, a powerful foreshock of magnitude 7.3Mw struck the North East coast of Japan that was followed by a major earthquake of 9.0Mw two days later. Currently, foreshocks are indiscernible from other earthquake types when the event occurs [10] .
In this paper, I discuss a powerful algorithm that can identify and classify earthquake events into foreshock, mainshock or aftershock event instantaneously based on seismic waveform data. I am using deep learning approach to train and teach my algorithm about different types of earthquakes particularly foreshock events.
The paper is organized into five sections. In the first section, I discuss types of earthquakes and difficulties in distinguishing them in real time. In second section, I introduce deep learning algorithm followed by methods to create earthquake dataset. In the final two sections I discuss about my network architecture and analysis of the performance of my algorithm.
II. TYPES OF EARTHQUAKES

A. Foreshocks
Forshocks are earthquakes that precede major earthquakes and appear in the vicinity of them. The magnitudes of earthquakes ranging from as low as 3Mw upto as high as 7.6Mw. They occur in a random fashion; some of them appear just few hours before the main event; but very few occur months and infact years before the main event. Majority of foreshocks are reported to arrive within 24 hours of the main event. Challenges in identifying foreshocks:
• Sometimes indistinguishable from other events [11] • Number of foreshock events in a sequence varies [4] • Classified into different types [6] • Occur in varied time interval.Some might occur much ahead of the main shock. For example, the foreshock of Sumatra earthquake(2004) is said to have occurred two years earlier with a magnitude of 7.3Mw.
• Occur in varied magnitudes. For instance, 2011 earthquake in Miyagi Japan witnessed a powerful foreshock of magnitude of 7.3Mw • Cannot be identified as a foreshock in real time. [10] 
B. Mainshocks
Mainshocks are events that are either individual or cluster of events. Minor earthquakes with magnitude less than 4.0Mw are generally individual events. On the contrast, major earthquakes of magnitude 6.0 and above are generally accompanied by a series of aftershocks. Also majority of the main shocks are preceded by foreshocks.
C. Aftershocks
Aftershocks are earthquakes that follow a major earthquake. They release the left out energy and occur as a sequence of events. Unlike a foreshock and a mainshock event, they always occur as sequence of events and can last up to a few days. Though aftershock events cluster around the mainshock event, their impact can be felt at greater distances [12] .
III. DEEP LEARNING
Deep learning is the state of the art Machine learning algorithm. It has performed well in terms of classification tasks of Images, speech signals, etc. Deep learning algorithms translate the indistinguishable input data into higher dimensional space where they will be linearly separable [2] . Typical deep networks consist of few layers of convolutional neural network(CNN) followed by couple of fully connected layers. Each of CNN has several filters/kernels that extract features of the network. In addition they consist of pooling layers to pool similar features.
A. Important advantages of Deep networks [9] • Representation Learning
The network can understand representations of data with multiple levels of abstraction • Automatic feature extraction
The network can extract essential features of a raw data without manually hand engineering them and doesn't require knowledge expertise in the relevant field
The network is invariant to small variations in occurrence in time or position
B. Deep learning and seismology
This paper is one of the first applications of deep learning in the field of seismology and earthquake prediction. In real time, it is difficult to identify and classify events. Given the limited time to prove the usefulness of foreshock events and to overcome all the challenges discussed in the previous section, I created an algorithm based on deep learning that takes the seismic data as input and outputs the possible event type.
IV. DATASET
To harness the power of deep learning; it requires huge labeled dataset like MNIST, CIFAR10. At present there are no datasets available that are required for this study. Hence I created my own dataset. . To maintain uniformity, I used data from station that is closest to that particular event and data points from one minute prior to P-wave arrival till 10 minutes after P-wave arrival. I also restricted to collecting data from 'BH' channel alone. 1) Foreshock data: Foreshock events can be identified using algorithm described in [11] or some papers [4] that explicitly mention event details. I gathered data from the following events and in total I collected 191 foreshock events. 2) Mainshock data: In my dataset I collected mainshocks of magnitude above 7.2Mw. Further, to introduce variety I included 25 individual mainshock events from seismically active places like Okinawa. Overall I collected 224 mainshock events.
A. Data acquisition
3) Aftershock data: I took aftershock events that followed major earthquakes in Nepal (2015) and New Zealand earthquake(2016).Further, I collected aftershock data from the which I gathered foreshock data, viz. Miyagi (2011) and Kumamoto (2016), Japan. In total, I have gathered 224 aftershock events.
B. Data preprocessing
IRIS Wilber 3 provides bundled data and provides in 'SAC' format. The seismic data is in time domain. To convert this into useful information I transformed the input data to frequency domain. I used python package ObsPy [15] to extract the stored data and SciPy [7] to perform Fast Fourier Transform (FFT) of the signals. The network takes FFT components of time-series data of the seismic waveforms as inputs and outputs the class in which individual Fourier component belongs to. There are three output classes corresponding to foreshock, mainshock and aftershock respectively. In order to classify an entire event, I take the take the output of the network and count the number of outputs per class. The class with the highest number of counts corresponds to the predicted event.
A. Software
In this study, I used a popular deep learning framework TensorFlow. It has a native interface for Python and is robust while deployed in larger scale. Since, the main purpose of this project is for real time deployment, TensorFlow is the best choice of framework.
B. Hardware
Generally deep learning algorithms require huge computational power including high RAM and GPUs. In my case, though the computations are huge, my data is onedimensional and hence takes relatively lesser time and computation. I used Quad Core CPU with 8GB RAM for my computations.
VI. ANALYSIS
The hyper-parameters I chose are number of filters in CNN layer and number of neurons in the fully connected layer. I incorporated dropout layers [13] and tried 'L1/L2' loss as a regulariser to boost validation set accuracy.
A. Accuracy
I first report accuracy in predicting individual Fourier components of particular waveform. After training the network for 120 iterations overall accuracy in the training dataset is 98.6% and validation dataset is 92.4%. Augmenting the dataset would bridge the gap between training accuracy and test accuracy. 
B. Confusion Matrix
Confusion matrix provides valuable information about the incorrect classification and further analysis. From the figure, we can notice that foreshock and aftershock share some common properties. 
C. Accuracy on individual events
Hypothesis Every event has several components. The network returns the possible class that a particular component belongs to. As mentioned earlier, the final predicted class it the class with maximum number of components in it. For example, if I take the time series data of a event 'X', the FFT will return 'y' components. Now feeding these y components to the network will return y outputs with respective predicted class. Let's say 'a','b' and 'c' number of outputs correspond to foreshock, mainshock and aftershock respectively. The final prediction will be the class that has maximum number of outputs, i.e, if 'a' is the greatest among the three, the predicted event will be foreshock event. Based on this definition, I have calculated the accuracy of classification of all the events. The deep network is able to classify foreshock and aftershock events with 100% accuracy. 
VII. CONCLUSIONS
In this paper, I have demonstrated that foreshocks can be identified in real time with great accuracy. To achieve the true success of this algorithm, one needs to augment dataset I created, by including a variety of earthquake events.
VIII. FUTURE WORK
The results from my work are really promising. I would like to work along with USGS and IRIS to create more earthquake datasets and apply deep learning algorithms to understand more about the behavior of earthquakes.
