We overview a new method for computing the arrangement of semi-algebraic curves. A subdivision approach is used to compute the topology of the algebraic objects and to segment the boundary of regions defined by these objects. An efficient insertion technique is described, which detects regions in conflict and updates the underlying arrangement structure. We describe the general framework of this method, the main region insertion operation and the specializations of the key ingredients for the different types of objects: implicit, parametric or piecewise linear curves.
Introduction
Arrangements of geometric objects is a field of computational geometry which has been studied for years [1] , initially with simple objects such as line segments [3] , circular arcs and curves are still investigated [15, 11, 19, 9] and can be used for computing an arrangement of surfaces [17] .
While current methods using a sweep approach [3] focus on events, which are critical points for a projection direction, our method, using a subdivision approach, focuses on regularity criteria and regular regions. When using sweep methods, events are treated when the sweep line encounters points of interest where a projection on a line becomes critical, reducing the dimension of the problem but increasing its computational difficulty (for instance by computing resultants and by lifting points in the case of implicit curves).
On the contrary, a subdivision method avoids the analysis at critical values by enclosing the singular points in a domain from which the problem in hand can be solved. Such methods are less sensitive to numerical approximations of objects and of their intersection points. Their application to arrangement computation has recently emerged such as in [5, 12] where interval arithmetic is used to classify cells in the subdivision process. Subdivision methods are also very efficient for isolating the roots of polynomial equations, which appear in geometric problems [18, 6, 10, 16] . They have also been extended for the approximation of one or two dimensional objects [13, 2, 14] .
The new method that we describe in this paper for computing arrangements of semi-algebraic curves, aims at exploiting the power of these methods to localize the zero of polynomials. By storing geometric information on the vanishing of the functions which define the algebraic curves in hierarchical structures, we provide an efficient way to localize intersection points of region boundaries. Its originality is to prevent useless computation by stopping the subdivision as soon as the topology of the object is known in a cell of subdivision.
These considerations have lead us to a generic subdivision arrangement algorithm where input objects considered in a given domain are subdivided until being regular in a cell of subdivision, building a quadtree of cells. From this quadtree, we easily obtain regions which are organized within an augmented influence graph to describe the arrangement of objects. It is dynamic in the sense that we can maintain this structure while new objects are inserted or existing objects are removed. These insertions and deletions involve to be able to compute respectively intersections and unions of regions.
Our algorithm brings several contributions. First, the nature of a subdivision scheme allows to focus, if desired, on regions of interest, leading to a multiresolution arrangement algorithm, parameterized by a level of approximation. Another contribution is that thanks to its generic approach, it can be used to com- pute an heterogeneous arrangement, i.e. an arrangement of objects having different representations. The resulting regions are also equipped with data structures which lead to efficient operations and are directly usable in a CSG context. The arrangement algorithm presented in this paper has been completely implemented, tested and validated in an algebraic-geometric modeling environment called Axel 1 . This environment, featuring algebraically defined objects such as implicit or parametric curves or surfaces, allows a visual interaction with computed data structures representing the obtained partition of the space, which can then be queried by various means.
Generic arrangement algorithm
The objects that we consider are semi-algebraic curves which representation can either be piecewise linear, parametric or implicit.
The generic arrangement algorithm works incrementally by inserting objects one by one, as follows. For each new object o k , the regions defined by this new object o k are computed independently of the others, inserted in the arrangement data structure A k−1 and yields the new data structure A k .
For more details on the framework of objects, regions, conflicts and associated data structures, see [4] .
The generic insertion operation of the algorithm makes the assumption that type related functions will be found in a specialization of it. Inserting an object o k into a structure built for a set S k−1 is handled in four phases.
• Computing regions. In this phase, regions are computed from the topology of o k independently of objects of S k−1 . Regions defined by an object within a given domain cannot be computed directly from its representation. For example, considering the configurations shown in figure 1 , we can deduce the topology of regions simply by connecting points of interest of the domain, with points on its border. When an object is not in one of these configurations, it is subdivided into smaller parts. This process is iterated until one of these configurations is detected. An object in such a configuration is said to be regular. The subdivision is then driven by a regularity test, which is to be specialized regarding the type of input objects being dependent of the representation of it. To each object, we associate a quadtree used to keep track of the subdivision process which allows to deduce regions. Once all cells have been processed, its leaves contain sub-regions which union constitutes the regions defined by o k . To compute this union, these regions are merged traversing the tree from its leaves to its root in a process called fusion. The subdivision algorithm ends up with the root node representing the bounding box of o k containing the regions determined by o k .
• Segmenting the boundary. In this phase, computed regions are equipped with additional data structures to help the introduction in the current arrangement. To find out the set of regions which conflicts with a new region, we build a structure called the region segmentation, a balanced tree data structure in which each node contains the bounding box of an edge defining the boundary of a region, and internal nodes are associated to the union of the boxes of their children. This structure leads to an efficient algorithm to check whether two regions conflict together and helps dealing with them.
• Locating conflicts. In this phase, newly computed regions are checked for conflict with regions defining the current arrangement. To get the list of conflicts between two regions, we simply compare their segmentations. First, we compare their domain of influence, i.e. the roots of their respective segmentations. Second, we compare the boxes associated to internal nodes and proceed to child nodes as long as internal nodes boxes do intersect. If the resulting list is non empty, intersections of the curve segments are computed using specific intersection methods according to the type of the objects defining the edges in question. If several intersection points are found, we refine the boundary segmentations in order to have at most one intersection per box.
• Updating regions. In this phase, conflicts are dealt with, possibly leading to new regions which are inserted in the data structure. Each conflict between two regions, say r 1 and r 2 , refines the arrangement by replacing r 1 and r 2 by r 1 ∩r 2 , r 1 \r 2 , and r 2 \ r 1 . We achieve these basic CSG operations by performing a walk-about on the edges of r 1 and r 2 , from an intersection point to another, continuing on the left or the right, according to whether we are computing an intersection or a union. Regions resulting from the intersection are segmented and then inserted in the augmented influence graph as a child nodes of the regions from which they have been computed.
Specialization of the algorithm
When computing an arrangement for a given type of curve, we only have to specialize specific functions to meet the generic arrangement algorithm's requirements: computing information on the boundary of a subdivision cell, the subdivision criteria itself, to check if a curve is regular or not within a cell, and computing the intersection of two segments of curves for detecting region conflicts.
We denote by f k (x, y) ∈ R[x, y] the polynomial defining the implicit curve corresponding to the object o k . The specific operations for the arrangement will be performed on the Bernstein representation of f k (see [8] ).
We denote by x(t) and y(t) ∈ R(t) the rational functions representing the parametric curve corresponding to the object o k . For sake of simplicity, we will assume that o k is the image of [0, 1] by the map σ k : t → (x(t), y(t)).
• Regularity test. When computing the topology of the regions defined by one given object within a cell, we ensure to be in one of the following configurations: (1) an empty cell (2) a x-monotonic or a y-monotonic cell with exactly two intersection points of the curve with the border of the cell (3) a cell with only one singular point and where the number of branches stemming out from the singular point is exactly the number of intersection points of the curve with the border of the cell (as shown in figure 1 ). In the case of an implicit curve, we test that the Bernstein coefficients of f k have no sign change to ensure (1). For (2), we test that these coefficients have at most one sign change on each side of D, and that the coefficients of ∂ x f (resp. ∂ y f ) have no sign change. For (3), we test that the coefficients of f , ∂ x f , ∂ y f both change their sign and that the size of the box is small enough (< ). This step for which we can use a subdivision solver which isolates the singular points of f (x, y) = 0 (e.g. [16] ), allows us to deal safely with "approximate singular points". These tests ensure us that the topology of a curve o k inside D is uniquely determined from the points of o k on the boundary of D (see [2] for more details).
In order to obtain such a decomposition for a parametric curve, we first partition the interval [0, 1] in intervals where x (t) = 0 and y (t) = 0 on the interior. On each one of these intervals, the curve is x and y monotonic. The corresponding bounding box of this curve segment is defined by image by σ k of the end points of the interval. This ensures that (2) is realized. Next, we localize which pairs of bounding boxes of two non-consecutive segments intersect, using the segmentation structure described in Section 2. If we find two such boxes, which are the images of the intervals I and I , we test if there exists (t, s) ∈ I × I with t = s such that x(t) = x(s) and y(t) = y(s). This reduces to solving a bivariate polynomial system of polynomial equations. Using subdivision solvers (e.g. [16] ), we isolate the solution and refine the boundary segmentation by inserting isolating boxes around the image of these points by σ k . This ensures (3). For (1), we have to test if the cell intersects one of the bounding boxes of one of these boundary curve segments. If so, we test if the curve intersects the boundary of the cell. Otherwise, the cell does not intersect the curve o k .
• Regions computation. To obtain the regions determined by a curve in a regular cell D, we have to isolate their intersection, which determine uniquely the regions defined by o k in D. In the case of an implicit curve, we use a univariate root solver in the Bernstein basis (e.g. [7] ), which counts the number of sign changes of the polynomial and subdivides it until this sign variation is 0 or 1, or the size of the interval is smaller than . In the case of a parametric curve, this can be done easily by solving univariate equations of the form x(t) = x 0 or y(t) = y 0 using solvers as [7] and by checking that the image by σ k of these roots is on the border of the cell. The general scheme when determining a region in a regular cell once these points of o k on the boundary of the cell have been determined, is to turn around these points on the border in clockwise order while creating edges by connecting these points to points of interest within the cell such as singularities or self-intersection points.
• Conflict detection. After the segmentation step, the detection of conflicts reduces either to intersecting regular segments of two different objects or to testing that an endpoint of a regular segment of an object belongs to a given region. To this end, subdivision solvers [18, 6, 16] are used to solve the bivariate polynomial equations f k , f l associate to the implicit curves in potential conflict in the region of interest. To compute the intersection points of two parametric curves σ k , σ l (with k = l), we solve the bivariate system σ k (t) = σ l (s), with t, s in the intervals ⊂ [0, 1] corresponding to the curve segments. Here again, we can use a subdivision solver like [16] for this purpose.
Conclusions
The algorithm presented here has been implemented in the algebraic geometric modeler Axel. We have put a special emphasis on keeping the structure accessible to the user. Using the model-view-controller pattern, data structures such as the augmented influence graph and the various quadtrees can be interactively displayed and queried for point location (see figure 2) .
The generic part of the algorithm is currently updated to the higher dimension and specializations are studied to compute arrangements of surfaces with either implicit, parametric or piecewise linear representations.
