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RÉSUMÉ 
Dans le présent mémoire, on présente la procédure de conception 
d'un algorithme de positionnement adaptatif d'un moteur à courant continu 
entraînant un axe de robot industriel qu'on simule, ici, par une charge 
variable. Cette étude se caractérise par un certain nombre d'aspects 
distinctifs : 
- une modélisation du système de façon à pouvoir tenir compte des 
variations des paramètres tels que l'inertie et la friction et surtout le 
couple de perturbation dues aux variations de la charge, 
- une stratégie de commande efficace et robuste basée sur un 
régulateur adaptatif auto-syntonisant, 
- une loi de commande performante qui permet de profiter à la fois 
des avantages de la commande optimale et adaptative, 
- une implantation pratique, relativement simple, sur un moteur à 
courant continu de 48 W (4 A / 12 V / 1490 rpm) alimenté par un 
hacheur à MOSFETs est également considérée. 
L'avantage de cette solution consiste dans l'utilisation d'un micro-
ordinateur suffisamment rapide (25 MHz) de type 80386 INTEL auquel 
on a associé une carte commerciale d'acquisition de données 
Qua Tech PXB-721. 
Les différentes étapes de la conception de l'algorithme de 
positionnement, fondées sur un certain nombre de choix justifiés, sont 
iii 
exposées et analysées. La procédure de l'implantation matérielle et 
logicielle de l'algorithme en temps réel est également présentée. 
Les résultats obtenus en simulation permettent de confrrmer qu'il 
s'agit d'une structure de commande robuste, prometteuse et adaptable à une 
application multi-axes. 
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KC2 T gain dans la boucle de contre-réaction d'état. 
Kob gain utilisé pour la conception de l'observateur de couple. 
Ko gain du système discret (au niveau de GFI(Z)) 
Ka gain d'amplification dans la fonction de transfert équivalente 
du hacheur, noté aussi Kcm. 
KE constante de force contre-électromotrice du moteur CC. 
Kt : constante du couple moteur. 
KHz : unité de mesure de la fréquence. 
KN : matrice de gain utilisée dans l'algorithme d'estimation des 
paramètres pour N éléments. 
KI gain intégré dans la fonction de transfert FI(S). 
K2 gain intégré dans la fonction de transfert F2(S). 
La inductance équivalente de l'induit du moteur CC. 
m (indice) moteur. 
max (indice) valeur maximale. 
MCC : moteur à courant continu. 
MG : mode de glissement. 
MLI : modulation de largeur d'impulsion ("Pulse Width 
Modulation") ou PWM. 
mm (indice) minimum. 
.. 
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MOSFETs : transistors à effet de champ de technologie C-MOS. 
n : (indice) indique le nombre de périodes d'échantillonnage. 
N : vitesse de rotation du moteur (en tr/min). 
N (indice) indique qu'il s'agit de N éléments. 
P (régulateur de type P) proportionnel. 
PAG : programmation automatique des gains. 
Pc(O) : valeur initiale de la matrice de covariance. 
P.O (régulateur de type P.O) proportionnel-dérivé. 
P.I (régulateur de type P.I) proportionnel-intégral. 
P.LO (régulateur de type P.I.O) proportionnel-intégral-dérivé. 
PN : matrice de covariance (définie pour N éléments). 
pT : vecteur de couplage entrée-sortie dans le domaine de temps 
discret (T signifie transposé). 
Ra : résistance équivalente d'induit du moteur CC. 
RAS : régulateur auto-syntonisant (" Self-Tuning Regulator" ou 
STR). 
RLS : méthode d'identification des moindres carrés simple 
("Recursive Least squares" ou RLS). 
rpm : unité de mesure de vitesse, rotation par minute. 
RSV : régulateur à structure variable. 
(s) : opérateur de Laplace. 
s : seconde (S.1.). 
s(8) : fonction du vecteur des paramètres formée par des termes 
carrés. 
SSV : système à structure variable. 
s(X,T) 
t 
t 
Td 
Td(S) 
Td(Z) 
Td(k) 
Td(k) 
Tm 
Tmin 
u(t) 
Ucm(t) 
Uh(t) 
u(k) 
: loi de commutation ou de sélection. 
: temps 
(indice) signifie à l'instant t. 
: couple de perturbation dû à la charge variable. 
: la transformée de Laplace de T d(t). 
: la transformée en z de Td(t). 
: couple de perturbation dans le domaine de temps discret. 
: estimé du couple de perturbation. 
: couple moteur. 
: période d'échantillonnage minimale. 
signal de commande (ou entrée). 
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signal de commande à l'entrée du circuit MLI ou tension de 
commande (entrée de l'organe de commande). 
: tension de commande à l'entrée de l'organe de commande 
(Ucml (t) = - KCl T . X(t)). 
: tension de commande à l'entrée de l'organe de commande 
(Ucm2(t) = - KC2 T • X(t)). 
signal en dents de scie généré par le circuit ML!. 
signal de commande (ou entrée) dans le domaine de temps 
discret. 
u : (indice) signifie associé à la variable de commande u(t). 
Umax : valeur maximale de la tension de commande. 
Umin : valeur minimale de la tension de commande. 
Va ou va(t) : tension aux bornes de l'induit du moteur. 
va(k) : tension d'induit dans le domaine de temps discret. 
xxiv 
Va(s) : transformée de Laplace de Va(t). 
Va(z) : transformée en z de Va(t). 
v(t) : variable perturbatrice dans le domaine de temps continu. 
v(k) : variable de perturbation dans le domaine de temps discret. 
V(s) : transformée de Laplace de v(t). 
V(z) : transformée en z de v(t). 
vc(t) : tension de commande générée par l'unité de commande de 
position à travers un convertisseur DIA. 
v c(k) : tension de commande dans le domaine de temps discret. 
Vc(s) : transformée de Laplace de vC<t). 
V c(z) : transformée en z de vc(t). 
co : vitesse angulaire du moteur CC (en radis). 
co(k) : vitesse angulaire dans le domaine de temps discret. 
W(s) : transformée de Laplace de co(t). 
W(z) : transformée en z de co(t). 
COn : pulsation prQpre désirée du système en BF. 
xa(k) : portion mesurable du vecteur d'état. 
xb(k) : portion à observer du vecteur d'état. 
x(t) : vecteur d'état du système continu. 
i(k) : vecteur d'état dans le domaine de temps discret. 
x?, <pT(t) : vecteur de mesures entrée-sortie à l'instant t. 
x(k) : estimé du vecteur d'état dans le domaine de temps discret. 
âx : écart entre le vecteur d'état et le vecteur d'état estimé 
(âi(k) = i(k) - x(k)). 
XN : vecteur d'état de N éléments. 
xxv 
xo(k) : variable intermédiaire utilisée pour l'estimation de T d(k) 
(xo(k) = T d(k) - K.N(k)) 
Xb(k) : variable intermédiaire utilisée pour l'estimation de Xb(k) 
y, y(t) 
Y(s) 
Y(z) 
Yt 
(z) 
zo 
t 
(X'b(k) = xb(k) - K.xa(k)) 
: variable de sortie dans le domaine temporel. 
: transformée de Laplace de y(t). 
: transformée en z de y(t). 
: vecteur de sortie de N éléments. 
: scalaire de sortie observé à l'instant t. 
: opérateur de la transformation en Z. 
: pôle de l'observateur de couple. 
: constante de temps du système continu. 
: constante de temps électronique du système. 
: constante de temps mécanique du système. 
: coefficient d'amortissement désiré du système en boucle 
fermée. 
9(t) : position du moteur CC dans le domaine temporel. 
9(s) : transformée de Laplace de 9(t). 
9(z) : transformée en z de 9(t). 
9rer : position de référence ou consigne. 
e : vecteur des paramètres à estimer. 
e : estimé des vecteurs des paramètres. 
SN : vecteur des paramètres à N éléments. 
Â. : facteur d'oubli (Â. = 0.95 à 0.999). 
XXVI 
e(k) : erreur entre la position à l'instant 'k T et celle à l'instant 
(k-l)T: e(k) = 9(k) - 9(k-l). 
(12 : variance du couple de perturbation aléatoire. 
INTRODUCTION 
L'utilisation de la commande et de la régulation de systèmes est 
aujourd'hui très répandue. Cependant, depuis les premières utilisations 
jusqu'à nos jours, on remarque différentes approches pouvant être adoptées 
pour solutionner les problèmes posés. On cite : 
-l'approche classique (théorique et/ou empirique), 
-l'approche moderne. 
L'approche classique se révèle limitée et ne peut pas répondre aux spécifi-
cations précises. Avec l'évolution considérable de la micro-infonnatique, 
la tendance actuelle se concentre de plus en plus vers l'utilisation de la 
théorie de la commande moderne telle que la commande optimale et la 
commande adaptative. Le progrès récent, rapide et révolutionnaire en 
électronique de puissance et en micro-électronique a rendu possible 
l'implantation et l'application de cette théorie, bien développée au cours des 
dernières décennies, à différents types d'entraînements des machines 
électriques. 
Formulation du problème 
La section génie mécanique manufacturier de l'U.Q.T.R. travaille 
depuis quelque temps sur le projet de conception d'un robot à 8 degrés de 
liberté. La présente étude se veut donc comme une étape préliminaire 
indispensable pour une application en robotique faisant usage de ce robot. 
Notre travail se limite à l'étude du problème d'asservissement du robot 
dans ces déplacements qui peuvent être de type asservissement de position 
(mode libre) ou asservissement de vitesse (mode cartésien). Deux études 
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précédentes ont été orientées dans le but de proposer certaines solutions à 
ce problème : 
- la première a abouti à une stratégie de commande de position à 
structure variable basée sur le mode de glissement (Sicard, 1989), 
- la deuxième a proposé une stratégie de commande de vitesse basée 
sur le principe d'optimalité au sens d'un critère quadratique (Ghribi, 
1989). 
Min d'apporter un complément essentiel aux études précédentes, on 
se propose dans le présent document d'ouvrir l'horizon sur une nouvelle 
stratégie de commande performante et robuste. TI importe de mentionner 
que pour une raison de simplification de l'étude au départ, on se permet de 
simuler l'axe de robot par une charge variable à configurations multiples 
permettant de varier l'inertie, la friction et d'introduire un couple de per-
turbation constant ou sinusoïdal. De même, dans une telle application le 
critère de robustesse, ou l'insensibilité face aux variations des paramètres et 
aux perturbations, est d'unè importance considérable. 
Solution adoptée 
Le modèle de l'ensemble actionneur-charge est un modèle variable 
qui dépend des paramètres déjà mentionnés et de la position spatio-tempo-
relIe de la charge. La variation du modèle en fonction du temps ainsi que 
les performances désirées excluent la possibilité d'utilisation d'une 
commande classique à structure fixe. Pour ceci, on a recours à une famille 
de techniques connue sous le nom de "Commande Adaptative" qui permet à 
la fois d'assurer la stabilité et une bonne réponse. Cette approche change 
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les coefficients de l'algorithme de commande en temps réel pour compen-
ser les variations dans l'environnement ou dans le système lui-même. 
Malheureusement, ces techniques n'étaient pas largement utilisées à cause 
de la complexité de leur implantation que ce soit avec des circuits analo-
giques ou numériques (micro-processeurs). La situation a changé surtout 
après l'apparition des processeurs numériques de signaux ("Digital Signal 
Processors" ou DSP). Ces derniers ont une rapidité et une capacité de 
traitement nettement supérieures à celles des microprocesseurs ordinaires. 
Un bilan de comparaison des différentes stratégies de commande 
adaptative a été en faveur de l'utilisation des régulateurs auto-syntonisants 
(RAS). Plusieurs lois de commande ont été également essayées en simula-
tion dans le but de retenir la commande la plus performante. D'autre part, 
faute d'indisponibilité d'un DSP, l'utilisation de celui-ci n'a pas été pos-
sible. Nous avons opté pour une solution intermédiaire basée sur un 
micro-ordinateur suffisamment rapide (25 MHz) de type INTEL-80386 
auquel on a associé une carte commerciale d'acquisition de données Qua 
Tech PXB-721. 
Enfin, pour simplifier l'étude, certains auteurs se permettent de ne 
pas tenir compte du couple de perturbation dû à la charge (Dessaint & al., 
1990; Ohishi & al., 1987; etc ... ). Pour mener une étude plus rigoureuse, 
surtout dans le cas de certaines applications en robotique où les variations 
du couple de charge sont relativement importantes, il n'est pas souhaitable 
de faire une telle hypothèse simplificatrice. Certains auteurs ont remédié à 
ce problème en ajoutant un observateur de couple tout en admettant que sa 
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séquence de variation est constante sur une période d'échantillonnage 
(Ghribi & al., 1989; Ohishi & al., 1987; etc ... ). D'autres ont réalisé un 
estimateur de couple basé sur une séquence résiduelle (Denat et Dufour, 
1985; Gurubasavaraj, 1989). Dans la présente étude on a adopté ce dernier 
puisqu'il est plus · général et utile même lorsque la séquence des variations 
de la charge est complètement inconnue. 
Objectifs et organisation du mémoire 
L'objectif principal de notre travail est de concevoir un algorithme 
de commande adaptative, robuste et performant pour positionner le moteur 
à courant continu. Pour aboutir à cette fm on doit considérer successive-
ment les étapes suivantes : 
1 - Choix de la stratégie de commande à adopter, 
2 - modélisation du système global, 
3 - estimation de l'inertie et de la friction, 
4 - estimation ou observation du couple de perturbation, 
5 - conception d'une loi de commande, 
6 - simulation et implantation de l'algorithme entier. 
Dans le but d'exposer progressivement les différentes étapes suivies, 
le présent mémoire a été organisé de la façon suivante : 
Au chapitre 1, une étude descriptive et comparative des différentes 
stratégies de commande adaptative est présentée et discutée. Le choix des 
régulateurs auto-syntonisants est également justifié. 
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Au chapitre 2, on procède à la modélisation continue et discrète de 
l'ensemble hacheur-actionneur-charge. Les hypothèses de travail y sont 
également exposées. 
Au chapitre 3, la méthode d'estimation des paramètres est exposée et 
appliquée à l'estirriation de l'inertie et de la friction. 
Au chapitre 4, les deux principales méthodes pour l'estimation ou 
l'observation de couple de perturbation sont présentées. 
Au chapitre 5, une synthèse de plusieurs lois de commande est 
exposée. 
Au chapitre 6, la description du système de positionnement ainsi que 
la procédure de l'implantation matérielle et logicielle sont données. 
Au chapitre 7, les résultats de simulation obtenus sont exposés et 
analysés. 
Des conclusions sont enfm tirées. 
CHAPITRE 1 
ÉTUDE COMPARATIVE DES MÉTHODES 
ADAPTATIVES POUR LA COMMANDE D'UN 
, 
MOTEUR A COURANT CONTINU 
1.1 Iptroductiop 
Dans un nombre croissant d'applications, la nécessité de hautes 
performances favorise l'utilisation de techniques sophistiquées. Une 
réponse rapide et stable est particulièrement critique dans les applications 
qui impliquent certains types de commande des entraînements. 
Une famille de techniques connue sous le nom de "Commande adap-
tative" permet à la fois d'assurer la stabilité et une bonne réponse. Cette 
approche change les coefficients de l'algorithme de contrôle en temps réel 
pour compenser les variations dans l'environnement ou dans le système lui-
même. 
Par contre, ces techniques n'étaient pas largement utilisées à cause de 
la complexité de leur implantation que ce soit avec des circuits analogiques 
ou numériques (microprocesseurs). La situation a changé maintenant, 
après l'évolution considérable de la micro-informatique et surtout 
l'apparition des processeurs numériques de signaux ("Digital Signal 
Processors" ou DSPs). 
Le DSP a une rapidité et une capacité de calcul nettement supé-
rieures à celles des microprocesseurs ordinaires. D'autre part, dans 
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plusieurs applications, le DSP peut servir comme le processeur unique dans 
le système, éliminant le besoin d'associer des circuits analogiques à des 
microprocesseurs d'usage général. 
1.2 Classification eénérale des systèmes de commande 
adaptative 
COMMANDE ADAPTATIVE 
1 
1 1 
Commande Commande 
adaptative adaptative 
passive active 
1 
1 1 1 1 
Mode 
de Autres ?? P.AG CAMR R.A.S 
glissemen1 
Figure 1.1 Classification générale des systèmes de commande adaptative. 
La commande des systèmes variant dans le temps requiert la com-
pensation des effets des non-linéarités, l'adaptation face aux variations des 
paramètres et le rejet des perturbations. Pour réaliser ceci, différentes 
fonctions peuvent être utilisées dont : 
a) rétroaction et anticipation ("Feedforward") (Luh, 1983; Astrom & 
Wittenmark, 1984; Ohishi & al., 1987; Dote, 1988); 
b) rétroaction non linéaire (Luh &al, 1980; Tourassis et Neumann, 
1985); 
c) adaptation active (Dote, 1988); 
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d) adaptation passive (Dote, 1988). 
Les fonctions d'anticipation et de rétroaction non-linéaires ne sont 
pas complètes en elles-mêmes pour la commande des systèmes variant dans 
le temps et sont donc considérées comme complément aux méthodes adap-
tatives qui constituent le coeur du système de correction. Par ailleurs, on 
va se limiter, au cours de cette étude à l'analyse des caractéristiques des 
deux dernières méthodes d'adaptation (figure 1.1). 
Le terme "adaptatif' peut être interprété de différentes façons mais 
implique habituellement que le système peut s'accommoder aux change-
ments imprévisibles de l'environnement, que ces changements proviennent 
du système ou lui soient externes (perturbations). 
La commande adaptative active est définie par Dote (1988) comme 
étant un algorithme de commande robuste comportant un certain méca-
nisme d'identification des paramètres pour l'adaptation. Sinon, on se 
trouve en présence d'une adaptation passive. 
1.3 Critères de la commande robuste 
Lors de la conception d'un système de commande, les critères prin-
cipalement considérés sont: (a) la précision de la réponse; (b) la rapidité; 
(c) la stabilité globale du système; (d) les caractéristiques en régulation ou 
en poursuite; (e) ou bien, un critère de performance incorporant plus ou 
moins l'ensemble de ces critères et permettant d'obtenir une commande dite 
optimale. 
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Un autre critère très important et qui n'est pas toujours considéré à 
l'étape de conception est la robustesse ou insensibilité face aux variations 
des paramètres du système et aux perturbations. Dans la conception d'une 
commande dite robuste, il s'avère important de tenir compte, en plus des 
critères mentionnés ci-dessus, du critère de robustesse. 
1.4 Commapde adaptative passive 
1.4.1 Notiops Kénérales 
La caractéristique distinctive principale des systèmes à structure 
variable (SSV), les groupant comme classe indépendante de systèmes de 
commande, est que la structure du système peut être modifiée en cours de 
fonctionnement. La structure du SSV est modifiée intentionnellement selon 
un algorithme ou une loi de sélection de structure. Les instants auxquels la 
structure est modifiée sont déterminés non pas par une programmation fIxe 
mais selon la valeur du signal d'erreur et de ses dérivées. Le concepteur 
d'un système peut alors résoudre, par exemple, le conflit classique entre la 
précision en régime permanent et la rapidité de la réponse en choisissant 
les structures appropriées. 
Le réglage par mode de glissement (MG) est un cas particulier de la 
commande par correcteur à structure variable. Le correcteur adaptatif 
passif, selon la défmition de Dote (1988), le plus répandu et le plus général 
est le régulateur à structure variable (RSV) opérant en mode de glissement 
(MG). 
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Ce type de système a été étudié d'abord en Union Soviétique (Utkin, 
1977, 1978). Par la suite, ces travaux ont été repris ailleurs, soit pour 
compléter l'étude théorique, soit pour étudier quelques applications pos-
sibles (Young, 1978; Slotine, 1983; Utkin, 1984). 
1.4.2 Principe de la commande par mode de alissement 
Un système à structure variable est constitué de sous-systèmes 
continus et d'une logique de sélection. On peut ainsi combiner les proprié-
tés utiles de chacune des structures ou encore donner au système des pro-
priétés non présentes dans ces structures. Dans la commande par MG, le 
point représentatif du système (point défini par l'ensemble des variables 
d'état du système) est contraint à se déplacer le long d'un ou de plusieurs 
hyperplan(s) dans l'espace d'état. De cette façon, l'insensibilité face aux 
variations des paramètres et le rejet des perturbations sont assurés. 
Cependant, pour obtenir un tel régime de glissement, la loi de commande 
doit être discontinue. 
Considérons une équation différentielle continue par partie avec 
second membre discontinu sur une hypersurface. Si les trajectoires de 
l'équation différentielle hors de la surface de discontinuité pointent vers la 
surface de discontinuité (figure 1.2), il est intuitivement plausible que les 
trajectoires qui ont origine sur la surface de discontinuité demeurent 
(glissent) sur la surface de discontinuité ou surface de glissement. Ceci 
impose alors certaines contraintes sur la dynamique du système. De plus, 
même si le second membre est perturbé, ces contraintes sur la dynamique 
du système autour de la surface de discontinuité demeurent les mêmes tant 
Il 
que les trajectoires de l'équation perturbée pointent vers la surface de 
discontinuité (à condition, bien sûr que la surface de glissement ne soit pas 
perturbée). 
Surface de 
discontinuité 
Figure 1.2 Orientation des trajectoires dans l'espace d'état permettant 
d'obtenir le mode de glissement. 
Par un choix adéquat de la surface de glissement et d'une commande 
continue par partie, les trajectoires du système peuvent être contraintes à 
demeurer sur la surface de glissement et le comportement dynamique du 
système est alors complètement spécifié par cette surface de glissement. 
Cette invariance ainsi obtenue face aux variations des paramètres et à 
certaines perturbations est une caractéristique très importante dans 
plusieurs domaines dont la commande des manipulateurs en robotique qui 
sont considérés comme des systèmes variant dans le temps. 
1.4.3 Conflaurations de systèmes de réalaae par mode de 
aHssement 
Dans les systèmes de réglage à structure variable, on peut distinguer 
deux configurations de base différentes (BÜHLER, 1986). La première 
configuration change la structure par commutation d'une contre-réaction 
d'état variable (figure 1.3), tandis que la seconde change la structure par 
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commutation au niveau de l'organe de commande (figure 1.4). Analysons 
donc les caractéristiques principales de ces deux configurations. 
a) Confi~uration avec changement de la structure par commu-
tation d'une contre-réaction d'état variable. 
Organe 
de 
commande 
uemit) 
S(X;t) 
u(t) Système 
à 
commander 
T 
KC; 
y(t) 
X(t) 
Figure 1.3 Système de réglage à structure variable avec changement de la 
structure par commutation d'une contre réaction d'état 
variable. 
Le système à régler possède une grandeur scalaire de commande u(t) 
et une grandeur de sortie y(t) (figure 1.3). Son comportement est décrit 
par le vecteur d'état X(t), où t est le temps. Ce dernier est mis en contre-
réaction soit par le vecteur ligne - KCl T, soit par - KC2 T selon la position 
du commutateur. La tension de commande est amenée à l'organe de 
commande qui fournit la grandeur de commande u(t). Le choix de la 
contre-réaction d'état se fait à l'aide de la loi de commutation s(X,t) de la 
façon suivante : 
ucm(t) = ucml (t) = - KCl T pour s(X,t) > 0 
ucm(t) = ucm2(t) = - KC2 T pour s(X,t) < 0 
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(1.1) 
(1.2) 
Avec une loi de commutation adéquate, on peut obtenir un phéno-
mène transitoire stable et bien amorti même si les deux contre-réactions 
d'état peuvent donner, sur une base individuelle, un comportement instable 
ou à la limite de la stabilité. 
Sous certaines conditions, la commutation se fait à une fréquence très 
élevée (théoriquement infmiment élevée). Le système travaille alors en 
mode de glissement. Le comportement dynamique du système est alors 
détenniné par la condition : 
s(X;t) = 0 (1.3) 
L'organe de commande reçoit, dans ce cas, un signal de commande 
ucm(t) qui commute entre ucm1 (t) et ucm2(t), ce qui peut provoquer une 
forte sollicitation de l'organe de commande. 
b) Confi~uration avec chan~ement de la structure par commu-
tation au niveau de l'or~ane de commande. 
Dans ce cas (figure 1.4), l'organe de commande doit être conçu de 
sorte que la grandeur de commande u(t) ne prenne que deux valeurs 
constantes: Umin et Umax (hacheur, par exemple). La commutation entre 
ces deux valeurs est imposée par la loi de commutation de la façon 
suivante: 
u(t) = umax pour s(X;t»O 
u(t) = umin pour s(X;t)<O 
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(1.4) 
(1.5) 
Dans ce cas aussi, il est possible que la commutation ait lieu à une 
fréquence très élevée de sorte que le système de réglage travaille en mode 
de glissement. Le comportement dynamique du système est alors égale-
ment déterminé par: 
s(X;t) = 0 
Vmax 
Vmin 
Organe de 
commande 
s(X;t) 
u(t) Système 
à 
commander 
X(t) 
(1.6) 
y(t) 
-
Figure 1.4 Système de réglage à structure variable avec changement de la 
structure par commutation au niveau de l'organe de 
commande. 
Cette configuration correspond, en principe, à un réglage à deux 
positions avec loi de commutation performante. Une étude approfondie en 
est faite par BÜHLER (1986). 
c) Application de ces deux structures à la commande de position 
d'un moteur à courant continu 
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Dans le cas d'une commande de position, les deux configurations de 
base peuvent être utilisées pour réaliser la commande: 
(1) incorporer la commande du courant au correcteur à structure 
variable; 
(2) utiliser un correcteur de courant externe au régulateur à structure 
variable. 
L'approche (1) correspond à la configuration présentée à la figure 1.4. 
Pour réaliser ce type de commande, le calculateur doit être très rapide afin 
de limiter les délais de commutation de structure. L'approche (2) corres-
pond à la configuration présentée à la figure 1.3. Dans ce cas, la partie la 
plus rapide du système (boucle de courant) est commandée analogiquement. 
Le système à régler étant, en principe, plus lent que le système à comman-
der par l'approche précédente, les délais introduits par le calculateur ont 
une influence moindre et un calculateur plus lent peut être utilisé. Cette 
configuration a été adoptée et étudiée par Pierre Sicard (Sicard, 1989). 
1.4.4 Caractéristiques de la commande par mode de 
Klissement 
Dans la littérature, on attribue les caractéristiques suivantes aux 
régulateurs à structure variable (RSV) fonctionnant en mode de glissement 
(MG) (Sicard, 1989) : 
- grande précision; 
- réponse dynamique rapide et sans dépassement (si désiré); 
- simplicité de conception et d'implantation; 
- robustesse; 
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- le problème de stabilité globale du système n'existe pas : la loi de 
commande est définie de façon à ce que toutes les trajectoires se 
dirigent vers les hyperplans de glissement. TI suffit alors que ces 
hyperplans de glissement défmissent un système stable. 
- la connaissance des valeurs des paramètres du système n'est pas 
nécessaire pour la conception: seules les valeurs limites des para-
mètres sont requises. 
- les dérivées de la variable à commander peuvent être utilisées pour 
accélérer la réponse et permettre une plus grande variation des pa-
ramètres. Cependant, ceci diminue l'immunité du système face au 
bruit. 
- les non-linéarités et les interactions (couplages) peuvent être traitées 
et rejetées comme des perturbations. 
- invariance face aux paramètres : conception plus souple, précision 
moins importante. 
- peuvent être appliqués à la linéarisation des procédés. 
- la performance d'un système de commande par MG est insensible à 
la présence de faibles constantes de temps dans le système telles que 
le délai de commande dans l'élément de puissance et les retards 
introduits par les filtres dans les retours. Cependant, ces constantes 
de temps peuvent causer des oscillations à haute fréquence. 
- applicables à des nombreux systèmes et particulièrement appropriés 
pour les deux situations suivantes : 
* la réponse du système original est indésirable ou instable; 
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* le système est soumis à des fortes perturbations externes ou 
perturbations d'interaction qui sont difficiles à prédire ou à 
rçjeter. 
Malgré le fait que le réglage par mode de glissement possède plu-
sieurs avantages, cette méthode a été peu appliquée à cause des désayantaies 
suivants: 
- utilisation des dérivées de la variable à régler: celles-ci sont fré-
quemment requises pour réaliser une commande convenable, selon 
l'ordre du système (BÜHLER, 1986). Ceci limite grandement le 
champ d'application des correcteurs utilisant le MG. 
- durant la phase de convergence, la trajectoire, à partir d'une condi-
tion initiale quelconque hors de l'hyperplan de glissement, tend vers 
celui-ci. Pendant cette phase, le système est sensible aux variations 
de paramètres et aux perturbations. 
Cette phase doit donc être minimisée ou éliminée. 
- activité intense du signal de commande : La commande par correc-
teur fonctionnant en MG présente des discontinuités sur les hyper-
plans de glissement (plans de commutation) qui causent des oscilla-
tions à la sortie du système de commande. Ces deux phénomènes 
sont amplifiés par la présence des faibles délais (fréquence de 
commutation limitée) et des faibles constantes de temps négligées lors 
de la conception. Ainsi, alors que la commande en MG résulte en 
une loi de commande robuste face aux variations des paramètres et 
aux perturbations, elle n'est pas robuste face aux approximations 
usuelles de modélisation. Ainsi, l'effet de la commutation constante 
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de la commande sur les éléments mécaniques du système doit être 
considéré. De plus, l'instabilité du signal de commande peut causer 
une erreur stationnaire à la sortie. Ainsi, le signal de commande doit 
être traité afin d'atténuer ou d'éliminer les oscillations. 
1.5 Commande adaptative active 
1.5.1 Djfférentes stratéKjes de la commande adaptative 
active 
Présentement, il existe trois stratégies principales de commande 
adaptative active : 
- programmation automatique des gains PAG ("gain scheduling"); 
- commande adaptative avec modèle de référence CAMR ("model re-
ference adaptive control"); 
- et les régulateurs auto-syntonisants RAS ("self-tuning regulators") 
(Astrom, 1987; Dote,1988). 
1.5.2 Commande adaptative basée sur la prQKrammation 
automatique des Kajns 
TI est parfois possible de trouver des variables auxiliaires du procédé 
qui possèdent un bon degré de corrélation avec les variations de la dyna-
mique du procédé. TI est alors possible d'éliminer l'influence des variations 
de paramètres du procédé en modifiant les paramètres du correcteur en 
fonction des variables auxiliaires. Cette approche est appelée programma-
tion automatique des gains P AG car ce type d'adaptation était originalement 
utilisé pour accommoder les variations du gain du procédé seulement 
(figure 1.5). Lorsque les variables auxiliaires appropriées ont été choisies, 
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les paramètres du correcteur sont détenninés pour différentes conditions de 
fonctionnement à l'aide d'une méthode de conception appropriée. La 
stabilité et les perfonnances du système sont généralement évaluées par 
simulation en portant une attention particulière à la transition entre les dif-
férentes conditions de fonctionnement. 
Paramètres du Mesures 
régulateur Programmation auxiliaires 
des gains ~ 
" 
Uc U(n) Système à 1-- Y(n) 
-Entrée Régulateur 
-
commander 
-~ Sortie 
Figure 1.5 Schéma d'une commande adaptative basée sur la programma-
tion automatique des gains (p.A.G). 
L'avantage principal de cette stratégie est que les paramètres du 
correcteur peuvent être modifiés très rapidement en réponse aux fluctua-
tions du procédé. Les facteurs limitatifs dépendent de la rapidité avec 
laquelle les mesures auxiliaires répondent aux fluctuations du procédé. 
Cependant, la conception demande beaucoup de temps à cause du grand 
nombre de répétitions du processus de conception et de simulation. De 
plus, la P AG est une stratégie de commande de type boucle ouverte compa-
rable à la correction par anticipation: il n'y a aucune rétroaction pour 
compenser une mauvaise programmation ou une programmation incom-
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pIète (facteurs externes non considérés, par exemple). Cette stratégie de 
commande n'est donc pas robuste. 
1.5.3 Commapde adaptatiye ayec modèle de référepce 
La commande adaptative avec modèle de référence (CAMR) est une 
autre méthode permettant d'adapter les paramètres du correcteur 
(figure 1.6). Les cahiers de charges sont définies en terme d'un modèle de 
référence qui décrit la réponse désirée à la sortie du procédé à un signal de 
commande donné. Notons que le modèle de référence fait partie intégrante 
du système de commande. Le correcteur peut être considéré comme 
constitué de deux boucles. La boucle interne est une boucle de commande 
classique comprenant le procédé et le régulateur. Les paramètres du régu-
lateur sont ajustés par la boucle externe de façon à minimiser l'erreur entre 
la sortie du modèle de référence et la sortie du procédé. La boucle externe 
agit donc comme une boucle de régulation. 
La CAMR présente certains avantages tels que : 
- elle permet d'utiliser un modèle simplifié lors de la conception; 
- elle maintient des bonnes performances en présence de variations de 
paramètres et des perturbations; 
- elle permet d'avoir une adaptation rapide pour des entrées défInies. 
Cependant, la CAMR présente les faiblesses suivantes : 
- problème de stabilité; 
- temps de réponse lent suite à des valeurs initiales erronées des 
intégrateurs du mécanisme d'adaptation (si utilisés); 
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- il est souvent difficile de trouver une compensation efficace contre 
les effets des perturbations importantes; 
- la complexité de l'algorithme peut être un obstacle important à une 
implantation sur microprocesseurs, ce qui en limite l'utilisation avec 
les systèmes rapides. 
~ Modèle de 
Yr(n) 
référence 
Erreur de sortie "+ Actualisation 
des paramètres et 
-du régulateur Mécanisme 
-~ d'ajustement 
Uc Système à Y(n) .. Régulateur .. 
ntrée r U(n) commander Sortie E 
Figure 1.6 Schéma d'une commande adaptative avec modèle de référence 
(C.A.M.R). 
Un autre désavantage important se situe au niveau de la conception 
du mécanisme d'adaptation. Ce mécanisme doit détecter l'erreur à la sortie 
pour déterminer la façon avec laquelle doit se faire l'ajustement des coef-
ficients du contrôleur. TI doit aussi rester stable quelques que soient les 
conditions. Le problème est qu'il n'y a aucune méthode théorique générale 
pour la conception de ce mécanisme d'adaptation. D'ailleurs, la plupart des 
fonctions d'adaptation sont spécialement conçues pour des applications spé-
cifiques. 
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1.5.4 Commapde adaptative à l'aide des réeulateurs auto-
syptopisapts 
Une autre méthode pour obtenir un système adaptatif est d'utiliser la 
stratégie suivante : (a) déterminer un modèle approprié du système; (b) 
estimer les paramètres du système à l'aide d'un estimateur récursif; (c) 
utiliser les valeurs estimées pour déterminer une loi de commande. Un tel 
système est nommé régulateur auto-syntonisant RAS (figure 1.7). Ce 
régulateur peut être constitué de deux boucles. La boucle interne com-
prend le procédé et un correcteur avec rétroaction. Les paramètres du 
correcteur sont ajustés par la boucle externe qui est composée d'un estima-
teur de paramètres récurrent et d'un algorithme de conception du 
correcteur. 
Uc 
Entrée 
Algorithmede~--~ 
conception du 
régulateur 
Estimateur ... 
de paramètres 
Régulateur 
U(n) Système à 
t---..... ~ commander 
Y(n) 
.. 
Sortie P 
Figure 1.7 Schéma d'une commande adaptative basée sur un régulateur 
auto-syntonisant (R.A.S). 
L'algorithme de conception du correcteur est exécuté en temps réel. 
Celui -ci peut être basé sur les critères de marge de gain et marge de phase, 
sur le positionnement des pôles, sur la minimisation de la variance ou sur 
diverses autres techniques. 
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Puisque le signal de commande du procédé est généré par rétroac-
tion, l'obtention d'une bonne estimation n'est nullement garantie. Une 
condition nécessaire pour que les paramètres soient identifiables est que le 
signal de commande soit d'un ordre suffisant et soit actif (ou excitant). 
Pour s'assurer que cette condition soit respectée, il peut être nécessaire 
d'introduire un signal d'excitation ou d'utiliser un système de supervision 
afm de n'effectuer une mise à jour des valeurs que lorsque le signal de 
commande est actif. 
On attribue aux RAS une grande flexibilité (choix de l'algorithme 
d'identification et de l'algorithme de conception du régulateur), une sim-
plicité à la compréhension et une implantation aisée sur microprocesseurs. 
Cependant la convergence de l'algorithme de commande dépend de la 
convergence de l'algorithme d'identification. On doit donc utiliser un 
modèle précis du procédé et s'assurer de la richesse du signal de commande 
(ou de l'efficacité du système de supervision). De plus, la présence des 
perturbations importantes peut causer des erreurs d'estimation et requiert 
donc l'utilisation d'algorithmes spéciaux. La quantité de calculs à effectuer 
peut aussi être importante, ce qui en limite l'utilisation avec les systèmes 
rapides. 
1.6 BUan de la comparaison et stratéKie adoptée 
Le réglage par mode de glissement présente plusieurs avantages tels 
que la robustesse et la grande précision. Les non-linéarités et les interac-
tions (dues aux couplages) peuvent être traitées et rejetées comme des per-
turbations. Les systèmes de réglage par MG sont applicables à des nom-
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breux systèmes et particulièrement appropriés pour les deux situations 
suivantes: 
- la réponse du système original est indésirable ou instable; 
- le système est soumis à des fortes perturbations externes ou pertur-
bations d'interaction qui sont difficiles à prédire. 
Malgré le fait que le réglage par MG possède plusieurs avantages, 
cette méthode a été peu appliquée à cause des désavantages suivants : 
- l'utilisation des dérivées de la variable à régler limite grandement le 
champ d'applications des correcteurs utilisant le MG; 
- durant la phase de convergence, le système est sensible face aux 
variations des paramètres et aux perturbations; 
- la commande par MG présente des discontinuités sur les hyperplans 
de glissement qui causent des oscillations à la sortie du système et une 
activité intense du système de commande. De plus, l'instabilité du 
signal de commande peut causer une erreur stationnaire à la sortie. 
Différentes solutions ont été proposées dans la littérature (Sicard, 
1989) afin de corriger ces faiblesses. Malheureusement, ces corrections 
sont obtenues au coût d'une perte de robustesse face aux spécifications 
dynamiques, complexité de conception et d'analyse accrue et peuvent causer 
des problèmes de stabilité locale. 
Pour ces raisons, la stratégie de commande par MG n'a pas été 
retenue pour la commande de position du servomoteur qui fait l'objet de 
notre étude. 
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La stratégie de commande par programmation automatique des gains 
présente, par contre, un avantage principal qui consiste dans la possibilité 
de modifier les paramètres du correcteur très rapidement en réponse aux 
fluctuations du procédé. Cependant, la conception demande beaucoup de 
temps à cause du grand nombre de répétitions du processus de conception 
et de simulation. L'inconvénient majeur de cette stratégie est qu'elle n'est 
pas robuste, ce qui exclue la possibilité de son utilisation dans la présente 
application. 
D'excellents résultats peuvent être obtenus avec la commande 
adaptative avec modèle de référence (CAMR) et les régulateurs auto-
syntonisants (RAS). La CAMR présente certains avantages tels que: 
- elle permet d'utiliser un modèle simplifié lors de la conception; 
- elle permet d'avoir une adaptation rapide pour des entrées connues; 
Cependant, la CAMR présente les faiblesses suivantes : 
- problème de stabilité; 
- temps de réponse lent suite à des valeurs initiales erronées des 
intégrateurs du mécanisme d'adaptation (si utilisés); 
- il est souvent difficile de trouver une compensation efficace contre 
les effets de perturbations importantes; 
- la complexité de l'algorithme exige l'utilisation d'un processeur 
suffisamment rapide. 
Un autre désavantage majeur de cette stratégie est qu'il n'existe aucune 
méthode théorique générale pour la conception du mécanisme d'adaptation. 
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Pour ces raisons, la stratégie de commande adaptative avec modèle 
de référence n'a pas été retenue. 
Parmi les différentes stratégies de commande déjà exposées, on 
constate que les régulateurs auto-syntonisants se distinguent par les meil-
leures performances. 
Ceux-ci présentent une grande flexibilité dans le choix de 
l'algorithme d'identification et de celui de conception du régulateur. 
D'autre part, une connaissance préliminaire mineure du système à com-
mander est requise. De plus, l'implantation pratique est relativement plus 
simple que dans le cas des autres techniques. 
Le seul désavantage de cette stratégie de commande est la conver-
gence conditionnelle de l'algorithme d'identification des paramètres du 
système à commander. En effet, une condition nécessaire pour que les 
paramètres soient identifiables est que le signal de commande soit d'un 
ordre suffisant et soit actif. Pour s'assurer que cette condition soit respec-
tée, il peut être nécessaire d'introduire un signal d'excitation ou d'utiliser 
un système de supervision afin de n'effectuer une mise à jour des valeurs 
estimées que lorsque le signal de commande est actif. D'autres solutions 
peuvent être envisagées pour remédier à ce problème. Par exemple : 
- une perturbation initiale peut être requise pour démarrer 
l'estimation; 
- une autre solution est de commencer la commande en boucle ouverte 
ou manuellement, ce qui permet d'avoir une période d'estimation 
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préliminaire. Une fois qu'un vecteur des paramètres a été établi, la 
boucle est fennée et le processus d'auto-réglage commence. 
Ainsi, la commande adaptative basée sur les régulateurs auto-syntoni-
sants a été adoptée pour la commande de position d'un servomoteur de type 
courant continu entraînant un axe de robot industriel. Cet axe est simulé 
par une charge variable à configurations multiples. 
CHAPITRE 2 
, , 
MODELISATION CONTINUE ET DISCRETE DE 
L'ENSEMBLE CONVERTISSEUR-MACHINE À 
. COURANT CONTINU 
2.1 Iptroductiop 
Pour l'application de la commande numérique, on est amené à 
définir un modèle dynamique du système à commander. Pratiquement, le 
modèle sera déterminé en mode de fonctionnement continu. Certaines hy-
pothèses doivent être établies, afin de faciliter la détermination de ce 
modèle. Une fois le modèle défini, une discrétisation s'avère nécessaire 
avant de commencer l'analyse de la commande et de la régulation. 
Ainsi, dans ce chapitre, on étudie le modèle de la machine à courant 
continu fonctionnant en moteur à excitation séparée. Le modèle dynamique 
du convertisseur CC-CC, de même que son fonctionnement seront traités. 
Le modèle global de l'ensemble convertisseur-machine CC sera donné de 
deux façons différentes, soient le modèle d'état et le modèle par fonctions 
de transfert. Ces modèles vont être également donnés dans le domaine de 
temps discret, tout en justifiant le choix de la période d'échantillonnage. 
2.2 Modèle du moteur à courapt coptipu 
Dans cette partie, on va mettre en évidence la mise en équations du 
système à commander. Ce dernier est un moteur à courant continu com-
mandé soit par tension soit par courant appliqué à l'induit. Les applica-
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tions basées sur un tel système sont très larges surtout dans le domaine de la 
robotique, qui depuis quelques années évolue considérablement. 
2.2.1 Hypothèses simpljficatrjces 
Lors de la modélisation de la machine utilisée, on admet quelques 
hypothèses permettant une simplification du traitement. 
A) L'excitation des enroulements inducteurs est constante et égale à la 
valeur nominale. 
B) Les matériaux magnétiques ne sont pas saturés, ceci permet 
d'exprimer le flux comme une fonction linéaire du courant. 
C) On suppose que les pertes de fer (hystérésis et courants de Foucault) 
sont nulles. 
D) La réaction magnétique de l'induit n'est pas considérée. 
E) Tous les enroulements formant l'induit de la machine sont représen-
tés par une résistance et une inductance. Leurs valeurs ne changent 
pas durant le fonctionnement. 
2.2.2 Équations du modèle électrique et mécanique du 
moteur cc 
Considérons le schéma de la figure 2.1. Celui -ci représente un mo-
dèle mathématique des phénomènes électriques et mécaniques dans un mo-
teur à courant continu. TI est équivalent au système d'équations suivant: 
(2.1) 
ea = Ke oo(t) (2.2) 
(2.3) 
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Tm = Kt ia(t) (2.4) 
, 
ou 
Va : la tension aux bornes de l'induit du moteur CC; 
la : le courant dans l'induit du moteur CC; 
Cl) : la vitesse angulaire du moteur [en radis]; 
Ra : la résistance de l'induit; 
La : l'inductance équivalente de l'induit; 
ea : la force contre-électro-motrice du moteur; 
Ke : la constante de f.c.e.m du moteur; 
Kt : la constante de couple du moteur; 
Tm : le couple moteur; 
Td : le couple de perturbation dû à la charge; 
Jm : l'inertie du moteur; 
JL : l'inertie de la charge; 
Jt : l'inertie totale (Jt = Jm +JL ); 
Fm : frottement du moteur; 
FL : frottement due à la charge; 
Ft : frottement total (Ft = Fm + FL ). 
Le moteur à courant continu peut entraîner une charge d'une façon 
directe ou indirecte. La dernière solution inclut l'utilisation d'un réducteur 
de vitesse. Les caractéristiques du moteur, du réducteur de vitesse ainsi 
que de la charge sont indiquées à l'annexe A. 
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Pour la conception et la simulation, les paramètres Ra' La' Kt et Ke 
sont considérés constants et connus. Par contre, l'inertie et le frottement 
sont considérées variables, de même pour le couple Td• 
La Ra 
Charge 
Figure 2.1 Schéma équivalent d'un moteur à courant continu entraînant 
une charge. 
~ 
1 1 0) .. 1 4 
-F-t-C l+sT
m
) .. s 
-
Figure 2.2 Schéma fonctionnel du moteur à courant continu soumis à des 
perturbations de couple de charge. 
2.2.3 Schéma fonctionnel du moteur CC 
Le schéma fonctionnel du moteur à courant continu soumis à des 
perturbations de couple est indiqué à la figure 2.2. Le moteur CC peut 
être commandé aussi bien en courant qu'en tension. La commande en 
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courant a fait l'objet d'une étude précédente (Ennaceur, 1990). Dans le 
présent travail, on a adopté la commande en tension que ce soit pour le 
modèle d'état ou le modèle par fonctions de transfert. 
2.3 Modèle du convertisseur alimentant le moteur à courant 
continu 
2.3.1 FOnctiOnnement du cOnvertisseur 
G1 T3 G3 
G2 T4 G4 
Résistance shunt 
Figure 2.3 Configuration du hacheur à MOSFETs alimentant le moteur 
CC. 
Le convertisseur choisi est un hacheur quatre-quadrants utilisant des 
MOSFETs comme interrupteurs (figure 2.3, annexe B). Une commande 
en paires complémentaires avec temps mort (figure 2.4) est utilisée pour 
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commander l'ouverture et la fermeture des interrupteurs. Cette configu-
ration permet la récupération de l'énergie produite par la source de 
courant que présente le moteur. De plus, le fonctionnement en mode de 
conduction discontinue du courant n'existe pas avec ce type de commande. 
Le hacheur est protégé contre les surintensités à l'aide d'un limiteur qui 
bloque les signaux d'attaque des interrupteurs lorsque le courant mesuré à 
l'aide d'un shunt dépasse un certain seuil. 
Figure 2.4 Signaux de commande des interrupteurs du hacheur. 
u cm --___ IVl-----1 
il c 
2 
m 1 
Figure 2.5 Représentation schématique d'un dispositif de contrôle à base 
de modulation de largeur d'impulsions (MLI). 
Les signaux de commande du hacheur sont générés par un circuit 
analogique à base de modulation de largeur d'impulsions MLI ("Pulse 
Width Modulation") dont le principe est indiqué à la figure 2.5. La 
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tension de référence provenant de l'unité de commande de position est 
comparée à une tension en dents de scie générée par le circuit ML!; la 
résultante de cette comparaison est utilisée pour commander le hacheur. 
c 
Figure 2.6 Principe de la comparaison du signal de commande (Ucm) avec 
la tension en dents de scie (Uh). 
2.3.2 Fonction de transfert du convertisseur 
La variation de la tension de commande ne se répercute sur la 
tension continue Va qu'aux instants d'intersections de la tension ucm avec uh' 
plus précisément avec la pente positive de Uh (figure 2.6). Le temps de 
retard varie de façon aléatoire entre 0 et Tp• En moyenne, il est de l'ordre 
de : 
T - Tn - 1 cm---'=- ---
2 2 Fp 
où Fp est la fréquence de pulsation (Fp = ...L) Tp 
(2.5) 
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Le temps T cm peut être considéré comme un temps mort de sorte que la 
fonction de transfert du convertisseur peut être exprimée par la relation 
suivante: 
(2.6) 
où V c est la tension de commande appliquée au hacheur à travers le circuit 
ML!. Sachant que : 
00 
. i 
esT = L sT 
i=O i! 
et en négligeant les termes de la série pour tout i supérieur ou égal à 2, la 
fonction de transfert devient : 
(2.7) 
De la dernière relation, on peut déduire le modèle d'état du convertisseur: 
(2.8) 
Pour un convertisseur à MOSFETs, la fréquence de pulsation est de 
quelques KHz au moins, pour ceci on peut se permettre durant la phase de 
conception et de simulation, de négliger le temps Tcm qui est très faible. 
Dans ce cas le modèle du convertisseur se réduit à : Va(s) = Kcm * Vc(s). 
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2.4 Modèle de l'ensemble cOnvertisseur-moteur CC 
2.4.1 Modèle d'état COntinU 
En se basant sur les équations électriques et mécaniques du moteur 
CC (équations 2.1-2.4) et sur le modèle simplifié du convertisseur, on 
établit le modèle d'état du système à commander sous la forme suivante: 
d[x(t)] = A x(t) + B u(t) + D v(t) 
dt 
y(t) = C x(t) 
En choisissant le vecteur d'état adéquatement on obtient: 
d9(t) 0 1 0 0 dt 9(t) 
doo(t) 
= 0 :ft & oo(t) + 0 vc(t) + dt Jt Jt 
dia(t) 0 :& -Ra ia<t) ~ dt La La La 
y(t) = 9(t) = [1 0 0] x(t) 
0 
~ 
Jt 
0 
Td(t) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
Dans ce modèle, la vitesse angulaire [en radis] peut être remplacée par la 
vitesse de rotation N [rpm ou tr/mn] qui est directement mesurable. 
2.4.2 Modèle COntinu par fonctiOn de transfert 
En se basant sur le schéma fonctionnel du moteur CC (figure 2.2) et 
en posant Va = Ka V c (c'est-à-dire Ka = Kcm), on obtient: 
(2.13) 
où 
'te: constante de temps électrique ('te = h); 
Ra 
'tm : constante de temps mécanique ('tm = 11.); 
Ft 
En considérant que 'te« 'tm, on obtient: 
où 
't= Jt Ra 
(Ft Ra + Kr) 
Kl= Kt Ka 
(Ft Ra + Kr) 
Finalement : 
37 
(2.14 ) 
(2.15) 
(2.16) 
(2.17) 
2.4.3 Modèle discret de l'ensemble convertisseur-machine 
~ 
Si l'on applique le théorème de Shannon pour la fréquence 
d'échantillonnage minimale, soit f ~ 2 fmax on obtient: 
T ~ Tmin 
2 
où T min est la plus petite constante de temps du système. 
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Pour la conception et la simulation, la période d'échantillonnage a été 
fixée à T = 10 ms. Le schéma fonctionnel du système global échantillonné 
en boucle fermée est donné à la figure 2.7. Le convertisseur numérique-
analogique est représenté par un échantillonneur-bloqueur d'ordre zéro 
(B.O.Z). Ce schéma est équivalent à celui indiqué à la figure 2.8. La 
boucle de retour est supposée à gain unitaire. 
9réf T T ---+~"--~ Kc 1 Ra(l + sTe) 
Lo-------Ia Tm 
1 
I1(l + S Tm) 
Figure 2.7 Schéma fonctionnel du système de positionnement global en 
boucle fermée. 
Moteur CC 
+ 
Micro-contrôleur B.O.Z 
9réf T 
e* Vc 9 + G(z) D(z) 
Figure 2.8 Schéma fonctionnel du système global échantillonné en boucle 
fermée. 
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A) Modèle d'état discret 
La discrétisation du modèle d'état continu basée sur la transforma-
tion en z donne le modèle suivant: 
9(k) = pT x(k) 
, 
ou 
x(k) = [9(k) ro(k) ia(k)]T 
F 
gu = [guI gu2 gu3]T 
gv = [gvl gv2 gv3]T 
pT = [1 0 0] 
ou autrement : 
9(k+l) 
ro(k+l) = 
ia(k+l) 
Fu F12 F13 
F21 F22 F23 
F31 F32 F33 
9(k) 
ro(k) 
ia(k) 
9(k) 
y(k) = 9(k) = [1 0 0] ro(k) 
ia(k) 
(2.18) 
(2.19) 
vecteur d'état du système discret; 
matrice d'état du système discret 
vecteur de commande 
vecteur de couplage avec la pertur-
bation 
(2.21) 
v c(k) est calculée à partir de la loi de commande considérée; par contre 
T d(k) est le couple de charge appliqué au moteur CC à travers le réducteur 
de vitesse. 
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B) Modèle discret par fonctions de transfert 
La discrétisation de FI(s) et F2(s) (après simplification) basée sur la 
transformation en z donne : 
où 
F2(Z) = [ 9(z) ] = Cl Z + C2 
Td(Z) vc=o z2 + al Z + a2 
al = - (1 + a2); 
_I 
a2 = e 1:; 
bl = KI (T - t(1 - e-~»; 
b2 = KI (t(1 - e-~) - T e-~); 
Cl = K2 (T - t(1 - e-~»; 
C2 = K2 (t(1 - e-~) - T e-~). 
(2.22) 
(2.23) 
En se basant sur la relation entre KI et K2 (Eq. 2.15 et 2.16), on peut 
déduire facilement: Cl = r b l et c2 = r b2. La connaissance de ab a2, 
b l , ~, Cl et C2 est indispensable pour reconstruire le modèle discret du 
système à commander. En appliquant le principe de superposition, on 
obtient finalement la fonction de transfert du système échantillonné en 
boucle ouverte : 
(2.24) 
En conclusion, dans le présent chapitre on a modélisé le système de 
deux façons différentes, soit le modèle d'état et le modèle par fonction de 
transfert. Le choix du modèle convenable sera déterminé en concordance 
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avec la loi de commande utilisée. D'autre part, il importe de mentionner 
que le modèle par fonctions de transfert sera utilisé comme point de départ 
pour le processus d'identification de paramètres qu'on exposera au chapitre 
3. 
CHAPITRE 3 
, 
ESTIMATION DES PARAMETRES DE 
L'ENSEMBLE CONVERTISSEUR-MOTEUR CC 
COMMANDÉ EN TENSION 
3.1 Gépéralités 
Dans l'étude des schémas de commande adaptative de type indirect, 
on fait souvent appel à l'une des méthodes d'identüication (ou d'estimation) 
de paramètres du procédé commandé (Goodwin, 1977; Iserman, 1981). 
Dans la plupart des applications, on a recours à la méthode récurrente des 
moindres carrés ("Recursive Least Squares" ou RLS). Dans sa forme la 
plus simple, la méthode RLS ne permet pas de tenir compte des variations 
des paramètres qui sont externes au système tels que les perturbations. 
Pour ceci il suffit de faire une certaine extension ce qui revient à utiliser la 
méthode récurrente des moindres carrés étendue ("Extended Recursive 
Least Squares" ou ERLS) dont le principe est le même que la méthode 
RLS. Dans le présent chapitre, on va se limiter à l'application de la der-
nière méthode pour identifier les paramètres internes de l'ensemble action-
neur-charge commandé en tension. 
3.2 Principe de la méthode d'identification récurrente des 
moindres carrés (RLS) 
Dans sa forme la plus simple, la méthode d'identification des 
moindres carrés est basée sur la minimisation des fonctions de la forme : 
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N 2 
S(8) = L (Yt - xt8) 
t;::1 (3.1) 
où 
Yt = scalaire de sortie observé à l'instant t; 
8 = vecteur de paramètres à estimer (8 ERP); 
XtT = vecteur de mesures entrée-sortie (à l'instant t). 
L'estimé du vecteur de paramètres obtenu par la méthode des 
moindres carrés en se basant sur l'observation de Yb Y2, .... , YN (voir 
annexe C) est donné par: 
(3.2) 
où 
xI YI 
et 
YN 
Les formules de base utilisées pour l'estimation récurrente du vec-
teur de paramètres sont les suivantes (annexe C) : 
(3.3) 
KN+I = PN XN+I 
( 1 + X&+l PN XN+l ) (3.4) 
(3.5) 
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La dernière relation peut s'écrire aussi sous la fonne : 
Les étapes principales suivies pour aboutir à ces résultats sont 
données à l'annexe C. Des renseignements plus détaillés peuvent être trou-
vés dans les références "Dynamic System Identification: Experiment 
Design and Data Analysis" (Goodwin, 1977) et "Digital Control System" 
(Isennan, 1981). 
3.3 Identification des paramètres de l'ensemble hacheur-
actionneur-cbaree commandé en tension 
Les paramètres qui sont sujets à des variations sont l'inertie (JJ, le 
frottement (FJ ainsi que le couple de charge (Td). Dans la présente partie, 
on va considérer seulement les variations dues à Jt et Ft. L'effet de varia-
tion du couple de charge T d sur le processus d'estimation fera l'objet du 
chapitre suivant. 
Le modèle discret du système à commander a été donné au chapitre 
2. En se basant sur l'équation (2.24) et en considérant que T d = 0, il suffit 
d'estimer a2, bl et b2 pour reconstruire le modèle approximatif du système, 
et pour évaluer l'ordre de grandeur de Jt et Ft pour fin d'adaptation du 
dispositif de commande. En effet, à partir de l'équation (2.24) on peut dé-
duire facilement : 
8(k) - 8(k-1) = a2 [8(k-1) - 8(k-2)] + bl vc(k-1) + b2 vc(k-2) (3.6) 
En posant E(k) = 8(k) - 8(k-1), alors l'équation (3.6) devient: 
(3.7) 
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La matrice PN+lt désormais notée Pc, donnée à l'équation (3.5) est 
proportionnelle à la variance des estimés. Pour assurer un rejet des 
valeurs anciennes du modèle de régression on introduit un facteur d'oubli Â. 
et à peu-près --L de l'information précedente est utilisée pour estimer 8. 
1 - Â. 
En ré culant les formules (3.3)-(3.5) d'un seul pas, en remplaçant l'indice N 
par k et en tenant compte de Â., les formules précedentes deviennent : 
où 
".. ".. ".. 
8(k) = 8(k-1) + K(k) ( y(k) - <pT(k) 8(k-1) ) 
K(k) = Pc(k-1) <p(k) 
( Â. + <pT(k) Pc(k-1) <p(k) ) 
Pc(k) = [ 1 - K(k) cpT(k) ] Pc(k-1) 
Â. 
(3.8) 
(3.9) 
(3.10) 
ê(k) = [a2(k) bl(k) h2(k)]T vecteur des paramètres du mo-
teur CC; 
y(k) = e(k) scalaire de sortie; 
<p(k) =[e(k-1) Vc(k-1) Vc(k-2)]T :vecteurs des mesures entrée-sortie. 
Les éléments du vecteur K sont des facteurs importants qui montrent 
comment la correction et les anciens estimés doivent être combinés. La 
convergence de l'estimateur dépend du vecteur K, de la matrice de cova-
riance Pc et elle est indépendante du vecteur des paramètres. D'où, la 
connaissance du vecteur des paramètres initial n'est pas importante alors 
que la matrice initiale P c(O) doit être choisie assez grande, par exemple, 
P c(O) = 3.4 1011 * 1. 
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Après l'estimation de a2' b l et ~, on peut déduire l'inertie Jt , le 
frottement Ft, le gain KI ainsi que la constante de temps 't du système 
soit: 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
3.4 Copditions de copyeraepce de l'alaorithme d'ideptificatiop 
des paramètres 
Puisque le signal de commande du procédé est généré par rétroac-
tion, l'obtention d'une bonne estimation n'est nullement garantie. Une 
condition nécessaire pour que les paramètres soient identifiables est que le 
signal de commande soit d'un ordre suffisant et soit ~ ("exciting"). 
Pour s'assurer que cette condition soit respectée, il peut être nécessaire 
d'introduire un signal d'excitation ou d'utiliser un système de supervision 
afm de n'effectuer une mise à jour des valeurs estimées que lorsque le 
signal de commande est actif. D'autres solutions peuvent être envisagées 
pour remédier à ce problème. Par exemple : 
une perturbation initiale peut être reqUIse pour démarrer 
l'estimation, 
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- une autre solution est de commencer la commande, initialement, en 
boucle ouverte ou manuellement. Ce qui permet d'avoir une période 
d'estimation préliminaire. Une fois qu'un vecteur des paramètres a 
été établi, la boucle est fermée et le processus d'auto-réglage 
commence. 
3.5 Copclusion 
Dans ce chapitre on n'a pas considéré l'effet de variation du couple 
de perturbation T d(k) sur l'algorithme d'estimation des paramètres. Par 
ailleurs, si l'on considère un couple de charge constant, le problème revient 
à estimer 4 paramètres au lieu de 3, soit: a2' b l , b2 et Co où 
Co = - (Cl + C2) en plus, évidemment, de l'estimation du couple de charge 
lui-même (§ 4.3.1). Dans le cas d'un couple de charge variable ou 
aléatoire, il s'agit de l'estimation de 5 paramètres, soit: a2, bb b2, Cb et C2 
(§ 4.3.2). Ces deux cas seront exposés, en détail, au chapitre 4. 
CHAPITRE 4 
, 
METHODES D'ESTIMATION ET 
D'OBSERVATION 
DU COUPLE DE CHARGE 
4.1 Iptroductiop 
Dans le cas d'un schéma adaptatif de type indirect, on procède à 
l'estimation de tous les paramètres du système moteur-charge variable pour 
pouvoir actualiser les paramètres du régulateur de position. TI s'avère donc 
important d'estimer le couple T d qui intervient au niveau de la charge 
comme une grandeur perturbatrice. Son effet vient s'ajouter éventuelle-
ment à ceux dus aux variations de l'inertie et de la friction. 
En se basant sur les équations électriques et mécaniques du système à 
commander et connaissant les estimés de Jt et Ft, on peut estimer le couple 
de charge de la façon suivante: 
Td(k) = Kt Ia(k) - Ît [ roCk) - ro(k-1) ] - Ft roCk) 
T (4.1) 
D'autres méthodes peuvent être utilisées pour l'estimation ou 
l'observation du couple Td (Goodwin, 1977; Iserman, 1981; Denat, 1985). 
Dans les paragraphes qui suivent nous allons présenter respectivement la 
méthode de conception d'un observateur d'état d'ordre réduit ainsi que la 
méthode d'estimation basée sur une séquence résiduelle. Dans les deux cas, 
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nous aurons recours à la méthode d'identification récursive des moindres 
carrés étendue ("Extended Recursive Least Squares" ou ERLS). 
4.2 Observateur d'état d'ordre réduit 
On se propose de concevoir un observateur de couple, ce dernier 
sera donc traité comme étant une variable d'état supplémentaire. Dans 
cette partie, on va exposer les principales notions de la théorie des observa-
teurs telles que le principe, le modèle dynamique ainsi que la méthode de 
synthèse d'un estimateur d'ordre réduit. 
4.2.1 Princige et modèle dynamique de l'obseryateur 
d'ordre réduit 
Certaines variables telles que le couple de perturbation T d sont dü-
ficiles à mesurer directement, de ce fait il faut les simuler. Il s'agit de 
faire un modèle sur lequel on applique la même entrée u que sur le système 
réel et dont on compare la sortie y avec celle du système réel pour obtenir 
un signal d'écart servant à corriger la simulation. Ce simulateur en temps 
réel s'appelle observateur ou estimateur d'état (Ghribi, 1989; Phillips & 
al., 1990) et son modèle dynamique se pose de la façon suivante: 
x(k+ 1) = F x(k) + gu u(k) + Kob [y(k) - y(k) ] (4.2) 
y(k) = pT x(k) (4.3) 
Le problème consiste à déterminer la matrice de gain Kob de façon à 
"" 
réduire l'écart entre la valeur d'état x(k) et le vecteur d'état observé, soit: 
~x(k) = x(k) - x(k) (4.4) 
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En faisant la différence entre l'équation de l'observateur et celle du 
système réel, on obtient: 
~x(k+ 1) = [ F - Kob P ] ~x(k) (4.5) 
On note ainsi que la matrice Kob influe sur la dynamique de l'écart. Si l'on 
désire que l'écart se réduise rapidement, on choisit les pôles de [F - KOb P] 
de façon à assurer une bande passante plus large que celle du système à 
commander. En pratique, on conçoit l'observateur de façon à ce qu'il soit 
10 fois plus rapide que le système à commander. Souvent, on choisit un 
observateur à réponse pile, c'est-à-dire, on impose les pôles de 
l'observateur à l'origine du plan z. 
4.2.2 Méthode de conception d'un observateur d'état 
d'ordre réduit 
Dans le cas où il n'est pas nécessaire de reconstruire toutes les 
variables d'état, par observateur, parce que certaines d'entre elles sont 
comprises dans le vecteur de sortie, on utilise un observateur d'ordre 
réduit (Phillips & al., 1990; Ohishi & al., 1987). 
Soit un système d'ordre n (dim [x(k)) = n) dont le vecteur de sortie 
contient p variables d'état, on peut donc utiliser dans ce cas un observateur 
d'ordre (n-p). On doit alors décomposer le vecteur d'état en deux sous-
vecteurs : Xa qui présente la portion obtenue par la sortie y et Xb la portion 
à observer. 
(4.6) 
51 
où les dimensions "dim" pour xa(k) et Xb(k) sont respectivement 
dim [xb(k)] = n - p et dim [xa(k)] = p. Le modèle d'état peut être posé 
comme suit: 
x(k+l) = [FU F12] x(k) + [01] u(k) 
F21 F22 02 (4.7) 
y(k) = [1 0] x(k) (4.8) 
À partir de ce modèle on peut déduire : 
(4.9) 
où le terme" F21 xa(k) + 02 u(k) " représente la valeur connue ou l'entrée 
de l'équation de xb. D'autre part, on a : 
(4.10) 
qui peut s'écrire sous la forme: 
xa(k+ 1) - Fu xa(k) - 01 u(k) = FI2 xb(k) 
. 
(4.11) 
où le terme de gauche du signe de l'égalité représente la sortie y du système 
d'équations pour xb' En identifiant les équations (4.9) et (4.11) respective-
ment avec (4.2) et (4.3) et en procédant par analogie, on obtient: 
Xb(k+ 1) = F22 Xb(k) + F21 xa(k) + 02 u(k) + Kob xa(k+ 1) 
- Kob(Fl1 xa(k) - Kob [01 u(k) + F12 xb(k)] (4.12) 
Toutefois à l'instant d'échantillonnage k, le vecteur xa(k+l) n'est pas 
encore connu et l'équation défmie ci-dessus ne peut pas être utilisée. Afin 
de réaliser l'observateur d'état réduit ou d'ordre partiel, on modifie 
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l'équation précédente en observant le vecteur modifié Xb' au lieu de Xb tel 
que: 
X'b(k) = Xb(k) - Kob xa(k) (4.13) 
On obtient alors, 
~ ~ 
X'b(k+1) = [F22 - Kob F12] x'b(k) + [G2 - Kob GI] u(k) 
+ [F12 + Kob(F22 - FIl - Kob F12)] xa(k) (4.14) 
dont la structure est donnée à la figure 4.1. Le terme Il F22 - KOb F12" 
représente le pôle de l'observateur et il est déterminant pour le choix du 
gain KOb' 
système réel t--r-.... 
+ u(k) 
Figure 4.1 Structure de l'observateur réduit. 
4.2.3 Synthèse de l'obseryateur de couple Til 
Tenant compte de la perturbation agissant sur le système à comman-
der, le modèle discret est décrit par les équations (2.22)-(2.24). Si on 
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néglige les pertes mécaniques, en régime permanent, on peut dire alors que 
le couple T d est directement proportionnel au courant absorbé par l'induit 
du moteur, soit: 
(4.15) 
Cependant, l'utilisation de cette équation pour observer le couple 
mécanique devient invalide pendant le régime transitoire, surtout au 
démarrage ou pendant les grandes variations de la consigne. Ce modèle de 
couple de charge peut perturber alors le bon fonctionnement du système 
pendant l'action d'asservissement. On rejetera donc ce modèle et on procé-
dera autrement en donnant un modèle dynamique à la perturbation. 
Dans le cas présent, on ne connaît pas de quelle façon la charge 
varie, mais dans le but de simplifier la synthèse, on peut admettre que la 
grandeur de perturbation soit constante pendant une période 
d'échantillonnage, c'est-à-dire: 
(4.16) 
En combinant les équations d'état du système à régler avec l'équation d'état 
de la perturbation (4.16), on obtient: 
[F'] = [[F] [gv]] 
[0] 1 et 
[0'] = [[g]] 
[0] 
x(k) = [9(k) n(k) ia(k) T d(k) ]T 
(4.17) 
(4.18) 
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On doit vérifier que le système augmenté est complètement obser-
vable. Sachant que la sortie du système est représentée par la position et 
tenant compte de l'accessibilité au courant et à la vitesse du moteur, on peut 
utiliser deux équations d'état, au lieu du modèle complet, pour réaliser 
l'observateur d'ordre réduit. En choisissant, par exemple, comme 
variables, la vitesse n(k) et le couple de charge T d(k), on obtient: 
[;~~;}{J =[ F~2 gi2 ][ ;d~)] +[ gü2 ] vc(k) +[ F~l ] 8(k) +[ F~3 ] ia(k) (4.19) 
En appliquant la formule (4.14) sur le modèle indiqué à l'équation 
(4.19), on peut définir le modèle de l'observateur de la façon suivante: 
où 
xo(k+1) = a xo(k) + b n(k) + c vc(k) + d 9(k) + e ia(k) 
T d(k) = xo(k) + Kob n(k) 
a = F22 - KOb F12 = 1 - KOb gv2 
b = F21 + KOb (F22 - Fu -Kob F12) = KOb (1 - F22 - K gv2) 
c = G2 - KOb G1 = -Kob gu2 
d = G2 - KOb G1 = - KOb F21 
e = G2 - KOb G1 = - KOb F23 
Connaissant Fu, F12, F2h F22, Gl et G2 on peut déduire xo(k) et par 
-conséquent T d(k) 
(4.20) 
(4.21) 
En pratique, on choisit souvent un observateur à réponse pile. 
Cependant, on doit noter que l'estimation peut être trop sensible au bruit. 
Par contre, si le pôle de l'observateur a sa partie réelle proche de l'unité, il 
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devient insensible au bruit mais en même temps lent et son ajout dans la 
chaîne de commande n'améliore point la performance du système. Si Zo 
représente le pôle à imposer, alors le gain minimisant l'erreur d'estimation 
sera donné par: 
Pour zo = a = 0, le gain Kob devient: Kob = -L . gv2 
(4.22) 
n suffit donc de substituer KOb dans les relations (4.20) et (4.21) 
pour obtenir le modèle complet de l'observateur de couple. Celui-ci est 
schématisé à la figure 4.2. 
Moteur 
Vc 
hacheur 
la 
+ 
'---_ >--r-IKXJ.--:;~ T d (k) 
, a 
, Observateur du couple : 
~--------------------------------
Figure 4.2 Schéma de conception de l'observateur de couple Td. 
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4.3 Estimateur de couple de charge basé sur une séquence 
résiduelle 
En se basant sur la relation (2.24), et sans négliger le couple de 
charge tel que fait au paragraphe (§ 3.3), on peut déduire l'équation 
suivante: 
8(k+l) = - al 8(k) - a2 8(k-l) + bl vc(k) 
+ b2 vc(k-l) - Cl Td(k) - C2 Td(k-l) (4.23) 
Cette équation peut être mise sous la forme vectorielle suivante : 
où 
8(k+l) = <pT(k) 8(k) (4.24) 
<pT(k) = [9(k) 9(k-l) vc(k) vc(k-l) Td(k) Td(k-l)] est le vecteur des mesures; 
8(k) = [ - ab -a2, bl, b2, -CIo -C2 ]T est le vecteur des paramètres à estimer; 
En introduisant e(k) = 8(k) - 8(k-l), on peut réduire le nombre des pa-
ramètres à estimer à 5 au lieu de 6. Dans ces conditions, l'équation (4.24) 
devient: 
où 
E(k+ 1) = <pT(k) 8(k) 
<pT(k) = [ E(k) vc(k) vc(k-l) Td(k) Td(k-l) ] 
8(k) = [ a2, bh ln, -Ch -C2 ]T 
(4.25) 
Pour la conception de l'estimateur de couple, en se basant sur une 
séquence résiduelle, on peut considérer les deux cas suivants: 
* couple de charge constant (Td(k) = Td(k-l)); 
* couple de charge variable et/ou aléatoire. 
57 
4.3.1 Estimatiop d'up couple de cbarKe copstapt 
Si T d(k) est constant mais inconnu, sa valeur doit être estimée en 
utilisant la relation (4.25). Il suffit de tenir compte de la relation: 
Td(k) = Td(k-l) et d'introduire un nouveau paramètre Co tel que: Co =-
(Cl + C2)' Dans ces conditions, les nouveaux vecteurs sont: 
<pT(k) = [E(k) vc(k) vc(k-l) Td(k)] 
8(k) = [a2 bl ~ CO]T 
La séquence résiduelle est obtenue à partir de la relation (4.23) où on 
remplace les paramètres par leurs estimés. Le couple, ainsi obtenu, est le 
suivant: 
(4.26) 
..... ..... 
où â2, bl, b2 et êo sont les estimés des paramètres a2, bh ~ et Co 
4.3.2 Estimatiop d'up couple de cbarKe variable et/ou 
aléatoire 
Si le couple de charge T d varie en fonction du temps et la séquence 
est inconnue, le processus devient non-linéaire à cause de deux termes 
inconnus Td(k) et Td(k-l) du vecteur des mesures entrée-sortie. Pour ceci, 
on doit estimer les éléments du vecteur des paramètres aussi bien que les 
éléments inconnus du vecteur des mesures. Souvent, on a recours à l'une 
de deux méthodes suivantes: 
* méthode d'identification récurrente des moindres carrés étendue 
ERLS (Iserman, 1981). 
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* méthode de maximum de vraie-semblance (" Approximate Maximum 
Likelihood" ou AML). 
Si les propriétés de la distribution du bruit sont connues, la méthode 
AML possède des propriétés de convergence supérieure à la méthode 
ERLS. En l'absence d'une telle connaissance, les deux méthodes donnent 
des résultats similaires (Gurubasavaraj, 1989). La simplicité de la méthode 
ERLS ainsi que l'ignorance de la nature de la perturbation nous mènent à 
l'utilisation de cette méthode. 
L'algorithme d'estimation basé sur cette méthode est identique à celui 
obtenu avec la méthode RLS, l'extension se présente au niveau des vecteurs 
de mesures et celui de paramètres. L'équation de base est la même que la 
relation (4.25). De la même façon que dans le paragraphe § 4.3.1, on dé-
finit la séquence résiduelle à partir de l'équation (4.23). Le couple de 
charge, ainsi obtenu, est le suivant: 
Td(k-l) =.}- [ -E(k) + â2 E(k-l) + bl vc(k-l) + b2 vc(k-2) - ê2 Td(k-2) ] 
Cl (4.27) 
Les estimés de Td(k) dans le vecteur <pT(k) (4.25) sont remplacés par 
...... 
Td(k-l) à partir de l'équation (4.27). Cette substitution assume que les 
perturbations sont continues, par nature, et que leur largeur de bande est 
très petite devant le taux d'échantillonnage. 
4.4 Copclusiop 
Dans ce chapitre, on a exposé les deux méthodes les plus utilisées en 
pratique pour estimer ou observer le couple de charge, soit: 
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- l'observation du couple à l'aide d'un observateur d'état d'ordre 
réduit (ou partiel); 
- l'estimation du couple par les éléments d'une séquence résiduelle. 
Vu que la méthode d'estimation à l'aide d'une séquence résiduelle est plus 
générale, celle-ci a été retenue pour simuler le couple T d(k). Les résultats 
obtenus en simulation seront présentés et interprétés au chapitre 7. L'effet 
de la présence d'un couple de charge sur le processus d'estimation et parti-
culièrement sur la qualité des estimés des paramètres sera également 
démontré. 
CHAPITRE 5 
, 
SYNTHESE DE OUELOUES LOIS DE 
COMMANDE ADAPTATIVE POUR LE 
POSITIONNEMENT DU MOTEUR À COURANT 
CONTINU 
5.1 Gépéralités 
On attribue aux régulateurs auto-syntonisants RAS une grande 
flexibilité dans le choix des algorithmes d'identification des paramètres et 
ceux de conception des régulateurs. Ces derniers peuvent être basés sur les 
critères de marge de gain, marge de phase, sur le positionnement des pôles, 
sur la minimisation de la variance ou sur diverses autres techniques. Les 
régulateurs conventionnels proportionnel-intégral (P.I), proportionnel-
dérivé (P.O) ou proportionnel- intégral-dérivé (P.LO) peuvent être appli-
qués comme des régulateurs adaptatifs tant que la dynamique de la charge 
le permet. Cependant, le problème affronté lors de l'emploi d'un P.LO est 
qu'il n'existe aucune relation mathématique liant les paramètres de la fonc-
tion de transfert du système commandé et ceux du régulateur. L'emploi de 
ces régulateurs dépend essentiellement de la structure des algorithmes utili-
sés. Elle est longue surtout dans le cas de l'adaptation en ligne. 
La technique de placement ou de positionnement des pôles T.P.P 
("Pole Assignment" ou "Pole Placement") permet le calcul des paramètres 
du régulateur d'une manière directe, ce qui rend l'adaptation presque ins-
tantanée. L'efficacité de cette méthode réside dans sa propriété de compen-
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ser l'amplitude et la phase, avantage qui assure le bon contrôle du système 
même à faible amortissement ou en régime d'instabilité. 
On utilise aussi, et souvent, les régulateurs à réponse pile ("Dead beat 
Controllers") parce qu'ils nécessitent un temps de calcul relativement 
réduit, et qu'ils assurent aussi un faible temps de réponse (Denat & al., 
1985; Irfan &.al,1987). Malheureusement, ces types de régulateurs 
peuvent causer une instabilité si les pôles du système en boucle ouverte sont 
à l'extérieur ou proches du cercle unitaire. 
Dans le présent chapitre on va exposer les méthodes de conception de 
certains régulateurs adaptatifs basés sur diverses techniques, soient: 
* régulateurs P.LD, P.I et P.O basés sur la T.P.P; 
* régulateur à réponse pile basé sur la T.P.P; 
* régulateur pondéré à variance minimale basé sur le modèle A.R.M.A 
("Auto- Regressive Moving Average") stochastique; 
* régulateur optimal basé sur la minimisation d'un critère quadratique. 
5.2 Exemples de conception de ré2ulateurs adaptatifs basés sur 
la T,P,P 
5.2.1 Principe de la technique de placement des pÔles 
(T,P,P) 
La technique de placement des pôles est basée sur l'idée de produire 
un comportement désiré du système en compensant un ou plusieurs pôles de 
sa fonction de transfert en boucle ouverte (F.T.B.O). Par exemple, si on 
désire imposer au système en boucle fermée (B.F) une paire des pôles cor-
respondant à l'équation caractéristique: 
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COn + 2 ç COn S + s2 = 0 (5.1) 
les racines de cette équation dans la domaine de Laplace (S) seront donc 
(5.2) 
Les racines équivalentes dans le domaine complexe (Z) seront : 
(5.3) 
l'équation caractéristique imposée se présente de la façon suivante : 
( Z - Z 1 )( Z - Z2 )= 0 (5.4) 
où Zl et Z2 sont deux racines complexes con jugées Z2 = Zl. On pose: 
ex = Zl + Zl et ~ = Zl Zl 
dans ce cas l'équation (5.4) devient: 
Z2 - ex Z + ~ = 0 (5.5) 
L'équation (5.5) représente l'équation caractéristique désirée du système 
en B.F. Il suffit donc de choisir arbitrairement le numérateur de la 
F.T.B.F pour déduire l'expression du régulateur qui va assurer les perfor-
mances requises de la façon suivante (figure 2.8) : 
où 
D(z) = V c(z) = GBFI(Z) 
e(z) [ 1 - GBFI(Z) ]G(z) 
G(Z) 
(5.6) 
fonction de transfert en boucle ouverte (F.T.B.O) du 
système; 
fonction de transfert imposée du système en boucle 
fermée; 
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D(z) fonction de transfert du régulateur adaptatif; 
Vela commande calculée par l'unité de traitement; 
e l'écart entre la consigne de position et la position 
mesurée. 
Le régulateur D(z) peut être de type P, P.I, P.D ou P.I.D. D'après le pa-
ragraphe §2.4.3, la fonction de transfert du système en B.O non soumis à 
des perturbations de couple est : 
G(z) = 9(z) = [ bl Z + ln ] 
Vc(z) [z2+alz+a2] 
qu'on peut mettre sous la forme suivante: 
où 
G(z) = KG [ z - zo] 
[ z - 1 ] [ z - a2 ] 
KG = bl et zo = - Qz.. 
bl 
5.2.2 Conception d'un réaulateur P.I.D adaptatif 
(5.7) 
Le régulateur P .I.D discret se caractérise par une fonction de trans-
fert de la forme (phillips et Nagle, 1990) : 
D(z) = Vc(z) = K + Ki T (z+l) + ~ (z-l) 
e(z) p 2 (z-l) T z 
qu'on peut mettre sous la forme équivalente suivante: 
où 
D(z) = [ A z2 + B z + C ] 
2 T z [z-l] 
A = Ki T2 + 2 K<t + 2 Kp T. , 
B = Ki T2 - 4 K<t - 2 Kp T. , 
(5.8) 
(5.9) 
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C=2~; 
En appliquant la technique de placement des pôles (T.P.P), avec ou sans 
compensation des pôles de la P.T.B.O du système, les coefficients A, B et C 
(ou Kp, Ki et Kd) seront exprimés en fonction des performances désirées 
(par exemple ;, COn, etc ... La loi de commande pour implanter un tel régu-
lateur est la suivante : 
vc(k) = vc(k-1) + -L [ A e(k) + B e(k-1) + C e(k-2) ] 2T (5.10) 
Les gains du régulateur Kp, Ki et Kd peuvent être déduits facilement en 
fonction de A, B et C pour visualiser leurs évolutions en cours de 
l'opération de positionnement. 
5.2.3 COnception d'un réeulateur P,I adaptatif 
La fonction de transfert d'un régulateur P.I discret se déduit facilement de 
l'équation (5.8) en éliminant le terme à action dérivée, soit: 
D(z) = Vc(z) = K + Ki l (z+l) 
e(z) p 2 (z-l) 
ou autrement : 
où 
D(z) = Kt [ 1 + K2 z-t ] 
[ 1 - z-t ] 
Kt = Kp + Ki T et 
2 
(5.11) 
(5.12) 
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Si on désire compenser le pôle a2 de G(z) par le zéro K2 de D(z), c'est-à-
dire K2 = -a2' la F.T.B.F du système sera obtenue à l'aide de l'équation 
suivante: 
<1Bp(z) = 9(z) = D(z) G(z) 
9rét{z) [1 + D(z) G(z) ] (5.13) 
où on remplace D(z) et G(z) par leurs expressions, ainsi l'équation (5.13) 
devient: 
<1BP(z) = KG KI ( z - zo ) 
[ z2 - ( KG KI - 2 ) z + ( 1 - Ka KI Zo ) ] (5.14 ) 
Pour appliquer la T.P.P, il suffit d'identifier le dénominateur de l'équation 
(5.14) avec l'équation désirée (5.5), alors on obtient: 
(5.15) 
Le régulateur P.I, ainsi conçu, peut être implanté numériquement à l'aide 
de l'équation aux différences suivante: 
vc(k) = vc(k-1) + KI [ e(k) - a2 e(k-1) ] (5.16) 
5.2.4 Conception d'un réKulateur P,D adaptatif 
La fonction de transfert d'un régulateur P.D discret est de la forme: 
D(z) = Vc(z) = K + ~ (z-l) 
e(z) P T z (5.17) 
L'équation aux différences qui s'ecoule de (5.17) est: 
vc(k) = KpD [ e(k -1) - Zd e(k-2) ] (5.18) 
où 
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et 
Vu que cette équation n'est pas récurrente, on doit la ramener à une fonne 
récurrente pour faciliter l'implantation d'une façon numérique. Dans ce 
cas on obtient : 
vc(k) = vc(k-l) + KpD e(k) - KpD (Zd + 1) e(k-l) 
+ KpD Zd e(k-2) (5.19) 
En réalité le régulateur P.O discret n'est qu'un cas particulier des régula-
teurs de second ordre qui se présentent sous la fonne : 
où 
D(Z-l) = [ go + gl z-l + q2 z-2 ] 
[ 1 + Pl z-l + P2 z-2 ] 
qo = SIO ; 
bl 
ql = [1 - SIO ( a2 + 1 )] 
bl 
q2 = ( SIO~: ) a2 ; 
Pl = 1 - SIO+ ~ ; 
bl 
(5.20) 
Le choix de S 10 se fait d'une façon arbitraire ou bien après un certain 
nombre d'essais en simulation. À titre d'exemple on pourra choisir 
SlO = 0.75. 
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5.2.5 Copception d'up réaulateur adaptatif à répopse pUe 
Le principe du régulateur à réponse pile ("Dead Beat Controller") 
consiste en une compensation de tous les pôles de la F.T.B.O du système en 
imposant des pôles à l'origine (dans la F.T.B.F). L'équation caractéristique 
désirée équivalente à (5.5) se présente sous la forme suivante: 
(5.21) 
où Zl = Z2 = 0 
TI suffit donc de choisir le numérateur de la F.T.B.F du système pour 
déduire l'expression du régulateur en appliquant l'équation (5.6). On 
remarque bien que ce régulateur est un cas particulier des régulateurs 
calculés à l'aide de la T.P.P (Denat & al., 1985; Irfan & al., 1987). En 
effet, dans le cas du régulateur discret il suffit de choisir SlO = bl pour 
bl + ln 
aboutir à un régulateur à réponse pile. 
5.3 Copceptiop d'up réaulateur popdéré à variance minimale 
basée sur le modèle ARMA (" Auto-Rearessiye Moyipa 
Ayeraae ") stochastique 
En se basant sur la fonction de transfert discrète G(z) du système en 
B.O, on peut introduire la notion de modèle A.R.M.A ("Auto-Regressive 
Moving Average"). Dans un contexte déterministe, on ne tient pas compte 
du couple de perturbation dû à la charge. Par contre, dans un contexte sto-
chastique, le couple T d est pris en considération, ce qui permet de compen-
ser l'effet de ses variations. 
5.3.1 Modèle ARMA déterministe 
Le modèle ARMA, dans ce cas, se présente sous la forme suivante: 
où 
A(Z-l) 9(z) = B(z-l) Vc(z) 
A(Z-l) = 1 + al z-l + a2 z-2 ; 
B(z-l) = bl z-l + ~ z-2 ; 
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(5.22) 
Dans le domaine de temps discret, ce modèle peut être mis sous la forme : 
9(k) = - al 9(k-l) - a2 9(k-2) + bl vc(k-l) + ~ vc(k-2) (5.23) 
Ce modèle, équivalent à (3.6), peut servir aussi bien comme point de départ 
pour identifier les paramètres ou pour implanter une commande de type 
ARMA. 
où 
5.3.2 Modèle ARMA stochastique 
Le modèle ARMA stochastique se présente sous la forme suivante : 
A(Z-l) = 1 + al z-l + a2 z-2 ; 
B(z-l) = bl z-l + ~ z-2 ; 
C(z-l) = - Cl z-l - C2 z-2 ; 
(5.24) 
Le couple de perturbation T d peut être considéré comme une séquence de 
bruit blanc de variance connue. Dans le domaine de temps discret, ce 
modèle peut être mis sous une forme analogue à (5.23) dans laquelle on 
tient compte en plus de l'entrée-sortie de la grandeur perturbatrice (Td). 
9(k) = - al 9(k-1) - a2 9(k-2) + bl vC<k-1) 
+ b2 vc(k-2) - Cl Td(k-1) - C2 Td(k-2) 
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(5.25) 
Ce modèle, identique à l'équation (4.21), peut servir de base pour 
identifier les paramètres J t et Ft, pour construire une séquence résiduelle 
dans le but d'estimer T d (voir § 4.3) et pour implanter une loi de com-
mande robuste de type ARMA. 
5.3.3 COnception du réeulateur adaptatif à yariance 
•• 1 minima e 
Pour la conception d'un tel régulateur on doit suivre les trois étapes 
suivantes: 
* utilisation d'un modèle ARMA stochastique (tel que présenté au 
§ 5.3.2), 
* on considère que le couple de perturbation dû à la charge (T d) est 
une séquence stochastique de variance connue, soit par exemple : 
Td(k) = ( 1 + .25 z-l + .1 z-2) COo (k) (5.26) 
où: eoo(k) est la séquence de bruit blanc. 
* on fait la conception d'un modèle de référence permettant de fournir 
la réponse désirée qui sera par la suite utilisée comme référence pour 
la sortie. 
a) Choix et conception du modèle de référepce 
Vu que le système à commander est de second ordre, on choisit un 
modèle de référence de la forme : 
où 
g Z-l H(Z-l) = z-l(el + e2 z-l); 
E(z-l) = 1- dl z-l - d2 z-2; 
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(5.27) 
Les coefficients eh e2' dl et d2 sont choisis suivant les performances dési-
rées, soit par exemple l'amortissement; et le temps de réponse tr (ou la 
pulsation propre oon). Dans la présente application on a choisi: ; = 1.1 et 
OOn = 15 radIs, ce qui permet de déduire: el = 0.0101; e2 = 0.0090; 
dl = 1.6998; d2 = - 0.7189 
b) Conception du réKulateur minimisant la yariance 
Le régulateur permettant de minimiser la variance du bruit est obtenu à 
l'aide de la loi de commande suivante (voir la démonstration à 
l'annexe C) : 
vç(k) = Po [ (À dl - b2) vç(k-l) + À d2 vç(k-2) + el 9rét<k) + e2 9r6t<k-l) ] 
Po Po 
+ Po [ (al + dl) 9(k) + ( a2 + d2) 9(k-l) - .25 roo(k) - .1 roo(k-l) ] (5.28) 
où 
Â. : facteur de pondération (Â.= 5 e-6); 
~o = bl ; 
Po = ~o 
( ~ij + Â. ) 
5.4 Conception d'une loi de commande optimale basée sur la 
minimisation d'un critère Quadratique 
5.4.1 Principe de la commande optimale 
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Pour de très nombreux systèmes physiques, notamment panni les 
procédés industriels, un critère quadratique pennet en effet d'exprimer de 
manière convenable les qualités globales recherchées pour la commande. 
Celles-ci peuvent en fait se résumer, le plus généralement, par la détermi-
nation d'une commande assurant "le meilleur compromis" entre certaines 
perfonnances, représentées par des tennes de pondération faisant interve-
nir les sorties ou les variables d'état, et une économie d'énergie (Foulard & 
al., 1987). 
De plus, un autre avantage non négligeable de la méthode de déter-
mination d'une structure de commande par minimisation d'un critère qua-
dratique est de se prêter à des développements mathématiques nombreux et 
puissants. TI est souvent très intéressant de ne considérer le critère quadra-
tique à minimiser que comme un simple "outil mathématique" pour parve-
nir à la commande souhaitée. Les divers coefficients de pondération appa-
raissant dans le critère ne sont plus des données physiques liées au procédé 
considéré, mais peuvent être assimilés à des paramètres d'ajustement 
pennettant de définir les perfonnances de la structure de commande. 
TI ne faut donc jamais oublier que, si le critère est utilisé comme un 
simple artifice mathématique de calcul, toute discussion sur "l'optimalité" 
de la commande correspondante est physiquement dénuée de tout intérêt ... ! 
L'expression "commande optimale" permettra donc alors simplement de 
désigner sans ambiguïté la structure d'action minimisant le critère choisi 
(même référence). 
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Pour exposer brièvement le principe de la commande optimale, 
considérons un système linéaire discret à n variables d'état, r entrées et m 
sorties. La commande optimale recherchée, qui est une suite des vecteurs 
u(i), doit minimiser généralement un critère quadratique de la forme: 
, 
ou 
N-l 
J = L [u(i)T R u(i) + e(il Q e(i) ] 
i=O 
u(i) 
y(i) 
réf 
vecteur de commande 
vecteur de sorties 
consigne(s) 
(5.29) 
e(i) = réf - y(i) vecteur d'écart entre les consignes et les sorties. 
R et Q sont deux matrices carrées, symétriques, définies positives de 
dimensions respectives (rxr) et (mxm). 
5.4.2 Conception de la loi de commapde 
La loi de commande choisie est basée sur la minimisation du critère 
de performance suivant : 
J = [ y(k+l) - Yr(k) ]2 + Âl [dy(k+l) ]2 + Â2 [u(k) - u(k-l) f 
dt (5.30) 
où Yr est la sortie désirée du modèle de référence et (Â 1, Â2) sont deux 
facteurs de pondération. 
Pour minimiser ce critère, on doit : 
(i) approximer [ dy(k+l)] par [y(k+l) -y(k) ] 
dt T 
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(ii) remplacer y(k+ 1) par son expression à partir du modèle du système 
à commander (équation (4.21». 
(iii) dériver le critère 1 par rapport à la commande u(k) pour aboutir à la 
solution optimale. 
Posons: 
1=11+12+13 
avec 
Il = [ y(k+l) - yr<k) ]2; 
J2 = Â.1 [~(k+l~- y(k) t; 
13 = Â,2 [ u(k) - u(k-l) ]2; 
(5.31) 
Pour simplifier le calcul, il faut substituer chacune des variables: y(k+l), 
y(k), Yr(k), u(k) et u(k-l) dans le critère correspondant (lb 12 ou 13 sépa-
rément). Pour avoir d al = 0, il suffit de vérifier Il,12 et 13 soit: 
u(k) 
aIl = a12 = a13 = 0 
du(k) au(k) au(k) 
La solution optimale obtenue en minimisant J est la suivante : 
où 
u(k) = [A2 y(k) + A3 y(k-l) + A4 u(k-l)] / Al 
+ [AS v(k) + A6 v(k-l) + bl Yr(k)] / Al 
Al = Â,1 + 2 b12; 
A2 = al b1(1+q) + q b1; 
A3 = a2 bl(1+q); 
A4 = Â,l - bl b2(1 +q) 
As = 2 Cl bl; 
Ats = 2 C2 bl; 
(5.32) 
(5.33) 
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q -~. 
- 2' T 
v : grandeur perturbatrice (dans ce cas: v(k) =Td(k)). 
Pour implanter numériquement le régulateur adaptatif optimal, ainsi 
obtenu, il suffit de considérer la loi de commande suivante : 
5.5 Copclusiop 
Dans le présent chapitre, on a exposé un certain nombre de régula-
teurs adaptatifs tout en donnant un aperçu sur leurs méthodes de conception 
et d'implantation d'une façon numérique. La première famille correspon-
dant aux régulateurs classiques de type P.I, P.D et P .LD a été basée sur la 
technique de placement des pôles. Le deuxième régulateur appartient à la 
famille de commande de type ARMA. Le dernier régulateur basé sur la 
minimisation d'un critère quadratique permet d'associer les avantages de la 
commande optimale à ceux de la commande adaptative pour assurer les 
meilleures performances. La plupart de ces régulateurs ont été essayés en 
simulation dont les résultats seront exposés au chapitre 7. La loi de 
commande la plus performante sera retenue pour l'implantation de 
l'algorithme de positionnement en temps réel. 
CHAPITRE 6 
, 
DESCRIPTION DU SYSTEME DE 
POSITIONNEMENT ET PROCÉDURE DE 
L'IMPLANTATION MATÉRIELLE ET 
LOGICIELLE 
6.1 Iptroductiop 
Dans ce chapitre, on présente une description globale du système de 
positionnement expérimental. Celui-ci se compose de quatre unités princi-
pales, soit : 
- actionneur et charge, 
- module de puissance, 
- unité de mesure et d'acquisition des données, 
- unité de traitement et de commande de position. 
La mise en oeuvre de ce système nécessite l'emploi d'un micro-ordi-
nateur suffisamment rapide et des interfaces compatibles entre le micro-
ordinateur et le milieu extérieur, soit le système à commander. Le choix 
de cette solution est également justifié. 
De même, les tâches principales pour l'implantation matérielle et 
logicielle ainsi qu'un certain nombre de problèmes, qui se sont avérés 
nécessaires à résoudre pour asservir le système et le rendre opérationnel, 
sont également exposés, soit : 
- la mesure de la tension aux bornes du moteur CC, 
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- la mesure de la position sur l'arbre du moteur, 
- la réalisation d'un circuit à base de modulation de largeur 
d'impulsions (MLI), 
- l'acquisition des données à l'aide des modules QUA TECH. 
Dans la dernière partie, on présente les algorithmes utilisés pour la 
simulation de certaines lois de commande ainsi que celui utilisé pour 
l'implantation logicielle en temps réel. 
6.2 Description ilobale du système de positionnement et prin-
cipales tâches de l'implantation matérielle et IOiicielle. 
Le système de positionnement expérimental est illustré à la 
figure 6.1. n se compose principalement de quatre parties: (a) actionneur 
et charge; (b) unité de mesure et d'acquisition; (c) unité de commande de 
position; (d) module de puissance. Dans la suite, on va décrire chacun de 
ces modules ainsi que les tâches qui lui sont associées. 
6.2.1 Actionneur et cha rie 
Un moteur à courant continu à aimant permanent de 12 V, 4 A, 
1490 rpm est utilisé comme actionneur. Le moteur entraîne une charge 
par l'intermédiaire d'un réducteur de vitesse possédant un rapport de 
réduction de 40: 1. La charge est constituée d'un disque sur lequel sont 
fIXés des poids permettant ainsi de varier l'inertie (en changeant le nombre 
de poids, leurs positions et leurs masses) ou d'introduire un couple de per-
turbation sinusoïdal (par une répartition asymétrique de la masse sur le 
disque, ce couple apparaîtra à cause de l'effet de gravitation). Une seconde 
charge est constituée de deux roues d'inertie auxquelles sont suspendus des 
77 
poids permettant de varier 1'inertie et d'introduire un couple de charge 
constant. Les caractéristiques détaillées du moteur, du réducteur de vitesse 
ainsi que celles de la charge sont fournies à l'annexe A. 
(c) 
9 Jt) Unité de 
commande 
de position 
9(k) - - - - --
n(k) 
ia(k) 
va(k) 
----t-----. 
Unité de 
mesure et 
d'acquisition 
(b) 
-------------
(d) 
Circuit de 
commande 
du hacheur Hacheur 
1 
1 
1 
1 
1 
-------,---------------------
Codeur 
optique 
1 
1 
1 
1 
: (a) 
Charge 
variable à 
Réducteur de configurations 
vitesse multiples 
---------------------------
Figure 6.1 Diagramme fonctionnel du système de positionnement expéri-
mental. 
6.2.2 Module de puissance 
Le module de puissance choisi est un hacheur quatre-quadrants utili-
sant des MOSFETs comme interrupteurs (figure 2.3). Une commande en 
paires complémentaires avec temps mort est utilisée (figure 2.4) pour 
commander 1'ouverture et la fermeture des interrupteurs. Cette configu-
ration permet la récupération de 1'énergie produite par la source de 
courant que présente le moteur. De plus, le fonctionnement en mode de 
conduction discontinue du courant n'existe pas avec ce type de commande. 
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Le hacheur est protégé contre les sur-intensités à l'aide d'un limiteur qui 
bloque les signaux d'attaque des interrupteurs lorsque le courant mesuré 
avec un shunt dépasse un certain seuil. Les signaux de commande du 
hacheur sont générés par un circuit de modulation de largeur d'impulsions 
ML! ("Pulse Width Modulation" ou PWM). La tension de référence géné-
rée par l'unité de commande de position est comparée à une tension en 
dents de scie, le signal résultant de cette comparaison est utilisé pour com-
mander le hacheur. Des détails supplémentaires concernant ce module 
peuvent être trouvés dans la référence (Paquin, 1989) ainsi que dans 
l'annexe B. 
6.2.3 Unité de traitement et de commande de position 
6.2.3.1 Choix du processeur numérique 
À cause de la grande quantité de calcul nécessaire pour implanter les 
algorithmes d'identification des paramètres, d'estimation du couple et de la 
commande appropriée, un processeur numérique suffisamment rapide est 
indispensable. Si cette condition n'est pas satisfaite la commande en temps 
réel ne serait plus possible. Plusieurs solutions peuvent être envisagées 
pour résoudre ce problème : 
* solution classique : utilisation d'une carte à base de microprocesseurs 
ordinaires, 
* solution récente : utilisation d'un processeur numérique de signaux 
("Digital Signal Processor" ou DSP), 
* solution intermédiaire : utilisation d'un micro-ordinateur suffis am-
ment rapide auquel on associe une carte d'acquisition des données. 
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La première solution est relativement usuelle, compliquée et limitée 
du point de vue rapidité et temps de calcul. Malgré ces contraintes elle a 
été souvent utilisée et a permi d'obtenir des résultats satisfaisants 
(Brickweddle, 1985; Denat & al., 1985; Ohishi & al., 1987). Dans la pré-
sente application, on a envisagé la possibilité d'utilisation d'une carte basée 
sur le microprocesseur INTEL-80188. Malheureusement, cette carte 
requiert un temps relativement important pour la vérification, le dévelop-
pement et la mise au point. Plusieurs étudiants ont travaillé sur cette carte 
pour la rendre opérationnelle mais sa mise au point n'a pas été achevée 
jusqu'à date. Pour ceci, cette solution a été écartée. 
La deuxième solution est à priori la solution idéale pour ce genre de 
problème. Dans ce cas, on fait usage de processeurs numériques dont 
l'apparition est relativement récente (à partir de 1983). De même, ces pro-
cesseurs permettent de surmonter les limitations en fréquence (ou rapidité) 
et en quantité de calcul à effectuer. Deux familles de DSPs sont particuliè-
rement connues et deviennent de plus en plus utilisées (Irfan & Lindquist, 
1987; Dessaint & al., 1989; Gurubasavaraj et &., 1989), soit: 
* la famille TMS320 de Texas Instruments et surtout le contrôleur 
adapté pour ce genre de problème, soit le DSC32014; 
* la famille DSP56000/1 de Motorola et particulièrement le contrôleur 
DSP56200. 
Faute d'indisponibilité d'un DSP au sein du laboratoire d'Électronique de 
Puissance à l'U.Q.T.R, cette solution n'a pas été retenue. 
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La dernière solution est en fait une solution intermédiaire qui offre 
l'avantage d'utiliser un micro-ordinateur suffisamment rapide disponible en 
laboratoire avec une carte d'acquisition des données compatible. Le micro-
ordinateur de type FUJIKAMA basé sur le microprocesseur 80386 de 
INTEL fonctionne à 25 MHz en mode Turbo. La carte d'acquisition est 
une carte commerciale fabriquée par QUA TECH et basée sur des péri-
phériques de Intel. Sur cette carte sont montés trois modules pour faciliter 
la communication entre le micro-ordinateur et son environnement. 
Une étude similaire menée très récemment au sein du laboratoire par 
un stagiaire en informatique vient confirmer le choix de ce micro-ordina-
teur comme outil digital pour l'implantation de l'algorithme de 
commande(Wilmot, Juin 1991). 
6.2.3.2 Calcul de la CopsiKpe de positiop 
Le rôle de l'unité de traitement et de commande de position est 
d'effectuer les algorithmes d'estimation des paramètres et de calculer la 
commande nécessaire à partir de la loi appropriée. 
6.2.4 Unité de mesure et d'acquisition 
Cette unité est dédiée pour réaliser les deux fonctions suivantes : 
* mesure des différentes variables nécessaires pour la commande, 
* acquisition des mesures à l'aide d'une carte d'acquisition des données 
pour rendre leur traitement par micro-ordinateur possible. 
Dans la suite on va passer en revue la carte d'acquisition QUA TECH 
avec tous ses accessoires. De même, on va décrire brièvement les dispositifs 
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de mesure des différentes variables ainsi que les problèmes rencontrés lors 
de la mise en oeuvre. 
6.2.4.1 Carte d'acquisition des données 
L'emploi d'un micro-ordinateur pour l'application de la commande 
numérique nécessite l'utilisation des interfaces nécessaires à la communica-
tion entre le micro-ordinateur et le milieu extérieur. Pour le faire, on a 
utilisé la carte commerciale PXB721 de QUA TECH dont le schéma bloc 
est indiqué à la figure 6.2 et dont les caractéristiques sont données à 
l'annexe D. Pour être opérationnelle, on doit associer à cette carte trois 
modules: 
* module d'entrée pour la conversion analogique-numérique de type 
QUA TECH ADM12-10, 
* module de sortie pour la conversion numérique-analogique de type 
QUA TECH DM8-10, 
* et un module de compteurs programmables de type CTM -10/11. 
La carte d'extension PXB-721 est installée à l'intérieur de 
l'ordinateur et directement branchée sur le bus, elle est munie de trois 
ports d'entrée-sortie parallèle de type INTEL 8255. La réservation de 12 
adresses de fonctionnement pour les trois modules associés est impérative. 
Les adresses retenues pour la présente application sont indiquées à la 
figure 6.3. 
Le module CTM -10/11 contient trois compteurs de 16 bits chacun et 
une horloge interne de 1.5 MHz. Ces compteurs sont reliés à un 8253-4 de 
INTEL, qui communique directement avec le micro-ordinateur. 
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Figure 6.2 Structure de la carte d'acquisition de données avec modules 
associés. 
300H A 
301H 8 module Ul 302H C 14/0 
303H control 
3041 A · 
module U2 305H 8 
306H C 0/14 
307H control 
308H A 
module U3 309H B 
30AH C compteurs 
30BH contro1 
Figure 6.3 Adresses des ports entrées/sortie parallèle et des modules 
correspondants. 
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Le module ADM12-10 basé sur un convertisseur AID de 12 bits a été 
configuré pour 8 canaux d'entrées différentielles. Son taux de conversion 
peut atteindre une fréquence de 30 KHz pour un PC/AT. 
Le module DM8-10 basé sur un convertisseur DIA de 8 bits permet 
d'envoyer en sortie des signaux de 0 V à 5 V dans sa configuration 
actuelle sur 8 canaux de sortie. 
Pour l'exploitation des différents modules il faut utiliser les routines 
correspondantes qui sont écrites en langage GWBASIC. Il importe de 
mentionner que le BASIC interprété nécessite l'entrée en mémoire de ces 
routines avant d'exécuter le programme de mesure ou de commande. 
6.2.4.2 Codaee et décodaee lors de la conyersion 
AIn et nIA 
La liaison entre le micro-ordinateur et le procédé, à travers la carte 
d'interface, permet l'acquisition des données en temps réel, c'est-à-dire, 
l'observation des grandeurs physiques utiles à la commande. Cette liaison 
assure aussi la transmission de la commande et permet le réglage de la 
consigne. Au niveau de l'observateur, les grandeurs physiques à mesurer 
seront traduites en grandeurs numériques codées, tandis qu'au niveau de la 
commande le code est traduit en grandeur analogique. 
Au cours des essais en boucle ouverte, la plage de fonctionnement 
des convertisseurs AID et DI A est pré-programmée de 0 à +5 volts 
(figure 6.4). Il est alors nécessaire de faire un calcul, pour déterminer la 
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valeur réelle de la grandeur physique mesurée en utilisant le code obtenu à 
l'acquisition, soit: 
valeur réelle = mesure max - lecture codée *(IDesure max) 
code max1 
le code max1 (dont la valeur est de 4095) correspond à la valeur codée 
maximale qu'on peut mesurer et la lecture codée correspond en code à la 
valeur réelle à mesurer. La valeur réelle de la commande est obtenue 
simplement par: 
valeur de sortie = code de commande * sortie max 
codemax2 
Le code max2 (dont la valeur est de 255) correspond à la valeur codée 
maximale de la commande (ou sortie max qui est égale à 5). 
v 
Décoda~e 
4095 5 
5 V o 255 
Figure 6.4 Codage et décodage des variables d'entrée et de sortie de type 
unipolaire (0 à +5 volts). 
Dans le cas de l'asservissement complet de la chaîne de commande, la 
plage de fonctionnement du convertisseur AID doit être programmée entre 
-5 et +5 volts. Le principe du codage reste le même, mais la plage des 
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codes (0 à 4095) sera utilisée pour coder une plage 2 fois plus grande 
(figure 6.5). 
1 
-5 +S+ [V] 
Figure 6.5 Codage et décodage des variables d'entrée et de sortie de type 
bipolaire (-5 à +5 volts). 
6.2.4.3 Dispositif de mesure et problèmes de mise 
en forme 
L'unité de mesure a comme rôle d'observer les variables nécessaires 
à la commande, soient la tension (va), le courant d'induit (ia), la position 
(9) et la vitesse du moteur (N). 
La boucle d'asservissement nécessite un retour des informations sur 
ces variables qui sont prises directement sur la carte de puissance, pour le 
courant et la tension, mais doivent être ajustées aux valeurs limites de la 
carte d'acquisition. Les informations sur la position et la vitesse sont déli-
vrées par un codeur optique qui fournit un nombre d'impulsions propor-
tionnel au déplacement angulaire de l'arbre moteur. Ces signaux ne sont 
pas directement admissibles par la carte, et doivent subir une certaine mise 
en forme pour être exploités (figure 6.6). Une autre mise en forme est 
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nécessaire lors de l'envoi du signal de commande à travers le module DIA 
pour commander le hacheur. 
Consigne 
supervIseur 
Calcul de 
la consigne de 
la commande 
mIse en t---_ 
forme 
mIse en _----t 
forme 
Carte de 
pUIssance 
Acquisition des 
variables utiles à 
la commande 
u,i,n,9 
Figure 6.6 Schéma simplifié de la chaîne d'asservissement et problème de 
mise en forme. 
a) mesure de la tension aux bornes du moteur 
* Isolation galvanique 
La lecture de la tension aux bornes du moteur nécessite d'abord 
l'isolation galvanique. Un détecteur à courant continu dont les caractéris-
tiques sont données à l'annexe F a été réalisé (CHANINE, 1979) dans le 
but de faciliter la lecture du courant et de la tension continus tout en 
assurant leur isolation par rapport au module de puissance. Le principe du 
détecteur est relativement simple: il suffit d'appliquer un signal continu 
proportionnel à la tension continue (obtenu à l'aide d'un pont diviseur de 
tension) à son entrée. Pour obtenir un signal de sortie isolé galvanique-
ment par rapport au signal d'entrée, ce dernier est modulé par un train 
d'impulsions porteuses du signal continu. Le signal, ainsi modulé, attaque 
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le primaire d'un transformateur d'impulsions et la tension de sortie est 
démodulée par un pont redresseur. Le gain en tension du détecteur CC est 
de l'ordre de : 
Kv = 2 RIS = 2 
R20 
où R18 et R20 sont deux résistances équivalentes de 2.2 Kn chacune. La 
résistance R22 oblige le transistor Q4 à fonctionner en mode de conduction 
continue dans sa zone linéaire, ce qui est nécessaire si on veut avoir une 
relation linéaire entre l'entrée et la sortie. 
• Filtrage et mise en forme de la tension 
C2 
Vi ~ __ Vo 
Figure 6.7 Filtre actif de deuxième ordre pour le filtrage de la tension. 
La tension obtenue à la sortie de l'amplificateur d'isolation n'est pas 
parfaitement continue; pour atténuer les ondulations, on doit la filtrer. Le 
filtre choisi est un filtre actif de Butterworth de deuxième ordre 
(figure 6.7) dont les paramètres sont: 
Rl = 1.2 Kn 
R2 = 3.3 Kn 
R3 = 1.2 Kn 
Cl = 4.7 JlF 
C2 = 1 JlF 
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L'entrée de la carte d'acquisition a une impédance assez faible, on 
utilise donc un amplificateur opérationnel (monté en suiveur) pour décou-
pler le signal, et limiter l'action de l'impédance d'entrée de la carte 
d'acquisition sur le circuit limiteur de courant de la carte de puissance 
(figure 6.8) . 
Image de la tension 
(sortie du filtre) 
+12V 
-12V 
Figure 6.8 Adaptation d'impédance à l'entrée du module AID. 
• Lecture de la tension 
Une fois la mise en forme effectuée, la lecture de la tension par le 
module AID est possible. En faisant le calcul nécessaire en tenant compte 
du codage qui s'impose, la tension aux bornes du moteur est obtenue à 
l'aide de l'équation suivante: 
V 1 ' 11 valeur codée x 24 + 12 [V] a eur ree e = --------
4095 
ou encore : 
va(k) = -0.0058608 * array(k) + 12 
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b) mesure du courant d'induit 
La carte de puissance indu un dispositif de limitation automatique du 
courant dans le moteur (Annexe B). Ce dispositif utilise une résistance 
shunt placée en série sur l'alimentation du moteur, qui fournit le signa~ de 
base du limiteur de courant. Un courant parcourant cette résistance, donne 
à ces bornes une tension qui est prélevée par le même amplificateur 
d'isolation. À la sortie de l'amplificateur, on filtre la tension mesurée, 
donnant ainsi l'image de la valeur moyenne du courant. Un filtre actif de 
deuxième ordre est aussi utilisé avec des paramètres différents pour assurer 
un meilleur suivi du courant, soient : 
RI = 6.8Kn 
R2 = 1.5 Kn 
R3 = 6.8Kn 
Cl = 4.7 IlF 
C2 = 1.0 IlF 
La mise en forme du courant est réalisée à l'aide d'un circuit identique à 
celui indiqué à la figure 6.8. La lecture du courant, en utilisant un autre 
canal du module AfD, est obtenue à l'aide de l'équation suivante: 
Val ' 11 - valeur codée x 8 + 4 [A] eur ree e - - ------
4095 
ou encore: 
va(k) = -0.0019536 * array(k) + 4 
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c) Mesure de la position et de la vitesse 
L'utilisation d'un codeur optique incrémentaI permet d'obtenir à la 
fois la position et la vitesse du moteur. 
* Principe et caractéristiques du codeur optique 
Le codeur optique se présente sous la forme d'un disque rainuré 
solidaire de l'arbre du moteur (figure 6.9). Il génère 1000 impulsions par 
tour sur deux canaux différents dont les signaux sont déphasés de 90Q, ce 
qui permet de déterminer le sens de rotation et d'augmenter la résolution 
de mesure (voir caractéristiques à l'annexe E). Sur un troisième canal, 
soit le canal d'index, une impulsion est générée chaque tour, ce qui permet 
de compter les tours et d'obtenir un point de référence fixe sur l'arbre du 
moteur. 
Disque 
n ~ Signal utile 
~ Photodetecteur 
Axe moteur 
Figure 6.9 Codeur optique incrémentaI. 
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Les signaux délivrés par le codeur ne sont pas directement exploitables par 
le module des compteurs. Une mise en forme s'avère donc nécessaire. 
• Mise en forme des signaux du codeur 
Le compteur de position donne 1000 imp/tr, cependant ceci ne 
correspond pas à la meilleure résolution de mesure. Par un traitement 
logique des signaux, ce nombre peut être augmenté soit à 2000 ou à 4000 
impulsions par tour tel que l'indique la figure 6.10. 
~ ...... ~(4FO) 
Figure 6.10 Traitement logique des signaux du codeur optique incrémentaI. 
Dans ce cas, les signaux obtenus se présentent de la façon suivante 
(figure 6.11). 
<PA Fo 
· 
· 
· 
· 
· 
· 
<PB r FO , 
<PA e <PB 2 Fo 
Figure 6.11 Signaux du codeur après la mise en forme. 
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Vu les limites de mesure qui s'imposent, il a été choisi de convertir les 
signaux du codeur pour qu'il donne 2000 impulsions/tour. 
• configuration et mode de fonctionnement du module-
compteur. 
Le module des compteurs CTM-I0/ll peut être configuré en trois 
modes. En premier lieu, le "mode compteur", comme le signale son appel-
lation, compte les impulsions venant de l'extérieur. En second lieu, le 
"mode Timer" permet de générer en sortie des impulsions. Enfin, le troi-
sième mode permet de mesurer le temps entre deux impulsions. 
Pour la mesure de la position, un seul compteur 16 bits configuré 
selon le premier mode est suffisant. De même, il doit être configuré de 
façon qu'il puisse recevoir des signaux pré-conditionnés. La configuration 
du système, quant au choix du mode et du type de signaux, s'effectue direc-
tement sur la carte (Annexe D). 
• Limites de mesure 
À l'aide d'un compteur à 16 bits, on peut mesurer au maximum 
65535 impulsions. Si on choisit 2000 imp/tr, le déplacement maximum est 
de 
65535 = 32.7675 tours 
2000 
sur l'arbre du moteur, tenant compte du réducteur de vitesse de rapport 
40:1, le déplacement maximum de la charge sera de 0.8192 tours ou 
294.91 2• De plus, comme la position est signée le déplacement maximum 
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de la charge par rapport à zéro est de 147.452 ou 2.5735 rad. D'autre 
part, la position minimale mesurable du moteur est de l'ordre de 
2 1t 1 2000 = 3.1415 10-3 rad ou 0.182 et celle de la charge est de 
7.85 10-5 rad ou 0.00452 • 
• Lecture de la position et de la vitesse 
Une fois que les dispositions nécessaires ont été prises, la position est 
évaluée à l'aide de l'équation suivante: 
8(k) = Nombre [imp] x 2 1t [rad/tour] 
2000 [imp/tour] 
où Nombre est le nombre d'impulsions reçu par le compteur. 
Une simple approximation permet de déduire la vitesse moyenne comme 
étant la différence de la position sur deux périodes d'échantillonnage 
successives, soit: 
ro(k) = 8(k) - 8(k-1) 
T 
où T est la période d'échantillonnage. 
Pour obtenir la vitesse de rotation en tour par minute (ou rpm) il suffit de 
faire la conversion suivante: 
N(k) = roCk) x 60 [rpm] 
21t 
d) Circuit à modulation de lar2eur d'impulsions (MLD 
La carte Qua Tech doit fournir à travers le module DI A, la valeur de 
commande à la carte de puissance. La commande doit se présenter sous la 
forme d'un créneau variable tel que montré à la figure 6.12. 
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Malheureusement, la carte Qua Tech n'est pas capable de générer ce genre 
de créneau, mais elle est capable de générer un signal continu entre 0 et 
5 volts. Il faut donc concevoir un circuit, convertissant linéairement un 
signal continu entre 0 et 5 volts en un signal de type créneau variable. Il 
existe une variété des circuits MLI standards qui remplissent complètement 
cette fonction. La solution retenue est basée sur un circuit intégré de type 
TL494 de Texas Instruments (figure 6.13). De plus, un amplificateur 
pour l'adaptation d'impédance à l'entrée (TL81) ainsi qu'un circuit de 
remise en forme du créneau (7416) à la sortie du convertisseur sont utili-
sés. Les valeurs des composantes utilisées sont: 
Ri = 100Kn 
R2 = R3 = 10 Kn 
C = 0.1 }lF 
u u u 
!EK--~*~-~>I~ , K )I( >1 'KIE----+--?)I~I t 
50% 50% 
Le moteur est stoppé Le moteur tourne dans 
le sens positif 
Le moteur tourne dans 
le sens négatif 
Figure 6.12 Signaux requis pour la commande du hacheur. 
+12v 
12 9 
+12 v TL 494 
2 3 4 S 6 7 
Signal d'entrée 
continu O-Sv 3 TLS1 
c RI 
-12 v 
8 +Sv 
R3 
Signal de sortie 
créneau variable 
Figure 6.13 Schéma du circuit MLI à base d'un TL494 de Texas 
Instruments. 
6.3 Al20rithme de simulation du système de positionnement 
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6.3.1 Al20ritbme de simulation numérique avec PC· 
MATLAB 
Pour la simulation d'un schéma adaptatif de type indirect, il est 
indispensable d'effectuer les trois tâches suivantes: 
- élaboration d'un modèle mathématique du système à commander, 
- estimation de tous les paramètres sujet à des variations, 
- actualisation des paramètres du régulateur. 
Ces tâches ont été exposées clairement aux chapitres précédents. 
L'organigramme utilisé pour simuler le comportement du système de posi-
tionnement est indiqué à la figure 6.14. 
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Début 
• Introduction des données : 
- Valeurs initiales, 
- paramètres du moteur CC, 
- paramètres fixes du régulateur. 
+ 
Fixer la période d'échantillonnage 
T = 10 ms 
+ 
Fixer les paramètres du modèle de référence, 
par exemple : z = 1.1 et co n= 15 radis 
+ 
Calcul des coefficients fixes du système : 
al ,a2 ,b l ,b 2,cl et c2 
+ 
Définir la consigne de position 
posref = 1 (échelon) 
+ 
Définir la séquence de variation du couple 
de perturbation T d (k) 
+ 
introduire des variations de J t et Ft 
.... B ..... 
~ , 
Modélisation du système global 
(modèle d'état ou modèle ARMA) 
ct 
Figure 6.14 Organigramme de simulation du système de positionnement 
global incorporant un régulateur adaptatif. 
Calcul des variables utiles à la commande : 
9(k), N(k) et ia (k) 
Calcul de sortie du modèle de référence Yr (k) 
Calcul du couple obsexvé Tdl (k) 
Calcul de l'écart de position 
e(k) = posref(k) -9(k) 
Calcul de la tension de commande Vc (k) 
selon la loi appropriée 
Excitation riche ? 
OUI 
non 
Estimation des coefficients du système: 
al ,a2,bl ,b 2,c let c2 
Convergence des paramètres ? 
non 
OUI 
Estimation de 1t (k) et Ft (k) 
Figure 6.14 (Suite). 
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Estimation du couple Td2 (k) à l'aide de la 
séquence résiduelle 
Actualisation des paramètres du régulateur 
Nombre d'itérations = r ? 
non 
oUl 
Enregistrement des résultats de la simulation 
Figure 6.14 (Suite). 
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En cohérence avec la loi de commande utilisée, le modèle peut être 
basé sur les variables d'état ou sur les fonctions de transfert. 
L'identification des paramètres est effectuée en utilisant la méthode récur-
sive des moindres carrés. Le calcul des nouveaux paramètres nécessite le 
calcul d'une erreur de prédiction, qui n'est autre que l'erreur entre le 
comportement observé et celui estimé. fi faut toutefois mentionner que les 
fonctions estimation et actualisation des paramètres ne se font pas simulta-
nément à chaque période d'échantillonnage. Seul l'algorithme de 
commande (calcul de vc(k)) s'exécute à chaque instant d'échantillonnage. 
Quand le processus d'estimation est en cours, le processus d'actualisation 
99 
est arrêté et ne peut être amorcé qu'après la vraIe convergence de 
l'estimation. D'autre part, plusieurs lois de commande ont été essayées en 
simulation; le choix de la loi la plus performante sera justifiée au chapitre 
7. En ce qui concerne le couple de perturbation T d(k), plusieurs séquences 
de variations ont été considérées : couple constant, sinusoïdal et aléatoire. 
Enfin, le logiciel PC-MATLAB-3.5 a été utilisé pour simuler numé-
riquement l'algorithme complet, le programme correspondant est donné à 
l'annexe G. 
6.3.2 AI20ritbme de simulation en temps réel 
L'algorithme en temps réel fonctionne en quelque sorte de la même 
façon que l'algorithme de simulation. Cependant, au lieu d'être appliqué 
sur le modèle mathématique, la commande doit être appliquée pratiquement 
à l'entrée du système. À chaque période d'échantillonnage, on fait la 
lecture des différentes variables, soit la position, la vitesse, la tension et le 
courant dans le moteur. L'estimation des paramètres (inertie et friction) 
est basée sur la méthode ERLS, alors que le couple est obtenu à partir des 
éléments de la séquence résiduelle. Dans un premier intervalle de temps. 
(t = 0 à 20 kT), la commande est calculée en utilisant un régulateur à 
paramètres fixes. Après la convergence des estimés, les paramètres du 
régulateur sont actualisés. Une fois le calcul et l'envoi de la commande au 
système terminés, on reste en attente jusqu'à la prochaine période. 
L'algorithme proposé pour l'implantation pratique est indiqué à la 
figure 6.15. 
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+ 
Horloge du micro-ordinateur 
+ 
Mesure de va (k), ia(k) ete (k) 
+ 
* calcul de l'erreur de prédiction 
* estimation des paramètres 
* estimation du couple 
+ 
Convergence ? non ..... 
..... 
~ , oui 
Initialisation .... ,.. 
Calcul de la commande à donner au système: 
vc(k) 
+ 
Application de la commande au système 
1 
Figure 6.15 Algorithme de simulation en temps réel. 
6.4 Conclusion 
Dans ce chapitre, une description générale et détaillée du système de 
positionnement global a été présentée. Les principales tâches de 
l'implantation matérielle et logicielle ainsi que les problèmes qui s'y ratta-
chent ont été également exposés. L'algorithme de simulation numérique, 
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faisant l'objet de l'étude, a été aussi présenté. Le choix de la commande 
appropriée reste à justifier en se basant sur les résultats de simulation expo-
sés au chapitre 7. 
L'implantation pratique aurait pu montrer la pertinence de la 
solution proposée, malheureusement des problèmes survenus au niveau du 
module de conversion AID ont rendu les variables de mesure inaccessibles 
et par conséquent l'implantation n'a pu être achevée. Néanmoins, on ne 
peut que constater l'ampleur de la recherche que nécessite la réalisation 
complète de ce projet. Nous sommes satisfait d'avoir pu relever en grande 
partie ce défi. 
CHAPITRE 7 
RÉSULTATS DE SIMULATION DE 
L'ALGORITHME DE POSITIONNEMENT 
7.1 Introduction 
Dans ce chapitre, on va se limiter à la présentation des résultats de 
simulation obtenus à l'aide de PC-MA TLAB. Certaines données ont été 
maintenues fixes durant toute la simulation, soient : 
- la période d'échantillonnage T = 10 ms, 
- le facteur d'amortissement ç = 1.1, 
- la pulsion propre OOn = 15 rad/s, 
- le facteur d'oubli Â. = 0.9755. 
Les conditions initiales du système sont considérées nulles : 
9(l) = 9(2) = 0; oo(l) = oo(2) = 0; ia(l) = i a(2) = O. 
Les conditions initiales de la tension de commande v cCk) sont calculées à 
partir de la loi de commande considérée. En ce qui concerne 
l'identification des paramètres, la valeur initiale de la matrice de 
covanance a été choisie assez grande, soit: PcCO) = ro 1 avec 
ro = 3.4 1011 . Le vecteur de paramètres initial a été établi à la valeur 
suivante: 
[a1(0); a2(0); b1(0); b2(0); c1(0); c2(0)] = [0.05; 0.05; 0.31;0.31; 2.87; 2.87] 
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7.2 Réponses du système en boucle fermée avec correcteur à 
paramètres fixes. 
7.2.1 Système non soumis à des variations des paramètres 
La figure 7.1 nous montre l'évolution des différentes variables du 
système lorsque celui-ci n'est soumis à aucune variation de la charge. 
Remarquons que la réponse en position du système (figure 7.1.(e)) suit 
convenablement le modèle de référence à une légère différence près 
(erreur ~ 6%). On peut conclure que le régulateur obtenu par minimisa-
tion d'un critère quadratique avec des coefficients fixes est bien adapté 
pour la commande d'un modèle quasiment fixe (en considérant que les 
variations de la charge sont pratiquement nulles). D'autre part, le modèle 
de référence (figure 7.1.(a)) a été calculé de façon à ce que le système 
atteigne le régime permanent au bout de 0.6 seconde. 
7 .2.2 Système soumis à des variations de l'inertie et de la 
friction 
La figure 7.2 montre l'effet de variation de l'inertie au niveau de la 
charge. Dans le premier cas on a considéré une variation de 400% de 
l'inertie, dans le deuxième la variation est de 900%. On remarque la 
présence des dépassements dont l'amplitude croît à mesure que la variation 
de l'inertie est plus importante, il s'agit évidemment d'un réponse qui n'est 
pas souhaitable. 
La figure 7.3 illustre l'effet de variation de la friction. Le premier 
cas est obtenu avec un accroissement de 900% de la friction, dans le 
deuxième cas on augmenté la friction de 1 00 fois pour mieux voir son effet 
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sur la réponse en position du système commandé. En effet, le temps de 
réponse du système a relativement augmenté, ce qui n'est pas désirable. 
Enfin, à la figure 7.4 on a considéré des variations simultanées des 
paramètres. Dans ce cas, les effets de variation de l'inertie et de la friction 
se trouvent superposés. 
7.2.3 Système soumis à des variations de couple de cbaree 
Lorsque le système n'est soumis à aucun couple de charge, la réponse 
en position peut être identique à l'une des réponses indiquées aux figures 
précédentes (selon que l'on considère des variations des paramètres ou 
non). Par contre, un couple de charge T d(k) non nul influence la réponse 
du système selon sa nature et son amplitude. Dans ce paragraphe on va 
considérer les cas suivants : 
- couple constant, 
- couple sinusoïdal, 
- couple aléatoire. 
Dans le cas de la figure 7.5.(a), on a considéré un couple constant de 
l'ordre de 50% du couple nominal de la machine. La position a tendance à 
s'écarter de la valeur désirée (sortie du modèle de référence) en maintenant 
une erreur en régime permanent non nulle. Cette erreur croît à mesure 
que l'amplitude du couple appliqué augmente. 
La figure 7.5.(b), par contre, illustre l'effet d'un couple sinusoïdal 
de même amplitude. La position a tendance à osciller autour de la valeur 
désirée. 
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Figure 7.5. Réponses en position du système sourms à des variations de 
couple de charge. 
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Enfin, le dernier cas (figure 7.S.(c» correspond à l'effet d'un 
couple aléatoire sous forme d'une séquence de bruit de variance connue. 
La réponse en position, dans ce cas, a tendance à se détériorer puisque le 
système incorporant un correcteur fixe n'a aucune immunité contre les 
perturbations. 
7.2.4 Analyse et interprétation des résultats 
Les résultats présentés aux figures 7.1 - 7.5 présentent les réponses 
du système de positionnement incorporant un régulateur à paramètres fixes 
basé sur la minimisation d'un critère quadratique. En comparant les 
réponses obtenues en provoquant certaines variations de paramètres ou de 
couple à celles du système non soumis aux variations on peut remarquer 
jusqu'à quel point les performances en sortie ont tendance à se détériorer. 
Ceci est tout à fait normal puisque le correcteur à paramètres fixes ne 
convient que pour la commande d'un modèle quasiment fixe. Le système 
global est sensible aux variations des paramètres internes et aux perturba-
tions; en d'autres tennes il n'est plus robuste. C'est pourquoi on devrait 
ajuster la structure du régulateur pour l'accommoder aux variations du 
modèle à commander. Le rôle donc du régulateur adaptatif requis sera 
sans doute de compenser toutes les variations au niveau du modèle, et assu-
rer une réponse en position qui suit le plus possible la sortie du modèle de 
référence. 
7.3 Réponses de l'allmrithme d'estimation des paramètres 
Les paramètres qui sont sujets à des variations doivent être d'abord 
estimés pour pouvoir actualiser le régulateur utilisé. Dans les chapitre 3 et 
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4 on a démontré qu'il suffit d'estimer les coefficients al, a2, bl, b2, Cl, C2 
et le couple Td(k) pour reconstruire le modèle du système à commander. 
Dans ce paragraphe on va considérer les trois cas suivants : 
- estimation des coefficients constants en l'absence d'un couple de 
charge, 
- estimation des coefficients variables en présence d'un couple 
constant, 
- estimation des coefficients variables en présence d'un couple 
variable. 
7.3.1 Estimation des paramètres cOnstants 
Les résultats obtenus dans le premier cas sont présentés à la 
figure 7.6. On remarque que les estimés convergent rapidement vers leurs 
valeurs réelles. Par contre, certains coefficients sont biaisés (ou présentent 
une certaine erreur en régime permanent par rapport aux valeurs théo-
riques) tels que bl et b2. 
7.3.2 Estimation de 4 paramètres (Id. = cte) 
Dans la figure 7.7, on présente les résultats d'estimation des para-
mètres variables en présence d'un couple constant de valeur 0.050 N.m (ou 
25% du couple nominal). Dans ce cas, il suffit d'estimer les quatre coeffi-
cients a2, bl, b2 et co. On remarque que la convergence, dans ce cas, ne se 
fait pas avec la même rapidité. De même, on note que les variations sont 
provoquées à partir de l'instant t = 5 T. 
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Figm-e 7.6. Résultats de l'estimation des paramètres constants en l'abseœe 
d'tm couple de charge. 
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7.3.3 Estimation de 5 paramètres (Td yariable) 
Le dernier cas, où on considère un couple de charge aléatoire de 
variance 02 = 0.01, est illustré à la figure 7.8. Dans ce cas, il suffit 
d'estimer les cinq coefficients a2, bl, b2, Cl et C2; le coefficient âl peut être 
toujours déduit à partir de l'estimation de a2 puisque al = - (1 + a2). On 
remarque que les deux coefficients Cl et C2, qui permettent de tenir compte 
des variations du couple, convergent moins vite que les autres paramètres. 
Dans tous les cas la convergence est obtenue au bout de 15 à 20 périodes 
d'échantillonnage, ce qui est satisfaisant. 
7.3.4 Analyse et interprétation des résultats 
En comparant les résultats donnés aux figures 7.6 à 7.8, on remarque 
l'influence de la présence d'un couple de perturbation sur le processus 
d'estimation. En effet, l'absence d'un couple peut conduire à l'obtention 
d'estimés biaisés notamment Cl et C2. D'autre part, l'effet de la présence du 
couple T d(k) se manifeste selon la nature et l'amplitude du couple. Une 
amplitude relativement élevée, par exemple, risque de donner de mauvais 
estimés (divergence, valeur erronée, etc ... ). La stratégie de commande 
basée sur le RAS présente des limitations à ce niveau. 
D'autre part, durant la simulation, plusieurs facteurs ont tendance à 
influencer le processus d'estimation, tels que le facteur d'oubli À (À = 0.95 
à 0.999), la matrice de covariance Pe(O), la matrice de gain K(k), la 
richesse de l'excitation, etc ... 
Notons qu'il y a certains critères à considérer lors du choix du fac-
teur d'oubli. Quand les paramètres varient rapidement, il sera approprié 
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de choisir des valeurs faibles, de l'ordre de 0.96 et moins, dans le but 
d'augmenter le temps de réponse de l'estimateur. Cependant, un faible 
facteur d'oubli rend l'estimateur sensible au manque d'excitation. D'autre 
part, vu que la durée de l'intervalle de temps pendant lequel l'estimateur 
peut supporter l'absence de l'excitation sans diverger énormément est 
inversement proportionnelle à la valeur du facteur d'oubli, aucune estima-
tion ne doit être prise en considération durant les conditions stationnaires 
puisque les paramètres d'estimation ne peuvent être améliorés sans aucune 
excitation. Il s'ensuit que lorsque le point de fonctionnement est station-
naire, l'estimation est arrêtée. 
7.4 Réponse de l'estimateur de couple T~ 
7.4.1 Estimation du couple à l'aide d'une séQuepce rési-
duel le 
En plus de l'estimation des paramètres précédents, il s'avère néces-
saire d'estimer le couple de charge Td(k). Dans ce cas on va considérer 
l'estimation d'un couple constant, d'un couple sinusoïdal et d'un couple 
aléatoire. 
L'estimé d'un couple constant d'amplitude 0.050 N.m (ou 25% du 
couple nominal) est indiqué à la figure 7.9.(a). Une faible erreur en 
régime transitoire est obtenue (figure 7.9(b». En régime établi, l'estimé 
du couple s'établit à la valeur du couple appliqué avec une erreur prati-
quement nulle. 
Dans la figure 7 .9.(c), on présente l'estimé d'un couple sinusoïdal de 
valeur 0.100 N.m crête à crête (ou 50% du couple nominal). L'erreur 
~L-~ __ ~~ __ ~~ __ ~» __ ~~~~~~~~~~. 
_.,.,... ,,_ lAI ..... 
(a) estimaûon d'un couple 
constant T ,(k) • 0.05 Nm 
a.œ 
~04S 
~04 
J~CI.J! 
1 ~03 
i~02S 
10 
ICI.02 
• ~o,~ 
Q.01 
00 , 
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~ ~ » ~ ~ ~ • 
~ ........ ,"*-'t ....... 
(b) erreur d'estimaûon du couple 
constant. 
a.œ'r-------------------____ ~ 
~04 
j ~03 
~ 0.01 ~ 
!J 
i ~Q2 
i ; 0 
1-0.01 10 ~01 a • ! -4.Q2 • 0 
~ 
~ 
-o.G5
o 
_.,..... ...... 1. 
(c) estimation d'un couple 
sinusoIdal. 
~01 
(d) erreur d'estimation du 
couple sinusoIdal. 
~~--~-------------------. ur-------------------____ ~ 
~, 
_.,....., ... 1 ..... 
~o~--~»~--~.~--~c~--~c----~~ 
_.,....., ............... 
(e) estimation d'un couple (f) erreur d'estimation du 
aléatoire couple aléatoire. 
où - correspom au couple estiJœ et _ correspom au couple réel. 
Figure 7.9. Résultat de l'estimateur de couple basée sur une séqœœe 
résidœlle. 
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dans ce cas est de 4% en régime transitoire puis s'établit à ±1.6% en 
régime permanent (figure 7.9.d). 
Enfin, l'estimation d'un couple aléatoire d'amplitude enVlfon 
0.200 Nm crête à crête (égale au couple nominal) est exposée à la 
figure 7.9.(e). Vu qu'il y a un certain délai (ou déphasage) entre le couple 
appliqué et le couple estimé, une erreur d'estimation est inévitable 
(figure 7.9.(f)). 
7 .4.2 Analyse et interprétation des résultats 
En conclusion, les résultats d'estimation obtenus démontrent que la 
méthode d'estimation de couple à l'aide d'une séquence résiduelle est plus 
appropriée pour des variations du couple relativement lente par rapport à 
la période d'échantillonnage. 
7 . 5 Essais en simulation de certaines lois de commande adap-
tatiye 
7.5.1 Résultats obtenus par application de la technique de 
placement de pÔles 
La figure 7.10 présente les résultats obtenus à l'aide d'un régulateur 
à réponse pile calculé à l'aide de la technique de placement des pôles. Sa 
conception a été basée sur l'équation 5.20 en choisissant SlO = bl . On 
bl + ln 
remarque que la réponse du système (figure 7.10.(a)) présente des dépas-
sements relativement importants (le premier dépassement est de l'ordre de 
75%). L'écart entre la sortie du système et celle du modèle de référence 
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(a) réponse en position. (b) erreur de sortie 
Figure 7.10. Résultats de simulation à l'aide d'un régulateur aiaptatif calculé à 
partir de la T.P.P. 
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Figure 7.11. Résultats obtenus à l'aide d'un régulateur poniéré à variaŒe 
minimale. 
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(figure 7.10.(b)) est relativement élevé en régime transitoire, mais en 
régime établi, il est pratiquement nulle. 
7 . 5 . 2 Résultats obtenu à l'aide d'un ré2ulateur pondéré à 
variance minimale (commande de type ARMA) 
Dans la figure 7.11, on présente les résultats de simulation obtenus 
en utilisant une commande ARMA stochastique basée sur un régulateur 
pondéré à variance minimale (voir § 5.3). La position ne suit pas conve-
nablement le modèle de référence durant le régime transitoire, par la suite 
elle a tendance à converger vers la valeur désirée. On remarque aussi que 
l'erreur atteint au début environ 10%, puis tend vers zéro tout en présen-
tant certaines fluctuations dues à la présence d'un couple aléatoire appliqué 
au modèle. On a remarqué, durant la simulation, que cette commande est 
relativement sensible aux variations des paramètres et aux perturbations 
aléatoires. 
7.5.3 Résultats obtenus à l'aide d'une loi de commande 
adaptative par minimisation d'un critère de perfor-
mance 
En simulant la commande étudiée, au paragraphe § 5.4.2, on a 
obtenu les résultats présentés à la figure 7.12. Dans le premier cas, on a 
considéré une variation simultanée de l'inertie et de la friction de l'ordre 
de 400% ainsi qu'un couple de perturbation aléatoire d'amplitude de 
0.075 Nm. Dans le second cas, on a considéré une variation des para-
mètres plus élevée, soit ~Jt = ~Ft = 900%, ainsi qu'un couple sinusoïdal 
d'amplitude 0.050 Nm. Tenant compte de la phase d'estimation, dont la 
durée est d'au plus 20 T (de k = 5 à k = 25), on peut remarquer que la 
I.J'.-------~----___. 
-- wtIe .. __ • réfw.- ~.) 
- ~. tyWÙIM.---
lID 40 III III 
_.,....~'II l''cp 
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(a) réponse et erreur de position en utilisant un régulateur optiIml ~ 
ÂFt-dJt - 400% en prisera d'un couple aléatoire. 
I.J.-------~--_-___. 
- .......... réf._~.) 
-,... . .,.t----
III 
(b) réponse et erreur de position en utilisant un régulateur optimal avec 
ÂFt-dJt - 900% en prisera d'un couple sinusoïdal. 
Figure 7.12. Résultats obtenus à l'aide de la loi de coDml2l1)je par 
minimisation d lun critère q\a1ratique : (a) ÂFt • dJt • 400% et 
Td(k) est aléatoire, (b) ÂFt • dJt - 900% et Td(k) est sinœoïdal. 
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position a tendance à suivre le modèle de référence à partir du moment où 
les paramètres convergent vers leurs valeurs réelles (ou théoriques). TI est 
évident que durant cette phase, le régulateur est calculé avec des paramètres 
fixes, lorsque la convergence des estimés est atteinte, les paramètres du 
régulateur sont mis à jour. 
7.5.4 Interprétation et comparaison des résultats 
Les résultats résultats obtenus à l'aide du régulateur adaptatif à 
réponse pile sont loin d'être satisfaisants. En effet, ce régulateur peut 
causer des problèmes de stabilité si les pôles du système en boucle ouverte 
sont à l'extérieur ou proches du cercle unitaire, ce qui est le cas ici puisque 
G(z) présente un pôle z = 1 (équation 5.7). Ce problème d'instabilité s'est 
manifesté donc au niveau de la réponse sous forme des dépassements relati-
vement élevés. D'autre part, la loi de commande, obtenue à partir de la 
T.P.P, n'est pas robuste puisqu'elle ne permet pas de compenser les varia-
tions du couple T d(k). L'absence du critère de robustesse ainsi que les 
problèmes d'instabilité pouvant être causés par ce genre de régulateur ont 
écarté l'utilisation de cette commande. 
La commande ARMA stochastique basée sur le régulateur pondéré à 
variance minimale semble être plus approprié pour le problème étudié. 
Malheureusement, cette commande, bien qu'elle est supposée robuste, est 
relativement sensible aux variations des paramètres et du couple de charge. 
Les résultats obtenus en appliquant cette commande sont néanmoins accep-
tables mais les limitations au niveau des plages des variations possibles 
présentent un désavantage considérable. 
121 
Enfin, la dernière loi de commande, dont le principe est basé sur la 
minimisation du critère de performance exposé au paragraphe § 5.4, a 
donné des résultats très satisfaisants. Cette commande, en plus d'être suffi-
samment robuste, offre la possibilité de varier les paramètres ainsi que le 
couple dans les plages souhaitées, soit un rapport de variation de 1 à 10 
pour la friction et l'inertie et de 0 à 100% pour le couple. D'autre part, 
cette commande permet de profiter à la fois des avantages de la commande 
adaptative et de la commande optimale au sens d'un critère de perfor-
mance. 
7.6 Conclusion 
Au cours de la simulation, dont les résultats sont exposés dans ce 
chapitre, on a vérifié les deux modèles mathématiques proposés pour la 
modélisation du système de positionnement, soit le modèle d'état et le 
modèle par fonction de transfert. Les essais en simulation ont démontré 
que le premier modèle est plus concret pour tenir compte des variations 
possibles. D'autre part, l'algorithme d'estimation des paramètres ainsi que 
celui de couple ont donné des résultats très satisfaisants. Plusieurs lois de 
commande ont été essayées, le bilan de comparaison basé sur les résultats 
obtenus a été en faveur de la commande calculée par minimisation d'un 
critère de performance. L'algorithme de positionnement global pour la 
simulation numérique à l'aide de PC-MA TLAB et celui en temps réel sont 
donc basés sur cette loi de commande. Enfin, le programme de simulation 
pour l'étude est indiqué à l'annexe G. 
CONCLUSION 
Un algorithme adaptatif et robuste de positionnement d'un moteur à 
courant continu de faible puissance sujet à des variations de paramètres et 
du couple de charge a été élaboré. Les étapes principales de la conception 
ont été décrites progressivement tout en adoptant certaines hypothèses 
simplificatrices. Le choix de la stratégie de commande basée sur un 
régulateur auto-syntonisant a été justifié, au départ, en se basant sur la 
littérature. Les résultats de simulation obtenus viennent approuver ce 
choix. Le modèle mathématique proposé pour simuler le système global a 
été conçu de façon à pouvoir tenir compte aussi bien des variations des 
paramètres (inertie et friction) que du couple de charge. Dans l'algorithme 
d'estimation, on a incorporé un estimateur basé sur les éléments d'une 
séquence résiduelle. Celui-ci est plus efficace pour l'estimation des 
séquences variées qu'un observateur de couple d'ordre réduit. Plusieurs 
lois de commande adaptative ont été essayées en simulation. Tenant compte 
des critères de performance désirés et surtout l'exigence de robustesse, on a 
opté pour la commande obtenue par minimisation d'un critère quadratique. 
Cette commande permet de profiter à la fois des avantages de la commande 
adaptative et de la commande optimale. Dans sa structure, un modèle de 
référence est intégré dans le but de définir les performances désirées à la 
sortie du système. D'autre part, cette commande permet de compenser 
aussi bien les variations de l'inertie, de la friction que celles du couple de 
charge. Les paramètres simulés varient généralement selon un rapport de 
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1 à 10 pour l'inertie et la friction, le couple par contre varie dans la plage 
de 0 à 100% de sa valeur nominale. 
De même, au cours de la simulation, on a démontré l'influence de 
plusieurs facteurs sur la convergence des estimés tels que la valeur initiale 
de la matrice de covariance Pc(O), la matrice de gain K(k), le facteur 
d'oubli ainsi que la richesse du signal de commande vc(k). Certaines solu-
tions ont été aussi proposées pour résoudre les problèmes liés à la conver-
gence. 
L'algorithme de positionnement, ainsi conçu, a été simulé numéri-
quement avec le logiciel PC-MATLAB (version 3.5). Les résultats obtenus 
confirment qu'il s'agit d'une commande performante et prometteuse qui se 
comparent avantageusement par rapport aux lois de commande usuelles . 
La mise en oeuvre du système de positionnement nécessite une unité de 
traitement ou de calcul suffisamment puissante et rapide. Une solution 
intermédiaire faisant usage d'un micro-ordinateur fonctionnant à 25 MHz 
de type Intel 80386 auquel on a associé une carte commerciale d'acquisition 
des données QUA TECH PXB-721, a été proposée. Cette carte est munie 
d'un logiciel ("Driver") écrit en GWBASIC, ce qui a favorisé l'utilisation 
du Basic pour l'implantation logicielle. 
Enfin, cette étude nous a permis d'explorer le domaine de la com-
mande moderne et d'ouvrir l'horizon sur une stratégie de commande dont 
la possibilité d'adaptation à des problèmes plus complexes notamment la 
commande du robot à 8 axes est certaine. En ayant comme objectif à long 
terme la commande de ce robot, deux solutions peuvent être envisagées : 
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- l'utilisation du même micro-ordinateur avec une ou plusieurs 
cartes d'acquisition des données; 
- l'utilisation d'un processeur numérique (DSP) de type DSP56200 
ou TSM32014. 
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ANNEXES 
ANNEXE A 
Paramètres des éléments mécanigues du système de 
DosjtioQoement et t,u.tioQ' de 1. chari' 
~. 1 Moteur : RAE Corporùicm No. 241851.1 5.503 
Alimenta.tion: 12 V c-o: 
Courant nominal: 4 A 
Vitesse nominale: 1490 tn/min 
Couple: 24.5 po-oz 
Paramètres mesurés : 
Ra = 1.2 n 
La = 1.57 mH 
~= ô.33·10-4 N·m·, 
Jo = 5.0·10-5 Kg·m2 
J = Jd = 1.0·10-4 Kg·ml a.vec réducteur et disque sans poi~ 
K,! = K. = 0.054 N·m/A (V·s) 
"'.2 Réducteur de vite:ae : 
BOSTON GEAR No. 309A-40-A Modèle #= 001 lA 
Ra.ppo~ de t:aD3Îor:nation: 40:1 (KG = 40) 
Vitesse dfentr~ maximale: 1150 tn/min 
Couple d'entrée: 0.01 Hp 
Couple de sortie: 31 Ib-po 
~ .3 CharI' : Deux t.ypes de charge sont utiliaéa. 
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La première charge est conatitu~ d'un disque de 30 cm de diamètre sur lequel 
lent fixée des poida. L. cU.que elt fixé à 1. lortie du réducteur de vitesse. 
La conf1gurat1on du d1sQue est montrée à la f1gure A.l. 
, 
, 
.,.-----
-- ... 
\ / 
"e... ~/ 
"'----,,* 
Points 
d attache 
F1gure A. 1. Charge const1tuée d'un d1sQue de 30 cm de d1amètre 
sur lequel sont f1xés des po1ds. 
La seconde charge est cOllltibu~ de deux roues d'inertie (La.b Volt, EMS 8915; 
diamètre = 23 cm) dont l'inertie est variée par l'ajout de m'wes auapendues à. une 
b·~de mét' .. n;aue ,:,....;~:e .--, ............ -~- _. ::-:.... ; 1 ... ,--;e ...: .. ·:.;:····e .... ..1 ..... _ ... ~ ............ ... U,;;;pA6-". \""1_,, .... \o."-"GW.61iiii 1;(iio8" ......,...1Iiii01iiii; a.a "'.... ... ................. -. __ .... ~. 
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~t 
\ 
1 
-
Pads 
1 
Poèds 
2 
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Figure A.2. Charge const1tuée de deux roues d'inertie avec masses 
suspendues à une bande métallique flexible. 
A.4 Equaiiotll de la eharp vue par le moteur 
Friction totale: Ft = Fm + Fd 
où Fm: frict10n mesurée, 
Fd : composantes non modél1sées. 
Inertie: 
Conficuration "diague" : 
! m· · 1 .2 ~ l 1 J = Jd + KG 
où: J : inertie totale 
J ci : inertie du moteur avec disque sans charge 
N : nombre de poids fixés au disque 
mi : maaae du poids i 
li : distance entre le cent:-e du disque et le centre de gravité du poids i 
KG : rapport de transformation du réducteur de vitesse 
Confisuration "roues d'inertie" : 
mt+~ 
J = Jr +----. r~ 
KG 
où: J : inertie totale 
Jr : inertie du moteur avec les 2 roues d'inertie 
mt et ~ : m!:ues 
r : rayon de la roue d'inertie 
KG : rapport de tramformation du réducteur de vitesse 
Couple : 
CoMmation "disque" : 
où: T : couple total 
T 6 : couples non modéliaés 
134 
K : nombre d'axes sur lesquela des poida peuvent être fixés (les axes sont 
8uppoaés définis par un paa angulaire constant) 
Nj : nombre de poids sur l'axe de positionnement j 
mij : maaae du poids i sur l'axe j 
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Iii : distance entre le centre du di!que et le centre de gravité de la m.aaae mij 
80 : angle relatif de l'axe de référence (j=l) par rapport à l'horizontale. Cet 
angle est mesuré à la sortie du réducteur de vitesse. 
KG : rapport de transformation du réducteur de vitesse 
Connœation "roues d'inertie" : 
mt~ 
T=T6 +----·r 
KG 
où: T : couple total 
T 6 : couples non modélisés 
mt et ~ : maaaes 
r : rayon de la roue d'inertie 
KG : rapport de transformation du réducteur de vitesse 
ANNEXE B 
Log1aue de commande du hacheur 
r, ~ i 
'" 
... 
1 ~ ~i l , ~ ~ 1 ~ Il • ~-~ 
... ; ~1 ~ : Cl • ~~ l: ... ~ ~ ~6~ ~ , ~ ~ . j ! ~ ~ ~ ~ : l 
~~~ 
. ~ ~. 
:.._-
1 : 
~: 
~ Ui. i ~ l') ! ~ : 
~ t' 
:..---
Alimentationa. hacheur 
7407 
74132 
MC1458 
LM311 
Vcc Masse 
14 7 
14 7 
Voir plan 
Voir plan 
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BU! du food de panier : 
No. 
l, A, B 
2 
3 
4 
5 
6 
1 
8 
9 
10 
11 · 
13 
14 
15 
16 
18 
19 
20 
21 
C 
D 
Z,22 
R 
Description 
+5 V 
CALCUL-
PREF 
FCAL* 
PERINT 
pas 
vtT 
lNIINT* 
FORlNT* 
T 
ERC 
If no. 2 
If no. 1 
Icom 
la (~teur à. eiiet de li all ) 
SS* 
SCK 
MaS! 
MISO 
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+ 12 V (alimente la partie faible pw.ance seulement) 
-12 V 
Muae (partie faible puiaaance seulement) 
RESET* 
ANNEXE C 
Démonstrations mathématiques 
C.I Principe de la méthode d'identification récursive des 
moindres carrés (RLS) 
la méthode est basée sur la minimisation de la fonction suivante: 
N 
S(9) = 2: [Yt _x?e] 2 
t=l 
où Yt est l'observation scalaire à l'instant t et 9 E RP est un vecteur paramétrique. 
l'estimation des moindres carrés de 9, basée sur les observations Yb Y2, 
... , YN est donné par : 
avec 
XIT YIT 
X"T Y.2T XN = l' ,YN = 
XNT YNT 
Pour établir l'algorithme de l'identification récursive des moindres 
carrés, on considère la situation où on fait une observation: 
ona 
l.e., 
L'estimation récursive des moindres carrés peut être calculée comme 
suit: 
où 
et 
C.2 Conception d'une commande de type ARMA 
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avec 
(a) réaulateur à variance minimale 
Le critère à minimiser est : 
J = E [y(t+d) -y*(t+d)] 2 
Zt 
(b) réaulateur pondéré à variance minimale 
Le critère à minimiser est : 
J'(t+d) = E [[y(t+d) -y*(t+d)] 2 + Â, U2(t)] 
2 Zt 
( c ) réaulateur pondéré à variance minimale avec 
modèle de référence 
Le critère à minimiser est : 
J(t+d) = li [E(q-l) [y(t+d) _ y*(t+d)] 2 + Â, E U(t)2] 
2 Zt 
E(q-l) y*(t+d) = g H(q-l) r(t) 
E(q-l) y(t+d) = YF(t+d) 
'YWt + d.) = E YF(t+d) 
, t Zt 
y?{t +~) = YF(t+d) - F(q-l) W(t+d) 
De même le prédicateur est défini par : 
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C(q-l) ~t + ~) = a(q-l) y(t) + ~(q-l) U(t) 
J(t+d) = li [E(q-l) [y(t+d) _ y*(t+d)] 2 + Â. E U(t)2] 
2 Zt 
= li [[E y(t+d) _ E y*(t+d)] 2 + Â. E U2(t)] 
2 Zt 
= li [[y F(t+d) _ E y*(t+d)] 2 + Â. E U2(t)] 
2 Zt 
= î [[YF(t+d) - ~t + *l + ~t + *l -E y * (t+d)j 2 + Î.. EZ~2(t)] 
d J(t+d) = 0 => x d x + Â. E u(t) = 0 
d Ut dUt 
avec X = ~t + *) -E y*(t+d) 
avec 
C(q-l) ~t + ~) = a(q-l) y(t) + ~(q-l) U(t) 
=> rlit'+.1) = a(q-l) y(t) + ~(q- l) u(t) 
t'\ d C(q-l) C(q-l) 
~(q-l) = ~O + ~l q-l + . . . 
d'où 
C(q-l) = 1 + 0.25 q-l + 0.1 q-2 
a J(t+d) = 0 => 
dut 
Pq~t +~) - E y*(t+d)] 2 + À E u(t) = 0 
p~E y(t+d) - F w(t+d) - E y*(t+d)] 2 + À E u(t) = 0 
~ E y(t+d) - F w(t+d) - E y*(t+d) + À E u(t) = 0 
Po 
d'autre part on a : 
C(q-l) Y9{t + ~) = a(q-l) y(t) + P(q-l) u(t) 
a(q-l) y(t) + P(q-l) u(t) - C(q-l) y~t + ~) = 0 (i) 
yQ/t + d.) - E y*(t+d) + .Â. E u(t) = 0 (ii) 
r, t Po 
En ajoutant les deux équations (i) et (ii) on obtient: 
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a(q-l) y(t) + P(q-l) u(t) - [1 - C(q-l)] yQ/t + d.) - E y*(t+d) +.Â. E u(t) = 0 
r\ t Po 
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À E u(t) = E y*(t+d) - [1 - C(q-l)] yillt + d) -a(q-l) y(t) + ~(q-l) u(t) ~o ~ t 
À E u(t) = ~o { q[~o - ~(q-l)] u(t-1) - ~o(t) + E y*(t+d) + [C(q-l) - 1] y~t +~) - a(q 
Modèle de référence 
r:. = g q-l H(q-l) = q-l(el + e2(q-l») 
r E(q-l) 1 - d1q-l - d2q-2 
où 
En remplaçant chacune des variables par son expression et en 
développant le calcul, on obtient : 
u(t) = Po W'J3~1 - ln) u(t-!) + (À.J3~2) u(t-2) + el.r(t) + e2.r(t-!) + (al + dt> y(t)} 
+ Po ( + (a2 + d2) y(t-l) - 0.25 wo(t) - 0.1 wo(t-l)) 
où 
ANNEXED 
Carw;téristiqœs da la carte d Iqrisjtion des dorvf!s OUA TECH px&-721 et des 
apdul·lSSOciés 
AN INTROOOCl'ION TO 
DATA ACQUISITION SYSTEMS 
A data acqulaltlon system Is a group 
ot Interconnected electronlc Instrumenta 
dedlcated to' the task ot meaaurement and 
quantlzatlon ot analog signaIs tor 
aubsequent processlng or analysls by 
digital computer or tor data 
transmission. In thls context It can be 
consldered as an Intertace between world 
of analog signaIs and digital computation 
and process'ng. 
The block dlalram ot a representatlve 
data acquisition system uslng Qua Tech 
products Is Illuatrated ln Plg. 1. In 
data meaaurement and monltorlng,a 
transducer takes a physlcal variable auch 
aa pressure, temperature, straln or 
position and converts It Into an analol 
el~ctrlal voltale or current. The algnal 
trom the tranaducer may be a millivolt 
level allnal, or a dltferentlal sllnal 
wlth common mode noise. The allnal 
condltlonlng circuit then la used to 
ampllty the signal to a hlgher voltage 
level and/or tllter the sl.gnal to 
ellmlnate the hlgh frequency components 
and nolae trom the signal. These lignaIs 
atter allnal condltlonlng are connected 
to the Inputs of the data acquisition 
Iystem'I analog multiplexer. 
The analol multiplexer pertorms a 
tlme division multlplexlng operation 
between a number ot dlfterent analog 
Inputs. Each Input Is sequentlally 
connected to the mUltiplexer output tor 
sorne specltled perlod of tlme. The 
multiplexer output Is ampllfled and 
connected to a aample and hold circuIt 
::: 
1 ~ 
-
whloh .a.pl.. th. .Irnal at a 
,redetermlned rate and hold. the data at 
!ts output untll analog-to-dlrltal (A/D) 
converter pertorms the conversion. Th. 
AID converter translate. the analo, 
.Ignal Into an enooded dlrltal tormat. 
The tlmlnr and control of th. 
multlplexlnr, sampllng and oonver.lon l, 
accompll.hed by the control loglc. Both 
8-blt (ACM8-10) and 12-blt (ADMI2-10) AlD 
canverter modulel are avallable trom Qua 
Tech, Inc. 
Oftentlmes the procesled dlrltal data 
has to be oonverted back to the analo, 
format for analog lignaI oontrol and 
monltorlnr. The dlrltal-to-analor (DIA) 
converter aocompllshel thll t~.~. Both 
8-blt (OM8-10) and 12-blt (OMI2-10) DIA 
converter module. are avallable trom ~a 
Tech, Ino. 
The oonverter modulel are mounted on 
PXB-721 paraI lei expanllon board. The 
board al.o provlde. three programmabl. 
perlpheral lnterfaoe I.e.'., eaob 
provldlnl 24 dliital 1/0 Ilnel. Ther. 
will b. 72, 48, 24, or 0 dliitai 1/0 
Ilne. avallable for dliitai Interfao. 
dependlng on whether 0, 1, 2, or S 
ooav.rt.r modul •• Ar. In.tall.d on t •• 
board. 
r- '-1 
w.u,i1ClD et:JHv~p ~ 1 -~ ~ t-
Il Il ::S f 
1 
1 1 
COHTnct. 
1 LOQIC 1 
1.-
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_J 
0Ul TtOf ~tO Oft DM12'-tD r-- ~ 
-L ~RT1R 4= AHALOQ ourMS 1 
l.2 1 
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UN'T 
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pAJtALLEL EXPANSION BOARD (PXB-721) 
INTRODUCrION 
Tbe PXB-721 conliit. of tbree INTEL 
1255 prolrammable perlpberal Interface 
I.~.'I, provldlnl 24 Input/output (1/0) 
Ilnei each. The 8255 can be prolrammed 
to operate al a Iimple Input. Iimple 
output, output w!-tb handlbake, Input wAth 
bandlhake, bldlrectlonal wltb hanlhake 
port, or a comblnatlon ot these 
oonf.llura tl onl. 
The PXB-721 Il fully addrellable 
wlthln tbe 1/0 ohannel Ipace of tbe IBM 
PC or tbe IBM PC/XT. It Il capable ot 
Interrupt leneratlon, and aooeptl a 
tamlly of modulel menufaotured by QUA 
TECH. Any comblnatlon of .uP to tbree 
.adulel oan be mounted on tbe PXB-121. 
or they can be uled externally wlth tb~ 
ule of an optlonal extender oable. 
Tbo PXB-721 II Iblpped from tbe 
factory at a baie addrell of 300H(bex) or 
T88 deolmal. It Ibould only be necellary 
to Inltall tbe board (Iee Inltallatlon), 
and follow the prolrammlnt examplel tbat 
accompany tbe modulel. · It II Important 
to enlure that no otber optlonal Gard 
occuplel tbe lame addre'l Ipace. 
Tbll manual de.orlbel tbe PXB-121 
and Itl ulel a. ballo Input/Output 
operation. Input/Output configuration Il 
de.orlbed and lample examplel are Ilven 
for lelectlnl the Input/output 
eonflluratloD of eaob 8255. 
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BOARD DESatIPTION 
The component dlalram oC the board 
1. .hown ln Pliure 1. The three 8255 
Intelrated circuit. (IC) are numberld 
Crom left to rllht a. U1, U2, and U3. 
Hl, H2, and 83 are thelr corre.pondlnl 
header connector.. JI 1. the Jumplr 
connlctor tor Intlrrupt Ilneration. SWi ' 
1. tbe addrl" 111 •• t.r Iwltoh. 
!aoh 1211 -le eoatalnl onl 10Rtroi 
word regllter and three a-bIt port. 
dellgnated al A. B, and C portl. Ail of 
whloh oan be conflgured ln a varlet y of 
operatlnl characterlltici by loftware. 
Figure 2 deplctl the 8255 header 
conflluratlon. 
To Inltlate the operation, the IBM 
PC nledl to .rltl a control word to the 
8211. ~he oontrol word contalnl 
Information luoh al -MODE- and -BIT SET-
to Initialise the functlonal 
conflluratlon ot the 8255. Portl A .@ 
and C eacb conliit of one 8-blt datt 
output latcb/butter and one 8-blt data 
Input latch. Port C can al.o be dlvlded 
Into two 4-blt port. under mode control. 
Each 4-blt port contalnl a 4-blt latch 
that can be uled tor the control lignaI 
output and .tatui .llnal Input ln 
conJunctlon wlth Port. A and B. 
SPBCIP ICATIONS 
BUS a 
POWER a 
SLOTSa 
AnDRESSa 
LOAna 
IBM PC 
340 MA , 5V TYPICAL 
One expansion Ilot ln elther 
IBM PC'or IBM pc/rr ,. 
Swltoh-Ieleotable 
1 TTL load per bUI Ilne Max. 
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INSTRUCTION MANUAL 
ADM12-10 12-BIT ANALOG TO DIGITAL 
OJNVERTER WOULE 
I.INTRODUCTION 
The ADM12-10 is a 12-bit analog to 
digital (A/D) conversion module. It can be 
configured with either 16 single-ended or 8 
differential input channels. The module 
can be used in conjunction with our PXB-721 
Parai leI Expansion Board or MXI-241 
Multifunction OPIB controller. 
The input channels can be configured 
al unipolar with an input range of 
o to 5 volts, or bipolar with 
lelectable ranges of -2.5 to +2.5 volts or 
-5 to +5 volts. By jumper selection, an 
external : clock can be connected for 
synchronous sampling with an external event. 
The ADM12-10 module uses the industry 
Itandard ADC80 12-bit A/D converter with a 
precision instrumentation amplifier and a 
high accuracy sample/hold circuit. Using 
the routines available in the LABSTAR 
loftware package, the ADM12-10 is capable 
of a throughput rate of 24 KHz for the 
PC/PCXT, and 30KHz for the PC/AT model. The 
LABSTAR software package includes a 
loftware programmable timer to adjust the 
lampling rate from 41.6 microseconds to 
0.32788 seconds in 5 microsecond Increments 
for PC,PC/XT, from 33.3 microseconds in 2.5 
microsecond increments for PC/AT, to fit 
the user's application. 
The module is shipped from the factory 
configured with 16 single-ended channels, 
unit y gain, -5 to +5 volts bipolar input, 
internaI clock and 12-bit resolution. To 
change this to a different configuration 
the user should follow the procedures of 
the "JUMPER OJNFlGURATION" section. 
151 
Il. FRATURES AND SPBCIF ICATIONS 
ADM12-10 PRATURES: 
• 16 channel single ended or 8 
channel differential inputs 
• 12-bit resolution 
• Max. non-linearity of +O.012~ PSR 
• Max. sampling rate of 24KHz for PC, PC/XT 
• Max. sampling rate of 30KHz for PC/AT 
• Short cycle capability 
• Guaranteed monotoni c. ty 
• Unipolar input of 0 to +5 volts 
• Max. convers i on 
mi croseconds • 
t ime of 25 
• Sampling triggerable by software 
or external signal 
• Blpolar input of -2.5 to +2.5 
volts or -5 to +5 volts 
• LABSTAR software package irtcluded 
• Bxternal clock Input 
~2-10 SPECIPICATIONSa 
(A) ANALOO INPUT 
• Max input volts (power on) •••••• 
••••••••••••••••••••••• +10 volts 
• Selectable gains •••••••• 1 or 10 
• Bipolar input ranges •••••••••••• 
-2.5 to 2.5 volts or 
-5.0 to 5.0 volts 
• Unipolar input ranges ••••••••••• 
o t 0 5.0 vo 1 t s 
(B) AroJRACY 
• Resolution • • • • • • • • • • • • • • • 12 bit 
• Accuracy ••••••••••••••••• O.024~ 
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• Nonllnearlty ••••••••• 0.012. pa. 
• Gain error ••• adjustable to zero 
• Offset error • adjustable to zero 
(C) EXTERNAL CLOCK 
• Input type 
sensitive • • • 
(D) EXTERNAL TR IOGBR 
TTL risini edge 
• Minimum pulse width ••••••••••••• 
••••••••••••••••• 10 microseconds 
• Input type Loglc "low" to "hlgh" 
initial transition 
(E) DYNAMI C PERFORMANCE 
• Throughput rate •••••••••• 24 KHz 
• Throughput rate •••• 30 KHz for 
PC/AT 
(F) POWER 
• 115 ma @ Sv 
• 20 ma G +12v 
• 28 ma • -12v 
III. SETUP, CALIBRATION AND 
POWER UP PROCEDURE 
Follow the ADM12-IQ Component Layout 
Dlagram ln Figure 1 for the connection 
setup of the various module 
configurations. Figures 2 and 3 
illustrate the 16 single-ended channel 
locations and 8 differential channel 
pair locations respectively on header Hl, 
a. weIl as thelr locations on the ribbon 
cable termination connector. 
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(A) JUMPER a>NPlOURATION 
1. TABLE 
PONCTION JUMPER a>NPlGURATION 
16 
aingle 
ended 
channels 
Jlumper II 1 
connect pins 1 
1 ! 4, 3 ! 6 1 
Jumper n. 
connect pins 
3 ! 7, 4 a: 8 
1 
-----------------------------------------
8 1 
differ- 1 
.ntial 1 
channels 1 
Jumper II 1 Jumper n. 
connect pins 1 disconnect pins 
2 ~ 5 (Only) 1 4 a: 8, 3 a: 7 
Onipolar analog 
Input 0 to 5 volts 
Digital output code 
il CSB 
an.lol input 
+5v -3/2 LSB • • • • • 
+2.5v ••••••••••••• 
o v •••• ' ••••••••• • • • 
Jumper n. 
connect pins 
3 a: 4, 5 a: 6, 7 a: 8 
digital output 
000000000000 
011111111111 
111111111111 
-----------------------------------------
-----------------------------------------
Blpolar analog inpu~1 
-2.5 to 2.5 volts 1 
digital output code:1 
COB (complementary 1 
offset binary) 1 
analog input 
+2.5V -3/2 LSB 
OV 
-2.5V +1/2 LSB 
Jumper n. 
connect pins 
2 a: 6, 3 ! 4, 7 ! a 
digital output 
000000000000 
011111111111 
111111111111 
-----------------------------------------
Bipolar analog inputl 
-5 to +5 volts 1 
digital output code:1 
COB (complementary 1 
offset binary) 1 
analog input 
+Sv -3/2 LSB 
Ov 
-5v +1/2 LSB 
Jumpet n. 
connect pins 
2 a: 6, 7 a: 8 
digital output 
000000000000 
011111111111 
111111111111 
-----------------------------------------
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-----------------------------------------12-Blt resolutlon 1 
conversion time: 25 us 1 
1 
Jlwnuu jU 
connect pins 
1 a: 8, 4 ct 5 
-----------------------------------------Short-cycle 10-bit 
resolution 
conversion time 21 us 
Jumger H 
connect pins 
3 a: 8 
-----------------------------------------Short-cycle 8-bit 
resolution 
conversion time 11 UI 
Jumger H 
connect pins 
2 a: 1 
-----------------------------------------
-------------------------~---------------InternaI clock 
External clock 
Jumger H 
connect pins 
5 a: 6 
Jumger n. 
connect pins 
2, 5, and 6 by 
wlre wrap jumper. 
Connect external clock to pin 11 
ot Input header Hl 
Gain settlng ot liNo connectlon Is 
1 necessary--(J3) 
1 detault setting 
-----------------------------------------
Gain setting ot 10 1 Jumper J3 
1 connect pins 
1 1 a: 3 
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FIGURE 1 
AŒl2-10 OOMPONBNT LAYOUT DIAGRAM 
--------
CHO . 1 1 18 ANALOG GND 
CH8 1 2 19 ANALOG GND 
CH1 1 3 20 ANALOG GND 
CH9 1 4 21 ANALOG GND 
CH2 1 5 22 ANALOG GND 
auo 1 6 23 ANALOG GND 
CH3 1 7 24 ANALOG GND 
CH11 1 8 25 ANALOG GND 
CH4 1 9 26 ANALOG GND 
CH12 1 10 27 ANAlOO GND 
CH5 1 11 28 ANALOG GND 
CH13 1 12 29 ANAlOO GND 
CH6 1 13 30 ANALOG GNb 
CH14 1 14 31 ANALOG GND 
CH7 1 15 32 ANALOG GND 
CH15 1 16 33 ANAlOO GND 
EXT. CLK. 1 17 34 DIGITAL GND 
--------
FIGURE 2. ADM12-10 INPUT HEADER 
SINGLE ENDED INPUTS 
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--------
CB)----(+) 1 1 18 ANALOG GND 
--(-) 1 2 19 ANALOG GND 
011---- (+) 1 3 20 ANALOG GND 
--(-) 1 4 21 ANALOG GND 
ClI2----(+) 1 5 22 ANALOG GND 
--(-) 1 6 23 ANAlOO GND 
ClI3----(+) 1 7 24 ANALOG GND 
--(-) 1 8 25 ANALOG GND 
ClI4----(+) 1 9 26 ANALOG GND 
--(-) 1 la 27 ANAI.OG GND 
ClI5----(+) 1 11 28 ANAI.OG GND 
--(-) 1 12 29 ANAI.OG GND 
Œ6---0- (+) 1 13 30 ANAI.OG GND 
--(-) 1 14 31 ANAI.OG GND 
Œ7----(+) 1 15 32 ANAI.OG GND 
--(-) 1 16 33 ANAI.OG GND 
EXT. CLK 1 17 34 DIGITAL GND 
----- .. _ .. 
PIGCRB 3 AIIO.2-10 INPCT HBADBR 
DIPPERBNTIAL INPUTS 
INSTRUCTION MANUAL 
OMS-la 
EIGHI' CHANNEL 
8-BIT DIGITAL TO ANALOG CONVERTER 
PlI)OOLE 
1. INTROOOCJ' ION 
The OMS-la is an S-bit digital to 
analog (DIA) conversion module. The 
module can be used in conjunction with 
our PXB-72l Parallel Expansion Board or 
MXI-24l Multifunction OPIB COntroller. 
It has output range of -5 volts to 5 
volts. It uses two Analog Deviees AD7226 
DIA converters. The module is fully 
lupported by LABSTAR, our software 
lupport package. 
Il. FEATURES AND SPECIFICATIONS 
OMS-la FEATURES: 
• S independent output channels 
• output range of -5v to +5v 
• +1-1 LSB max. nonlinearity 
• digital input accepta straight 
binary (SB) 
• Bipolar output protected trom 
external transient signal 
DMS-I0 SPECIFICATIONS: 
. (A) ANALOG OUTPUT 
• Number of channels ••••••••••••••• 8 
• Bipolar output range ••• -Sv to +Sv 
-------------------------------------MSB LSB Analog output 
11111111 ••••••••••••••••••• +Sv 
01111111 ••••••••••••••••••• Ov 
00000000 ••••••••••••••••••• -Sv 
-------------------------------------
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• Unipolar output range ••• Ov to +5v 
-------------------------------------
MSS LSS 
11111111 
01111111 
0.0000000 
Analog output 
••••••••••••••••••• +5.0v 
••••••••••••••••••• +2.5v 
• • • • • • • • • • • • • • • • • • • O.Ov 
-------------------------------------The board was calibrated when 
.hlpped trom the tactory. When 
adjustment becomes necessary, then pots 
Pl and P2 should be adJusted to obtaln 
the deslred range. The location of Pl 
and P2 are shown in the component layout 
dlagram ot Plg. 1. Pl adJusts the 
reterence voltage tor channels t1 and P2 
tor channe ls H. 
(S) ACCURACY 
• Nonlinearity ••••••••••••••• +1 LSS 
• Output dritt +/20 ppm/degree C typ 
• Operating temperature range ••••••• 
•••••••••••••••••• 0 to 50 degrees C 
(C) INPtrr DATA OODING •••••••••••••••• SB 
(D) DYNAMIC PERFORMANCE 
• Slew rate ••••••••••••••••• 2 v/us min. 
• Voltage output set t 1 i ng t1 me 
positive tu Il scale change 5us max 
negatlve tull scale change 7us max 
(E) POWER 
• 5 ma @ 5v 
• 20 ma @ +12v 
• 2 ma 0 -12v 
159 
160 
• 
.. • III 
m , 
., 
DM8·10 ~. 
œta -10 roMPONENT LAYOUT 
III. CHANNEL AND RANGE SELECTION 
Channel Selection: 
On the output header (Hl) diagram in 
Fig.2, 8 channels are assigned to header 
pins as shown in the following tablel 
header pin 1 1 2 3 . 4 5 6 7 11 
---------------------------------------
channel 0 1 2 3 4 5 6 7 
------ • 
1 1 
CHO 1 1 8 1 GND 
CH1 1 2 9 1 GND 
CH2 1 3 la 1 GND 
CH3 1 4 11 1 CH7 
CH4 1 5 12 1 GND 
CH5 1 8 13 1 GND 
CH6 1 7 14 1 GND 
1 . _1 
m18-10 OUTPUT HEADER Hl 
FIGURE 2 
Range Selection: 
Each channel has the ability to have 
uni polar (0 to +5v) or bipolar (-5v to 
+5v) outputs. Jumpers CHa through CH7 
are for the elght channels, respectively. 
For a unipolar output, connect pins A and 
B for the desired channel. For a bipolar 
output, connect pins B & C for the 
desired channel. Refer to the parts 
layout dlagram on pa,e 3. 
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INSTRUCTION MANUAL 
CTM-10/ll 
COUNTER/TIMER MODULE 
1. INTRODUCTION 
The CTM-lO/ll counter/timer module 
is a member of Oua Tech's modular data 
acquisition family and mounts either on 
the PXB-72l parallel expansion board or 
the MXI-24l GPIB multifunction board. 
The CTM-lO/ll uses an INTEL 8253/4 
programmable interval timer to provide 
three independent l6-bit counters. The 
module also contains its own crystal 
oscillator, contact debounce circuitry 
and signal conditioning. As an event 
counter, the CTH-IO/ll can be operated in 
either count up or count down mode. In 
the count up mode, each counter can start 
at Any preset number (including 0) and 
can be read while counting. In the count 
down mode the counter can start at Any 
preset number up to 65535 and count down. 
The counters can be cascaded to obtain 
either a 32-bit or 48-bit counter. 
The CTM-lO/ll provides the user with 
a choice of either contact debounce 
circuitry or signal conditioning, jumper 
selectable on a per counter basis. The 
contact debounce circuitry is useful wh en 
monitoring Any type of mechanical switch 
closure. The signal conditioning 
circuitry finds its application when 
monitoring pulses from transducers 
producing non-ideal pulses. 
As a timer, the CTM-lO/ll can 
measure lapse time between pulses as weIl 
as pulse width duration. For time lapse 
measurement of pulses, time between 
leading edge and leading edge, leading 
edge and trailing edge, or trailing edge 
and trailing edge can be measured. 
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Il t=JUl 
PI P2 Pl 1 1 1 0 : 
l ' 1 : 
Il U4D; U' l , 
UtO UII UI ~TM-I0 U 2 Jl 
HI 0 D DtrroXi DO 
Plgure 1. Block Dlagram of CTM-IO/li 
II. Features and Specifications 
(1) The CTH-lO contains one INTEL 
8253 programmable Interval Timer that 
provides three independent 16-bit 
counters each vith a count rat, of up to 
l.5MBz. The CTH-ll uses an 8254 and 
provides a count rate of up to 5MBz. 
(2) Jumper selection of either 
contact debounce circuitry, signal 
conditioning circuitry or direct TTL. 
circuitry 
. mechanical 
directly 
contact. 
The contact debounce 
is useful for monitoring 
svitch closure. The switch i • 
connected to a two terminal 
The signal conditioning finds 
application in monitoring non-Ideal 
pulses so that erroneous pulse count is 
è1iminated. The bandwidth of the non-
idea1 pulses is from approximate1y 25Hz 
to 10 KHz. For an Ideal or pre-
conditioned pulse, the signal 
conditioning circuitry can be bypassed 
using jumper selection. If the signal 
163 
conditioning circuit ia bypassed, the 
pulse is input directly to 8253/. 
Interval Timer and the pulse rate could 
be up to either 1.5 MHz or 5 MHz 
depending on whether the CTM-IO or CTM-ll 
is used. 
(3) On Board Crystal oscil1ator 
for Timing Applications. 
On board crystal oscil1ator 
of 6 MHZ clock,after division by four, 
is used as clock input to three countera 
in INTEL 8253. Thus, 8253 becomes a 
programmable counter, and each of the 
three counters can be independently 
programmed to output a desired pulse 
sequence. The CTM-ll uses an 825. and a 
10 MHz oscil1ator. Dividing by 2 
produces a 5 MHz clock. 
(4) All Counters/timers are 
readable while count is in progresa 
without disturbing count. 
(5) 
operation. 
Six programmable modes of 
The programmable modes of 
operation are interrupt on terminal 
count, programmable one shot, rate 
generator, square wave rate generator, 
software triggered strobe and hardware 
triggered strobe. 
(6) All counters are cascadable 
by jumper to a maximum of 48-bits. 
III. MODULE SETUP 
CTH-10/l1 module can be used as a 
counter, a timer and as a device for 
pulse width measurement. In this 
section, the jumper connection for each 
application is described. 
(A) Counter Operation 
These are three different kinds of 
input signal to the counterl 
preconditioned or Ideal signal, non-Ideal 
signal and mechanical contact switch. 
The jumper connection for each counter 
and for each type of input signal is 
given in the fo11owing table: 
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Counter 0 1 Counter 1 Counter 2 
._-- ------ - . -- -------preconditioned J2 jumper J3 jumper J4 jumper 
lignaI over A row over A row over A row 
mechanical 
contact swi tch 
non-Ideal 
s f gna 1 
J5 j umper 
over A row 
J2 jumper 
over B row 
-J5 jumper 
over B row 
------J2 jumper 
over C row 
J5 jumper 
over C row 
J6 jumper 
over A row 
J3 j umper 
over B row 
J6 jumper 
over B row 
J7 jumper 
over A row 
J4 jumper 
over B row 
J7 jumper 
over B row 
------..-._----- -----------J3 jumper J4 jumper 
over C row over C row 
J6 jumper 
over C row 
J7 jumper 
over C 10W 
~be schema tic diagram of header Il 
depicts the pin layout of clock input. 
(CLX), pulse output (OUT), external input 
(EXT) and pulse input (AIN): 
GND 
GND 
GND 
GND 
GND 
GND 
GND 
GND 
GND 
GND 
GND 
GND 
GND 
14 1 
15 2 
16 3 
17 4 
18 5 
19 6 
20 7 
21 8 
22 9 
23 10 
24 11 
25 12 
26 13 
CLK 0 
CLK 1 
CLX 2 
OUT 0 
OUT 1 
OUT 2 
EXT 0 
EXT 1 
EXT 2 
AIN 1 
AIN 0 
NC 
NC 
The pin layout of clock 
inputs (CL!) ,outputs of each counters,and 
the exte:;nal control signaIs from a 
ribbon connector end outside of the pc is 
shown below : 
--------
CL! 0 1 1 141 GND 
CLK 1 1 2 151 GND 
CLK 2 1 3 161 GND 
OUT 0 1 4 171 GND 
OUT 1 1 5 181 GND 
OUT 2 1 6 191 GND 
EXT 0 1 7 201 GND 
EXT 1 1 8 211 GND 
EXT 2 1 9 221 GND 
AIN 1 110 231 GND 
AIN 0 III 241 GND 
NC 112 251 GND 
Ne 113 261 GND 
--------
The count of each counter i. r.~ 
through software programming which i. 
discussed fully in the next section. 
Counting sequence for all three counter 
i. initiated as soon as the external 
pulses of correspondingcounters coming 
in. InternaI pull up resistors connected . 
to gate input of each counter enable the 
counters normally. However if you wish 
to initiate the counting sequence by an 
external level input signal, then th!. 
signal must be connected to EXT 0 or EXT 
l or EXT 2 of the corresponding counter. 
as stated in the pin layout of the conne-
ctor in the previous page. These 
external level input signaIs are used to 
start or stop the counting while the 
pulses are running aIl the time at the 
corresponding clock input of the counter. 
rurthermore, the jumper J8 over A rov 
for counter O,the jumper J9 over A row 
for counter 1 and the jumper JIO over A 
row must be made. Thus these external 
inputs can control the start(HIGB 
input)and the stop (LOW input) of each 
corresponding counter. 
Two or more counters can be cascaded 
together to provide longer bit counter: 
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(1) 2 countera ca.caded 
Any two counters can be cascaded to 
provide one l6-bit and one 32-bit 
counter. The jumper connection is a. 
follows: 
Counters 0 and 1 Counters 0 and 2 
J6 jumper 
over E row 
J7 jumper 
over E row 
Counters 1 and 2 
J7 jumper 
over F row 
In the connection shown above, the 
output (OUT) of one counter is connected 
to the clock input (CLK) of the other 
counter. 
(2) 3 counters cascaded 
AlI three counters can be cascaded 
together to provide one l6-bit, one 32-
bit and one 48-bit counter. The jumper 
connections are J6 over E row and J7 over 
r row. 
(B) Timer Operation 
The on-board crystal oscillator hase 
6 MHZ ( 10 MHz for CTH-ll) clock. After 
division by four, the 1.5 MHZ (divide by 
2 -- 5MHz) is input to the CLK terminaIs 
of the counters. The jumper connection 
for aIl three counters is: 
Counter 0 1 Counter 1 ICounter 2 
____________ 1 ___________ 1 ____________ _ 
J5 jumper 1 J6 jumper IJ7 jumper 
over 0 rowl over 0 row lover 0 row 
The output signaIs for counter 0, counter 
1 and counter 2 are OUT 0, OUT 1 and OUT 
• as specified in the pin layout of the 
connector. Longer timing pulses can be 
obtained by cascading the counters 
together as mentioned before. Those 
timing signal outputs can also be control 
by EXT 0, EXT 1 and EXT 2 (external level 
signal inputs) to initiate or terminate 
the output signaIs. 
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(C) Pull. Width Mea8urement 
Pulse width measurement uses only 
counter 0 and counter 1 in cascade. The 
clock to counter 0 is from the oscillator 
circuit with 0.6666 uS(l.S mhz) for CTM-
10 and 0.2 us(S mhz) for CTH-ll. To 
aeasure the pulse width or the time lapae 
between the signals, the incoming signala 
are connected to AINl and AI NO of th. 
Beader, the circuit on the board 
generates a window which is connected to 
the gate enable of counter 0 and counter 
1. When the window goes high, th. 
counters start to count the clock. When 
the window goes low, the software reada 
the count in counter 0 and counter 1. The 
total number of counts times the clock 
rate( 0.6666 or 0.2 us) will yield the 
pulse width or time lapse between the 
lignals. 
(1) Single pulse width measurement 
For single pulse width measurement, 
the signal is connected to both AINO and 
AINl terminals of header Hl. Through 
software and hardware control, a signal 
window is generated as input to enable 
the counting sequence of both countera 
The jumper connection for each counter 
is: 
Counter 0 1 Counter 1 
--~~----_I-----------J8 jumper 1 J9 jumper 
over B rowl over B row 
J5 jumper 1 J6 jumper 
over D rowl over E row 
Mode 2 ia used by the software 
to set the mode for counter 0 and counter 
1. 
Since there is only AINl and AINO 
input, one window can be produced at a 
ti.e. 
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(2) Pul •• width measurement between tvo 
pulses 
For pulse width measurement between 
two pulses, one signal is connected to 
terminal AINO and the other is connected 
to AINI. Through software control, a 
signal window is generated to trigger the 
counter. The counter connection is the 
same as before in section (C,l.) 
The measurement is equally 
applicable whether the time delay is 
between leading edge and leading edge, or 
leading edge and trailing edge, trailing 
edge and leading edge, and trailing and 
trailing edge of the two pulses. Signal 
coming in first must be connected to AINl 
and signal coming in next to AINO. 
169 
ANNEXE E 
Pic'" teebmll- du codeur O,püllœ jg;répwptl1 
BtQS-6010 
~------------------------171 56 mm OIA~;1ETER 
"-h --r- H:: 'J\! 1..::: T T L"Î!" PAC:<A~C nftlO AND THREE CHANNEL INCREriJl~i\jT,~L 
OPTICAL ENCODER KIT 
HEIl3-eeûo 
SERIES 
Features 
• 1000 CYCLlSIRIVOl.UT10N STAHO.,.O 
• OT'HIR AUOl.UT10NS AVAlLAaU 
• QUICX ASSIMIl.., 
• O~ mm (.010 INC,..ISlINO ItUY ALLOWANeI 
• T'Tl. COMPAT111.1 Olarr.4&. OUTPUT 
• SINGU JV SU~" 
• -age TO arc OPIAAT1NG RMQC 
• SOUO STATI ,.IU.lIIU"TY 
• INOIX PUUI AVAlUIU 
Descrfptlon 
The MlOs-tooo _. ~ • ".., ,...,.udon inC'.N'''. 
0PâC* .. 1COder kit ""~ _ 01 1111 rnbfy and 
rwflaOüity. The,. /MI di8INW '**. COI" 013 ... 
lfte .1COder DOd'y.I".... COde ........ emitlWend .... 
AIt 1.10 lOUt'C8 ... 1_ .,.... COlI 7 UN iI9ftt '"'"' lfte 
ernmet ~ """"" 1 SIIII cl. lin ...... COde __ and 
___ .. intD. ~... .... 
"""i9M ~ tocuIecS OMO .. 01 cIOeIfy .....: ù_.-d 
deleCUn wfticft 0U1DUt n.o ..... ... ..... ift 
~and"'optIONI inda ...... c.r...llgfttand 
• CUIIOftI pftOCOcM-=ot ~ ÏiIO 111 lOng III 
"""0üHy !l'y ~ ._1'Rty to INA end •• lftIIft 
eccentr1City and LID ~"DII .. n. OUQIUII and lfte fil 
lUCIOtY inouc oIlfte HtDS-«XJD.. 1: 1 ~ """"" • 10 
~n COIw-=W mount8I: on ....... 1IIOon C8I*. 
Outllne Orawlng 
.... 
1 
1 
~ 
~ 
1 
; 
1 J-'-' 
_ ..-
&lM 
.. _-_ ... . -----_. ---, ._- . 
-
j 
A ltandIrd "1 =t CIft 01 1ftIft. Ital ia Il .. "ID1e lfId 
i 1101 • lit. Deft.n D ... 1000 ~ _ ,.",.. ...... 
.. .. 1I1W ....... The 111ft numo. for .. ..,..,., 2 
~ lai il HlCI-IDDO. ..... NI for .. 3 cNnNt 
.... ... inda pulle, ia MID$CIa. s.. 0r0ettn9 
InfOl.,....., far more-. 
ApplicatIons 
~ ~ T_ cm-. 1Iœitb •• T ..... Au • . 
lIIMic .... .-.n. ~ and MY oaw ...., lOaCt .".,. • 
.... "'II' parI1Onft1tICe tnCOd1r ~ ,...... 
1 
cù 1&-. 
1 
Block Dlagram and Output waveforms 172 -
,- --------_ ... _-----, 
i --~" ! ~ 
: -~~~j5-I-~: 
1 ~ • • i}-=-
1 ~-~ 
• 1 -
-. ..... 
1 
Theory of operation 
T'he iftcIwrnentat lIWt Incoder ooera- ~  IN 
roœtion of alft8ft ~ i~CII a ......... Wftic:ft.,. 
"*' QUIDUI_ "ICtlic:al ~ 
ln IN HIDS-tXXX IN lI9ftt lOUI'Ce il. U9ftt ImiaIng 0I0de 
COUifN_ Dy' motOed ... ineo. '*'*' ...... CIl lI9N-". 
lmia8r Incl ..... c:omainI IWO OItIWI""'lgM tourea 
one lot ..:ft CftMNt. 
". _ ... " Code wt-.t .a ".... clic ..... 1GQO 
.....-IY ......... atOUnCIlII~ Aft .... 
... a ,"lm ... PIGIm il PGIitiONd on .... ~ • f 
.--.... ". ........ iI:JWwllii .. .., ....... .... 
il' .. Code ..... MG" aoer'ftn ft uv. 11'.-Il0l .. durtng 
• cam ... lNft lW'IOtuIIoft. uw. wiI .. 10aD ......... . 
lI9ftt Md .. PIftOdL A madId .. .....at .. ..... 
__ ..-un CGIecII IN tnOCIUIaIId _ .. a liIcan 
~. 
T'he ItlCOdlr Iody COMIiN" DfWe .. and .. dIIIC-
tiOft ...".,.. lot IWO 01 lifte dWI..... lIcft c:ftIMIt 
COI .... ct .. io ...... cifcuit wilft IWO prula III ~ .. and 
.",....,...~ • ..: ..... ciIa.iIIY. 
-r". ~ IottN IWO ~ ~ __ lIal'la_ 10II1II 
l """ period on one dlii =or carrl. ~ .. ID. dII1r .... 
ontN .... ". ""ota IIICCIe ................ ana .... 
IN camClimor ..no. OUIINC CftM9II .. ..., .. dM-
t-.nca of IN IWO Df'IOCO QItrMa CfW'9II Iign • ..",.,.. 
~ . T'he MCOnG CftaMeI ... ......., COf'fI9utation buI 
IN 1Oc:I1IOtI 01111 ~., DtoWcIISan ouqIUt wNc::I'I il in 
QUadmuN 10 .. ,.,. c:nIMII 'pn.- ___ ICI 01 .,.,. 
OIredoft 01 raI8ItGn il dIIIImIiNd tIy ooa. "'II wtIiCft 01 .. 
cn.nn.tI IItN ..... wewtorrn. n.OUIDUISare mJogiC 
~..-. 
T'heOOdOt ....... ~illifnllrln~and~ 
~ 10 IN A.I CftIMIII ~ dlJc:nbld. Aft 
indea pUtIe of typiCaly , cycle wicnn il 9Jf*UId for teCft 
rot8IiOft 01 .. Code ...... UIing tfte tee:OnWNI Clet lO9iO 
intettec:e. • uniQUllOIC .. f~' c:an be icMnlill«l illUCft 
acc&nI:y il requirId. 
". ~ PIrt kit ~ ...",O/ed ~ laac:ftil1I tfte !ftcoder 
Body 10 IN lftOUnUn9 lUtfKe loIIin9 fWO tc:reWL n. Code 
Wheet is ... IN comct PD and leQdCI 10 tfte lftIft. 
Snaooing Ifte =-- i""'" Incl ..... , on tfte body ~ 
,,'-'- Ifte UMmOty. T'he oItty IdIUIInWW l'et: l'Y il Ifte 
encooer <:en"'ng relative 10 Ifte -.ft. 10 aptilNl8 ~
lure InCl 00Ci0NI inGU ~ ~ 
1 
1 
1 
2 
...... ~eo .. ·1111 l'IFI 
The tnOdOn ..... ICtClkllIon and tflCOdel intetfKe dr-
CUItry wiI 41.".. __ "..for,...,. IN indU "."... ID 
the !Nin data ncu. A lIftIQUe Iftatt l'QIiUon il identified tIy 
Ulin9tN inCIu ..... 0UIPUt one., OItlylOgicdy ~ IN 
indu ..... ID _ A and • CIlla d-.A .... T'he HIOS-C10 
indu ..... c:an .. uniQUJIy ,.... witft tN A InCl • dI1a 
u.cttI in • __ 01 ...,. ~II maximum 1IuibiIty. 
St. 1 aidlft. DUlIe .... 01" .... 1IitIOI.c:an ....... n. 
indu ..... DOJHIon. wilftl'llDlCtlO _1Nin dllldtII ..... 
ÏI eJIIMy ..... 111 .... N Il rnII'Y ~ InCl is ... 
lI'as.d ln IN ..., ........ 
Definitions 
--_ .. 
llMftralllOft·_ ... __ 
·,oaa~ 
, 1 cycle • _ III: iCII __ 
,...., Itror. The.,.,.., dIf'-.lCI..., tftellCtUlt -.ft poaitton and 
it8 PGIitIon • CIICI ..... ." eaunang !he encoderl eydeL 
Cyde Itror. 
An inGlCaliOn 01 ~ lOI ilol mity. The dlfferenc:. bet'4Weln ltI 
oc.. ~ ll\att ~ wfIic:ft gMI n.1O OM ttec:tncal cycle. 
and tne nomenai .,.war~ 01 !/1000 CIl 1 ~CIOn. 
PM.: 
The ."..... bet-..n the c.nw 01 PYIM A and the cenw of 
lIuMI L 
Indea"'" ~ countlf' dOdrMJe l"Otâon .. iItuaU'ued lCOIIe. the 
InGa iIt'IuI il dIfIMd -= 
... ("-.'. 
a 
.. is IN .... in -=a --. ~n IN fallingldge 
cf 1 and faMin9 Idge 01 .... ie !he .,.. in .... 11 icII 
de9"" Den • ." Ifte n.ng tdge 01 Jo. and "'- nsing lGge 
oIL 
IndeX ~ ltYar. 
T'he Indea .-.- In'or I~'" 411Cn_ ~ cftange in !he 
lneb ~ DOII1iOn lifter  wdft r.-oec:tla IN Jo. and 
a cnannets 0-. tfte i~ ooeraang ccnditioN. 
~------------------------------------------173--AlJSolute MaxImum Ratfngs .. 
......... s""~ Mift., !II1Ia. U:tit8 ..... 
:i lora". r.".0er2I\1,. T, -55 100 ·C ... eus 
C'oetIlU'MJ r.".,.atute r. i -55 te .:~ ·'3eeNoelt 1 
",OtIlIOft 1 20 i ~NOCe 1 
s"-n ...... Ptay .51 123 · 
mm 'ri:1OQO• 1 
~an lcc.entncny Ptua .4S 110. mm . 'ncft(1caa. "otCVement iI'OUIcS !:le h,"IC~ 
RaGi* Play ~ . ..,., uncMr lftOCIl 
t:0ftditt0ftI. 
S"OOIV 'JOlfl4e 'Jec ~.! 7 ~oM 
QUloul 'JottaQe '10 . -o..! 'let!, 'Iona 
OulOUI~ 10 -1 15 lM 
..-.. oc.., 12.oaa "'.,t.t, 
~ • :so.OOO ".s.a"' 
Recommended QPeratfng Conditions 
......... S MIn. ..... u. N ... 
T 
·20 • -<:-..ua l&mOL 
'1 '-5 5.S VOIt ~c,oamY .... 
1.1'''' mm (Inav1000l ~~. 
0..25 (1OJ mm i&ncftl'~ 0..11""" 1.Q3D ift.l wftIft lftIft 
M •• "**""'" PD DOIicton. 
0..01 (1.!l l """ (~1000) 1 C /MI {Q.. indt, from .,.... 
100 ~ 
Encodlng Character1stfcs • 
'"'- soeciftcaUonl ~ lOI'fY WitIM ,.. .....:omm.-*I ~"' cOllcltlo'll .... lWfteI:t ~ al 1000 c:ydeI '*' 
~,H·,oaal. 
........ "..... ..... 
,. MIL u.. __ ;SH OIfIIitlol., 
!IoIiCiOn Inot ~ 1 ,. ~d . .-c 1 c~. - :1.1 MIn ...... 
s..~Jre5. 
CydeEnot .le 3 i 5.S 1 SIct&~ ~8IJ. 1 
MU. Counc~ ,... 1 1:JO.OCO 2CC.OOO HMZ ,-v~ · ~~ : INl80 
lIua8e WIGat .". ~ 1 12 !Iecv1caa de;. 1 T - ;sec. : - a 10-1& 
1 SMNN2 
~.s..IIitI\IiCy. . 1Z1 , Iic.~.imm 
Icc 1 .''ICi'" ,5.S. i . I!ec. cM9J.n.I miI.,ncft/looo 
~ !.eNi1lvdy. 2D 1 I!!ec. ~.ItM1 1 
ÂlIIM lIIey 1.5, ~ cMC).IlftiI . ,.,.. • if'Cft/looo 
LQc;1C SIaIe Wl4I'I Irror .loS 65 e.:anc::.t c.v. ! '!'.;se C. , • • KN 
, 1 i s..~2 
Inca ~ Wkftft flt 3a:) ~(Mg. i T-zseC,t·.KHz 
SMIItoIe 3 . 
1~.1I lIt\ae Inor ~ .. 0 17 !:I«1I'tCa1 (Mg. SM No. '- 5 
I~U"'" :1. e.clliCQi~ 
A4iUllmeftt .... 
l 
J 
Mechanical Characterfstfcs 
Coo. w.,,,, A..,,,N&Ofe 10 
~t lne '0I1O'Mt\9 SIancsatd 
31'1af1 0..",. .. ,.. 
J 
i s.. Meen. Owg. 
4 
• 
• 
3111 31. 
'" 1~ S,.,I SIl 
7.1110.'04· 
lU ,o.œ 
" .0 , 1.111 . 
u. 0.4 aS 
0 .. 
~·5Ia3l1. 
Pan......, 
T*,-_ 
· .000 
-.015 
. .OOCQ 
- .00t17 
:0 .• 1:.024 
:0.13 :.005· 
174 -
UN" ..... 
mm 
Incn. 
~ .O& .. ~ 
mm '.nc:nea. s.. ~'9U'e la. 
Shaft JI ",,",mum 
Jengtf'l I)OeItlOI' . 
mm , incnee ' s.. Fi;ure la. 
". 
incftM 
Electrfcal Characterfstlcs When ~ 
-M1Nn,. '-=omrnII1ded opetIdIlg,.... 
Sec:znc:at ow.c.1Ièc:a t:MI ~.,., 00erIItint ... 1 Typat •• CI. 
~ .. s,....... .... ,.,... ..... u.... ..... 
~Cunwtt tee 21 «1 mA lofIDS.«IiX) ·ZCNnneI 
31 · 10 HIDSoC10 ; 3 QIennej . 
. Hi9ft L..e'fIeI Ouqu YOM 2.4 y 1Qt.~Mu. 
Von.ce 
Low LI4 Outouc 'iCI. o.~ y Q.-UmA 
Vott8IJe 
.... 11 ... Ir Q.5 ,.. ~-25~, ,. 111( 
,..TIme • Q.2 .. ~.25~," .,11( 
CIDte~ Cco • 12 ",- 0uIpuc L.IIId to GtoutIcI 
NO'TD 
,. ".."...,.".._HIDS-«IIO ....... ~ ...... ................ N4lo., •• &.eia ....... lOWfNOI 
-• "'1ft •• ·.:Ireu.i " ~ ......... ,. ...... CI. " .... __ ..-.-. ..... ~ oaoer-. Olt eooe ... 
,...,.. .. ~.... ,., .. al .... ,., ......... .... ·.C .. ,..... __ ............. ~
..... CONUIt 18C11ty ....... NiNa,. II· ... S. 'un IMF"" on . 
1. ln. orooettY 'II wei III lai .. 01 .............. ""'. zrc Mel' KHI. ...,.. ............... emw ....... 32--=nca1 oev"" 
... _ .... .,. ....... 40 .. ectrtaI ..... To ~ ...... • OIIW _ .............. ,..,.,..". , .,.. 1. To 
GOt.",.,.!fte _ ......... _ .... omn_ IN.-.1OecIf\OG ~ lftCOIIing 1:1 ..... __ 01' 1ft 1ftII,... 10 tI'ie c.-~ .ft 
~OI ......... "' ....... , .... & 
3. .... ~ 1 .t ............ Yftita ..... ""'.zrC ... KHz ...,.. ..... 1ft ........ WICIIft.- '*' 2II-.cvtc11 
....... _ ... _ ....... ..,...To~ .... ,.. ...... ___ ............ ,..,10,...3 .... To 
•• """ .... _ ............................ UfIIMr. aut .1:1.1;11 1 · 11 .... ,... ... aw.- tfI ". ...... 
ift~l.4. 
.. 1ftcNa~.~.. ' ........... ..-.,. .... .......... CNnVeift .... _____ ...... IUI •• _ ... ,.,. .. 
litt • 50 KHI. .,.., 1 Il....,.. r V.IC of !he "... .... 1OIiCiOn "-... ~ 
50 T'M~ __ .,.. nJIIIIR'~ ... ~ ... UIIIC*JrWftift ........ _ .... ,....s.~A ... O"'1M,.. 
of i..::otnmol .... _ .... COi"'." 'MIen" iftOea .... ia ~ Olt ........ _. ~ A .. '.1ftOWft Olt oete 1.1 
WftIQUO"" ..... ~ ........ once .. ..w' ...., WICIM ... ........... ... __ ._ •• la,..,.... .... P'OW'tc:MDOO8m'eII 
'""" "*"* .'- .... 1.... . 
"'--' 
I~ 
.... u 
la ,. 
". u -.. 
.. -
.. ,. JI ii .. 
~: .. 2: .. • Il • n .. • . " ~ . .. :,'f 
.. 
.. .. • .. .. • .. .. .. 
~~ ........ ~i t .. 
....... ,. ,.....a.....---......... ... 
i 
1 
• 1 
...................... T ... ...... 
-
.. .. .. • • • • . -
,.....~. __ 'I-.. 
....... 1. ~a-.. ...... ,.. .... o.. .. 
,.... ... Ti ••• _. 
1 
a 
i 
1 
1 
1 
i 
..,.. l a*"," 
,......s.~ ............ II .... '
5 
175 -
"'---..... 
ta 
III 1. 
n -• 
•• • •• JI ii • 
i= • ; .. 
• Il • Il .. • ." .. 
.. 
.. 
.. .. .- • • .. • .. 
,....~._~r' ' • 
,...." Il 1 a....,.... ....... . 
... __ ... O" .. ~ ... T ........ . 
&.lIT " 
- .~--------------------------~~ 
• 
• .~~~~~~~------~ 1: 
l' : 
i~ 
.. 
.. , 
' ....... 
• . .. .. 
,...,,~._ .... i ... 
.. . 
,.... ... "1' • c:a-w-.... ,.... ... o.. .. 
~ .. Ti , • 
.. 
a3-p-:t~---------
, ;;, 1.,'-
'~W"":'t 
1 --, 
~ 1 v~·_---~--FQ-~ 
• _-J 
w'" 
J--~o~-------------..... 
• --1 
'-}I __ _ 
1_ IIM'-' 
..... ~~ rMO ......... _~ • 
., ...... u_ ......... ~"._1 r".CIIIIC 
............. _ ••• 111 .................... a...J 
'-If 
~ ~ 
• ~A 
1 .. 
J ..... 
• U_ .... 
• U_ .... 
• 
--
, .. 
• ~. 
.-n.._ • .. 
.. ~ . 
_,...:a I~"" 
__ .... _ICIUIV~ 
,...7. c. •• d. l, •• " Il •• 
.n __ 
Orderlng Information 
.. _CPtt" .... 
lIOTIa OTMIJI It~UTtOIIII AY.,"-'IL.I 1 
....... _""'011 
~1t1GUlll" 
.-~ .. 
• -1IC .. 
. -.". .. 
. -..... 
• - 111 .. le-"._ 
,,-.-
12-1_ 
~-I-
• - usa ....... 0lI0 ....... 
DIICQOIII IODla 
• 
176-
,-" 
" \ \ ... _ ,.1' 
l' ",,, 
..~_. , 
\ 1 1 
\ / 1 I~~ 
~ 
""AC!I 
,.... &. MIDI _ .......... ICI 
_..-rPl'._"'"U JllhUl 
_1.'111141" JIIIIl .... 
............. ' ..... 
• - • _ 'XIW\.IT11U!' 
'-._COOI ...... 
1 - • _ 8lCaDlll1OO'f 
J - • _ IIIITT'D .., JlUTr 
.....'- ' ... 
• - ln CIAl 
177 -, 
~. _It ... ...., ,..,.. 'ow ... __ 1. -=urw'9 me DollY. '- _ ........ Co COde __ ~. 4. -... .... !,.. .....".. 
Io4tQS.Cl0 T'?Ie,....,. --...... aCIUICIIIftII,....... ••• ",. • . I.Mge ..... ..........,..., ...... ,.. .. :1. 1 .10 , ... 0f0CMWe 
.. 1If'9 c:ut1Olft ....... '~ ,-,.."... ClioeocJOl ~~~ro.lN'f.""'''~ OUI" __ ~ ... ,... 
- .... co.- ___ 10..- ..... .,.... CIe ........ 015 ift ... . N iA. 
NAIfNlH(l; T'Jo4f IoQHfSlV'S USfD iliA y JI HAIf~ COHSUL r 1'1<4, IIIANU~ACTtJIf'," ~'COIII""NOA "OH$. 
"lAD nt. INSTRUCTIONS TO nt.INO lue". STAltTlNQ US ...... .,. 
1.0 suaalSTID MA T1Rw.s U INCOCU 10CY ATTACHMINT 
1~ ._ ... , ......... 
.-TV"':;'" __ ' • 
. ~ ConowIt 31. 
AcIaeDM 
... • ... Scr.-.. IZl 
1.l ..... , T_ 
a. Toroue ......... lin"""'. a.s ail .... 17.0 1ft. aLl. 
la' sar..,. eo;a. ......... 0.1 ".. 10.00. 1ft. 1 
01 0. ....... ·,....,...,..., .. 1.111 ""I...afor.-
CNrIMI -an .... l . 
~. Hue.....,. ~ ' ... aoOTC "_ a.;.w 01 .......... 
00MNI1OOI .. ,....,..,. _--. 
•. SY""9I.' 1 tor ~. 
t 1 TorQUe""" ~ ...... U_ ... ' 7.Q 1ft. aL,. Q.GIiIt 
.... 
U ..... a..-
•• 51 al • onuttor ifIII*I" , •• ,""""'Ch. 
~ ' ".,... ~ .. _ ~.RR. . - .,...",. 1 • .,.,.... 
'-QIIIIfNI .............. JOJIIIOft ...... 
T, ... T, .... ~ 
la, ,... __ 0IaiI 
fi •• 111"''''' fOr __ ~. ~ _ .... 
c:8Mft __ IOt1 tor--. 
U IU .... ACa ,...,AAAT101t 
1 
~t':;!" 
. ~ ~i 
1~ "1 .". 
. ,....:.~' .... 
.L~MiJ 
~ '~D "III''''''''''' 1HIS S1'9 ANO THf 
COIII~TrON ~S1'9.Si4OCA.D NOT IXCUD 1/2 
HOUIt 
2., c:... ... -.- .... __ ........... turf ..... 
lNIft lNIUnt .......... __ ,..., fI"OfIt cne ".., 
~ 
U I.oMcne ......... ~. 
, AMfoI ~ ;,. .,.. .... 011 ............... A«II1'I 
"'ON fITV OUt ........ ~ ..-. • .., Mt ...,. 
..... cne.,.. .......... ...... 
1 
. • eidi'_ 
• "4J . ~ 
3.1 ~""""IaOIIy_ ................. ......, 
~ .. ..., ........ --- AIgn .. ,.....,.. 
--'--. ........... ...,-. 
U ,... .. .-_ ................. _ .. .. 
..,-..---. 
U "... ................... '-............ . 
U _ III 17.0 iIt. aL; .............. ICI ...... . 
I_~A ... I&. 
3. ••• /101, , • .., ........ ...., ......... 
"-
" AI ........... " __ "" __ 0Ut1ll,,-,," 
....... .., __ .IJ_ .... ~
" n. ................. _ ....... ·.a.'lI!IllIIotyw • ..a!illlfllW'l .. _ 
........... 
.. 
1 c;..AlJTJON; ""'HOU ~ COQ' ~ ""TH <:.ut .. 1 
• . 1 ......... ,...,..on ...... _,._imOcne 
......... 
4.2 ..., ..... lIftOUMoI ~_ ... _ .... oIlN,.,. 
.... 
~ ___ .. fITV....-y ............. .... 
•.• MoIdif4 .. cede ...... !Iy tG ..... "'''_GNa'''''' 
~ IN lNft __ a ~ "-'-'.". ...... 
ANNEXEP 
Carct6ristiQ.œl du détac18ur , coynmt contjnu 
Le CIrCUit de ces détecteurs est présenté à la figure F.i La sortIe 
negatlve du stlunt entre au point S, alors que la sortie négative du diviseur de 
tensIOn entre au point 3. Leur prinCipe de fonctIOnnement est 1dentlque. as 
amplIfIe l'entrée alors que Tl (T2) isolera galvaniquement la sortIe. En 
mOdulant le sIgnal au primaire de TI (T2) et en le démodulant au moyen d'un 
pont de dIodes au secondaire, on obtient facilement cette isolation. La 
mOdulation se fait par un oscillateur (NE 555), un bistable (SN 7473) et un 
transistor 01 (03) Qui est bloQué ou en saturation successivement à une 
fréquence de 350 kHz. 
Le Slonal mOdulant est presente au pomt centre dU prImaIre au 
"" transformateur et la porteuse (collecteur de 01(Q3)) est appliquée aux 
extremlte~ oe celuI-CL Au seCOl"1aalre l on récolte le SIgnal moc1Jlé QUI est 
lmmec:atement demooulé par le pont de Oioaes et un conoensateur (C 11 (C 11)) 
A it.-n'iaquer- Que le SIgnal oémocule vaut le couCle cu SIgnal moculant. Le 
gaIn tetal est oonne par les relatIons suivantes l 
Kv = 2 x R18/R20 ::: 2 
v 
detecteur de ccu~ant ccntinu 
La réSIstance Rs (R:2) oolloe le transIstor Û2 (Q4) a une condu~tlOr, 
., 
contiÎtue dans sa zone linéaIre et cecI est necessalre sIon veut avoIr une 
relaticr, linéaire entre rentrée et la sortie. A cause du gain elevé du 
détecteur de courant, il est primordial de bien ajuster le niveau zéro. CecI se 
fait à raide du potentiomètre Pl. lorsque l'entrée est reliée au point commun 
SI cette précaution était évitée, des prOblèmes de régulation seraient à 
craindre pour des bas nIveaux de courant. 
·5y 
"< 
.0 
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~ 
~ 
~ 
~ + "r_ , ~ ~ ~ .l't_ • K ~ , ~ lU- " ! • • 1 pJ.,LI CI'" _ 10 
Figure P.l Schéma électriqœ du détecteur de tension continœ et de courant 
continu. 
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LISTE DES PIECES " DETECTEUR D.C. " 
R1 10 K n 
C . 
1 0.01 lJF Ql transistor 2N 2222 A 
~ 2.2 K C2 0.003 lJF Q2 " 2N 2222 A 
R3 lS0 n C3 0.1 lJF Q3 " 2N 2222 A 
R4 1 K n C4 220 PF Q4 " 2N 2222 A 
RS 120 K Cs 1000 PF QS " 72747 
16 6.S K C6 120 PF Q6 " 7473 
R7 S2 K C7 0.01 lJF Q7 " NE 555 
RS 47 n Cs 0.1 lJF 
R9 5.6 K C9 220 PF 
~O 5.6 K C10 1000 PF 
~1 2.7 K Cn 0.01 lJF 
~4 2.7 K C16 0.003 lJF 
~S l K n 
~6 S.2 K 
~7 lS0 n 
~S 2.2 K n 
~9 6.S K n 
~O 2.2 K n 
~1 10 K n 
122 120 K n 
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ANNEXE 0 
Pmpmxl. de aimnlation du IY'tème de poIitioDOlment à l'aide 
de pC-MATLAB ( vmion 3,5 ) 
XY.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.Y.XXY.Y.XY.Y.Y.Y.Y.Y.Y.Y.Y.XXXY.Y.Y.Y.Y.Y.Y.XY.Y.Y.Y.XXy.xxxxx 
y. PROGRAMME DE SIMULATION NUMERIQUE AVEC PC-MATLAB (version 3.5) 
y. POUR LE POSITIONNEMENT D'UN MOTEUR A COURANT CONTINU ENTRAI-
Y. NANT UNE CHARGE VARIABLE. LA LOI DE COMMANDE EST OBTENUE PAR 
Y. MINIMISATION D'UN CRITERE DE PERrORMANCE •••••••••••••••••••••• 
Y.Y.Y.r.y'y.y'y.y'y'y'y.y'y.Y.YoYoY.YoYoYoYoY.r.Y.Y.Y.Y.Y.YoYoY.YoYoY.Y.Y.YoY.YoYoY.YoYoY.YoYoYoYoY.YoYoYoYoy.yoy.yoyoy.y.yoy.yo 
cleay; 
T=.010; 
z-1. 1; 
wn-15, 
alpha-2*exp(-z*wn*T)*cos(wn*T*sQrt(1-zA2», 
betta-exp(-2*z*wn*T); 
aOs-z*wn-wn*sQrt(zA2-1); 
bO--z*wn+wn*sQrt(z A2-1); 
gO=exp(aO*T), 
d-exp(bO*T)J 
gl-bO/(aO-bO), 
f-aO/(aO-bO)J 
La=.00167; 
Ra-l.2; 
Kt-.054J 
Ke-Kt; 
Ka=2.4, 
y-Ra/(Ka*Kt); 
rt-l*6.33e-4, 
Jt=1*1.0e-4, 
Kg=Ka*Kt/(rt*Ra+Kt A2); 
to=Jt*Ra/(rt*Ra+Kt A2); 
a2=exp(-T/to) , 
al--(1+a2); 
bl-Kg*(T-to*(1-a2», 
b2-Kg*<to*(1-a2)-T*a2); 
c l=y*bl, 
c2=y*b2J 
yef=l ; 
•• Cref yef], 
n=input<'n-'); 
YoMODELE DE RErERENCE DE SECOND ORDRE: 
S-l J 
el--S*<gO+d+gl*(d+l)-f*(gO+l», 
e2=S*(gO*d+gl*d-f*gO); 
dl=gO+dJ 
d2"-gO*d; 
yy < 1) -0, 
yr (2) =0, 
ï.ï. CONDITIONS INITIALES DU SYSTEME; 
pos=CO 0]; 
N=[O OJ; 
Ia=[O 0]; 
xO=[O 0]; 
td=[O OJ; 
td2=[0 0]; 
td3=[O 0]; 
Td=[O 0]; 
TdO=O. 001; 
ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï. 
ï. Valeuys initiales pOUY la commande ï. 
ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï. 
Ll=4e-6; 
L2=4e-6; 
q=L21 (T A 2); 
Al =L 1 +2* (b 1- '2) ; 
A2=al*bl*(1+q)+q*bl; 
A3=a2*b 1 * ( 1 +q ) ; 
A4=Ll-(bl*b2*(1+q»; 
A5=2*c 1 *b 1 ; 
A6=2*,: 2*b 1 ; 
A11=[Al Al]; 
A22=CA2 A2J; 
A33=[A3 A3]; 
A44= [A4 A4]; 
A55=[A5 A5J; 
A66=[A6 A6J; 
Vc(1)=(1/Al)*(A2*pos(1)+A5*Td(1)+bl*vy(1»; 
Vc2=(1/Al)*(A2*pos(2)+A3*pos(1)+A4*Vc(1)+A5*Td(2)+A6*Td(l»; 
Vc(2)=Vc2+(1/Al)*(bl*yy(2»; 
ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï. 
ï. CONDITIONS INITIALES POUR L'IDENTIFICATION DES PARAME TRES ï. 
ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï. 
x=3.4ell; 
I=eye(S) ; 
PO=x*I; 
L=.'375S; 
Eo=Ca2;b1;b2;-c1;-c2J; 
E(1)=O; 
E(2)=a2*E(1)+bl*Vc(1)-cl*Td(1); 
bbl=C.31 .31J; 
bb2=[.31 .31J; 
aa2=[. OS • OS]; 
aa 1 = [ • OS • OS] ; 
CI: l=y*bbl; 
cc2=y*bb2; 
aly=[al al]; 
a2y=[a2 a2]; 
blY=[b1 b1J; 
b2Y=[b2 b2]; 
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clr=[cl cll; 
,:2r=[c2 c2J; 
ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï. 
ï. GENERATION DU BRUIT ï. 
ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï. 
rand C' n'jrmal ' ); 
wO=O.02S*rand(n, 1); 
var=O; 
fc,r k=3: n; 
var =var +wO C k) ··-·2; 
end; 
var=var/(k-1); 
ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï. 
ï. Variations de l'inertie de l'inertie et de la friction ï. 
ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï. 
j = 1 ; 
whi 1 e .i(=n; 
end; 
if j ·<S; 
JttCj)=l*Jt; 
Ftt(j)=l*Ft; 
j=j+1; 
else; 
JttCj)=S*Jt; 
Ftt(j)=S*Ft; 
j=j +1 ; 
end; 
for k=3:n; 
Re f C k ) =r e f; 
t Od=k; 
ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï. 
ï. Definition de la seQuence de variation du couple ï. 
ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï. 
ï.TdCk)=wOCk)+O.2S*wO(k-l)+O.1*wO(k-2); 
ï.Td(k)=O.025*(sin(300*k*T)+cosC100*T»: 
Td(k)=(025e-3)*sin(.628*k/2); 
ï.Td(k)=O; 
ï.TdCk)=.OSO; 
KgqCk)=Ka*Kt/CFttCk)*Ra+Kt A 2); 
tooCk)=Jtt(k)*Ra/CFtt(k)*Ra+Kt A 2); 
a2rCk)=expC-T/tooCk»; 
alr(k)=-Cl+a2rCk»: 
blrCk)=KggCk)*CT-tooCk)*Cl-a2r(k»); 
b2r(k)=KggCk)*CtooCk)*(1-a2r(k»-T*a2rCk»; 
clr(k)=r*blrCk); 
c2r (k)=r*b2r Od; 
cOr(k)=-(clrCk)+c2r(k»; 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Modele d'etat de l'ensemble hacheur-actionneur-charge % 
% commande en tension •.••.....•.••.•..••.•...••••••.•... % 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
a12=2*3.14/GO; 
a22=-FttCk)/JttCk); 
a23=(Kt*30)/CJttCk)*3.14) 
a32=-CKe*2*3.14)/CLa*GO) 
a33=-Ra/La; 
A=[O a12 0 
o 
o 
a22 
a32 
a23 
a33] ; 
b22=-30/(3.14*JttCk»: 
b31=l<a/La; 
B=[O 0 0 
(> 
b31 
b22 
o 
(> 
0] : 
[P,Q]=c2dCA,B,T); 
f21 (k)=PC2, 1): 
f220d=P(2, 2); 
f23(k)=PC2,3); 
gu2Ck)=QC2, 1); 
gv2Ck)=QC2,2); 
a=O; 
KobCk)=(1-a)/qv2Ck); 
b=-KobCk)*f22Ck); 
c=-KobCk)*qu2Ck); 
d=-KobCk)*f21(k); 
e=-KobCk)*f23Ck); 
% Calcul de la position 
posl=PC1,1)*posCk-l)+PC1,2)*N(k-l)+P(1,3)*IaCk-l); 
pos(k)=posl+QC1,1)*VcCk-l)+QC1,2)*TdCk-l); 
ECk)=posCk)-posCk-l); 
% Calcul de la sortie du modele de reference 
yrCk)=dl*yrCk-l)+d2*yrCk-2)+el*ref+e2*ref; 
erreurCk)=yrCk)-pos(k); 
% Calcul de la vitesse de rotation 
Nl=P(2,1)*posCk-l)+PC2,2)*NCk-l)+PC2,3)*IaCk-l); 
NCk)=Nl+Q(2,1)*VcCk-l)+Q(2,2)*TdCk-l); 
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X Calcul du courant dans le moteur 
Ial=PC3,1)*posCk-l)+PC3,2)*NCk-l)+PC3.3)*IaCk-l)+QC3,1)*VcCk-l); 
IaCk)=Ial+QC3,2)*TdCk-l); 
% Observation du couple 
xOCk)=a*xO(k-l)+b*NCk-l)+c*VcCk-l)+d*posCk-l)+e*IaCk-l): 
td(k)=xOCk)+KobCk)*NCk); 
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% Estimation du couple a l'aide d'une sequence residuelle 
tddCk)=Cl/ccICk-l»*C-ECk)+aa2Ck-l)*ECk-l'+bblCk-l'*VcCk-l»; 
td2(k)=tddCk)+(l/ccICk-l»*Cbb2Ck-l)*VcCk-2)-cc2(k-l)*td2Ck-l»; 
erestimCk)=TdCk)-td2Ck); 
ï.ï.ï.%ï.ï.ï.ï.%ï.ï.%%%ï.ï.ï.ï.ï.ï.%%ï.%%%ï.ï.ï.ï.%ï.ï.ï.%ï.ï.%ï.ï.ï.%ï.ï.ï.%%%%ï.ï.ï.%ï.%%ï.%ï. 
ï. CONCEPTION ET MISE A JOUR DU REGULATEUR ADAPTATIF BASE ï. 
ï. SUR LA MINIMISATION D'UN CRITERE DE PERFORMANCE ...•...• ï. 
ï.%ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.%%ï.ï.ï.ï.%ï.ï.ï.ï.ï.ï.ï.%ï.ï.ï.ï.%ï.%ï.%ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï. 
eCk)=ref-posCk); 
AlICk-l)=Ll+2*(bbICk-l) A2); 
A22Ck-l)=aaICk-l)*bbl(k-l)*Cl+q)+q*bbICk-l); 
A33(k-l)=aa2Ck-l)*bbICk-l'*Cl+q); 
A44(k-l)=Ll-Cbbl(k-l)*bb2(k-l)*(1+q»; 
A5SCk-l)=2*ccICk-l)*bbl(k-l); 
A66(k-l)=2*cc2(k-l)*bbICk-l); 
if k<=2S; 
ï. Calcul de la loi de commande a l'aide des parametres fixes 
Vc3=Cl/Al)*CA2*posCk)+A3*posCk-l)+A4*VcCk-l)+A5*TdCk»: 
VcCk)=2.S*CVc3+Cl/Al)*CA6*TdCk-l)+bl*yr(k»); 
else; 
ï. Calcul de la loi de commande avec des parametres deja 
ï. mis a jour C apres la converqenc~ des estimes) 
VcO=(1/AllCk-l»*CA22Ck-l)*posCk)+A33(k-l)*posCk-l»; 
Vcl=VcO+Cl/AllCk-l»*(A44Ck-l)*VcCk-l)+ASSCk-l)*TdCk»; 
VcCk)=Vcl+(I/AllCk-l»*CA66(k-l)*TdCk-l)+bbl(k-l)*yrCk-1»; 
end: 
ï.ï.ï.ï.%ï.ï.%%%%%%%%%%%%%%%ï.%%%%%%%%%%%%%%ï.%%%ï.%%%%%%%%ï.%%%%%%%%% 
% ESTIMATION DES PARAME TRES DU SYSTEME MOTEUR CC+CHARGE ï. 
% VARIABLE PAR LA METHODE DES MOINDRES CARRES CR.L.S) % 
ï.%%%%%%%%%%ï.%%%%%%%%%%%%%%%%ï.%%%%%%%%%ï.%%%%%%%%%%%ï.%%%%ï.ï.ï.%% 
if k<=60; 
QO=[ECk-l);VcCk-l);VcCk-2);tdCk-l);tdCk-2)]; 
K=PO*QO/CL+QO'*PO*QO); 
PO=CI-K*QO')*PO/L; 
Eo=Eo+K*CECk)-QO'*Eo); 
aa2Ck)=EoCl); 
bblCk)=EoC2); 
bb2(k)=Eo(3); 
cclCk)=-EoC4); 
cc2Ck)=-Eo(S); 
aalCk)=-Cl+aa2Ck»; 
ccOCk)=-(cclCk)+cc2(k»; 
end; 
end; 
else; 
aal(k)=aalC60); 
aa2Ck)=aa2C60); 
bbl(k)=bblC60); 
bb2Ck)=bb2C60); 
cclCk)=cclC60); 
cc2(k)=cc2C60); 
ccOCk)=ccOC60); 
end; 
toeCk)=-T/loq(aa2Ck»; 
KgeCk)=bblCk)/CT-toeCk)*Cl-aa2Ck»); 
FteCk)=Cl/Ra)*CKa*Kt/KqeCk)-Kt A 2); 
Jte(k)=toeCk)*(Kt A 2+CFteCk)*Ra»/Ra; 
ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï. 
ï. Enregistrement des resultats de simulation •••.• ï. 
ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï.ï. 
plotCVc);ylabelC'commande:Vc CV],); 
xlabelC'k:nombre de periodes d"echantillonnage'); 
pause; 
plotCt,Ref,t,yr);ylabelC'Posref et yrCk)'); 
xlabel('k:nombre des periodes d"echantillonnage'); 
pause; 
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plotct,pos,t,yr);xlabeIC'k:nombre de periodes d"echantillonnage'); 
ylabelC'Positon et yrCk)'); 
textC30,O.6,'--- sortie du modele de reference yr(k)'); 
text(30,O.5,'--- position du systeme commande'); 
pause; 
plotCerreur);ylabeIC'erreur : yr(k)-posCk)'); 
xlabelC'k:nombre de periodes d"echantillonnage'); 
pause; 
plotCN);ylabelC'vitesse: N Crpm]'); 
xlabelC'k : nombre des periodes d"echantillonnage'); 
pause; 
plotCla);ylabel('courant:la CA]'); 
xlabelC'k : nombre des periodes d"echantillonnage'); 
pause; 
plotCJtt);qrid;titleC'inertie appliquee : Jt');pause: 
plotCFtt);grid;titleC'friction appliquee : Ft'); 
xlabelC'k:nombre de periodes d"echantillonnage'); 
pause; 
plotCt,td2.t,Td); 
xlabelC'k:nombre de periodes d"echantillonnage'); 
ylabel('td estime et Td reel'); 
pause; 
pl ct (er es t i m) ; 
ylabelC'erreur d"estimation '); 
xlabeIC'k:nombre de periodes d"echantillonnaqe'): 
pause; 
plot(t,aal,t,alr); 
xlabelC'k:nombre de periodes d"echantillonnage'); 
ylabelC'al estime et al reel'); 
pause; 
plot(t,aa2.t.a2r); 
xlabelC'k:nombre de periodes d"echantillonnage'); 
vlabel('a2 estime et a2 reel'); 
textCl0 •• 4.'--- a2 reel');textCIO •• 2.'--- a2 estime'); 
pause; 
plot(t,bbl,t,blr); 
xlabel C'k:nc,mbre de periodes d' 'echantillonnage'); 
ylabelC'bl estime et bl reel'); 
pause; 
plotCt,bb2,t,b2r); 
xlabelC'k:nombre de periodes d"echantillonnage'); 
ylabel('b2 estime et b2 reel'); 
text(10,.2,'--- b2 reel');text(IO,.15,'--- b2 estime'); 
pause; 
plot(t,ccl,t,clr); 
xlabel('k:nombre de periodes d"echantillonnage'): 
ylabel('cl estime et cl reel'); 
pause; 
plot(t,cc2,t,c2r); 
xlabel('k:nombre de periodes d"echantillonnage'); 
vI abel C' c2 est ime et c2 reel'); 
text(10.1.5.'--- c2 reel');text(10,1.0,'--- c2 estime'); 
pause; 
end. 
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