This research shows the authorship attribution for three Bengali writers using both Naï ve Bayes method and a new method proposed by us which performs better than Naï ve Bayes for authorship attribution. Though a lot of works exist in the field of authorship attribution for other languages (especially English); the amount of work in this field for Bengali language is very low. For this experiment, we make our own dataset having 107380 words and 21198 unique words. For both methods, we pre-process our dataset to be compatible to work with the method experiments. For our dataset, Naï ve Bayes gives an accuracy of 86% while our method gives an accuracy of 95%. The main inspiration behind our method is that every author has a nature to write some adjacent words and some single words repeatedly.
I. INTRODUCTION
The main idea behind authorship attribution is that we can distinguish among texts written by different authors by measuring some textual features. In the general authorship attribution problem, a text of unknown author is assigned to one author from a given set of candidate authors for whom text samples are available. In our experiment the training dataset is the text samples for the corresponding authors and a text of unknown author means the test set. From the predefined sample texts of three different authors we determine which author is more probable to write an unknown authorship sentence. Authorship attribution has a large area of applications: author verification, plagiarism detection, author profiling or characterization, detection of stylistic inconsistencies, forensic linguistics etc. There exists a lot of works for English literature in the field of authorship attribution but the work done in this field for Bengali literature is very few and that is why our research has a special importance in this field. In this paper, we are not only doing authorship attribution for Bengali literature with a traditional (naï ve bayes) method but also proposing a new method that can outperform this traditional method for authorship attribution problem.
Here we want to classify a given input to a class that represents a predefined set of authors in Bengali literature. For this we use a fusion of N-Gram and Naï ve Bayes algorithm. The main reason behind the fusion is thatevery author has a writing pattern and they use some words (both adjacent and single) more than other authors. The dataset includes several lines written by some authors. The authors are the classes.
Using this fusion classifier, a new test string will be classified into a class, in other words it will show the highest probability of the new string to be written by one of the predefined authors. Though there exist a lot of work in the field of authorship attribution it is relatively very small for Bengali language. To our knowledge none have done this work using Naï ve Bayes method for Bengali language. Moreover, we are proposing our own method for authorship attribution in Bengali language.
II. RELATED WORKS
Automatic authorship detection is done by using integrated syntactic graph (ISG) feature extraction methodology in [1] . The ISG is built with Lexical level, Morphological level, Syntactic level and Semantic level. They use two approaches: Profile-based approach and Instance-based approach for solving both authorship verification and authorship attribution problems. And they propose two methods for the authorship verification problem: Extrinsic approach and Intrinsic approach. Finally, they observed that for automatic authorship detection, the best results are achieved while more features are added to the graph. They achieved an accuracy of 71% and 71.5% for English essay and English novel respectively.
A novel method for computer-assisted authorship attribution based on character level n-gram author profiles is proposed in [2] . Their approach is based on byte-level n-grams. It is language independent, and the generated author profiles are limited in size. They performed experiments on English, Greek, and Chinese data. For the experiment, the authors have used "The Perl packageText::N grams[Keselj2003]" to produce n-gram tables. They didn't do any preprocessing but simply use byte n-grams by treating texts as byte sequences. The experiment is done on three kinds of data sets: English Data Set, Greek Data Set and Chinese Data Set and for each they obtain highest 100%, 97% and 89% accuracy respectively.
An unsupervised learning approach -a hierarchical Naive Bayes mixture model is used for name disambiguation in author citations in [3] . Authors have used both the web collected datasets and the DBLP datasets and manually labeled the canonical name entities. Their method partitions a collection of citations into clusters. Each cluster containing only citations written by the same author. Three types of citation features have been used: co-author names, paper title words, and journal or proceeding title words. They achieved an accuracy of 63.2% on an average as their best.
Authorship attribution for Arabic is done by using Naï ve Bayes classifier in [4] . They have used different event models, namely, simple Naive Bayes (NB) [5] , multinomial Naive Bayes (MNB) [6] , multi-variant Bernoulli Naive Bayes (MBNB) [7] and multi-variant Poisson Naive Bayes (MPNB) [7] . The experimental results show that multi-variant Poisson Naive Bayes (MBNB) provides the best results with an accuracy of 97.43%.
Hidden Markov Model (HMM) has been used for Bengali authorship identification in [8] . This work tries to identify the trigram pattern and the nominal and verbal chunks of Bengali language. Authors claimed that they solve some basic HMM problems by using forward algorithm, viterbi algorithm and forward-backward algorithm. They choose 15 authors and encoded their literature using UTF-8 encoding in python environment. The system is trained with approximately 50,000 chunks and reported an accuracy of over 90%.
A set of fine-grained stylistic features (unique linguistic styles and writing behaviors of individuals) for the analysis of the text is used to develop two different models for authorship identification in Bengali literature in [9] . The models are: statistical similarity model that consist of three measures and their combination, and machine learning model with Decision Tree, Neural Network and Support Vector Machine. Their experimental results show that SVM outperforms other state-of-the-art methods after 10-fold cross validations. Their SVM model achieved an accuracy of 83.3%.
An end-to-end system for authorship classification for Bengali literature is developed in [10] . It is based on character n-grams which uses a new corpus of 3,000 passages written by three Bengali authors (Rabindranath Tagore, Sarat Chandra Chattopadhyay and Bankim Chandra Chattopadhyay). Their work also includes: feature selection for authorship attribution, feature ranking and analysis, and learning curve to assess the relationship between amount of training data and test accuracy. They achieve state-of-the art results on their dataset.
Some other existing works have used random forest classifier [11] , established and modified stylometric features [12] and graph based models [13] for Bengali authorship attribution. In these works they have used their own developed dataset. Authorship attribution for some other languages like: Arabic has also been done by using extended version of the probabilistic context free grammar language [15] and [16] . Authorship attribution has also been done for English literature by using author based rank vector coordinates (ARVC) with an accuracy of 96.43% in [14] .
From the above review, it can be observed that very little work has been done in authorship attribution in Bengali language especially using Naï ve Bayes classifier and N-gram algorithm. Again, Bigram count in Naï ve Bayes classifier has not been used in any research in this field. In this paper, we have shown how Naï ve Bayes with bigram count can be used for authorship attribution. Furthermore, we have also proposed a fusion of N-gram and Naï ve Bayes algorithms for the same purpose which shows better performance.
III. PROPOSED METHOD
We use both Naï ve Bayes classifier and my method to predict the author. The fusion method that we use to find the author is given below:
Step 1:
First, we collect some writing of renowned authors of Bengali literature and categorize their writing as different classes. For this work, we have to collect raw writings of our three selected authors: 'Humayun Ahmed', 'Rabindranath Tagore' and 'Shamsur Rahman' and then have to pre-process their writing to an acceptable format that can be used to our proposed algorithm. The preprocessing step involves: removing punctuations; removing numbers and removing unnecessary whitespaces. The testing data are carefully chosen separately from the training data so that the method cannot be biased.
Step 2:
Then we convert the Bengali language into English phonetics. This work has been performed in python platform using Unicode converter. We convert both the training and testing data by using this Unicode converter. For our method, we collect the training data in three different files named: "H.txt", "R.txt" and "S.txt" that represents 'Humayun Ahmed', 'Rabindranath Tagore' and 'Shamsur Rahman' respectively.
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Step 3:
After that we find the bigram and unigram count table for each class. We do this work by using the words tokenize method in python platform. The unigram and bigram method are then saved in separate files for each input files. For "H.txt" the unigram and bigram count are saved in "uni1.txt" and "bi1.txt" respectively and that will be our new corpus to work with. That is, we look into this unigram file and bigram file for our calculation.
Step 4:
Then we classify the given input into one class according to the class's probability (highest) using the following fusion equation: Here, we have used the N-gram formula with Laplace smoothing in the first part of our equation ( (count(w n-1 w n ,c)+1) ÷ (count(w n-1 ,c)+V) ) for the bigram count; which has helped us to understand the adjacent words used by a specific author. The rest of the equation contains Naï ve Bayes formula with Laplace smoothing ( (count(w n-1 ,c)+1) ÷ (∑count(w,c)+V) and (count(w n ,c)+1) ÷ (∑count(w,c)+V)); which has helped us to understand the probability of using each words of the bigram separately by a specific author.
In the combined equation we have ignored the count(w n-1 , c) in the denominator of our calculation as it will be very small in comparison with the summation of ∑ count(w, c) and V.
Previous works have used Naï ve Bayes or modified Naï ve Bayes formulas and N-gram formulas separately for authorship detection. With this equation our work shows a new way for authorship attribution by combining N-gram with Naï ve Bayes algorithm.
Step 5:
Finally, we compare the probabilities that we get in our fourth step among our three selected authors and show the output as: which class does the given input belongs. In other words, among a pre-defined set of authors who has the highest probability to write the given sentence.
IV. EXPERIMENT

A. Dataset
For this experiment, we make our own dataset. We collect the Bengali literature of three different authors named: 'Humayun Ahmed', 'Rabindranath Tagore' and 'Shamsur Rahman'. Then we do some transformation on our dataset. The transformation process includes: remove punctuations; remove numbers and remove unnecessary whitespace. An example of data transformation is given in Table 1 . Table 1 , we can see that the stop notation of Bengali language '।' has been removed after the words: 'আয়ে।', 'ইমন।', 'দতনমাস।', 'চু ে।', 'মু খ।', 'ছিখায়ে।', 'না।', 'আয়ে।' and 'ছথয়ক।'. The gap between the two words of 'আয়ে' and 'ছেয়ের' is also removed. The other punctuations like: ',', ':', ';' are also removed from our original dataset to the pre-processed dataset. This transformation process is done to make this dataset fit for our next step.
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We mainly collect our data from Bengali Unicode library. They have a huge collection of Bengali writing of renowned authors. But the problem is that they are in raw format. That means they include all the punctuations, numbers and other unnecessary things that are not important in our experiment. So we manually remove those things to make it compatible for our experiment.
Then we convert these Bangla words to English phonetics and use it for our experiment. We do the conversion using Unicode converter in python platform. We give the Bengali file input in our system and get the phonetics to use it in our experiment. An example of data transformation is shown in Table 2 .
We save this converted dataset in one file for the Naï ve Bayes experiment and in three separate files named: 'H.txt', 'R.txt' and 'S.txt' which represents 'Humayun Ahmed', 'Rabindranath Tagore' and 'Shamsur Rahman' respectively for our experiment. Step 3:
Then we prepare our test set using the same process described in step 1 and 2. An example of test case is shown in Table 3 . We select the test-cases carefully and separately from our training cases. So our system does not show any biased result. A summary of both our experimental data and test case data is shown in Table 4 . We take 100 inputs for each author which means a total of 300 inputs; where an input means a chunk of words written by a single author. 
B. Experiment with Naï ve Bayes method
For Naï ve Bayes classifier we manually label dataset in three different classes. For a chunk of words written by 'Humayun Ahmed' we label it as '1' and for 'Rabindranath Tagore' and 'Shamsur Rahman' we label them as '2' and '3' respectively. There are total 879 labels which contain total 107380 words and 21198 unique words. The prior probability of class '1', '2' and respectively. The sample dataset making process is shown in Table 5 . Step 2:
Then we test the system with 100 sentences from each author which means with total 300 sentences. For each sentence, we find the probability of three classes using Naï ve Bayes method and classify it into the class with highest probability. We do this experiment using Naï ve Bayes classifier in python platform. A sample output is shown in Table 6 . The result of this system is described in the 'Result Analysis' section. As shown in Table 6 , we take inputs as a chunk of words written by a particular author to keep track of the output; that is which author has the highest probability to write this chunk of words. 
C. Experiment with our method
For our method, we take three text files named 'H.txt', 'R.txt' and 'S.txt' for 'Humayun Ahmed', 'Rabindranath Tagore' and 'Shamsur Rahman' respectively. Each text file contains the writings of the corresponding authors. 'H.txt', 'R.txt' and 'S.txt' contain total 37536, 36395 and 33449 words and 6355, 10493 and 9678 unique words respectively. The sample dataset for our method is shown in Table 7 .
Then we find the unigram and bigram count for each text file and save the values to the respected files. For example, we save unigram counts and bigram counts of 'H.txt' to 'uni1.txt' and 'bi1.txt' respectively. Some sample of this process is shown in Table 8 , Table 9 and Table 10 . These tables show the unigram and bigram sample count of 'Humayun Ahmed', 'Rabindranath Tagore' and 'Shamsur Rahman' respectively. Step 3:
Then we test the system with 50 sentences from each author which means with total 150 sentences. For each sentence, we find the probability of three classes using our method and classify it into the class with highest probability. For our calculation, we consider each bigram of a given sentence and fetch the bigram and unigram values from the corresponding text files. We do this experiment using our proposed classifier in python platform. A sample output is shown in Table 11 . The result of this system is described in the 'Result Analysis' section.
Copyright © 2018 MECS I.J. Information Technology and Computer Science, 2018, 10, 11-21 The predicted author is : Shamsur Rahman For a given sentence: "ke amake niye zaCche ojana pother dhulObali COkhe-mukhe choRiye sondhzay ken zaCchi"; we first separate it to bigrams like: {('ke', 'amake'), ('amake', 'niye') …… ('ken', 'zaCchi') }. Then for each bigram we search in the 'uni1.txt', 'bi1.txt', 'uni2.txt', 'bi2.txt', 'uni3.txt' and 'bi3.txt'.
Here for ('ke', 'amake') we look at the bigram tables -'bi1.txt', 'bi2.txt' and 'bi3.txt' and find the count(w n-1 w n , c) for 'Humayun Ahmed', 'Rabindranath Tagore' and 'Shamsur Rahman' respectively. And for ('ke') we look at the unigram tables -'uni1.txt', 'uni2.txt' and 'uni3.txt' and find the count(w n-1 , c) for 'Humayun Ahmed', 'Rabindranath Tagore' and 'Shamsur Rahman' respectively. We apply the same process for ('amake').
Then we go for the next bigram of the input that is ('amake', 'niye') and go through the same process. After going through all the bigrams of the input we multiply them with prior probability and find our final probability for each author.
From this probability calculation using our method we chose the author who has the highest probability as our guessed author.
V. RESULT ANALYSIS
Automatic The result and evaluation for Naï ve Bayes method and our method is shown in Table 12 and Table  13 respectively. In this table, 'H', 'R' and 'S' represents 'Humayun Ahmed', 'Rabindranath Tagore' and 'Shamsur Rahman' respectively.
From the result and evaluation analysis, we can see that the accuracy of Naï ve Bayes method is 86% where our method gives an accuracy of 95%. So for this dataset, our method achieves an accuracy of 9% more than Naï ve Bayes method.
The macroaverage precision and recall of Naï ve Bayes method is 85% and 86% respectively and the macroaverage precision and recall of our method is 95% and 94% respectively. As high precision means that the classifier is returning accurate results and high recall means that the classifier is returning a majority of all positive results; for all the evaluation metrics our method works better than Naï ve Bayes method.
Copyright © 2018 MECS I.J. Information Technology and Computer Science, 2018, 10, 11-21 Recall 'H' We compare our work with the existing works in the field of authorship attribution. The comparison is shown in Table 14 and Table 15 , where we have compared our work with the existing works of Bengali literature and other literatures respectively. 
Fusion of N-Gram and Naï ve Bayes (A new approach)
Own Developed 95%
From Table 14 , we can see that, in most of the cases our method worked better than the exiting works for authorship attribution in Bengali literature. Only two works show higher accuracy than ours [10] and [11] (see Table 14 ). The result greatly depends on the methods used and mainly on the corpus. As shown in the table all the works including ours have used their own developed dataset and for this reason the base of comparison is not uniform. We believe that if we can run our method on those datasets, we will get better or at least the same accuracy as theirs. In [10] , authors have used stop words, word unigrams, word bigrams, word trigrams, character bigrams and character trigrams as their feature category and achieved an accuracy of 98% by using SVM SMO. The main reason of their better performance is that they have developed a dataset which includes 1000 passages for each of the 3 authors; which is a huge dataset comparing to ours. In [11] , they have used unigram, bigram and trigram count for their feature set extraction and gained an accuracy of 96% by using random forest classifier. They get only 62% accuracy with Naï ve Bayes classifier and 85% accuracy with decision tree classifier. They have also developed a dataset which includes at least 100 passages for each of the 10 authors; which is a huge dataset comparing to ours. From other works in Bengali authorship attribution [8] [9] and [12] [13] (see Table 14 ) our method performs better. So, we can say that our method performs better than the base line method of naï ve bayes, which we already have established through the experiment and it performs better than that of the most existing works for authorship detection in Bengali literature. 
Bengali Own Developed Dataset
95%
From Table 15 , we can surprisingly see that, though authorship attribution in English literature is a much more established field; our work outperforms some existing work of this literature [1] and [3] . Our work also shows better performance than some existing works for author recognition of Chinese [2] and Arabic [15] literature. Though our result shows less accuracy in the cases of [2] , [4] and [14] (see Table 15 ); as we mentioned earlier it greatly depends on methods and dataset used. We believe that if we can run our method on those datasets maintaining the standard of their literature, we can get better or at least the same accuracy as they have achieved. From the above mentioned three works two are done for English literature and one is for Arabic. From the table we can see that, all these three works used their own developed dataset. In [2] , authors have used approximately 670000 characters for their English dataset and approximately 1360000 characters for heir Greek dataset. In [4] , authors have developed a dataset that consists of 30 Arabic books written by 10 different authors. In [14] , authors have used a dataset that includes 1185 poems of 6 authors. Comparing to all their datasets richness, our dataset is a much smaller one. At last we can say that our proposed method performs better than the most of the existing works for both Bengali and other literatures and it definitely performs better than the Naï ve Bayes algorithm.
VII. CONCLUSION
Automatic Authorship attribution is a relatively new field in Bengali language than English language and even from other languages like: Arabic, Greek, Chinese and Hindi. In spite of being the fourth most spoken language Copyright © 2018 MECS I.J. Information Technology and Computer Science, 2018, 10, 11-21 around the world the amount of work done in the field of natural language processing for Bengali is very poor. So as a part of natural language processing the work done in the field of authorship attribution is very poor also. So we take an initiative to do some work in the field of authorship attribution for Bengali language. And to do so, we choose three renowned authors of Bengali language named: 'Humayun Ahmed', 'Rabindranath Tagore' and 'Shamsur Rahman' and apply two methods to find their authorship. The two methods are Naï ve Bayes and our newly proposed method. For both methods, we have to arrange datasets separately and apply the methods in their own way of working. For our method, we combine both n gram and Naï ve Bayes methods and the main reason to do so is: every author has a style of witting and for this reason some adjacent words are more probable for writing by one author. But some words are more likely to be used by one author even if they are not adjacent. So we find the bigram count for adjacent words and unigram count for the single words and combine N-Gram algorithm with Naï ve Bayes to formulate our proposed method. As the summation of vocabulary and words in each class is large, we ignore the count of previous word in the denominator in our calculation. From the result analysis, we can clearly see that our method performs better than Naï ve Bayes method in all the fields of evaluation metrics which are accuracy, precision and recall. For a larger and balanced corpus, it will perform much better.
In future, we will take more data and broaden our classes. Now our dataset contains 107380 total words and 21198 unique words for three authors. We have a target of classifying the authorship among at least five to six authors with a vocabulary of around 50000 words. We have planned to apply some other classifiers like: Neural Network; Support Vector Machine; Decision Tree and Hidden Markov Model on our dataset for authorship attribution.
