Abstract Particle Swarm Optimisation (PSO) has been received increasing attention due to its simplicity and reasonable convergence speed surpassing genetic algorithm in some circumstances. In order to improve convergence speed or to augment the exploration area within the solution space to find a better optimum point, many modifications have been proposed. One of such modifications is to fuse PSO with other search strategies such as Simulated Annealing (SA) in order to make a new hybrid algorithm -so called SAPSO. To the best of the authors' knowledge, in the earlier studies in terms of SAPSO, the researchers either assigned an inertia factor or a global temperature to particles decreasing in the each iteration globally. In this study the authors proposed a local temperature, to be assigned to the each particle, and execute SAPSO with locally allocated temperature. The proposed model is called SUPER-SAPSO because it often surpasses the previous SAPSO model and standard PSO appropriately. Simulation results on different benchmark functions demonstrate superiority of the proposed model in terms of convergence speed as well as optimisation accuracy.
Introduction
Particle Swarm Optimisation and Simulated Annealing have their own advantages and drawbacks. PSO is related to the birds flocking; PSO seeks inside solution space to find the most optimistic result, however if it starts with inappropriate points, it's possible to get stuck into local optimums because of its high velocity; therefore the most problem with PSO is premature convergence [1, 2] . PSO cannot provide appropriate diversity while exploring the solution space because there is no diversity preservation operator to keep solutions in a diverse manner [3, 4] . Simulated Annealing (SA) is a kind of global optimisation technique based upon annealing of metal that uses random search to find optimal points [5, 6] . As might be expected, finding the global optimum in this way is not guaranteed, but there is usually appropriate diversity in searching solution space due to the hot temperature that lets particles move in any directions. The SA-based particle swarm optimisation (SAPSO) fuses PSO with SA and often results in more optimised search than PSO and SA separately [2] . In this paper a novel version of SA-based PSO algorithm is proposed. Empirical results reveal that the proposed approach is highly optimised, as it often outperforms both the previous SAPSO model as well as the standard PSO approach. This paper is structured as follows. In Section 2, standard PSO algorithm is described briefly. In Section 3, the previous SAPSO model is reviewed. In Section 4, the proposed SA-based algorithm, SUPER-SAPSO, is introduced. In Section 5, the experimental results are demonstrated and compared. Finally Section 6 discusses the results and presents some conclusions.
Particle Swarm Optimisation
According to Eberhart and Kennedy [1, 7, 8] , PSO is a kind of evolutionary algorithms that discover the best solution by simulating the movement and flocking of birds [1] . Each particle is directed to special coordinate. These particles are moved toward the global optimum after some iteration. PSO optimisation, each particle has the ability to remember its previous best position (P Best ) and the global best position (G Best ). In addition, a new velocity value (V) is calculated based on its current velocity. The new velocity value is then used to compute the next position of particle in solution space. The original PSO's velocity formula is: (1) Where V[] is the velocity vector; variables c 1 ,c 2 are the acceleration constants and positive constants; rand is a random number between 0 and 1; Present[] is the position vector; W is the inertia weight. W is not usually appear in standard PSO algorithm version. Searching inside the solution space using PSO, the exploration area is reduced gradually as the generation increasing which can be considered as a clustering strategy near the optimal point [1, 2] .
SAPSO Hybrid Algorithm
SAPSO algorithm which is a combination of SA and PSO can avoid the key problem of PSO being premature convergence [2] . The premature convergence happens due to fast clustering of particles near the optimal point whilst the optimal point might be a local optimum. Therefore, PSO algorithm can potentially find the global optimum, but it is also possible to get stuck in local optimums. SA algorithm can provide a better variety in seeking the solution space due to the hot temperature letting the particles move freely in any direction. Combination of PSO and SA can bear new benefits and compensate drawback of the both [2] . Similar to PSO algorithm, SAPSO searching process is started with random initialisation (dispersion) of particles. Firstly, each particle is moved by SA algorithm to a new position that augments variety of search which is accomplished by the use of Equation (2). Secondly, PSO will help the particles converge to global optimal by the use of Equation (1) . This process is then repeated until a minimum error is achieved or maximum iterations are reached.
In the process of real annealing of metals, each new particle randomly is laid around the original particles. In this method variation range of original particles can be determined as a parameter like r 1 , Expression (2) is a formulation for the variation of particles [2] .
Where parameter r 1 reduce gradually as the generation is increasing, rand (1) is random number between 0 and 1.
According to [2] the SAPSO algorithm is as follows: 1. Initialise n particles randomly. 2. Compute each particle's fitness. 3. Transform particles with the SA algorithm according to the Expression (2). 4. Compare particle's fitness evaluation with its personal best position (P Best ) if its fitness is better; replace P Best with its fitness. 5. Compare particle's fitness evaluation with its global best position (G Best ) if its fitness is better; replace G Best with its fitness. 6. Update each particle's velocity and position according to the Expressions (1). This process continues until either the appropriate fitness is achieved or maximum iterations are reached.
Proposed Algorithm (SUPER-SAPSO)
Analogous with SAPSO algorithm, SUPER-SAPSO algorithm fuses SA with standard PSO, but particles' movement is done by the Expression (3) rather than Expression (2).
Where Present[] is the location vector, v[] is the velocity vector, and T is temperature of particle. Where T is a function of error and by the growth of error, T is increased as well.
SUPER-SAPSO algorithm is as follows: 1. Initialise a population of particles with random positions and velocities. 2. Calculate G Best and assign T=1 to it.
3. For remaining particles evaluate fitness and assign temperature to them (1 T 4) so those particles with poorer fitness must have hotter temperature. 4. Transform particles according to the Expression (3). 5. For each particle, compares its fitness and its personal best position (P Best ) if current value is better than P Best , the set P Best equal to current value. 6. For each particle, compares its fitness and its global best position (G Best ) if current value is better than G Best , the set G Best equal to current value. 7. Update each particle's velocity and position according to the Expressions (1). 8. Best particle among n particles is recognised as leading particle to advance search process. 9. Go to Step 4, until the termination criterion is satisfied. Termination criterion is either achievement of appropriate fitness or termination of computational time. The main differences between SUPER-SAPSO algorithm and SAPSO algorithm are:
1. SUPER-SAPSO assigns the temperatures locally to the each particle. 2. The temperature is a function of error. SUPER-SAPSO in comparison with SAPSO and standard PSO is investigated on benchmark functions and the experimental results are reported in the next section.
Experimental Results
Seven numeric optimisation problems were chosen to compare the relative performance of SUPER-SAPSO algorithm to SAPSO and PSO. These functions are standard benchmark test functions and are all minimisation problems.
The first test function is the generalised Rastrigin function: Table 1 and Figures (1-7) show the results of SUPER-SAPSO in comparison with SAPSO and PSO algorithms respectively. In all of examinations the numbers of particles are the same and equal to 30. Each examination is repeated 20 times and the average value is reported. 
Conclusions and Future Works
In this paper a new SA-based PSO algorithm, namely SUPER-SAPSO, is proposed. Various tests are carried out on different bench mark functions and superiority of the proposed model demonstrated. The empirical results show that convergence ratio of SUPER-SAPSO algorithm is almost 282 times faster than SAPSO and 435 times faster than standard PSO algorithm in average. The proposed model not only augments convergence speed but it reduces the optimisation error as well. Therefore the proposed algorithm can move the particles faster towards global optimum with bearing less error.
