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Za prakticˇne aplikacije, daleko najkorisniji algoritam za rjesˇavanje linearnog programiranja
je proslavljena simpleks metoda. S profesionalnom implementacijom dosezˇe izvanredne
performanse: problemi sa ≈ 1000 varijabli i ≈ 1000 uvjeta mogu se rijesˇiti unutar 0.1 do
0.5 sekundi([3]). Ta spoznaja sugerira primjenu metode i na probleme iz teorije grafova.
Sˇtovisˇe, bitne zadac´e mrezˇne optimizacije mogu se iskazati kao zadac´e linearnog progra-
miranja. Primjer takvih zadac´a su: odredivanje najkrac´eg puta, odredivanje maksimalnog
toka, optimalnog toka i optimalne cirkulacije. Valjalo bi ipak napomenuti da za jako velike
probleme linearnog programiranja metoda unutrasˇnje tocˇke mozˇe biti u prednosti u odnosu
na simpleks metodu. Sˇto se ticˇe problema u grafovima, tu je opc´enito prilagodena simpleks
metoda (mrezˇna simpleks metoda) u prednosti.
Standardna primjena simpleks metode za rjesˇavanje problema u grafovima je cˇesto vrlo
neprakticˇna. Razlog tome je to sˇto bi linearno programiranje bilo dosta nezgrapno i vrlo
degenerirano. S druge strane, posebnost zadac´e mrezˇne optimizacije cˇini osnovni korak
simpleks metode vrlo jednostavnim za izvodenje i vrlo preglednim u terminima grafa.
Mrezˇna simpleks metoda se obicˇno formulira u terminima standardnog problema koji
c´e biti uveden u sljedec´em poglavlju pod nazivom problem minimizacije trosˇkova toka na
mrezˇi. Svi ostali prakticˇni problemi od interesa se mogu laganom transformacijom svesti
na ovaj problem. Takoder c´emo vidjeti primjer takvih transformacija.
Dugo vrijeme je egzistencija dokaza efikasnosti mrezˇne simpleks metode bila vodec´i
otvoreni problem u teoriji slozˇenosti, iako je ocˇito bila najefikasnija prakticˇna metoda za
problem minimizacije trosˇkova toka na mrezˇi. Problem je napokon rijesˇio Orlin koji je dao
implementaciju slozˇenosti O(|V |2|E|log (|V |C)), gdje je C = max{|c(e)|: e ∈ E} maksimalna
vrijednost jedinicˇne cijene koja se pojavljuje u grafu G = (V, E). Za visˇe o slozˇenosti
valjalo bi pogledati [3].
U ovom diplomskom radu, odlucˇili smo naglasak staviti na teoriju grafova, dok c´emo
izbjegavati, koliko to bude moguc´e, teoriju linearnog programiranja. Gledajuc´i iz te per-
spektive, imamo dosta srec´e sˇto se mrezˇna simpleks metoda mozˇe u cijelosti rijesˇiti u
terminima teorije grafova, bez potrebe pozivanja na linearno programiranje.
Opisat c´emo mrezˇnu simpleks metodu. Dat c´emo konkretan algoritam koji rjesˇava
zadac´u mrezˇne optimizacije i koji c´e se zasnivati na uvodenje pomoc´nog problema. Rijesˇit
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c´emo slucˇaj pojave degeneracije tako da c´emo uvesti pravilo zadnjeg blokirajuc´eg luka
za odabir izlaznog luka iz pivotnog ciklusa. Definirat c´emo indekse stabla koje c´e nam
olaksˇati pronalazˇenje pivotnog ciklusa i mnoge druge operacije. Zatim c´emo dati konkretne
efikasne implementacije glavnih dijelova algoritma. To su pronalazˇenje pivotnog ciklusa,
odabir izlaznog luka po spomenutom pravilu i azˇuriranje potencijala. Nakon sˇto opisˇemo
efikasne implementacije slijedi demonstracija PyQt5 aplikacije koja rjesˇava, u interakciji s
korisnikom, zadac´u mrezˇne optimizacije. Aplikacija je napravljena u programskom jeziku
Python, koristec´i Qt5 framework za GUI i korisˇtenjem biblioteke NetworkX za rad s gra-
fovima. Demonstrirat c´emo rad aplikacije rjesˇavanjem konkretnog problema minimizacije
trosˇkova toka na mrezˇi.
Poglavlje 1
Mrezˇna simpleks metoda
1.1 Minimizacija trosˇkova toka na mrezˇi
Problem minimizacije trosˇkova toka na mrezˇi (MCFP) je medu najosnovnijim problemima
toka i cirkulacije. Svaki takav problem se mozˇe lagano transformirati na problem mi-
nimizacije trosˇkova toka na mrezˇi, koji se vrlo ucˇinkovito mozˇe rijesˇiti pomoc´u mrezˇne
simpleks metode. Problem minimizacije trosˇkova toka na mrezˇi je cˇesto generalizacija
transportnog problema i problema minimizacije cirkulacije na mrezˇi. Sada slijedi defini-
cija nasˇeg problema.
Definicija 1.1.1 (Problem minimizacije trosˇkova toka na mrezˇi). Neka je G = (V, E) pove-
zani usmjereni graf. Neka su:
• donja i gornja funkcija kapaciteta l: E → R i u: E → R, respektivno,
• funkcija trosˇka c: E → R,
• funkcija napajanja b: V → R za koju vrijedi ∑
v∈V
b(v) = 0.
Problem minimizacije trosˇkova toka na mrezˇi (MCFP) se svodi na odredivanje optimalnog





i koja zadovoljava sljedec´a dva uvjeta:






x(e) = b(v),∀v ∈ V,
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Vrhovi s negativnim napajanjem su vrhovi potrazˇnje, a vrhovi s nenegativnim napaja-
njem su vrhovi ponude. Svi ostali vrhovi su Kirrchoffovi 1. Zapisˇimo to formalno:
Neka je n broj vrhova V = {v1, v2, · · · vn}, m broj lukova E = {e1, e2, · · · em}.
• ci j - cijena jedinicˇnog transporta na luku (i, j) ∈ E,
• li j - donja ograda za tok na luku (i, j) ∈ E,
• ui j - gornja ograda za tok na luku (i, j) ∈ E,
• bi - napajanje luka i:
– bi > 0 vrh i je vrh ponude (dobitak na vrhu i),
– bi < 0 vrh i je vrh potrazˇnje (gubitak na vrhu i),
– bi = 0 vrh i je Kirchoffov (tranzitni).
• xi j varijabla odluke - tok na luku (i, j) ∈ E.








x(e) = b(v),∀v ∈ V
(P)
Tok je preslikavanje x: E → R koje zadovoljava uvjete za napajanje za svaki vrh v ∈ V .
Ako dodatno zadovoljava uvjete na kapacitet za svaki e ∈ E, tada govorimo o dopustivom
toku. Problem (P) trazˇi dopustivi tok takav da je ukupan trosˇak minimalan.
U Tablici 1.1 smo naveli neke standardne probleme koji se mogu transformirati u pro-
blem (P).
Slika 1.1 prikazuje jedan primjer problema (P). Svaki je luk oznacˇen uredenom trojkom
(li j, ui j, ci j). Svaki je vrh oznacˇen s nazivom i bi. Zadebljanje linije oznacˇava smjer luka.
Prije nego sˇto pokusˇamo nac´i takav tok da je ukupan trosˇak minimalan, prvo moramo
provjeriti postoji li uopc´e dopustiv tok. To nije nimalo trivijalno zbog l i u. Osnovni uvjet
postojanja dopustivog toka je
∑
i bi = 0, tj. ukupna potrazˇnja je jednaka ukupnoj ponudi.
U tu svrhu c´emo iskazati teorem koji nam govori kada c´e za problem (P) postojati
dopustiv tok. Prije iskaza teorema, slijedi definicija.






POGLAVLJE 1. MREZˇNA SIMPLEKS METODA 5
Problem Specifikacija
Najkrac´i put od vrha s do vrha t
uzimajuc´i u obzir duljinu w(e)
l ≡ 0; u ≡ 1; c(e) = w(e); b(s) = 1; b(t) = −1; b(v) = 0
za svaki v , s, t
Maksimalni tok u transportnoj mrezˇi
N = (G, c1, i, p)
l ≡ 0; u(e) = c1(e); b(v) = 0 za svaki v ∈ V; c(e) = 0
za svaki e ∈ E; dodati novi luk (p, i) s
c(p, i) = −1, l(p, i) = 0 i u(p, i) = ∑e−=i c1(e)
Problem cirkulacije b(v) = 0 za svaki v ∈ V; ostali podaci kako su zadani
Tablica 1.1: Transformacija nekih problema
Slika 1.1: Problem minimizacije trosˇkova na mrezˇi
Definicija 1.1.2. Kapacitet reza (S , S c) za podskup S ⊂ V je:









pri cˇemu je c: E → [0,+∞ >.
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Sada slijedi teorem o postojanju dopustivog toka.
Teorem 1.1.3. Problem (P) ima dopustivi tok ako i samo ako za svaki rez V = S
.∪ T
vrijedi:




Dokaz. 1. Neka je G polazni graf s pripadnim l, u, b. Definirajmo novi graf tako da l
reduciramo na nulu:
l′(e) = 0, e ∈ E
u′(e) = u(e) − l(e), e ∈ E






l(e), i ∈ V
Za svaki luk cˇinimo transformaciju b′i = bi−li j, b′j = b j+li j. Novi graf oznacˇimo s G′.
2. Uvedimo dva nova vrha koje nazivamo izvor i ponor s oznakama i i p. Zatim, do-
dajmo nove lukove iz i prema j ako je b′j > 0 (kapacitet luka b
′
j), odnosno iz vrhova
j za koje je b′j < 0 prema p (kapacitet luka −b′j).
Transportna mrezˇa je usmjereni graf s nenegativnim tezˇinama u kojem postoji tocˇno
jedan vrh u kojeg niti jedan luk ne ulazi (izvor - i) i tocˇno jedan luk iz kojeg niti jedan luk
ne izlazi (ponor - p). Visˇe pogledati tocˇku 6.1 u [1]- kljucˇna je Lema 6.1.2.
Nije tesˇko uocˇiti: dopustivi tok x′ na G′ generira tok na transportnoj mrezˇi tako da novim
lukovima stavimo b′j odnosno −b′j, a to je ocˇito maksimalan tok2 za transportnu mrezˇu.
Dakle,







b′j (suma b-ova je 0)
⇔ za svaki rez (S ,T ) od G′ (V = S .∪ T ) vrijedi (slaba dualnost)




∗)︸    ︷︷    ︸
maksimalna tok
.
(⇒ je zapravo slaba dualnost, a ⇐ vrijedi jer za i-p rez ({i}, {i}c) imamo jednakost, pa je
to min i-p rez opet prema teoremu slabe dualnosti3)














b′j ⇔ ∃ dopustivi tok
2Tok s najvec´om vrijednosti toka.
3Za svaki i-p rez kapacitet je ≥ od vrijednosti bilo kojeg toka, pa tako i maksimalnog.


















(u(e) − l(e)) ≥ ∑
j∈S





























Razmotrimo nasˇ problem (P) u terminima usmjerenoga grafa G.
Definicija 1.2.1. Neka je T generirajuc´e stablo za usmjereni graf G. Dopustivi tok x nazi-
vamo bazicˇan tok (uz zadani T) ako vrijednost toka x(e) za svaki luk e izvan T odgovara
donjoj l(e) ili gornjoj u(e) ogradi za tok.
Vidjet c´emo da postojanje dopustivog toka povlacˇi postojanje optimalnog bazicˇnog
toka. Sˇtovisˇe, ne-optimalan bazicˇan tok se uvijek mozˇe poboljsˇati boljim rjesˇenjem tako
da zamijenimo luk koji pripada T lukom koji ne pripada. Mrezˇna simpleks metoda koristi
operacije toga tipa prilikom trazˇenja optimalnog bazicˇnoga toka. To su jednostavne ope-
racije koje se mogu efikasno implementirati i koje predstavljaju glavnu prednost mrezˇne
simpleks metode u odnosu na ostale.
Definirat c´emo osnovne pojmove koji su nam bitni u nastavku rada.
Definicija 1.2.2. Neka je x dopustiv tok. Kazˇemo da je luk ek = (i, j) vezan luk ako je
x(ek) = l(ek) ili x(ek) = u(ek). Ukoliko luk nije vezan tada kazˇemo da je slobodan luk.
Napomena 1.2.3. Uvodenjem definicije slobodnog luka mozˇemo napisati sljedec´e: x je
bazicˇan tok ako i samo ako postoji generirajuc´e stablo T koje sadrzˇi sve slobodne lukove.
Ne zahtijevamo da svi lukovi stabla T moraju biti slobodni.
Sada c´emo dokazati sljedec´i vazˇan rezultat koji smo vec´ spomenuli.
Teorem 1.2.4. Neka je zadan problem (P) s usmjerenim grafom G, kao iz Definicije 1.1.1.
Tada vrijedi:
Ako za problem (P) postoji dopustivi tok, tada postoji i optimalan bazicˇan tok.
Dokaz. Kako je skup dopustivih tokova za problem (P) kompaktan podskup od R|E| i kako
je funkcija trosˇkova neprekidna, tada postoji optimalan dopustivi tok x. (v. Teorem 6.1.6 u
[1])
Pretpostavimo da nisu svi slobodni lukovi, s obzirom na x, sadrzˇani u generirajuc´em stablu
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za G, inacˇe, nemamo sˇto dokazati.
Tada postoji (neusmjereni) ciklus γ u G koji sadrzˇi samo slobodne lukove, stoga mozˇemo
povec´ati x tako da prekinemo ciklus. To je neovisno o tome koja je, od dvije moguc´e,
orijentacija ciklusa γ. (Visˇe o tome u sljedec´em potpoglavlju). Nakon povec´anja toka na
tom ciklusu, barem c´e jedan luk postati vezan. Novi tok x′ je optimalniji od prethodnog.
Ta operacija smanjuje broj slobodnih lukova barem za jedan. Nastavimo primjenjivati tu
operaciju dok god u G postoji slobodan ciklus4 i na taj nacˇin c´emo doc´i do optimalnog toka
x′ cˇiji skup slobodnih lukova ne sadrzˇi ciklus. Kako je G povezani usmjereni graf koji ne
sadrzˇi slobodne cikluse, x′ je (optimalan) bazicˇan tok. 
Postoji konacˇno mnogo izbora generirajuc´eg stabla za G. Mi c´emo odabrati ono generi-
rajuc´e stablo T za koje vrijedi sljedec´e: Svaki luk e ∈ E \ T je vezan. Vezano time, iskazat
c´emo lemu s kojom c´emo definirati dva nova skupa.
Lema 1.2.5. Neka je zadan problem (P) s usmjerenim grafom G. Neka je T generirajuc´e
stablo za G, te neka je L
.∪U = E\T bilo koja particija skupa E\T. Tada postoji jedinstveni
tok x takav da vrijedi sljedec´e:
• x(e) = l(e), ∀e ∈ L,
• x(e) = u(e), ∀e ∈ U.
Dokaz. Stavimo:
x(e) = l(e) za svaki e ∈ L i x(e) = u(e) za svaki e ∈ U (1.2)
Neka je v bilo koji list stabla T , i neka je e jedinstveni luk stabla T koji je incidentan
s v. Tada napajanje luka v zajedno s (1.2) jedinstveno odreduje vrijednost toka x(e). Isto
obrazlozˇenje se zatim mozˇe primijeniti na svaki list stabla T \e, itd. Na taj nacˇin, rekurzivno
smo definirali vrijednost toka x(e) za sve lukove e ∈ T , istodobno zadovoljavajuc´i sva
ogranicˇenja napajanja. 
Bilo koju particiju L
.∪ U od E \ T nazivamo strukturom bazicˇnog toka. Tok definiran
kao u Lemi 1.2.5 strukture (T, L,U) ne mora nuzˇno biti dopustiv. Zato c´emo strukturu
(T, L,U) zvati optimalnom ili dopustivom ako odgovarajuc´i tok ima trazˇena svojstva.
Postavlja se pitanje: Kada c´emo znati da je tok optimalan? To nije trivijalno pitanje,
te c´emo u tu svrhu iskazati i dokazati sljedec´i teorem koji se cˇesto naziva teorem slabe
dualnosti.
4Slobodan ciklus je ciklus sacˇinjen od slobodnih lukova.
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Teorem 1.2.6. Dopustivi bazicˇan tok strukture (T, L,U) za problem (P) je optimalan ako i
samo ako postoji potencijal pi: V → R takav da reducirani trosˇkovi
cpii j := ci j − pii + pi j
zadovoljavaju:
(∀(i, j) ∈ T ) cpii j = 0
(∀(i, j) ∈ L) cpii j ≥ 0 (1.3)
(∀(i, j) ∈ U) cpii j ≤ 0


































U zadnjem koraku smo iskoristili definiciju napajanja. cpi(y) i c(y) se razlikuju samo za
konstantni sumand koji ne ovisi o y. Stoga, dopustivi tok je optimalan za funkciju trosˇkova
c ako i samo ako je optimalan za cpi.
Neka je x: E → R dopustivi tok definiran s dopustivom strukturom bazicˇnog toka
(T, L,U) koja zadovoljava (1.3).
Po definiciji,
x(e) = l(e) za svaki e ∈ L i x(e) = u(e) za svaki e ∈ U (1.4)





























x je optimalan za reducirane trosˇkove cpi, te stoga i za c. 
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Potencijal s uvjetima optimalnosti (1.3) ima svojstvo da je vrijednost reduciranih tro-
sˇkova 0 na svim lukovima razapinjuc´eg stabla T . Mrezˇna simpleks metoda koristi samo
potencijale s tim svojstvom. Sada c´emo pokazati da bilo koje razapinjuc´e stablo odreduje
takav potencijal, koji je jedinstven do na vrijednosti u jednom vrhu.
Lema 1.2.7. Neka je zadana struktura (T, L,U) za problem (P), i neka je v bilo koji vrh.
Tada postoji jedinstveni potencijal pi koji zadovoljava:
pi(v) = 0 i cpi(e) = 0 za svaki e ∈ T (1.5)
Dokaz. Eksplicitno, (1.5) zahtjeva:
c(u, v) − pi(u) + pi(v) = 0 za svaki luk e = (u, v) ∈ T (1.6)
Zbog toga sˇto je pi(v) = 0, vrijednost pi(u) je odredena s (1.6) za svaki susjedni vrh u
vrha v. U isto vrijeme, pi je takoder odreden susjednim vrhovima tih vrhova itd.. Kako
T sadrzˇi jedinstveni put od v do svakoga drugog vrha od G, uvjet (1.6) uistinu pridonosi
jedinstvenom potencijalu pi s pi(x) = 0. 
1.3 Konstrukcija strukture dopustivog bazicˇnog toka
Prije nego sˇto napisˇemo algoritam za mrezˇnu simpleks metodu, treba nam dopustiva struk-
tura bazicˇnog toka za dani problem (P). Tu c´e nam pomoc´i odgovarajuc´a transformacija
polaznog problema (P). No, prije toga slijedi napomena o numeriranju vrhova grafa, te o
novom pomoc´nom vrhu.
Napomena 1.3.1. Pocˇetne vrhove grafa G = (V, E) numerirat c´emo s 1, 2, . . . , n. Novi
pomoc´ni vrh koji c´emo uvesti u daljnjem tekstu c´emo numerirati s 0.
Za problem (P) na usmjerenom grafu G = (V, E) pomoc´ni problem minimizacije tro-









x′(e) = b′(v),∀v ∈ V ′
(P′)
POGLAVLJE 1. MREZˇNA SIMPLEKS METODA 11
V ′ = V ∪ {0}, pri cˇemu 0 < V
b′0 = 0; b
′
i = bi, i ∈ V









l(0, i) = 0, (0, i) ∈ E′
l(i, 0) = 0, (i, 0) ∈ E′
l′(e) = l(e), e ∈ E





l(e) + 1, (0, i) ∈ E′





l(e) + 1, (i, 0) ∈ E′
u′(e) = u(e), e ∈ E
c′(0, i) = M, (0, i) ∈ E′; c′(i, 0) = M, (i, 0) ∈ E′, gdje je M := 1 + 12 |V |max {|c(e)|: e ∈ E}
c′(e) = c(e), e ∈ E;
Tablica 1.2: Pomoc´ni problem P′
Teorem 1.3.2. Neka je dan pomoc´ni problem (P′) Tablicom 1.2 i problemom (P).
Tada postoji optimalno rjesˇenje x′ za (P′). Sˇtovisˇe, imamo jedan od dva moguc´a slucˇaja:
• Ako je x′(0, i) > 0 za neki (0, i) ∈ E′, tada ne postoji dopustivi tok za (P).
• Ako je x′(0, i) = 0 za sve (0, i) ∈ E′, tada je x′|E optimalni tok za (P).
Dokaz. Dokaz pogledati u [1]. 
Kao sˇto vidimo, pomoc´ni problem P′ uvijek dopusˇta dopustivi tok i sˇtovisˇe po Teoremu
1.3.2, takoder i dopustivu strukturu bazicˇnog toka.
Sada c´emo eksplicitno pokazati jednu takvu strukturu.
Lema 1.3.3. Neka je zadan pomoc´ni problem (P′). Definirajmo:
T = {(0, i) : (0, i) ∈ E′} ∪ {(i, 0) : (i, 0) ∈ E′} L = E, i U = Ø.
Tada je (T, L,U) struktura dopustivog bazicˇnog toka za (P′).
Dokaz. Kako je vrh 0 spojen sa svakim vrhom skupa V s tocˇno jednim lukom, T je uistinu
razapinjuc´e stablo za G′ = (V ′, E′). Neka je x′ tok zadan s (T, L,U) iz Leme 1.2.5. Stoga
je x′(e) = l(e) za svaki e ∈ E. Tada ogranicˇenje napajanja jedinstveno odreduje vrijednosti
x′(0, i) i x′(i, 0) i sˇtovisˇe x′ se slazˇe sa dopustivim tokom definiranim u prvom dijelu dokaza
Teorema 1.3.2 (v. dokaz Teorema 11.3.1 iz [1]). Dakle, (T, L,U) je uistinu dopustiva
struktura bazicˇnog toka za (P′). 
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U ovoj tocˇki rada napisali smo potrebnu teoriju za mrezˇnu simpleks metodu, te smo
spremni napisati algoritam mrezˇne simpleks metode. Algoritam c´e rjesˇavati problem (P)
tako da c´e definirati pomoc´ni problem (P′) i njega rjesˇavati. Ukoliko nademo dopustivi
optimalni tok za (P′), nasˇli smo i za (P).
1.4 Algoritam
U ovom poglavlju dat c´emo opis generalne strukture mrezˇne simpleks metode, te c´emo biti
visˇe precizniji sˇto se ticˇe prekida algoritma.
Algoritam 1.4.1 (Mrezˇne simpleks metode). Neka je problem (P) s usmjerenim grafom G
kao iz Definicije 1.1.1. Neka je pridruzˇen pomoc´ni problem (P′) zadan Tablicom 1.2.
1. Inicijalizacija. Definirajmo:
• T = E′ \ E; L = E; U = ∅
• x(e) = l(e), e ∈ E
• x(e) = u′(e) − 1, e ∈ E′ \ E
• pi(0) = 0
• pi(i) = −M, i ∈ V pri cˇemu je (0, i) ∈ E′
• pi(i) = M, i ∈ V pri cˇemu je (i, 0) ∈ E′
2. Test optimalnosti. Ukoliko ne postoji e ∈ L ∪ U takav da vrijedi:
e ∈ L i cpi(e) < 0
e ∈ U i cpi(e) > 0
Stop. Ako je x(e) > 0 za neki e ∈ E′ \ E, tada ne postoji dopustivi tok originalne
zadac´e. Inacˇe, x|E je optimalan bazicˇan tok originalne zadac´e.
3. Odredivanje ciklusa. Izaberi e ∈ L ∪ U koji narusˇava uvjet optimalnosti i odredi
jedinstveni ciklus γ u T ∪ {e}. Oznacˇimo taj luk sa s; s = e.
4. Odredivanje luka koji napusˇta stablo. Prvo utvrdimo orijentaciju ciklusa:
• Ako je dodan luk s ∈ L orijentacija ciklusa je u skladu s orijentacijom novog
luka,
• Ako je dodan luk s ∈ U orijentacija ciklusa je suprotna orijentaciji novog luka.
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U ciklusu γ s γ oznacˇimo direktne lukove, a s γ obrnute lukove obzirom na orijenta-
ciju ciklusa.
Za lukove iz ciklusa γ = γ
.∪ γ definiramo:
δ(e) =
x(e) − l(e) e ∈ γu(e) − x(e) e ∈ γ (1.7)
U (1.7) dana je maksimalna vrijednost toka koju mozˇemo dodati na direktnim luko-
vima, odnosno oduzeti na obrnutim lukovima, tako da novi tok bude opet dopustiv.
Definirajmo novi tok:
x′(e) =
x(e) − δ e ∈ γx(e) + δ e ∈ γ (1.8)
Gdje je δ = min
e∈γ γ(e) > 0. Na barem jednom luku iz γ dobivamo jednakost:
x′(e) = l(e) (1.9)
ili
x′(e) = u(e) (1.10)
Izaberimo taj luk i oznacˇimo ga s o; o = e.
5. Azˇuriranje. Azˇuriraj tok i strukturu (T, L,U) bazicˇnog toka.
• x(e) = x′(e), e ∈ γ
• T = (T \ {o}) ∪ {s}
Izracˇunaj potencijal pi pratec´i strukturu (T, L,U) i uzimajuc´i pi(0) = 0, kako je nave-
deno u lemi 1.2.7. Idi na korak 2.
Sada c´emo razmotriti korake iteracije koji se odvijaju u algoritmu. Nazovimo luk koji
smo oznacˇili u 3. koraku ulazni luk, jedinstveni ciklus γ ⊂ T ∪ {s} pivotni ciklus i luk o iz
4. koraka izlazni luk.
Ovakva gore napisana genericˇka verzija algoritma ne mora nuzˇno stati u konacˇno
mnogo koraka, tj. zavrsˇiti. Razlog tome je moguc´nost pojave degenerirane strukture
bazicˇnog toka: struktura bazicˇnog toka (T, L,U) gdje T ne sadrzˇi samo slobodne lukove. U
tome slucˇaju, odgovarajuc´e povec´anje uz ciklus iz 3. koraka mozˇe biti nemoguc´e: mozˇemo
imati δ = 0 u 4. koraku. Iako c´emo promijeniti stablo T (kako je u ovom slucˇaju ulazni luk
razlicˇit od izlaznog luka), mozˇda c´emo nakon niza promjena doc´i ponovno do iste strukture
bazicˇnog toka (T, L,U). Drugim rijecˇima, moguc´e je da algoritam zavrsˇi u beskonacˇnoj
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petlji. To je realan problem buduc´i da u prakticˇnim primjerima imamo pojavu degeneracije
strukture u 90% od svih struktura bazicˇnih tokova. Medutim, kruzˇenje se mozˇe izbjec´i tako
da se na odgovarajuc´i nacˇin izabere izlazni luk. Na srec´u, dodatni napor, koji je potreban
da se to ucˇini, cˇak tezˇi da se algoritam ubrza na nacˇin da se smanji potreban broj iteracija.
Sada c´emo detaljno objasniti kako c´emo izbjec´i da algoritam ne zavrsˇi u beskonacˇnoj
petlji. U tu svrhu c´emo odabrati jedan fiksni vrh w koji c´emo koristiti kao korijen za sva
razapinjuc´a stabla konstruirana tijekom algoritma.
Definicija 1.4.2. Dopustiva struktura bazicˇnog toka (T, L,U) je jako dopustiva ako za
svaki vrh i , w, jedinstveni put od i do w u stablu T je zapravo put povec´anja bazicˇnog
toka x strukture (T, L,U). Posebno, dopustiva struktura stabla (T, L,U) je jako dopustiva
ako je nedegenerirana, tj. ako su svi lukovi stabla T slobodni.
U fazi inicijalizacije (1. korak) biramo w = 0. Tada je inicijalna struktura (T, L,U) =
(E′ \ E, E,Ø) jako dopustiva za (P′).
Po Lemi (1.3.3) je dopustiva i imamo:
x(0, i) = u′(0, i) − 1 > 0, (0, i) ∈ E′
Y(i, 0) = u′(i, 0) − 1 < u′(i, 0), (i, 0) ∈ E′
Te je stablo T nedegenerirano.
Sada razmotrimo iteracije koje se odvijaju tijekom algoritma. Neka je s ulazni luk iz-
abran u 3. koraku i neka je γ ⊂ T ∪ {s} pivotni ciklus. Odredit c´emo orijentaciju ciklusa
γ kako je definirano u algoritmu. Luk iz γ \ {s} c´emo nazvati blokirajuc´i luk ako nakon
izracˇuna novog toka (1.8) vrijedi jednakost (1.9) ili (1.10). Jedinstveni vrh iz γ koji je
najblizˇi korijenu w stabla T c´emo nazvati pocˇetni vrh ciklusa γ. Pokazat c´emo da iduc´e
pravilo za izlazni luk cˇuva jaku dopustivost za sve strukture bazicˇnog toka koje se pojav-
ljuju tijekom algoritma.
Pravilo zadnjeg blokirajuc´eg luka: Pocˇevsˇi od pocˇetnog vrha pivotnog ciklusa γ i pro-
lazec´i kroz γ pratec´i orijentaciju, biramo zadnji blokirajuc´i luk koji se nasˇao na putu kao
izlazni luk.
Na Slici 1.2 je prikazana ilustracija navedenoga pravila zadnjeg blokirajuc´eg luka. Pritom
smo koristili sljedec´u terminologiju:
• W: put od pocˇetnog vrha ciklusa γ do zadnjeg blokirajuc´eg luka, pratec´i orijentaciju
pivotnog ciklusa γ. Na Slici 1.2 pocˇetni vrh pivotnog ciklusa je oznacˇen s 2 i W =
2–3–5.
• W ′: put od pocˇetnog vrha do zadnjeg blokirajuc´eg luka pratec´i suprotnu orijentaciju
γ. Na Slici 1.2 W = 2–4–6–8–10–9–7.
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Slika 1.2: Pravilo zadnjeg blokirajuc´eg luka gdje je s = e i o = a.
• Lukovi imaju oznaku u formi x|u i oznacˇava trenutnu vrijednost toka i gornji kapaci-
tet promatranoga luka. Vrijednost donjeg kapaciteta je 0 za sve lukove.
Teorem 1.4.3. Neka je (T, L,U) jako dopustiva struktura bazicˇnog toka, i neka je s < T.
Ako je izlazni luk o izabran u 4. koraku algoritma 1.4.1 primjenjujuc´i pravilo zadnjeg
blokirajuc´eg luka, tada je azˇurirana struktura stabla iz 5. koraka i dalje jako dopustiva.
Dokaz. Neka je x bazicˇan tok strukture (T, L,U), i neka je x′ dopustivi tok nastao kao
rezultat 4. koraka algoritma. Ostaje nam pokazati da je u dobivenom razapinjuc´em stablu
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T ′ = (T ∪ {s}) \ {o} put koji vodi od i do w put povec´anja toka x′ (za svaki vrh i , w).
Razlikujemo 4 slucˇaja.
Slucˇaj 1. i je pocˇetni vrh od C. Tada se put od i do w u stablu T ′ i T slazˇu, i vrijednost toka
nec´e biti promijenjena na lukovima toga zajednicˇkog puta. Oznacˇimo taj put s Q. Kako je
(T, L,U) jako dopustiv, Q je put povec´anja toka x, a i time i toka x′.
Slucˇaj 2. i je na W ′. Kako je o zadnji blokirajuc´i luk koji se nasˇao na putu ciklusa γ od
pocˇetnog vrha pratec´i orijentaciju, ni jedan luk u W ′ ne mozˇe biti blokirajuc´i. Stoga, put
od i do pocˇetnog vrha ciklusa γ u T ′ je put povec´anja toka x′. Iz 1. slucˇaja slijedi da je put
od i do w takoder put povec´anja toka x′.
Slucˇaj 3. i je na W. Neka je δ ≥ 0 iz 4. koraka algoritma. U slucˇaju δ > 0 vrijednost
toka x je na lukovima puta W povec´ana za δ. Stoga put suprotan od W (koji zavrsˇava u
pocˇetnom vrhu od γ) je put povec´anja toka x′. Iz 1. slucˇaja, put od i do w u T ′ je takoder
put povec´anja toka x′. Sada pretpostavimo da je δ = 0. Kako o nije u W, put od i do w u T
i T ′ je isti i vrijednost toka se nije promijenila na tim lukovima zajednicˇkog puta Q (zbog
toga sˇto je δ = 0).Kako je (T, L,U) jako dopustiv, Q je put povec´anja toka x, a time i toka
x′.
Slucˇaj 4. i nije u γ. Kako je (T, L,U) jako dopustiv, put u oznaci Z od i do w u T je put
povec´anja toka x. Prvo pretpostavimo da su Z i Q disjunktni. Tada je Z takoder put u T ′
koji je put povec´anja toka x′, jer se vrijednost toka nije promijenila na Z. Zatim, neka je
v prvi vrh u Z koji takoder pripada γ-u. Tada je put od v do w u T ′ put povec´anja toka x′
(kao prethodno). Iz prethodna tri slucˇaja isti zakljucˇak vrijedi za put od v do w u T ′. Stoga
je put od i do w u T ′ takoder put povec´anja toka x′. 
Treba nam josˇ jedan pomoc´ni rezultat da dokazˇemo da algoritam za mrezˇnu simpleks
metodu zavrsˇava u konacˇno mnogo koraka kada se koristi pravilo zadnjeg blokirajuc´eg
luka.
Lema 1.4.4. Neka je (T, L,U) struktura bazicˇnog toka koja se javlja u izvodenju algoritma
1.4.1, i neka je pi pridruzˇen potencijal. Osim toga, neka je o izlani luk i neka je s = (i, j)
ulazni luk. Oznacˇimo novi potencijal (nakon azˇuriranja u 5. koraku algoritma) s pi′. Na
kraju, neka je T1 povezana komponenta od T \ {o} koja sadrzˇi w i T2 = V \ T1. Tada je:
pi′(v) =

pi(v) ako je v ∈ T1
pi(v) − cpi(s) ako je v ∈ T2 i i ∈ T1
pi(v) + cpi(s) ako je v ∈ T2 i i ∈ T2
Dokaz. Zapisˇimo T ′ = (T ∪ {s}) \ {o} i
c(u, v) − pi′(u) + pi′(v) = 0 za sve (u, v) ∈ T ′. (1.11)
Neka je v bilo koji vrh iz T1. Tada je jedinstveni put od v do w u T1′ isti kao i u stablu T .
Zbog pi(w) = pi′(w) = 0 slijedi da je pi′(v) = pi(v), v ∈ T1.
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Sada pretpostavimo da je i ∈ T1 i j ∈ T2. Tada je pi′(i) = pi(i), te pi′( j) = pi(i) − c(i, j) =
pi( j) − cpi(i, j) po (1.11). Put od j do v u T ′ i T se preklapaju za svaki vrh v ∈ T2. Prema
tome, pi′(v) = pi(v) − cpi(i, j) za svaki v ∈ T2.
Na kraju, pretpostavimo da je i ∈ T2 i j ∈ T1. Tada je pi′( j) = pi( j) i prema tome
pi′(i) = −c(i, j) + pi′( j) = cpi(i, j) + pi(i) po (1.11). Put od i do v u T ′ i T se preklapaju za
svaki vrh v ∈ T2. Prema tome, pi′(v) = pi(v) + cpi(i, j) za svaki v ∈ T2. 
U iduc´em teoremu pretpostavljamo da su svi podaci u danom problemu (P) racionalni.
Naravno, to nije stvarno ogranicˇenje s prakticˇne tocˇke gledisˇta, no jedino racionalne bro-
jeve mozˇemo reprezentirati u racˇunalu.
Teorem 1.4.5. Neka je dan problem (P) s usmjerenim grafom G kao iz Definicije 1.1.1 i
pretpostavimo da su svi podaci l, u, b, c racionalni. Tada algoritam za mrezˇnu simpleks
metodu 1.4.1 staje u konacˇno mnogo koraka pod uvjetom da se koristi pravilo zadnjeg
blokirajuc´eg luka za biranje izlaznog luka.
Dokaz. Dokaz pogledati u [1]. 
1.5 Efikasna implementacija
Pri izvodenju Algoritma 1.4.1 moramo odrediti pivotni ciklus γ, povec´ati tok na γ i azˇurirati
potencijal. Kako bi te operacije obavljali sˇto efikasnije trebaju nam informacije o razapi-
njuc´em stablu. Jedna moguc´nost, koju c´emo mi primijeniti, za efikasnu implementaciju tih
operacija je korisˇtenje indeksa stabla kojeg c´emo sada uvesti.
Prisjetimo se da smo izabrali fiksni vrh w koji nam sluzˇi kao korijen za sva razapinjuc´a
stabla koja se javljaju prilikom izvodenja algoritma. U nasˇem slucˇaju smo izabrali vrh 0.
Neka je T jedno takvo razapinjuc´e stablo. Definiramo indekse stabla za T :
• indeks prethodnik: Za svaki vrh v , w, p(v) je prethodnik od v na putu od w do v u
T .
• indeks dubine: Za svaki vrh v, d(v) udaljenost izmedu v i w, tj. d(v) je broj bridova
na putu od w do v u T. Posebno, d(w) = 0
• indeks obilaska: Neka je w, v1, v2, . . . , vn DFS5 pre-order obilazak stabla T s pocˇe-
tkom u vrhu w. Stavimo:
th(w) = v1, th(vn) = w i th(vi) = vi+1 za svaki i = 1, 2, . . . , n − 1.
Indeks obilaska se koristi za opisivanje moguc´eg DFS pre-order obilaska stabla od
vrha. Naravno, indeksi nisu generalno jedinstveno odredeni s T .
POGLAVLJE 1. MREZˇNA SIMPLEKS METODA 18
Slika 1.3: Indeksno stablo
Na Slici 1.3 smo prikazali razapinjuc´e stablo T s korijenom w = 0. Ispod stabla su
prikazane vrijednosti indeksa stabla p(v), d(v) i th(v).
Kada izaberemo ulazni luk s za T , dobivamo pivotni ciklus γ. S naivnom implemen-
tacijom, pronalazak γ c´e zahtijevati pretrazˇivanje cijelog stabla T stoga mu je slozˇenost
O(|V |). Korisˇtenjem indeksa prethodnika i indeksa dubine slozˇenost se smanjuje na O(|γ|).
U praksi se pokazalo da je faktor ubrzanja n/log n. Tako da mozˇemo ocˇekivati da c´e pro-
nalazak γ biti 1000 puta brzˇe za n = 10000 (v. [3]). Slicˇno, ubrzanje c´emo postic´i za
azˇuriranje potencijala. No, o tome malo kasnije.
Sljedec´a procedura c´e odrediti pocˇetni vrh ciklusa γ, vrijednost δ i takoder izlazni luk
o primjenjujuc´i spomenuto pravilo zadnjeg blokirajuc´eg luka.
Algoritam 1.5.1. Neka je (T, L,U) trenutna jako dopustiva struktura bazicˇnog toka, s in-
deksima stabla p, d, th, ulaznim lukom s = (i, j) i pivotnim ciklusom γ. Oznacˇimo s apex
pocˇetni vrh pivotnog ciklusa γ. Za v , w, oznacˇimo luk iz T pridruzˇen vrhovima v i p(v)
5DFS = depth first search
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sa s(v) i neka je s r(v) oznacˇena kolicˇina toka koja se josˇ mozˇe poslati kroz s(v) pratec´i
orijentaciju ciklusa γ.
1: procedure PIVOTCYCLE(G, l, u, b, c, T , L, U, s; apex, o, δ)
2: δ← ∞;
3: if s ∈ L then
4: u← i; v← j
5: else
6: u← j; v← i
7: end if
8: while u , v do
9: if d(u) > d(v) then
10: if r(u) < δ then




15: if r(v) ≤ δ then







Primijetimo da su u i v definirani na takav nacˇin da u stigne prije v kada se putuje u
skladu orijentacije. Vrhovi u i v putuju tijekom procedure kroz dva disjunktna podskupa od
T koji se susrec´u u pocˇetnom vrhu od γ. Sˇtovisˇe, dosec´i c´emo pocˇetni vrh od γ onog trena
kada je u = v. Tada procedura staje i u je pocˇetni vrh ciklusa γ, luk o je zadnji blokirajuc´i
luk, i δ je maksimalna vrijednost toka koju mozˇemo dodati odnosno oduzeti na lukovima
ciklusa γ.
Kako bi povec´ali trenutni bazicˇni tok x strukture (T, L,U) potrebno je ponovno proc´i
kroz γ. Novi prolaz c´emo iskoristiti kako bi azˇurirali potencijal. Mozˇemo odlucˇiti, ako
je polazni vrh i ulaznog luka s = (i, j), lezˇi li vrh u podstablu T1 definiran u lemi 1.4.4
pomoc´u varijable subtree.
Slijedi procedura koja c´e proc´i kroz γ i povec´ati trenutni bazicˇni tok x. Pri tome c´e odrediti
vrijednost varijable subtree.
Algoritam 1.5.2. Neka je (T, L,U) trenutna jako dopustiva struktura stabla, s indeksima
stabla p, d, th, ulaznim lukom s = (i, j) i pivotnim ciklusom γ. Povrh svega, neka je pocˇetni
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vrh od γ, vrijednost δ i izlani luk o izracˇunat pomoc´u Algoritma 1.5.1.
1: procedure AUGMENT(G, l, u, b, c, T , L, U, s, apex, o, δ; subtree)
2: u← i; v← j;
3: while u , apex do
4: izracˇunaj vrijednost toka na s(u) s δ (u smjeru γ);





10: while v , apex do
11: izracˇunaj vrijednost toka na e(v) s δ (u smjeru γ);






Naravno, kada kazˇemo povec´anje vrijednosti toka na pivotnom ciklusu γ, onda mislimo
oduzeti ili dodati vrijednost δ na svaki luk pivotnog ciklusa, ovisno o orijentaciji luka u γ.
Kada uklonimo luk o = (u, v) iz T , stablo T se dijeli na dvije povezane komponente,
T1 i T2. Po Lemi 1.4.4 trenutni potencijal pi se ne mijenja na T1, kada predemo u novu
strukturu stabla dodavanjem novog ulaznog luka. Na T2 novi potencijal se razlikuje od pi
samo za konstantu. Primijetimo da je u u T1 ako i samo ako je d(u) < d(v). Po Lemi 1.4.4
azˇuriramo potencijal na definirani nacˇin. Slijedi procedura koja azˇurira potencijal.
Algoritam 1.5.3. Neka je (T, L,U) trenutno jako dopustiva struktura bazicˇnog toka, s od-
govarajuc´im potencijalom pi i indeksima stabla p,d, th. Neka je ulazni luk s = (i, j) i izlazni
luk o = (u, v). Povrh svega, neka je vrijednost subtree izracˇunata s Algoritmom 1.5.2.
1: procedure PIUPDATE(G, l, u, b, c, T , L, U, s, subtree; pi)





7: if d(u) < d(v) then
8:  ← −cpi(s)
9: else
10:  ← cpi(s)
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11: end if
12: pi(y)← pi(y) + , z← th(y)
13: while d(z) > d(y) do
14: pi(z)← pi(z) + , z← th(y)
15: end while
16: end procedure
Na kraju, ostaje nam opisati kako efikasno azˇurirati indekse stabla. No, to je visˇe
tehnicˇko pitanje, tako da nec´emo o tome raspravljati u ovom diplomskom radu.
Takoder smo izostavili jedan veliki korak u mrezˇnoj simpleks metodi, a to je izbor ulaz-
nog luka. Izabrana strategija za tu operaciju igra odlucˇivu ulogu u performansi algoritma.
Uobicˇajeno se koristi heuristika. Mi ulazni luk biramo po principu ”tko prvi djevojci, nje-
gova djevojka.” Naime, prvi luk koji narusˇava uvjete optimalnosti biva izabran kao ulazni
luk.
Sada se okrec´emo implementaciji samog algoritma u programskom jeziku Python.
Poglavlje 2
PyQt5 aplikacija za mrezˇnu simpleks
metodu
2.1 Python, Qt5, PyQt5 i biblioteka NetworkX
Python je programski jezik opc´e namjene, interpretiran i visoke razine kojeg je stvorio Gu-
ido van Rossum 1990. godine. Python je ime dobio po televizijskoj seriji Monty Python’s
Flying Circus. Po automatskoj memorijskoj alokaciji, Python je slicˇan programskim je-
zicima kao sˇto su Perl, Ruby, Smalltalk itd. Python je programski jezik koji postaje sve
popularniji, a glavna prednost je dopusˇtanje programerima korisˇtenje nekoliko stilova pro-
gramiranja. Dopusˇteni stilovi su objektno orijentirano, strukturno i aspektno orijentirano
programiranje. Python se najvisˇe koristi na Linuxu, no postoje i inacˇice za druge operacij-
ske sustave.
Jedna od mana Pythona je njegova sporost. Posˇto je Python interpreterski jezik, pro-
grami napisani u njemu izvrsˇavaju se malo sporije za usporedbu od kompajlerskih jezika,
kao sˇto su C, C++ i slicˇni. Medutim, usprkos njegovoj sporosti on se poprilicˇno koristi,
ponajvisˇe kao pozadinski programski jezik.
Python sadrzˇi dosta implementiranih programskih modula i biblioteka za razna po-
drucˇja primjene. Neke od standardnih Python biblioteka su Numpy, Scipy, Matplotlib,
Pandas, Sympy, Sage i mnoge druge. Sa stajalisˇta Pythona kao znastvenog alata, skoro
za svaki problem postoji implementirano rjesˇenje u Pythonu. Tako i za nasˇ promatrani
problem (P) postoji biblioteka koja ga rjesˇava. Konkretno radi se o biblioteci NetworkX.
Programska biblioteka NetworkX se koristi za kreiranje, manipuliranje i proucˇavanje
struktura, funkcionalnosti i dinamicˇnosti slozˇene mrezˇe. Visˇe o NetworkX biblioteci se
mozˇe nac´i na [5].
Neke znacˇajke NetworkX-a su:
• Python programska biblioteka za grafove, usmjerene grafove i multigrafove.
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• Sadrzˇi mnogo standardnih algoritama za grafove.
• Mrezˇna struktura i analize mjere.
• Generatori za klasicˇne grafove, slucˇajne grafove i sinteticˇke mrezˇe.
• Cˇvorovi mogu biti bilo sˇto (npr. tekst, slika, XML zapis itd.).
• Lukovi mogu sadrzˇavati proizvoljne podatke (npr. tezˇine, kapacitete itd.)
Sada c´emo proc´i primjerom i pokazati kako rijesˇiti jedan proizvoljan problem (P) u Pyt-
honu. Prije samog korisˇtenja potrebno je ukljucˇiti biblioteku u nasˇ program.
import networkx as nx
Sljedec´om naredbom c´emo stvoriti prazni usmjereni graf.
G=nx.DiGraph()
Svaki graf se sastoji od cˇvorova i lukova. Cˇvorovi grafa G mogu sadrzˇavati neke podatke.
Nasˇ graf iz Definicije 1.1.1 za svaki cˇvor pamti napajanje. NetworkX nam daje moguc´nost
da mu eksplicitno napisˇemo napajanje. Napajanje je zadano s kljucˇnom rijecˇi demand.
Napomena 2.1.1. NetworkX je definirao napajanje suprotno od nasˇe definicije napajanja.
Naime, cˇvor s negativnim napajanjem je cˇvor ponude, a cˇvor s nenegativnim napajanjem




G.add_node(3, demand = -1)
Za svaki luk su nam bitni donji kapacitet, gornji kapacitet i jedinicˇna cijena transporta robe
na tom luku. U NetworkX-u zadajemo te podatke na sljedec´i nacˇin: capacity nam predstav-
lja gornji kapacitet i weight jedinicˇnu cijenu transporta na tom promatranom luku. Jedina
mana je sˇto NetworkX pretpostavlja da je donji kapacitet za svaki luk u grafu 0. To ne znacˇi
da su neki problemi (P) nerjesˇivi u NetworkX-u, nego da je potrebno transformirati proma-
trani problem (P) u njegov ekvivalentan problem u kojem su mu donji kapaciteti jednaki 0.
Ukoliko capacity izostavimo, tada se podrazumijeva da je gornji kapacitet neogranicˇen.
# add arcs to the graph: fromNode, toNode, capacity, cost (=weight)
G.add_edge(1, 2, capacity = 6, weight = 1 )
G.add_edge(1, 3, capacity = 3, weight = 4 )
G.add_edge(2, 4, capacity = 4, weight = 2 )
G.add_edge(3, 2, capacity = 7, weight = 1 )
G.add_edge(3, 4, capacity = 4, weight = 6 )
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Graf G sadrzˇi sve potrebne informacije za rjesˇavanje problema (P). Sljedec´i dio koda
rjesˇava (P).
flowCost , flowDict = nx.network_simplex(G)
Ukoliko tok nije dopustiv ili ne postoji optimalni tok, funkcija vrac´a odgovarajuc´u poruku.
Varijabla flowCost je cijena minimalnog transporta koja zadovoljava sva ogranicˇenja koja
su navedena, dok flowDict rjecˇnik s kljucˇem po cˇvorovima tako da je flowDict[u][v] tok
na luku (u, v).
Postavlja se pitanje sˇto je onda PyQt5 i Qt5 i cˇemu to? Slijedi vrlo jednostavan i kratak
odgovor. Qt je skup C++ biblioteka za razne platforme koje implementiraju API na visokoj
razini pruzˇajuc´i mnoge moguc´nosti stolnim i mobilnim sustavima. To ukljucˇuje servise za
pronalazˇenje lokacije, multimedije, NFC i Bluetooth povezivanje, kao i tradicionalni razvoj
UI. Mozˇemo rec´i da su Qt biblioteke jedne od najmoc´nijih GUI biblioteka.
PyQt5 je sveobuhvatan skup Python poveznica za Qt5. Dostupan je za Python 2.x i
3.x. Implementiran je kao skup Python modula. Sadrzˇi visˇe od 620 klasa i 6000 funkcija
i metoda. Omoguc´ava da Python bude korisˇten kao alternativni aplikacijski razvojni jezik
C++ na svim podrzˇanim platformama, ukljucˇujuc´i iOS i Android. PyQt5 takoder mozˇe biti
ugraden u aplikacije razvijene u C++ kako bi omoguc´io korisnicima tih aplikacija konfi-
guriranje ili kako bi povec´ao funkcionalnost same aplikacije.
Navedimo neke module PyQt5: QtCore, QtGui, QtWidgets, QtMultimedia, QtBlueto-
oth, QtNetwork, QtPositioning, Enginio, QtWebSockets, QtWebKit, QtWebKitWidgets,
QtXml, QtSvg, QtSql, QtTest.
Sada slijedi prikaz implementiranih funkcija koje smo naveli u prethodnom poglavlju.
Prvo smo napisali proceduru PIVOTCYCLE 1.5.1 za pronalazak pocˇetnog vrha pivotnog
ciklusa γ, te vrijednost δ i izlazni luk o.
def pivot_cycle(self, r, s):
tmp_u = {}
self.delta = -1
for e1, e2, c in self._G.edges(data=’capacity’):
tmp_u[(e1, e2)] = c[’capacity’]
E = self._G.edges()






while i != j:
if self.d[i] > self.d[j]:
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z = self.p[i]
if (z, i) in E:
tmp_delta = tmp_u[(z, i)] - self.x[(z, i)]
if tmp_delta < self.delta or self.delta == -1:
self.delta = tmp_delta
l = (z, i)
else:
tmp_delta = self.x[(i, z)] - self._l[(i,z)]
if tmp_delta < self.delta or self.delta == -1:
self.delta = tmp_delta




if (j, z) in E:
tmp_delta = tmp_u[(j, z)] - self.x[(j, z)]
if tmp_delta <= self.delta or self.delta == -1:
self.delta = tmp_delta
l = (j, z)
else:
tmp_delta = self.x[(z, j)] - self._l[(z, j)]
if tmp_delta <= self.delta or self.delta == -1:
self.delta = tmp_delta




Izlazni luk je oznacˇen s sel f .l, delta sel f .delta i sa sel f .apex je oznacˇen pocˇetni vrh ciklusa
γ.
Sada slijedi implementacija procedure AUGUMENT 1.5.2.
def augment(self, r, s):
tmpT = nx.Graph(self.T)
tmpT.remove_edge(self.a[0], self.a[1])
self.T1 = nx.node_connected_component(tmpT, self.w)
self.T2 = [e for e in self._G.nodes() if e not in self.T1]
E = self._G.edges()
if (r, s) in self.L:
i = r
j = s
self.x[(i, j)] += self.delta
else:
self.x[(r, s)] -= self.delta
i = s
j = r
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ok = False
while i != self.apex:
z = self.p[i]
if (z, i) in E:
self.x[(z, i)] += self.delta
if self.a == (z, i):
self.subtree = self.T2
else:
self.x[(i, z)] -= self.delta
if self.a == (i, z):
self.subtree = self.T2
i = z
while j != self.apex:
z = self.p[j]
if (j, z) in E:
self.x[(j, z)] += self.delta
if self.a == (j, z):
self.subtree = self.T1
else:
self.x[(z, j)] -= self.delta
if self.a == (z, j):
self.subtree = self.T1
j = z
if ok == False:




Na kraju slijedi implementacija PIUPDATE 1.5.3 koja azˇurira vrijednost pi na definirani
nacˇin u lemi 1.4.4.
def pi_update(self, s):








self.Pi[y] = self.Pi[y] + eps
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z = self.th[y]
while self.d[z] > self.d[y] and z in self.T2:
self.Pi[z] = self.Pi[z] + eps
z = self.th[z]
2.2 Aplikacija
Opisani algoritam je implementiran u programskom jeziku Python, koristec´i PyQt5, fra-
mework Qt5 i biblioteku Networkx. Aplikacija nudi rjesˇavanje problema (P) korak po
korak u interakciji s korisnikom aplikacije. Na kraju prethodnog koraka smo naglasili da
se luk, koji narusˇava uvjete optimalnosti, bira po pravilu ”tko prvi djevojci, njegova dje-
vojka”. No, tu korisnik igra kljucˇnu ulogu. Korisnik mozˇe kliknuti na gumb Next step i
tada c´e se izabrati ulazni luk po spomenutom pravilu ili mozˇe izabrati ulazni luk, izmedu
lukova koji narusˇavaju uvjete optimalnosti, tako da klikne gumb Add. Takoder korisnik
mozˇe zaobic´i pravilo po kojem se bira izlazni luk. Korisnik mozˇe birati koji c´e luk napus-
titi stablo T .
Sada c´emo rijesˇiti problem sa Slike 1.1 i tom prilikom demonstrirati rad aplikacije. Umjesto
strelicom, zavrsˇetak luka simboliziran je zadebljanjem linije.
Nakon pokretanja aplikacije, omoguc´ava se unos grafa cˇitanjem iz datoteke ili unosom
rucˇno. Unosom rucˇno korisnik prvo unese broj cˇvorova, te zatim napajanje. Kako to iz-
gleda u aplikaciji mozˇe se vidjeti na Slici 2.1 koja prikazuje unos napajanja. Nakon sˇto
korisnik klikne na gumb Ok, otvara mu se tablica s lukovima u kojem mozˇe dodati pro-
izvoljan broj lukova s donjim i gornjim kapacitetom i cijenom. Nakon sˇto klikne gumb
Add row stvara mu se novi redak u tablici (Slika 2.2). Nakon sˇto korisnik klikne na gumb
Ok, zavrsˇava unos lukova. Zatim se u sucˇelju aplikacije crta graf kojeg je zadao (Slika
2.3). Ukoliko korisnik zˇeli zavrsˇiti s radom i dobiti krajnji rezultat, tada klikne na gumb
Finish. Korisnik mozˇe zavrsˇiti s radom u bilo kojem trenutku. To nam trenutno nije toliko
zanimljivo. Pretpostavimo da korisnik zˇeli korak po korak izvoditi algoritam. Tada klikne
na gumb Next step. Nakon klika, inicijalizira se pomoc´ni problem koji c´emo rjesˇavati:
dodaje se pomoc´ni vrh 0 i spaja se lukovima s ostalim vrhovima na nacˇin da je pocˇetni
bazicˇni tok prirodno definiran. Program sam odreduju pocˇetnu bazicˇnu strukturu (T, L,U)
toka x′. Lukovi stabla T su oznacˇeni s crvenom bojom na Slici 2.4. Vezani lukovi iz U
s plavom bojom, a iz lukovi L s cijan bojom. U nastavku, nakon inicijalizacije problema
(P′), koji ukljucˇuje i definiranje pocˇetne strukture bazicˇnog rjesˇenja (T, L,U), korisnik u
interakciji s aplikacijom rjesˇava problem (P′). Prvo slijedi pronalazak luka koji narusˇava
uvjete optimalnosti, te ga ubacujemo u generirajuc´e stablo T . Aplikacija u pozadini odradi
provjeru koji lukovi narusˇavaju uvjete optimalnosti, te uz odgovarajuc´i luk stavi gumb Add.
Pretpostavimo da korisnik zˇeli ubaciti luk (3, 4) u stablo T . Tada treba kliknuti na odgo-
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Slika 2.1: Unos napajanja.
varajuc´i gumb Add. Prilikom klika stvara se ciklus u generirajuc´em stablu T . Aplikacija
c´e korisniku taj pivotni ciklus prikazati i omoguc´iti izbacivanje luka kojeg zˇeli(Slika 2.5).
Takoder mu je oznacˇena i orijentacija pivotnog ciklusa. Sada slijedi odabir izlaznog luka
u pivotnom ciklusu. Korisnik mozˇe kliknuti na gumb Hint kako bi dobio pomoc´ oko oda-
bira izlaznog luka. Takoder, mozˇe kliknuti na gumb Next step i aplikacija c´e sama odraditi
izbacivanje uzimajuc´i u obzir odabrani ulazni luk. Pretpostavimo da je korisnik kliknuo na
Hint. Tada dobije pomoc´ u obliku poruke u kojoj je napisan luk kojeg bi trebao izabrati
kao izlazni luk(Slika 2.6). Izlazni luk je odabran po napisanom pravilu za odabir izlaznog
luka. Klikom na Throw uz luk (3, 0), luk se izbaci iz T i dodamo ga L ili U ovisno o novom
azˇuriranom toku (Slika 2.7). U nasˇem slucˇaju, dodan je u L. Nastavimo tako i dolazimo
do optimalnog bazicˇnog toka kojem je cijena minimizirana. Slika 2.8 prikazuje optimalni
bazicˇni tok problema (P) koji je dobiven primjenjujuc´i definirane operacije u aplikaciji.
Primijetimo da se svaki korak biljezˇi i ispisuje korisniku aplikacije. Na taj nacˇin koris-
nik u svakom trenutku zna sˇto je ucˇinio u dosadasˇnjem radu.
Aplikacija se mozˇe podijeliti na tri dijela. Dio za prikaz grafova, dio za prikaz tablice
s podacima i dio za prikaz poruka. U dijelu namijenjenoga za poruke, aplikacija ispisuje
povijest radnji koje je izvrsˇio. Takoder, ispisuje i poruke vezane za pomoc´ prilikom odabira
izlaznog luka. Dio za prikaz tablice je dio u kojem aplikacija komunicira s korisnikom. Dio
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Slika 2.2: Unos lukova.
Slika 2.3: Zadani pocˇetni graf
za prikaz grafova sluzˇi za prikaz grafova, te takoder odgovarajuc´ih ciklusa.
Navedimo neke moguc´nosti same aplikacije:
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Slika 2.4: Pomoc´ni problem
Slika 2.5: Ciklus koji je nastao dodavanjem luka u T.
• Unos zˇeljenog grafa kroz aplikaciju.
• Ucˇitavanje grafa iz lokalne datoteke.
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Slika 2.6: Pomoc´ za odabir izlaznog luka.
Slika 2.7: Stablo nakon izbacivanja luka.
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Slika 2.8: Optimalni bazicˇni tok problema (P).
• Spremanje grafa na zˇeljenu lokaciju. Prilikom spremanja vrijednost donjeg kapa-
citeta ne mora biti 0, za razliku od pretpostavke Networkx-a za vrijednost donjeg
kapaciteta.
• U svakom koraku algoritma, graf prikazan u dijelu za prikaz grafova, se mozˇe spre-
miti na zˇeljenu lokaciju u obliku slike (npr. png format).
• Zavrsˇiti algoritam u jednom kliku. Aplikacija c´e u pozadini sama izvrsˇiti algoritam
do kraja od koraka do kojeg je dosˇao.
• Izvrsˇavati algoritam korak po korak.
• Odabir izlaznog i ulaznog luka.
Za visˇe informacija je najbolje pogledati aplikaciju. Ovom demonstracijom dosˇli smo do
kraja diplomskoga rada. Aplikacija trenutno u verziji 1.0. Aplikacija c´e se dalje razvijati.
Cilj je ucˇiniti unos grafa sˇto ucˇinkovitije i laksˇe. Kao i mnoge druge funkcionalnosti.
Spomenute nadogradnje se ocˇekuju u verziji 2.0.
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U ovom radu je opisan problem minimizacije trosˇkova toka na mrezˇi u terminima teorije
grafova. Definiran je konkretan algoritam za mrezˇnu simpleks metodu. Zatim je dana
efikasna implementacija algoritama. Na kraju, dana je implementacija u konkretnom pro-
gramskom jeziku Python. Implementirani algoritam je integriran u PyQt5 aplikaciju koja
koristi Qt5 framework. Aplikacija u interakciji s korisnikom rjesˇava zadani problem mi-
nimizacije trosˇkova toka na mrezˇi. Aplikacija je nastala u edukacijske svrhe i samo u te
svrhe c´e se i koristi.
Summary
In this thesis the minimum cost flow problem is described in terms of the Graph theory. A
particular algorithm for the network simplex method is defined. An efficient application of
the algorithm is described. Lastly, implementation in the programming language Python
is given. The implemented algorithm is integrated in PyQt5 application which is using the
Qt5 framework. This application, interacting with the user, solves the given minimum cost
flow problem. The application is made for educational purposes and will be used for those
purposes only.
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