Introduction
In 2018, Boudeliou [9] discussed the following inequalities. In 1988, Hilger [33] presented time scale theory to unify continuous and discrete analysis. For some Gronwall-Bellman-type integral, dynamic inequalities and other type inequalities on time scales, see Refs. [1-8, 13, 14, 16-32, 34-41] . For more details on time scales calculus see [15] .
A time scale T is an arbitrary nonempty closed subset of R. We suppose throughout the article that T has the topology that it inherits from the standard topology on R. The forward jump operator σ : T → T is defined for any t ∈ T by σ (t) := inf{s ∈ T : s > t}, and the backward jump operator ρ : T → T is defined for any t ∈ T by ρ(t) := sup{s ∈ T : s < t}.
In the previous two definitions, we set inf ∅ = sup T (i.e., if t is the maximum of T, then σ (t) = t) and sup ∅ = inf T (i.e., if t is the minimum of T, then ρ(t) = t), where ∅ is the empty set.
Points that are simultaneously right-dense and left-dense are called dense points. Points that are simultaneously rightscattered and left-scattered are called isolated points.
We define the forward graininess function μ :
We introduce the set T κ as follows: If T has a left-scattered maximum m, then
Open intervals and half-closed interval are defined similarly.
Suppose f : T → R is a function and t ∈ T κ . Then we say that f (t) ∈ R is the delta derivative of f at t if for any ε > 0 there exists a neighborhood U of t such that, for all s ∈ U, we have
provided g(t)g(σ (t)) = 0. A function g : T → R is called right-dense continuous (rd-continuous) if g is continuous at the right-dense points in T and its left-sided limits exist at all left-dense points in T.
A function F : T → R is said to be a delta antiderivative of f :
If g ∈ C rd (T) and t, t 0 ∈ T, then the definite integral G(t) := t t 0 g(s) s exists, and G (t) = g(t) holds.
Assume that a, b, c ∈ T, α ∈ R, and f , g be continuous functions on [a, b] T . Then
We will need the following important relations between calculus on time scales T and either continuous calculus on R or discrete calculus on Z. Note that:
In the following, we present the basic theorems that will be needed in the proofs of our main results.
Theorem 1.4 (Chain rule on time scales [15] 
holds.
This paper gives us the time scale versions of the results provided in [9] . These inequalities, proved here, extend some known results in the literature, and they are also unify the continuous and the discrete case.
Main results
In what follows, R denotes the set of real numbers, R + = [0, +∞),T 1 ,T 2 are two time scales and we put Ω
C rd (Ω, R + ) denotes the set of all right-dense continuous functions from Ω into R + and C 1 rd (T i ,T i ) denotes the set of all right-dense continuously delta-differentiable functions fromT i intoT i , i = 1, 2. The two-variables time scales calculus and multiple integration on time scales were introduced in [10, 11] (see also [12] ). Theorem 2.1 Suppose that a ∈ C rd (Ω, R + ) is nondecreasing with respect to (x,y) ∈ Ω, and g, u, p, f ∈ C rd (Ω, R + ). Furthermore, suppose thatψ,φ ∈ C(R + , R + ) are nondecreasing functions with {ψ,φ}(u) > 0 for u > 0, and lim u→+∞ψ (u) = +∞. If u(x,y) satisfies
and (x 1 ,y 1 ) ∈ Ω is chosen so that
Proof Assume that a(x,y) > 0. Since q ≥ 0 and it is nondecreasing, fixing an arbitrary point (ξ ,ζ ) ∈ Ω and defining z(x,y) by
which is a positive and nondecreasing function for 0 ≤x ≤ξ ≤x 1 , 0 ≤x ≤ζ ≤y 1 , we have z(0,y) = z(x, 0) = q(ξ ,ζ ) and
Differentiating z(x,y), with respect tox and using (2.4), we get
and from (2.5) we get
So from (2.7) and (2.4) we get the desired inequality in (2.1). For a(x,y) = 0, we carry out the above procedure with > 0 instead of a(x,y) and subsequently let → 0. This completes the proof.
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Corollary 2.3
The discrete form can be obtained by lettingT = Z in Theorem 2.1:
and (x 1 ,y 1 ) ∈ Ω is chosen so that 
then From (2.13) and u(x,y) ≤ψ -1 (z(x,y)), we get the required inequality in (2.10). For a(x,y) = 0, we carry out the above procedure with > 0 instead of a(x,y) and subsequently let → 0. This completes the proof. 
(s,t) h(s,t)φ u(s,t) +˘s
for 0 ≤x ≤x 1 , 0 ≤y ≤y 1 , whereG is defined by (2.9) and
A(x,y) =˘x
14)
for 0 ≤x ≤x 1 , 0 ≤y ≤y 1 , whereG is defined in (2.3) and
16)
or
Integrating (2.17) and using (2.3), we get 
or vˆ x (x,y)
Integrating (2.19 ) and using (2.16), we get
Since we can choose (ξ ,ζ ) ∈ Ω arbitrarily, we have v(x,y) ≤F -1 F q 1 (x,y) + z(x,y) ) we get the desired inequality in (2.14) . For a(x,y) = 0, we carry out the above procedure with > 0 instead of a(x,y) and subsequently let → 0. This completes the proof. 
Corollary 2.9
The discrete form of Theorem 2.7 can be obtained by lettingT = Z:
for 0 ≤x ≤x 1 , 0 ≤y ≤y 1 , whereG is as defined in (2.9) and
, r ≥ r 0 > 0,
23)
Corollary 2.12
The discrete form can be obtained by lettingT = Z in Theorem 2.10:
for (x,y) ∈ Ω, implies
for 0 ≤x ≤x 1 , 0 ≤y ≤y 1 , wherȇ
Applications
The present section illustrates how Theorems 2.7 and 2.1 can be used to study the boundedness of the solutions of some initial boundary value problem for partial dynamic equations in two independent variables. Let us consider the problem for 0 ≤x ≤x 1 , 0 ≤y ≤y 1 .
Proof If the problem (3.9) and (3.10), has a solution z(x,y) it can be written as 
