In many practical problems, the underlying structure of an estimated covariance matrix is usually blurred due to random noise, particularly when the dimension of the matrix is high. Hence, it is necessary to filter the random noise or regularize the available covariance matrix in certain senses, so that the covariance structure becomes clear. In this paper, we propose a new method for regularizing the covariance structure of a given covariance matrix. By choosing an optimal structure from an available class of covariance structures, the regularization is made in terms of minimizing the discrepancy, defined by Frobenius-norm, between the given covariance matrix and the class of covariance structures. A range of potential candidate structures, including the order-1 moving average structure, compound symmetry structure, order-1 autoregressive structure, order-1 autoregressive moving average structure, are considered. Simulation studies show that the proposed new approach is reliable in regularization of covariance structures. The proposed approach is also applied to real data analysis in signal processing, showing the usefulness of the proposed approach in practice.
Introduction
In many practical fields including signal processing [11] , network [13] , and control problems [6] , a structured covariance matrices is really important and has to be estimated. However, the underlying structure of an estimated covariance matrix is usually blurred due to random noise, especially when the dimension of the covariance matrix is large. Although the estimation of covariance matrix has been studied widely in the literature (e.g., [9; 12] ), it has received little attention for regularizing an available/estimated covariance matrix into the one with a clear structure.
Specifically, suppose A is a given m×m covariance matrix, that is, it is symmetric nonnegative definite. Let S be the set of all m × m positive definite covariance matrices with structure s, for example, compound symmetry or uniform covariance structure. A discrepancy between the given covariance matrix A and the set S is defined by D(A, S) = min B∈S L(A, B), (1.1) where L(A, B) is a measure of the distance between the two m×m matrices A and B. Assume there is a given class of k candidate covariance structures {s 1 , s 2 , . . . , s k }. Let S i be the set of all covariance matrices with structure s i . Denote the set of m×m covariance matrices with the likely structures by Ω = ∪ k i=1 S i . The discrepancy between a given covariance matrix A and the set Ω is then defined by D(A, Ω) = min B∈Ω L(A, B).
(1.
2)
The idea is that, in this set Ω, the structure with which A has the smallest discrepancy can be viewed as the most likely underlying structure of A, and the minimizer B with this particular structure is considered to be the regularized covariance matrix of A. Very recently, Lin et al. [7] considered the use of the entropy loss function,
also known as the Kullback-Leibler divergence, to measure the difference between the matrices A and B. However, this measure has some drawbacks, including that (a) it is a nonsymmetric measure in the sense that L(A, B) ̸ = L(B, A), and (b) it requires the existence of the inverse of the given matrix A. In some circumstances, the inverse of A may not always exist, or it may exist but its computation is too intensive, for example, when the dimensional of A is rather high. To conquer the difficulty, in this paper we propose to consider the distance between two matrices A and B, defined by square of the Frobenius-norm, or hereafter F-norm,
It is worth mentioning that the matrix A is not necessarily a sample covariance matrix. It can be any estimates of a covariance matrix, obtained by various statistical methods such as those based on modified Cholesky decomposition methods [9; 14] and thresholding principal orthogonal complements [3] among others.
Regarding the likely structures of covariance matrix, in this paper we focus on the following four candidates that are commonly used in time series, longitudinal and spatial studies. Other candidate structures of covariance matrix may be studied in a similar manner.
(1) The first-order moving average structure, MA(1), has a tri-diagonal structure of covariance matrix,
where σ 2 > 0 and − 1 2 cos(π/(m + 1)) < c < 1 2 cos(π/(m + 1)) .
(2) The covariance of compound symmetry (CS) structure assumes that the correlation coefficients of any two observations are the same. In other words, the covariance matrix has the form
where σ 2 > 0 and −1/(m − 1) < c < 1.
(3) The first-order autoregressive structure, AR (1) , has the property that the correlation between any pair of observations decays exponentially towards zero as the distance between two observations increases. The covariance matrix is of the form
where σ 2 > 0 and −1 < c < 1.
(4) More generally, the first-order autoregressive moving average structure, AR-MA(1,1), has one more parameter than AR(1), reflecting an additional decrease in correlation for each additional lag. The covariance matrix has the form
where σ 2 > 0, −1 < c < 1 and −1 < r < 1.
Owing to the fact D(A, Ω) = min 1≤i≤k {D(A, S i )}, the main task now is to calculate the discrepancy D(A, S i ) for each of the candidate covariance structures listed in (1.4)-(1.7), where the covariance matrix A is given.
The rest of this paper is organized as follows. In section 2, we transform our problem into an optimization problem in numerical analysis and explore some of its general properties. In section 3, we show that the problem of finding B with structure MA(1), CS, AR(1) or ARMA(1,1) that minimizes L(A, B) is reduced to computing the zeros of a nonlinear function. In section 4, we carry out simulation studies, illustrating how our techniques of computing the structured covariance matrix that minimizes the discrepancy function in (1.3) can be used in regularizing the underlying covariance structure. In section 5, we apply the proposed approach to a real data experiment in signal processing. Some further remarks and discussions are presented in section 6.
Problem of interest
We start by formulating the problem of interest and exploring some of its properties. Let
Ignoring the symmetry of A and B and using results from Magnus and Neudecker [8] we have
and then
where vec denotes the vector obtained by stacking the columns of its matrix argument on top of each other from first to last. Taking f as a function from R m 2 to R, the Hessian of f is then given by
(See, e.g., [8, 10] ). Since I m is positive definite, 2(I m ⊗ I m ) is obviously positive definite, thus f (B) is a strictly convex function of B.
On the other hand, the sets Ω of MA(1) and CS are obviously convex. Therefore when Ω is the set of positive definite matrices having one of the two structures the problem (2.8) is convex and so has a unique solution. When Ω is the set of AR(1) or ARMA(1,1) matrices, however, the problem is not convex because Ω is not convex. We will show later that only a local minimum of the problem can be expected to be found in these cases.
Note that when Ω = R m×m
Solution of problems
We begin by considering the matrices (1.4)-(1.7) one by one, for which the problem (2.8) is reduced to computing the zeros of a nonlinear function.
MA(1)
The matrix in (1.4) can be rewritten as
where T 1 is a symmetric matrix with the first superdiagonal and subdiagonal equal to 1 and all other elements equal to 0. Note that the eigenvalues of B(c, σ) are
where s j = cos(πj/(m + 1)), see, e.g., [4] , Sec. 28.5. Assuming m ≥ 2, we have s 1 > s 2 > · · · ≥ 0 ≥ · · · > s m , s j = −s m+1−j and hence B(c, σ) is positive definite if and only if
Given a covariance matrix A, the discrepancy function in (1.3 ) is now
It follows that
and
]
.
So that the stationary points (c, σ) of f (c, σ) must satisfy following equations
Thus a unique stationary point is
at the stationary points (c, σ), therefore the Hessian matrix ∇ 2 f is positive definite and so the stationary point is a minimum point. We summarize the discussion above in the following theorem. (3.10) . Furthermore, the minimum is achieved at (c, σ) given in (3.11 ).
Compound Symmetry
The matrix in (1.5) can be rewritten as 
See, for example, [2] , Lem. 2.1. Given a covariance matrix A, denoting t := tr(A T (ee T − I)), the discrepancy function is now given by
It follows that
The stationary points (c, σ) of f (c, σ) must satisfy following equations  
at the stationary points (c, σ), therefore ∇ 2 f is positive definite and so the stationary point is a minimum point. We summarize the above discussion in the following theorem. is achieved at (c, σ) given in (3.13 ).
AR(1)
We rewrite B in (1.6) as
where T 0 = I and T i is a symmetric matrix with ones on the ith superdiagonal and subdiagonal and zeros elsewhere. It can be shown that the k × k leading principal minor of B(c, σ) is σ 2k (1 − c 2 ) k−1 for k = 2, · · · , m, see, e.g., [5] , Prob.7.2, P12. Therefore, B(c, σ) is a positive definite covariance matrix if and only if
We find that
Numerical experiments show that there exists at least one root of h(c) in (−1, 1). Equivalently, the local minima of f (c, σ) are achieved at the points (c, σ) satisfying (3.15). We then summarize the discussion above in the following theorem.
Theorem 3.3 Given a covariance matrix
is a positive definite covariance matrix of the AR(1) model as in (3.14) . Then the local minima of f (c, σ) are attained at the points (c, σ) satisfying (3.15 ).
ARMA(1,1)
Now we consider the problem for covariance matrix with structure of ARMA(1,1) , for which
where T i is a symmetric matrix with ones on the ith superdiagonal and subdiagonal and zeros elsewhere.
We then have the gradient of f
By rearranging equations in (3.17), we have We summarize the discussion above in the following theorem.
Theorem 3.4 Given a covariance matrix
is a positive definite covariance matrix of the ARMA(1,1) model as in (3.16) . Then the local minima of f (r, c, σ) are achieved at the points (r, c, σ) satisfying (3.18 ).
Simulation studies
To examine our method, in this section we carry out simulation studies. All computations are performed with MATLAB R2008b. The root-finding problem in section 3 is solved with MATLAB fzero or fsolve.
Assessment for Gaussian data
Let m be the dimension of the covariance matrices to be tested. First, we generate an m×n data matrix Q with columns randomly drawn from the multivariate normal distribution N (µ, Σ), where µ = 0 ∈ R m is a mean vector and Σ is a covariance matrix that have the structures as discussed in section 1. Second, we compute the sample covariance matrix A with the generated data Q. Finally, we find for each structure a covariance matrix that minimizes the discrepancy function in (1.3 In Tables 1-6 each row stands for one experiment and for each experiment we report the results averaged over 1000 repeated simulations. The first column gives the true underlying covariance structure and the second column presents the discrepancy between the true covariance matrix Σ and the sample covariance matrix A under the F-norm measure of discrepancy function. The rest of the columns report the results from the computed matrix B with different structures. Note that we do not include a row for Σ having MA(1) with c = 0.75 because there does not exist such a positive definite covariance matrix in this case. The notation in Tables 1-6 is summarized as follows:
• Σ: the true covariance matrix;
• A: the sample covariance matrix;
• B: the computed covariance matrix that has a certain structure and minimizes the discrepancy function L(A, B) in (1.3).
• L Σ,A , L A,B and L Σ,B : the discrepancy function L(Σ, A), L(A, B) and L(Σ, B), respectively.
In Tables 1-6 , we have the following observations.
(1) The matrix B having the minimum L Σ,B has the same structure as the true covariance matrix Σ and L Σ,B < L Σ,A . In other words, the regularized estimator B is much better than the sample covariance matrix A in terms of the F-norm discrepancy function. This shows that regularization of the sample covariance matrix A, is necessary not only for the convenient use of known structure but also for the accuracy of covariance estimation.
(2) For Σ having one of the structures of MA(1), CS or AR(1), among different minimizers B, there are two structures clearly winning out in the sense of having smaller L A,B : the one having the same structure as Σ and the AR-MA(1,1), the latter always being the best. It is not surprising for the matrix B with ARMA(1,1) structure to win out because all MA(1), CS, and AR(1) are indeed special ARMA(1,1) structures. There is no doubt that minimizing among the larger feasible set will give the smaller minimum.
Note that it is extremely important to observe the discrepancy L A,B , because in practice the true covariance Σ is usually unknown and so is L Σ,B . Thus, the discrepancy L A,B can be used to identify the covariance structure.
(3) The observations above are common to all choices of the structure of Σ in the class we have considered, the various values of m, c, σ 2 and r. Therefore, the findings are reliable in this sense.
Assessment for high-dimensional data
In the above simulation studies, the sample covariance matrix with sample size n = 1000 and dimension m = 100, 200 is used to be the available matrix A, on which its covariance structure needs to be identified. The sample covariance matrix A considered above is nonsingular because the sample size n is much bigger than the dimension m. In some practical scenarios, the given matrix A may happen to be singular and it is natural to wonder if the proposed approach still works in this case. We therefore run a further simulation study for the case of Σ having a CS structure with c = 0.5 and σ 2 = 1. This time we draw random samples with sample size n = 500 from m-dimensional normal distribution N (0, Σ) with m = 1000. The sample covariance matrix A becomes singular due to n << m. This experiment was repeated 1000 times. The F-norm discrepancy results averaged over the 1000 simulations are summarized in Table 7 and the parameter estimates in the simulations are presented in box-plot in Figure 1 .
Tables 7 is about here
From Table 7 , it is clear that the CS and ARMA(1,1) structures stand out, implying that the two structures are the likely structure of the covariance matrix Σ. Note that the ARMA(1,1) includes CS as a special case, the two structures identified are actually almost identical, see Figure 1 . In Figure 1, (c t , s t ) , (c c , s c ) and (c A , s A ) represent the estimates of parameters (c, σ 2 ) in the cases of MA(1), CS and AR(1) structures, respectively, and (r M , c M , s M ) is the estimate of (r, c, σ 2 ) for ARMA(1,1) model. Thus the CS structure is correctly identified as the structure of the covariance matrix A and then Σ. An interesting finding from Figure 1 is that, although the ARMA(1,1) model has the almost same parameter estimates as the CS structure (c = 0.5 and σ 2 = 1), its estimate of variance σ 2 has more variability than the one with CS structure. On the other hand, when the AR(1) is misused, the resulting estimates of parameters can be very biased.
Note here that the sample covariance matrix A is singular. This is, the proposed regularization approach works well even if the given matrix A is not nonsingular. In this case, Lin et al.'s [7] method cannot be applied as it involves the use of the inverse of the sample covariance matrix A.
Comparison with the MLE method
Although the above simulated data are generated from Gaussian distribution, we stress that the proposed method does not require a distribution assumption. A reviewer raised the issue of making comparisons with existing standard parametric methods such as maximum likelihood estimation (MLE), method of moment/Yule-Walker, least square regression method, etc. In order to save space, below we only compare the proposed approach with the MLE method by intensive simulations. The comparisons are made under two assumptions, i.e., the data are Gaussian and Non-Gaussian distributions. First, for the Gaussian distribution like the above we generate an m × n data matrix with each column coming from N (0, Σ) where Σ is of the ARMA(1,1) structure with true parameters σ 2 = 1, c = 0.5 and r = 0.20, 0.45, 0.75, respectively. Our proposed approach and the standard MLE method are used to estimate the parameters and the results for 1000 runs are summarized in Table 8 , from which it is observed that the proposed approach performs almost equally well as the standard MLE method. Second, we carry out the similar simulations but for non-Gaussian data this time. Let Q 1 is an m × n data matrix with each column being m independent samples from χ 2 1 , i.e., the chi-square distribution with one degree of freedom. Assume C is an m × m matrix of being the ARMA(1,1) structure with the same true parameters σ 2 , c and r as above. Let Q = C 1/2 Q 1 then each column of Q forms a multivariate sample that is not Gaussian. Obviously, Σ ≡ Var(q i ) = 2C with q i is the ith column of Q (i = 1, 2, ..., n). In other words, the covariance matrix Σ is of the ARMA(1,1) structure with σ 2 = 2, c = 0.5 and r = 0.20, 0.45, 0.75. Similarly, we compare the proposed approach to the MLE method over 1000 simulation runs and report the results in Table 9 . It shows that the proposed approach is able to produce very accurate estimates for the parameters in Σ even if the data are not Gaussian. The MLE method, however, can lead to very biased estimates for the parameters in Σ when data are not Gaussian. 
Assessment for non-Gaussian data
To further investigate the performance of the proposed approach for non-Gaussian data, we conduct another simulation study, in which the simulation setup is the same as above except that this time each column of Q 1 are random samples from a Bernoulli's distribution B(p) with the probability p = 0.1, 0.3, 0.5. Note this time Σ ≡ Var(q i ) = p(1 − p)C. Based on the data matrix Q we form the sample matrix A and calculate various F -norm discrepancy values, reported in Table 10 . From Table 10 , it is clear that even if the data are not Gaussian and actually generated by a linear transformation of Bernoulli distributions, the proposed approach still performs very well and is able to find the true structure of covariance matrix, just like what it does for Gaussian data. A slight difference in format reported in Table  10 is that we have now reported the adjusted F -norm discrepancy
This is because the original F -norm discrepancy defined in (1.3) is somehow in the sense of absolute error and may result in a very large value as seen in Tables 1-7 . 
Real data analysis
In the real data analysis, we consider the regularization of covariance matrices for the synthetic control chart time series data. This data set contains 600 examples of control charts synthetically generated by the process in [1] . The control charts were assigned to six different classes: Normal, Cyclic, Increasing trend, Decreasing trend, Upward shift and Downward shift. The data set is presented in an 600 × 60 matrix, with a single chart per row, and the classes are organized as follows: 1-100 are the Normal class, 101-200 are the Cyclic class, 201-300 are the Increasing trend class, 301-400 are the Decreasing trend class, 401-500 are the Upward shift class, and 501-600 are the Downward shift class. These classes of data sets as well as their pooled data were tested using three test methods, IPS, Fisher-ADF and Fisher-PP tests, for their stationarity. It is concluded that apart from the Cyclic class, other five classes as well as the pooled data of those the five classes are all stationary, after taking the first order difference so as to remove the intercept and the time trend effects. Our analysis below is then for the newly transformed data by using the first order difference. The regularization of the covariance matrices for the new data of the five classes, as well as their pooled data, is now made using the adjusted F -norm in (4.19) . The numerical results are reported in Table 11 , where the column "Time" gives the time (in second) spent for finding the optimal matrix B with each candidate structure. Note that the true covariance matrix Σ is unknown for any real data, so that L * Σ,A and L * Σ,B are actually not available, where the given matrix A is chosen to be the sample covariance matrix. We then use the adjusted F -norm discrepancy L * A,B in (4.19) to identify the most likely covariance structure among the possible candidate structures: MA(1), CS, AR(1) and ARMA(1,1).
From Table 11 , it is clear that for the transformed data using the first order difference we have reasons to believe the five classes of the new data together with their pooled data are all of MA(1) structure. Note that the ARMA(1,1) seems to have a slightly smaller F -norm discrepancy value than the MA(1), but the difference is so small that it can be ignorable. Since the MA(1) is a special case of the ARMA(1,1), it is believed that the ARMA(1,1) almost reduces to the MA(1) in this case. Therefore, the MA(1) is preferred for the new data as it is more parsimonious than the ARMA(1,1).
Discussion
Given a matrix A and a class of candidate covariance structures, a new method was proposed to regularize available covariance matrix A so that its underlying structure becomes clear. In other words, random noise can be filtered in this sense. Our simulation studies demonstrate the reliability of the proposed method, which filters not only random noise in A but also reveal characteristics of the stochastic process structuring the covariance matrix.
In the simulation studies and real data analysis, the available matrix A considered is taken as the sample covariance matrix. In practice, it does not have to be the sample covariance matrix. In theory, the matrix A can be any available estimate of the covariance matrix, obtained by various statistical methods. As long as A is provided, our proposed method can be used to regularize the covariance matrix A even if the distribution of the data is unknown, the dimension of matrix A is high, or the matrix A is singular. In particular, our simulations show that by using the sample covariance matrix the proposed method works very well in identifying the true structure of the population covariance matrix Σ even for the high-dimensional case, i.e., m >> n. In this case, the established approaches such as the maximum likelihood estimation and moment estimation may not work properly, because the inverse of the sample covariance matrix is usually involved in such methods.
We also show that, for Gaussian data with n > m, the proposed approach performs almost the same as the standard MLE method in estimation of the parameters in covariance matrices. For non-Gaussian data, the proposed approach still performs very well in estimation of the parameters. In contrast, the standard MLE method that wrongly assumes normality for non-Gaussian data results in very biased es-timates of the parameters in covariance matrices. In other words, our proposed method does not require any distribution assumption for the data. As long as a reasonable covariance matrix estimate A is given, the underlying structures of the population covariance matrix Σ can be captured by regularizing the estimate of A. In this sense, the proposed approach is robust against the distribution of the data.
In addition to the four likely candidate structures considered in this paper, there are a lot of other useful covariance structures in practice, such as AR(2), AR(3), factor analytic structure, general linear structure, ARMA(p, q), banded or Toeplitz structures, etc. In theory our proposed approach is applicable to any other likely structures of covariance matrix, the corresponding optimization problem and computation may become difficult, especially when the dimension of matrix A is very high and sparse. We will investigate this problem in our future work.
A referee also raised the issue of measuring the accuracy of the parameter estimates or their confidence intervals for the covariance structures we considered. Although it may be challenging, it is interesting to study the convergence rate and the asymptotic distribution of the parameter estimates based on the sample covariance matrix by assuming certain distributional conditions of the data. Alternatively, we may use Bootstrapping resampling technique to construct the confidence intervals of the parameter estimates. However, the focus here is on regularizing the covariance matrix estimate A, aiming to find the underlying structure of the population covariance matrix Σ that is usually unknown. This issue definitely deserves a further investigation.
It is worth mentioning that there are other regularization methods in the literature such as banding, tapering, thresholding (e.g., Bickel and Levina [2] , 2008; Cai and Liu [4] , 2011; Pourahmadi [16] , 2013), and POET (Fan, et al. [6] , 2016) among others. The proposed method in this paper has a clear distinction from these methods as the aim here is to find the underlying structure of the covariance matrix from a class of candidates. An interesting issue is to compare with at least some of such literature work. We will also explore such interesting topics in our future work. Table 2 : Simulation results with m = 100; c = 0.5. Table 3 : Simulation results with m = 100; c = 0.75. Table 5 : Simulation results with m = 200; c = 0.5. 
