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Abstract—Attaining reliable communications traditionally re-
lies on a closed-loop methodology but inevitably incurs a good
amount of networking latency thanks to complicated feedback
mechanism and signaling storm. Such a closed-loop methodology
thus shackles the current cellular network with a tradeoff
between high reliability and low latency. To completely avoid
the latency induced by closed-loop communications, this paper
aims to study how to jointly employ open-loop communications
and multi-cell association in a heterogeneous network (HetNet)
so as to achieve ultra-reliable and low-latency communications
(URLLC). We first introduce how URLLC mobile users in
a large-scale HetNet adopt the proposed proactive multi-cell
association (PMCA) scheme to form their virtual cell that
consists of multiple access points (APs) and then analyze the
communication reliability and latency performances. We show
that the communication reliability can be significantly improved
by the PMCA scheme and maximized by optimizing the densities
of the users and the APs. The analyses of the uplink and downlink
delays are also accomplished, which show that extremely low
latency can be fulfilled in the virtual cell of a single user if the
PMCA scheme is adopted and the radio resources of each AP
are appropriately allocated.
Index Terms—Ultra reliable and low latency communications,
network coverage, open-loop communications, cell association,
5G cellular network, stochastic geometry.
I. INTRODUCTION
The international telecommunication union has identified
ultra-reliable low-latency communication (URLLC), machine-
type communication (mMTC) and enhanced mobile broadband
(eMBB) as the three pillar services in the fifth generation (5G)
mobile communication that aims to provide good connectivity
for many various communication applications [1]–[3]. Among
these three services, URLLC remains the most challenging
technology due to the need of completely new system design
in order to achieve the extremely high system reliability and
low latency in 5G cellular systems. Existing mobile commu-
nication systems, such as long-term evolution (LTE) systems
and its predecessors, were prominently designed to achieve the
goal of high throughput in mobile communications, yet they
can also achieve highly reliable communications in the phys-
ical layer at the expense of complicated closed-loop protocol
stack to inevitably result in large networking latency of tens
to hundreds of milliseconds. This indicates that there exists a
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tradeoff between high reliability and low latency in system
network architecture and subsequent communication proto-
cols of mobile communication networks. Such a reliability-
latency tradeoff problem intrinsically impedes the existing
cellular systems to extend their services in mission-critical
communication contexts with ultra high reliability and low
latency constraints, such as wireless control and automation
in industrial environments, vehicle-to-vehicle communications
for safety and efficiency improvements, and the tactile internet
which allows controlling both real and virtual objects with
real-time haptic feedback [4], [5].
The message transmission time for mission-critical applica-
tions needs to be on the order of milliseconds (ms) because
the human reaction time is on the order of tens of milliseconds
[6] or less toward 1 ms for fully autonomous application
scenarios. The end-to-end latency of the LTE systems is
usually in the range of 30 ∼ 100 ms, which cannot be further
reduced because the backbone network of the LTE systems
typically uses a delivery mechanism which is not optimized
for latency-sensitive services. To reduce the end-to-end latency
in the cellular systems like LTE, it is necessary to fundamen-
tally change the system architecture relying on the closed-
loop communications and backbone links. The latency of the
backbone link can be significantly reduced by appropriate
communication architecture and implementation of network
protocols to construct the dedicated connection for URLLC
services [7]. To reduce the latency in the physical layer,
transmission overhead needs to be suppressed by streamlining
the grant-free transmission mechanism of the physical layer
access and allocating resources properly [8]. Nonetheless,
reducing the latency in the communication and backbone links
is still insufficient to effectively perform ultra low-latency
transmission in the current LTE systems because most of the
transmission latency is incurred by the control signaling (e.g.,
grant and pilot signaling usually takes 0.3 ∼ 0.4 ms per
scheduling). Accordingly, the most important and essential
means that enables URLLC in 5G heterogeneous cellular net-
works (HetNets) toward the target latency of one millisecond
is to disruptively redesign the transmission protocols in the
physical layer of HetNets [5], [9].
A. Motivation and Prior Related Work
To effectively reduce latency in 5G HetNets, the essential
approach is to adopt (feedback-free) open-loop communica-
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2tions1 so that no retransmission is needed and receivers can
save time in performing additional processing and protocol.
Open-loop communications has a distinct advantage to signif-
icantly reduce control signaling overhead relative to closed-
loop communications for power control and channel estimation
in the traditional and current cellular systems. As such, in this
paper we focus on how to fulfill URLLC through open-loop
communications in a HetNet owing to the fact that extremely
reliable open-loop communications is the key to low latency.
All the existing URLLC works in the literature are hardly
dedicated to studying the open-loop communications or with-
out retransmission (typically see [10]–[18]). Some of the
recent works focus on how to perform URLLC in wireless sys-
tems by employing retransmissions, short packet designs and
their corresponding estimation algorithms for point-to-point
transmission [10]–[13]. Reference [10], for example, studied
the energy-latency tradeoff problem in URLLC systems with
hybrid automatic repeat request (HARQ), whereas reference
[11] proposed an efficient receiver design that is able to exploit
useful information in the data transmission period so as to
improve the reliability of short packet transmission. There are
some of the recent works that investigated resource allocation
problems in wireless networks under the URLLC constraint. In
[14], the authors studied how to minimize the required system
bandwidth as well as optimize the resource allocation schemes
to maximize URLLC loads, whereas the problem of optimizing
resource allocation in the short blocklength regime for URLLC
was investigated in [15]. Reference [16] studied how to jointly
optimize uplink and downlink bandwidth configuration and
delay components to minimize the total required bandwidth
and end-to-end delay. Furthermore, there are few recent works
that looked into the URLLC design from the perspective of
physical-layer system interfaces and wireless channel char-
acteristics. The recent work in [19], for example, adopted
coding to seamlessly distribute coded payload and redundancy
data across multiple available communication interfaces to
offer URLLC without intervention in the baseband/PHY layer
design. The problem of how URLLC is affected by wireless
channel dynamics and robustness was thoroughly addressed in
[20].
B. Contributions
Although these aforementioned works and many others in
the literature provide a good study on how to achieve URLLC
and use it as a constraint to optimize the single-cell perfor-
mance by using the closed-loop communications and retrans-
missions, they cannot reveal a good network-wise perspective
on how interferences from other cells and user/cell association
schemes impact the URLLC performance of cellular systems.
To exploit the URLLC performances in a cellular network, in
this paper we consider a multi-tier HetNet model in which
1The open-loop communications mentioned in this paper is a “feedback-
free" communication technique, i.e., at least no immediate feedback from the
receiver side. In light of this, it is also a “retransmission-free” communication
technique because no retransmission happens between a transmitter and its
receiver. Note that the open-loop communications may still need some delayed
control signaling in order to successfully perform in a communication system.
all (mobile) users and all access points (APs) adopt open-
loop communications and each user proactively associates
with multiple nearby APs. URLLC messages received by
each AP are sent to a nearby anchor node performing edge
computing in order to reduce the communication latency. Our
main contributions are summarized as follows.
• To enhance the communication reliability between users
and APs by taking advantage of coordinated multi-point
(CoMP) transmission/reception, we propose the proactive
multi-cell association (PMCA) scheme in which each
user proactively associates with multiple nearby APs
and adopts open-loop communications to send URLLC
messages to the APs associated with it as well as receive
URLLC messages from them. Note that the PMCA
scheme is completely different from any other single-cell
or multi-cell association schemes in the literature because
it not only explicitly means that a user is able to associate
with multiple APs but also implicitly signifies that the
communications between the user and the APs associated
with it are open-loop.
• The distribution of the number of the users associating
with an AP in each tier is accurately derived, which
is first found to the bet of our knowledge. Also, it
importantly indicates that the void AP phenomenon that
was discovered in single-cell association still exists in the
PMCA scheme and needs to be considered in the analysis
of ultra-reliable communications.
• According to the PMCA scheme, a user can associate
with K APs and it thus forms its own virtual cell
consisting itself and the K APs. The uplink non-collision
reliability of a user in the cell of an AP is found for the
proactive open-loop communications and we therefore
characterize the uplink communication reliability of a
virtual cell for the non-collaborative and collaborative AP
cases in a low-complexity form.
• From the analyses of the communication reliability in
the uplink and downlink, we are able to show that the
communication reliability is significantly influenced by
the densities of the users and the APs and the number
of the APs in a virtual cell. The PMCA scheme indeed
improves the communication reliability of a user and
achieves 99.999% communication reliability by appro-
priately deploying APs for a given user density.
• The uplink and downlink end-to-end delays between
users and their anchor node are modeled and analyzed.
We not only clarify the fundamental interplay among the
delays, the number of the APs in a virtual cell and the
user and AP densities, but also show that achieving the
target latency of one millisecond is certainly possible
provided the APs are deployed with a sufficient density
for a given user density and the radio resources of each
AP are properly scheduled and allocated.
C. Paper Organization
The rest of this paper is organized as follows. In Section
II, we first specify the system architecture of a HetNet for
URLLC and then introduce the open-loop communications and
3(a) (b)
Fig. 1. (a) Two URLLC users and their virtual cell with three APs: The two virtual cells share AP 3 and there is RRU (radio resource unit) allocation collision
on User 2. (b) The void cell phenomenon after using the PMCA scheme. Note that all the three APs in a virtual cell connect to the same anchor node.
TABLE I
NOTATION OF MAIN VARIABLES, SYMBOLS, AND FUNCTIONS
Symbol Meaning Symbol Meaning
Φm Set of tier-m APs γulK Uplink SIR of the kth AP in VK
λm Density of Φm ηulK (η
dl
K ) Uplink (Downlink) communication reliability
Pm Transmit power of the tier-m APs ηdlk Downlink reliability of the kth AP in VK
Am,i AP i in the mth tier and its location 1(E) Indicator function of event E
K Number of APs in a virtual cell LZ(s) Laplace transform of random variable Z > 0
VK Virtual cell with K APs Qk Transmit power of the kth AP in VK
Vk The kth AP in VK θ SIR threshold for successful decoding
U Set of users Hk Downlink channel gain from AP Vk to typical user
µ Density of users hk Uplink channel gain from typical user to Vk
Uj User j and its location qj Transmit power of user Uj
SK The Kth-truncated shot signal process qk Transmit power of a user in Vk for AP Vk
‖X − Y ‖ Euclidean distance between nodes X and Y δ Probability of selecting an RRU (radio resource unit) in VK
pm,0 The void probability of Tier-m APs ϑm Probability of an AP in VK from Φm
α > 2 Path-loss exponent Dul (Ddl) Uplink (Downlink) communication delay
ρul Uplink non-collision reliability of an AP Dulba (D
dl
ba) Uplink (Downlink) backhaul delay
ρulK Uplink non-collision reliability of a user D
ul
tr (D
dl
tr) Uplink (Downlink) transmission delay
propose the PMCA scheme. Section III models and analyzes
the uplink and downlink communication reliabilities for the
PMCA scheme and some numerical results are provided to
validate the correctness and accuracy of the analytical results.
In Section IV, the end-to-end latency problem for the open-
loop communications and the PMCA scheme is investigated
and some numerical results are also presented to evaluate the
latency performance of the open-loop communications and the
PMCA scheme. Finally, Section V summarizes our findings in
this paper.
II. SYSTEM MODEL AND ASSUMPTIONS
In this paper, we consider an interference-limited planar
HetNet in which there are two tiers of APs and the APs in the
same tier are of the same type and performance. In particular,
the APs in the mth tier form an independent homogeneous
Poisson point process (PPP) of density λm and they can be
expressed as set Φm given by
Φm , {Am,i ∈ R2 : i ∈ N}, m = {1, 2}, (1)
where Am,i denotes AP i in the mth tier and its location.
Without loss of generality, we assume the first tier consists
of the macrocell APs and the second tier consists of the
small cell APs. A macrocell AP has a much larger transmit
power than a small cell AP, whereas the density of the macro
AP is much smaller than that of the small cell APs. To
effectively achieve URLLC in the HetNet, an anchor node
which governs a number of nearby APs according to the
geographical deployment of the APs is co-located with the
edge/fog computing facilities in the HetNet. Macrocell APs
and anchor nodes are connected to the core network which
helps send complex computing tasks to the cloud for further
data processing and management. In addition, all (URLLC)
users in the HetNet also form an independent homogeneous
4PPP2 of density µ and they are denoted by set U as
U , {Uj ∈ R2 : j ∈ N}, (2)
where Uj stands for user j and its location. An illustration
of the system model depicted here is shown in Fig. 1 (a),
and the main notations used in this paper are summarized in
Table I. The open-loop communications technique is adopted
in the HetNet, i.e., there is no feedback between a AP and a
user. To make the following analyses much tractable, all APs
and users are assumed to be equipped with a single antenna
and the case of multiple antennas is left as a future study. In
the following, we elaborate the main idea of how to employ
open-loop communications to achieve URLLC in the HetNet.
A. Open-loop Communications and Proactive Multi-cell As-
sociation
As mentioned in Section I, closed-loop communications
fundamentally incurs more latency than open-loop communi-
cations owing to feedback. This point manifests that open-loop
communications turns out to be the best solution to reducing
latency from the receiver perspective because feedback-related
communication latency is completely avoided. However, the
reliability performance of wireless communications could be
seriously weakened due to lack of feedback transmission in
that it cannot be improved by using the hybrid automatic
repeat request (ARQ), a combination of high-rate forward
error-correcting coding and ARQ error control, which is
commonly used in closed-loop communications. This phe-
nomenon reveals that there seemingly exists a tradeoff between
latency and reliability in wireless communications. However,
this tradeoff can be absolutely alleviated or tackled by ultra-
reliable open-loop communications since closed-loop feedback
hardly further benefits the reliability of a wireless channel with
extremely high reliability.
To create an ultra-reliable open-loop communications con-
text for the users in the HetNet, the users are suggested to
proactively associate with multiple APs at the same time so
that their communication reliability can be improved by spatial
channel diversity and even boosted whenever the associated
multiple APs jointly perform the CoMP transmission tech-
nique. This proactive multi-cell association approach leads to
the concept of the virtual cell of users, that is, each user
seems to form its own virtual cell that encloses all the APs
associated with it [21] and an illustration of the virtual cell is
shown in Fig. 1(a). Note that all the APs in the same virtual
cell are assumed to be connected to the same anchor node
for the consideration of modeling simplicity and how user
mobility impacts the URLLC performance of a virtual cell
due to handover between APs is not considered in this paper.
2The motivation of using homogeneous PPPs to model the distributions
of all APs and users in a HetNet and analyze the URLLC performances of
the HetNet is two-fold. Firstly, it is much more tractable to perform analysis
under a PPP-based network model if compared with network models based on
Poisson cluster process and other non-Poisson point processes such as Matérn
hard-core process and Neyman-Scott process. Secondly, URLLC has to be
achieved in the HetNet even when the HetNet is in the worst-case scenario
and the PPP-based analytic framework can give rise to the worst-case analyses
of the URLLC performances of the HetNet.
All the radio resources in a virtual cell can be scheduled
and allocated by utilizing the cloud computing technology.
Thus, letting users form their virtual cell (i.e., associate with
multiple APs) has an advantage in largely reducing control
signaling for frequent handovers between small cell APs,
which certainly means the handover latency can be reduced.
However, a user should not associate with too many APs at
the same time because the signaling overhead due to multi-AP
synchronization could deteriorate the latency performance of
its virtual cell. To clarify the fundamental interplay among
reliability, latency and multi-cell association, we formally
propose the PMCA scheme in the following and then study
its related statistical properties.
B. Proactive Multi-cell Association (PMCA) and Its Related
Statistics
Assume that each user in the network proactively associates
with K APs by the following PMCA scheme. Let Vk be
defined as
Vk ,
{
arg maxi,m:Am,i∈Φ{wm‖Am,i‖−α}, k = 1
arg maxi,m:Am,i∈{Φˆk−1}{wm‖Am,i‖−α}, k > 1
,
(3)
where k ∈ N+, Φ ,
⋃2
m=1 Φm, Φˆk−1 = Φ\
⋃k−1
j=1 Vj , α >
2 is the path-loss exponent, positive constant wm is the tier-
m cell association bias, and ‖X − Y ‖ denotes the Euclidean
distance between nodes X and Y . For a typical user located
at the origin, Vk denotes the kth biased nearest AP of this
typical user by averaging out the channel fading gain effect
on the user side3. More specifically, Vk is the kth nearest AP
of the typical user if wm = 1 for all m ∈ {1, 2}, whereas Vk
becomes the kth strongest AP of the typical user if wm = Pm
where Pm is the transmit power of the tier-m APs. The K
APs associated with the typical user can be expressed as a set
given by
VK ,
K⋃
k=1
Vk, (4)
which is called the virtual cell of the typical user.
According to our previous results in [23] [24], the distri-
bution of the number of the users associating with an AP is
found for the single-cell association scheme. The method of
deriving it cannot be directly applied to the case of the PMCA
scheme because the cells of the APs are no longer disjoint in
the multi-cell association case. Nonetheless, the idea behind
the method is fairly helpful for us to derive the distribution
of the number of the users within the cell of an AP for the
PMCA scheme, as shown in the following lemma.
Lemma 1. Suppose each user in the network adopts the
PMCA scheme in (3) to associate with K APs in the network.
Let Nm denote the number of the users associating with a
3For the sake of simplicity in modeling, we do not consider the shadowing
effect in (3) since it does not affect the following analyses of the communi-
cation reliability in Section III according to the random conservation property
found in [22].
5(a) (b)
Fig. 2. Simulation results of pm,n: (a) p1,n for macro cell APs, (b) p2,n for small cell APs.
tier-m AP and its distribution (i.e., pm,n , P[Nm = n]) can
be semi-analytically approximated as
pm,n ≈Γ(n+ ζm,K)
n!Γ(ζm,K)
(
Kµ
ζm,K λ˜m
)n
×
(
1 +
Kµ
ζm,K λ˜m
)−(n+ζm,K)
, (5)
where Γ(x) ,
∫∞
0
tx−1e−tdt for x > 0 is the Gamma
function, ζm,K > 0 is a positive constant that needs to
be determined by the real numerical data of pm,n, and
λ˜m ,
∑2
i=1 w
2
α
i λi/w
2
α
m.
Proof: See Appendix A.
To validate the correctness and accuracy of pm,n in (5), we
adopt the network parameters for a two-tier HetNet shown in
Fig. 2 to numerically simulate pm,n for K ∈ {1, 2, . . . , 5}.
As can be seen in Fig. 2, the simulated results of pm,n
accurately coincide with its corresponding analytical results
of pm,n found in (5). Since the result in Lemma 1 is very
accurate, there are some important implications that can be
drawn. First, we can learn that the average number of the
users associating with a tier-m AP is Kµ/λ˜m and this means
the average cell size of a tier-m AP is K/λ˜m [24], [25]. In
other words, the average cell size of an AP increases K times
as users associate with K APs. Second, for K = 1 users only
associate with a single AP so that the cells of the APs do
not overlap and the entire network area consists of weighted
Voronoi-tessellated cells. For K > 1, the cells of the APs
may overlap in part and the cell sizes of the APs and the
numbers of the users associating with the APs are no longer
completely independent. Third, the probability that a tier-m
AP is not associated with any users, referred to as the tier-m
void probability, can be found as
pm,0 =
(
1 +
Kµ
ζm,K λ˜m
)−ζm,K
. (6)
For a dense cellular network with a moderate user density, this
void probability may be so large that the void APs could be a
considerable amount in the network. For example, we use the
network parameters for simulation in Fig. 2 to find the void
probabilities p1,0 = 0.03 and p2,0 = 0.2 for K = 3 and the
void probability of small cell APs is actually not small at all
(there are 20% of the small cell APs that are void.). Thus, such
a void cell phenomenon for the PMCA scheme, as illustrated
in Fig. 1 (b), must be considered in the interference model
[22], [23] when the user density is not very large if compared
with the density of the small cell APs.
C. The Truncated Shot Signal Process in a Virtual Cell
As the PMCA scheme and the virtual cell of a user
introduced in Section II-B, we define the Kth-truncated shot
signal process of the virtual cell of the typical user as follows4:
SK ,
K∑
k=1
HkWk‖Vk‖−α, (7)
where Vk ∈ VK is already defined in (3), Hk denotes the fad-
ing channel gain from Vk to the typical user, Wk ∈ {w1, w2}
is the cell association bias of AP Vk, and it is a non-negative
random variable (RV) associated with Vk. We call SK the
Kth-truncated shot signal process because it only captures the
cumulative effect at the typical user of the K random shocks
from the K different random locations (i.e., V1, . . . , VK), and
HkWk‖Vk‖−α can be viewed as the impulse function of AP
Vk that gives the HkWk-weighted attenuation of the transmit
power of Vk in space. Let LZ(s) , E[exp(−sZ)] denote the
Laplace transform of a non-negative RV Z for s > 0 and some
statistical results regarding SK are presented in the following
theorem.
4When K goes to infinity, S∞ , limK→∞ SK is traditionally referred to
as (complete) Poisson shot noise process [26], [27] since it contains weighted
signal powers in a Poisson field of transmitters. Since SK only contains the
signals emitted from the first K weighted nearest transmitters in the network,
it is called the Kth-truncated shot signal process.
6Theorem 1. Assume all the Hk’s of the Kth-truncated shot
signal process in (7) are i.i.d. exponential RVs with unit mean,
i.e., Hk ∼ exp(1). If we define S−K , S∞ − SK and
S∞ , limK→∞ SK , then the Laplace transform of S−K can
be explicitly found as
LS−K (s) =
(piλ˜)K
(K − 1)!
∫ ∞
0
yK−1
× exp
{
−piλ˜y
[
1 + `
(
sy−
α
2 ,
2
α
)]}
dy, (8)
where λ˜ ,
∑2
m=1 w
2
α
mλm, ϑm , P[Wk = wm] = w
2
α
mλm/λ˜ is
the probability that a user associates with a tier-m AP, `(y, z)
for y, z ∈ R+ is defined as
`(y, z) , y
z
sinc(z)
−
∫ 1
0
y
y + t
1
z
dt, (9)
and sinc(x) , sin(pix)pix . For the Laplace transform of SK , it
can be explicitly found as
LSK (s) = exp
[
− piλ˜s
2
α
sinc(2/α)
]
(piλ˜)K
(K − 1)!
×
∫ ∞
0
yK−1 exp
{
piλ˜y
[
1 + `
(
sy−
α
2 ,
2
α
)]}
dy.
(10)
In addition, the upper bound on P[SK ≥ x] can be found as
P[SK ≥ y] ≤ 1−
K∏
k=1
[
1− L
Y
α
2
k
(
2ky
K(K + 1)
)]
, (11)
where Yk ∼ Gamma(k, piλ˜) is a Gamma RV with shape
parameter k and rate parameter piλ˜.
Proof: See Appendix B.
The above results of Laplace transform in Theorem 1
indicate that in general the closed-form results of LS−K and
LSK are unable to be obtained except in some special cases.
For instance, letting s = y
α
2 for  > 0 and L
y
α
2 S−K
() can
be shown as
L
y
α
2 S−K
() =
(piλ˜)K
(K − 1)!
∫ ∞
0
yK−1e−piλ˜y[1+`(,
2
α )]dy
=
[
1 + `
(
,
2
α
)]−K
. (12)
Nonetheless, we can still resort to some numerical techniques
to evaluate the Laplace transforms of S−K and SK and the
distributions of S−K and SK by numerically evaluating the
inverse Laplace transform of S−K and SK . In addition, we
are still able to understand the distribution behaviors of SK
from the closed-form upper bound on P[SK ≥ y]. Theorem
1 plays an important role in the following analyses of the
communication reliability that will be defined in the following
section.
III. COMMUNICATION RELIABILITY ANALYSIS FOR
PROACTIVE MULTI-CELL ASSOCIATION
In this section, we would like to exploit the fundamental
performances and limits of the communication reliability of
users in the uplink and the downlink when the PMCA scheme
is employed in the HetNet. We assume that the orthogonal
frequency division multiple access (OFDMA) is adopted in
the HetNet and the communication reliability analyses are
proceeded in accordance with how the radio resource blocks
(RB) in the cell of each AP are requested by a user in the
uplink and allocated by an AP in the downlink. We will first
specify how users access the RBs of an AP and then propose
and analyze the uplink communication reliability. Afterwards,
we will continue to study the communication reliability in the
downlink case.
A. Analysis of Uplink Communication Reliability
According to the PMCA scheme and the virtual cell of a
user specified in Section II-B, our interest here is to study how
likely a user is able to successfully access available RBs of
an AP and then send its message to the K APs in its virtual
cell through the open-loop communications. To establish the
uplink access from a user to the K APs, we propose the
following PMCA-based radio resource allocation scheme for
uplink open-loop communications:
• To make a user have good uplink connections, the user
forms its virtual cell by associating with its first K nearest
APs. Thus, all the cell association biases in (3) are unity,
i.e., wm = 1 for all m ∈ {1, 2}.
• Each radio RB serves as the basic unit while scheduling
radio resources. Multiple radio RBs in a single time slot
are mapped to a single (virtual) radio resource unit (RRU)
for transmitting a message. Users are allowed to transmit
one message in each time slot.
• Due to lacking of channel state information (CSI) of each
AP in the virtual cell5, a user proactively allocates the
radio resource in a distributed manner, that is, it has to
randomly select RRUs for the K APs in its virtual cell.
Since each user has to randomly select the uplink RRUs
in its virtual cell without considering how other users select
their uplink RRUs, multiple users in the cell of an AP could
select the same RRUs, which leads to transmission collisions
as indicated in Fig. 1(a). If users associated with the same AP
select the same RRU, then they fail to upload their message
to their APs owing to transmission collisions between them.
The probability that there is no uplink collision in the virtual
cell, referred to as the uplink non-collision reliability, is found
in the following lemma.
Lemma 2. Suppose a user adopts the PMCA scheme in (3)
to form its virtual cell with K APs. If the probability that the
user selects any one of the RRUs for each AP in its virtual
cell is δ ∈ (0, 1), then the uplink non-collision reliability of
each AP in its virtual cell is found as
ρul =
2∑
m=1
ϑm
∞∑
n=1
pm,n(1− δ)n−1. (13)
5Note that the open-loop communications can be applied to frequency-
division duplex (FDD) systems and time-division duplex (TDD) systems. As
such, it is not necessary to designate the HetNet in the paper to adopt either
FDD or TDD. Our goal in this paper is to delve how to achieve URLLC in
the HetNet under the CSI-free scenario.
7Hence, the uplink non-collision reliability of the user in its
virtual cell is
ρulK = 1−
[
1− ρul]K . (14)
Proof: See Appendix C.
Lemma 2 reveals that the uplink non-collision reliability of
each AP is mainly influenced by K and δ, e.g., it decreases
whenever pm,n decreases by increasing K and/or δ decreases6;
thereby, lesser APs in the virtual cell and/or more radio
resources may significantly improve the uplink non-collision
reliability. Note that the uplink non-collision reliability of a
user may not always increase as K increases since ρulK ≈ Kρul
for ρul  1 and increasing K in this situation may not
increase ρulK because ρ
ul decreases in this case. In addition
to the uplink collision problem happening to APs, whether a
user is able to successfully send its messages to at least one AP
in its virtual cell also depends upon all the communication link
statuses in the virtual cell. Let γulk denote the uplink signal-
to-interference ratio (SIR) from a typical user located at the
origin to the kth AP in the virtual cell, and it can be expressed
as
γulk ,
hkqk‖Vk‖−α∑
j:Uj∈Ua hjqj‖Vk − Uj‖−α
, (15)
where hk denotes the uplink fading channel gain from the
typical user to AP Vk, qk is the transmit power used by the
typical user for AP Vk, qj is the transmit power of user Uj , hjk
is the uplink fading channel gain from Uj to Vk, and Ua ⊆ U
represents the set of the actively transmitting users using the
same RRU as the typical user. All uplink fading channel gains
are assumed to be i.i.d. exponential RVs with unit mean, i.e.,
hk, hjk ∼ exp(1) for all k, j ∈ {1, . . . ,K}.
According to (15), we can consider two cases of non-
collaborative and collaborative APs to define the uplink com-
munication reliability in a virtual cell. The case of non-
collaborative APs corresponds to the situation in which all
APs in the virtual cell are not perfectly coordinated so that
they cannot perfectly complete CoMP transmission and re-
ception, whereas when all APs in the virtual cell are perfectly
coordinated so that they are able to collaboratively do CoMP
transmission and reception corresponds to the case of collab-
orative APs. For the case of non-collaborative APs, the uplink
communication reliability is defined as the probability that a
message sent by a user in a virtual cell is successfully received
by at least one non-collision AP in the virtual cell, and it can
be expressed as
ηulK , P
[
max
k∈{1,...,K}
{γulk 1(Vk ∈ VncK )} ≥ θ
]
, (16)
where 1(A) is the indicator function that is unity if event A
is true and zero otherwise, θ > 0 is the SIR threshold for
successful decoding, and VncK ⊆ VK is the subset of the APs
6In general, ϑm does not have a significant impact on ρulK in that usually
P2  P1 as well as λ1  λ2 and these two condition leads to ϑ1  ϑ2
in most of practical cases
without collision in set VK . For the case of collaborative APs,
the uplink communication reliability is defined as
ηulK , P
[
SulK∑
j:Uj∈Ua\VK hjqj‖Vk − Uj‖−α
≥ θ
]
, (17)
where SulK ,
∑
k:Vk∈VncK hkqk‖Vk‖
−α. Namely, ηulK in (17) is
the probability that a uplink message is successfully received
by at least one non-collision AP in the virtual cell: If there
are at least two non-collision APs in the virtual cell, they can
jointly decode the message. Otherwise, only one non-collision
AP can decode it.7
The analytical results of (16) and (17) are summarized in
the following theorem.
Theorem 2. Suppose each user employs the PMCA scheme in
(3) to form its virtual cell with K APs. If all the K APs in the
virtual are unable to collaborate, the uplink communication
reliability defined in (16) is approximated by
ηulK ≈ 1−
K∏
k=1
1− ρul
(
1 +
δθ
2
α (1− p0)
sinc(2/α)
)−k , (18)
where p0 , pm,0 that is given in (6) with wm = 1 for m ∈
{1, 2} and ρul is given in (13). For the case of K → ∞,
ηul∞ , limK→∞ ρulK can be approximately found as
ηul∞ ≈ 1− exp
[
− ρ
ul
δθ
2
α
sinc
(
2
α
)]
. (19)
When all the K APs in the virtual cell are able to collaborate
to jointly decode the uplink message, ηulK in (17) can be upper
bounded by
ηulK ≤ ρul
{
1−
K∏
k=1
[
1−
(
1 +
δ(1− p0)
sinc(2/α)
×
(
2kθ
K(K + 1)
) 2
α
)−k]}
. (20)
Proof: See Appendix D.
From the results in Theorem 2, the uplink reliability ηulK
in (18) monotonically increases as K increases even though
increasing K makes p0 reduce and it thereupon reduces the
number of the void cells and induces more interference.
However, ηulK suffers from the diminishing returns problem
as K increases so that associating with too many APs may
not be an efficient means to significantly improve ηK for a
user. In particular, (18) can be used to obtain the following
result
1− ηulK
1− ηulK−1
= 1− ρul
(
1 +
δθ
2
α
sinc(2/α)
)−K
, (21)
which indicates (1− ηulK )/(1− ηulK−1) ≈ 1 as K  1 and we
thus know ηulK/ηK−1 ≈ 1 for large K, i.e., the diminishing
returns problem occurs. According to (18)-(20), another two
7For the sake of analytical tractability, we consider that non-coherent signal
combing happens among all the non-collision APs in the virtual cell even
though such a combining leads to a suboptimal SIR performance.
8efficient approaches to boosting ηulK are reducing the probabil-
ity of scheduling each RRU in each cell and densely deploying
APs in the HetNet, that is, we need small δ in that small δ
suppresses the magnitude of the interference. For instance, if
θ = 1, α = 4, then ηul∞ ≈ 68.21% for δ = 0.5, ρul = 0.9,
and ηul∞ ≈ 99.76% for δ = 0.1, ρul = 0.95. Note that
ηdl∞ in (19) characterizes the fundamental limit of the uplink
communication reliability if all APs cannot collaborate in the
uplink and it can be used to evaluate whether the PMCA and
resource allocation schemes can achieve some target value of
ηulK . If α = 4 and θ = 1, for example, we require δ ≤ 5%
in order to achieve ηul∞ ≥ 99.999%. In other words, the target
reliability 99.999% is not able to be achieved by the PMCA
scheme if δ > 5%. Note that ηulK in (17) is certainly larger
than that in (16) and the upper bound on ηulK in (20) may be
greater than the result in (19). In addition, we would like to
point out that a virtual cell with K APs can support uplink
short packet transmission when ηulK is higher than the target
reliability because short packet transmission suffers from the
problem of degraded transmission reliability and efficiency and
such a problem is significantly mitigated by a high value of
ηulK . These aforementioned observations will be numerically
validated in Section III-C.
B. Analysis of Downlink Communication Reliability
In this subsection, we would like to study the downlink
communication reliability of users in their virtual cells. Note
that the uplink transmission and the downlink transmission in a
virtual cell are independent and there is thus no order between
them. To establish the benchmark performance, we assume that
the frequency reuse factor in this cellular network is unity (i.e.,
all APs share the entire available frequency band) so that we
can evaluate the downlink communication reliability in the
worst-case scenario of interference. We also assume that each
of the downlink RRUs of an AP is uniquely allocated to a user
associating with the AP and users adopt the PMCA scheme
to associate with the first K strongest APs (i.e., wm = Pm in
(3)). In the virtual cell of the typical user, the SIR of the link
from the kth strongest AP to the typical user is defined as
γdlk ,
HkQk‖Vk‖−α∑
i:Vi∈VK\Vk HiQi‖Vi‖−α + IdlK
, (22)
where Hk denotes the downlink fading channel gain from
Vk to the typical user, Qk ∈ {P1, P2} is the trans-
mit power of Vk, Hm,i is also the downlink fading
channel gain from Am,i to the typical user, IdlK ,∑
m,i:Am,i∈Φ\VK Om,iHm,iPm‖Am,i‖−α, and Om,i ∈ {0, 1}
is a Bernoulli RV that is unity if Am,i is not void and zero
otherwise. All Hi’s and Hm,i’s are assumed to be i.i.d. expo-
nential RVs with unit mean. Note that P[Om,i = 1] = 1−pm,0
and it can be found by using (6). The term IdlK in (22) is the
interference from all non-void APs that are not in the virtual
cell, whereas the term
∑
i:Vi∈VK\Vk HiQi‖Vi‖−α in (22) is
the intra-virtual-cell interference from other K − 1 APs in
the virtual cell if the K − 1 APs in the virtual cell are not
coordinated to avoid using the RRU used by the kth AP. This
represents the worst case of the downlink SIR of the kth AP
in the virtual cell. In this case, the downlink communication
reliability of a virtual cell with K APs is defined as8
ηdlK , P
[
max
k∈{1,...,K}
{γdlk } ≥ θ
]
, (23)
which is the probability that there is at least one AP in the
virtual cell that can successfully transmit to the user in the
virtual cell.
When all the K APs in the virtual cell can collaborate
to eliminate the intra-virtual-cell interference, the downlink
communication reliability can be simply written as
ηdlK = P
[ ∑K
k=1HkQk‖Vk‖−α∑
m,i:Am,i∈Φ\VK Om,iHm,iPm‖Am,i‖−α
≥ θ
]
.
(24)
The explicit results of ηdlK defined in (23) and (24) are found
in the following theorem.
Theorem 3. Suppose all APs in a virtual cell are not coor-
dinated so that there exists the intra-virtual-cell interference
in the virtual cell. The downlink communication reliability in
the case of non-collaborative APs defined in (23) is explicitly
upper bounded by
ηdlK ≤ 1−
K∏
k=1
{
1−
[
1 + δ`
(
θ,
2
α
)
×
2∑
m=1
ϑm(1− p0,m)
]−k}
, (25)
where ϑm , P 2/αm λm/λ˜ and λ˜ =
∑2
m=1 P
2
α
m λm. When K
goes to infinity, ηdl∞ , limK→∞ ηdlK can be approximately
found in closed form given by
ηdl∞ ≈ 1− exp
[
− sinc
(
2
α
)
δθ
2
α
]
. (26)
For the case of collaborative APs, the upper bound on ηdlK in
(24) can be found as
ηdlK ≤ 1−
{
1−
[
1 + δ`
(
θ
K
α
2 +1
,
2
α
)
×
2∑
m=1
ϑm(1− pm,0)
]K}−K
. (27)
Proof: See Appendix E.
From the results in Theorem 3, we realize that increasing
K indeed improves ηdlK even though it reduces the tier-m
void probability pm,0, yet it also suffers from the diminishing
returns problem, like the uplink communication reliability.
The tier-m void probability pm,0 also significantly impacts
ηulK when the number of the APs in a virtual cell is not
large so that increasing the AP density improves ηdlK since
8Due to open-loop communications, each AP does not have channel state
information and thereby only the multi-AP (multi-channel) diversity can be
exploited while the APs in a virtual cell are performing downlink CoMP. In
the case of non-collaborative APs, the downlink transmission in a virtual cell
succeeds as long as at least one AP can successfully transmit to the user in
the virtual cell. The downlink communication reliability is thus defined as
shown in (23).
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NETWORK PARAMETERS FOR SIMULATION
Parameter \ AP Type (Tier m) Macrocell AP (1) Small cell AP (2)
Transmit Power Pm (W) 20 5
User Density µ (users/m2) 1× 10−4
AP Density λm (APs/m2) 5.0× 10−6 [0.1µ, µ]
RRU Selection Probability δ 0.05
SIR Threshold θ 1
Path-loss Exponent α 4
Tier-m Association Bias wm (Uplink, Downlink) (1, Pm)
Fig. 3. Numerical results of the uplink communication outage 1− ηulK for the case of non-collaborative APs: (a) ηulK versus µ/λ2 for K = 5, (b) ηulK versus
K for µ/λ2 = 0.1 (users/small cell AP) and λ2 = 0.001 (APs/m2).
it helps increase pm,0. Moreover, δ can be interpreted as the
probability that all APs statically allocate their RRUs with
equal probability and it has to be small in order to achieve
ultra-reliable communications. The result in (26) that does
not depend on the densities of the APs and users is the
fundamental limit of the downlink communication reliability
when all non-collaborative APs use different RRUs to transmit
a message to the same user. It reveals whether ultra-reliable
communications can be attained by the PMCA and resource
allocation schemes. For example, if α = 4 and θ = 1, we
need δ < 0.055 to achieve ηdlK ≥ 99.999%, i.e., each RRU
cannot be scheduled with a probability more than 5.5% in
this case. Otherwise, the PMCA scheme cannot successfully
achieve the downlink communication reliability of 99.999% no
matter how many APs are in a virtual cell. Furthermore, ηdlK
in (27) for the case of collaborative APs is certainly higher
than that in (25) and it can also provide some insights into
how to schedule resources and deploy APs in the HetNet so
as to achieve the predesignated target value of ηdlK . Likewise, a
virtual cell with K AP is able to support downlink short packet
transmission when ηdlK is extremely high, as the reason already
pointed out in Section III-A. In the following subsection, some
numerical results and discussions will be provided to evaluate
the performances of the downlink communication reliability
for the PMCA scheme.
C. Numerical Results and Discussions
To validate the analytical results obtained in the previous
subsections and evaluate the communication reliability per-
formances of open-loop communications and PMCA, some
numerical results are provided in this subsection and they
are obtained based on the network parameters in Table II.
Our objective here is to see whether adopting the open-loop
communications and the PMCA scheme can achieve the uplink
and downlink communication reliabilities up to the target
value of 99.999% that is one of the reliability requirement
for URLLC services in a 5G system. To clearly show whether
the target reliability of 99.999% is attained in the different
situations of proactive multi-cell association, the following
figures demonstrate the simulation results of the uplink and
downlink outages (probabilities) 1 − ηulK and 1 − ηdlK . We
first show the simulation results of the uplink communication
outage 1−ηulK for the non-collaborative scenario in Fig. 3 and
the analytical results corresponding to this scenario are found
by (18).
Since the target reliability is 99.999%, the designated outage
threshold is 1 − 99.999% = 10−5. In Fig. 3(a) we are able
to see that the simulated uplink outage 1− ηulK for K = 5 is
lower than 10−5 when µ/λ2 is slightly smaller than 0.2 and
its corresponding analytical result is lower than 10−5 when
µ/λ2 < 0.3. This validates not only that PMCA and open-
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Fig. 4. Numerical results of the uplink communication outage 1− ηulK for the case of collaborative APs: (a) ηulK versus µ/λ2 for K = 5, (b) ηulK versus K
for µ/λ2 = 0.1 (users/small cell AP) and λ2 = 0.001 (APs/m2).
loop communications are indeed able to achieve the reliability
target as long as the AP density is sufficiently large, but also
that the analytical result in (18) is fairly close to its simulated
counterpart so that the received uplink SIRs at different APs
that are dependent in theory can be assumed to be independent
while deriving (18). Note that 1−ηulK increases (ηulK decreases)
as µ/λ2 increases. This phenomenon results from more and
more multiple access interferences as µ/λ2 is getting larger
and larger so that more and more APs are associated with users
and getting active. Fig. 3(b) illustrates how 1− ηulK decreases
as K increases. As shown in the figure, 1− ηulK significantly
reduces as K increases from 1 to 3 and it seems not to reduce
much after K > 3, which demonstrates the diminishing returns
problem of ηulK mentioned above. In light of this, users can
significantly improve their uplink communication reliability
by only associating with 3 or 4 APs, which certainly can be
implemented in practice since associating with such a small
number of APs hardly incurs excess control signaling overhead
and latency. The simulation results of the uplink outage for
the case of collaborative APs are shown in Fig. 4 and their
corresponding analytical lower bound is calculated by using
(20). First, we can observe that the simulated results of the
uplink reliability in Fig. 4(a) are all lower than 10−5 even as
µ/λ2 increases up to a high value, which is much better than
the simulation case of non-collaborative APs. Thus, the uplink
communication reliability in the case of collaborative APs is
much less sensitive to µ/λ2, which is a good thing from the
perspective of AP deployment since we do not need to deploy
many APs to reduce µ2/λ2 so as to increase ηulK , especially
when the user population in the network is very large. Like
the case of non-cooperative APs, we can also see that the
analytical lower bound on 1−ηulK is also tight, which validates
the correctness and tightness of (20). Fig. 4(b) illustrates how
1 − ηulK decreases with K in the case of collaborative APs
and it is obvious that 1− ηulK decreases to 10−5 after K ≥ 3,
which is better than the result in Fig. 3(b) as expected. Thus,
this expounds that the PMCA scheme should be implemented
together with the CoMP scheme in order to easily to serve the
URLLC traffic.
The simulated results of the downlink outage for the cases
of non-collaborative and collaborative APs are shown in Figs.
5 and 6, respectively. In general, these results also have the
same ascending/descending curve trends as their correspond-
ing results in Figs. 3 and 5, but there are still some subtle
discrepancies between them. For example, we can observe
that in general the downlink outage is lower than its uplink
counterpart so that they all are below the designated outage
threshold of 10−5. This is because users do not get much
interfered from their first K strongest APs owing to PMCA in
the downlink whereas APs would get strong interference from
their nearby users in the uplink. Furthermore, in the downlink
under the coordination of anchor nodes, APs can allocate their
RRUs in a more centralized manner to alleviate collisions in
the same channel. This reveals that the technical challenge of
successfully achieving URLLC requirements by using open-
loop communications and PMCA is the uplink issue and we
need to pay more attention to the uplink system design.
IV. MODELING AND ANALYSIS OF COMMUNICATION
LATENCY
The communication latency between an anchor node and a
user is mostly contributed by the transmission delay between
the anchor node and its associated APs and the communication
delay between the APs and the user associated with them9. The
major latency difference between uplink and downlink is that
uplink RRU collisions incur additional channel access delay.
9Note that our focus in this section is to study the communication delays
induced by the PMCA scheme and thus some delays not directly related to
the PMCA scheme, such as signal processing delays on the transmitter and
receiver sides are ignored.
11
Fig. 5. Numerical results of the downlink communication outage 1 − ηdlK for the case of non-collaborative APs: (a) ηdlK versus µ/λ2 for K = 5, (b) ηdlK
versus K for µ/λ2 = 0.1 (users/small cell AP) and λ2 = 0.001 (APs/m2).
Fig. 6. Numerical results of the downlink communication outage 1− ηdlK for the case of collaborative APs: (a) ηdlK versus µ/λ2 for K = 5, (b) ηdlK versus
K for µ/λ2 = 0.1 (users/small cell AP) and λ2 = 0.001 (APs/m2).
In the following, we will first develop a modeling and analysis
approach to the uplink communication delay for the PMCA
scheme, and then we apply a similar approach to characterize
the downlink communication delay.
A. Uplink Communication Delay
The uplink communication delay Dul mainly consists of the
channel access delay Dulac, uplink transmission delay D
ul
tr , and
uplink backhaul delay Dulba. It can be expressed as
Dul = Dulac +D
ul
tr +D
ul
ba. (28)
Since there are K APs in a virtual cell and a user has
to randomly select an RRU for each of the K APs, RRU
collisions could happen in the cells of the K APs. When a
user starts to (randomly) select RRUs in its virtual cell, the
channel access delay of the user can be defined as the lapse
of time needed by the user to successfully access at least one
non-collision RRU in its virtual cell. Recall that ρulK in (14) is
the uplink non-collision probability of the user. The mean of
Dulac is equal to 1/ρ
ul
K , i.e., E[Dulac] = 1/ρulK , which represents
the average time for a user to successfully access an RRU
and then send a message. The uplink transmission delay Dultr
is defined as the time duration between two messages that
are successfully sent to at least one of the K APs after the
user successfully accesses at least one non-collision RRU in
its virtual cell. We assume Dultr is ergodic so that the mean of
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Dultr can be found by E
[
Dultr
]
= limτ→∞ 1τ
∫ τ
0
Dultr (t)dt, i.e.,
E
[
Dultr
]
,
[
lim
τ→∞
1
τ
τ∑
t=0
1
(
max
k
{γulk (t)} ≥ θ
)]−1
=
1
E
[
1
(
maxk{γulk } ≥ θ
)] 1
ηulK
. (29)
Note that the units of E
[
Dulac
]
and E
[
Dultr
]
can be properly
transformed to seconds once the time duration (seconds) of
transmitting a message is determined.
The uplink backhaul delay is defined as the minimum
transmission time needed for the APs in a virtual cell to
transmit a message to their anchor node so that it can be
mathematically expressed as
Dulba , min
k:Vk∈VncK
{Dulba,k}, (30)
where Dulba,k denotes the uplink backhaul delay from the kth
AP to its anchor node. We further assume that the arrival
process of the messages from an AP to its anchor node can be
modeled by an independent Poisson process, which gives rise
to the fact that Dulba,k can be characterized by an exponential
RV with some parameter β. In light of this, the distribution of
Dulba in the non-collaborative AP case is
P
[
Dulba ≤ x
]
= 1− E
[
N∏
k=1
P
[
Dulba,k ≥ x
]]
= 1− E [e−xβN ]
= 1− (1− ηulK + ηulK e−βx)K
since all Dulba,k’s are independent and N that denotes the
number of the non-collision APs in the virtual cell is a
binomial RV with parameters K and ηulK . We thus have the
mean of Dulba found as follows:
E[Dulba] =
∫ ∞
0
P
[
Dulba ≥ x
]
dx
=
∫ ∞
0
(
1− ηulK +
ηulK
eβx
)K
dx.
If ηulK ≈ 1, we can get E[Dulba] ≈ 1/βK. For the case of
coordinated APs, P
[
Dulba ≥ x
]
= exp(−xβ) because only one
message is sent from the virtual cell to the anchor node. The
mean of Dulba is E[Dulba] = 1/β and the unit of E[Dulba] can
be set as times/RRU. The mean of the uplink communication
delay is readily found as
E
[
Dul
]
=
{∫∞
0
(
1− ηulK + ηulK e−βx
)K
dx, non-collab.
1
β , collab.
+
1
ρulK
+
1
ηulK
(31)
which can be employed to evaluate the uplink latency perfor-
mance.
B. Downlink Communication Delay
In the downlink, since each AP is able to allocate its
resource to its received message, the downlink communication
delay Ddl mostly consists of the downlink backhaul delay Ddlba
and transmission delay Ddltr , i.e., it can be simply written as
Ddl = Ddlba +D
dl
tr. (32)
The downlink backhual delay is defined as the maximum time
elapsed from the start time of sending a message from the
anchor node to the end time when all K APs in the virtual
cell receive the message. Suppose the message arrival process
at each AP can be modeled as an independent Poisson process
and the downlink backhual delay can be expressed as
Ddlba ,
{
maxk∈{1,...,K}{Ddlba,k}, Collab. APs
mink∈{1,...,K}{Ddlba,k}, Non-collab. APs,
(33)
where Ddlba,k ∼ exp(β) is the downlink backhaul delay from
the anchor node to the kth AP in the virtual cell. In light of
this, the distribution of Ddlba is found as
P[Ddlba ≥ x] =
1− P
[
maxk∈{1,...,K}{Ddlba,k} ≤ x
]
,
P
[
mink∈{1,...,K}{Ddlba,k} ≥ x
]
,
=
{
1− (1− e−βx)K ,
e−βKx
The downlink transmission delay is the time duration in which
the K APs in the virtual cell successfully transmit a message
to the user and its mean can be characterized by the downlink
communication reliability, i.e., E[Ddltr] = 1/ηdlK and its bound
can be found by using Theorem 3. Accordingly, the mean of
the downlink communication delay is given by
E
[
Ddl
]
=
{∫∞
0
[
1− (1− e−βx)K] dx, Collab. APs
1
βK , Non-collab. APs
+
1
ηdlK
(34)
Hence, E
[
Ddl
]
increases as K increases in the case of
collaborative APs, but it decreases as K increases in the case
of non-collaborative APs.
C. Numerical Results
In this subsection, we would like to numerically demonstrate
how E[Dul] and E[Ddl] vary with the densities of the APs
and users and the number of the APs in a virtual cell. Assume
the total available bandwidth is 100 MHz and there are 20
subbands (channels) so that each subband has 5 MHz and
δ = 1/20 = 0.05. By assuming an URLLC message of 512
bits and θ = 1, users/APs thus need at most 0.1024 ms to
transmit one message because the transmitting rate is at least
5 × 106 × log2(1 + θ) = 5 Mbps. The means of the uplink
and downlink communication delays found in the previous
subsection need to transform their unit to ms by multiplying
0.1024 ms. Fig. 7 shows the simulation results of the sum
of E[Dul] and E[Ddl] based on the network parameters in
Table II and β = 5 messages/ms. In Fig. 7(a), we see that
E[Dul]+E[Ddl] does not vary much with µ/λ2 and the delay
performance in the case of collaborative APs is worse than
that in the case of non-collaborative APs. Fig. 7(b) also shows
how the delay performances in both cases change along K. As
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Fig. 7. Numerical results of E[Dul] + E[Ddl] for showing the latency performances of collaborative APs and non-collaborative APs: (a) E[Dul] + E[Ddl]
versus µ/λ2 for K = 5, (b) E[Dul] + E[Ddl] versus K for µ/λ2 = 0.1 (users/small cell AP) and λ2 = 0.001 (APs/m2).
expected, when K gets larger, E[Dul] + E[Ddl] in the cases
of collaborative and non-collaborative APs becomes larger
and smaller, respectively. For the case of collaborative APs,
the mean of the total delays increases as the number of the
APs in the virtual cell increases, which is mainly because the
downlink backhaul delay dominates the total delays. Although
increasing the number of the APs in a virtual cell indeed
improves the communication reliability, it degrades the delay
performance. Hence, we should be aware of the trade-off
problem between the communication reliability and latency
when users associate with multiple APs.
V. CONCLUDING REMARKS
This paper provides an alternative effective approach to
achieving URLLC in a HetNet by using open-loop commu-
nications and multi-cell association. Such a solution stems
from the idea that extremely reliable communications is hardly
benefited by receiver’s feedback that causes additional latency,
which breaks the longstanding concept of a tradeoff between
communication reliability and latency from the prevailing
closed-loop communications in the current cellular system
and its predecessors. From the perspective of latency, ultra-
reliable open-loop communications is the key to ultimately
fulfilling the goal of ultra-low latency in the network. To
analytically demonstrate this point, the users in the HetNet
are assumed to proactively associate with multiple APs in their
virtual cell so as to significantly improve their link reliability.
The communication reliability problems in the uplink and
downlink are accurately modeled and analyzed by considering
the void cell phenomenon for the multi-cell association case.
Their analytical and simulated results indicate that the target
reliability of 99.999% can be accomplished by the PMCA
scheme. The latency problems in the uplink and downlink
are studied as well and their analytical and simulated results
ensure that ultra-low latency of 1 ms can be achieved by the
PMCA scheme if the APs are sufficiently deployed and the
number of the APs in a virtual cell is properly chosen.
APPENDIX
PROOFS OF LEMMAS AND THEOREMS
A. Proof of Lemma 1
According to Theorem 1 in [24], we can obtain the follow-
ing result:
P
[
max
m,i:Am,i∈Φ
wm‖Am,i‖−α ≤ x−α
]
= P
[
‖A˜1‖ ≥ x
]
= exp
(
−pix2
2∑
m=1
w
2
α
mλm
)
,
where ‖A˜1‖ , minm,i:Am,i∈Φ w
1
α
m‖Am,i‖ and ‖A˜1‖2 ∼
exp(pi
∑2
m=1 w
2/α
m λm) is an exponential random variable
with parameter pi
∑2
m=1 w
2/α
m λm. Let Φ˜ , {A˜k ∈ R2 :
k ∈ N+} be a homogeneous PPP of density
∑2
m=1 w
2/α
m λm
and A˜k is the kth nearest point in Φ˜ to the origin. Also,
we define Φ˜m , {A˜m,k ∈ R2 : A˜m,k = w1/αm A˜k, A˜k ∈
Φ˜, k ∈ N+} and it is a homogeneous PPP of density λ˜m ,∑2
i=1(wi/wm)
2/αλi based on the result of Theorem 1 in [22].
This means that Φ˜m can be viewed as a sole homogeneous PPP
equivalent to the superposition of all independent homoge-
neous PPPs in the network (i.e.,
⋃2
i=1 Φi) when all tier-i APs
in Φi are scaled by (wm/wi)2/α. Thus, (3) can be equivalently
expressed as ‖Vk‖ d= ‖A˜m,k‖, k = 1, 2, . . . , where d= stands
for the equivalence in distribution. This result also indicates
that the typical user can be imaged to equivalently associate
with the first K nearest APs in Φ˜m.
Since the typical user can associate with its first K weighed
nearest APs in the network, the distance between the typical
user and its Kth weighed nearest AP is ‖VK‖ and ‖VK‖2 d=
‖A˜m,K‖2 where ‖A˜m,K‖2 is the sum of K i.i.d. exponential
random variables (RVs) which have the same distribution as
‖A˜m,1‖2 and thus ‖VK‖2 ∼ Gamma(K,piλ˜m) is a Gamma
RV with shape K and rate λ˜m. Let Cm,i denote the cell area
of AP A˜m,i in which all users associate with A˜m,i when the
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PMCA scheme is adopted and each user associates with its
first K nearest APs in Φ˜m. From [22] and [28], we learn
that the Lebesgue measure of Cm,i, denoted by ν(Cm,i), for
K = 1 can be accurately described by a Gamma RV with the
following pdf for all i ∈ N+:
fν(Cm)(x) ≈
(ζλ˜mx)
ζ
xΓ(ζ)
e−ζxλ˜m , for K = 1,
where ζ = 72 . Since the mean of ν(Cm,i) for K = 1 is 1/λ˜m
and it is also equal to E[pi‖V1‖2], the mean of ν(Cm,i) for
K > 1 is equal to E[pi‖VK‖2] = K/λ˜m. Accordingly, for
K > 1, fν(Cm) must be equal to
fν(Cm)(x) ≈
(ζmxλ˜m/K)
ζm
xΓ(ζm)
e−ζmxλ˜m/K , for K > 1.
Note that All ν(Cm,i)’s have the same distribution and they
may not be independent. Let Φ˜m(Cm,i) denote the number of
users associating with A˜m,i so that pm,n for K > 1 can be
expressed as
pm,n , P[Nm = n] = P[Φ˜m(Cm,i) = n]
= E
[
(λ˜mν(Cm)µ)n
n!
exp(−λ˜mν(Cm)µ)
]
=
∫ ∞
0
(λ˜mxµ)
n
n!
exp(−λ˜mxµ)fν(Cm)(x)dx,
which can be completely carried out by using the above
expression of fν(Cm)(x) for K > 1. Thus, the result in (5)
is obtained.
B. Proof of Theorem 1
(i) According to the definition of S−K , S−K can be
alternatively written as
S−K =
∞∑
i=K+1
HiWi‖Vi‖−α
d
=
∑
j:V˜j∈Φ˜
Hj(‖V˜K‖2 + ‖V˜j‖2)−α2 ,
where d= denotes the equivalence in distribution, Φ˜ , {V˜j ∈
R2 : V˜j = WjVj , Vj ∈ Φ, j ∈ N+} is a homogeneous PPP of
density λ˜, and ‖V˜j+i‖2 = ‖V˜j‖2 +‖V˜i‖2 for all i, j ∈ N+ and
i 6= j based on the proof of Proposition 1 in [29]. Therefore,
the Laplace transform of S−K can be calculated as shown in
the following:
LS−K (s)
= E
exp
−s‖V˜K‖−α ∑
j:V˜j∈Φ˜
Hj
(
1 +
‖V˜j‖2
‖V˜K‖2
)−α2
(a)
= EYK
[
exp
(
−piλ˜
∫ ∞
0
EH
[
1− eHsY
−α
2
K (1+
r
YK
)−
α
2
]
dr
)]
(b)
= EYK
[
exp
(
−piλ˜YK
∫ ∞
1
P
[
YKr
′ ≤
(
sH
Z
) 2
α
]
dr′
)]
(c)
= EYK
{
exp
[
−piλ˜YK`
(
s
Y
α
2
K
,
2
α
)]}
,
where
(a)
= follows from the probability generating functional
(PGFL) of the homogeneous PPP Φ˜ [30] [31] and Yk , ‖V˜k‖2,
(b) is obtained by using Z ∼ exp(1), and (c) is obtained by
using the derivation technique in the proof of Proposition 2
in [22]. Thus, LS−K (s) is equal to the result in (8) because
Yk ∼ Gamma(k, piλ˜).
(ii) Next, we find the Laplace transform of SK . According to
the definition of Vk in (3), we know that S∞ , limK→∞ SK
in (7) can be equivalently expressed as
S∞
d
=
∑
m,i:Am,i∈Φ
Hm,iwm‖Am,i‖−α,
where all Hm,i’s are i.i.d. RVs with the same distribution
as Hk and Φ ,
⋃2
m=1 Φm. Thus, LS∞(s) can be found as
follows:
LS∞(s) = E
exp
−s ∑
m,i:Am,i∈Φ
Hm,iwm‖Am,i‖−α

(a)
= E
exp
−s ∑
k:V˜k∈Φ˜
Hk‖V˜k‖−α

(b)
= exp
[
−piλ˜s 2αE
[
H
2
α
]
Γ
(
1− 2
α
)]
= exp
[
− piλ˜s
2
α
sinc(2/α)
]
,
where (a) follows from Theorem 1 [24] and (b) follows from
the PGFL of the homogeneous PPP Φ˜. Next, LS−K (s) can be
derived as shown in the following:
LS−K (s) = E
exp
−s ∑
k:Vk∈V∞\VK
HkWk
‖Vk‖α

= E
exp
−s ∑
k:V˜k∈V˜∞\V˜K
Hk
‖V˜k‖α
 ,
where V˜∞ , {V˜k : k ∈ N+} is a homogeneous PPP of density
λ˜, V˜k is the kth nearest point in V˜∞ to the typical user and
V˜K , {V˜1, . . . , V˜K}. Since ‖V˜k‖2 ∼ Gamma(k, piλ˜) is the
sum of k i.i.d. exponential RVs with parameter piλ˜, we can
get
E
exp
−s ∑
k:V˜k∈V˜∞\V˜K
Hk
‖V˜k‖α

= E
exp
− s‖V˜K‖α
∑
k:V˜k∈V˜∞
Hk
(1 + ‖V˜k‖2/‖V˜K‖2)α2

=
∫ ∞
0
E
 ∏
k:V˜k∈V˜∞
exp
(
− sx
−α2 Hk
(1 + ‖V˜k‖2/x)α2
) f‖V˜K‖2(x)dx
(c)
= EYK
{
e
−piλ˜YK`
(
sY
−α
2
K ,
2
α
)}
where (c) is obtained by first finding the PGFL of V˜∞ and we
then follow the derivation steps in the proof of Proposition 4
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in [29] to derive function `(·, ·). In addition, we can know the
following:
LS∞(s) =E
[
e−s(SK+S∞−K)
]
=E
exp (−sSK) · exp
−s ∑
k:V˜k∈V˜∞\V˜K
Hk
‖V˜k‖α

=E‖V˜K‖2
{
exp (−sSK)
× E
[
e
−s∑k:V˜k∈V˜∞\V˜K Hk‖V˜k‖−α
∣∣∣∣V˜K]}
=EY 2K
{
exp
[
−sSK − piλ˜YK`
(
sY
−α2
K ,
2
α
)]}
= exp
[
− piλ˜s
2
α
sinc(2/α)
]
,
which yields
LSK (s) = exp
[
− piλ˜s
2
α
sinc(2/α)
]
× E
{
exp
[
piλ˜YK`
(
sY
−α2
K ,
2
α
)]}
,
and it can be expressed as (10) due to YK ∼ Gamma(K,piλ˜).
(iii) For the upper bound on P[SK ≥ y] for y ≥ 0, we can
find it by using the following inequality:
P
[
K∑
k=1
Zk ≥ y
]
= 1− P
[
K∑
k=1
Zk ≤ y
]
≤ 1−
K∏
k=1
P [Zk ≤ zky] ,
where all Zk’s are non-negative RVs, zk ∈ [0, 1] for all
k ∈ {1, 2, . . . ,K} and ∑Kk=1 zk = 1. By using the above
inequality, the upper bound on P[SK ≥ y] can be thereupon
found as follows:
P[SK ≥ y] ≤ 1−
K∏
k=1
P
[
HkWk‖Vk‖−α ≤ zky
]
= 1−
K∏
k=1
P
[
Hk ≤ zky‖V˜k‖α
]
= 1−
K∏
k=1
E
[
1− exp
(
−yzkY
α
2
k
)]
(d)
= 1−
K∏
k=1
[
1− L
Y
α
2
k
(yzk)
]
.
Since Yk+1 > Yk , we select zk =
E[Yk]∑K
i=1 E[Yi]
= 2kK(K+1) to get
a tighter lower bound. Then substituting the above zk into the
above result in step (d) yields the upper bound on P[SK ≥ y]
in (11).
C. Proof of Lemma 2
Let Mk denote the number of the users associating with
the kth AP in the virtual cell. The probability of no collisions
happening in the cell of the kth AP is δ(1 − δ)Mk−1 if the
probability of a user selecting any one of the RRUs for each
AP is δ. Suppose the radio resource (available bandwidth) of
each AP can be divided into R radio resource units so that we
have δ = 1R . Thus, the probability that an AP in the virtual
cell does not have collisions, denoted by ρul, can be written
as
ρul =
R∑
r=1
δ E
[
(1− δ)Mk−1]
=
R∑
r=1
1
R
E
[
(1− δ)Mk−1] = E [(1− δ)Mk−1] ,
where E[(1 − δ)Mk−1] = ∑2m=1 P[Vk ∈ Φm]E[(1 −
δ)Mk−1|Vk ∈ Φm] and we thus have
ρul =
2∑
m=1
ϑmE
[
(1− δ)Nm−1]
=
2∑
m=1
ϑm
∞∑
n=1
pm,n(1− δ)n−1,
where ϑm = P[Vk ∈ Φm] and Nm is the number of the
users associating with a tier-m AP. Moreover, we know that
the probability that the nearest AP to the user located at the
origin is from the mth tier is P[‖Am,∗‖−α ≥ ‖Ai,∗‖−α] =
P[‖Am,∗‖2 ≤ ‖Ai,∗‖2] for m 6= i in which Ai,∗ is the nearest
point in Φi to the user. Since c−1‖Am,∗‖2 ∼ exp(cpiλm) for
any c > 0, we thus have ϑm = P
[‖Am,∗‖2 ≤ ‖Ak,∗‖2] =
λm∑m
i=1 λi
. Substituting the above result of ϑm into the above
expression of ρul yields the result in (13). In addition, the
uplink non-collision reliability of the user is the probability
that there is at least one non-collision AP in the virtual and
it thus can be expressed as ρulK = 1 − (1 − ρul)K , which is
equal to the result in (14) by substituting the result of ρul in
(13) into ρulK .
D. Proof of Theorem 2
First consider the scenario in which all K APs in the virtual
cell do not collaborate and the transmit power q of users is
equally allocated to the K APs, i.e., qi = qk = q/K for all
i ∈ N+ and all k ∈ {1, . . . ,K}. If all the non-collision uplink
SIRs in (16) are independent, we have
ηulK =1− P
[
max
k∈{1,...,K}
{γulk 1(Vk ∈ VncK )} ≤ θ
]
≈1−
K∏
k=1
(
P
[
γulk ≤ θ
]
P[1(Vk ∈ VncK ) = 1] + 1
− P[1(Vk ∈ VncK ) = 1]
)
(a)
= 1−
K∏
k=1
{
1− ρulP [γulk ≥ θ]} ,
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where (a) follows from the result of P[1(Vk ∈ VncK ) = 1] =∑2
m=1 ϑm
∑∞
n=1 pm,n(1− δ)n−1 = ρul. Whereas P[γulk ≥ θ]
can be derived as shown in the following:
P[γulk ≥ θ] = P
[
hk‖Vk‖−α∑
j:Uj∈Ua hj‖Vk − Uj‖−α
≥ θ
]
(b)
= E
exp
−θ‖Vk‖α ∑
j:Uj∈Ua
hj
‖Uj‖α

(c)
= E‖Vk‖2
[
exp
(
−piθ
2
α ‖Vk‖2µa
sinc(2/α)
)]
(d)
=
(
1 +
θ
2
αµa
sinc(2/α)λ˜
)−k
,
where (b) follows from hk ∼ exp(1) and the Slivnyak theorem
saying that the statistical property of a homogeneous PPP
evaluated at Vk is the same as that evaluated at the origin
(or any point in the network) [25], [31], (c) is obtained by
first applying the PGFL of a homogeneous PPP to Ua that is
a homogeneous PPP of density µa = δ(1− p0)
∑2
m=1 λm =
δ(1− p0)λ˜, and (d) is due to ‖Vk‖2 ∼ Gamma(k, piλ˜). Then
substituting the result of P[γulk ≥ θ] into the result of ηulK
found in (a) leads to the result in (18). Next, we consider the
case in which a user can associate with all APs in the network,
i.e., K goes to infinity in this cas, and we would like to find
ρul∞ , limK→∞ ρulK . We use the above results in (a) and (c)
to approximately express ρul∞ as
ρul∞ ≈ 1− E
{ ∏
Vk∈Φ
(
1− ρulP [γulk ≥ θ|Vk])
}
= 1− exp
{
−piρulλ˜
∫ ∞
0
e−
piθ
2
α rµa
sinc(2/α) dr
}
,
which is equal to the result in (19) by carrying out the integral
in the last equality for µa = δλ˜.
Next we would like to find the bounds on ηulK when all the
non-collision APs in the virtual cell are able to collaborate.
The upper bound on ηulK in (17) can be thereupon derived as
follows:
ηulK =P
[∑
k:Vk∈VK hkqk‖Vk‖−α1(Vk ∈ VncK )∑
j:Uj∈Ua\VK hjqj‖Vk − Uj‖−α
≥ θ
]
(e)
=ρulP
 ∑
k:Vk∈VK
hk
‖Vk‖α ≥ θ
∑
j:Uj∈Ua
hj
‖Uj‖α

(f)
≤ ρul
{
1−
K∏
k=1
(
1− EYk
[
exp
(
− piµaYk
sinc(2/α)
(
2kθ
K(K + 1)
) 2
α
)])}
,
where (e) follows from P[1(Vk ∈ VncK )] = ρul and qj = q/K
for all j, and (f) follows from the result in (11) for wm = 1.
Thence, using EYk [exp(−sYk)] = (1 + s/piλ˜)−k for s > 0
and substituting µa = δ(1− p0)λ˜ into the above result of ηulK
yield the result in (20).
E. Proof of Theorem 3
(i) Since the intra-virtual-cell interference exits in the virtual
cell, we know that γdlk in (22) can be equivalently expressed
as γdlk
d
= Hk‖V˜k‖
−α∑
i:V˜i∈V˜K\V˜k Hi‖V˜i‖
−α+IdlK
≤ Hk‖V˜k‖−α
I˜dlk
where
I˜dlk ,
∑
j:V˜j∈Φ˜\V˜k
OjHj
‖V˜j‖α , Φ˜, V˜k, and V˜k are already defined
in Appendix B and Oj is the Bernoulli random variable
associated with V˜j and it is unity if V˜j is not void and zero
otherwise. Note that the inequality comes from the fact that
I˜dlk is smaller than
∑
i:V˜i∈V˜K\V˜k Hi‖V˜i‖−α + IdlK because it
does not contain the interference from the first k APs. Thus,
ηdlK = 1−EVK
{∏K
k=1 P
[
γdlk ≤ θ|VK
]}
is upper bounded by
ηdlK ≤ 1− EV˜k
{
K∏
k=1
P
[
Hk‖V˜k‖−α
I˜dlk
≤ θ
∣∣∣∣V˜k
]}
(a)
= 1−
K∏
k=1
{
1− E
[
e
−θ‖V˜k‖α
∑
j:V˜j∈Φ˜
OjHj
‖V˜j‖α
]}
,
where (a) is obtained by the assumption that all γdlk ’s are
independent and Hk ∼ exp(1). According to the result in
(12) and the density of the APs in Φ˜ that uses the same RRU
is δλ˜, the expectation in step (a) can be simplified as follows:
E
exp
−θ ∑
j:V˜j∈Φ˜
OjHj
(
‖V˜j‖2
‖V˜k‖2
)−α2 
=
{
1 + `
(
θ,
2
α
)
δE
[
O
2
α
]}−k
.
Thus, we have the upper bound ηdlK ≤ 1 −∏K
k=1
{
1−
(
1 + δ`
(
θ, 2α
)
E
[
O
2
α
])−k}
, which yields
the result in (25) because E[O2/α] = P[O = 1] =∑2
m=1 ϑm(1− p0,m).
(ii) Now consider the case of K →∞. In this case, all APs
in the network are associated with the typical user and γk
in (22) can be rewritten as γdlk =
HkQk‖Vk‖−α∑
i:Vi∈V∞\Vk HiQi‖Vi‖−α
d
=
Hk‖V˜k‖−α
I˜dlk
where I˜dlk ,
∑
i:V˜i∈V˜∞\V˜k Hi‖V˜i‖−α. For a given
‖V˜k‖2 = r and Hk ∼ exp(1), we have P[γdlk ≥ θ] =
P
[
H ≥ θr α2 I˜dlk
]
= exp
(
− piλ˜θ
2
α r
sinc(2/α)
)
. Thus, ηdl∞ can be
expressed and derived as follows:
ηdl∞ = 1− P
[
max
k:V˜k∈V˜∞
{γdlk } ≤ θ
]
(b)
= 1− exp
[
−piλ˜
∫ ∞
0
exp
(
− piδλ˜θ
2
α r
sinc(2/α)
)
dr
]
,
where (b) follows by assuming all γk’s are independent and
then finding the PGFL of V˜∞. Carrying out the integral in the
step of (b) leads to the result in (26).
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(iii) When all the K APs in the virtual cell can collaborate,
ηdlK in (24) can be rewritten as
ηdlK = P
[ ∑K
k=1Hk‖V˜k‖−α∑
i:V˜i∈Φ˜\V˜K OiHi‖V˜i‖−α
≥ θ
]
(c)
≤ 1− P
K max
k
{Hk} ≤ θ‖V˜1‖α
∑
i:V˜i∈Φ˜\V˜K
OiHi
‖V˜i‖α

(d)
= 1−
1− E
exp
−θ‖V˜K‖α
Kα/2+1
∑
i:V˜i∈Φ˜\V˜K
OiHi
‖V˜i‖α

K
(e)
= 1−
{
1−
[
1 + δ`
(
θ
K
α
2 +1
,
2
α
)
×
2∑
m=1
ϑm(1− pm,0)
]K}−K
where (c) is because (minkHk)‖V˜K‖−α < Hk‖V˜k‖−α for all
k < K, (d) is due to P[mink{Hk} ≤ x] = 1 − exp(−Kx)
and replacing set Φ˜\V˜K with set Φ˜\V˜1, and (e) follows from
the result in (12) for setting K as unity and θ as θK . Hence,
(27) is acquired and the proof is complete.
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