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Abstract
Given an observable pair of matrices (C,A) we consider the manifold of (C,A)-invariant subspaces
having a fixed Brunovsky–Kronecker structure. Using Arnold techniques we obtain the explicit form of a
miniversal deformation of a marked (C,A)-invariant subspace with respect to the usual equivalence relation.
As an application, we obtain the dimension of the orbit and we characterize the structurally stable subspaces
(those with open orbit).
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1. Introduction
Given an observable linear map defined on a subspace or, as another interpretation, an ob-
servable pair of matrices (C,A), where A ∈ Mn(C) and C ∈ Mm,n(C), with Brunovsky indices
k = (k1, k2, . . . , kr ), we consider the manifold of (C,A)-invariant subspaces with fixed Bru-
novsky indices of the restriction h = (h1, h2, . . . , hs), denoted by Inv(k, h). In [7], the implicit
form of a miniversal deformation of an element of Inv(k, h) with respect to the usual equiv-
alence relation between subspaces is obtained (see Theorem 2.5). In [6], an interesting class
of (C,A)-invariant subspaces, which are called (C,A)-marked, is introduced (see Definition
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3.2). In this note, we obtain the explicit form of this deformation when the (C,A)-invariant
subspace is marked. The fact that the dimension of a miniversal deformation is the codimension
of the orbit allows us to obtain the dimension of the orbit. As a consequence, we character-
ize the structurally stable (C,A)-marked subspaces, that is to say, the subspaces with open
orbit.
This paper is a similar study to the one in [2], where the equations stated in [4] are solved
for the square case when the subspace is marked. Neither of these studies is a generalization of
the other one. Rather, they are somehow complementary cases since a map defined in a subspace
admits a decomposition on an observable map and an endomorphism.
The paper is organized as follows. In Section 2, the concepts and results that we use to obtain
our results are summarized. Particularly, in Section 2.1, we present the differentiable structure
of the set Inv(k, h) studied in [5]. In Section 2.2, we present the statement of Theorem 2.5 [7],
which gives us the implicit form of a miniversal deformation of a (C,A)-invariant subspace in
Inv(k, h) with respect to the usual equivalence relation between these subspaces.
In Section 3, we first recall the definition of a (C,A)-marked subspace 3.2 and we define what
we understand as its canonical matrix representation. Propositions 3.6 and 3.7 solve the equations
of Theorem 2.5 when the (C,A)-invariant subspace is marked, and Theorem 3.8 gives the explicit
form of a miniversal deformation of a (C,A)-marked subspace. In Theorem 4.1, we calculate the
codimension of a (C,A)-marked subspace orbit and we use this result to describe the structurally
stable (C,A)-marked subspaces in Corollary 4.2.
2. Prerequisites
For the convenience of the reader, and in order to fix the notation, we recall the differentiable
structure of Inv(k, h) as an orbit space introduced in [5], which is used together with the Arnold
techniques in [7].
2.1. The differentiable structure of Inv(k,h)
Let E be a C-vectorial space of dimension n. If M is a space of matrices, we denote by M∗ the
subset of matrices in M having full rank. If G is a subset of a topological space, we denote by G its
adherence. We denote by Gln(C) the linear group of invertible matrices of Mn(C) and by Gr(d)
the Grassmann manifold of d-dimensional subspaces. We fix a basis of E and, if X ∈ Mn,d(C),
we denote by Sp(X) the subspace spanned by the vectors whose components in this basis are the
columns of X.
Definition 2.1. Let k = (k1, k2, . . . , kr ) and h = (h1, h2, . . . , hs) be two partitions with k1 +
· · · + kr = n and h1 + · · · + hs = d , s  r , hi  ki , 1  i  s. We denote by M(k, h) the set of
matrices X ∈ M∗n,d(C) such that
X =
⎛
⎜⎝
X1,1 · · · X1,s
...
...
Xr,1 · · · Xr,s
⎞
⎟⎠ , Xi,j ∈ Mki,hj (C), 1  i  r, 1  j  s
with
Xi,j = 0 if ki < hj ,
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Xi,j =
⎛
⎜⎜⎜⎜⎜⎜⎝
xi,j,1 0 · · · 0
xi,j,2 xi,j,1 · · · 0
· · · xi,j,2 · · · xi,j,1
xi,j,ki−hj+1 · · · · · · xi,j,2
0 xi,j,ki−hj+1 · · · · · ·
0 0 · · · xi,j,ki−hj+1
⎞
⎟⎟⎟⎟⎟⎟⎠
if ki  hj ,
that is to say, block matrices with constant diagonals depending on ki − hj + 1 parameters placed
in the blocks with ki  hj , where the first diagonal is the element in the top left corner.
Example 2.2. X ∈ M((3, 2, 2), (2, 1)) is⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1,1,1 0 x1,2,1
x1,1,2 x1,1,1 x1,2,2
0 x1,1,2 x1,2,3
x2,1,1 0 x2,2,1
0 x2,1,1 x2,2,2
x3,1,1 0 x3,2,1
0 x3,1,1 x3,2,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
Lemma 2.3. M(h, h) is a subgroup of Gld(C) that acts freely on M(k, h) by right multiplication.
The following theorem introduces a differentiable structure in Inv(k, h):
Theorem 2.4. Let φ : M(k, h) −→ Gr(d) be the map defined by φ(X) = Sp(X) and φ˜ the map
induced by φ onto the orbit space M(k, h)/M(h, h). Then,
1. φ˜ : M(k, h)/M(h, h) −→ Inv(k, h) is a bijection.
2. The orbit spaceM(k, h)/M(h, h) has a differentiable structure such that the natural projection
π : M(k, h) −→ M(k, h)/M(h, h) is a submersion (that is, the linear map (dπ)X is surjective
for all X ∈ M(k, h)).
3. dim Inv(k, h) = dim M(k, h) − dim M(h, h).
2.2. Miniversal deformation of a (C,A)-invariant subspace
If we consider the manifoldM = Inv(k, h) and the left multiplication by the elements of the Lie
group G = M(k, k) as the action, then the orbit of a subspace S, O(S), is the set of its equivalent
subspaces and we have the next result.
In [2] (Section 2.2) the definition of miniversal deformation and the fact that the dimension of
a miniversal deformation of a point is the codimension of the orbit of this point are shown.
Theorem 2.5 [7]. Let X ∈ M(k, h) and V = Sp(X). A miniversal deformation of V in Inv(k, h)
with respect to the group action M(k, k) is formed by
{Sp(X + W) : W ∈ M(k, h), trace(PXW ∗) = trace(XQW ∗) = 0 ∀P ∈ M(k, k),
∀Q ∈ M(h, h)}.
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3. Miniversal deformation of a (C,A)-marked subspace
We first recall the definition of a (C,A)-marked subspace.
Theorem 3.1 [3]. Let f : E −→ F be a linear map defined in a subspace E of F, dim E = n,
dim F = n + m. There exist bases {vi}1in+m of F called Brunovsky bases, which in the case,
where f is observable, have the following form:
There exist ki ∈ N, 1  i  r, k1 + k2 + · · · + kr = n called Brunovsky numbers and for
1  j  n
f (vj ) = vn+l if j =
l∑
i=1
ki 1  l  r,
otherwise
f (vj ) = vj+1,
where {vi}1in is a basis of E and 〈vi〉nin+m⊕E = F.
In these bases the matrix expression of f is⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
N1
N2
.
.
.
Nr
E1
E2
.
.
.
Er
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where Ni is the nilpotent ki-square matrix
Ni =
⎛
⎜⎜⎜⎜⎜⎝
0 0 0 0· · · 0 0
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...
...
...
...
...
0 0 0 · · · 1 0
⎞
⎟⎟⎟⎟⎟⎠
and Ei is the ki-row matrix
Ei =
(
0 · · · 0 1) .
{v1, v2, . . . , vk1} is the first Brunovsky chain, and if j =
∑l−1
i=1 ki, 2  l  r, {vj+1, vj+2, . . . ,
vj+kl } is the l-Brunovsky chain.
Definition 3.2. Let V ⊂ E be an invariant subspace with respect to a linear map defined in a
subspace f : E −→ F . It is said that V is f -marked (or (C,A)-marked) if there is a Brunovsky
basis of the restriction fˆ : V −→ F extendible to a Brunovsky basis of f .
For more information about Brunovsky bases and (C,A)-marked subspaces, we refer to [1,3,
6].
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Remark 3.3. If V ∈ Inv(k, h) is (C,A)-marked and h1  h2  · · ·  hs > hs+1 = · · · = hr =
0, there is no restriction to suppose that k = (k1, k2, . . . , kr ) is ordered in such a way that the
i-Brunovsky chain of length hi of V is contained in the i-Brunovsky chain of length ki of E and
ki  ki+1 if hi = hi+1. From now on we will consider this order.
Lemma 3.4. Let V ∈ Inv(k, h) be a (C,A)-marked subspace. Then, there is X ∈ M(k, h) such
that Sp(X) ∈ O(V ) with X = (Xi,j ), Xi,j ∈ Mki,hj (C), where
Xj,j =
(
0
Ihj
)
if 1  j  s
and Xi,j = 0 otherwise.
Proof. If V = Sp(X) with X ∈ M(k, h), the columns of X are a Brunovsky basis of V .
As V is (C,A)-marked, it has a Brunovsky basis extendible to the whole space, that is to say,
there exists Q ∈ M(h, h) such that the columns of XQ are a Brunovsky basis of V extendible to a
whole basis. By changing the basis of the whole space to the extended Brunovsky basis through the
matrix P ∈ M(k, k), we have that PV = Sp(PXQ) ∈ O(V ) and PXQ has the desired form. 
Definition 3.5. Let V ∈ Inv(k, h) be a (C,A)-marked subspace. We say that the matrix X ∈
M(k, h) obtained in Lemma 3.4 is its canonical matrix representation or the canonical matrix
representation of its orbit in Inv(k, h). (Notice that all the equivalent (C,A)-marked subspaces
have the same canonical matrix representation.)
We now solve the equations of Theorem 2.5 when the (C,A)-invariant subspace is marked
by giving the explicit form of a miniversal deformation of the subspace spanned by its canonical
matrix representation.
Proposition 3.6. Let X ∈ M(k, h) be the canonical matrix representation of a (C,A)-marked
subspace of Inv(k, h). The matrix W ∈ M(k, h) is a solution of
trace(PXW ∗) = 0 for all P ∈ M(k, k)
if and only if
wi,j,l = 0, kj − hj < l  ki − hj + 1 for all 1  i  r, 1  j  s, ki  kj .
Proof. The form of X implies that (PX)i,j = ∑rk=1 Pi,kXk,j = Pi,jXj,j .
Hence, (PXW ∗)i,q = ∑sj=1 Pi,jXj,jW ∗q,j .
Then,
trace(PXW ∗) =
r∑
i=1
trace
⎛
⎝ s∑
j=1
Pi,jXj,jW
∗
i,j
⎞
⎠ = ∑
ir,js
trace
(
P
(hj )
i,j W
∗
i,j
)
,
where P (hj )i,j is the matrix formed by the last hj columns of Pi,j .
As the equality trace(PXW ∗) = 0 holds for all P ∈ M(k, k), the equation is equivalent to the
system
trace
(
P
(hj )
i,j W
∗
i,j
)
= 0 1  i  r, 1  j  s ∀P ∈ M(k, k).
As Pi,j = 0 if ki < kj , we only need to study the case ki  kj .
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Computing the first terms of the system, we have
trace
(
P
(hj )
i,j W
∗
i,j
)
=
ki∑
q=1
⎛
⎝
hj∑
t=1
(
P
(hj )
i,j
)
q,t
(
Wi,j
)
q,t
⎞
⎠
=
ki∑
q=1
hj∑
t=1
pi,j,q−t+1+hj−kj w¯i,j,q−t+1
and making the change l := q − t + 1, the system becomes
hj∑
t=1
ki−t+1∑
l=2−t
pi,j,l+hj−kj w¯i,j,l = 0 1  i  r, 1  j  s ∀P ∈ M(k, k),
where we agree that pi,j,t = 0 if t  0 or t > ki − kj + 1 and wi,j,t = 0 if t  0 or t > ki −
hj + 1.
Considering only the terms which are not always null and that, whenever w¯i,j,l appears, it is
multiplied by the same coefficient pi,j,l+hj−kj , which can take any value because the equation
holds for all P ∈ M(k, k), we obtain that
wi,j,l = 0 if 1  i  r, 1  j  s, kj − hj < l  ki − hj + 1. 
Proceeding as in the above proposition, we have:
Proposition 3.7. Let X ∈ M(k, h) be the canonical matrix representation of a (C,A)-marked
subspace of Inv(k, h). The matrix W ∈ M(k, h) is a solution of
trace(XQW ∗) = 0 for all Q ∈ M(h, h)
if and only if
wi,j,l = 0, ki − hi < l  ki − hj + 1 for all 1  i  r, 1  j  s, hi  hj .
Finally, the solution of the system formed by the equations of Propositions 3.6 and 3.7 gives us
the explicit form of a miniversal deformation of a (C,A)-marked subspace with respect to the
considered equivalence relation.
Theorem 3.8. Let V ∈ Inv(k, h) be a (C,A)-marked subspace. If V = Sp(X) and X ∈ M(k, h)
is its canonical matrix representation, then a miniversal deformation of V in Inv(k, h) is formed
by
{
Sp(X + W) : W ∈ M(k, h), wi,j,l = 0 if min(ki − hi, kj − hj ) < l  ki − hj + 1,
ki  kj or hi  hj
}
.
Proof. From Theorem 2.5, W ∈ M(k, h) must be the solution of the equations of Propositions
3.6 and 3.7.
Considering that the only non-null blocks of W ∈ M(k, h) are those in which ki  hj , we
have five different cases
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(I) ki  kj  hi  hj ,
(II) ki  hi > kj  hj ,
(III) ki  kj  hj > hi,
(IV) kj > ki  hi  hj ,
(V) kj > ki  hj > hi.
In (I) and (II), the conditions in the two above propositions must be satisfied unlike in (III) and
(IV), where only one must be satisfied. They can be summarized in one single condition
wi,j,l = 0 if min(ki − hi, kj − hj ) < l  ki − hj + 1, ki  kj or hi  hj ,
1  i  r, 1  j  s.
Case (V) gives no condition for the parameters of Wi,j . 
We illustrate the above theorem with the following example:
Example 3.9. Let V ∈ Inv((4, 2), (2, 1)). In this case,
X + W =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0
0 0 0
1 0 0
0 1 0
0 0 0
0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎠
+
⎛
⎜⎜⎜⎜⎜⎜⎝
w1 0 w3
w2 w1 0
0 w2 0
0 0 0
w4 0 w5
0 w4 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
4. Dimension of the orbit and structural stability
The following statement gives us the dimension of the orbit for the considered subspaces:
Theorem 4.1. Let V ∈ Inv(k, h) be a (C,A)-marked subspace. Then,
dimO(V )⊥ =
∑
ir,js,kikj orhihj
min(ki − hi, kj − hj )
+
∑
ir,js,kj>kihj>hi
(ki − hj + 1),
where h and k are ordered as in Remark 3.3.
Proof. The dimension of O(V )⊥ is the number of parameters in the miniversal deformation.
Using Theorem 3.8 we have the stated formula. 
We now study the (C,A)-marked subspaces with open orbit, i.e., the ones with the dimension of
the manifold as the dimension of their orbit. They are known as structurally stable (C,A)-marked
subspaces.
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Corollary 4.2. Let (C,A) be an observable pair with Brunovsky characteristic k = (k1, . . . , kr ).
A (C,A)-marked subspaceV ∈ Inv(k, h)withh = (h1, . . . , hs) is structurally stable with respect
to the considered equivalence relation if and only if
kj = hj for all 1  j  s.
Proof. The result is a consequence of Theorem 4.1 because V ∈ Inv(k, h) is structurally stable
if and only if O(V ) = Inv(k, h).
For the first term of dimO(V )⊥ to be null, it is necessary and sufficient that kj = hj if 1 
j  s. In this case, the second term does not exist because
kj > ki  hj > hi, 1  j  s
reduces to kj > ki  kj > hi , which is obviously impossible. 
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