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Abstract
We present a certain analog for variational inequalities of the classical result on
bifurcation from simple eigenvalues of Crandall and Rabinowitz. In other words, we
describe the existence and local uniqueness of smooth families of nontrivial solutions
to variational inequalities, bifurcating from a trivial solution family at certain points
which could be called simple eigenvalues of the homogenized variational inequality. If
the bifurcation parameter is one-dimensional, the main difference between the case of
equations and the case of variational inequalities (when the cone is not a linear subspace)
is the following: For equations two smooth half-branches bifurcate, for inequalities only
one. The proofs are based on scaling techniques and on the implicit function theorem. The
abstract results are applied to a fourth order ODE with pointwise unilateral conditions (an
obstacle problem for a beam with the compression force as the bifurcation parameter).
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1. Introduction
This paper concerns bifurcation of smooth solution branches from the trivial
solution branch for parameter depending variational inequalities of the type
λ ∈Λ, u ∈K: 〈u− F(λ,u),ϕ − u〉 0 for all ϕ ∈K. (1.1)
Here K is a closed convex cone in a real Hilbert space H , λ ∈Λ is the bifurcation
parameter,Λ is a normed vector space and F :Λ×H →H is a smooth map with
F(λ,0)= 0 for all λ ∈Λ.
The problem (1.1) can be written equivalently as the nonlinear equation
u= PK
(
F(λ,u)
)
, (1.2)
where PK :H →K is the projection of H onto K (see, e.g., [1] or [5]).
Our aim is to prove a certain analogue for (1.1) to the so-called “main
theorem on generic bifurcation for multiparameter operator equations (bunch
theorem)” [14, Chapter 8.11]. This theorem is a generalization of the classical
result of Crandall and Rabinowitz [3] on bifurcation from simple eigenvalues
(see also [2, Chapter 5.5]). In other words, we will describe the existence and
local uniqueness of smooth families λ= λˆ(ν), u= uˆ(ν) (where ν is an artificial
parameter parametrizing the solution family) of nontrivial solutions to (1.1),
bifurcating from the trivial solution family at certain points which could be called
simple eigenvalues of the “linearization” of (1.1). If Λ= R, the main difference
between the case of equations and the case of variational inequalities (when K is
not a linear subspace) can be easily formulated: For equations two smooth half-
branches bifurcate, for inequalities only one.
As an example, we consider a model of a beam which is simply fixed on
its ends, compressed by a force proportional to a parameter λ ∈ Λ = R, and
supported from below by fixed obstacles at given points xi , i = 1, . . . , n. This
is a unilateral boundary value problem of the form(
u′′
1− u′2
)′′
−
(
u′′2u′
(1− u′2)2
)′
+ λ
(
u′√
1− u′2
)′
= 0
in (0,1) \ {x1, . . . , xn}, (1.3)
u(0)= u(1)= u′′(0)= u′′(1)= 0, (1.4)
u(xi) 0, u′′′(xi−) u′′′(xi+),
u(xi)
(
u′′′(xi−)− u′′′(xi+)
)= 0
for all i = 1, . . . , n. (1.5)
(In Section 3 also unilateral obstacles from above are simultaneously considered.)
This problem can be written as (1.1) in the space H :=W 2,2(0,1) ∩W 1,20 (0,1)
with K := {ϕ ∈ H : ϕ(xi)  0, i = 1, . . . , n}. As a consequence of our abstract
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results, we will obtain the existence and local uniqueness of smooth branches
λ = λˆ(ν), u = uˆ(ν) of nontrivial solutions to (1.3), (1.4), (1.5) bifurcating from
the branch of trivial solutions at “simple” eigenvalues of the problem
u′′′′ − λu′′ = 0 in (0,1) \ {x1, . . . , xn} (1.6)
with (1.4), (1.5). (The assumption of simplicity is more complicated than in the
case of equations.) We call this problem a “linearization” of (1.3)–(1.5), but, of
course, it is a strongly nonlinear problem again (the conditions (1.5) cannot be
linearized). In fact, one of the main complications in the study of bifurcation
problems for variational inequalities is that they cannot be really linearized and
the usual ideas from the analytic bifurcation theory for equations based on a
linearization cannot be used, in general.
Our proofs are based on scaling techniques and on implicit function theorem.
Let us explain the main ideas on the example (1.3)–(1.5). We consider a fixed
eigenvalue λ0 of (1.6), (1.4), (1.5) having a unique normed eigenfunction u0.
We show that all possible nontrivial solutions near (λ0,0) must be of the form
u = s(u0 + v) with s > 0, v small and v belonging to a certain complement to
span{u0}. Inserting this into (1.2) and dividing by s, we get the equivalent problem
u0 + v = PK
(
L
(
λ, s(u0 + v)
)
(u0 + v)
)
, (1.7)
where
L(λ,u) :=
1∫
0
∂F
∂u
(λ, tu)dt .
It follows that, if u0(xi) > 0 or u′′′0 (xi−) < u′′′0 (xi+) (which guaranties u0(xi)=
0), then this condition holds also for all possible small nontrivial solutions in
a neighbourhood of (λ0,0). We assume that u′′′0 (xi−) < u′′′0 (xi+) for i from
a subset A0 of the set of indices A = {i = 1, . . . , n} and u0(xi) > 0 for all
i ∈ A \ A0. (That means any obstacle is either “active with respect to u0” or
is not touched by u0 at all.) Hence, all possible solutions in a neighbourhood of
(λ0,0) belong to a subspace H0 := {ϕ ∈ H : ϕ(xi) = 0, i ∈ A0}. Moreover, we
can show that in this neighbourhood, Eq. (1.7) (which is nonsmooth and cannot
be linearized in general) is equivalent to the equation
u0 + v = PL
(
λ, s(u0 + v)
)
(u0 + v), (1.8)
where P is the orthogonal projection onto H0. This equation is smooth and has a
natural linearization, which enables us to use implicit function theorem (in order
to solve it with respect to λ and v near the solution λ= λ0, s = 0, v = 0).
In the abstract situation, we consider the particular case when the cone K is
the intersection of half spaces:
K = {u ∈H : 〈u,vα〉 0 for all α ∈A}.
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Here A is a set and {vα}α∈A is a family of vectors in H . Moreover, we deal with
cases when there exists a subset A0 in A such that for all ν under consideration
we have〈
uˆ(ν), vα
〉= 0 for all α ∈A0,〈
uˆ(ν), vα
〉
> 0 for all α ∈A \A0. (1.9)
In applications this means that the set of the “active” constraints A0 does not
depend on the bifurcation parameter λ = λˆ(ν). The basic step is to show that
near a given point (λ0,0), solutions to (1.1) can be obtained as those of an
equation u= PF(λ,u) where P is a projection onto a suitable subspace H0 (see
below). The implicit function theorem is applied in fact to this equation (after a
certain scaling), which is, in contrast to the original variational inequality, smooth
and can be linearized. Notice that not all solutions of the last equation satisfy
simultaneously (1.1). In the case Λ= R, the implicit function theorem produces
two half-branches of bifurcating solutions to this equation but only one of them is
simultaneously a bifurcation branch for (1.1).
Let us recall that the existence of bifurcation points for variational inequalities
has been studied by various methods during the last twenty years. As some of the
first results let us mention [9] (a variational approach for potential problems), [6]
(approach based on a penalty method for nonpotential case), [11] (approach based
on a degree for nonpotential case). For a survey see, e.g., [8] and [15, Chapter 64].
However, as far as we know, nothing is known about a possibility to describe
smooth bifurcating solution families.
Our paper is a natural continuation of [4]. There by means of the implicit
function theorem, results on smooth continuation of solutions and of eigenvalues
and eigenvectors for abstract variational inequalities are established. On this
occasion the following auxiliary result [4, Lemmata 2.2 and 2.3] was proved,
which will be used in the present paper too:
Let P ∈L(H) be the orthogonal projector onto the subspace
H0 :=
{
u ∈H : 〈u,vα〉 = 0 for all α ∈A0
}
.
Suppose ‖vα‖ = 1 for all α ∈A.
Lemma 1.1. Let G :Λ× H → H be continuous, and let λ0 ∈ Λ, u0 ∈ H0 and
c > 0 be such that
〈u0, vα〉 c for all α ∈A \A0, (1.10)〈
G(λ0, u0), (I − P)ϕ
〉
−c∥∥(I − P)ϕ∥∥ for all ϕ ∈K. (1.11)
Moreover, suppose u0 = PK(G(λ0, u0)) or u0 = PG(λ0, u0). Then there exists
an ε > 0 such that PK(G(λ,u))= PG(λ,u) holds for all λ ∈Λ and u ∈H with
‖λ− λ0‖+ ‖u− u0‖< ε.
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Our paper is organized as follows:
In Section 2 we formulate and prove the abstract results. In Section 3 we apply
these results and also the result about a smooth continuation of solutions of [4,
Section 3] to a boundary value problem for a nonlinear fourth order ordinary
differential equation with pointwise unilateral conditions (obstacle problem for a
beam equation).
2. The abstract bifurcation results
In this section we use the notation introduced in Section 1, we suppose the map
F to be Ck-smooth (k  2) and we consider, besides of (1.1), its “linearization”
λ ∈Λ, u ∈K:
〈
u− ∂F
∂u
(λ,0)u,ϕ − u
〉
 0 for all ϕ ∈K. (2.1)
It is well known that for (λ0,0) to be a bifurcation point of (1.1) it is necessary
that there exists a u0 = 0 such that (λ0, u0) satisfies (2.1). Hence, in this section
we consider a fixed solution (λ0, u0) to (2.1). Moreover, we assume that there
exists a c > 0 and a λ∗ ∈Λ such that
〈u0, vα〉 = 0 for all α ∈A0, (2.2)
〈u0, vα〉 c for all α ∈A \A0, (2.3)〈
∂F
∂u
(λ0,0)u0, (I −P)ϕ
〉
−c∥∥(I − P)ϕ∥∥ for all ϕ ∈K, (2.4)
dim ker
(
I − P ∂F
∂u
(λ0,0)
)
= 1, (2.5)
u0 /∈
(
I −P ∂F
∂u
(λ0,0)
)
H0, (2.6)
P
∂2F
∂λ∂u
(λ0,0)(λ∗, u0) /∈
(
I − P ∂F
∂u
(λ0,0)
)
H0, (2.7)
and that the following simplicity condition is satisfied:
if (λ0, u) is a solution to (2.1) with ‖u‖ = ‖u0‖,
then u= u0. (2.8)
Let us denote Λ1 := span{λ∗} and let Λ2 be a closed subspace of Λ such that
Λ=Λ1 ⊕Λ2.
Theorem 2.1. Let (λ0, u0) be a solution to (2.1) such that (2.2)–(2.8) are
satisfied. Further, let (∂F/∂u)(λ0,0) be compact.
Then there exist zero-neighbourhoods U ⊆H and Vj ⊆Λj (j = 1,2), s0 > 0
and Ck−1-maps λˆ1 : [0, s0) × V2 → Λ1 and uˆ : [0, s0) × V2 → H0 such that
λˆ1(0,0)= 0, uˆ(0, λ2)= 0 for all λ2 ∈ V2 and that the following holds:
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(i) For all s ∈ [0, s0) and all λ2 ∈ V2, λ= λ0 + λˆ1(s, λ2)+ λ2, u= uˆ(s, λ2) is a
solution to (1.1).
(ii) If (λ,u) is a solution to (1.1) with u ∈ U , u = 0, λ= λ0 + λ1 + λ2, λj ∈ Vj
(j = 1,2), then λ1 = λˆ1(s, λ2) and u= uˆ(s, λ2) for a certain s ∈ (0, s0).
Proof. We denote
L0 := ∂F
∂u
(λ0,0). (2.9)
Since (2.1) is equivalent to u = PK((∂F/∂u)(λ,0)u) (see, e.g., [5] or [1]), we
have u0 = PK(L0u0). Because of the assumptions (2.2)–(2.4), Lemma 1.1 can
be applied for G(λ,u) := (∂F/∂u)(λ,0)u, and we get u0 = PL0u0. Moreover,
the assumptions (2.5) and (2.6) imply that ker(I − PL0) = span{u0} and u0 /∈
(I − PL0)H . This together with the compactness of L0 gives
H = ker(I − PL0)⊕ im(I − PL0). (2.10)
Let Q ∈L(H) be the projector corresponding to this direct sum, i.e.
kerQ= ker(I − PL0) and imQ= im(I −PL0). (2.11)
It follows from (2.10) that the codimension of (I −PL0)H0 in H0 is one. Hence,
because of (2.7) we have
H0 =
{
P
∂2F
∂λ∂u
(λ0,0)(λ1, u0): λ1 ∈Λ1
}
⊕ (I − PL0)H0. (2.12)
In the first step we show that for any ε > 0 there exist neighbourhoods V ⊆Λ
of λ0 and U ⊆H of zero such that ‖Qu‖ ε‖(I −Q)u‖ holds for each solution
(λ,u) ∈ V × U to (1.1). Suppose the contrary. Then there exist an ε > 0 and a
sequence (λj , uj ) of solutions to (1.1) such that uj → 0, λj → λ0 and
‖Quj‖> ε
∥∥(I −Q)uj∥∥ for all j. (2.13)
We have
uj
‖uj‖ = PK
(
F(λj ,uj )
‖uj‖
)
= PK
(
L0
uj
‖uj‖ +O
(‖λj − λ0‖ + ‖uj‖)
)
for j →∞. (2.14)
Without loss of generality we can assume that, for j →∞, uj/‖uj‖ converges
weakly in H . But then (2.14) implies that it converges strongly in H and, by
using (2.8), we get
uj
‖uj‖ →
u0
‖u0‖ for j →∞.
But u0 ∈ ker(I − PL0), hence
Q
uj
‖uj‖ → 0 for j →∞.
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Now (2.13) implies
(I −Q) uj‖uj‖ → 0 for j →∞,
which is a contradiction.
For λ ∈Λ and u ∈H let us denote
L(λ,u) :=
1∫
0
∂F
∂u
(λ, su)ds. (2.15)
Then L :Λ×H → L(H) is a Ck−1-map, F(λ,u)= L(λ,u)u and L(λ0,0)= L0.
Let us observe that if λ ∈Λ is sufficiently close to λ0, s < 0, v ∈H , |s| and ‖v‖
are sufficiently small, then (λ, s(u0 + v)) cannot satisfy (1.1). Indeed, otherwise
we would have sequences λj ∈ Λ, sj < 0, vj ∈ H such that λj → λ0, sj → 0,
‖vj‖→ 0 and
sj (u0 + vj )= PK
(
L
(
λj , sj (u0 + vj )
)
sj (u0 + vj )
)
.
Dividing it by −sj , using the positive homogeneity of PK we obtain by the
limiting process that −u0 = PK(L0(−u0)). Hence, −u0 would be a solution to
(2.1), which contradicts (2.8).
This together with the first step above implies that for any ε > 0 there are
neighbourhoods V ⊂ Λ of λ0 and U ⊂ H of zero such that for all nontrivial
solutions (λ,u) ∈ V ×U of (1.1) we have
u= s(u0 + v), s > 0, v ∈ im(I − PL0), ‖v‖< ε. (2.16)
Inserting (2.16) into the equation u= PK(F(λ,u)) and dividing by s, we get
u0 + v = PK
(
L
(
λ, s(u0 + v)
)
(u0 + v)
)
. (2.17)
We introduce a new parameter λ˜= (λ, s) ∈ Λ˜ :=Λ×R and a mapping G : Λ˜×
H → H by G(λ˜,u) := L(λ, su)u. It follows from Lemma 1.1 that (2.17) with
s ∈ [0, ε), ‖v‖< ε, ‖λ− λ0‖< ε, ε small enough, is equivalent to
u0 + v = PL
(
λ, s(u0 + v)
)
(u0 + v). (2.18)
Now let us solve (2.18) for small s and v and for λ close to λ0. We have to solve
u0 + v − PL
(
λ0 + λ1 + λ2, s(u0 + v)
)
(u0 + v)= 0,
s ∈R, v ∈ (I −PL0)H0, λj ∈Λj . (2.19)
The partial derivative with respect to (λ1, v) of the left-hand side of (2.19) in the
solution s = 0, λ1 = 0, λ2 = 0, v = 0 is
(λ1, v) → (I − PL0)v − P ∂
2F
∂λ∂u
(λ0,0)(λ1, u0). (2.20)
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This is, because of (2.12), a bijective map from Λ1 × (I − PL0)H0 onto H0.
Hence, (2.19) can be locally solved by the implicit function theorem in terms of
λ1 = λˆ1(s, λ2) and v = vˆ(s, λ2), and the assertion (i) is proved with
uˆ(s, λ2) := s
(
u0 + vˆ(s, λ2)
)
. (2.21)
Recalling the equivalence of (2.17) and (2.18) and realizing that v ∈ H0 for any
solution of (2.18) we obtain (ii) from the unicity assertion of the implicit function
theorem. ✷
Remark 2.1. The mappings λˆ1 and uˆ, produced by Theorem 2.1, are Ck -smooth
in all arguments (s, λ2) with s > 0. Indeed, for s > 0 we have PL(λ, s(u0 +
v))(u0 + v) = (1/s)PF(λ, s(u0 + v)), and, hence, the left-hand side of (2.19)
is Ck-smooth in all arguments (s, λ1, λ2, v) with s > 0. Moreover, the partial
derivative with respect to (λ1, v) of the left-hand side of (2.19) in the solutions
(s, λˆ1(s, λ2), λ2, vˆ(s, λ2)) for s ∈ (0, s0) and λ2 ∈ V2 is an isomorphism as well
as (2.20). Hence, the implicit function theorem yields the desired regularity result.
Remark 2.2. Theorem 2.1 is closely related to the so-called main theorem
on generic bifurcation for multiparameter operator equations (bunch theorem)
[14, Chapter 8.11]. The only difference (besides the fact that this theorem is
formulated in a Banach space context) consists in the following:
In the bunch theorem the bifurcating nontrivial solutions are smoothly
parametrized as λ = λ0 + λˆ1(s, λ2) + λ2 and u = s(u0 + vˆ(s, λ2)) with s ∈
(−s0, s0) and λ2 ∈Λ2 close to zero, i.e., with small positive and small negative s.
For Λ= R this means that the set of all nontrivial solutions near (λ0,0) consists
of two half-branches.
In Theorem 2.1 the bifurcating nontrivial solutions to a variational inequality
(1.1) are smoothly parametrized as above, but only with s ∈ [0, s0). For Λ = R
this means that the set of all nontrivial solutions near (λ0,0) consists of only
one half-branch. This is a consequence of the simplicity assumption (2.8) which
guarantees, particularly, that nontrivial solutions to (1.1) cannot bifurcate in the
direction −u0 (see the proof of Theorem 2.1). The simplicity condition in the
form (2.8) is natural for variational inequalities. Notice that for the existence of
two half-branches bifurcating in the directions u0 and −u0, both (λ0, u0) and
(λ0,−u0) should satisfy (2.1). Such situation is excluded by the assumption (2.8)
and, moreover, it is possible to show that even without the assumption (2.8) this
can happen only in the case K = H0, A =A0. This case is not typical from the
point of view of variational inequalities because the problem (2.1) with such K
and A0 is linear.
Let us notice also that if K = H0 then the problems s(u0 + v) =
PK(L(λ, s(u0 + v))(s(u0 + v))), s = 0, and u0 + v = PK(L(λ, s(u0 + v))(u0 +
v)), s = 0, are equivalent only for s > 0.
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Remark 2.3. The number s0 and the zero neighbourhood V2 in the assertion
of Theorem 2.1 can be chosen so small that the following holds: There exists
a constant c˜ > 0 such that for all s ∈ [0, s0) and all λ2 ∈ V2 we have〈
uˆ(s, λ2), vα
〉
 sc˜ for all α ∈A \A0, (2.22)〈
F
(
λ0 + λˆ1(s, λ2)+ λ2, uˆ(s, λ2)
)
, (I −P)ϕ〉−sc˜∥∥(I − P)ϕ∥∥
for all ϕ ∈K. (2.23)
Indeed, if (2.22) were not true, then there would exist sequences sj > 0, c˜j > 0
and λ2j ∈ Λ2, converging to zero, and αj ∈ A \ A0 (j = 1,2, . . .) such that
〈uˆ(sj , λ2j ), vαj 〉< sj c˜j . Because of (2.21) this yields 〈u0+ vˆ(sj , λ2j ), vαj 〉< c˜j .
Using the assumption (2.3), it follows that c + 〈vˆ(sj , λ2j ), vαj 〉< c˜j . But this is
a contradiction because of ‖vα‖ = 1 for all α ∈ A and of vˆ(sj , λ2j )→ 0 for
j →∞.
Analogously, if (2.23) were not true, then there would exist sequences sj > 0,
c˜j > 0 and λ2j ∈ Λ2, converging to zero, and ϕj ∈ K (j = 1,2, . . .) such that
‖(I − P)ϕj‖ = 0 and〈
L
(
λ0 + λˆ1(sj , λ2j )+ λ2j , uˆ(sj , λ2j )
)
uˆ(sj , λ2j ),
(I −P)ϕj
‖(I −P)ϕj‖
〉
>−sj c˜j .
Using (2.4) and (2.21), we get
−c˜j <
〈
L
(
λ0 + λˆ1(sj , λ2j )+ λ2j , uˆ(sj , λ2j )
)(
u0+vˆ(sj , λ2j )
)
,
(I −P)ϕj
‖(I −P)ϕj‖
〉
−c+
〈
L
(
λ0 + λˆ1(sj , λ2j )+ λ2j , uˆ(sj , λ2j )
)(
u0 + vˆ(sj , λ2j )
)
,
(I − P)ϕj
‖(I − P)ϕj‖
〉
−
〈
L0u0,
(I − P)ϕj
‖(I − P)ϕj‖
〉
.
However, this is a contradiction again, because λˆ1(sj , λ2j )→ 0 and vˆ(sj , λ2j )→
0 for j →∞.
Remark 2.4. Let (λ0, u0) be a solution to (2.1) and let (2.5) hold. Moreover,
let (∂F/∂u)(λ0,0) be a symmetric operator on H . Then P(∂F/∂u)(λ0,0) is a
symmetric operator on H0, and span{u0} is the orthogonal complement in H0 of
(I − P(∂F/∂u)(λ0,0)H0. Hence, (2.6) is satisfied, and (2.7) is equivalent to〈
∂2F
∂λ∂u
(λ0,0)(λ∗, u0), u0
〉
= 0.
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Remark 2.5. Let the assumptions of Theorem 2.1 be fulfilled. We can use [4,
Theorem 4.1] with L(λ)= (∂F/∂u)(λ,0), µ0 = 1 for the eigenvalue problem
µ ∈R, λ ∈Λ, u ∈K:
〈
µu− ∂F
∂u
(λ,0)u,ϕ− u
〉
 0
for all ϕ ∈K. (2.24)
Hence, for all λ≈ λ0 we have a unique solutionµ= µˆ(λ), u= uˆ(λ) to (2.24) near
µ= 1 with ‖uˆ(λ)‖ = ‖u0‖, and µ= µˆ(λ) is a simple eigenvalue of the operator
P(∂F/∂u)(λ,0). Moreover, I −P(∂F/∂u)(λ,0) is an isomorphism on H if and
only if µˆ(λ) = 1 (cf. [4, Remark 4.3]).
The functions µˆ and λˆ1, determined by [4, Theorem 4.1] and Theorem 2.1,
respectively, are connected in the following way: For λj ∈ Vj (j = 1,2) such that
λ= λ0 +λ1 +λ2 ∈ V we have µˆ(λ0 +λ1 +λ2)= 1 if and only if λ1 = λˆ1(0, λ2).
For the proof, let us define a function g, mapping a zero neighbourhood in
Λ1 ×Λ2 into R, by g(λ1, λ2) := µˆ(λ0 + λ1 + λ2). We have (∂g/∂λ1)(0,0)λ1 =
µˆ′(λ0)λ1 = 0 for all λ1 ∈Λ1 by [4, Remark 4.4, Eq. (4.11)] and (2.7). It follows
from the implicit function theorem that if the neighbourhoods Vj of zero in
Λj (j = 1,2) are small enough then there is a Ck−1-map λ¯1 :V2 → Λ1 such
that λ¯1(0) = 0 and µˆ(λ0 + λ1 + λ2) = 1 with λj ∈ Vj (j = 1,2) if and only
if λ1 = λ¯1(λ2). Furthermore, we have (2.18) with λ = λ0 + λˆ1(s, λ2) + λ2,
v = vˆ(s, λ2) for all s ∈ [0, s0), λ2 ∈ V2 (see the proof of Theorem 2.1). It
follows that for s = 0 and any fixed λ2 ∈ V2, one is an eigenvalue of the
operator PL(λ0 + λˆ1(0, λ2)+ λ2,0)= P(∂F/∂u)(λ0 + λˆ1(0, λ2)+ λ2,0) with
the corresponding eigenvector u0+ vˆ(0, λ2). Further, [4, Remark 4.3] ensures that
µˆ(λ0 + λˆ1(0, λ2) + λ2) = 1, the properties of the function λ¯1 described above
imply that λˆ1(0, λ2)= λ¯1(λ2) for all λ2 ∈ V2, and our assertion follows.
Remark 2.6. As in [4, Lemma 2.3], one can verify the following assertion:
Suppose that A0 is a finite set, assume that the vectors {vα}α∈A0 are linearly
independent and let {v∗α}α∈A0 be the dual basis in span{vα :α ∈ A0} as in [4,
Lemma 2.3]. Then the condition (2.4) is equivalent to〈
∂F
∂u
(λ0,0)u0, v∗α
〉
< 0 for all α ∈A0, (2.25)
and for any fixed s ∈ (0, s0) and λ2 ∈ V2, the condition (2.23) is equivalent to〈
F
(
λ0 + λˆ1(s, λ2)+ λ2, uˆ(s, λ2)
)
, v∗α
〉
< 0 for all α ∈A0. (2.26)
Finally, we will consider a particular case when our cone is determined by one
obstacle, i.e., K is a halfspace.
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Corollary 2.1. Let (λ0, u0) satisfy (2.1) with A = A0 = {1}. Assume that
(∂F/∂u)(λ0,0) is compact,
there is no nontrivial solution to u= ∂F
∂u
(λ0,0)u, (2.27)
and (2.6), (2.7) are fulfilled. Then the assertion of Theorem 2.1 holds.
Proof. The proof is the same as that of [4, Corollary 4.5]. We must only replace
L(λ0) by (∂F/∂u)(λ0,0), the conditions (4.2)–(4.5), (4.7) from [4] by (2.2)–
(2.5), (2.8) from Theorem 2.1 and put µ0 = 1. ✷
Remark 2.7. The following assertion holds for abstract variational inequalities of
the type
λ ∈R, u ∈K: 〈u− λL0u,ϕ − u〉 0 for all ϕ ∈K (2.28)
with a linear compact operator L0 in a Hilbert space and a general closed convex
cone K with its vertex at the origin:
If λ1 < λ2 are two characteristic values of the operator L0 such that there
are corresponding eigenvectors u1, u2 ∈ intK , then there exist λ0 ∈ (λ1, λ2) and
u0 ∈K with ‖u0‖ = 0 such that (λ0, u0) satisfies (2.28).
Results of this type were proved in [6], a simpler proof and a generalization to
cones with empty interior was given in [11].
As a consequence of Remark 2.7 we get the following assertion.
Proposition 2.1. Let A=A0 = {1}, Λ=R and
∂F
∂u
(λ,0)= λL0 with a linear compact operator L0 = L∗0.
Let λ1 < λ2 be two characteristic values of L0 with eigenvectors u1, u2 satisfying
〈uj , v1〉 > 0, j = 1,2, and let us assume that there is no characteristic value
of L0 between λ1 and λ2. Then there exists a solution (λ0, u0) to (2.1) with
λ0 ∈ (λ1, λ2), u0 ∈ K , ‖u0‖ = 0, 〈u0, v1〉 = 0 satisfying the assumptions of
Corollary 2.1.
Proof. Let λ0 and u0 be from the assertion of Remark 2.7. By the assumption, λ0
is no characteristic value of L0 and therefore (2.27) holds. In particular, u0 ∈ intK
is excluded. Hence 〈u0, v1〉 = 0. The conditions (2.6), (2.7) are trivially fulfilled
because L0 is symmetric. ✷
Remark 2.8. It is easy to verify that all the results of this section can be extended
in an obvious way to the case that F is defined only on an open subset D ⊂Λ×H
with (λ0,0) ∈D.
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3. Applications to unilateral problems for a nonlinear beam equation
In this section we will apply the results of Section 2 and [4, Section 3] to the
differential equation(
u′′
1− u′2
)′′
−
(
u′′2u′
(1− u′2)2
)′
+ λ
(
u′√
1− u′2
)′
= 0
in (0,1) \ {x1, . . . , xn} (3.1)
with boundary conditions
u(0)= u(1)= u′′(0)= u′′(1)= 0 (3.2)
and unilateral conditions
u(xα) 0, u′′′(xα−) u′′′(xα+),
u(xα)
(
u′′′(xα−)− u′′′(xα+)
)= 0 for all α ∈A+,
u(xα) 0, u′′′(xα−) u′′′(xα+),
u(xα)
(
u′′′(xα−)− u′′′(xα+)
)= 0 for all α ∈A−. (3.3)
Here 0 = x0 < x1 < · · · < xn < xn+1 = 1 are given points, u′′′(xα±) :=
limx→xα± u′′′(x) for α ∈ A := {1, . . . , n}, and A± are given subsets of A with
A+ =A \A−. By a solution we mean a function
u ∈ C2([0,1])∩C4([xα, xα+1]), α = 0, . . . , n, (3.4)
with |u′(x)|< 1 for all x ∈ [0,1] and satisfying (3.1)–(3.3).
Remark 3.1. The condition (3.4) means, in particular, that u is four times
continuously differentiable on the subintervals [xα, xα+1] (one sided derivatives
at xα, xα+1). The third and the fourth derivative need not exist at xα , α =
1, . . . , n. Solutions u of our problem can have a jump in the third derivative at
xα determined by the condition (3.3). If a function u satisfies (3.1)–(3.4) and
u′′′(xα−) = u′′′(xα+) for some α = 1, . . . , n then u ∈ C4([xα−1, xα+1]) and the
equation from (3.1) holds in (xα−1, xα+1).
The problem (3.1)–(3.3) is a mathematical model for the buckling behaviour
of a moderately bended elastic beam which is simply supported at its ends, com-
pressed by a force proportional to λ and supported by fixed unilateral obstacles
from below or from above at the points xα , α ∈A+ or α ∈A−, respectively (cf.,
e.g., [10], where (3.1), (3.2) is studied with more general unilateral conditions,
and [9,12] and [8, Example 4.3] for corresponding semilinear equations). In this
case, the value u′′′(xα+) − u′′′(xα−) is proportional to the force acting to the
obstacle at the point xα (cf. [7]).
Let us remark that all the results of this section can be generalized to a great
extend, for example to equations of the type
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u′′′′ + λu′′ + (b2(λ,u,u′)u′′ + c2(λ,u,u′)u′ + d2(λ,u,u′)u)′′
+ (a1(λ,u,u′)u′′2 + b1(λ,u,u′)u′′ + c1(λ,u,u′)u′ + d1(λ,u,u′)u)′
+ a0(λ,u,u′)u′′2 + b0(λ,u,u′)u′′ + c0(λ,u,u′)u′ + d0(λ,u,u′)u= 0
with smooth coefficient functions ai , bi , ci and di .
3.1. Existence of smooth bifurcation branches
We are going to prove a bifurcation result for (3.1)–(3.4) by means of
Theorem 2.1. To this end we fix subsets A±0 of A± with A+0 ∪ A−0 = A0 :={α1, . . . , αm} and consider the conditions
u(xα)= 0 for all α ∈A0, (3.5)
u(xα) > 0 for all α ∈A+ \A0,
u(xα) < 0 for all α ∈A− \A0, (3.6)
u′′′(xα−) < u′′′(xα+) for all α ∈A+0 ,
u′′′(xα−) > u′′′(xα+) for all α ∈A−0 . (3.7)
We will use the linearization of (3.1)
u′′′′ + λu′′ = 0 in (0,1) \ {x1, . . . , xn}. (3.8)
Remark 3.2. It follows from Remark 3.1 that, if u satisfies (3.2)–(3.4), (3.6),
(3.8), then u ∈ C2([0,1]) ∩ C4([xαi , xαi+1]) (i = 0, . . . ,m, α0 := 0, αm+1 :=
n + 1), and u satisfies the equation from (3.8) in (xαi , xαi+1), i = 0, . . . ,m. If
u(xα) > 0 for all α ∈A+ and u(xα) < 0 for all α ∈A− then u ∈ C4([0,1]) and
u′′′′ + λu′′ = 0 in (0,1). (3.9)
Theorem 3.1. Let (λ0, u0) satisfy (3.2)–(3.8) and the following unicity conditions:
If (λ0, v0) satisfies (3.2), (3.4), (3.5), (3.8) then there exists
a constant c ∈R such that v0 = cu0. (3.10)
If (λ0, v0) satisfies (3.2)–(3.4), (3.8) then there exists
a constant c 0 such that v0 = cu0. (3.11)
Then there exist ε > 0, s0 > 0 and Ck−1-maps λˆ : [0, s0)→ R and uˆ : [0, s0)→
W 2,2(0,1) with λˆ(0)= λ0, uˆ(0)= 0 such that the following holds:
(i) The pair (λˆ(s), uˆ(s)) satisfies (3.1)–(3.7) for all s ∈ [0, s0).
(ii) If (λ,u) satisfies (3.1)–(3.4), |λ − λ0| < ε, ‖u‖W 2,2 < ε and ‖u‖W 2,2 = 0
then λ = λˆ(s), u= uˆ(s) for a certain s ∈ (0, s0) and, moreover, (3.5)–(3.7)
are fulfilled.
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In order to prove Theorem 3.1 we have to arrange the setting of Sections 1
and 2 and [4, Sections 1–4]. We denote
Λ :=R, H :=W2,2(0,1)∩W 1,20 (0,1).
The space H is a Hilbert space with the scalar product 〈u,v〉 := ∫ 10 u′′v′′ dx, the
corresponding norm (denoted by ‖ · ‖W 2,2 ) is equivalent to the usual W 2,2 norm
on H . Since H is continuously embedded into C([0,1]), there exist functions
v1, . . . , vn ∈H such that
〈u,vα〉 = ±u(xα) for all u ∈H and α ∈A± (3.12)
and functions v∗α1 , . . . , v
∗
αm
∈ span{vα1 , . . . , vαm} such that〈
vα, v
∗
β
〉= δαβ for all α,β ∈A0. (3.13)
Remark 3.3. It is easy to verify that for all α ∈ A±0 and x ∈ [0,1] we have
vα(x)=±wα(x)/‖wα‖W 2,2 with
wα(x) :=
{ 1
6x(xα − 1)(x2 + xα(xα − 2)) for 0 x  xα,
1
6xα(x − 1)((x − 1)2 + x2α − 1) for xα  x  1.
The functions vα , α ∈ A0, are linearly independent and we have v∗α =∑
β∈A0 ξαβvβ with real coefficients ξαβ which are defined by
∑
β∈A0 ξαβ ×〈vβ, vγ 〉 = ±v∗α(xγ )= δαγ .
In H we consider the closed convex cone
K := {u ∈H : u(xα) 0 for α ∈A+, u(xα) 0 for α ∈A−}
= {u ∈H : 〈u,vα〉 0 for α ∈A}
and the closed subspace H0 := (span{vα: α ∈A0})⊥ = {u ∈H : u(xα)= 0 for all
α ∈ A0}. By P ∈ L(H) we denote the orthogonal projection from H onto H0.
Further, we introduce the set
D := {(λ,u) ∈R×H : ∣∣u′(x)∣∣< 1 for all x ∈ [0,1]},
which is open in R×H due to the continuous embedding of H into C1([0,1]),
and the map F :D→H , which is defined by
〈
F(λ,u), v
〉 :=
1∫
0
− u
′′u′2
1− u′2 v
′′ +
(
− u
′′2u′
(1− u′2)2 + λ
u′√
1− u′2
)
v′ dx.
It is easy to verify that F is C∞-smooth (cf., e.g., [13, Chapter II.4]) and that
〈
∂F
∂u
(λ,0)u, v
〉
= λ
1∫
0
u′v′ dx.
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Hence, ∂F/∂u(λ,0) is compact because of the compact embedding of H into
C1([0,1]). Thus, we have a concrete model of the abstract setting of Section 2 (cf.
Remark 2.8). For the sake of simplicity, in what follows we will refer to numbered
formulas of Section 2, meaning always the above concrete setting. For example,
we will consider the variational inequality (1.1), which is, in the concrete setting
of this section, nothing else than
(λ,u) ∈D, u ∈K,
1∫
0
u′′(ϕ′′ − u′′)
1− u′2 +
(
u′′2u′
(1− u′2)2 − λ
u′√
1− u′2
)
(ϕ′ − u′)dx  0
for all ϕ ∈K. (3.14)
The following assertion can be proved by standard techniques of variational
inequalities for differential equations (cf. the proof of [4, Observation 5.4]):
Observation 3.2. A couple (λ,u) ∈ D with u ∈ K satisfies the variational
inequality (1.1) if and only if it satisfies (3.1)–(3.4). Analogously, a function
u ∈ K is a solution to the variational inequality (2.1) if and only if it satisfies
(3.2)–(3.4) and (3.8).
Lemma 3.1. Let (λ0, u0) satisfy the assumptions of Theorem 3.1, i.e., (3.2)–(3.8),
(3.10), (3.11). Then (λ0, u0) satisfies the assumptions of Theorem 2.1, i.e., (2.2)–
(2.8).
Proof. The condition (2.2) is equivalent to (3.5) and the condition (2.3) is
equivalent to (3.6).
Now, let us verify the condition (2.4). For all v ∈ H we have (by using the
Green formula and (3.2), (3.3), (3.8), (3.6) for u0)
〈
∂F
∂u
(λ0,0)u0, v
〉
= λ0
1∫
0
u′0v′ dx =−λ0
1∫
0
u′′0v dx =
1∫
0
u′′′′0 v dx
=−
1∫
0
u′′′0 v′ dx +
∑
α∈A
v(xα)
(
u′′′0 (xα−)− u′′′0 (xα+)
)
= 〈u0, v〉 +
∑
α∈A0
v(xα)
(
u′′′0 (xα−)− u′′′0 (xα+)
)
. (3.15)
Taking v = v∗α and using (3.12) and (3.13) for u0 we get〈
∂F
∂u
(λ0,0)u0, v∗α
〉
=±(u′′′0 (uα−)− u′′′0 (xα+)) for all α ∈A±0 .
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Thus, by virtue of Remark 2.6, the condition (2.4) is equivalent to (3.7).
Let us verify the unicity condition (2.5). Let v0 − P(∂F/∂u)(λ0,0)v0 = 0.
Then v0 ∈H0, i.e., (3.5) holds. By using the property of P (cf. [4, Lemma 2.3])
(I −P)u=
∑
α∈A0
〈
u,v∗α
〉
vα
we get for all v ∈H that
0=
〈
v0 − P ∂F
∂u
(λ0,0)v0, v
〉
=
〈
v0 − ∂F
∂u
(λ0,0)v0, v
〉
+
〈
(I − P)∂F
∂u
(λ0,0)v0, v
〉
=
1∫
0
(
v′′0v′′ − λ0v′0v′
)
dx + λ0
∑
α∈A0
v(xα)
1∫
0
v′0
(
v∗α
)′ dx.
This implies that v0 is smooth in (0,1) \ {x1, . . . , xn} and satisfies (3.8). Since
v0 ∈ W 2,2(0,1) ∩ W 1,20 (0,1) we have v0 ∈ C1([0,1]) and v0(0) = v0(1) = 0.
Integrating (3.8) we obtain that v0 ∈ C3([xα, xα+1]) for all α = 0,1, . . . , n.
Integrating (3.8) once again we get v0 ∈ C2([0,1]) ∩ C4([xα, xα+1]) for all
α = 0,1, . . . , n and v′′0 (0)= v′′0 (1)= 0. Hence, v0 satisfies (3.2), (3.4). Thus, the
assumptions of (3.10) are fulfilled, and the assertion of (3.10) yields the desired
result v0 ∈ span{u0}.
The conditions (2.6) and (2.7) are satisfied because of Remark 2.4.
Finally, let us verify the unicity condition (2.8). Let v0 satisfy (2.1). Then,
by Observation 3.2, v0 satisfies (3.2)–(3.4) and (3.8). Hence, (3.11) implies the
claimed uniqueness. ✷
Proof of Theorem 3.1. The existence of the solution branch (λˆ(s), uˆ(s)) follows
now from Theorem 2.1, Observation 3.2 and Lemma 3.1. (Let us note that we
have Λ=Λ1 = R, Λ2 = {0}.) It remains to verify (3.5)–(3.7) for u= uˆ(s). The
condition (3.5) follows from the fact that uˆ(s) ∈H0 for s ∈ (0, s0), the condition
(3.6) follows from Remark 2.3. We can show by the same considerations as in
the beginning of the proof of Lemma 3.1 that the condition (3.7) for u = uˆ(s),
s ∈ (0, s0), is equivalent to (2.26). Hence, it follows by using Remarks 2.3 and 2.6
that uˆ(s) satisfies the condition (3.7) for all s ∈ (0, s0). ✷
Remark 3.4. We can replace (3.1) by a more general equation with nonconstant
coefficients having a linearization(
a(x)u′′
)′′ + λ(b(x)u′)′ = 0 in (0,1) \ {x1, . . . , xn}. (3.16)
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We assume that a, b ∈ L∞(0,1), a(x)  c > 0, b(x) > 0 for a.a. x ∈ (0,1). In
this case we use again the space H :=W 2,2(0,1)∩W 1,20 (0,1) but with the inner
product
〈u,v〉 =
1∫
0
au′′v′′ dx
generating an equivalent norm on H . This enables us to transfer the problem to
the form (1.1) and to prove an analogue of Theorem 3.1; cf. [4, Remark 5.3].
Corollary 3.1. Let A = A0 = {1}. Let (λ0, u0) satisfy (3.2)–(3.4) and (3.8).
Assume that
λ0 is not an eigenvalue of (3.9) with (3.2). (3.17)
Then the assertion of Theorem 3.1 holds.
Proof. The boundary value problem (3.9), (3.2) is equivalent to the equation
in (2.27) in our setting. Hence, Corollary 3.1 follows from Corollary 2.1 and
Remark 2.4. ✷
The existence of couples (λ0, u0) satisfying (3.2)–(3.4), (3.8) and the assump-
tion (3.17) follows for instance from Proposition 2.1 which can be reformulated
for our present setting as the following assertion:
Proposition 3.1. Let A = A0 = {1}. Let (λj , uj ), j = 1,2, be two solutions
of (3.2), (3.9) with λ1 < λ2 and uj (x1) > 0. Let us assume that there is no
eigenvalue of (3.2), (3.9) in (λ1, λ2). Then there exists a couple (λ0, u0) with
λ0 ∈ (λ1, λ2) which satisfies the assumptions of Corollary 3.1.
Let us conclude this section by some computations concerning the question
which λ0 and u0 satisfy the assumptions of Theorem 3.1 or Corollary 3.1.
(A) Let us start with the simplest case A=A+ = A+0 = {1}, A− =A−0 = ∅.
We will show which (λ0, u0) satisfy the assumptions of Corollary 3.1. The
conditions (3.8), (3.5), (3.4) have the form
u′′′′(x)+ λu′′(x)= 0 in (0, x1)∪ (x1,1), (3.18)
u(x1)= 0, (3.19)
u ∈C2([0,1])∩C4([0, x1])∩C4([x1,1]). (3.20)
Let us notice that (3.18), (3.19), (3.2) together with (3.20) are equivalent to the
equation
u− P ∂F
∂u
(λ,0)u= 0. (3.21)
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Any nontrivial function satisfying (3.18), (3.19), (3.2) has the form
u(x)= c1
(
sin
√
λx − sin
√
λx1
x1
· x
)
for x ∈ (0, x1),
u(x)= c2
(
sin
√
λ(1− x)− sin
√
λ(1− x1)
1− x1 (1− x)
)
for x ∈ (x1,1) (3.22)
with some nontrivial c1, c2 ∈ R and λ > 0. The condition u′′(x1−) = u′′(x1+)
gives
c1 sin
√
λx1 − c2 sin
√
λ(1− x1)= 0, (3.23)
and the condition u′(x1−)= u′(x1+) yields
c1
(√
λ cos
√
λx1 − sin
√
λx1
x1
)
+ c2
(√
λ cos
√
λ(1− x1)− sin
√
λ(1− x1)
1− x1
)
= 0. (3.24)
Let M(λ,x1) be the matrix of the system (3.23), (3.24). A nontrivial pair c1, c2
satisfying (3.23), (3.24) exists if and only if
Ψ1(λ, x1) := detM(λ,x1)
= √λ sin√λ− sin
√
λx1 sin
√
λ(1− x1)
x1(1− x1) = 0. (3.25)
(We have used the formula for sin(a + b) with a =√λx1, b =
√
λ(1 − x1).) Let
us remark that if λ = (kπ/x1)2 for some k ∈ Z and λ = (mπ/(1− x1))2 for all
m ∈ Z or λ = (kπ/(1− x1))2 for some k ∈ Z and λ = (mπ/x1)2 for all m ∈ Z,
then it follows from (3.23) and (3.24) that the only function satisfying (3.2),
(3.18)–(3.20) is trivial. If
λ=
(
kπ
x1
)2
=
(
mπ
1− x1
)2
for some k,m ∈ Z
then it follows from (3.24) that c2 = (−1)k+m+1c1 and therefore u= c1 sin
√
λx =
c1 sin(kπx)/x1 in (0,1). However, this is (for any c1 = 0) a nontrivial solution to
(3.9), (3.2). Therefore (3.17) is not fulfilled. Hence, none of these two cases is
interesting for us and in the sequel we will consider only the case(
kπ
x1
)2
= λ =
(
mπ
1− x1
)2
for all k,m ∈ Z. (3.26)
The set of the roots of (3.25) is the set of all eigenvalues of (3.2), (3.18)–(3.20)
(that means of (3.21)).
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Fig. 1. Graph of Ψ1(· ,1/2). Fig. 2. Graph of Ψ1(· ,1/3).
Under the assumption (3.26), dividing (3.25) by sin√λx1 sin
√
λ(1 − x1) and
using the formula for cot(a + b) with a =√λx1, b =
√
λ(1− x1), we obtain
√
λ cot
√
λx1 − 1
x1
=−
(√
λ cot
√
λ(1− x1)− 11− x1
)
. (3.27)
It is not hard to see that there is an infinite sequence of λ satisfying the last
equation, that means (3.25), (3.26). This is the set of all zero points of Ψ1(· , x1)
which are not simultaneously eigenvalues of (3.9), (3.2).
For the particular cases x1 = 1/2 and x1 = 1/3, the graphs of Ψ1(· ,1/2) and
Ψ1(· ,1/3) computed numerically are in Figs. 1 and 2.
Now, let λ := λ0 > 0 be a root of (3.25) satisfying (3.26). Then u0 from (3.22)
with
c2 = c1 sin
√
λ0x1
sin
√
λ0(1− x1)
satisfies
u′′′0 (x)=−c1λ0
√
λ0 cos
√
λ0x for x ∈ (0, x1),
u′′′0 (x)= c1
sin
√
λ0x1
sin
√
λ0(1− x1)λ0
√
λ0 cos
√
λ0(1− x) for x ∈ (x1,1).
It is not hard to show (using the formula for sin(a + b) with a = √λ0x1,
b =√λ0(1− x1)) that
u′′′0 (x1−)− u′′′0 (x1+)=−c1
λ0
√
λ0 sin
√
λ0
sin
√
λ0(1− x1) .
Hence for
signc1 = sign sin
√
λ0
sin
√
λ0(1− x1) (3.28)
we have u′′′0 (x1−) < u′′′0 (x1+), i.e., u0 satisfies also (3.7), therefore it cannot be a
solution to (3.9). Let us remark that we have always sin√λ0 = 0 (hence c1 = 0)
under (3.25), (3.26). Moreover, this implies that there is no nontrivial solution to
(3.9), (3.2) for λ= λ0. Thus, (λ0, u0) satisfies (3.2)–(3.4), (3.8), and (3.17) holds.
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Fig. 3. Graph of u0, x1 = 1/2, λ0 = 4π2. Fig. 4. Graph of u0, x1 = 1/2, λ0 = 80.7629.
Fig. 5. Graph of u0, x1 = 1/3, λ0 = 33.4668. Fig. 6. Graph of u0, x1 = 1/3, λ0 = 9π2.
The above considerations lead to the conclusion that (λ0, u0) satisfies the
assumptions of Corollary 3.1 if and only if λ0 is a root of (3.25) satisfying (3.26),
u0 is of a form (3.22) where c1 = 0 satisfies (3.28) and
c2 = c1 sin
√
λx1
sin
√
λ(1− x1)
.
For such couples (λ0, u0) we can apply Corollary 3.1 to obtain a branch of
nontrivial solutions to (3.1)–(3.4).
In particular, the zero points of Ψ1(· ,1/2) are {4π2, 80.7629, 16π2, 238.718,
36π2, 475.599, 64π2, . . .}, the zero points of Ψ1(· ,1/3) are {33.4668, 9π2,
150.809, 240.272, 36π2, . . .}. Let us note that those which are integer multiples
of π2 are simultaneously eigenvalues of (3.9), (3.2), i.e., they are not interesting
because (3.17) does not hold for them. The condition (3.17) is fulfilled just for the
other λ’s (which are computed numerically).
Let us illustrate the result by some figures. The parameter λ0 corresponding to
Fig. 3 and Fig. 6 does not satisfy (3.26), the corresponding u0 is an eigenfunction
of (3.9), (3.2), therefore (3.17) does not hold and our theory cannot be used. For
λ0 corresponding to Fig. 4 and Fig. 5, (3.26) is fulfilled and (3.17) holds.
(B) Let us consider the case A=A0 = {1,2}, A+ =A+0 = {1}, A− =A−0 ={2}. We will show for which (λ0, u0) the assumptions of Theorem 3.1 are fulfilled.
The conditions (3.8), (3.5), (3.4) now have the form
u′′′′ + λu′′ = 0 in (0, x1)∪ (x1, x2)∪ (x2,1), (3.29)
u(x1)= u(x2)= 0, (3.30)
u ∈ C2([0,1])∩C4([0, x1])∩C4([x1, x2])∩C4([x2,1]). (3.31)
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Note that the problem (3.29)–(3.31) with (3.2) is equivalent to (3.21). By
calculations similar to those in the case A = A0 = {1} we obtain that any
nontrivial function satisfying (3.2) and (3.29), (3.30) is of the form
u(x)= c1 sin
√
λx − c2
x1
x for x ∈ (0, x1),
u(x)= c2
(
cos
√
λ(x − x1)− 1
)+ c3 sin√λ(x − x1)+ c4(x − x1)
for x ∈ (x1, x2),
u(x)= c5 sin
√
λ(1− x)+ c6(1− x) for x ∈ (x2,1) (3.32)
with some λ > 0 and nontrivial c1, . . . , c6 ∈ R. Due to the transition conditions
for u, u′, u′′ (see (3.31)) we get the simple relations
c2 = c1 sin
√
λx1,
c3 = c1
sin
√
λx1
(
cos
√
λ(x2 − x1)− x2x1
)+√λ(x2 − x1) cos√λx1√
λ(x2 − x1)− sin
√
λ(x2 − x1)
,
c4 = c1
(√
λ cos
√
λx1 − sin
√
λx1
x1
)
− c3
√
λ,
c6 =−c5 sin
√
λ(1− x2)
1− x2 (3.33)
and a more complicated system for constants c1, c5:
c1
√
λ(x2 − x1) sin
√
λx2 − x2x1 sin
√
λx1 sin
√
λ(x2 − x1)√
λ(x2 − x1)− sin
√
λ(x2 − x1)
− c5 sin
√
λ(1− x2)= 0,
c1
[
−√λ sin√λx2 + 2
√
λ sin
√
λx1 + λ(x2 − x1) cos
√
λx2
+ 1
x1
sin
√
λx1 sin
√
λ(x2 − x1)−
√
λ
x2
x1
sin
√
λx1 cos
√
λ(x2 − x1)
]
+ c5
[
λ(x2 − x1) cos
√
λ(1− x2)−
√
λ
x2 − x1
1− x2 sin
√
λ(1− x2)
−√λ sin√λ(x2 − x1) cos
√
λ(1− x2)
+ 1
1− x2 sin
√
λ(x2 − x1) sin
√
λ(1− x2)
]
= 0. (3.34)
Let us note that
√
λ(x2 − x1)− sin
√
λ(x2 − x1) > 0 for all λ > 0 and x1 < x2. (3.35)
Let M(λ,x1, x2) be the matrix associated with (3.34). Elementary but horrible
calculations (using again the formula for sin(a + b) several times) lead to the
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conclusion that nontrivial c1, c5 satisfying (3.34) exist for some λ if and only if
Ψ2(λ, x1, x2) := detM(λ,x1, x2)
= −√λ(x2 − x1) sin
√
λ+ 1− x1
1− x2 sin
√
λx2 sin
√
λ(1− x2)
+ x2
x1
sin
√
λx1 sin
√
λ(1− x1)
−
[
2+ sin
√
λ(x2 − x1)√
λx1(1− x2)
]
sin
√
λx1 sin
√
λ(1− x2)
= 0. (3.36)
Let λ := λ0 > 0 be a root of (3.36). Our task is to decide whether the
assumptions of Theorem 3.1 are fulfilled for the couple (λ0, u0) with u0 of the
form (3.32). Since u0 satisfies (3.30), it is sufficient to prove
u′′′0 (x1−) u′′′0 (x1+), u′′′0 (x2−) u′′′0 (x2+) (3.37)
in order to verify the condition (3.3). We have
u′′′0 (x)=−c1λ0
√
λ0 cos
√
λ0x for x ∈ (0, x1),
u′′′0 (x)= c2λ0
√
λ0 sin
√
λ0(x − x1)− c3λ0
√
λ0 cos
√
λ0(x − x1)
for x ∈ (x1, x2),
u′′′0 (x)= c5λ0
√
λ0 cos
√
λ0(1− x) for x ∈ (x2,1). (3.38)
An elementary calculation using (3.38), (3.33) and (3.35) yields that (3.37) is
equivalent to the conditions
c1
(
x2 sin
√
λ0x1 − x1 sin
√
λ0x2
)
 0, (3.39)
c2 sin
√
λ0(x2 − x1)− c3 cos
√
λ0(x2 − x1)
 c5 cos
√
λ0(1− x2). (3.40)
We can choose c1 such that (3.39) holds. The other constants c2, . . . , c6 are
determined by the conditions (3.33) and (3.34). Now, (3.3) is fulfilled if and only
if (3.40) holds. (The numerical computations for particular x1 and x2 show that
(3.40) holds for majority of zero points λ0 ofΨ2(λ, x1, x2)—see examples below.)
The condition (3.6) is obvious because A \A0 is empty.
The condition (3.7) is fulfilled if and only if the inequalities in (3.39) and (3.40)
are sharp.
We have rankM(λ,x1, x2) = 1 for any λ > 0 and x1, x2 ∈ (0,1), x1 = x2
satisfying (3.36) because M(λ,x1, x2) cannot be a trivial matrix (see also (3.35)).
Therefore, (3.10) follows.
It remains to verify (3.11). Let v0 be a solution to (3.8) with (3.2)–(3.4)
corresponding to λ0. If v0(x1) = v0(x2) = 0 then v0 = cu0 by (3.10). If we had
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Fig. 7. Ψ2(· ,1/3,3/4). Fig. 8. Ψ2(· ,1/3,1/2).
v0(x1) = 0, v0(x2) < 0, then λ0 would be a root also of (3.25), and (because of
unicity of the problem withA0 = {1}) v0 would be of the form (3.22) with certain
c′1, c′2. We cannot decide analytically whether this is possible for our λ0, therefore
we a priori exclude all zero points of Ψ1(λ, x1) below in the general conclusion
for the problem with two obstacles x1, x2 ∈ (0,1). Numerical computations
performed in the particular cases x1 = 1/3, x2 = 3/4 and x1 = 1/3, x2 = 1/2
show that λ˜0 is a common zero point of both Ψ2(λ, x1, x2) and Ψ1(λ, x1) if and
only if the corresponding v˜0 of the form (3.22) satisfies v˜0(x2) = 0 and at least
one equality holds in (3.39) and (3.40). This gives a contradiction. Similarly for
the case v0(x1) > 0, v0(x2)= 0, when λ0 would be a zero point of both Ψ1(λ, x2)
and Ψ2(λ, x1, x2). Again, we a priori exclude all zero points of Ψ1(λ, x2) because
we do not know in general whether this can happen for our λ0. If v0(x1) > 0 and
v0(x2) < 0 were fulfilled then v0 ∈ C4([0,1]) would hold and λ0 would be an
eigenvalue of (3.9), (3.2), thus λ0 = (mπ)2 for some m ∈ Z. Again, we a priori
exclude all parameters of such a form. Nevertheless, numerical computations
performed in our two particular cases x1 = 1/3, x2 = 3/4 and x1 = 1/3, x2 = 1/2
show that it is not necessary, because λ˜0 = (mπ)2 with some m ∈ Z is a zero point
of Ψ2(λ, x1, x2) if and only if v˜0(x1)= v˜0(x2)= 0 for the corresponding v˜0 of the
form (3.22).
We can conclude that (λ0, u0) satisfies the assumptions of Theorem 3.1 if and
only if λ0 is a root of (3.36), Ψ1(λ0, xj ) = 0, j = 1,2, λ0 = (mπ)2 for all m ∈ Z,
u0 is of the form (3.32) with constants satisfying (3.33), (3.34), where c1, c3, c5
satisfy sharp inequalities in (3.39) and (3.40). Applying Theorem 3.1 we obtain a
branch of nontrivial solutions to (3.1)–(3.4).
In the particular situation of Fig. 7, the zero points of Ψ2(· ,1/3,3/4)
are {83.9095∗, 149.953∗, 238.113, 341.363∗, 463.63∗, 624.114∗, 972.929,
1173.51∗, (12π)2, 1647.89∗, 1921.73, 2214.32∗, 2518.22∗, 2831.9∗, 3185.31∗,
3554.29, . . .}—only the functions u0 corresponding to the numbers denoted by ∗
satisfy also (3.7) (the other ones do not satisfy (3.7) for α = 2).
Let us illustrate the result by some figures. Note that the assumptions of
Theorem 3.1, in particular (3.7), are fulfilled for u0 from Figs. 9, 10 and 12, for
u0 from Fig. 11 (3.7) fails.
(C) Let us consider the case A = {1,2}, A+ = A0 = A+0 = {1}, A− = {2},
A−0 = ∅. By considerations similar to those in the case A=A0 = {1} we obtain
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Fig. 9. Graph of u0, x1 = 1/3, x2 = 3/4,
λ0 = 83.9095.
Fig. 10. Graph of u0, x1 = 1/3, x2 = 3/4,
λ0 = 149.953.
Fig. 11. Graph of u0, x1 = 1/3, x2 = 3/4,
λ0 = 238.113.
Fig. 12. Graph of u0, x1 = 1/3, x2 = 3/4,
λ0 = 341.363.
that the couple (λ0, u0) satisfies (3.2)–(3.8) if and only if λ0 is a root of (3.25)
satisfying (3.26), u0 is of the form (3.22) with
c2 = c1 sin
√
λx1
sin
√
λ(1− x1)
,
where c1 satisfies (3.28) and u0(x2) < 0. Furthermore, the condition (3.10)
follows from (3.22) and the fact that any solution to (3.2), (3.4), (3.5), (3.8) has
such a form.
The condition (3.11) can be verified as in the case A=A0 = {1,2}: Let v0 be
a solution to (3.8) with (3.2)–(3.4) corresponding to λ0. If v0(x1)= 0, v0(x2) < 0
then v0 trivially satisfies (3.5) and (3.6), hence v0 = cu0 follows from (3.10).
The situation v0(x1) > 0, v0(x2)= 0, when λ0 is a zero point also of Ψ1(λ, x2),
is possible only in the nongeneric case x2 = 1 − x1, v0(x) = cu0(1 − x) for
x ∈ (0,1), c < 0, because we have unicity for the problem with one obstacle. If
we had v0(x1)= v0(x2) = 0 or v0(x1) > 0 and v0(x2) < 0, respectively, then λ0
would be a zero point of Ψ2(λ, x1, x2) or λ0 would be an eigenvalue of (3.9),
(3.2) (hence λ0 = (mπ)2 for some m ∈ Z and v0 ∈ C4([0,1])), respectively.
We cannot decide whether this is possible for our λ0, therefore we a priori
exclude such parameters. Nevertheless, numerical computations for particular
x1 and x2 mentioned in the case (B) show that by excluding these particular
points we do not reduce the set of parameters λ0 satisfying the assumptions of
Theorem 3.1, because they are already excluded by the conditions for the signs of
constants c1, c2.
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The conclusion is the following: The couple (λ0, u0) satisfies the assumptions
of Theorem 3.1 if and only if x1 = 1 − x2, λ0 is a root of (3.25) satisfying
λ0 = (mπ)2 for all m ∈ Z, Ψ2(λ0, x1, x2) = 0, u0 is of the form (3.22) with
c2 = c1 sin
√
λx1
sin
√
λ(1− x1)
,
where c1 satisfies (3.28) and u0(x2) < 0. We can apply Theorem 3.1 to obtain a
branch of nontrivial solutions to (3.1)–(3.4).
Let us consider the particular case from Fig. 5 where x1 = 1/3. If we put,
moreover, x2 ∈ (x1,1 − x1) = (1/3,2/3) then it follows from the computations
performed in the cases (A)–(C) that the corresponding λ0 = 33.4668 is the
smallest eigenvalue of the inequality (2.1) (i.e., the smallest λ for which
there is a nontrivial solution to (3.2)–(3.4), (3.8)) for which the corresponding
eigenfunction u0 touches at least one obstacle. If, moreover, x2 ∈ (1/2,2/3) then
the smallest eigenvalue λ of (2.1), for which the corresponding eigenfunction u
touches no obstacle is λ = 4π2 > λ0 (cf. Fig. 3). Hence, λ0 = 33.4668 is the
smallest eigenvalue of the inequality (2.1). It follows from the considerations in
the case (A) that the couple (λ0, u0) satisfies the assumptions of Theorem 3.1,
therefore there is a smooth branch of nontrivial solutions to (3.1)–(3.4) satisfying
(3.5)–(3.7) and bifurcating from the trivial solution branch in the smallest
eigenvalue of (2.1).
For example, if x1 = 1/3, x2 = 0.6 then the set of eigenvalues of (2.1) is
{33.4668, 36.7999, 4π2, 83.6312, . . .}, the corresponding eigenfunctions satisfy
u1(x1)= 0 and u1(x2) < 0, u2(x1) > 0 and u2(x2)= 0, u3(x1) > 0 and u3(x2) <
0, u4(x1)= 0 and u4(x2)= 0, respectively.
3.2. Continuation of solutions
We can apply the results of [4, Section 3] also to the problem (3.1)–(3.3) to
obtain the following assertion about continuation of solutions. In particular, it
describes the continuation of local bifurcating branches obtained above.
Theorem 3.3. Let (λ0, u0) ∈D be a solution to (3.1)–(3.7). Assume that there is
no nontrivial function u satisfying(
u′′
1− u′20
− 2u
′′
0u
′
0u
′
(1− u′20 )2
)′′
− 2
(
u′′0u′0u′′
(1− u′20 )2
+ 2u
′′2
0 u
′2
0 u
′
(1− u′20 )3
)′
+ λ
(
u′√
1− u′20
− u
′2
0 u
′
(1− u′20 )3/2
)′
= 0
in (0,1) \ {xα1, . . . , xαm} (3.41)
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with (3.2), (3.5) and
u ∈ C2([0,1])∩C4([xαi , xαi+1]), i = 0, . . . ,m. (3.42)
Then there exist δ > 0, ε > 0 and a Ck-map uˆ : (λ0 − ε,λ0 + ε)→ W 2,2(0,1)
such that (λ,u) with |λ− λ0|< ε, ‖u− u0‖W 2,2 < δ satisfies (3.1)–(3.4) if and
only if u= uˆ(λ). In particular, u0 = uˆ(λ0). Moreover, (3.5)–(3.7) are fulfilled for
such (λ,u).
Proof. The proof follows from [4, Theorem 3.1]. The assumptions can be
verified in the same way as those of Lemma 3.1 above. (It is sufficient to
realize that u satisfies (3.41), (3.2), (3.5), (3.42) if and only if it is a solution to
u−P(∂F/∂u)(λ0, u0)u= 0; cf. also [4, Remark 3.2].) The conditions (3.5)–(3.7)
for uˆ(λ) follow similarly as in the proof of Theorem 3.1. ✷
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