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We study the uniform convergence of the quadratic variation of Gaussian processes, taken over large families of 
curves in the parameter space. A simple application of our main result shows that the quadratic variation of the 
Brownian sheet along all rays issuing from a point in [ 0, 1 ] * converges uniformly (with probability one) as long 
as the meshes of the partitions defining the quadratic variation do not decrease too slowly. Another application 
shows that previous quadratic variation results for Gaussian processes on [0, I] actually hold uniformly over 
large classes of partitioning sets. 
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1. Introduction 
We are interested in the convergence of the quadratic variation, taken along a large family 
r of curves, of mean zero, a.s. bounded, Gaussian processes {Zr},=r over general index 
spaces. In particular, our interest will centre on the uniformity of this convergence over the 
curves in lY Our methods, however, will also give the rate of this convergence with virtually 
no extra work. 
The example that initially motivated us was that of the uniform convergence of the 
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quadratic variation of one dimensional restrictions of the Brownian sheet over a family of 
smooth curves in the unit square [ 0, 1 ] 2. A particularly simple application of our main result 
will show that, for example, the quadratic variation of the Brownian sheet along all rays 
issuing from a point in [ 0, 1 ] 2 converges uniformly (with probability one) as long as the 
meshes of the partitions defining the quadratic variation do not decrease too slowly. Another 
application will show that previous quadratic variation results actually hold uniformly over 
large classes of partitioning sets. 
The history of this subject starts with Levy ( 1940)) who showed that if 2 is Brownian 
motion on T= [ 0, 1 ] then 
v, := 5 [Z(k2_“) -Z( (k- 1)2-“)3* 2 1 . 
k=l 
(1.1) 
Levy also established the more general result that if { $} is any dense sequence of points in 
[0, I], and if nn :=(u,,, <. . . <u~~,_~ } is the partition of [0, l] formed by the ordered 
values of (t ,,..., t,_,}, then 
Qn:= 2 [z(u,,k) -z(t&_,)]* z 1 , 
k=l 
(1.2) 
where u,,,~) = 0 and u,,, = 1. 
We shall, in general, be more interested in results of the form (1.2) than those which, 
like ( 1.1)) are tied to a particular mesh. Note that although Q, gives the total quadratic 
variation corresponding to the sequence of partitions of [ 0, 1 J determined by { 7~,}, a ,, no 
assumption on the mesh 
is required. This will not be true in general, and in ( 1.2) is due to the fact that each rrn+, 
is a refinement of TV. 
These results were extended by Dudley (1973) to general set-indexed Brownian proc- 
esses (or Gaussian ’ p-noises’, in his terminology), without either the restriction that the 
partitions form a sequence of refinements, as in ( 1.2), or that they be equispaced, as in 
(1 .l), but under a condition that prevents the mesh from converging to zero too slowly. 
The necessity of such a condition, and the fact that Dudley’s condition was essentially the 
best possible for interval partitions, was shown by Femandez de la Vega ( 1974). Dudley’s 
proof relied heavily on an inequality for the tail probabilities of quadratic forms due to 
Hanson and Wright ( 197 1 ), that plays a key role in the proof of all later results, including 
our own. In particular, Klein and GinC ( 1975) used the Hanson-Wright inequality to extend 
earlier results of Baxter ( 1956) on the quadratic variation of Gaussian processes on [ 0, 1 ] 
from uniform dyadic partitions, as in ( 1 . 1 ), to more general partitions, as in ( 1.2)) but 
under Dudley’s decay condition on the mesh. They also extended results of Gladyshev 
(1961), who studied a somewhat different class of Gaussian processes for which 2a”V,, 
converges to an a.s. limit for a certain p. We shall have more to say on all of these results 
later. 
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The paper is structured as follows. The following section sets up notation, describes the 
problem of uniform quadratic variation results more carefully, and gives our first main 
result, Theorem 2.3, which treats processes which are in some sense ‘like’ Brownian motion. 
Information on the rate of this convergence is also included here. Section 3 shows that 
similar results hold in a setting analogous to that treated by Gladyshev. In the concluding 
Section 4 we apply our results to three quite different examples. The first two of these are 
as described above, and the third, which relates to set-indexed Brownian processes, is a 
second example of the type of application we envisaged when we began our work. 
2. Uniform quadratic variation 
Throughout the remainder of this paper {Z(t) }fE T will denote a continuous, zero mean, 
Gaussian process on a totally bounded metric space (T, d). We denote the covariance 
functionofZbyR(s, t) :=EZ(s)Z(r). 
Set I = [ 0, 1 ] and let r= { y : I -+ T> denote a family of curves in T. Let fl= {v,,}, aI be 
a countable sequence of partitions of I, which we shall interpret both as a sequence of 
division points (0 s u,,~ < u ,,., < . . <cl,,,+ = 1 }, and as the corresponding sequence of 
intervals {Jn,k} !$, , where J,,,k := (u,,- , , u,,,~]. We set mr,,k = 1 u,,~ -u,,_ , ( , and write 
m, =max, ck<k m,,,k for the mesh of the partition r,,. . .fi 
We shall assume, henceforth, that m, + 0 as II --j ~0. 
For a given sequence nof partitions of I, we now define the nth ler,el quadratic variation 
of Z along the curve y by 
L?,,c Y) := c [Z,(J) 1 2 3 
J = m, 
(2.1) 
where 
Z,(u):=Z(y(u)), uez, 
is the induced Gaussian process along the curve y and 
Z,((a, bl) :=Z,(b) -Z,(a) 
In order to state our first result, we require a number of assumptions: 
(2.2) 
(2.3) 
Assumption A. The curves YE rare uniformly Lipschitz continuous - i.e. there exists a 
finite constant c, such that 
d(y(u)> Y(L))) <CI lu--cl for all yerandu, c~1. (2.4) 
Assumption B. There exists a finite constant c2 such that 
E(Z(s) -Z(t))2<c2d(s, t) for all s, tET. (2.5) 
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Assumption C. The covariance functions R,( u, U) := R( y(u), y( u) ) are continuous and 
have second-order derivatives that are uniformly bounded over r and Z2\{ ( U, U) : u E I}. 
Note that our assumptions are of two distinct types. Whereas Assumption A (as well as 
Assumption D below) limits the class of paths that we shall consider, this is done without 
any reference to the Gaussian process involved. Assumptions B and C, however, restrict 
the class of Gaussian processes under consideration. In particular, Assumption B requires 
that the given metric on T dominates a constant multiple of the square of the canonical 
metric generated on T by 2. (For a definition of the canonical metric, as well as for any 
other details on Gaussian processes not explicitly explained in this paper, see Adler ( 1990) .) 
This is somewhat more restrictive than it may at first seem, for it implies the following 
result, in which C denotes a generic constant that may change from line to line, and A and 
V denote minimum and maximum, respectively. 
Lemma 2.1. If assumption B holds, then for any a, b, c, d E T, 
E(Z(a) -Z(b) -Z(c) +Z(d))2 
< C( [d(a, b) V d(c, d) 1 A td(a, c) V d(b, 4 I> . (2.6) 
Proof. To prove (2.6), note that by the c,-inequality (Loeve, 1977, p. 157) the left-hand 
side of (2.6) does not exceed 
2[E(Z(a) -Z(b))2+E(Z(c) -Z(d))2] <C(d(a, b) +d(c, d)) 
,< C(d(a, b) v&c, d)) , (2.7) 
the first inequality following from (2.5). Interchanging b and c then proves (2.6). Cl 
Remark 2.2. In most of our applications of (2.6) the points a and b will lie on one curve, 
and c and d on another. Clearly, the main influence of (2.6) is to somehow limit the variance 
of ‘quadrilateral increments’ of Z in such a way as to make these locally like those of the 
Brownian sheet. Thus, when our results which hold under Assumption B are specialised to 
recover previously known results, they will correspond to those of Baxter ( 1956) and Klein 
and GinC ( 1975) that relate to locally Brownian processes. 
To formulate our last, and most crucial, condition, we require some notation, and two 
metrics on r. The first, and seemingly most natural one is the uniform metric defined by 
PC% Y’) := sup d(y(u), y’(u)) . 
“El 
(2.8) 
The second, which will be more natural for formulating and proving our results, is defined, 
for each partition rr,,, by 
d,( y, y’) := max sup 
d(y(n), Y’(U)) 
m n.k 
(2.9) 
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We shall assume that Tis totally bounded with respect to d,, for each n > 1. Thus for each 
IZ > 1 and 6> 0 there exists a minimal S-net r,,,, within r with respect to the metric d,,; i.e. 
T,,,s is a finite collection of curves such that for each y’ E r, 
min d,(y, y’><i3. 
YE f”.S 
Let v,,( 6) be the number of points in T,,,s, and, for later convenience, set 
H,(6) =ln(u,(@) . (2.10) 
The same notation, but without then - i.e. r,, V( 8) , and H( 6) -refers to the corresponding 
objects under the p metric. 
Assumption D. The families r (of curves) and I7 (of partitions) are such that there exists 
a sequence S,, --f 0 as n + 00 for which, as n + a, 
(s,Vm,).(H,(G,)Vlnn)jO, 
m,S,,k,, +O 
(2.11) 
(2.12) 
and 
(2.13) 
At the end of this section we shall look at Assumption D in a little more detail, and see 
that with some additional minor restrictions (2.11>-( 2.13) take on much simpler forms. 
We require some extra notation before we can state our first result. For i, j = 0, 1,. . . , write 
ai+j 
R$qK, u) = - 
auiaaj RY(uT ‘) ’ (2.14) 
denote the left and right derivatives of R, at diagonal points by 
D,(u)=R~~‘(u-, u)=R$?(u, u-) , 
D;(u) =Rp”(u+, u) =Rv”(u, u+) , 
and set 
g,(u) =D,(u) -q(u) (2.15) 
Note that the various equivalences here all follow from the symmetry of R,. Finally, set 
and write 
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for the supremum norm of a real valued function g on a space F. We can now formulate: 
Theorem 2.3. Let Q,( yj be the quadratic variation defined at (2.1) Under Assumptions 
A-D, 
[IQ,, -qllrF 0 as n-+m. (2.16) 
Before we can prove this theorem, we require the following lemma. 
Lemma 2.4. Let qn( y) = EQ,( y) . Then, under Conditions A-C, 
llqn-qllr+O as n-+m. (2.17) 
Proof. The proof is analogous to that of a similar fact in Baxter’s and Gladyshev’s original 
papers. We start by noting that 
4,7(Y) = 5 {Ry(%k, u,,.k)+~y(u,,k-ll u,,!?I)-qAu,,.k> un,,-01. (2.18) 
k=l 
Write 
Ry(u,.k, u,,k) -R,(k,kr %--I) = 
I 
R”“’ ,, (%,k, U) du > (2.19) 
J,.r 
and note that, by Assumption C, for any sufficiently small E and each u E Jll,k there exist a 
u*E(u,L+) andaL:*E(u-&,u) suchthat 
R”“) y (u~,~, u)=Ry”(u, u-.Y)+(u,,~-u, .@VRy’)(u*, u”) . 
Since Assumption C also guarantees the existence of uniformly bounded second deriv- 
atives for R, off the diagonal, we note that R 7’ ) ( u, u-)=D;(u) andsendE+Otoobtain 
IR:““(u+ u) -Rp”(u, u-) 1 = IR’,O”(U,,,, u> -D;(u) 1 
d Cm,l.k .
Substitute this into (2.19) to obtain that 
Ry(U,,kt %,k) -R,iUn.kt %,k- I D;(u) du <Cmzk. 
J&k 
Since a similar argument shows that 
R,(u n,k--l, %,k-1) -$(%k, u,,.k-1) + DC(u) du <Cm?&, 
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we obtain, by substitution via (2.15) and (2. IS), that, for all y E r, 
l%(Y) -4(Y) I G2-2 5 m:,kG=%, 3 
k=l 
which goes to zero as II + ~0. This completes the proof of the lemma. q 
Proof of Theorem 2.3. We commence by noting that in view of (2.17) it suffices to prove 
(2.16) with q replaced by qn. 
Let 8, be the sequence of Assumption D, and to ease the notation write r,, for r&,, Now 
observe that for each n > 1 the triangle inequality implies 
IIQ,, -qn II,-< IIQ, -qn II,;, +yy;n y,d,,cy_l<d IQAr) -Qn(r’) I 
+ max sup I q,z( Y) - qn( 7’) I 
Y’E G y:dl( Y.Y’) < 6, 
=A, +A2 +A3 (2.20) 
We shall show that each of the three terms above tends a.s. to zero. Different methods 
are required in each case. Since the first involves a maximum over a finite collection of 
curves, we shall use the Hanson-Wright ( 197 1) exponential inequality for quadratic forms 
to handle each curve, and then an entropy bound to handle the maximum. The maximum 
in A, can also be handled via entropy counting, but the supremum is over the possibly 
uncountable set 
~&Yf,&? :={yEr: d,(y, y’) -cc?,}. (2.21) 
We shall handle this by using bounds for the suprema of general Gaussian processes. The 
third term, Ax, is non-stochastic, and will be easy to handle under the assumptions of the 
theorem. We now treat each term in turn. 
(a) Thefirst term. Klein and GinC ( 1975) applied the Hanson-Wright inequality to show 
that under our Assumption C, 
P{IQ,(r)-q,,(~)l avrl)~2exp(-C$/m,) 
for each 77~ [0, 11, each -ye r, and some (y-independent) constant C. Thus 
P{IlQ,-s,,ll.,~~rl)~2v,(~,,) exp(-C$/m,,) 
(2.22) 
(2.23) 
Since by (2.11) and (2.12) this is a term of a summable sequence, the Borel-Cantelli 
lemma immediately gives us that I] Q,, - q,z II (;, 2 0 as II --) w and the first term on the right- 
hand side of (2.20) is taken care of. 
(b) The second term. This is the most difficult of the three terms, and we start by 
considering the inner supremum in the definition of AZ. Note firstly, however, that since 
(X*-y*] = Ix-y] Ix-tyl = Ix-y\ Ix-y+2y) < Ix-y~2+2)x-yJ JyI 
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we can write the difference within this supremum as 
IQ,(r) -Q,(Y) I G IQ:‘*(Y) -Q:‘2(r’) I2 
+~IQ~Y)-Q~‘~(~‘)I~IQ,(~‘>I”‘. (2.24) 
In a moment, we shall show that, with probability one, 
max sup lQ~‘2(r)-Q~‘2(y’)l+0 asn-ta. 
VE r, ‘n.y’& 
(2.25) 
We can bound the last factor of the last term of (2.24) via 
max IQ,(f)-qAy’)l + ,“t; lq,Ay’)l 
Y’ E IT” ’ ” 
The first of the last two terms goes as. to zero by the argument in part (a) above, while the 
second is bounded by Lemma 2.4. Thus it follows that since llqllr is, by assumption, 
bounded, part (b) of the proof will be complete once we have established (2.25). We turn 
to this task now. 
Note firstly that, since QA’“( y) defines an L norm on k,-dimensional vectors, 
lQ:‘*(r> -Q:‘*(Y) I =G 2 W%Y, Y’) 
( 1 
l/2 
> (2.26) 
k=l 
where, for 1~ k < k,,, 
wn,(% 7’) :=zy(&z,k) -zy(un,k-,) -zyr(bz,k) +zydu,,k&,) . (2.27) 
The right-hand side of (2.26) is itself an & norm, and can be written as a supremum over 
the unit sphere S kn c W % viz. 
sup 5 akW,,,k(Yt Y’): 5 k a2 = 1 
k=l k=l > 
(2.28) 
It is this supremum that we can handle by Gaussian methods. 
For each n > 1 and y’ E r, we define the Gaussian process G(a, r) = G(n, y’: a, r) on 
pkn X E’,,, y,,6n by setting 
‘(‘, 7) := 2 akw,,( 7, 7’) . 
k=, 
As a first step towards bounding (2.28) consider 
u; := sup EG*(a, Y) > 
(a,y) E./‘*,‘x~n.y’.d, 
(2.29) 
recall the definition of W,, at (2.27), and use Lemma 2.1 to see that 
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EW,k(Y, r’>l~a4Y(4,,), Y(u,,k-,))Vd(y’(u,,k), Y’(%,.k-,))I 
A [d(Y(kLk)7 Y’(4z.k)) “4Y(41,k-l), Y’(hl,k-,))I 
=G C(%,k A (%,,a) 
Q Cm,,kh , (2.30) 
the middle inequality following from (2.4) and the definition of mn.k for the first term, and 
the fact that d,( my, y’) < 6, by (2.21) for the second. 
Applying Minkowski’s inequality to (2.29) we obtain 
5 la,1 (m,.,6,1)“2 
2 
<C&, (2.31) 
k=l 
the last inequality following by a further application of Cauchy-Schwarz, combined with 
the fact that C,a; = &m,,k = 1. Since this bound is independent of (a, y) we also have 
that I_T~ < C6,. 
The second step towards bounding (2.28) lies in obtaining a bound for 
/_L, :=E 
-t 
sup G(a, r) . 
(rr,y)t.i”~~xk..y’.& 1 
This requires a Gaussian entropy calculation. If we write dG to denote the canonical metric 
for G on 9” X SZ?n.y,,6n, then from the fact that 
E( (%W,,k( ‘): 7’) - ak wn.k( % ?‘> >‘I 
we immediately obtain, from (2.30) and the definition of d,,, that 
&((a, Y), (6 7)) <CmA’2(dn(y, 7) + II~-cYll~6,,)“~ 
Q Cm!,‘2dA’2( y, 7) + CmA’2 II a - Zll Si’2 . (2.32) 
Now let HG be the entropy function, in terms of the canonical metric, for the Gaussian 
process G on Yk” X gn,v,,6,. By (2.3 1) and the definition of the process G, it follows that 
the diameter of pk” X 5F,,y,,6n in the canonical metric is no larger than 2CG for some 
finite C, which, for ease of exposition, we now take to be 4. Exploiting the product form of 
~k”X~“,y$&, and the Euclidean structure of Yk”, it follows from (2.32) that 
HG( E) ,<k,, .ln (2.33) 
Standard Gaussian process results (e.g. Adler, 1990, Corollary 4.15) now give us that 
6 
i&9K 
I 
( HG( F) ) “2 d& 
0 
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where K is a universal constant. 
Using the fact that the maximal variance of G( a, 7) over Yk” X E’,,y,,b is small, Borell’s 
inequality (Borell, 197_5), in the form given, for example, as equation (5.2) in Adler 
( 1990)) now gives us that, for fixed 7 > 0, 
P (2.35) 
YE c “.Y’.b, 
It thus follows that 
P max SUP I Q,?( r> - Q!i2( ~‘1 I > rl 
Y’ fz r,, ‘?- n. y’.b, > 
GC exp 
1 214 26JL(~,z) / 
rl T2 I> 
(2.36) 
which, on applying (2.34) and the assumptions of the theorem, is again seen to be the term 
of a summable series. This completes the proof of (2.25) and so of part (b) of the proof. 
(c) The third term. Note first that for any y, y’ E r, 
k,! 
l4AY) -4,AY’) I = c WZ,(Jn,k) -ZJJn,k))(Z,(J,,,k +z,dJn,k)) 
k=l 
G C (E[A(a,> bkr ck, dk)12EtA(% b,, d,, ck>]2) “2, 
k=l 
(2.37) 
where ak = Y( u&k), bk = y(u&k- , ), ck = y’( u&k), dk = Y’( u,,k- ,I, and 
A(a, b, c, d) =Z(a) -Z(b) -Z(c) +Z(d) 
is the 4-point increment of (2.6), 
Now apply Lemma 2.1 and argue as in (2.30) to see that the last term in (2.37) is 
bounded by a constant multiple of S,,, and so complete the proof. q 
In fact the above proof, without too many changes, also suffices to prove the following 
version of Theorem 2.3, in which a rate of convergence is also given. 
Theorem 2.5. Assume Assumptions A-C and that there exist sequences {6,,),po and 
(%I,,., of positive numbers such that, as n -+ m, 
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u,(6,Vu,,m,).(H,(S,,)Vlnn)-,O, 
a,,k,&m, -+O, 
and 
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(2.38) 
(2.39) 
(2.40) 
Then 
Proof. Note first that from the proof of Lemma 2.4 it follows that, under (2.38), 
a,, I( q,? - q 1) ,. + 0 as n + 30. With this observation made, the proof proceeds very much as 
before, so that we shall only outline where the current proof differs from that of Theorem 
2.3. Each of the three terms in (2.20) must be treated as before, but with an additional 
(multiplicative) factor of a,. The first term is no different than before, although (2.38) is 
now needed for the analogue of (2.23). The third term also goes as before, but (2.38) 
provides more than is needed to handle (2.37) with the additional factor of a,. 
The middle term is the one that requires a little extra work. Write the new version of 
(2.24) as 
~,IQ,,~r,-Q,,~r’,I~I~~Q,,‘2~r~-Q~’2~r’~lI~ 
+21 dikQ:“(r, -Q!‘2(~‘)l I . IanQ,(r’) I I”. 
(2.41) 
As before, it is easy to check that 1 a, Q,,( -y’) ( ’ I2 is a.s. uniformly bounded in y and n under 
the conditions of the theorem. 
The analogous inequality to (2.36) is 
sup 
Y’EG YEf,l,y’.i*, 
I Q:‘*( Y) - Q:“( 7’) l > d} 
24% fL, ( 6,) 
V2 
We leave it to the reader to check that (2.34) (which bounds pH) and the conditions of the 
theorem suffice to complete the proof. 0 
Some special cases 
In order to conclude this section, we shall look a little more carefully at the conditions of 
Theorems 2.3 and 2.5, and see how they substantially simplify when minor additional 
assumptions are placed on the general setup. We shall concentrate on Theorem 2.5, since 
the corresponding simplifications for Theorem 2.3 can be made by setting a, 5 1. 
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(i) Suppose that for some p E (0, 1) the functions u ’ -pH,,( u) are non-decreasing on 
the interval (0, 6,). It is then straightforward to bound (2.40) by a, 6,,m,H,,( S,), which, 
by (2.38) we already know goes to zero as n + ~0. Hence, in this case, the explicit integral 
condition (2.40) disappears. 
(ii) If the partition is uniform, then k, = 1 lm,, and/f,(u) =H(m,u). (2.40) becomes 
&?I, - 
H(u) 
-ddu+O asn-,a, 
u 
(2.42) 
while (2.39) simplifies to a, S, + 0 as n + m. 
The simplest, and most natural, case is the following: 
(iii) Assume a uniform partition, and H(u) of the form u -a, where, of necessity, a E 
(0, f ) . Then by case (i) the integral condition (2.40) disappears. If a,, = 1 - i.e. if we 
consider only the basic Theorem 2.3 without the rate of convergence result of Theorem 2.5 
- it is easy to check that the remaining two conditions are satisfied if m, = o( 1 /In n) and 
if &-+Oasn+m. 
Returning to the rate of convergence result, conditions (2.38) and (2.39) now require 
thatazm,=o(l/lnn) andthat 
afml-” = o( St) and a, =o(S,‘) . 
A little bit of algebra shows that an appropriate sequence (a,,} will exist for a, as large as 
rnib foreachO<b<( l-a)/(2+a).Inthiscasetheconditiona~m, =o(l/ln n) becomes 
m,=0((1/lnn)““-2b)) 
3. The Gladyshev case 
Gladyshev ( 1961) extended Baxter’s quadratic variation results to a large class of Gaussian 
processes that do not satisfy the requirement of locally Brownian increments. An interesting 
example is the class of fractional Brownian motions. These results were further extended 
by Kline and GinC ( 1975), and sharpness of the latter was studied by Shklyar ( 1986). We 
shall now follow the same path, regarding these results, as we did for the results of the 
previous section. To commence, we require a modified version of Assumptions C and D. 
Assumption C’. The covariance function RY( u, U) := R( y( u), y(u) ) are continuous and 
have second-order derivatives over 12\{ (II, u) : u E I}. There exist constants 0 < C < 00 and 
0< p<2 such that (a’R,(u, u)l&&l <C(u--~1 -P for all YET. For each YET the 
expression 
R,(u, u) -2R,(u, u-h) +R,(u-h, u-h) 
h2-P (3.1) 
converges uniformly on [ 0, 11, as h + 0, to a function g t(u) . Finally, the convergence of 
(3.1) isuniformonr. 
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It is easy to check that, in the case p = 1, processes satisfying Assumption C also satisfy 
Assumption C’. Nevertheless, the method of proof in the more general case is such that the 
corresponding result is slightly weaker than that proved directly in Section 2. 
To set up the last assumption, from which it will be clear why this is so, we require some 
notation. Therefore, for each partition rr,, E 17set 
A4 n,p = 
k=l 
(3.2) 
and 
i 
4 ifO<j?<l, 
7,= m,ln(llm,) ifp=l, 
m, if l<p<2. 
Assumption D’. We assume that the families rand flare such that there exists a sequence 
&+Oasn+mforwhich,asn-+m. 
(6,M,,pV7,).(H,(6,)vln(n))-t0, (3.3) 
k,QK.,+, +O. t 3.4) 
where all other terms not explicitly defined above are the same as in the previous section. 
(Note that Assumptions D and D’ differ in that M,,a+ , in the latter replaces m, in the 
former. In fact, the proofs of the previous section would allow us to make this replacement 
there as well, thus obtaining slightly stronger results. The main reason that we did not do 
so was to allow for slightly lighter notation in the proofs.) 
To formulate the main result of this section, set 
Theorem 3.1. Let Qf( y) be the quadratic variation defined above. UnderAssumptions A, 
B, C’ and D’, 
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Proof. The proof is not that different to the proof of Theorem 2.4, so it will suffice to 
highlight the differences. 
Set q,f( y) =EQf( y). Then the first step, as in the proof of Theorem 2.3 (cf. Lemma 
2.4) is to show that 
(3.6) 
In order to prove this, we note that, as at (2.1 S), we have 
kn &(u,,k, 
SAY)= c 
u,,,) +R,(U,,,k- 17 %,,,-I) -2R,(un.k, %z,k-,) 
1-P 
k=l mn,k 
and then argue as in the proof of Lemma 2.4, using the hypothesised convergence of (3.1). 
In view of (3.6), it is clearly sufficient to now show that 
IIQ,f-qfIII-yO as n-so. (3.7) 
To establish this we break up the expression II Qf - qf II into three parts, as in (2.20). 
To treat the first, we replace the crucial exponential inequality (2.22) by 
P{ I Q!(Y) -q,% Y) I a ~1 G 2 exp( - CTI~/T,) 7 
(cf. Klein and Gin& 197.5, equation ( 15)) and then argue as before, but under the new 
assumptions. 
To treat the second term of (2.20), we again argue as before, but now the term 
w,,k( y, 7’) appearing at (2.27) will be multiplied by a factor of rn$ ‘I’*. Thus the 
corresponding variance bound in (2.30) will be of the form 
Cm,,k6,,lm~;P=CmP 6 n.k n 1 
while that for ai will be replaced by CS, Ckm[k = C&M,,,,. The metric distance in (2.32) 
will also change slightly, with M,,.,, , replacing m,,. The as. convergence to zero of the 
second term then follows as before, under the new conditions. 
The third term is no harder. The inequality corresponding to (2.32) holds as before, with 
the single exception that a factor of rn,$J ’ appears within the final summation. The rest of 
the argument then carries through as before. 0 
Remark 3.2. In the special case of equally spaced partitions the conditions of Theorem 3.1 
become particularly simple, and somewhat more intuitive. As was true for the corresponding 
case of the previous section, the last two conditions - (3.3) and (3.4) - are implied by 
the first. The following conditions are then sufficient for Theorem 3.1 to hold, under the 
various values of p: 
o<p<1: H(u) =o(UPp’2) ) m,, =o((ln n)-“P) , 
p= 1: H(u)=o((uln(lIu))~“*), m,, ln(llm,)=o(l/lnn), 
1<p<2: H(U) =o(u -1/13-p) ), m,,=o(l/lnn). 
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To see this, choose 
1 
m, ifO<p<l, 
S,, = m,, ln( I/m,) if /3= 1 , 
2-P m ,, if l<p<2, 
and then check by substitution. 
It follows from the above formulae that, as expected, the larger /3 is (i.e. the smoother 
are the sample paths of Z) the larger are the permissible families of curves. 
4. Examples 
We shall treat three quite different examples in this section. Two are related to the quadratic 
variation of the Brownian sheet, either set or point indexed, and are the kind of application 
we envisaged when we began our work. The other shows that our results have an interesting 
application to strengthening previous quadratic variation results for Gaussian processes on 
[ 0, 1 ] We start with this application. 
4.1. Uniform quadratic variation on families of partitions of [0, I] 
Let Z be a Gaussian process on T= [ 0, 11, with covariance function R( s, t) Take r to be 
a class of homeomorphisms y : [ 0, 1 ] +[O, l] withy(O)=Oandy(l)=l andwithlog- 
entropy H with respect to the uniform metric. Let VT~ be a partition of [0, I] and { 6,,},,ao 
such that Condition D is satisfied. 
Note that for u # L’ and each y, 
a2R,( u, C’) = e2R(Y(U), Y(U)) 
auar~ &.ldl~ =?‘(u)j(c)R”“(y(u), y(u)) , 
where we have used the notation of (2.14) for second-order derivatives and q(u) = 
dy( u) ldu. Thus Assumption C of Section 2 is satisfied whenever the derivatives i/ are 
uniformly bounded over r and R (‘I) is uniformly bounded over [O, l]‘\{(t, t): TV 10, 
l] >. Under this added condition, it is easy to check that Assumptions A and B are also 
satisfied. 
Since, in the above setup, Q,( y) simply represents the quadratic variation of Z over the 
y-perturbed partition 
applying Theorem 2.3 in this framework tells us when the a.s. convergence of this quadratic 
variation is uniform over the family of partition sequences II,= { ( r,,,: IZ 2 1): YE r). 
This, therefore, provides a significant strengthening of the Klein-Gin6 version of Baxter’s 
original quadratic variation result. 
(For comparison with the Klein-Gin6 result, we need to check that the partitions 
206 R.J. Adler, R. Pykc /Quadratic variation 
rr,,, actually meet with their conditions. The main condition to check is that the 
mn,k( 7) := y(~,,~) - y(u,,,,- ,) are well behaved. However, the fact that each YE r has 
bounded derivatives implies that m,,,( y) = rnn,k -jl( 13,,~.,) for an appropriate I~,,_E J,,,k. Thus 
and this is all that is needed.) 
An interesting example of a family Tof homeomorphisms atisfying the requisite entropy 
condition can be built as follows: Take q 2 1 and let r be the class of non-decreasing 1 - 1 
functions y : [ 0, 1 ] + [ 0, 1 ] whose first [q] derivatives are uniformly bounded, and for 
which 
IY (kl)(u) _y'[91) (u) 1 <clu-ul~-~9 
By Kolmogorov and Tihomirov ( 1959) the log-entropy for this class of functions satisfies 
H(U) < CU -z’9. If we assume that the {u,,,} form a uniform partition, then, in view of the 
closing examples of the previous section, the assumptions that m, = o( 1 /In (n) ), and q > 4 
suffice for uniform convergence of the quadratic variation over perturbed partitions. Fur- 
thermore, a rate of convergence result as in Theorem 2.5 holds for a, of the form rn,’ for 
allbE(0, (q-2)/2(q+l)) undertheadditionalconditionm,=o((l/ln (n))““9P4’). 
Before we leave this example we note that the above argument extends just as well to the 
situation of Theorem 3.1, with the obvious change in the entropy condition. 
4.2. Examples based on the Brownian sheet 
Recall that the Brownian sheet is the zero mean Gaussian process Z, on the positive quadrant 
W ‘, with covariance function 
Ws, t) = EZ(s, , sz)Z(t,, fd = (s, A tl )(sz A t2) . 
Let y : [ 0, 11 + W?+ be a strictly continuous increasing path in the plane, so that u <c 
implies -y;(u) f yj( u), i = 1, 2. Then since Z( -y(u) ) is a (deterministically) time changed 
Brownian motion it is immediate from the Klein-Gin6 results that if y is smooth enough 
then Z has constant quadratic variation on any increasing path. It is, in general, not difficult 
to check that this is also the case for decreasing, or even non-monotone, paths. 
We, of course, are interested in results that are uniform over a family of paths. As a first 
example, fix a point t * E W *, and let r be composed of all rays of the form y(u) = t * + WV, 
where u E [ 0, 1 ] and w = ( w,, w2) is a vector such that t * + w E W: . We claim that quadratic 
variation of Z on all such rays is uniformly convergent. 
In fact, the four conditions of Theorem 2.3 are all easy to check in this case, and so we 
leave this part of the proof to the reader. What is somewhat more interesting is to actually 
identify the limiting quadratic variation. To do this, note first that for each ray y, 
R,(u, U)=[(t:+11W,)A(t:.+tw,)][(t2*+UWZ)A(t2*+UW*)l. (4.1) 
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Write y(u) =(7,(u), y*(u)), and note that from the definition (2.15) ofg,(u) we need 
to calculate D; (u) and D ,’ (u) . There are four separate cases, corresponding to the possible 
signs of w, and w2, to consider in calculating these one-sided derivatives. Consider first the 
case wi 20, w,>O. Then, from (4.1), it is easy to check that D,(u) =q,(u)y2(u) + 
$(u)-y,(u), while D,f(u) =O. Hence 
g,(u) =%(u)%(u) +%(u)%(u) (4.2) 
Similarly, in the case w, <O, w,>O, we find that g,(u) =j2(u)y,(u) -$(u)~~(u), 
and,ingeneral,thatg,(u)=(j2(U)IY,(U)+Ij,(CI)IY2(11),sothatinallcaseswehave 
qy= {I~~(LI)IY,(u)+I~,(u)IY~(u)}~u, I 
0 
(4.3) 
which is what we need to complete this example. 
In fact, a similar analysis, with an identical final result, holds quite generally. Thus let 
y: [O, I] -w: now be a general curve, so that for u, L’ E [ 0, I] we have 
R,(u, u)= ]x(u)Ar,(~)l]Y*(U) AY*(L’)l . 
An analysis similar to that above gives (4.3) once again. 
We shall use this fact to compute one more example for the Brownian sheet, in which r 
is made up of all circles 
yh(u) = (1, i) +b(cos 2nu, sin 2riu) 
of radius b < 1. Once again, checking Assumptions A-D is left to the reader, and we shall 
only compute the limiting quadratic variation. It follows from the above that 
gyh(u)=2nbIsin2rru)(i+b sin2rru)+2~b]cos2nu)(~+bcos2nu), 
and since 
I l/2 
I 
]sin2nu](i+bsin2rru) du= 
I 
1 
sin 2rru du = - 
7r 
0 0 
it is immediate that 
q(s) = g,(u) du=Jb . 
0 
(4.4) 
It is rather interesting that the same quadratic variation arises if we replace the circle of 
radius b around ( f, 1) with the diamond given by 
(b( I- 4u,4u) ifO<u<<a, 
b(l-4u, 2-4~) if a,<u-<$, 
b(4u-3, 2-4~) if i<u<i, 
L_ b(4u-3,4u-4) if j<u<l. 
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What is perhaps even more interesting is the fact that neither the four edges of the diamond, 
nor the four corresponding arcs of the circle, necessarily each contribute an equal amount 
to the final quadratic variation. Straightforward integration shows that the four edges of the 
diamond (in the order given above) contribute quadratic variations b + b2, b, b - b2, b, 
respectively, while the four arcs of the circle contribute b + i-rrb*, b, b - inb2, b. Details 
are left to the reader. (Note that it is the increasing curves within the arcs and edges that 
contribute the four terms with value b, since, as noted above, along these curves the restricted 
Brownian sheet is a time changed Brownian motion.) 
4.3. Set indexed processes 
For our last example, we choose a parameter space and a family of curves that has much 
larger entropy than the previous one. 
To define the parameter space, let k > 2, q > 1, and M> 0. Define I( k, q, M) to be the 
family of closed, bounded, subsets of Wk whose boundaries are ‘q times differentiable’ with 
the [q] th order derivatives satisfying a uniform Holder condition of order q - [q] with 
constant M. These sets were introduced by Dudley ( 1967), and details can be found in 
Adler ( 1990). Their metric entropy, with respect to the Hausdorff metric d,, satisfies 
H(6) <CP’k-r”Y. (4.5) 
For the Gaussian process, we take the set indexed Brownian sheet (or ‘white noise’) on 
I( k, q, M), defined by the covariance function 
EZ(A)Z(B) = IAnB1 , (4.6) 
where 1 A ( denotes the k-dimensional Lebesgue measure of A. 
We now define a family r of ‘curves’ in I( k, q, M) The aim of our definition will be to 
find, for each A E I( k, q. M) , a sequence yA = (A, }” < L, <, of sets that decrease to A, and . . 
then to calculate the quadratic variation along each such curve. 
Let A, be the u-dilation of A; i.e. A, = {xEW? Ilx-yll <u for some YEA}, and make 
the identification A, = A. It is not difficult to check that T:= {A,: A E I( k, q, M), 0 < u < l> 
has a metric entropy function that also satisfies (4.5) for an appropriate C. (To see this, 
note that T can be viewed as a product set of I( k, q. M) with [ 0, 11, having a S-net formable 
from those of the factors in the natural way. This fact itself follows from the observation 
that for any two closed sets A, B satisfying d,(A, B) = 77 it follows, by definition, that A CB, 
and B CA,, which implies that B,cA,+ v and A .C B,, Y. This, in turn, implies that 
&(A,> B,) <rl.) 
Thus, using the simple form (4.6) of the covariance function, it is easy to check Assump- 
tions A-C of Theorem 2.3, while the entropy condition of Assumption D will be satisfied 
if q > 4( k - 1) . Thus Theorem 2.3 holds for this example. 
All we need do to complete the picture is to determine the form of the limiting quadratic 
variation along each curve. This, however, is easy, since the monotonicity of the sequence 
{A,} for each A (cf. Lemma 2.1 of Dudley, 1967) implies 
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&,(u, u> = IA,,,. I 1 
so that D;(u) ~0, and 
the (k - 1 )-dimensional surface measure of A,. This, finally, leads to 
4ra = IdA, du. 
0 
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