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SPLITTING FORMULAS FOR THE LOCAL REAL GROMOV-WITTEN
INVARIANTS
PENKA GEORGIEVA AND ELENY-NICOLETA IONEL
Abstract. Motivated by the real version of the Gopakumar-Vafa conjecture for 3-folds, the authors
introduced in [GI] the notion of local real Gromov-Witten invariants. This article is devoted to the
proof of a splitting formula for these invariants under target degenerations. It is used in [GI] to show
that the invariants give rise to a 2-dimensional Klein TQFT and to prove the local version of the real
Gopakumar-Vafa conjecture.
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0. Introduction
A central problem in Gromov-Witten theory is understanding the structure and properties of the
Gromov-Witten invariants. Motivated by the real version of the Gopakumar-Vafa conjecture and the
work of Bryan and Pandharipande [BP2], the authors introduced and studied in [GI] the notion of local
real Gromov-Witten invariants. In this article we prove the splitting formula for these invariants, as
outlined in [GI, §4] and used to establish the structural results of [GI].
A symmetric (or Real1) Riemann surface is a (possibly disconnected and marked) Riemann surface Σ
together with an anti-holomorphic involution c : Σ→ Σ (also referred to as a real structure). Throughout
this paper we restrict attention to the case when none of the marked points are real and denote by V
the collection of marked points of Σ. Consider the relative real moduli space
M
R
d,χ,~µ(Σ, V )
of degree d real maps f : C → Σ from (possibly disconnected) domains of Euler characteristic χ and
having ramification profile ~µ over the divisor V , reviewed in §2.3. Here ~µ is a collection of partitions
of d, one for each pair of conjugate points in V . These moduli spaces are orientable, but not a priori
canonically oriented; their orientation depends on a choice of (twisted) orientation data o on Σ, cf. §6.
When L→ Σ is a holomorphic line bundle, the local RGW invariants are defined as the pairing
RGW c,od,χ(Σ, L)~µ =
1
|Aut(~µ)|
∫
[M
R
d,χ,~µ(Σ,V )]
vir,o
cb/2(−ind ∂L) (0.1)
1We use Real with capital R for spaces or bundles with anti-holomorphic involutions, following Atiyah.
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between the appropriate Chern class of the index bundle Ind ∂L (regarded as an element in K-theory)
and the virtual fundamental class of the relative real moduli space. Here b is the (virtual) dimension of
the moduli space and the presence of the factor |Aut(~µ)| is explained in Remark 1.1; in particular, (0.1)
are the coefficients of the generating series [GI, (2.24)].
The pairing (0.1) is invariant under smooth deformations of the target Σ (as a symmetric marked
curve) together with L and o. By considering a family ∪sΣs of symmetric marked curves degenerating
to a symmetric nodal curve Σ0 (with a conjugate pair of nodes), the splitting formula proved in this
paper relates the local RGW invariants of a smooth fiber Σs to those of the normalization of the singular
fiber Σ0.
Throughout this paper, Σ0 denotes a symmetric nodal curve with a pair of conjugate nodes and r
pairs of conjugate marked points. We always denote by
F/∆ = ∪
s∈∆
Σs (0.2)
a (versal) family of deformations of Σ0 as described in §2.1. The fibers over s 6= 0 are smooth (marked,
symmetric) curves Σs. We also denote by
Σ˜→ Σ0
the normalization (or resolution) of the singular fiber Σ0 (as a symmetric marked curve). We denote by
cs, c˜ and Vs, V˜ the corresponding real structures and markings.
If L→ F is a line bundle over the family, we denote by Ls and L˜ its pullback to Σs and respectively
Σ˜. There is also a notion of twisted orientation data oF on the family F , which pulls-back to give
twisted orientation data os on Σs and o˜ on Σ˜, cf. §6.1.
With these preliminaries, the main result of this paper is the proof of the following theorem.
Theorem 0.1 (RGW Splitting Theorem). Let F = ∪sΣs be a (versal) family of deformations of Σ0
and Σ˜ be its normalization. Fix L→ F a complex line bundle and oF a twisted orientation on F . Then
the local RGW invariants (1.9) associated to the smoothing Σs are related to those associated to the
normalization Σ˜ as follows:
RGW cs,osd,χ (Σs, Ls)~µ =
∑
λ⊢d
ζ(λ)RGW c˜,o˜d,χ+4ℓ(λ)(Σ˜, L˜)~µ,λ,λ (0.3)
for all s 6= 0 and all d, χ, and ~µ. Here λ is a partition of d, ℓ(λ) is its length and the coefficient ζ(λ) is
given by (1.2).
This is an extension to the real setting of the splitting formula of Bryan-Panharipande [BP2, Theo-
rem 3.2] proved in [BP1, Appendix A]; it implies [GI, Theorem 4.1] cf. Corollary 8.2 and the discussion
after it.
The proof of Theorem 0.1 is a consequence of the splitting properties of the total Chern class of the
index bundle established by Bryan and Pandharipande combined with a splitting formula for the virtual
fundamental class of the relative real moduli space. The proof of the latter occupies the majority of this
paper. The basic idea is an adaptation to the real setting of the classical proof of the splitting theorem
[LR, Li, IP2].
We consider a family of real moduli spaces
Md,χ,~µ(F/∆)
def
= ∪
s∈∆
M
R
d,χ,~µ(Σs, Vs) (0.4)
associated to the family of targets (0.2). For every partition λ of d, we also consider the relative real
moduli space
M
R
d,χ,~µ,λ,λ(Σ˜, V˜ )
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associated to the normalization Σ˜ of Σ0; note that Σ˜ has two more pairs of conjugate marked points
(corresponding to the pair of conjugate nodes of Σ0) and we restrict to the case when the ramification
profile is λ over these additional points. There is a natural map
Φ :
⊔
λ⊢d
M
R
d,χ+4ℓ(λ),~µ,λ,λ(Σ˜, V˜ )→M
R
d,χ,~µ(Σ0, V0) (0.5)
which attaches pairs of marked points of both the domain and target to produce nodes, cf. §2.5.
Theorem 0.2 (VFC Splitting Theorem). With the notation above, for every d, χ, and ~µ and all s ∈ ∆\0
the following equality
[M
R
d,χ,~µ(Σs, Vs)]
vir,os =
∑
λ⊢d
ζ(λ)
|Aut(λ)|2
Φ∗[M
R
d,χ+4ℓ(λ),~µ,λ,λ(Σ˜, V˜ )]
vir,o˜ (0.6)
holds in the rational Cech homology of the family (0.4) of moduli spaces.
We now outline the key steps involved in the proof of the splitting formula (0.6). In this paper we use
Ruan-Tian perturbations adapted to our setting in combination with the thin compactification method
of [IP4] as summarized in §1.3. This approach allows us to use standard arguments after adapting them
to the real setting.
The notion of Ruan-Tian perturbations ν extends to the family F = ∪sΣs of targets in a way that
is compatible with the real structures and the divisors, cf. §3.1. In particular, every RT perturbation ν
on the family is real and pulls back to a RT perturbation on Σs and Σ˜, compatible with their divisors.
Denote by P the space of such RT perturbations ν on the family of targets.
As ν varies over the parameter space P , we get various families of moduli spaces cf. §3.2; denote by
M(Σs) and M(Σ˜) the family of relative real moduli spaces associated to the fiber Σs and respectively
the normalization Σ˜ of the nodal fiber Σ0. Fix a segment I = [0, s0] ⊂ ∆, where s0 6= 0. As in the usual
proof of the splitting formula, we consider a family of moduli spaces
M(F/I) = ∪
s∈I
M(Σs).
The attaching map (0.5) extends to a proper map
M(Σ˜) M(Σ0).
Φ
These are families over the parameter space P of RT perturbations ν and we denote by M(−)ν the
corresponding fiber of M(−).
We first show that
M(Σs0), M(Σ˜), and M(Σ0) (0.7)
are thinly compactified families over the parameter space P and therefore carry a VFC, cf. Theorem 3.6.
This involves proving that for generic ν all the strata of the moduli spaces M(−)ν are cut transversally.
When the real locus of the target is nonempty, it also involves gluing across the codimension 1 strata
to show that for generic ν, the corresponding subsets
M˜(Σs0)ν , M˜(Σ˜)ν , and M˜(Σ0)ν ,
(defined as the union of codimension at most 1 strata) are orientable topological manifolds. As a
consequence of transversality, generically the union of the codimension at least 2 strata of M(−)ν have
homological codimension at least 2 and thus the thin compactification method applies to define the
VFC.
To establish the relation (0.6) it suffices to compare the fundamental classes
[M˜(Σs0)ν ], Φ∗[M˜(Σ˜)ν ], and [M˜(Σ0)ν ] in Hˇ∗(M˜(F/I)ν ;Q)
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for generic ν ∈ P . These classes depend on the choice of orientation of the moduli spaces, which in turn
is determined by a choice of twisted orientation data oF on F , cf. §6. There are two natural perspectives
on the moduli space associated to the nodal target Σ0, one coming from the normalization and the other
from the deformation, cf. §4. Each perspective gives rise to a natural orientation (after fixing oF) and
a key step is showing that these two orientations agree, proved in §6.3.
We prove in §4 that for generic ν ∈ P the attaching map Φ restricts to a proper, finite degree map
between two oriented topological manifolds M˜(Σ˜)ν and M˜(Σ0)ν and thus
Φ∗[M˜(Σ˜)ν ] = deg Φ · [M˜(Σ0)ν ] in Hˇ∗(M˜(Σ0)ν ;Q). (0.8)
The degree of Φ is given by specific combinatorial factors, cf. Lemma 4.3.
Theorem 0.2 would follow if M˜(F/I)ν = ∪
s∈I
M˜(Σs)ν was generically a topological cobordism; however,
as in the usual splitting formula, in general it is branched along s = 0. After passing to a cover M̂(Σ0)
of M˜(Σ0), we construct in §5 an auxiliary space
M̂(F/I) = M̂(Σ0) ∪ ∪
s6=0
M˜(Σs).
It comes with a proper, continuous projection to M˜(F/I) which restricts to a map q0 : M̂(Σ0)→ M˜(Σ0).
We also prove in §5 that for generic ν ∈ P ,
(i) q0 restricts to a proper map between two oriented manifolds M̂(Σ0)ν and M˜(Σ0)ν thus
(q0)∗[M̂(Σ0)ν ] = (deg q0) · [M˜(Σ0)ν ] in Hˇ∗(M˜(Σ0)ν ;Q);
(ii) M̂(F/I)ν is an oriented topological cobordism between M˜(Σs0)ν and M̂(Σ0)ν thus
[M̂(Σ0)ν ] = [M˜(Σs0)ν ] in Hˇ∗(M̂(F/I)ν ;Q).
This allows us to relate [M˜(Σs0)ν ] to [M˜(Σ0)ν ] up to specific combinatorial factors. Combined with
(0.8), the precise formulas for the degrees of Φ and q0, and the properties of thin compactifications, this
implies (0.6), completing the proof of Theorem 0.2, cf. §7.
Outline of paper. In Section 1 we review notation and background; a summary of the thin compacti-
fication method is included in §1.3 and at the beginning of §3.4. In Section 2 we review the construction
of the relative real moduli space and extend it to a family of targets. In Section 3 we construct the
relevant VFCs by turning on Ruan-Tian perturbations to obtain transversality strata-wise and applying
the thin compactification method. The moduli space to a nodal target is analyzed in Section 4, including
several equivalent descriptions of the linearization and its orientation sheaf. The auxilary space M̂(F/I)
is constructed and analyzed in Section 5. The orientations of the various moduli spaces involved are
discussed in §6. The main result in that section is Proposition 6.2 comparing the two natural orienta-
tions on the moduli space associated to the nodal target, cf. §6.3. Theorems 0.2 and 0.1 are proved in
Sections 7 and 8. The appendix includes more details on the various linearizations considered and the
relations between them.
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1. Background and notation
1.1. Notations for partitions. Let d ∈ Z. A partition λ of d, denoted λ ⊢ d, is a finite sequence of
positive integers λ = (λ1 ≥ · · · ≥ λℓ) such that the sum of its parts, denoted |λ|, is equal to d. The
number of its parts, called length of the partition, is denoted ℓ(λ). We can also write a partition in the
form λ = (1m12m2 . . . ) where mk is the number of parts of λ equal to k. Then
d = |λ| =
ℓ∑
i=1
λi =
∞∑
k=1
kmk and ℓ(λ) = ℓ =
∞∑
k=1
mk.
Let Aut(λ) be the automorphism group of λ; its order is
|Aut(λ)| =
∏
mk!. (1.1)
We also consider the following combinatorial factor
ζ(λ) =
∏
mk!k
mk . (1.2)
1.2. The local RGW invariants. A symmetric (or Real) curve (C, σ) is a closed, oriented, possibly
nodal, possibly disconnected, possibly marked complex curve C together with an anti-holomorphic
involution σ, called the real structure. In this paper we only consider the case when all marked points
of C come in conjugate pairs.
Let (X,ω) be a symplectic manifold and φ an anti-symplectic involution on X . A real map
f : (C, σ) −→ (X,φ) (1.3)
is a map f : C → X such that f ◦ σ = φ ◦ f . In this paper we restrict to almost complex structures J
on X which are real i.e. satisfy φ∗J = −J . Denote by
M
R
d,χ,ℓ(X) (1.4)
the real moduli space consisting of equivalence classes (up to reparametrization of the domain) of stable
degree d J-holomorphic real maps (1.3) from symmetric curves of Euler characteristic χ and ℓ pairs of
conjugate marked points.
Throughout this paper we restrict ourselves to target manifolds X which are (families of) symmetric
curves; in this case we denote the target curve by (Σ, c) and the family of such by F , see §2.1. Further-
more we consider only the case when the domains are possibly disconnected and the restriction of the
map to each connected component of the domain is nontrivial in homology.
Assume (Σ, c) is a marked symmetric curve with r pairs of conjugate marked points
V = {(x+1 , x
−
1 ), . . . , (x
+
r , x
−
r )}, where x
−
i = c(x
+
i ). (1.5)
For a collection ~µ = (µ1, . . . , µr) of r partitions of d, denote by
M
R
d,χ,~µ(Σ, V ) (1.6)
the relative real moduli space reviewed in §2.3.
Remark 1.1. Unlike in [GI, Definition 2.5] (and [BP2, Definition 3.1]) here we are using the usual
definition of the relative moduli space where the points in the inverse image of V are marked. Therefore
(1.6) is the cover of the moduli space [GI, Definition 2.5] obtained after ordering these points. The
degree of this cover is |Aut(~µ)| =
∏
i |Aut(µ
i)|.
The (virtual) dimension of the moduli space (1.6) is equal to
b = dχ(Σ)− χ− 2δ(~µ) , where δ(~µ) =
r∑
i=1
(d− ℓ(µi)). (1.7)
In general, the real moduli spaces (1.4) are not always orientable, but there are some criteria that
ensure orientability. In [GZ1, Definitions 1.2 and 5.1] a notion of real orientation was introduced. When
5
the target X is odd complex dimensional, the existence of a real orientation on TX ensures that the
real moduli spacesM
R
(X) are orientable, and a choice determines a canonical orientation of the moduli
space cf. [GZ1, Theorem 1.3]. This was extended in [GI, Definitions 2.1 and A.1] to the notion of a
twisted orientation, reviewed in Definition 6.1 below. While a real orientation in the sense of [GZ1,
Definition 1.2] does not exist on a symmetric curve with even genus and fixed-point free involution, a
twisted orientation exists on every symmetric curve, cf. §6.1.
For a smooth, marked, symmetric curve Σ as in (1.5), its relative tangent bundle TΣ is defined by
TΣ = TΣ⊗O
(
−
∑
i
x+i −
∑
i
x−i
)
. (1.8)
It is a holomorphic line bundle over Σ and comes with a canonical real structure cT induced by c.
As described after [GI, (A.13)], the moduli space M
R
d,χ,~µ(Σ, V ) is orientable, and can be canonically
oriented by a choice of (twisted) orientation data o on the relative tangent bundle TΣ. This gives rise
to a virtual fundamental class denoted [M
R
d,χ,~µ(Σ, V )]
vir,o, which depends on o. For any holomorphic
line bundle L → Σ, we can also consider its index bundle Ind ∂L as an element in K-theory, see (8.1).
Denote by
RGW c,od,χ(Σ, L)~µ
def
=
1
|Aut(~µ)|
∫
[M
R
d,χ,~µ(Σ,V )]
vir,o
cb/2(−Ind ∂L). (1.9)
Here b is the (virtual) dimension (1.7) of the moduli space and ck(E) denotes the k’th Chern class of
E. The local RGW invariant defined by [GI, (2.24)] is then equal to
RGW c,od (Σ, L)~µ =
∑
χ
RGW c,od,χ(Σ, L)~µ t
−χ/2(u/t)b/2+dk (1.10)
cf. Remark 1.1. Here k = c1(L)[Σ] is the degree of the line bundle.
While there may be different ways of defining the VFC, in this paper we describe a specific construction
of the VFC
[M
R
d,χ,~µ(Σ, V )]
vir,o ∈ Hˇb(M
R
d,χ,~µ(Σ, V );Q) (1.11)
as an element of rational Cech homology, using the thin compactification method as introduced in [IP4,
§2]. This has the advantage that it is very concrete and does not use sophisticated virtual techniques.
In the case when the target is a Riemann surface, turning on certain geometric perturbations ν of the J-
holomorphic map equation as introduced by Ruan-Tian [RT] suffices to obtain transversality strata-wise
for the relative real moduli space (after passing to a cover of the Deligne-Mumford moduli space; see
Remark 1.2). This ensures that the moduli space is generically a thin compactification, and thus carries
a VFC for all Ruan-Tian perturbations, including for ν = 0. We present the details of this construction
in §3.2, and briefly review it in §1.3.
Remark 1.2. In general, for higher genus domains, passing to covers of the moduli spaces is needed
to kill the automorphism groups and turn on Ruan-Tian perturbations, as reviewed for example in
[IP3, §3.1]. This is classically achieved by working on a regular cover of the Deligne-Mumford moduli
space, defined by considering curves with extra decorations such as level structures or twisted bundles
eg. as constructed by Abramovich-Corti-Vistoli in [ACV], cf. [ACG, Chapter XVI, Theorem 7.1]; see
also Chapter XVI, §10 of [ACG]. Such regular cover comes with an universal curve U whose fiber at a
(decorated stable) curve C is C.
1.3. Thin compactifications. We include here a brief overview of the thin compactification method.
Roughly speaking, it applies whenever (i) for generic perturbation the moduli space is a thinly compact-
ified manifold, i.e. is a manifold away from a (homologically) codimension 2 strata and (ii) the moduli
space over a generic 1-parameter family of perturbations is a thinly compactified cobordism, i.e. is a
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cobordism away from a (homologically) codimension 2 strata. When these conditions are satisfied, the
moduli space is called a thinly compactified family, cf. [IP4, Definitions 3.1 and 2.1].
Since the fundamental class of a manifold uniquely extends to a thin compactification, the first
condition defines the fundamental class of the moduli space for generic parameter. For non-generic
parameter, the virtual fundamental class is obtained as the limit of nearby classes, which is well defined
by condition (ii). For more details, see [IP4, Theorem 4.2].
The ideal situation in which the thin compactification method applies is when all the strata of the
moduli space are cut transversally, and the boundary strata have (virtual) codimension at least 2, cf.
[IP4, Lemmas 2.2 and 5.3]. More generally, it suffices to cover the boundary by images of codimension
2 manifolds, as in [IP5, Lemma 2.2].
Because the targets considered in this paper are holomorphic curves, we are in a very special sit-
uation where geometric Ruan-Tian perturbations work particularly well, and are sufficient to obtain
transversality strata-wise on all strata of the relative real moduli spaces as follows.
Classically, it is known that one can use Ruan-Tian perturbations ν to get transversality on all stable
components of the domain (after first passing to a cover of the Deligne-Mumford moduli space as in
Remark 1.2). However, Ruan-Tian perturbations identically vanish on unstable domain components i.e.
spherical components of the domain which are collapsed to points under the map to the Deligne-Mumford
moduli space. Thus these components must in general be handled by other methods. However, when
the target is aspherical (e.g. a higher genus curve) such unstable domain components cannot appear.
When the target is a sphere, there could be unstable domain components, but these must be branch
covers of P1, which are well understood classically, and in particular are cut transversally (even though
they are multiple covers!).
For the relative moduli spaces, there are also rubber components involved, but in our case these are
essentially (J,∇ν)-holomorphic maps to P1, and therefore again are cut transversally for the same rea-
sons: either because we can use ∇ν on the rubber components with stable domain to get transversality,
or else because they are branch covers of P1 thus already cut transversally. Moreover, any stratum with
rubber components has codimension at least 2. For more details, see §3.2.
The moduli spaces of real maps considered in this paper may have codimension 1 strata. In this
case, we first argue that for generic parameter ν the union of the codimension at most one strata is a
topological manifold, and thus carries a fundamental class; this involves only standard gluing techniques
at an ordinary real node of the domain (and no rubber components). All the other boundary strata
have codimension at least two, thus the method of thin compactifications applies.
2. Family moduli spaces
A key step in proving the splitting formula for the RGW invariants is to consider a family of moduli
spaces associated to a family of symmetric marked curves degenerating to a nodal symmetric curve
(with a conjugate pair of nodes). This family moduli space, denoted M(F/∆), serves as the ambient
space where we can compare the VFCs and integrands used in defining the RGW invariants. In this and
the following two sections we set up the necessary notation, review the constructions and show that the
moduli spaces involved in defining the RGW invariants (1.10) extend over families of symmetric marked
curves, including across the singular fibers.
2.1. Families of symmetric curves. Recall that if Σ0 is a complex nodal marked curve, then it has
(a) a smooth normalization (normalization) Σ˜ that replaces each node by a pair of marked points and
(b) a (versal) family F of deformations Σs smoothing out the nodes.
This extends to nodal marked symmetric curve as we review below; see also [GZ2, §4.2].
Let (Σ0, c0) be a nodal symmetric curve with r pairs of conjugate marked points V0 and a pair of
conjugate nodes. Consider a (versal/flat) family of deformations π : F → ∆2 where ∆ ⊂ C is the unit
disk. The total space F is a smooth Ka¨hler manifold with complex structure J and the projection is
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holomorphic. The real structure on Σ0 lifts to an anti-holomorphic involution cF on the family such
that
π : (F , cF) −→ (∆
2, c∆), (2.1)
where c∆ : ∆
2 → ∆2 is defined by (s1, s2) 7→ (s¯2, s¯1).
The fiber of (2.1) over (s, s) is a symmetric curve Σs, whose real structure cs is the restriction of cF
to Σs. This determines a family
F/∆
def
= ∪
s∈∆
Σs (2.2)
of symmetric curves over ∆ (the pullback of (2.1) via the map ∆ → ∆2, s 7→ (s, s) for all s ∈ ∆). We
will later consider restrictions of this family (2.2) to a line, path, etc.
The divisor V0 ⊂ Σ0 extends to a divisor V ⊂ F which restricts to give the conjugate marked points
Vs of the fiber Σs. We call (2.2) a (versal) family of deformations of the symmetric marked curve Σ0.
Consider also
(Σ˜, c˜)→ (Σ0, c0) (2.3)
the normalization of the singular fiber Σ0 (as a marked symmetric curve). Here c˜ denotes the real
structure of Σ˜ and we denote by V˜ the collection of marked points of Σ˜; they corresponds to the marked
points of Σ0 plus those over the nodes of Σ0. The curves Σs and Σ˜ come with natural maps
ιs : (Σs, cs) →֒ (F , cF) and φ : (Σ˜, c˜)→ (F , cF ). (2.4)
into the total space F of the family; the second map factors through the nodal fiber.
Finally, let
(T , cT )→ (F , cF) (2.5)
denote the relative tangent bundle to the family (2.1), which comes with an induced real structure cT ;
see [GZ2, Lemma 4.8]. The pullback of (T , cT ) to both Σs and Σ˜ under (2.4) gives their corresponding
relative tangent bundle (1.8). The relative tangent bundle TΣ0 to the nodal curve Σ0 is defined as the
restriction of T to Σ0, and it fits in the normalization SES of sheaves
1→ TΣ0 → TΣ˜ → T|nodes → 1 (2.6)
compatible with the real structures.
2.2. Family moduli space. The real relative moduli spaces of maps into the smooth fibers Σs naturally
form a family which can be compactified by adding a fiber over s = 0. In parallel with the proof of the
usual splitting formula e.g [BP1, (14)], we consider the family
Md,χ,~µ(F/∆) = ∪
s∈∆
M
R
d,χ,~µ(Σs, Vs) −→ ∆ (2.7)
of moduli spaces whose fiber at s ∈ ∆ \ 0 is the real relative moduli space M
R
(Σs, Vs), while the fiber
M
R
(Σ0, V0) over s = 0 includes maps with rubber components over both the nodes and the marked
points of Σ0. We describe these spaces in more detail below beginning with a review of the relative
compactification.
2.3. Relative real moduli spaces. Even in the complex category, there are several versions of the
relative moduli space of holomorphic maps to a complex curve Σ relative a divisor V . The version
used by Bryan-Pandharipande in [BP2, Definition 3.1] is more convenient for computational purposes,
and is a quotient of the (usual) relative moduli space defined by Jun Li in [Li]. The latter has the
property that all the contact points are marked, and is more convenient for analytical considerations,
including for constructing the VFC and describing its behavior under target degenerations. Of course,
the virtual fundamental classes of these two versions of the moduli space are essentially the same up to
a combinatorial factor.
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In this section we outline the construction of the usual relative moduli space (in which all the contact
points are marked) adapted to the real setting. We include some of the standard arguments for ease of
reference when we extend these arguments to families of degenerating targets.
Let (Σ, c) be a (smooth) symmetric marked curve with r pairs of conjugate marked points V as in
(1.5). Fix d, χ and a collection ~µ = (µ1, . . . , µr) of r partitions of d. Consider first the ”top stratum”
MRd,χ,~µ(Σ, V ) (2.8)
consisting of equivalence classes (up to reparametrizations of the domain) of J-holomorphic real maps
f : (C, σ)→ (Σ, c) such that
(i) the domain C is a smooth, marked, possibly disconnected symmetric Riemann surface of total
Euler characteristic χ;
(ii) f has ramification pattern µi over x+i (and thus also over its conjugate x
−
i ), for all i = 1, . . . , r;
(iii) f is nontrivial on each connected component of C;
(iv) f is a degree d map.
The points in f−1(V ) are called contact points of f to V . Here, as in [Li] or [IP1] (but unlike in [GI,
Definition 2.5] and [BP2, Definition 3.1]) all the contact points are marked (thus ordered). Specifically,
condition (ii) means that
• f−1(x±i ) = {y
±
ij}j=1,...,ℓ(λi) for every i = 1, . . . , r;
• the ramification order of f at y±ij is µ
i
j and y
±
ij are conjugate points;
• {y±ij | j = 1, . . . , ℓ(µ
i), i = 1, . . . , r} are marked points of the domain.
A map f which satisfies these conditions is said to have the order of contact to V prescribed by ~µ.
The moduli space (2.8) has a compactification M
R
d,χ,~µ(Σ, V ) where both the domain and target of
the maps are allowed to degenerate. We start by describing the targets, which are called buildings,
obtained by rescaling Σ a number of times normal to V (in this case the result is a nodal symmetric
marked curve). Rescaling m times gives rise to the building
Σ[m] = Σ ∪
V=V∞
PV ∪
V0=V∞
. . . ∪
V0=V∞
PV −→ Σ,
defined as the union of Σ with chains of m spheres over each one of its marked points. Here
PV = P
1 × V =
(
r
⊔
i=1
P1
x+i
)
⊔
(
r
⊔
i=1
P1
x−i
)
is a P1 bundle over V = {x±1 , . . . , x
±
r } with
(i) a zero and infinity section V0 and V∞,
(ii) a real structure covering c(x+i ) = x
−
i in the base, and
(iii) a C∗ action compatible with (ii) and fixing pointwise (i).
The divisor V [m] of the building Σ[m] corresponds to the marked points {x±i }
r
i=1 of Σ[m]. The C
∗
action on each PV induces a (C
∗)m action on Σ[m], called the rescaling action. Finally let
p : Σ[m] −→ Σ (2.9)
denote the projection induced by collapsing all the PV ’s down to V .
Then the compactification M
R
d,χ,~µ(Σ, V ) of the top stratum (2.8) is defined as follows.
Definition 2.1. An element of the moduli space M
R
d,χ,~µ(Σ, V ) is an equivalence class of (relatively
stable) real J-holomorphic maps
f : C → Σ[m] (2.10)
from some possibly nodal, possibly disconnected symmetric Riemann surface C to some symmetric build-
ing Σ[m] such that
(i) f has prescribed contact at the marked points of the target, i.e. the inverse image of {x±i }
r
i=1
consists only of marked points {y±ij} of the domain, decorated by the contact multiplicity ~µ of f .
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(ii) f satisfies the following matching condition: the inverse image of the nodes of the target consists
only of nodes of the domain with the same order of contact on the two local branches.
(iii) the restriction of f to every connected component of the domain is nontrivial.
(iv) f has degree d and its domain has (virtual) Euler characteristic χ.
The equivalence is up to reparametrizations of the domain and the rescaling action on the target; an
object is relatively stable if it has a finite automorphism group.
The relative real moduli space
M
R
d,χ,~µ(Σ, V ) (2.11)
comes with natural maps induced by forgetting some of the data such as the real structures, the order of
the contact points, the divisor V , etc. Forgetting the real structure defines a map to the (usual) relative
moduli space of holomorphic maps to Σ relative the divisor V .
Remark 2.2. The moduli space (2.11) also comes with a group action permuting the contact points
with same image and multiplicity. The quotient by this Aut(~µ) action is the moduli space in [GI,
Definition 2.5] where the contact points are unordered, see Remark 1.1.
2.4. Rubber components. There is an equivalent description of the elements of the relative moduli
space that is more convenient for transversality purposes. The irreducible components of the domain of
(2.10) can be decomposed according to their image in Σ[m]; those that are mapped to Σ are called level
zero components and the rest are called rubber components.
Since V is 0 dimensional, each rubber component projects to a constant map to V under (2.9), and
is of course a holomorphic map to one of the P1’s, with prescribed contact to 0 and ∞. Equivalently,
such constant maps to V correspond to meromorphic sections of the pullback normal bundle having
prescribed zeros and poles, i.e. must satisfy the condition
kerDN 6= 0, (2.12)
where DN is the normal operator cf. [IP1, (6.3)]. The condition (2.12) is automatic for genus 0 compo-
nents (since the index is positive), but not all higher genus constant maps lift to a rubber component.
Among the rubber components we may have some trivial components, i.e. multiple covers P1 → P1,
totally ramified over 0 and ∞. All the other (nontrivial) rubber components have stable domains, thus
project to a stable map to V .
In particular, the projection (2.9) induces a forgetful map
M
R
(Σ, V )→M
R
(Σ) (2.13)
to the absolute moduli space; it takes f : C → Σ[m] to the map obtained from p ◦ f : C → Σ after
collapsing all the chains of trivial components in the domain to obtain a stable map to Σ.
Remark 2.3. By definition, the image of the forgetful map (2.13) consists of stable, real holomorphic
maps f : C → Σ that have a holomorphic lift f˜ : C˜ → Σ[m] which satisfies the matching conditions
over the singular locus of Σ[m] and has prescribed contact with V [m]. In particular, the components of
f that are mapped to V must have a lift to a rubber component, i.e. must satisfy (2.12).
2.5. Nodal targets. Definition 2.1 extends to nodal targets, as long as we include maps with rubber
components over both the marked points and the nodes of the target. Assume Σ0 is a nodal real marked
curve with an ordered pair {x±} of conjugate nodes and r other pairs of conjugate marked points V0.
Then the relative real moduli space
M
R
d,χ,~µ(Σ0, V0)
is defined as in Definition 2.1 except that Σ[m] is replaced by the building Σ0[m] obtained by rescaling
Σ0 at both the marked points and the nodes. Therefore an element of this moduli space is an equivalence
class of real J-holomorphic maps
f : C0 → Σ0[m]
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satisfying conditions (i)-(iv) of Definition 2.1. Now the domain C0 must be nodal and the top stratum
MR(Σ0, V0) is the subset consisting maps to Σ0 whose domain has no other nodes besides those in the
inverse image of the nodes of Σ0.
Recall that (2.3) attaches pairs of marked points of Σ˜ to produce the nodes of Σ0; it extends to a map
between any building associated to Σ˜ and the corresponding building associated to Σ0. The attaching
map
⊔
λ⊢d
M
R
d,χ+4ℓ(λ),~µ,λ,λ(Σ˜, V˜ ) M
R
d,χ,~µ(Σ0, V0)
Φ (2.14)
is then induced by attaching pairs of marked points of both the domain and target to produce nodes
(then forgetting the order of these nodes). Note that in the domain of (2.14) the contact points are
ordered; however Φ factors through the quotient by the diagonal Aut(λ) action to produce unordered
nodes in its image.
2.6. Maps to the family. Consider next the family
Md,χ,~µ(F/∆) = ∪
s∈∆
M
R
d,χ,~µ(Σs, Vs) −→ ∆ (2.15)
moduli spaces associated to the family (2.2) of targets; its fiber over s ∈ ∆ is the relative real moduli
space associated to the fiber of F over s. The inclusion of Σs into F is holomorphic, and induces a
proper map
M
R
d,χ,~µ(Σs, Vs) Md,χ,~µ(F/∆) (2.16)
for every s ∈ ∆. The map (2.3) is also holomorphic and induces the proper map (2.14) at the level of
moduli spaces; the composition of the latter with the map (2.16) for s = 0 is a proper map
⊔
λ⊢d
M
R
d,χ+4ℓ(λ),~µ,λ,λ(Σ˜, V˜ ) Md,χ,~µ(F/∆). (2.17)
3. Construction of the VFC
In this section we define the VFCs of the real relative moduli spaces involved using the method of
thin compactifications as introduced in [IP4, §2] and reviewed in §1.3.
3.1. Ruan-Tian perturbations. To obtain transversality stata-wise, we fix the (integrable) complex
structure J on the target, but turn on Ruan-Tian perturbations ν adapted to the situation. In particular,
for the relative real moduli space M
R
(Σ, V ), we restrict to the space JVR(Σ, V ) of RT-perturbations
on Σ compatible with both the real structure and the divisor V , as described in this section.
In general, recall that if J is an (almost) complex structure on X and ν is a Ruan-Tian perturbation
[RT], then a (J, ν)-holomorphic map to X is a solution f : C → X of the equation
∂Jf = ν
or equivalently the graph F of f is Jν -holomorphic, as reviewed for example in [IP3, §3.1]. If the domain
C has trivial automorphism group, one can use the variation in ν to show that the linearization is cut
transversally, essentially because the graph of f is an embedding. This extends to the case the domain
C is stable after passing to a regular cover of the Deligne-Mumford moduli space as in Remark 1.2.
When (X, c) is a manifold with a real structure c, denote by JVR(X) the space of real Ruan-Tian
perturbations ν on X . These are elements ν ∈ Hom0,1(TU , TX) defined on U ×X , such that
ν is real and is supported away from the special points of the domain. (3.1)
Here U denotes the universal curve over a regular cover of the real Deligne-Mumford moduli spaceM
R
χ,ℓ
(parametrizing possibly disconnected real curves with Euler characteristic χ and ℓ pairs of conjugate
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points). In particular, the fiber of U at a (decorated) curve C is C. Furthermore, Hom0,1 denotes the
space of anti-complex linear homomorphisms i.e. such that Jν+νj = 0, where J is the (almost) complex
structure on (X, c), and j is the (family) of complex structures on the fibers of U . For more details, see
e.g. [Z, §2].
When X = Σ is a symmetric curve with conjugate marked points V , consider the subset
JVR(Σ, V ) ⊆ JVR(Σ) (3.2)
of real RT perturbations (J, ν) which are compatible with V in the sense of [IP1] (i.e. such that the
1-jet of ν along V satisfies certain conditions). Since here J is integrable and V is 0 dimensional,
these conditions reduce to the requirement that ν vanishes along V and ∇ν is complex linear along V .
Specifically, the conditions are
ν|U×V = 0 and (∇jwν)(v) = J(∇wν)(v) for all w ∈ TX |V and v ∈ T . (3.3)
Here T → U denotes the relative tangent bundle to the fibers of the universal curve U .
In general, the compatibility condition with the divisor V ensures that
(a) ν restricts to a RT perturbation on V (i.e. ν takes values in TV along V );
(b) the 1-jet of ν gives rise to a RT perturbation on the building obtained by rescaling X normal to V ;
(c) for maps with image in V , the normal operator DN is complex linear.
Moreover, if f is a (J, ν)-holomorphic map to a building then each rubber component of f projects to
a (J, ν)-holomorphic to V and (3.9) holds along this projection.
The space of RT perturbations (3.2) easily extends to the family of targets. As before, we start with
the space of real Ruan-Tian perturbations ν on the total space (F , cF) of the family (2.1). These satisfy
condition (3.1) for X equal to the total space of the family F . Then we restrict to the subspace
JVR(F/∆) (3.4)
of such perturbations which additionally satisfy the following conditions:
(a) ν is compatible with the fibration i.e. π∗ν = 0;
(b) ν is compatible with the divisors and the nodal locus, i.e. the 1-jet condition (3.3) holds for X equal
to the total space of the family F and V ⊂ X equal to the union of the marked points and nodes of
the family.
The first condition implies that any (J, ν) holomorphic map to F projects to a holomorphic, thus (locally)
constant map to ∆, and therefore its image is contained in a fiber of F (if the domain is connected).
Moreover, it implies that the pullback νs of ν to Σs is a real RT perturbation on Σs, which is compatible
with the divisor Vs by the second condition. Similarly, the pullback ν˜ of ν to the normalization Σ˜ is
a real RT perturbation on Σ˜ compatible with the divisor V˜ (the inverse image of the special points of
Σ0). This defines maps
JVR(F/∆)→ JV
R(Σs, Vs) JV
R(F/∆)→ JV
R(Σ˜, V˜ ) (3.5)
ν 7→ νs ν 7→ ν˜
cf. (2.4).
3.2. Transversality stratawise. Since our targets are curves, a generic real RT perturbation ν com-
patible with the divisor ensures that all strata are of expected dimension and therefore as in [IP4], the
relative real moduli spaces carry a VFC for all parameters, including ν = 0. For completeness, we
provide the details of this argument here.
Assume first Σ is a smooth symmetric curve with conjugate marked points V as in (1.5) and an
integrable complex structure J (fixed). As ν varies in the space of RT perturbations JVR(Σ, V ) defined
in (3.2), we get a family
M
R
d,χ,~µ(Σ, V ) JV
R(Σ, V )π (3.6)
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of relative real moduli spaces, one for each choice of topological data d, χ, ~µ and we denote by
M
R
d,χ,~µ(Σ, V )ν its fiber at ν; it can be regarded as a deformation of the moduli space M
R
d,χ,~µ(Σ, V )
in (2.11), which corresponds to ν = 0. Specifically, an element of the moduli space (3.6) is a pair ([f ], ν)
where
f : C → Σ[m] (3.7)
is a (relatively stable) real (J, ν)-holomorphic map satisfying the properties listed in Definition 2.1.
When f : C → Σ, the linearization (to this moduli problem) can be identified with
Df : Γ(f
∗T )R ⊕ TCM
R
χ,ℓ → Λ
01(f∗T )R (3.8)
Df (ξ, k) = ∂ξ − [∇ξν +
1
2Jdfk]
01,
cf. §A.4. Here T is the relative tangent bundle to the marked curve Σ defined by (1.8) and M
R
χ,ℓ
denotes the real Deligne-Mumford moduli space containing C (for simplicity we assume C is stable).
For the strata-wise linearization, the second term in (3.8) is replaced by the tangent space to the stratum
containing C.
Under the collapsing map Σ[m]→ Σ, the rubber components of (3.7) continue to project to constant
maps to V (since V is 0 dimensional), and must satisfy the condition
kerDN 6= 0 (3.9)
along this projection, cf. [IP1, (6.3)].
The moduli space (3.6) is stratified according to the topological type of the maps (3.7); in particular,
the topological type of the domain and target is fixed along a stratum. The top stratum consists of maps
f : C → Σ with smooth domain, while the (virtual) codimension 1 stratum consists of maps f : C → Σ
with precisely one node, which must be real. All the other strata have (virtual) codimension 2 or more,
including those that have at least one rubber component.
Standard arguments imply the following result whose proof we sketch for completeness.
Lemma 3.1. Over the parameter space JVR(Σ, V ) of real RT-perturbations on Σ compatible with V,
every stratum of the relative real moduli space (3.6) is cut transversally.
Proof. Assume f is a real (J, ν)-holomorphic map as in (3.7) for some ν ∈ JVR(Σ, V ). Decompose
its domain C into stable and unstable components (recall that the unstable components are spheres
mapped to a point in the universal curve). When the divisor V is non-empty, also decompose C into
rubber components (collapsed to points in V under the projection p : Σ[m]→ Σ) and non-rubber ones
(level zero components), and consider the projection of f to Σ.
By definition, the Ruan-Tian perturbations ν used here are pulled back from U×Σ and ν must vanish
along V . Therefore such perturbations identically vanish on both unstable domain components and on
the projection to V of the rubber components. However, because the target is a curve, all unstable
domain components, including rubber ones, are already cut transversally as analyzed in §1.3.
To obtain transversality on the stable components, we use the fact that the restriction to these
components defines an embedding into U × Σ. Transversality then follows by using variations either
in ν (on the non-rubber components) or else in ∇ν (on the rubber components) which have prescribed
values at a suitable collection of points; we just need to ensure that the variations can be chosen so that
they are tangent to the parameter space JVR(Σ, V ), i.e. satisfy conditions (3.1) and (3.3).
Consider first the restriction of f to a stable, non-rubber component. Let η denote an element of the
cokernel of the linearization Df defined by (3.8), and assume the restriction of η to this component is
nonzero. Then we can find a point x on it where η(x) 6= 0. By unique continuation, we can assume that
x is not real, and also that f(x) 6∈ V (the image of a non-rubber component cannot lie entirely in V ).
Regard η(x) as an element of Hom0,1(TxC, Tf(x)Σ). Then as in the standard transversality proof (but
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after symmetrizing), we can find a symmetric variation µ in ν supported sufficiently close to the image
of x (and its conjugate) such that the values of µ and η at agree at x (and therefore also at c(x)), i.e.
µ|(x,f(x)) = η(x). (3.10)
By construction, such variation µ satisfies condition (3.1). Since f(x) ∈ X \ V , it also satisfies (3.3)
whenever µ is supported sufficiently close to (x, f(x)) and its conjugate.
Consider next the restriction of f to a stable, rubber component. The pullback of ν identically
vanishes along this component since it projects to a point in V . However, the restriction of f to this
rubber component satisfies kerDN 6= 0 cf. (3.9). To check that the latter condition is cut transversally,
we adapt the proof of [IP1, Lemma 6.4] to the real setting. Let 0 6= κ ∈ kerDN and η 6= 0 an element of
the cokernel of DN . By unique continuation, we can find a point x on the domain so that both κ(x) and
η(x) are nonzero; we can also assume that x is not special, nor real, but of course it must be mapped to
V . As in the proof of [IP1, Lemma 6.4], after symmetrizing, we can find a variation µ in ν compatible
with V , supported near the image of x (and its conjugate) such that the values of ∇κµ and η agree at
x (and therefore also at its conjugate), i.e.
(∇κµ)|(x,f(x)) = η(x). (3.11)
Such variation µ then satisfies both conditions (3.1) and (3.3).
The result then follows as in the standard proof of transversality, after multiplying such variations µ
in ν by (symmetric) bump functions βε supported around the image of x (and its conjugate) in U × Σ,
to get a sequence of variations βεµ, still satisfying (3.1) and (3.3), but whose support is arbitrarily close
to x (and its conjugate). 
3.3. Transversality for a family of targets. Consider next a family F = ∪sΣs of targets as in (2.1),
and let P = JVR(F/∆) be the space of real RT perturbations defined in (3.4). For the rest of the paper,
we fix the topological data d, χ, ~µ and denote by
M(Σs) = ∪
ν
M
R
d,χ,µ(Σs, Vs)ν → P (3.12)
the family of real relative moduli spaces defined as in (3.6) for Σ = Σs but for parameters ν ∈ P . Note
that the fiber over ν ∈ P depends only on the pullback νs to Σs, cf. (3.5). We also fix s0 6= 0 in ∆ and
denote by I the segment [0, s0] ⊂ ∆.
The families in (2.15) and (2.14) similarly extend to families
M(F/I) = ∪
s∈I
M(Σs) and M(Σ˜) = ⊔
λ⊢d
Mλ(Σ˜), (3.13)
over P . Here Σ˜ is the normalization of the nodal fiber Σ0 and the fiber of Mλ(Σ˜) at ν ∈ P is by
definition
Mλ(Σ˜)ν = M
R
d,χ+4ℓ(λ),~µ,λ,λ(Σ˜, V˜ )ν . (3.14)
The proof of Lemma 3.1 extends essentially verbatim, after replacing Σ by the family F , to give the
following result.
Lemma 3.2. Over the space JVR(F/∆) of real RT perturbations on the family, every stratum of the
following families of relative real moduli spaces
∪
s∈I
M(Σs), M(Σs0), M(Σ˜), and M(Σ0) (3.15)
are cut transversally.
Proof. A stratum of each one of these families consists of maps f whose domain and target are symmetric
surfaces with fixed topological type. It suffices to check that the variations in ν constructed above can
be chosen tangent to the space of perturbations P = JVR(F/∆) on the family. This means they can be
defined on U × F and chosen so that they satisfy (a) π∗ν = 0, (b) condition (3.1) for X = F , and (c)
condition (3.3) for X = F and V ⊂ X the union of the marked divisor of F and the nodes of Σ0.
Let f be an element of any one of the moduli spaces (3.15). Its domain is a real nodal marked curve
C and its target is a building Σ[m] as in (3.7), where Σ is either some fiber Σs of F for s ∈ I or else is
the normalization Σ˜ of the nodal fiber Σ0. In turn, both Σs and Σ˜ map to F cf. (2.4). In particular,
f descends to a map to F , such that its rubber components are mapped to the marked points of Σs or
else to the marked points and nodes of Σ0.
The rest of the proof proceeds as in that of Lemma 3.1. To construct a variation µ tangent to P
satisfying (3.10) whenever both x and f(x) are non-special and non-real points, we use the fact that
both U and F are locally trivial fibrations in a sufficiently small neighborhood of such a point (and its
conjugate).
Similarly, to ensure there exists a variation µ tangent to P satisfying (3.11), we separate the case
when f(x) is mapped to a marked point of the family from the case f(x) is mapped to a node of the
family. At a marked point of the family F , π is a local fibration in a sufficiently small neighborhood of
the marked point, thus the variation µ constructed on a single fiber of F as in Lemma 3.1 extends to
the family.
Finally, assume f is an element of M(Σ˜) or M(Σ0) and x is a nonreal, nonspecial point on a rubber
component of f which is mapped to a node of Σ0. As in the proof of Lemma 3.1, let κ ∈ kerDN
and η ∈ cokerDN such that both κ(x) and η(x) are nonzero. We must check that we can construct a
variation µ tangent to P such that (3.11) holds. In this case κ(x) ∈ Tf(x)F = TnodeF while the value
of η at x can be regarded as an element η(x) ∈ Hom0,1(TxC, Tf(x)F). Using the local model of F at
the node, we can similarly construct a variation µ defined in a neighborhood of the node on F which
satisfies (3.3) for V = node; symmetrizing it gives a variation tangent to P . 
Corollary 3.3. There exists a Baire subset P∗ ⊂ P = JVR(F/∆) such that for all ν ∈ P
∗, all the
strata of the fibers over ν of all the moduli spaces (3.15) are cut transversally, thus are smooth manifolds
of the expected dimension.
By a generic parameter we mean one that takes values in a Baire subset of the parameter space (a
Baire subset is a countable intersection of open and dense sets).
3.4. VFCs for relative real moduli spaces. The transversality results proved in §3.2 can be used
to show that the moduli spaces considered are thin compactifications in the sense of [IP4, Defn 2.1] or
more generally thinly compactified families in the sense of [IP4, Defn 3.1 and 3.2]. Roughly speaking,
M → P (3.16)
is a thinly compactified family over P provided (i) for generic ν ∈ P the fiber Mν is a thin compactifi-
cation, i.e. an oriented topological manifold away from a (homologically) codimension 2 strata and (ii)
over a generic path γ in P , Mγ is a thinly compactified cobordism, i.e. an oriented cobordism away
from a (homologically) codimension 2 strata. See [IP4, Defn 2.1] and [IP4, §2.4] for precise details.
Since the fundamental class of a manifold uniquely extends to any thin compactification by [IP4,
Thm 2.4], condition (i) above defines the fundamental class of the moduli space for generic parameter
ν. For non-generic parameters, the virtual fundamental class (VFC) is obtained as the limit of nearby
classes, which is well defined by condition (ii). For more details, see [IP4, Thm 4.2]. In particular, by
[IP4, Thm 4.2] any thinly compactified family M → P carries a unique VFC2
[Mν ]
vir ∈ Hˇ∗(Mν ;Q) (3.17)
defined for all ν ∈ P , and satisfying a consistency condition over all paths in P , cf. [IP4, Defn 4.1].
Finally, thin compactifications behave well under passing to covers, cf. [IP4, §2.1] or enlarging the
parameter spaces cf. [IP4, §6].
We next apply these consideration to the families of moduli spaces considered in the previous section.
We start with the case of a fixed, smooth target, and then move to a family of targets.
2called the relative fundamental class in [IP4].
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Assume Σ is a (smooth) symmetric curve with r pairs of conjugate marked points V. For every d, χ,
~µ fixed, consider the family
M
R
d,χ,~µ(Σ, V ) JV
R(Σ, V ) (3.18)
of moduli spaces defined by (3.6). The linearization at f : C → Σ has the form
Df(ξ, k) = f
∗∂(T ,cT )ξ +Af (ξ) + bf (k) (3.19)
cf. (3.8). The first term is the pullback of the ∂(T ,cT ) operator on the target, where T = TΣ is as
in (1.8), while Af and bf are 0’th order terms. By construction, the image of both Af and bf are
(smooth) (0, 1)-forms supported away from a neighborhood of the special points of the domain. So
after completing in weighted Sobolev norms the linearization Df becomes a compact perturbation of
the Fredholm operator ∂(T ,cT ) ⊕ 0. Turning off the compact perturbation provides an isotopy (through
Fredholm operators) connecting Df with ∂(T ,cT ) ⊕ 0.
In particular, the (virtual) dimension of the moduli space is the index of Df , given by (1.7). The
(virtual) relative orientation sheaf oM of the family (3.18) is the determinant line bundle of the family
of linearizations Df ; turning off the 0’th order terms defines a canonical (up to homotopy) identification
oM ∼= det ∂(T ,cT ) ⊗ f
∗ detTM
R
χ,ℓ(~µ), (3.20)
cf. [GI, (A.13)]. A choice of (twisted) orientation data on the relative tangent bundle T to Σ induces a
canonical orientation of (3.20) and thus of the moduli space, as described after [GI, (A.13)]; we review
this in §6.
The following theorem defines the VFC of the relative real moduli spaces. For ease of later reference,
the proof includes more details and notation than strictly necessary.
Theorem 3.4. The family of relative real moduli space (3.18) is a thinly compactified family, therefore
carries a VFC
[M
R
d,χ,~µ(Σ, V )ν ]
vir ∈ Hˇb(M
R
d,χ,~µ(Σ, V )ν ;Q) (3.21)
for all ν ∈ JVR(Σ, V ), including ν = 0. The VFC depends on the choice of (twisted) orientation data
on the relative tangent bundle T of Σ; the virtual dimension b is given by (1.7).
Proof. For simplicity, denote the family (3.18) by M → P as in (3.16) and by Mν its fiber over ν ∈ P .
Consider the open subset
M˜ ⊆M (3.22)
consisting of the union of strata of (virtual) codimension at most one. The elements of these strata
have at most 1 real node and this node must be an ordinary real node, i.e. its image is away from
V ; in particular these elements cannot have any rubber components. All the other strata have virtual
codimension at least 2.
By Lemma 3.1, for generic parameter ν ∈ P , all the strata of the real relative moduli space are
cut transversally. In particular, the cokernel of the linearization along the codimension one stratum is
trivial. Therefore by the usual gluing theorem at an ordinary real node, the fiber M˜ν of (3.22) is a
topological manifold, locally modeled on the kernel of the linearization. Orientability extends across the
codimension 1 stratum as in [GZ1] and the (relative) orientation sheaf of M˜ is
o
M˜
∼= det ∂(T ,cT ) ⊗ f
∗ detTM
R
χ,ℓ(~µ). (3.23)
A choice of (twisted) orientation data trivializes (3.23), cf. §6.
Consider next the ”singular locus”
S = M \ M˜. (3.24)
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For a generic parameter ν ∈ P , its fiber Sν = Mν \M˜ν is stratified by smooth manifolds of at least codi-
mension 2 cf. Lemma 3.1; then by [IP4, Lemma 2.2] the singular locus Sν is homologically codimension
2. Thus for generic ν, Mν is a thin compactification of the oriented manifold M˜ν and therefore carries
a fundamental class [Mν ].
Similarly, the moduli space Mγ over a generic path γ is a thinly compactified cobordism in the sense
of [IP4, §2.4]. This means that the corresponding subset M˜γ is an oriented topological manifold with
boundary M˜∂γ , and its complement inMγ is stratified by codimension 2 manifolds, as is the complement
of M˜∂γ in M∂γ .
Therefore by [IP4, Lemma 5.4], M → P is a thinly compactified family in the sense of [IP4, Defini-
tion 3.2], thus by [IP4, Theorem 4.2] it carries a VFC as in (3.17) for all ν ∈ P , including ν = 0. The
VFC is defined by [Mν ] for generic parameter, and is extended uniquely to all parameters by taking
limits of the values over generic parameters. 
Remark 3.5. In particular, the VFC (1.11) of the (unperturbed) real relative moduli spaceM
R
d,χ,~µ(Σ, V )
can be defined by turning on RT perturbations ν in JVR(Σ, V ) to obtain transversality strata-wise and
then turning them off by taking ν → 0.
The proof of Theorem 3.4 also extends to the moduli spaces
M(Σs6=0), M(Σ˜) = ⊔
λ⊢d
Mλ(Σ˜), and M(Σ0) (3.25)
described in the paragraph containing (3.12). Note that (3.25) are families of real relative moduli spaces
over the parameter space P = JVR(F/∆).
Theorem 3.6. The moduli spaces (3.25) are thinly compactified families over P = JVR(F/∆). In
particular, each one carries a VFC
[M(−)ν ]
vir ∈ Hˇb(M(−)ν ; Q)
for all ν ∈ P. The VFC depends on the choice of (twisted) orientation data oF on the relative tangent
bundle T → F to the family; the virtual dimension b is given by (1.7).
Proof. The strata of the moduli spaces (3.25) are cut transversally by Lemma 3.2 and every stratum
with at least one rubber component has codimension at least 2. Denote by
M˜(Σs6=0), M˜(Σ˜) = ⊔
λ
M˜λ(Σ˜), and M˜(Σ0) (3.26)
the union of their codimension at most 1 strata. Note that besides the nodes in the preimage of the
nodes of the target, the domains in M˜(Σ0) can have at most one additional node, which must be real.
Recall that by definition the fibers of the families M(Σs) and Mλ(Σ˜) at ν ∈ P are the relative real
moduli spaces M
R
d,χ,~µ(Σs, Vs)ν and respectively M
R
d,χ+4ℓ(λ),~µ,λ,λ(Σ˜, V˜ )ν , and that Σs and Σ˜ are smooth
for s 6= 0. Therefore the relative orientation sheaf of the family M˜(Σs6=0) and respectively M˜λ(Σ˜)
over the parameter space P continues to be given by the corresponding formula (3.23) and is similarly
orientable, as reviewed in §6 below. For Σ = Σ0, the relative orientation sheaf of M˜(Σ0) is analyzed in
§4 below and is orientable as well, cf. paragraph above Lemma 4.3. The rest of the proof proceeds as
in that of Theorem 3.4. 
The proof above also provides the following specific result about the generic fibers of these families.
Denote by P∗ the Baire subset of P = JVR(F/∆) appearing in Corollary 3.3.
Proposition 3.7. For all ν ∈ P∗, we have the following properties:
(i) the spaces
∪
s∈(0,s0)
M˜(Σs)ν , M˜(Σs0)ν , M˜(Σ0)ν , and M˜(Σ˜)ν (3.27)
are orientable topological manifolds;
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(ii) M(Σ)ν is a thin compactification of M˜(Σ)ν for Σ equal to Σs0 , Σ0, and respectively Σ˜;
(iii) ∪
s∈(0,s0]
M˜(Σs)ν is a topological manifold with boundary M˜(Σs0)ν ;
(iv) the complement of ∪
s∈[0,s0]
M˜(Σs)ν in ∪
s∈[0,s0]
M(Σs)ν is homologically codimension 2.
In general, ∪
s∈[0,s0]
M˜(Σs)ν is branched over s = 0, but a cover of it is a topological cobordism cf. §5.
A priori, the VFC as defined in [IP4] may depend on the parameter space of perturbations used to
achieve transversality. Using the results of [IP4, §6] we end this section by to comparing the VFCs of the
(unperturbed) real moduli spaces M
R
(Σ, V ) constructed using perturbations in P = JVR(F/∆) versus
using those in P ′ = JVR(Σ, V ) for Σ equal to Σs6=0 or Σ˜.
Lemma 3.8. For the first two families in (3.25), the VFC associated by Theorem 3.6 agrees under (3.5)
with the VFC associated by Theorem 3.4.
Proof. Assume for simplicity Σ is equal to Σs6=0 (the proof for Σ˜ is similar). Denote by P → P ′ the
map JVR(F/∆)→ JV
R(Σs, Vs) defined as in (3.5). We can then consider the family of moduli spaces
∪
ν
M
R
d,χ,~µ(Σs, Vs)ν
as ν varies over either P or P ′; denote these two families byM and respectivelyM
′
. By [IP4, Lemma 6.2]
it suffices to check that the conditions in [IP4, Definition 6.1] are satisfied. But the fiberMν ofM → P is
the same as the fiber of M
′
→ P ′ over the image of ν in P ′; moreover the former fiber is cut transverally
strata-wise if and only if the latter one is (because the linearization is the same for both problems).
Therefore the Baire subsets of regular parameters (where the strata are cut transversaly) satisfy the
required conditions of [IP4, Definition 6.1], completing the proof. 
4. Moduli spaces for nodal targets
In this section we describe the family of real relative moduli spaces associated to the nodal curve Σ0
and analyze its orientation sheaf. Recall that Σ0 is a nodal curve with a pair x
+, x− of conjugate nodes
(and r pairs of conjugate marked points) and Σ˜ is its normalization. We fix the topological data d, χ, ~µ
and consider the moduli spaces M(Σ0) and M(Σ˜) introduced in (3.12)-(3.15). We continue working
over the parameter space P = JVR(F/∆) of RT perturbations on the family F . Then the attaching
map (2.14) extends over this parameter space to give a map denoted
Φ : M(Σ˜)→M(Σ0). (4.1)
Its restriction M˜(Σ˜)→ M˜(Σ0) to the codimension at most 1 strata (3.26) can be described as follows.
Consider the cover of M˜(Σ0) obtained by ordering the nodes in the preimage of the node x
+ of Σ0. It
comes with a group action reordering those nodes that have the same contact multiplicity. This cover
is in fact homeomorphic to M˜(Σ˜) and M˜(Σ0) is the quotient by the corresponding group action.
4.1. Linearizations and the orientation sheaf. Denote by y+ = {y+1 , . . . , y
+
ℓ } the nodes of the
domain in the preimage of the node x+. Then the linearization at f0 : C0 → Σ0 is induced by the
linearization
Df˜ : Γ(f˜
∗TΣ˜)
R ⊕ TC˜M
R
→ Λ01(f˜∗TΣ˜)
R (4.2)
at a lift f˜ : C˜ → Σ˜ to the normalizations. The latter is given by the formulas (3.8) and (3.19) with
f replaced by f˜ . In particular, as f˜ varies in M˜(Σ˜), turning off the 0’th order terms identifies the
orientation sheaf of M˜(Σ˜) with
o
M˜(Σ˜)
∼= det ∂(T
Σ˜
,cT ) ⊗ f
∗ det TM
R
(4.3)
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(uniquely up to homotopy). Here TΣ˜ is the relative tangent bundle of Σ˜, while TM
R
denotes the tangent
bundle of the Real Deligne-Mumford moduli space parametrizing the variations in C˜. (We assume for
simplicity C˜ is stable).
Using (2.6), together with the normalization SES (A.12) and (A.14) for the bundle E = f∗0 TΣ0 allows
us to rewrite the linearization (4.2) as
D˜f0 : Γ(f
∗
0 TΣ0)
R ⊕ (f∗0 TΣ0)|y+ ⊕ TC˜M
R
→ Λ01(f∗0 TΣ0 )
R. (4.4)
Here an element ζ ∈ Γ(f∗0 TΣ0 )
R gives rise to a variation in f0 with fixed domain, target, and also fixed
product of the leading coefficients (A.21) at each one of the nodes, while the middle term records the
variation in the product of leading coefficients, cf. §A.5. The operator (4.4) has the form
D˜f0(ζ, α, k) = f
∗
0 ∂
R
(TΣ0 ,c)
ζ +Af0(ζ) + γf0(α) + bf0(k). (4.5)
where Af0 and bf0 are as in (3.19), while γf0 is induced by (A.14) after a choice of splitting of (A.12)
for E = f∗0 TΣ0 , as reviewed in §A.5. Moreover, we can arrange that γf be induced by pullback from a
splitting of the normalization SES for the bundle E = TΣ0 .
As f0 varies in M˜(Σ0), the middle term in (4.4) is intrinsically the pullback ev∗y+(T|x+) of T|x+ under
the evaluation map at the nodes y+ in the preimage of the node x+. As discussed after (3.19), turning
off the 0’th order terms defines an isotopy between the family of linearizations D˜f0 and ∂(TΣ0 ,cT )⊕0⊕0,
thus identifying the orientation sheaf of M˜(Σ0) with
o
M˜(Σ0)
∼= det ∂(TΣ0 ,cT ) ⊗ det ev
∗
y+
(T|x+)⊗ f
∗ detTN
R
ℓ (4.6)
(uniquely up to homotopy). Here ℓ is the number of nodes of C0 in the inverse image of x
+, and N
R
ℓ
denotes the nodal stratum of the real Deligne-Mumford moduli space consisting of Real curves with ℓ
pairs {y±i }
ℓ
i=1 of conjugate nodes.
Remark 4.1. After passing to a cover of the moduli space M˜(Σ0) (ordering the nodes), we can consider
the product of the leading coefficients of f at y for each of the nodes y in y+. It is a nowhere vanishing
section of a complex line bundle, thus induces a canonical isomorphism
ev∗y(T|x+) ∼= (T|y)
λ(y) (4.7)
for each y in y+, where λ(y) is the contact multiplicity at y. Here T|y = T|y1 ⊗ T|y2 denotes the relative
tangent bundle at the node y, which is the pullback of the relative tangent bundle T on the universal
curve by the section f 7→ (f, y). Note that x+ is fixed, so the first term in (4.7) is trivial (and canonically
trivialized by a choice of T|x+ ∼= C). This canonically trivializes the relative tangent bundle T|y after
passing to a cover of the moduli space M˜(Σ0).
For a map f0 : C0 → Σ0 to a nodal target, there is also another description of the linearization (4.4)
that is better suited for smoothing the target and is used in the next section. It corresponds to the
linearization defined in [IP2, §7]. For that, we consider instead the operator
Df0 : Γ(f
∗
0 TΣ0)
R ⊕ TC0M
R
→ Λ01(f∗0 TΣ0 )
R, (4.8)
defined by the same formulas (3.8) and (3.19) as Df˜ , but with f = f0 instead of f = f˜ . Note that the
first term of the domain of Df0 is a subspace of the first term of the domain of Df˜ , while the second
term TC0M
R
involves all variations in C0, not just the ones tangent to the nodal stratum (the latter
correspond to TC˜M
R
). The two operators have the same target, i.e. Λ01(f∗0 TΣ0)
R = Λ01(f˜∗TΣ˜)
R.
Decompose TC0M
R
into tangent and normal directions to the nodal stratum Nℓ as in (A.19), where
the normal direction is identified with T|y+ . As reviewed in §A.5, we can then use the normalization
SES for the bundle E = TC0 to rewrite (4.8) as the operator
D̂f0 : Γ(f
∗
0 TΣ0)
R ⊕ T|y+ ⊕ TC˜M
R
→ Λ01(f˜∗TΣ˜)
R (4.9)
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given by the formula
D̂f0(ζ, v, k) = ∂
R
ζ +Af0(ζ) + γ̂f0(v) + bf0(k).
Here Af0 and bf0 are exactly as in the formula (4.5) for the operator D˜f0 , while γ̂f0 depends on the
splitting of the normalization sequence associated to E = TC0 , instead of the one associated to E = TΣ0
as was the case for the term γf0 for the operator D˜f0 . The middle term in (4.5) keeps track of the
variation in the product of the leading coefficients at the nodes, while the middle term in (4.9) keeps
track instead of the variation normal to the nodal stratum in the real Deligne-Mumford moduli space.
Remark 4.2. The discussion above describes the linearization along M˜(Σ0) in several equivalent ways:
the linearization D˜f0 is obtained from Df˜ via a splitting of the normalization SES for E = TC0 , while the
linearization D̂f0 is similarly obtained from Df0 via a splitting of the normalization SES for E = TΣ0 .
The intermediate operators D˜f0 and D̂f0 defined by (4.4) and (4.9) are equivalent via a complex linear
isomorphism between the middle terms of their domain induced by the linearization of (4.7) cf. §A.5. In
particular, these linearizations are all equivalent (just written using different coordinates). Turning off
the 0’th order terms in any one of these linearizations provides equivalent descriptions of the orientation
sheaf of M˜(Σ0), with explicit relations between them.
Turning off the 0’th order terms in the linearization (4.8) gives rise to a canonical homotopy class of
isomorphisms
o
M˜(Σ0)
∼= det ∂(TΣ0 ,cT ) ⊗ f
∗ detTM
R
. (4.10)
Here TM
R
denotes the tangent bundle of the real Deligne-Mumford moduli space parametrizing all the
variations in the nodal domain C0, including those that smooth out the nodes.
4.2. The degree of the attaching map. We end this section with a useful result about the attaching
map (4.1) which follows from the preceding discussion. To state it precisely we need to introduce some
extra notation. Recall that by definition M(Σ˜) is a disjoint union of spaces Mλ(Σ˜) indexed by λ, cf.
(3.13), thus so is its open subset M˜(Σ˜) = ⊔
λ⊢d
M˜λ(Σ˜).
Moreover the elements f0 : C0 → Σ0 in M˜(Σ0) have nodal domains and the preimage y
+ = f−10 (x
+)
of the target node x+ consists only of nodes with matching contact multiplicity. We can similarly
decompose the moduli space
M˜(Σ0) = ⊔
λ⊢d
M˜λ(Σ0) (4.11)
as a disjoint union of (open and closed) subsets indexed by the contact order λ at the nodes y+. Denote
by x+1 , x
+
2 the two marked points of Σ˜ that get attached to produce the node x
+ of Σ0. Order the
ℓ = ℓ(λ) nodes y+1 , . . . , y
+
ℓ in y
+ and denote by y+i1, y
+
i2 the corresponding lift of y
+
i to the normalization
C˜ of the domain C0. In particular, the preimage of x
+
1 consists of the points y
+
i1, for i = 1, . . . , ℓ and
the contact multiplicity at both yi1 and yi2 is equal to λi, the i’th part of the partition λ, exactly as is
the case for an element of M˜λ(Σ˜).
Ordering the nodes as above gives rise to a cover of M˜λ(Σ0) which is canonically identified with
M˜λ(Σ˜); the elements of M˜λ(Σ˜) are precisely the lifts f˜ : C˜ → Σ˜ to the normalization of the elements
f0 : C0 → Σ0 of M˜λ(Σ0). Moreover, M˜λ(Σ˜) comes with two natural Aut(λ) actions permuting the
marked points in the preimage of x+1 and respectively x
+
2 (and therefore also permuting the corresponding
conjugate points); the restriction
M˜λ(Σ˜) M˜λ(Σ0).
Φ|
(4.12)
of the attaching map is the quotient by the diagonal Aut(λ) action.
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Both moduli spaces in (4.12) are families over the parameter space P = JVR(F/∆). The first one is
relatively orientable over P and an orientation is determined by a choice of twisted orientation data o˜ on
Σ˜, as reviewed in §6 below. Moreover, the group action above is orientation preserving, thus the quotient
is oriented. In particular, the moduli space M˜(Σ0) is (relatively) orientable over P = JV
R(F/∆).
Lemma 4.3. The attaching map (4.1) restricts to a proper map (4.12) of degree |Aut(λ)| with respect
to the orientations described above. Therefore
Φ∗[M˜λ(Σ˜)ν ] = |Aut λ| · [M˜λ(Σ0)ν ] (4.13)
for generic ν (i.e. for all ν ∈ P∗).
Proof. Since the restriction of Φ is the quotient map by the Aut(λ) action, it is a proper map and all its
fibers are finite; the generic fiber consists of |Aut λ| points. Moreover, for generic ν, the fibers of both
families of moduli spaces in (4.12) are topological manifolds by Proposition 3.7. They are oriented by
the procedure described above and the group action is orientation preserving, thus (4.13) holds. 
5. The construction of the cobordism
In this section we continue working with the moduli spaces (3.27) over the parameter space P =
JVR(F/∆) of RT perturbations on the family F . We define an auxiliary space denoted M̂(F/I) and
prove that generically its fiber M̂(F/I)ν is a cobordism between M˜(Σs0)ν and a cover of M˜(Σ0)ν . This
will allow us to compare their fundamental classes.
5.1. The cover. We start by defining the cover
q0 : M̂(Σ0)→ M˜(Σ0) (5.1)
of the moduli space M˜(Σ0). For that, we again decompose M˜(Σ0) according to the contact multiplicity
λ at the nodes in the preimage of the node x+ of the target Σ0, as in (4.11). The elements of M˜λ(Σ0)
are then (J, ν)-holomorphic maps f : C0 → Σ0, without any rubber components, and such that
(i) the inverse image f−1(x+) = y+ consists only of nodes y+i of the domain with matching contact
multiplicities λi, for i = 1, . . . , ℓ(λ) and
(ii) the domain has at most 1 other node (which must be real).
The cover
M̂(Σ0) = ⊔
λ⊢d
M̂λ(Σ0) (5.2)
consists of essentially the same objects, except that
(iii) for each contact node y+i with contact multiplicity λi, we also choose a λi-root αi of the product
of the leading coefficients of f at y+i , for every i = 1, . . . , ℓ(λ).
Denote the objects of M̂(Σ0) by
(f, α),
where f ∈ M˜(Σ0), and α = (αi)i satisfies
αλii = a(f ; y
+
i1)a(f ; y
+
i2) for all i = 1, . . . , ℓ(λ). (5.3)
Here a(f ; y) = ay(f) denotes the leading coefficient of f at the point y as in (A.21), while λi is the
contact multiplicity at y = y+i1 and y
+
i2. Note that over this cover M̂(Σ0) of the moduli space, the relative
tangent bundle Ty+ is canonically trivialized by a choice of trivialization Tx+ ∼= C, cf. Remark 4.1.
Recall that the moduli space M˜(Σ0) over the parameter space P is relatively orientable as discussed
above Lemma 4.3. Fix any orientation on it and pull it back to M̂(Σ0). Then for generic ν, the fiber of
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M˜(Σ0)ν is an oriented topological manifold by Proposition 3.7, and therefore so is its cover (with the
pullback orientation).
Lemma 5.1. The map q0 : M̂λ(Σ0)→ M˜λ(Σ0) is proper and has degree ζ(λ)/|Aut(λ)| with respect to
these orientations. Therefore
(q0)∗[M̂λ(Σ0)ν ] =
ζ(λ)
|Aut λ|
· [M˜λ(Σ0)ν ] (5.4)
for generic ν (i.e. for all ν ∈ P∗).
Proof. By construction M̂(Σ0) comes with a group action on the choice of root α
+
i by a λi-root of 1.
So the quotient map q0 is proper and the order of the group is∏
i
λi =
ζ(λ)
|Autλ|
cf. (1.1)-(1.2). Furthermore, the action is orientation preserving thus giving (5.4). 
5.2. The space and its topology. Consider next the set
M̂(F/I) = M̂(Σ0) ⊔ ∪
s6=0
M˜(Σs) (5.5)
with the topology defined below. Extend q0 as the identity on ∪
s6=0
M˜(Σs) to get a map
q : M̂(F/I)→ M˜(F/I) = ∪
s∈I
M˜(Σs). (5.6)
The RHS is a subset of (J, ν)-holomorphic maps f : C → Σs without any rubber components, for some
s ∈ I. Therefore it comes with the topology induced by the usual Gromov topology on the moduli space
M
R
(F) of real maps to the total space F = ∪sΣs of the family of targets, cf. [GZ1, §4.2].
We will next induce a Hausdorff topology on the LHS of (5.6) with the following properties: (a) q
is proper and continuous (b) q restricts to the covering map q0 for s = 0 and to the identity for s 6= 0.
In particular, since q will be continuous, the topology on the LHS will be a refinement of the Gromov
topology as considered in [IP2, §4-5].
It suffices to describe what it means for a sequence of maps fn : Cn → Σsn with sn 6= 0 to converge to
an element (f0, α) ∈ M̂(Σ0), beyond the fact that it must converge to f0 in the usual Gromov topology.
In short, as in [IP2], the domains of these maps must converge to the domain C0 of f0 along a fixed
direction normal to the nodal stratum of domains containing C0.
To describe this precisely we use the set-up of [IP2, §4-5] and the notion of δ-flat maps cf. [IP2,
Definition 3.1] (the total space of the family of targets is denoted Z there). Roughly speaking, δ-flat
maps do not have enough energy in the δ-necks around the nodes of Σ0 for a rubber component to start
forming in there, thus giving rise to uniform estimates. As δ → 0, δ-flat maps exhaust the complement
of the strata with at least one rubber component.
Fix an element (f0, α) in M̂(Σ0). Since f0 has no components mapped to the singular locus of Σ0, it
is δ-flat for some δ > 0, and in fact a sufficiently small neighborhood Of0 ⊂M
R
(F) of f0 in the Gromov
topology will also consist of δ-flat maps.
Next, chose local coordinates w1, w2 around the node x
+ of the target; then in a neighborhood of
x+ the curve Σs is described by w1w2 = s, where s ∈ I = [0, s0] ⊂ ∆ is the gluing parameter. Up
to a rotation of the disk ∆ parametrizing the family F/∆ of targets, we may assume for simplicity
that I ⊂ R≥0. Choose local coordinates around C0 in the space of domains as described in [IP1,
§4]; see also §A.3. Denote by τi the gluing parameter at each node y
+
i of C0 and let τ = (τi)i.
Then to any (symmetric) curve C sufficiently close to C0 one can similarly associate gluing parameters
τ = τ(C) ∈ Ty+ , regarded as the normal coordinates to the stratum of the real Deligne-Mumford moduli
space consisting of curves with ℓ = ℓ(λ) pairs of conjugate nodes; see also (A.19).
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Consider now a sequence of (perturbed) pseudo-holomorphic maps fn : Cn → Σsn which converges
in the Gromov topology to the map f0 ∈ M˜(Σ0). Since f0 is δ-flat for some sufficiently small δ > 0, this
is a sequence of δ-flat maps (for sufficiently large n), and therefore by [IP1, Lemma 5.3] we have
lim
n→0
sn
τλii,n
= a(f0; y
+
i1)a(f0; y
+
i2) (5.7)
for each node y+i of C0. Here τn = (τi,n)i denote the gluing parameters τ(Cn) corresponding to Cn (for
n large) described in the paragraph above, while as before a(f ; y) is the leading coefficient of f at y.
By definition, the sequence fn : Cn → Σsn converges in M̂(F/I) to (f0, α) if and only if fn converges
to f0 in the Gromov topology and moreover
lim
n→0
(sn)
1/λi
τi,n
= αi (5.8)
for all i = 1, . . . , ℓ. Here sn ∈ R>0 (by our simplifying assumption that I ⊂ R≥0) thus it has a unique
λi-root (sn)
1/λi ∈ R>0. The limit (f0, α) if it exists is unique and is independent of the choice of local
coordinates around C0. This completes the definition of the topology on the domain of (5.6), which by
construction satisfies all the properties listed in the paragraph after (5.6).
Moreover, in light of (5.7) and (5.3), condition (5.8) can be equivalently replaced by
lim
n→0
arg τi,n = − argαi,
where argw denotes the argument of w. By [IP2, Lemma 5.4], this also implies that fn converge to f0
in the weighted Sobolev norms in which the symplectic sum theorem is proved.
This motivates considering the following local model, regarded as a section of the (pullback) bundle
Ty+ over M̂(Σ0)× R≥0. It consists of tuples
(f, α, τ, s) such that αiτi = s
1/λi for all i = 1, . . . , ℓ. (5.9)
Here (f, α) is an element of M̂(Σ0), while τ = (τi)i ∈ Ty+ and s ∈ R+. Note that in cylindrical
coordinates the conditions defining (5.9) become linear (i.e. logαi + log τi = 1/λi log s).
5.3. The cobordism. Consider the family
M̂(F/I) = M̂(Σ0) ∪ ∪
s6=0
M˜(Σs)→ P (5.10)
with the topology defined above; it is a family over the parameter space P = JV(F/∆) of Ruan-Tian
perturbations, as well as a family over the interval I = [0, s0]. We next verify that for generic ν ∈ P , the
fiber M̂(F/I)ν of (5.10) is a topological cobordism. This is the main step in the proof of Theorem 0.2.
Proposition 5.2. For generic RT perturbation ν ∈ P, the fiber M̂(F/I)ν of (5.10) is a (possibly non-
compact) orientable topological cobordism between M˜(Σs0)ν and the cover M̂(Σ0)ν of M˜(Σ0)ν defined
by (5.1).
Proof. As in Proposition 3.7, for generic ν,
(i) ∪
s6=0
M˜(Σs)ν is an orientable topological manifold with boundary M˜(Σs0)ν and
(ii) M˜(Σ0)ν is an orientable manifold and therefore so is its cover M̂(Σ0)ν .
Moreover, as in (3.15), for generic ν all the strata of M(Σ0) are cut transversally, thus the cokernel of
the linearization Df is trivial at all elements f in the fiber over ν.
Fix such a generic parameter ν. We next describe the local model of a neighborhood in M˜(F/I)ν
of a fixed point f0 : C0 → Σ0 in M˜(Σ0)ν . Recall that by definition M˜(F/I) = ∪s∈IM˜(Σs) is an
open subset of the family M(F/I) = ∪s∈IM(Σs) of moduli spaces, and consists of maps without any
rubber components. Moreover, the cokernel of the linearization at f0 is onto, and a sufficiently small
neighborhood of f0 consists only of δ-flat maps for some δ > 0.
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Therefore the gluing argument of [IP2] applies to describe a neighborhood Uf0 of f0 in the family
M(F/I)ν = ∪sM(Σs)ν of moduli spaces in terms of the space of approximate maps, which in turn are
constructed starting from the model space (5.9), cf. [IP2, Definitions 6.1-6.2] (noting the change in
notation). After shrinking Uf0 , we may assume Uf0 is a subset of the open subset M˜(F/I)ν of M(F/I)ν .
For generic ν, the local model of the neighborhood Uf0 of f0 in M˜(F/I)ν is therefore described by
tuples
(f, τ, s) such that a(f ; y+i1)a(f ; y
+
i2)τ
λi
i = s for all i = 1, . . . , ℓ. (5.11)
Here f : C → Σ0 belongs to a neighborhood Of0 of f0 : C0 → Σ0 in the moduli space M(Σ0)ν and
a(f ; y) is the leading coefficient of f at y. As before, τ = (τi)i are the gluing parameters of the domain
and s ∈ R≥0 is the gluing parameter of the target. Moreover M˜(Σ0)ν is an open subset of M(Σ0)ν ,
therefore we may assume that Of0 is a neighborhood of f0 in M˜(Σ0)ν after possibly shrinking it.
By the definition (5.6) of the space M̂(F/I) and of its topology, the local model of M̂(F/I)ν around the
point (f0, α0) is therefore described by tuples (f, α, τ, s) as in (5.9) where (f, α) is in the neighborhood
of (f0, α0) in M̂(Σ0)ν , while τ = (τi)i and s are the gluing parameters as above. But M̂(Σ0)ν is a
topological manifold and we can uniquely solve the equations defining (5.9) for the variable τ in terms
of (f, α) and s ∈ R≥0, thus the fiber of the local model is a topological manifold with boundary at s = 0,
and therefore so is the fiber of M̂(F/I) in a neighborhood of s = 0. 
We next consider the orientation sheaves of these spaces. When M˜(F/I) = ∪s∈IM˜(Σs) is regarded as
a family over the parameter space P × I, its fiber at (ν, s) is M˜(Σs)ν , and the (fiber-wise) linearization
Df is given by the formula (3.8), including when s = 0 cf. (4.8). The kernel of this linearization encodes
the (formal) tangent space to the fiber and its cokernel is the obstruction. When M˜(F/I) = ∪s∈IM˜(Σs)
is regarded as a family over P , we can similarly consider the fiberwise linearization Lf , as s is now
allowed to vary in the interval I; the operator Lf is an extension of Df and its domain has an extra
term keeping track of the variation δs ∈ TsI in s. The determinant bundles of both families of operators
Df and Lf are locally trivial over the top stratum ∪s6=0M(Σs) of M˜(F/I) and extend as locally trivial
bundles across the codimension 1 strata of M˜(F/I) by linear gluing.
By definition, the (virtual) relative orientation sheaves of the moduli spaces M̂(Σ0) and M̂(F/I) over
the parameter space P are the (pullback) of the determinant bundle of the family of operators Df and
respectively Lf as f varies in M˜(F/I). The proof above also implies that for generic ν, the fiber M̂(F/I)ν
is a topological cobordism whose orientation sheaf is canonically identified with detLf (up to homotopy),
including along the codimension 1 strata, while the orientation sheaf of its boundary M̂(Σ0)ν ⊔M˜(Σs0)ν
is similarly given by detDf . Both statements follow from the proof of the gluing theorem, which shows
that the corresponding moduli space is a small deformation of the space of approximate maps, and
that the tangent space to the space of approximate maps is a small deformation of the kernel of the
linearization.
Turning off the 0’th order terms then gives the following result.
Corollary 5.3. The (relative) orientation sheaf of the family M̂(F/I) over P can be canonically iden-
tified (up to homotopy) with the pullback under (5.6) of the bundle
det ∂(T ,cT ) ⊗ f
∗ detTM
R
⊗ π∗ detTI. (5.12)
Here T → F is the relative tangent bundle to the family F .
The bundle (5.12) is orientable over M˜(F/I) and canonically oriented after choosing a twisted ori-
entation data on T → F , as described after (6.13). In particular, any choice of orientation on (5.12)
determines an orientation of the cobodism M̂(F/I)ν as well as on its two boundaries. With respect to
this choice, Proposition 5.2 gives the equality of the fundamental classes
[M˜(Σ0)ν ] = [M̂(Σs0)ν ] in Hˇ∗(M̂(F/I)ν ;Q) (5.13)
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for generic ν in P .
6. Orientations
In this section we review the orientation procedure for the moduli spaces considered in §3.4 and §5
and show that a choice of (twisted) orientation data on Σ or on the family F canonically orients these
moduli spaces (over the space of Ruan-Tian perturbations on Σ or F).
Definition 6.1 ([GI, Appendix]). Let (X, c) be a Real symplectic manifold and (W,φ) a Real bundle
over it. A twisted orientation o = (L,ψ, s) for the bundle (W,φ) consists of
(i) a complex line bundle L→ X such that the Real bundle (E, cE) = (L⊕ c
∗L, ctw) satisfies:
w2(W
φ) = w2(E
cE ) and Λtop(W,φ) ∼= Λtop(E, cE) (6.1)
(ii) a homotopy class [ψ] of isomorphisms satisfying (6.1).
(iii) a spin structure s on the real vector bundle Wφ ⊕ (E∨)c
∨
E over the real locus, compatible with the
orientation induced by ψ.
Here E∨ denotes the dual of E and the real structure ctw on L⊕ c∗L is defined by
ctw(x; v, w) = (c(x);w, v) (6.2)
for all x ∈ X , v ∈ Lx and w ∈ Lc(x).
As in [GZ1, Proposition 5.2], the conditions in Definition 6.1 determine a canonical homotopy class
of isomorphisms
f∗(W ⊕ E∨, φ⊕ c∨E)
∼= (C × Cn+2, cstd) (6.3)
which vary continuously as f varies in a space of real maps f : C → X . (Here n is the complex rank of
W ). In particular, as in the proof of [GZ1, Theorem 1.3] they determine a canonical homotopy class of
isomorphisms
det ∂(W,φ) ⊗ det ∂(E,cE)∨
∼= det ∂(Cn+2,cstd). (6.4)
But for the bundle (E, cE)
∨ = (L⊕ c∗L, ctw)∨ we have a canonical isomorphism
det ∂(E,cE)∨
∼= p∗1 det ∂L∨ (6.5)
obtained as in [GI, (2.9)] by projecting onto the first factor. The RHS of (6.5) is the determinant
bundle of a family of complex operators thus has a canonical (complex) orientation. Together with the
canonical orientation on the square of a bundle, (6.4) induces a trivialization
det ∂(W,φ) ⊗ det ∂(Cn,cstd) R
o
∼=
(6.6)
which depends on the choice of twisted orientation data o. Here R denotes the trivial real line bundle
(canonically trivialized).
6.1. Existence of twisted orientations. On the relative tangent bundle TΣ of a smooth marked
symmetric curve Σ a twisted orientation data o = (Θ, ψ, s) always exists (recall that in this paper we
only consider pairs of conjugate marked points). When Σ is connected, the bundle Θ is any square
root of TΣ and is thus unique up to complex isomorphism. If Σ is a doublet then Θ can be taken to be
any complex line bundle whose Chern numbers on the two halves sum to − 12χ(Σ); see [GI, Example 2.2].
Consequently, the relative tangent bundle TΣ0 on a nodal marked symmetric curve Σ0, with only
conjugate pairs of nodes, can always be equipped with twisted orientation data. The bundle Θ0 in this
case is descended from one chosen on the normalization Σ˜ after choosing an identification at the marked
points corresponding to the nodes, compatible with the real structure; such a choice is unique up to
homotopy.
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Consider next the family of targets (2.1), and let T → F be its relative tangent bundle (2.5). Every
bundle on Σ0 can be extended over the family F since F contracts over Σ0. The bundle Θ0 described
above extends to a bundle ΘF with the property that there exists an isomorphism of Real bundles
ψF : (T , cT ) −→ (ΘF ⊗ c
∗
FΘF , ctw).
This together with the fact that both the real part of T and the restriction of ΘF to FcF are spin (i.e.
have vanishing first and second Stiefel-Whitney classes) implies that a twisted orientation exists on the
Real bundle T → F for any family F as in (2.1).
6.2. Orienting the moduli spaces. The considerations above are used to orient the relative real
moduli spaces as described after [GI, (A.13)].
Specifically, assume X = Σ is a (smooth) marked symmetric curve. Over the space of Ruan-Tian
perturbations, identify the (relative) orientation sheaf of M˜(Σ) with
o
M˜(Σ)
∼= det ∂(TΣ,cT ) ⊗ f
∗ detTM
R
χ,ℓ(~µ) (6.7)
cf. (3.23). It suffices to describe a homotopy class of trivializations of (6.7). A choice of twisted
orientation data o = (Θ, ψ, s) on the relative tangent bundle TΣ of Σ gives rise to a canonical homotopy
class of trivializations
det ∂(TΣ,cT ) ⊗ det ∂(C,cstd) R
o
∼=
(6.8)
cf. (6.6) with W = TΣ. Combining this with the canonical homotopy class of isomorphisms [GZ1, (3.1)]
f∗ detTM
R
χ,ℓ = det ∂(C,cstd) (6.9)
induces a trivialization of (6.7), canonically up to homotopy.
When Σ = Σ0 has a pair of conjugate nodes the procedure above also applies to trivialize (4.10). In
this case a choice of twisted orientation data o0 = (Θ0, ψ0, s0) on TΣ0 as in §6.1 determines by [GZ2,
Proposition 4.3] a canonical homotopy class of isomorphisms as in (6.3) and consequently as in (6.6)
with W = TΣ0 and L = Θ0.
Next, fix a choice of twisted orientation data oF = (ΘF , ψF , sF ) for the bundle (T , cT ) over the
family F . The pullback under (2.4) of T to Σs and Σ˜ gives their corresponding relative tangent bundles
and moreover oF pulls back to a twisted orientation
os = ι
∗
soF on TΣs −→ Σs and respectively o˜ = φ
∗oF on T˜ −→ Σ˜. (6.10)
Apply the procedure in (6.7)-(6.9) for os and o˜ to induce a canonical (relative) orientation on each of
the families of moduli spaces
M˜(Σs6=0), M˜(Σ0), and M˜(Σ˜) (6.11)
over P defined in (3.26); note that for s = 0 this procedure is applied to orient (4.10). In particular,
a choice of oF determines a canonical orientation on the generic fibers M˜(−)ν of the moduli spaces in
(6.11).
Consider next the families
M̂(F/I)→ M˜(F/I) (6.12)
over P defined in (5.6). By Corollary 5.3 the relative orientation sheaf of M̂(F/I) is canonically isomor-
phic to the pullback by (6.12) of
det ∂(T ,cT ) ⊗ f
∗ detTM
R
χ,ℓ(~µ) ⊗ π
∗ detTI. (6.13)
Moreover, the line bundle (6.13) is canonically oriented by a choice of twisted orientation data oF
using the same procedure of combining (6.9) with (6.6) for W = T over the moduli space M˜(F/I) =
∪s∈IM˜(Σs). Thus such a choice canonically orients the cobordism M̂(F/I)ν for generic ν, and therefore
also its boundary. Moreover, the orientation on the latter agrees with the one induced by the pullback
26
of oF described in the paragraph containing (6.11). In particular, for generic ν, the space M̂(F/I)ν is
an oriented cobordism between M̂(Σ0)ν and M˜(Σs0)ν and the orientation on M̂(Σ0)ν is the pullback of
the one on M˜(Σ0)ν . With respect to these orientations, the degree of the covering map q0 is given by
Lemma 5.1.
On the other hand, as described at the end of §4.2 , the (relative) orientation of M˜(Σ˜) induced by o˜
descends to one on M˜(Σ0) under the attaching map
Φ : M˜(Σ˜)→ M˜(Σ0).
The degree of this map with respect to these orientations is given by Lemma 4.3.
The two natural orientations on M˜(Σ0) described above (both induced by oF ) agree as shown in
Proposition 6.2 below.
6.3. Comparing orientations. We start with some preliminary considerations comparing the pullback
under Φ of the determinant bundle of a family of operators to the determinant bundle of the pullback
family over the normalization.
Assume (E, cE) is Real vector bundle over Σ0 and let (E˜, cE˜) denote its pullback to the normalization
Σ˜ of Σ0. Pulling back ∂(E,cE) and ∂(E˜,c
E˜
) to M˜(Σ0) and respectively M˜(Σ˜) gives rise to two families of
operators over these moduli spaces; let det ∂(E,cE) and det ∂(E˜,c
E˜
) or more precisely
det [∂(E,cE) → M˜(Σ0)] and det [∂(E˜,c
E˜
) → M˜(Σ˜)] (6.14)
denote their corresponding determinant line bundles. Pulling back the normalization SES (A.11) over
the moduli space (and using (A.15) for the pullback operators) gives an exact sequence
1→ det ∂(E˜,c
E˜
) → Φ
∗ det ∂(E,cE) → det (ev
∗
y
E)R → 1, (6.15)
inducing a canonical isomorphism
det [∂(E˜,c
E˜
) → M˜(Σ˜)] = Φ
∗ det [∂(E,cE) → M˜(Σ0)]⊗ det ev
∗
y+
(E|x+). (6.16)
Here we have used the identification
(ev∗
y
E)R ∼= ev∗
y+
(E) = ev∗
y+
(E|x+) (6.17)
as in (A.13), where (ev∗
y
E)R denotes the invariant part of the pullback bundle ev∗
y
E = ev∗
y+
E⊕ ev∗
y−
E.
Using the complex orientation on the last term in (6.16) induces the isomorphism
det [∂(E˜,c
E˜
) → M˜(Σ˜)]
∼= Φ∗ det [∂(E,cE) → M˜(Σ0)]. (6.18)
Orient M˜(Σ˜) by the procedure (6.7)-(6.9) for Σ = Σ˜, using the pullback o˜ of oF to Σ˜. Orient M˜(Σ0)
by the same procedure by trivializing (4.10) using the pullback o0 of oF to Σ0, as described in the
paragraph containing (6.11).
The main result in this section is the following.
Proposition 6.2. The attaching map Φ is orientation preserving with respect to the orientations de-
scribed in the previous paragraph.
Proof. As in §4.1, the relative orientation sheaf of the moduli space M˜(Σ0) has several equivalent
descriptions obtained by writing the linearization in different coordinates and then turning off the 0’th
order terms, cf. Remark 4.2. Using the formulas (4.8), (4.9) and respectively (4.4) for the linearization
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identifies the orientation sheaf of M˜(Σ0) with
detDf0
∼= det ∂(TΣ0 ,cT ) ⊗ f
∗ detTM
R
χ,ℓ(~µ), (6.19)
det D̂f0
∼= det ∂(TΣ0 ,cT ) ⊗ det(Ty+)⊗ f
∗ detTN
R
ℓ and (6.20)
det D˜f0
∼= det ∂(TΣ0 ,cT ) ⊗ det ev
∗
y+
(T|x+)⊗ f
∗ detTN
R
ℓ . (6.21)
The relation between (6.19) and (6.20) is induced by the decomposition (A.19) into tangent and normal
directions to the nodal stratum Nℓ (with ℓ = ℓ(λ) pairs of conjugate nodes); the relation between (6.20)
and (6.21) is induced by a complex linear isomorphism – the linearization of (4.7) – cf. Remark 4.2.
Furthermore, M˜(Σ˜) is the cover of M˜(Σ0) obtained by ordering the nodes and its orientation sheaf is
canonically identified with
detDf˜
∼= det ∂(T
Σ˜
,cT ) ⊗ f
∗ detTM
R
χ+4ℓ,ℓ(~µ)+2ℓ (6.22)
cf. (4.3). The relation between this and the pullback of (6.21) comes from the normalization SES for
TΣ0 cf. Remark 4.2.
In more detail, up to homotopy, the identification between the orientation sheaf of M˜(Σ0) and (6.20)
is obtained from (6.19) through the isomorphism
f∗ detTM
R
χ,ℓ(~µ)
∼= det(Ty+)⊗ f
∗ detTN
R
ℓ . (6.23)
This corresponds to the decomposition (A.19) induced by the exact sequence (A.18) and (A.16). Here
TN
R
ℓ parametrizes those variations in C0 that do not smooth the nodes; its pullback under the attaching
map is TMχ+4ℓ,ℓ(~µ)+2ℓ which parametrizes the variations in the normalization C˜ of C0. In particular,
Φ∗f∗ det TN
R
ℓ
∼= f∗ detM
R
χ+4ℓ,ℓ(~µ)+2ℓ. (6.24)
Similarly, the relation between (6.22) and the pullback of (6.21) comes from the isomorphism (6.24)
and
det ∂(T
Σ˜
,cT )
∼=
(6.16)
Φ∗ det ∂(TΣ0 ,cT ) ⊗ det ev
∗
y+
(T|x+); (6.25)
the latter is induced by the normalization SES for TΣ0 . Note that the pullback of (6.23) combines with
(6.24) to give
Φ∗f∗ detTM
R
χ,ℓ(~µ)
∼= det Ty+ ⊗ f
∗ detTM
R
χ+4ℓ,ℓ(~µ)+2ℓ. (6.26)
Orient M˜(Σ0) by identifying its orientation sheaf with (6.19) and trivializing the latter by combining
det ∂(TΣ0 ,cT )
o0∼=
(6.8)
det ∂(C,cstd) and f
∗ detTM
R
χ,ℓ(~µ)
∼=
(6.9)
det ∂(C,cstd). (6.27)
We must compare the pullback under Φ of this orientation with the orientation of M˜(Σ˜) obtained by
trivializing (6.22) using
det ∂(T
Σ˜
,cT )
o˜
∼=
(6.8)
det ∂(C,cstd) and f
∗ detTM
R
χ+4ℓ,ℓ(~µ)+2ℓ
∼=
(6.9)
det ∂(C,cstd). (6.28)
This is equivalent to calculating the sign, with respect to these orientations, of the isomorphism
Φ∗(det ∂(TΣ0 ,cT ) ⊗ f
∗ detTM
R
χ,ℓ(~µ))
∼= det ∂(T
Σ˜
,cT ) ⊗ f
∗ detTM
R
χ+4ℓ,ℓ(~µ)+2ℓ (6.29)
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obtained by combining the isomorphisms described above. Specifically, (6.29) is the composition
Φ∗ det ∂(TΣ0 ,cT ) ⊗ Φ
∗f∗ detTM
R
χ,ℓ(~µ)
∼=
(6.26)
Φ∗ det ∂(TΣ0 ,cT ) ⊗ det(Ty+)⊗ f
∗ detTM
R
χ+4ℓ,ℓ(~µ)+2ℓ
∼= Φ∗ det ∂(TΣ0 ,cT ) ⊗ det ev
∗
y+
(T|x+)⊗ f
∗ detTM
R
χ+4ℓ,ℓ(~µ)+2ℓ
∼=
(6.25)
det ∂(T
Σ˜
,cT ) ⊗ f
∗ detTM
R
χ+4ℓ,ℓ(~µ)+2ℓ.
The second isomorphism comes from the complex identification induced by the linearization of (4.7), cf.
(A.30).
In addition to (6.26) and (6.25) we will also use the identification
Φ∗ det ∂(C,cstd) ⊗ det ev
∗
y+
(C) ∼=
(6.16)
det ∂(C,cstd) (6.30)
induced by the normalization SES for E = C.
Step 1. Consider first the tensor product of the isomorphisms (6.26) and (6.30); it corresponds to
[GZ2, (4.41)] (taking into account the change of notation). After using the complex orientation on Ty+
and ev∗
y+
(C) it induces the isomorphism
Φ∗
(
det ∂(C,cstd) ⊗ f
∗ detTM
R
χ,ℓ(~µ)
)
∼= det ∂(C,cstd) ⊗ f
∗ detTM
R
χ+4ℓ,ℓ(~µ)+2ℓ. (6.31)
Both sides are oriented via the canonical orientation on the tensor product of the terms in (6.9), i.e.
by the second isomorphism in (6.27) and respectively (6.28). By [GZ2, Proposition 4.18], the sign of
the isomorphism (6.31), with respect to these orientations, is given by the number mod 2 of pairs of
conjugate nodes of the domain i.e. is equal to (−1)ℓ.
Step 2. Consider next the tensor product of the isomorphisms (6.25) and (6.30) corresponding to
the normalization SESs for E = TΣ0 and respectively E = C. After using the complex orientation on
ev∗
y+
(T|x+) and ev
∗
y+
(C) it induces the isomorphism
Φ∗
(
det ∂(TΣ0 ,cT ) ⊗ det ∂(C,cstd)
)
∼=
(6.18)
det ∂(T
Σ˜
,cT ) ⊗ det ∂(C,cstd). (6.32)
Both sides are oriented via the canonical trivialization (6.8) for o0 on TΣ0 and o˜ on TΣ˜, i.e. by the
first isomorphisms in (6.27) and respectively (6.28). By Lemma 6.3 below, the sign of the isomorphism
(6.32), with respect to these orientations is also (−1)ℓ.
Step 3. Finally, consider the tensor product of two copies of the isomorphism (6.30); after using
the complex orientation on ev∗
y+
(C) twice, it induces the isomorphism
Φ∗
(
det ∂(C,cstd) ⊗ det ∂(C,cstd)
)
∼=
(6.18)
det ∂(C,cstd) ⊗ det ∂(C,cstd). (6.33)
Both sides are oriented via the canonical trivialization of twice of a bundle; with respect to these
orientations, (6.32) is orientation preserving since the normalization SES is natural and the complex
orientation on ev∗
y+
(C⊕ C) agrees with the one induced by regarding it as twice of a bundle.
The proof is completed by observing that the tensor product of (6.31) and (6.32) agrees (up to
homotopy) with the tensor product of (6.33) and (6.29) and the orientations discussed above also agree.
Therefore the sign of (6.29) with respect to the orientations induced by (6.27) and respectively (6.28)
is (−1)ℓ · (−1)ℓ = +1. 
We conclude this section with the following result on the behavior of the trivialization (6.6) under
pullback to the normalization.
Lemma 6.3. Assume o0 is a twisted orientation on a Real line bundle (W,φ) over the nodal symmetric
marked curve Σ0, and let o˜ denote its pullback, which is a twisted orientation on the pullback bundle
(W˜ , φ˜) over the normalization Σ˜. Consider the isomorphism
Φ∗(det ∂(W,φ) ⊗ det ∂(C,cstd))
∼=
(6.18)
det ∂
(W˜ ,φ˜)
⊗ det ∂(C,cstd)
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where the determinant line bundles are as in (6.14). Orient both sides by (6.6) for o0 and respectively
o˜. Then, with respect to these orientations, this isomorphism has sign (−1)ℓ, where ℓ is the number of
conjugate pairs of nodes of the domain.
Proof. The isomorphism (6.6) is obtained by combining the isomorphisms (6.3)-(6.5) with the canon-
ical orientation on the square of a bundle. Therefore it suffices to understand how each one of these
isomorphisms behaves under pullback by Φ.
First of all, when (E, cE) = (2L, 2cL) is twice of a Real bundle, the isomorphism
Φ∗ det ∂(E,cE)
∼=
(6.18)
det ∂(E˜,c
E˜
) (6.34)
is orientation preserving with respect to orienting both det ∂(E,cE) and det ∂(E˜,c
E˜
) as a square of a real
bundle. This follows by the naturality of the normalization SES and the fact that both the pullback of
E and the restriction of E to y+ is twice a bundle. Moreover, the complex orientation on twice of a
complex bundle agrees with the canonical orientation on twice a bundle.
We next focus on the isomorphism (6.4), which is induced by the canonical homotopy class of iso-
mophisms (6.3). But (6.3) pulls back to the normalization to give (up to homotopy) the isomorphism
(6.3) for the pullback structure; it also restricts to the nodes y+ as a complex linear isomorphism (unique
up to homotopy). Therefore the diagram
Φ∗ det ∂(W,φ)⊕(E,cE)∨ Φ
∗ det ∂(Cn+2,cstd)
det ∂
(W˜ ,φ˜)⊕(E˜,c
E˜
)∨
det ∂(Cn+2,cstd)
o0
(6.4)
(6.18) (6.18)
o˜
(6.4)
commutes up to homotopy. Equivalently, consider the isomorphism
Φ∗(det ∂(W,φ) ⊗ det ∂(E,cE)∨ ⊗ det ∂(Cn+2,cstd)) =
(6.18)
det ∂(W˜ ,φ˜) ⊗ det ∂(E˜,cE˜)∨
⊗ det ∂(Cn+2,cstd) (6.35)
induced by the normalization SES and the complex orientation on the restriction of the bundles W , E
and Cn+2 to the nodes y+. Orient both sides of (6.35) by the canonical isomorphism induced by the
tensor product of the two sides of (6.4) for o0 and respectively o˜. Then with respect to these orientations,
the isomorphism (6.35) is orientation preserving.
It remains to understand the behavior of the isomorphism (6.5) under pullback. For that, consider
the isomorphism (6.18) for (E, cE) = (L⊕ c
∗L, ctw). By Lemma 6.4 below the sign of this isomorphism,
with respect to the complex orientations induced by (6.5), is the number mod 2 of pairs of conjugate
nodes of the domain i.e. is equal to (−1)ℓ. This completes the proof. 
Lemma 6.4. Assume L is a complex line bundle over Σ0. Let (E, cE) = (L⊕ c∗L, ctw) and denote by
E˜ its pullback to the normalization Σ˜. Orient the determinant bundles det ∂(E,cE) and det ∂(E˜,c
E˜
) in
(6.14) by the complex orientation induced by the isomorphism (6.5) for E and respectively E˜. Then with
respect to these orientations, the isomorphism (6.18) has sign (−1)ℓ, where ℓ is the number of pairs of
conjugate nodes of the domain.
Proof. The isomorphism (6.18) is induced by the normalization SES (A.11) together with the identifi-
cation (6.17). Consider also the normalization SES
1 −→ L −→ L˜ −→ Lx −→ 1.
for the complex line bundle L. Compare the pullback of the SESs for E and L with the isomorphisms
(6.5) for E and E˜ obtained by projecting onto the first factor. We would get a commutative diagram if
we used the corresponding identification
(ev∗
y
E)R ∼=
p∗
1
ev∗
y
L = ev∗
y+
L⊕ ev∗
y−
L.
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However, we are using instead the identification (6.17) induced by the restriction to y+, i.e.
(ev∗
y
E)R ∼= ev∗
y+
E = ev∗
y+
(L⊕ c∗L) = ev∗
y+
L⊕ ev∗
y−
L.
The difference between the complex orientations of the last two displayed equations is (−1)ℓ, coming
from the rank ℓ of the complex bundle ev∗
y−
L. 
7. Proof of the VFC Splitting Theorem 0.2
Consider the family F = ∪sΣs of targets from §2.1. Fix a parameter s0 6= 0 and let I denote the
segment [0, s0] ⊂ ∆. Fix also the degree d, the Euler characteristic χ, and the ramification profile
~µ = (µ1, . . . , µr) and consider the families
M(F/I) = ∪
s∈I
M(Σs) and M(Σ˜)
of real relative moduli spaces defined in (3.13). Recall that these are families over the parameter space
P = JV(F/∆) of RT-perturbations ν, whose fibers M(−)ν at ν are respectively
M(F/I)ν = ∪
s∈I
M
R
d,χ,~µ(Σs, Vs)ν and M(Σ˜)ν = ⊔
λ⊢d
M
R
d,χ+4ℓ(λ),~µ,λ,λ(Σ˜, V˜ )ν . (7.1)
By construction we have proper maps
M(Σ˜) M(Σ0) and M(Σs) M(F/I) = ∪
s∈I
M(Σs)
Φ
for all s ∈ I, as in (2.14) and (2.16) (which correspond to ν = 0). Moreover, restricting to the open
subsets M˜(−) ⊆M(−), cf. (3.26), gives rise to proper3 maps
M˜(Σ˜) M˜(Σ0) and M˜(Σs) M˜(F/I)
def
= ∪
s∈I
M˜(Σs).
Φ|
Fix an orientation data oF on the family F and let os and respectively o˜ denote its pullback to Σs
and Σ˜. By Theorem 3.6, M(Σs0), M(Σ0) and M(Σ˜) are thinly compactified families over the parameter
space P = JV(F/∆). In particular, for generic ν, the fibers of these families are thin compactifications
of topological manifolds, cf. Proposition 3.7. The latter are canonically oriented by the choice of oF as
described in the paragraph containing (6.11). Our goal is to compare their fundamental classes
[M˜(Σs0)ν ], Φ∗[M˜(Σ˜)ν ], and [M˜(Σ0)ν ] in Hˇb(M˜(F/I)ν ;Q).
Here b is the (virtual) dimension of these moduli spaces, cf. (1.7).
For generic ν, by Lemma 4.3 and Proposition 6.2, the attaching map Φ restricts to a finite degree
orientation preserving proper map between the oriented topological manifolds M˜(Σ˜)ν and M˜(Σ0)ν ; each
of these spaces decomposes as a disjoint union of open and closed subsets indexed by λ. Moreover by
(4.13)
[M˜λ(Σ0)ν ] =
1
|Aut λ|
· Φ∗[M˜λ(Σ˜)ν ] (7.2)
in Hˇb(M˜λ(Σ0)ν ;Q) and therefore in Hˇb(M˜(Σ0)ν ;Q).
3Throughout this argument we must work with proper maps in order to push forward classes in rational Cech homology
(e.g. maps that extend continuously to some compactification).
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Consider next the auxiliary spaces M̂(Σ0) and M̂(F/I) constructed in §5. They are also families over
the parameter space P and come with proper maps
M̂(Σ0) M̂(F/I)
M˜(Σ0) M˜(F/I)
q0 q
cf. (5.1) and (5.6). But for generic ν, by Proposition 5.2 the fiber M̂(F/I)ν of M̂(F/I) is a cobordism
between the manifold M˜(Σs0 )ν and the cover M̂(Σ0)ν of the manifold M˜(Σ0)ν . This cobordism is also
canonically oriented by the choice oF and the restriction of this orientation to the boundary agrees with
the one above, cf. the paragraph containing (6.13). Thus
[M˜(Σs0)ν ] = [M̂(Σ0)ν ] =
∑
λ
[M̂λ(Σ0)ν ] (7.3)
in Hˇb(M̂(F/I)ν ;Q) cf. (5.13); the second equality follows because the manifold M̂(Σ0)ν is a disjoint
union of open and closed subsets indexed by λ. Furthermore, by Lemma 5.1
(q0)∗[M̂λ(Σ0)]ν =
ζ(λ)
|Aut λ|
· [M˜λ(Σ0)ν ] (7.4)
in Hˇb(M˜(Σ0)ν ;Q).
Pushing forward (7.3) by the proper map q and combining it with the pushforward of (7.4) and (7.2)
under the proper inclusion M˜(Σ0)ν →֒ M˜(F/I)ν gives the equality
[M˜(Σs0)ν ] =
∑
λ
ζ(λ)
|Aut λ|
· [M˜λ(Σ0)ν ] =
∑
λ
ζ(λ)
|Aut λ|2
· Φ∗[M˜λ(Σ˜)ν ] (7.5)
in Hˇb(M˜(F/I)ν ;Q); this holds for generic ν in P .
It remains to show that the equality (7.5) lifts to an equality between the fundamental classes of the
thin compactifications (for generic ν) and therefore uniquely extends to an equality between their VFCs
for all ν.
For that, as in (3.24), consider the difference
Sν = M(F/I)ν \ M˜(F/I)ν
which is a closed subset of M(F/I)ν . For generic ν, by Proposition 3.7, it has homological dimension at
most (b + 1)− 2 = b − 1, i.e. Hˇ∗(Sν ;Q)=0 for all ∗ > b − 1. As in the proof of [IP4, Lemma 2.10], the
long exact sequence4
. . .→ Hˇ∗(Sν ;Q)→ Hˇ∗(M(F/I)ν ;Q)
ρ
→ Hˇ∗(M˜(F/I)ν ;Q)→ . . .
associated to the closed pair (M(F/I)ν ,Sν) then implies that ρ is injective in dimension ∗ = b. Therefore
(7.5) implies that for generic ν
[M(Σs0)ν ] =
∑
λ
ζ(λ)
|Aut λ|2
· Φ∗[Mλ(Σ˜)ν ] (7.6)
in Hˇb(M(F/I)ν ;Q). Here we also used the facts that by construction (i) the intersection of M˜(F/I)ν
with M(Σs)ν is equal to M˜(Σs)ν , (ii) the inverse image of M˜(Σ0)ν under Φ is equal to M˜(Σ˜)ν , and (iii)
M(Σs0)ν and M(Σ˜)ν are thin compactifications of the manifolds M˜(Σs0)ν and respectively M˜(Σ˜)ν (for
generic ν in P) by Proposition 3.7.
4which holds for rational Cech homology, but not for integral Cech homology.
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Finally, recall that by Theorem 3.6, M(Σs0) and M(Σ˜) are thinly compactified families over P , thus
each fiber carries a VFC as in (3.17). By [IP4, Lemma 3.4] the relation (7.6) for generic ν extends
uniquely to the corresponding relation between the VFCs for all parameters ν ∈ P , including for ν = 0.
Applying Lemma 3.8 and switching back to the original notation (7.1) for the fibers at ν = 0 gives (0.6),
completing the proof of Theorem 0.2.
8. Proof of the RGW Splitting Theorem 0.1
We begin by a brief review of the definition of the integrand in (1.9) and its properties.
8.1. Index bundles. Let E be a holomorphic vector bundle over a complex curve Σ. The complex
operator ∂E determines by pullback a family of complex operators over the moduli spaces of holomorphic
maps to Σ; the fiber at f : C → Σ is the pullback operator ∂f∗E . Denote by
Ind ∂E = R
•π∗ev
∗(E) (8.1)
the index bundle associated to this family of operators, regarded as an element in K-theory. Here
π : C → M is the universal curve over the moduli space and ev : C → Σ is the evaluation map. When
Σ is a marked curve, Bryan and Pandharipande considered the index bundle Ind ∂E over the relative
moduli space associated to Σ, cf. [BP2, §2.2] (they denote the evaluation map ev by f). It is defined by
the same formula (8.1), but now the domain of π is the universal curve over the relative moduli space.
Let
ck(−Ind ∂E) (8.2)
denote the corresponding k’th Chern class, regarded as an element in the Cech cohomology of the relative
moduli space.
8.2. The integrand. Let (Σ, c) be a symmetric marked curve with marked points V as in (1.5), and
let L→ Σ be a holomorphic line bundle over the underlying complex curve Σ. Fix the topological data
d, χ and ~µ and let b be as in (1.7).
Consider the relative real moduli space M
R
d,χ,~µ(Σ, V ). It comes with a forgetful map to the (usual)
relative moduli space associated to the complex marked curve Σ. Denote by
I(Σ;L) = cb/2(−Ind ∂L) ∈ Hˇ
b(M
R
d,χ,~µ(Σ, V );Q) (8.3)
the pullback of the corresponding Chern class (8.2) on the usual (complex) relative moduli space. This
is the integrand that appears in (1.9), regarded as a cohomology class on the real relative moduli space.
The RGW invariant (1.9) is then the pairing
RGW c,od,χ(Σ, L)~µ = 〈I(Σ;L),
1
|Aut(~µ)| [M
R
d,χ,~µ(Σ, V )]
vir,o〉 (8.4)
with the corresponding VFC of the moduli space.
8.3. Splitting the integrand. Assume next that L → F is a holomorphic line bundle over the holo-
morphic family F = ∪sΣs where F is as in (2.1). Denote by Ls and respectively L˜ the pullback of L to
Σs and respectively the normalization Σ˜ of Σ0. As s varies in ∆, consider the class
I(Σs, Ls) = cb/2(−ind ∂Ls) ∈ Hˇ
b(M
R
d,χ,~µ(Σs, Vs);Q)
associated to Σs as in (8.3). Denote by
I(F , L) = cb/2(−ind ∂L) ∈ Hˇ
b(Md,χ,~µ(F/∆);Q) (8.5)
the corresponding class on the family (2.15) of real relative moduli spaces; as in (8.3), this is the pullback
of the class cb/2(−R
•π∗ev
∗L) on the family of (complex) relative moduli spaces. We also consider the
class I(Σ˜, L˜) associated by (8.3) to Σ˜. These classes are related as follows.
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Lemma 8.1. The pullback of I(F , L) under the inclusion (2.16) is equal to the class I(Σs, Ls). More-
over, the pullback of I(F , L) under the attaching map (2.17) is the corresponding class I(Σ˜, L˜) associated
to Σ˜, i.e.
Φ∗I(F , L) = I(Σ˜, L˜). (8.6)
Proof. Forgetting the real structure commutes with the maps at level of moduli spaces induced by
Σs →֒ F and Σ˜ → Σ0 →֒ F . The lemma then follows from the corresponding results for the usual
(complex) family of relative moduli spaces proved by Bryan-Pandharipande, cf. the proofs of [BP2,
Theorem 3.2] and [BP1, Proposition A.1].
Specifically, the first statement is an immediate consequence of the fact that the universal curve of
the relative moduli space associated to Σs is the pullback of the universal curve on the family of moduli
spaces.
The second statement follows from the normalization exact sequence
0 −→ L|Σ0 −→ L˜ −→ L|x+ ⊕ L|x− −→ 0,
for the holomorphic line bundle L, where x± is the pair of (conjugate) nodes of Σ0. Pulling this back
over the (complex) moduli space gives
Φ∗c(−Ind∂L|Σ0 ) = c(−Ind ∂L˜)
for the total Chern classes as in [BP2], since the pullback of the last term is a trivial rank 2ℓ(λ)
bundle. 
Proof of the RGW Splitting Theorem 0.1. Consider the invariant (1.9) associated to Σs, written
in the form (8.4). A priori, it is a pairing between a homology and a cohomology class defined on the
moduli space associated to Σs. However, by Lemma 8.1 the integrand is pulled back from the class (8.5)
on the family. Combining this with the splitting of the VFC formula (0.6) gives
RGW cs,osd,χ (Σs, Ls)~µ =
1
|Aut(~µ)|
〈I(F , L), [M
R
d,χ,~µ(Σs, Vs)]
vir,os〉
=
1
|Aut(~µ)|
∑
λ⊢d
ζ(λ)
|Aut(λ)|2
〈I(F , L), Φ∗[M
R
d,χ+4ℓ(λ),~µ,λ,λ(Σ˜, V˜ )]
vir,o˜〉
=
1
|Aut(~µ)|
∑
λ⊢d
ζ(λ)
|Aut(λ)|2
〈Φ∗I(F , L), [M
R
d,χ+4ℓ(λ),~µ,λ,λ(Σ˜, V˜ )]
vir,o˜〉
=
∑
λ⊢d
ζ(λ)RGW c˜,o˜d,χ+4ℓ(λ)(Σ˜, L˜)~µ,λ,λ,
where the last equality uses (8.6). 
Using the fact that the local RGW invariants are constant under smooth deformations of the target
and passing to the (shifted) generating functions (1.10) we also obtain the following consequence.
Corollary 8.2. Let (Σ0, c0) be a symmetric marked curve with a pair of conjugate nodes (and no real
marked points), L0 a complex line bundle on Σ0, and o0 a choice of twisted orientation data on Σ0.
Then the local RGW invariants of any smooth deformation (Σ, c, L, o) of (Σ0, c0, L0, o0) are related to
those of the normalization Σ˜ of Σ0 by
RGW c,od (Σ, L)~µ =
∑
λ⊢d
ζ(λ)t2ℓ(λ)RGW c˜,o˜d (Σ˜, L˜)~µ,λ,λ.
As discussed in [GI, §4], every smooth symmetric curve Σ (without any real marked points) can
be deformed into such a nodal symmetric curve Σ0 by pinching a pair of conjugate splitting circles.
Furthermore, every complex line bundle L over Σ and choice o of twisted orientation data for Σ can
also be deformed to the nodal curve Σ0 and then lifted to the normalization Σ˜ of Σ0. Conversely, every
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complex line bundle L˜ and twisted orientation data o˜ on Σ˜ descend to Σ0 and can be deformed to a
complex line bundle L and orientation data o on Σ.
Appendix A. Linearizations
In this appendix we include more details about the various linearizations we considered and the
precise relation between them.
A.1. General considerations. We start with the following brief review. Let C be a (smooth) sym-
metric curve with ℓ pairs of complex conjugate marked points
x = {x±1 , . . . , x
±
ℓ }, with x
+ = {x+1 , . . . , x
+
ℓ }. (A.1)
If (E, cE)→ (C, c) is a Real bundle, we can consider the SES of sheaves
1→ Γx(E)
R → Γ(E)R
evx−−→ (Ex, cE)
R → 1. (A.2)
Here Γ(E)R denotes the space of real (invariant) sections of E, while Γx(E)
R denotes its subspace
consisting of sections which vanish at all the points in x. We also denoted by (Ex, cE) the restriction of
(E, cE) to x. The invariant locus (Ex, cE)
R of the later can be identified with
(Ex, cE)
R ∼= Ex+
using the restriction to x+ (note that real sections have conjugate values at conjugate points). Choosing
a splitting of (A.2) induces an isomorphism
Γ(E)R = Γx(E)
R ⊕ Ex+ . (A.3)
Remark A.1. For example, a splitting can be obtained starting from a trivialization of E in a neigh-
borhood of x+ and a bump function β =
∑
i βi at x
+ (here βi is a bump function at x
+
i , for i = 1, . . . ℓ).
Starting with α = (αi)i ∈ Ex+ , extend the values αi ∈ Ex+i
to a constant section of E in a neighborhood
of x+, multiply the result by the bump function to get a section βα =
∑
βiαi of E with value αi at x
+
i ,
and finally symmetrize it to obtain a real section of E with the prescribed values.
Let
D : Γ(E)R → Λ01(E)R, Dξ = ∂(E,cE)ξ +A(ξ) (A.4)
be a real CR-operator on the Real bundle (E, cE), where A is a 0’th order term; consider also its
restriction
D′ : Γx(E)
R → Λ01(E)R
to the subspace in (A.2). Regard D as defined on the right hand side of (A.3), where it becomes the
operator
Γx(E)
R ⊕ Ex+ → Λ
01(E)R, (ζ, α) 7→ D′ζ + γ(α). (A.5)
Here γ : Ex+ → Λ
01(E)R depends on the choice of splitting of (A.3), and can be chosen for example so
that its image consists of forms supported away from x. After completing in (weighted) Sobolev norms,
D′ and therefore D become Fredholm operators, and we get a LES
1→ kerD′ → kerD → Ex+ → cokerD
′ → cokerD → 1. (A.6)
The map Ex+ → cokerD
′ is the projection of γ to the cokernel.
On the other hand we can also consider the holomorphic line bundle O(x) = O(x+ + c(x+)) over
(C, c) with its natural Real structure; recall that x = x+ ⊔ c(x+) cf. (A.1). Let s denote a holomorphic
section of O(x) whose divisor is x and is equivariant with respect to the Real structures. Then we can
also conjugate the real CR operator (A.4) by s to obtain the operator Ds = s−1Ds = ∂ + s−1As. This
can be regarded a real CR-operator on the Real bundle E ⊗ O(−x) (well defined at least when the
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0’th order term A vanishes on a neighborhood of x). But we can also consider the SES of holomorphic
sheaves
1→ E ⊗O(−x)
·s
−→ E → Ex → 1 (A.7)
relating the two ∂ operators on E ⊗ O(−x) and E; this exact sequence is compatible with the Real
structures. After similarly completing in weighted Sobolev norms, Ds and D become Fredholm and we
get a LES
1→ kerDs → kerD → Ex+ → cokerD
s → cokerD → 1. (A.8)
Moreover, there is a canonical identification of the kernel and cokernel ofD′ with those of Ds, compatible
with these two perspectives. For example, assume ξ ∈ kerD vanishes at all the points in x. Then by
elliptic regularity it has an expansion ξ(z) = αz(1 + O(|z|)) around a point in x, thus s−1ξ ∈ kerDs.
Conversely, if ξ ∈ kerDs then sξ ∈ kerD and vanishes at x, therefore it is an element of kerD′.
When D = ∂(E,cE) (i.e. A = 0), the exact sequence (A.8) becomes
1→ H0(E ⊗O(−x))R → H0(E)R → Ex+ → H
1(E ⊗O(−x))R → H1(E)R → 1. (A.9)
Remark A.2. Assume the 0’th order term A vanishes in a neighborhood of the special points of C.
Then outside a smaller neighborhood of the special points we can find a holomorphic trivialization of
O(x), compatible with the real structure, in which the section s is identically equal to 1. Then the
operator Ds is given by exactly the same (pointwise/local) formula ξ 7→ ∂ξ+A⊗ ξ as D is, except that
the bundle E is replaced by E ⊗O(−x).
A.2. The normalization SES. The situation is similar in the case C0 is a nodal curve with ℓ pairs of
conjugate nodes
y = {y±1 , . . . , y
±
ℓ }, and let y
+ = {y+1 , . . . , y
+
ℓ }. (A.10)
Let C˜ denote the normalization of C0, and let y
+
i1, y
+
i2 be the two points of C˜ which are the preimage of
the node y+i . So C˜ has marked points y1 ⊔ y2 where
yk = {y
±
1k, . . . , y
±
ℓk}, and let y
+
k = {y
+
1k, . . . , y
+
ℓk}
for k = 1, 2. If (E, cE)→ (C0, c) is a Real bundle, let (E˜, cE˜) denote the pullback bundle. Then we have
a normalization SES of sheaves
1 −→ (E, cE) −→ (E˜, cE˜) −→ (Ey, cE) −→ 1. (A.11)
It induces a SES
1→ Γ(C0;E)
R → Γ(C˜, E˜)R → (Ey, cE)
R → 1, (A.12)
recording the fact that a continuous section of E is a section of E˜ that has the same value on the pair
of points of C˜ that correspond to a node of C0. Identifying
(Ey, cE)
R ∼= Ey+ (A.13)
and choosing a splitting of (A.12) provides an isomorphism
Γ(C˜, E˜)R ∼= Γ(C0;E)
R ⊕ Ey+ (A.14)
as before. Then similarly one can relate a real CR operator
D0 : Γ(C0;E)
R → Λ0,1(C0;E)
R, D0ξ = ∂ξ +A0(ξ)
on E to the restriction of the pullback operator D˜ on E˜. In particular, we get a LES
1→ kerD0 → ker D˜ → Ey+ → cokerD0 → coker D˜ → 1. (A.15)
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A.3. Variations in the domain. Recall that the tangent space of the real Deligne-Mumford moduli
space at a stable symmetric curve C is canonically identified with
TCM
R ∼= H1(TC)
R; (A.16)
see [L, §3.2]. In fact, the variation in C can be regarded as an invariant (0, 1)-form h with values in TC
and supported away from the special points of C (here h is the variation δj in the complex structure
j). This gives a diagram
TCM
R
Λ01(TC)R
H1(TC)R
∼=
πcoker
where the vertical arrow is the projection onto the cokernel H1(TC)R of the ∂ operator on (TC , cT ).
Remark A.3. Assume C a stable symmetric curve with conjugate marked points y = {y±1 , . . . , y
±
ℓ }.
As C varies in the real Deligne-Mumford moduli space, the relative tangent bundle Ty+i
at the marked
point y+i defines a complex line bundle over the moduli space; it is equal to the pullback of the relative
tangent bundle T to the universal curve via the section C 7→ (C, y+i ). An element (C, vi) ∈ Ty+i
\ 0 can
be regarded as a curve C together with a germ of a local holomorphic coordinate zi at y
+
i (and therefore
also one at y−i = c(y
+
i )). The exact sequences (A.7) and (A.9) for E = TC induce the exact sequence
1 Ty+ H
1(TC ⊗O(−y))R H1(TC)R 1.
The middle term encodes the variation in (C, v), where v = (vi)i consists of germs of holomorphic
coordinates at the marked points, while the first term encodes just the variation in v (with C fixed).
Assume next C0 is a nodal curve with ℓ pairs of conjugate nodes as in (A.10) and let C˜ be its
normalization. Then the normalization SES for the holomorphic sheaf E = TC0 induces the LES
1→ H0(TC0)
R → H0(TC˜)
R → T|y+ → H
1(TC0)
R → H1(TC˜)
R → 1. (A.17)
When C0 is stable so is C˜. Therefore both H
0 terms vanish, and the H1 terms model the tangent spaces
to the real Deligne-Mumford spaces containing C0 and respectively C˜, so (A.17) reduces to
1 T|y+ H
1(TC0)
R H1(TC˜)
R 1. (A.18)
The last term models variations in C0 that do not smooth its nodes, while the middle one models all
variations in C0. Those variations in C0 that map to 0 in H
1(TC˜)
R correspond to variations smoothing
the nodes y of C0. In local coordinates, an element of T|y+ can therefore be regarded as a variation δτ
in the gluing parameter τ (or in cylindrical coordinates as the variation δττ = δ(log τ)), for example via
similar considerations as those in Remark A.3.
In particular, locally T|y+ encodes the variations normal to the nodal stratum in the real Deligne-
Mumford moduli space; a choice of splitting of the SES determines a decomposition
TC0M
R
= T|y+ ⊕ TC0N ℓ. (A.19)
Here N ℓ denotes the stratum consisting of nodal curves with ℓ pairs of conjugate nodes.
Remark A.4. In (A.18), H1(TC0)
R and H1(TC˜)
R are the cokernels of the ∂-operator on the relative
tangent bundle to C0 and respectively C˜; the former operator is the restriction of the latter to a subspace.
As in (A.15), the second arrow in (A.18) is the projection onto the cokernel of ∂(TC0 ,c) of
h : T|y+ → Λ
01(TC˜)
R = Λ01(TC0)
R, (A.20)
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where h(v) = ∂(T
C˜
,c)r(v) for some choice of splitting r : T|y+ → Γ(TC˜)
R of (A.14) for E = TC0 . Such
splitting can be obtained for example by first lifting v ∈ Ey+ to the normalization as (v,−v) ∈ E˜y+
1
⊕E˜
y
+
2
and then proceeding as in Remark A.1 to obtain the section of Γ(TC˜)
R supported in a neighborhood of
the marked points y1⊔y2 of C˜ and taking opposite values on any pair of marked points that correspond
to a node of C0.
A.4. Linearizations for smooth targets. The considerations above allow us for example to regard
the linearization to the relative moduli space M
R
(Σ, V ) in several equivalent ways. Assume f : C → Σ
is an element of the relative moduli space, and that f has no rubber components. Then by definition it
is an element of the absolute moduli spaceM
R
(Σ) which has a certain branching over V , where f−1(V )
consists only of marked points of the domain. This means that in local coordinates on the target around
x ∈ V and on the domain in the neighborhood of each marked point y ∈ f−1(x), the map f has an
expansion
f(z) = ayz
λ(y)f̂(z) , where f̂(z) = 1 +O(|z|), (A.21)
ay 6= 0 is the leading coefficient of f at y, and λ(y) > 0 is the contact multiplicity. A variation δf in
f along M
R
(Σ, V ) will vanish to order λ(y) at y, and in fact will continue to have a similar expansion.
The leading coefficient of the expansion of δf at x is the variation δay in the leading coefficient of f at
y (assuming the coordinate systems are fixed). In particular, variations δf which vanish to next order
at all the contact points fix the leading coefficients of f .
In particular, the linearization to M
R
(Σ, V ) is the restriction of the usual linearization
Lf : Γ(f
∗TΣ)R ⊕ TCM
R
→ Λ01(f∗TΣ)R
Lf (ξ, k) = ∂
R
ξ + [∇ξν +
1
2Jdfk]
01 = ∂ξ +Af (ξ) + bf(k)
to the subspace of sections which vanish to order λ(y) at y, for all contact points y. Here
Af ∈ HomR(f
∗TΣ,Λ01C ⊗C f
∗TΣ)R
is a (symmetric) 0’th order term, while bf : TCM
R
→ Λ0,1(f∗TΣ)R is induced by the map k 7→ 12Jdfk,
where k is a (0, 1)-form with values in the tangent bundle to C (a variation in C can be regarded as
such form k as reviewed in §A.3).
An equivalent description of the linearization is obtained as follows. Consider a real holomorphic
section σ of O(V ) on the target whose divisor is V , and pull it back to get a section s = f∗σ of f∗O(x).
Conjugating by s as in §A.1 allows us to regard the linearization to M
R
(Σ, V ) instead as the real CR
operator
Df : Γ(f
∗TΣ)
R ⊕ TCM
R
→ Λ0,1(f∗TΣ)
R (A.22)
given by the formula Df (ξ, k) = ∂ξ + s
−1Af (sξ) + s
−1bf (k). Moreover, by construction both ∇ν and
k vanish in a sufficiently small neighborhood U of the special points of the domain, so we can chose
the section σ (depending on f) so that s = f∗σ is identically 1 outside this neighborhood. In that case
(A.22) is given by exactly the same formula as Lf , except that TΣ is replaced by TΣ, cf. (1.8). In
particular, with such choices, the linearization Df is equal to the operator (A.22) given by the formula
Df (ξ, k) = f
∗∂(T ,cT )ξ + [∇ξν +
1
2Jdfk]
01 = f∗∂(T ,cT )ξ +Af (ξ) + bf (k) (A.23)
as stated in (3.19) and (3.8).
Remark A.5. Under the transformation ξ 7→ 1f∗σ ξ, a variation δf in f (regarded as a section of f
∗TΣ)
is mapped to a section ξ = δff∗σ of f
∗TΣ; the leading coefficient of δf at y is mapped to the value
ξ(y) =
δay
ay
= δ(log ay) (A.24)
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where δay denotes the variation in the leading coefficient ay of f at y, cf. (A.21).
We can also separate the leading coefficient of the variation in f as in [IP2]. For the linearization
(3.19), this corresponds to separating the value ξ(y) ∈ (f∗T )y at each contact point y, which is given
by (A.24). Specifically, using a decomposition such as in (A.5) for E = f∗TΣ over C and x+ replaced
by the contact points y+, the linearization (A.22) rewrites as the operator
Df : Γy(f
∗TΣ)
R ⊕ (f∗TΣ)y+ ⊕ TCM
R
→ Λ0,1(f∗TΣ)
R
Df (ζ, α, k) = Df (ζ, k) + γ(α).
Here ζ ∈ Γ(f∗TΣ)
R gives rise to a variation in f with fixed domain and target and also fixed leading
coefficient (A.21) at each one of the marked points, while the middle term records the variation in the
leading coefficients, cf. (A.24). The term γ : (f∗TΣ)y+ → Λ
01(f∗TΣ)R depends on the choice of splitting,
see Remark A.1.
A.5. Linearizations for nodal targets. The discussion above extends to the case the target is a
nodal curve Σ0 with a pair of complex conjugate nodes x
±. Consider a real map f0 : C0 → Σ0 such
that the inverse image of x+ consists only of nodes of the domain and such that f has matching contact
multiplicity at these nodes. Denote by y+ = {y+1 , . . . , y
+
ℓ } the inverse image of the node x
+ of the
target, as in (A.10).
We can similarly consider the linearization at f0 : C0 → Σ0 to M˜(Σ0) (with fixed target and fixed
ν). It is induced by the linearization
Df˜ : Γ(f˜
∗TΣ˜)
R ⊕ TC˜M
R → Λ0,1(f˜∗TΣ˜)
R
at a lift f˜ : C˜ → Σ˜ of f0 to the normalizations. This has the form
(ξ, k) 7→ ∂ξ +Af (ξ) + bf(k) (A.25)
cf. (A.23) with f replaced by f˜ . Using (2.6) and the normalization SES (A.11) for E = f∗0 TΣ0 we can
rewrite it as a map
Df0 : Γ(f
∗
0 TΣ0 )
R ⊕ (f∗0 TΣ0 )|y+ ⊕ TC˜M
R → Λ01(f˜∗TΣ˜)
R. (A.26)
Here y+ = {y+1 , . . . y
+
ℓ } is the inverse image of the node x
+ of the target, which consists of nodes of the
domain. An element ζ ∈ Γ(f∗0 TΣ0)
R corresponds to a variation in f0 with fixed domain, target and also
fixed product of the leading order terms at each one of the nodes in the inverse image of x+, while the
middle term records the variation in the product of leading coefficients (or in cylindrical coordinates the
variation δ(a1a2)a1a2 =
δa1
a1
+ δa2a2 ). In particular, the linearization (A.26) has the form
Df0(ζ, α, k) = ∂ζ +Af (ζ) + γ(α) + bf (k) (A.27)
where Af and bf are as in (A.25), while γ depends on the choice of splitting of (A.11) for E = f
∗
0 TΣ0 ;
such a splitting can be obtained for example by pulling back a splitting for E = TΣ0 . The last term bf
is induced by the map
Λ01(C˜; TC˜)
R → Λ01(C˜; f˜∗TΣ˜)
R (A.28)
obtained from k 7→ 12Jdfk after multiplying by the section s = (f
∗σ)−1 and projecting to the (0,1)-part.
There is another perspective for the linearization at f0 that is better suited when deforming the nodal
target by smoothing its nodes. For that consider instead the operator
Df0 : Γ(f
∗
0TΣ0 )
R ⊕ TC0M
R
→ Λ01(f˜∗TΣ˜)
R
Df0(ζ, k) = ∂ζ +Af (ζ) + bf (k)
where Af is as in (A.27) and bf is induced by the same formula (A.28). However here, unlike in (A.27),
the variation k ∈ Λ01(TC0)
R is tangent to the entire Real Deligne-Mumford moduli space, not just to
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the nodal stratum containing C0. Using the exact sequence (A.18) and a decomposition of (A.19), this
operator can therefore be identified with
D̂f0 : Γ(f
∗
0 TΣ0)
R ⊕ T|y+ ⊕ TC˜M
R → Λ01(f˜∗TΣ˜)
R
D̂f0(ζ, v, k) = ∂ζ +Af (ζ) + γ̂(v) + bf(k).
(A.29)
Here Af and bf are exactly as in (A.27), but γ̂ : T|y+ → Λ
01(f˜∗TΣ˜)
R depends on the choice of splitting
of (A.12) for E = TC0 , while (A.27) depends on one for E = TΣ0 . Specifically, γ̂ is the composition of
(A.28) and (A.20).
The two forms (A.27) and (A.29) of the linearization at f0 are in fact equivalent: using the formulas
for γ and γ̂ in terms of the two splittings one sees that the linearization (A.29) is the same as the
linearization (A.26) after replacing the middle term by an isomorphic copy, using a complex linear
isomorphism induced by
δay
ay
7→ −λ(y)
δτy
τy
. (A.30)
Here ay denotes the product of the leading coefficients of f0 at y, while τy can be regarded as the gluing
parameter of the domain at the node y.
Remark A.6. The leading coefficients depend on the germs of holomorphic coordinates used, as do the
gluing parameters. The product ay induces the isomorphism (4.7), relating the gluing parameter in the
target with a power of that of the domain; its linearization gives (A.30).
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