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ARITHMETIC OF EISENSTEIN QUOTIENTS
YUAN REN
Abstract. In this paper, we will study the arithmetic of the Eisenstein part of the modular Jacobians.
In the first section, we introduce some general preliminaries of the arithmetic theory of modular curves
that we will need later. In the second section, we give an example of modular abelian varieties due
to Gross and study its properties in some details. In the third section, we define Eisenstein quotients
of the modular Jacobians in general and give a criterion of the non-triviality of Heegner points on
such Eisenstein quotients. The last two sections return to the concrete examples when the level of the
modular Jacobian ia a prime or a square of a prime.
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1. Modular curves
1.1. Modular curves. Let H = {z ∈ C : Im(z) > 0} be the upper half plane, H = H and Gl+2 (R) =
{g ∈ Gl2(R) : det(g) > 0}. There is an action of Gl+2 (R) on H as
Gl+2 (R)× H→ H, (g, z) 7→ gz
where gz = az+bcz+d for any g =
(
a b
c d
)
.
A subgroup Γ of SL2(Z) is called a congruence subgroup if Γ ⊇ Γ(N) for some positive integer N .
Here Γ(N) is the subgroup of SL2(Z) which is congruent to
(
1 0
0 1
)
modulo N .
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For example, for any positive integer N , the group
Γ0(N) := {
(
a b
c d
)
∈ SL2(Z) : c = 0 (mod N)}
is a congruence subgroup.
In the following, we always assume Γ to be a congruence subgroup.
let YΓ = Γ\H be the quotient space, then it is shown in [?] that there is a structure of Reimaa surface
on YΓ. More over, let H
∗ = H
⋃
P1(Q) acted by SL2(Z) as the above formula, and define
XΓ = Γ \ H∗
XΓ is a compact Riemann surface which is the compactification of YΓ. Let SΓ = Γ \ P1(Q) and call
it the set of cusps of XΓ, then it is easy to see SΓ is a finite subset of XΓ and XΓ = YΓ
⋃
SΓ. We shall
call XΓ the modular curve of level Γ.
It is known that a compact Riemann surface is algebraic over C (GAGA). The important thing here
is that these modular curves have algebraic models defined over number fields. Let’s explains this for
the curves X0(N) := Γ0(N) \ H∗.
1.2. Moduli interpretation. An elliptic curve E over the complex number field C is a Riemann surface
of genus one. So as a complex manifold, it is of the form C/L for some lattice L and with the natural
group structure, it is an abelian variety of dimension one over C. Two such abelian varieties Ei = C/Li
(i = 1, 2) are isomorphic if and only if there is a number λ ∈ C such that L2 = λL1, and the corresponding
isomorphism is just the one induced by multiplication by λ. Hence we have a natural bijection between
the upper half plane and the isomorphism classes of elliptic curves over C
SL2(Z) \ H→ {E/C}/ ∼
which sends z ∈ H to the class represented by the elliptic curve Ez = C/(Z · z + Z).
More generally, we have the following
Proposition 1.1. For any positive integer N , here is a natural bijection between Y0(N) and the iso-
morphism classes of the pairs of elliptic curves over C with a cyclic group of order N
Y0(N)→ {E/C}/ ∼
which sends z ∈ H to the class represented by the elliptic curve (Ez , < 1N >).
More over, one can define elliptic curves with level structure algebraically, then the solution of the
corresponding moduli problem will gives the desired model over canonically define number field ([10]).
Remark 1.2. In Delinge and Rapapport’s paper, they also gives a moduli intercalation of the compact
modular curve in terms of generalized elliptic curves with level structure.
1.3. Hecke operators. (modular forms and its relation to differential;Definition of Hecke operator;eigenform
and Galois representation of it;modular abelian variety) In this section, we write X = X0(N)/Q,
J = J0(N)/Q be its Jacobian and i : X → J the canonical morphism mapping ∞ to the zero. Re-
call that Y = Y0(N) = Γ0(N) \ H is an open affine sub-scheme of X which classifies the isomorphism
class of pairs [E,D], where E is an elliptic curve and D is a subgroup scheme isomorphic to Z/NZ.
For any two curves C1, C2 over some field F , a correspondence T : C1  C2 is by definition a triple
(C3, α, β), where C3 is another curve and α, β are morphisms from C3 to C1 and C2 respectively. From
a correspondence T , one deduce two morphisms on Jacobians: the push forward T∗ : J(C1) → J(C2)
defined as β∗ ◦ α∗ and the pull back T ∗ : J(C2)→ J(C1) defined as α∗ ◦ β∗.
For any prime ℓ, let X0(N, ℓ) to be the modular curve classifies the isomorphism classes [E,D,C]
with E an elliptic curve, D a subgroup scheme isomorphic to Z/NZ, C a subgroup scheme isomorphic
to Z/ℓZ such that D
⋂
C = 0. Define
αℓ : X0(N, ℓ)→ X, [E,D,C]→ [E,D]
and
βℓ : X0(N, ℓ)→ X, [E,D,C]→ [E/C,D + C/C]
The Hecke correspondence Tℓ is defined to be (X0(N, ℓ), αℓ, βℓ). As mentioned above, we will have
two morphisms Tℓ,∗ and T ∗ℓ on J .
2
Proposition 1.3. Notations as above, then we have
Tℓ,∗ = T ∗ℓ =
(
ℓ 0
0 1
)
+
ℓ−1∑
k=0
(
1 k
0 ℓ
)
, ℓ ∤ N
and when ℓ | N , we have
Tℓ,∗ =
ℓ−1∑
k=0
(
1 k
0 ℓ
)
and
T ∗ℓ =
ℓ−1∑
k=0
(
ℓ 0
Nk 1
)
Proof. First, we assume ℓ ∤ N . For any (C/(Z · z + Z), < 1N >) ∈ X , we have
α−1(C/(Z ·z+Z), < 1
N
>) = (C/(Z ·z+Z), < 1
N
> + <
1
ℓ
>)+
ℓ−1∑
k=0
(C/(Z ·z+Z), < 1
N
> + <
z + k
ℓ
>)
so we have
Tℓ,∗(C/(Z · z + Z), < 1
N
>) = (C/(Z · ℓz + Z), < 1
N
>) +
ℓ−1∑
k=0
(C/(Z · z + k
ℓ
+ Z), <
1
N
>)
Similarly, because we have
β−1(C/(Z ·z+Z), < 1
N
>) = (C/(Z ·ℓz+Z), < 1
N
> + < z >)+
ℓ−1∑
k=0
(C/(Z · z + k
ℓ
+Z), <
1
N
> + <
1
ℓ
>)
so we also have
T ∗ℓ (C/(Z · z + Z), <
1
N
>) = (C/(Z · ℓz + Z), < 1
N
>) +
ℓ−1∑
k=0
(C/(Z · z + k
ℓ
+ Z), <
1
N
>)
When ℓ | N , the identity for Tℓ,∗ is similar except we need to omit the term (C/(Z · z + Z), < 1N >
+ < 1ℓ >) because <
1
N >⊇ 1ℓ .
On the other hand, we have
β−1(C/(Z · z + Z), < 1
N
>) =
ℓ−1∑
k=0
(C/(Z · ℓz + Z), < 1
N
+ kz >) =
ℓ−1∑
k=0
(C/(Z · ℓz + Z), < Nkz + 1
N
>)
so we have
β−1(C/(Z · z + Z), < 1
N
>) =
ℓ−1∑
k=0
(C/(Z · ℓz + Z), < Nkz + 1
N
>)
=
ℓ−1∑
k=0
(C/(Z · ℓz + Z ·Nkz + 1), < Nkz + 1
N
>)
=
ℓ−1∑
k=0
(C/(Z · ℓz
Nkz + 1
+ Z), <
1
N
>)
This proves our second claim.

Definition 1.4. For any N , we define T = Z[{Tℓ,∗}ℓ] ⊆ End(J), and call it the (full) Hecke algebra of
level N .
For simplicity, we will write Tℓ instead of Tℓ,∗ in the following.
2. On the 2-Selmer groups of the Gross curves
In this section, we will study the 2-Selmer group of some elliptic curves constructed by Gross in [5].
We will show in later sections the relation of these curves with some 2-Eisenstein quotients of level a
square of a prime.
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2.1. CM theory and descent. Let F be a field, an elliptic curve over F is a smooth curve of genus
one over F with an F -rational point O. It is well known that such a curve admits a structure of abelian
variety of dimension one such that O is zero element.
Suppose F is a number field, the Mordell-Weil theorem claims that the group of F -rational points
E(F ) ia a finitely generated abelian group, so that E(F ) ≃ Z⊕r⊕E(F )tor with E(F )tor a finite group,
for some non-negative integer r called the rank of E over F . In number theory, we are interested in
determining the rank so that solve the Diophantine question. For this, there is the classical descent
method.
Recall that from
0 // E(F )[n] // E(F¯ )
n // E(F¯ ) // 0
we get the following diagram
0 // E()/nE(d)(p)
δ //

H1(GF , E[n]) //

H1(GF , E[n]) //

0
0 //
∏
E(Fv)/nE
(d)(p)(Fv)
δv // ∏H1(GFv , E[n]) // ∏H1(GFv , E) // 0
Definition 2.1. Define the n-Selmer group of E over F to be
Seln(E/F ) = ker(H
1(GF , E[n])→
∏
H1(GFv , E))
and the Tate-Shafarevich group of E over F to be
X(E/F ) = ker(H1(GF , E)→
∏
H1(GFv , E))
It follows that there is an exact sequence
0 // E(F )/nE(F )
δ // Seln(E/F ) //X(E/F )[n] // 0
The reason to introduce the Selmer groups is that Seln(E/F ) is finite and relatively easy to compute,
so that one can use them to obtain an upper bound of the rank. In the following, we will focus on the
elliptic curves with complex multiplication and analyze the above exact sequence in some details for the
so called Q-curves when n = 2.
First we introduce the following notations:
• K = an imaginary quadratic extension over Q;
• O = the integer ring of K;
• ELL(O)={elliptic curve over C with CM by O} up to C-isomorphism;
• H = the Hilbert class field of K;
• ELLH(O)={elliptic curve over H with CM by O} up to H-isomorphism;
• ELL◦H(O) = {elliptic curve over H with CM by O} up to H-isogeny;
Recall the following basic facts from CM theory, c.f. [3]:
Proposition 2.2. For any E in ELLH(O), we have an associated continuous homomorphism χE :
A×H → K× such that
(i) χ|H× = NHK , where NHK is the norm map from H to K;
(ii) E has good reduction at β ∈ SpecOH if and only if χE is unramified at β. If E has good reduction
at β ∈ SpecOH , then χE(πβ) is the unique lifting of the N(β)-th Frobenius of E˜ (mod β);
(iii) for any rational prime ℓ, we have ρℓ = χE · (NHℓKℓ)−1, where ρℓ : GH → Tℓ is the ℓ-adic Galois
representation, Hℓ =
∏
w|ℓHw and N
Hℓ
Kℓ
is the norm.
We now review the H-isomorphic and H-isogenous classifications of elliptic curves with CM by O.
Theorem 2.3. Let J = {j(E) | E ∈ ELL(O)}, and Σ be the set of continuous homomorphism χ :
A×H → K× such that χ|H× = NHK, where NHK is the norm map from H to K, then
(i)There is a bijection
ELLH(O)→ J × Σ, E/H 7→ (j(E), χE);
(ii)There is a bijection
ELL◦H(O)→ Σ, E/H 7→ χE .
Lemma 2.4. For any E ∈ ELLH(O) and ψ : GH → O× a continuous homomorphism, let Eψ denote
twist of E by ψ (note that O× = Aut(E)), then χEψ = ψ · χE.
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Proof. Recall Eψ is the ψ-twist of E means there is a H¯-isomorphism φ : E → Eψ such that for any
g ∈ GH , ψ(g) = φ−1 ◦ φg. Fix such a φ.
Let w be a place where χEψ , ψ · χE and ψ are all unramified. Then from ψσ(w) = φ−1 ◦ φσ(w), we
have ψσ(w) = φ−1 ◦ φqw (mod w). So that as morphism, we have
ψσ(w) ◦ [χE(w)] = φ−1 ◦ [χEψ (w)] ◦ φ (mod w),
which implies that ψσ(w) · χE(w) = χEψ (w) by acting on the invariant differential.
As both χEψ = ψ ·χE when restrict to H×, the approximation theorem implies that they are the same
on an open dense subset of A×H and the assertion follows. 
Lemma 2.5. Let E1, E2 ∈ ELLH(O), φ : E1 → E2 an H¯-isogeny. Define
ψ : GH → O×, g 7→ φˆ ◦ φ
g
deg φ
∈ H1(GH ,O×).
Then χE2 = ψ · χE1 .
Proof. As in the proof of Lemma 2.4, for all but finitely many w, becauseφˆ ◦ φσ(w) = deg φ · ψ(w),
φˆ ◦ φqw = degφ · ψ(w) (mod w), which means φˆ ◦ [χE2(w)] ◦ φqw = deg φ · ψ(w) ◦ χE1(w) (mod w).
Because φˆ ◦ φ = degφ, acting on the invariant differential gives that degφ · χE2(w) = degφ · ψ(w) ·
χE1(w), then we have χE2 = ψ · χE1 
Proof of Theorem 2.3. (c.f. [3]) (i) j(E1) = j(E2) implies that there is a H¯-isomorphism φ : E1 → E2,
so if define ψ : GH → O×, g 7→ φ−1 ◦ φg as in Lemma 2.4, then E2 = E1ψ, and χE2 = ψ · χE1 . But then
the assumption implies that ψ = 1 , i.e. φ is defined over H, so E1 = E2 in ELLH(O).
(ii) For any E1, E2, choose a φ ∈ Hom(E1, E2) which is a H¯-isogeny, and define ψ as in Lemma 2.5,
then χE2 = ψ · χE1 . Because χE1 = χE2 , we have ψ = 1, which means φ is defined over H . 
Recall the definition of Q-curves:
Definition 2.6. E ∈ ELLH(O) is called a Q-curve, if for any σ ∈ Gal(H/Q), we have Eσ = E in
ELL◦H(O).
We will now describe the descent method used in [3].
Lemma 2.7. Let E ∈ ELLH(O) be a Q-curve. Then for any σ ∈ G,
Hom(Eσ, E)/2Hom(Eσ, E) ∼= O/2O.
Proof. Assume E[2] is generated by P overO/2O, so Eσ[2] is generated by P σ. For any φ ∈ Hom(Eσ, E),
let [aφ] ∈ O/2O such that φ(P σ) = aφ · P , this gives a homomorphism Hom(Eσ, E)/2Hom(Eσ, E) →
O/2O, which is obviously injective. On the other hand, the density theorem implies that this homomor-
phism is surjective. 
Recall that from
0 // E(H)[2] // E(H¯)
2 // E(H¯) // 0
we get the following diagram
0 // E(H)/2E(d)(p)
δ //

H1(GH , E[2]) //

H1(GH , E[2]) //

0
0 //
∏
E(Hv)/2E
(d)(p)(Hv)
δv // ∏H1(GHv , E[2]) // ∏H1(GHv , E[2]) // 0
For any Q-curves E, we can give E(H)/2E(H), Sel2(E/H) and X(E/H)[2] a structure of Gal(H/Q)-
module by using Lemma 2.7 as following
- For any σ ∈ Gal(H/K) and x ∈ E(H)/2E(H), define
σ(x) = φ(xσ)
where φ ∈ Hom(Eσ, E) is chosen so that φ maps to 1 under the isomorphism in Lemma 2.7
- For any σ ∈ Gal(H/K) and x ∈ Sel2(E/H), define
σ(x) = φ(xσ)
where φ ∈ Hom(Eσ, E) is chosen so that φ maps to 1 under the isomorphism in Lemma 2.7
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- For any σ ∈ Gal(H/K) and x ∈X(E/H)[2], define
σ(x) = φ(xσ)
where φ ∈ Hom(Eσ, E) is chosen so that φ maps to 1 under the isomorphism in Lemma 2.7.
It is easy to verify the above actions are independent of the choose of φ.
Proposition 2.8. The exact sequence
0 // E(H)/2E(H)
δ // Sel2(E/H) //X(E/H)[2] // 0
is an exact sequence of Gal(H/Q) modules.
Proof. It is enough to show δ is a homomorphism of Gal(H/Q)-modules.
For any P ∈ E(H)/2E(H), assume [2]Q = P , then δ(P )(g) = Qg − Q, for any g ∈ GH . Choose
φ ∈ Hom(Eσ, E) such that φ ≡ 1(2), then we have by definition σ(P ) = φ(P σ), so
[δ(σ(P ))](g) = [δ(φ(P σ))](g)
=g(φ(Qσ)− φ(Qσ)) = φ(g(Qσ)− φ(Qσ))
=φ ◦ σ[σ−1gσ(Q)−Q] = σ[δ(P )(g)],
the proposition then follows. 
2.2. Gross curves. Let p be a rational prime with p > 3 and p ≡ 3 (mod 4). Let K = Q(√−p), O the
integer ring of K, H = HK be the Hilbert class field of K. For any ideal a ⊆ O, let K(a) be the ray
class field modulo a.
Consider the continuous homomorphism φ0 : K
×(
∏
v O×v )→ K× (O×∞ := C×) satisfying
(1)φ0|K× =idK×
(2) ∏
v O×v //

{±1}
∏
v|(√−p)O×v // (O/(
√−p))×
δ
OO
Here δ maps x = a + b 1+
√−p
2 (a, b ∈ Z) to (x (mod
√−p)
p ) = (
a+ b2
p ), where (
·
p ) is the Jacobi symbol.
Note that p ≡ 3 (mod 4) ensures this φ0 is well defined.
From
0 // K×(
∏
vO×v ) // AK× // Cl(K) // 0
we get
0 // Hom(CL(K), K¯×) // Hom(AK× , K¯×) // Hom(K×(
∏
vO×v ), K¯×) // 0
because Ext1(Cl(K), K¯×) = 0 as K¯× is divisible hence injective. From this, we have
Theorem 2.9. There is a continuous homomorphism φ : AK× → K¯× such that φ|K×(∏v O×v ) = φ0; in
particular this character is of conductor (
√−p). This character is unique up to Ĉl(K).
Let χ : A×H → K× be defined as χ = φ ◦NHK where NHK is the norm map.
By the CM theory, there is a unique isogeny class of elliptic curves over H with CM O and the
associated character χ. We will call any elliptic curves in this isogeny class a Gross curve of level p.
Here are the basic properties of the Gross curves ([5]):
Theorem 2.10. Let E be a Gross curve and F = Q(j(E)), then we have
(1) E(F )tor ≃ Z/2Z or 0, according to whether ( 2p ) = 1 or −1;
(2) The ǫ-factor of L(E/F, s) equals to ( 2p ).
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2.3. Computation of the 2-Selmer group. In this subsection, we assume p ≡ 7 (mod 8). We will
use the method in section2.1 to compute the rank of some quadratic twists of the Gross curve. Note
that in K, we have (2) = ωω¯ with ω = (1+π2 , 2) and O× = {±1}.
In [3], Gross established the following results.
Proposition 2.11. Notations as above, then for any Gross curve E, we have
E(d)(H)/2E(d)(H) ∼= O/2O
⊕
(O/2O[Gal(H/K)])n(d)
with some integer n(d) (so that n(d) · hK = rankOE(d)(H)).
In particular, we have n(d) + 1 ≤ rankO/2O(Sel2(E(d)/H))Gal(H/K).
Lemma 2.12. For any two Gross curves E1, E2, we have Sel2(E1/H) ∼= Sel2(E2/H) as Gal(H/K)-
modules.
Proof. As Ei[2] ⊆ Ei(H), we have H1(GH , Ei[2]) ∼= Hom(GH , Ei[2]).
The density theorem implies there is an H¯-isogeny φ : E1 → E2 such that deg(φ) is odd. But E1 and
E2 are H-isogenous, so by Lemma 2, we have φ is an H-isogeny.
This φ induces a group isomorphism (also denoted by φ) φ : Hom(GH , E1[2]) → Hom(GH , E2[2]),
sending ψ ∈ Hom(GH , E1[2]) to φ ◦ψ. We know from Proposition 2.11 that Ei[2] are trivial Gal(H/K)-
modules. So for any ψ ∈ Hom(GH , E1[2]), g ∈ GH and σ ∈ Gal(H/K), we have (φ ◦ ψ)σ(g) = σ(φ ◦
ψ(σ−1gσ)) = φ ◦ ψ(σ−1gσ) = φ(σ(ψ(σ−1gσ))) = φ(ψσ(g)) = φ ◦ ψσ(g), i.e. ψ is a homomorphism of
Gal(H/K)-modules. And this gives the desired homomorphism between Sel2(E1/H) and Sel2(E2/H).

In the following, we write S(d) for (Sel2(E
(d)/H))Gal(H/K) (for any E ∈ [C]) . By Lemma 2.12, we
only need to compute S(d) for any fixed E ∈ [C]. But we have the following
Lemma 2.13. There is a unique Gross curve E(p) such that ∆(E(p)/F ) = (−p3), where F = Q(j(E)).
Proof. C.f. [3], Theorem 12.2.1. 
We will do the computation for this E(p).
Recall that from
0 // E(d)(p)(H)[2] // E(d)(p)(H¯)
2 // E(d)(p)(H¯) // 0
we get the following diagram
0 // E
(d)(p)(H)
2E(d)(p)
δ //

H1(GH , E
(d)(p)[2]) //

H1(GH , E
(d)(p))[2] // 0
0 //
∏ E(d)(p)(Hv)
2E(d)(p)(Hv)
δv// ∏H1(GHv , E(d)(p)[2]) // ∏H1(GHv , E(d)(p))[2] // 0
Lemma 2.14. There is a basis of E(d)(p)[2], such that
im(δv) = {(x, y) ∈ H×v /H×v
2
: x ∈ 1 + ω2O×v , y ∈ 1 + ωO×v }
for all place v of H over ω, and
im(δw) = {(x, y) ∈ H×w /H×w
2
: x ∈ 1 + ω¯O×w , y ∈ 1 + ω¯2O×w}
for all place w of H over ω¯.
Proof. First, we show E(p) has ordinary reduction at every place v of H over ω and the same for places
over ω¯. Suppose N(℘v) = (℘ω)
f(v/ω) = (fω), then χp(πv) = ±fω. We need to show that av = ±(fω+ f¯ω)
is odd. Assume fω = x+ y · 1+π2 with a, b ∈ Z, then av = ±(y+2a). As Nfω = fω · f¯ω = (N℘ω)f(v/ω) =
2f(v/ω), we have x2 + xy + y2 · 1+p4 = 2f(v/ω) which is even. If 2 | y, then 2 ∤ x because 2 ∤ fω, then
x2+ xy+ y2 · 1+p4 is odd which is a contradiction, so 2 ∤ y and av is odd. Now it follows that E(p)(d) has
good ordinary reduction because its character differs from χp by a quadratic character unramified over
2.
From [2], Lemma 3.5, there is a unique two torsion point P1 such that P1 ≡ O (mod ω). Because
∆(E(p)/F ) = (−p3) is odd, P1 can not belongs to E(p)(F ) for otherwise P1 will be 2-integral which
contradicts to P1 ≡ O (mod ω). Let P2 = P¯1, then P2 is the unique two torsion such that P2 ≡ O
(mod ω¯). The assertion follows from [2], Proposition 3.6 by taking P1, P2 as the basis. 
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To state our results, we introduce the following notations.
Let d =
∏n
i=1(−qi) ·
∏m
j=1(q
′
j) ·
∏l
k=1(Q
∗
k) be an integer congruent to 1 modulo 4, where qi, q
′
j are
primes split in K and Qk are primes inertia in K with qi ≡ 3 (mod 4) and q′j ≡ 1 (mod 4).
Let h = hK , then q
h
i = fi · f¯i and q′jh = gj · g¯j with fi, gj ∈ OK .
Lemma 2.15. Notation as above, we may assume fi = ai + bi
1+π
2 with ai ≡ 1 (mod 4) and v2(bi) = 1;
gj = a
′
j + b
′
j
1+π
2 with a
′
j ≡ 1 (mod 4) and v2(b′j) ≥ 2.
Proof. Write fi = ai+ bi
1+π
2 , then a
2
i + aibi+ b
2
i
1+p
4 = q
h
i is odd, so it is easy to see that 2 ∤ ai but 2 | bi,
and hence we can multiply it by ±1 so that ai ≡ 1 (mod 4).
Now we have fi − 1 ≡ 0 (mod 2ω) and f¯i − 1 ≡ 0 (mod 2ω¯), so (fi − 1)(f¯i − 1) ≡ 0 (mod 4). On the
other hand, fi · f¯i−1 = qhi −1 ≡ 2 (mod 4) because h is odd by the genus theory, so (fi−1)+(f¯i−1) ≡ 2
(mod 4), i.e. bi + 2(ai − 1) ≡ 2 (mod 4), then we have bi ≡ 2 (mod 4).
The proof for the second assertion is similar. 
Lemma 2.16. Let d ≡ 1 (mod 4) be an integer and notations as above, then we have
(i) E(d)(p) has good reduction at all the places not dividing pd;
(ii) There is a basis of E(d)(p)[2], such that
S(d) ⊆ Hd := {(α, β) ∈ (K×/K×2)2|α = (−π)a
n∏
i=1
[f sii · (−f¯i
ti)] ·
m∏
j=1
[g
rj
j · g¯juj ] ·
l∏
k=1
[(Q∗k)
vk ],
β = (π)a
′
n∏
i=1
[(−f s′ii ) · f¯i
t′i ] ·
m∏
j=1
[g
r′j
j · g¯ju
′
j ] ·
l∏
k=1
[(Q∗k)
v′k ]}
where a, ..., v′k = 0 or 1;
(iii) For any v ∤ 2, we have #im(δv) = 4.
Proof. (i) This is because E(p) only has bad reduction at the places over p and d is congruent to 1 mod
4;
(ii) Note that by the genus theory, the order of Gal(H/K) is odd, so both H1(Gal(H/K), E[2]) and
H1(Gal(H/K), E[2]) are zero. Then by the Serre-Hoschild exact sequence, we have H1(GK , E[2]) ∼=
H1(GH , E[2])
Gal(H/K) and so S(d) ⊆ H1(GK , E[2]).
If (α, β) ∈ (K×/K×2)2 belongs to S(d), then by Lemma 2.14 and (i) above, we have α, β ∈ O×Hv
modulo (H×v )
2 (for any v ∤ pd). But H is unramified over K, so α, β ∈ O×Kw modulo (K×w )2 (for any
w ∤ pd). Also because h is odd, we find α = (α)h = ±(π)∏ni=1[f sii · (f¯iti)] ·∏mj=1[grjj · g¯juj ] ·∏lk=1[(Q∗k)vk ]
with ai, ..., vk = 0, 1 and similarly for β.
By Lemma 2.14, we can choose a basis of E(p)[2] such that α ≡ 1 (mod ω2) and β ≡ 1 (mod ω¯)2, so
we get the result;
(iii) Suppose v ∤ 2. By the theory of formal groups, there is M ⊆ E(d)(p)(Hv) such that M ∼= Ov and
E(d)(p)(Hv)/M is finite. Consider
*******
Apply snake lemma, we get |E(d)(p)(Hv)/2A(Hv)| · |Ov[2]| = |E(d)(p)(Hv)[2]| · |Ov/2Ov|. But as v ∤ 2,
then we have |Ov[2]| = |Ov/2Ov| = 1 and the result follows;
(iv) Just by the definition of the Selmer group. 
From Lemma 2.16 we know that to compute S(d), it is necessary to know the image of E(d)(p)[2]
under δ. For this, we have the following
Lemma 2.17. For any d ∈ Z, there is a basis of E(d)(p)[2] such that
δ(E(d)(p)[2]) = {(1, 1), (−πd, 1), (1, πd), (−πd, πd)}.
And we have
im(δv) = δv(E
(d)(p)[2])
for any v | pd.
Proof. For the first assertion, it is enough to verify this for the case d = 1. Fix the basis as in Lemma 2.14.
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Take a Weierstrass equation over H of E(p) : y2 = (x − e1)(x − e2)(x − e3) with ∆(E(p)) = −p3.
Since E(p) has potentially good reduction everywhere, we can find some finite extension of H such that
E(p) has good reduction at π. Then a change of coordinates of the form{
x = πX + r
y = π
3
2Y + sπX + t
gives a Weierstrass equation E(p) : f(X,Y ) = 0 with good reduction at π. Notice that Pi = (ei, 0)’s are
the 2-torsion points, we have
vπ(X(Pi)−X(Pj)) ≥ 0, ∀i 6= j,
and then vπ(ei−ej) ≥ 1. But ∆(E(p)) = −p3 implies 2
∑
i<j vπ(ei−ej) = 6, hence we have vπ(ei−ej) =
1.
By [?], Proposition 14, we have
δ(P0) = (x0, y0) = (1, 1),
δ(P1) = (x1, y1) = (
e1 − e3
e1 − e2 , e1 − e2),
δ(P2) = (x2, y2) = (e2 − e1, e2 − e3
e2 − e1 ),
δ(P3) = (x3, y3) = (e3 − e1, e3 − e2).
Since Lemma 2.16 implies that xi, yi ≡ (−1)aπb with a, b = 0 or 1, by combining the above results and
Lemma 2.14, we have
δ(P0) = (x0, y0) = (1, 1),
δ(P1) = (x1, y1) = (1, π),
δ(P2) = (x2, y2) = (−π, 1),
δ(P3) = (x3, y3) = (−π, π).
For the second assertion, we note that the four elements
(1, 1), (−πd, 1), (1, πd), (−πd, πd)
are distinct in K×v for any v | pd, so the result follows from Lemma 2.16, (iii). 
Now we can prove our main theorem which gives a complete description of the elements in S(d) for
d ≡ 1 (mod 4).
Theorem 2.18. (α, β) ∈ S(d) is equivalent to (α, β) ∈ Hd and there is
(xi(v), yi(v)) ∈ {(1, 1), (−πd, 1), (1, πd), (−πd, πd)}
such that αxi(v) ∈ K×v 2 and βyi(v) ∈ K×v 2 for any place v | pd of K.
Proof. This follows from the definition of Selmer group, combining with Lemma 2.16 and Lemma 2.17.

In practice, one can always compute S(d) by Theorem 2.18. In the following, we give a graphical
description of it, which seems more convenient to use.
Definition 2.19. Let d ≡ 1 (mod 4) and fi, gj , Qk as above.
Define a (oriented) graph Gd as following:
vertex of Gd={−π, fi,−f¯i, gj, g¯j , Q∗k}1≤i≤n,1≤j≤m,1≤k≤l
arrows of Gd: there exist an arrow from x to y if and only if (
x
y ) = −1 (here the symbol (xy ) is the
quadratic residue symbol in K)
Theorem 2.20. For every d ≡ 1 (mod 4), we have
rankO/2O(S(d)) = 1 + 2t
where t is the number of even partitions of Gd.
In particular, S(d) is minimal if and only if Gd is an odd graph.
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Proof. Define graph G′d with vertex {π,−fi, f¯i, gj, g¯j , Q∗k}1≤i≤n,1≤j≤m,1≤k≤l, and there is an arrow from
x to y if and only if (xy ) = −1.
Given (α, β) ∈ Hd, we have a partition Vα
⋃
Vnα of Gd with Vα = {x : x | α}, and similarly a partition
Vβ
⋃
Vnβ of G
′
d. Now (α, β) ∈ S(d) means that (αx ) = 1 for any x ∤ α and (−πd/αx ) = 1 for any x | α, and
the same for β which is equivalent to say that Vα
⋃
Vnα and Vβ
⋃
Vnβ are even partitions. Note that α
and −πd/α correspond to the same partition and the same for β and πd/β, we will obtain the assertion
if we can show that if we can show the map φ : G → G′d,−π 7→ π, fi 7→ f¯i,−f¯i 7→ −fi, gj 7→ g¯j , g¯j 7→
gj , Q
∗
k 7→ Q∗k is an isomorphism, i.e. there is an arrow from x to y if and only if there is an arrow from
φ(x) to φ(y), which is obvious. 
2.4. Numerical examples.
Lemma 2.21. (i)If Q is a prime such that (−pQ ) = −1, then we have ±π ∈ (K×Q )2 if and only if Q is
congruent to 3 modulo 4;
(ii)If Q is a prime such that (−pQ ) = −1, then we always have −1 ∈ (K×Q )2;
(iii)If Q1 and Q2 are primes such that (
−p
Qi
) = −1 (i = 1, 2), then we always have Q∗1 ∈ (K×Q2)2.
Proof. (i)If Q is congruent to 3 modulo 4. By Hensel lemma, it is enough to solve (a+ bπ)2) ≡ ±π (Q).
This is equivalent to a2 − pb2 ≡ 0 (Q) and 2ab ≡ ±1 (Q). So we only need to show a4 ≡ p4 (Q) has
solution in Z. But as Q is congruent to 3 modulo 4, we have ( pQ ) = −(−pQ ) = 1, so there is x ∈ Z such
that x2 ≡ p4 (Q). As one of x and −x is also a square modulo Q, we can then get the solution of a4 ≡ p4
(Q).
If Q is congruent to 1 modulo 4, then ( pQ ) = (
−p
Q ) = −1, so the equation doesn’t have any solutions.
(ii)This is well known if Q is congruent to 1 modulo 4. B ut (1) above implies this is also true for Q
congruent to 3 modulo 4.
(iii)By Hensel lemma, it is enough to solve (a+ bπ)2 ≡ Q∗1 (Q2). This is equivalent to a2 − pb2 ≡ Q∗1
(Q2) and 2ab ≡ 0 (Q2). If (Q
∗
1
Q2
) = 1, then we can get a solution by setting b ≡ 0. If (Q∗1Q2 ) = −1, then set
a ≡ 0 to solve b2 ≡ −pQ∗1, which has solution as (−pQ
∗
1
Q2
) = 1.

Theorem 2.22. Let d =
n∏
i=1
Q∗i be a square-free rational integer, where Qi are odd rational primes such
that (−pQi ) = −1, then
E(d)(p)(H) = E(d)(p)[2] and (X(E(d)(p)/H)[2])Gal(H/K) = 1
if and only if Qi ≡ 1 (mod 4) for any i = 1, ..., n.
Moreover, we have rankO/2OS(d) ≥ 1 + k, where k is the number of those Qi which is congruent to 3
module 4.
Proof. If all the Qi are congruent to 1 module 4, we want to show that (α, β) ∈ S(d) implies (α, β) ∈
im(E(d)(p)[2]).
Suppose there is some (α, β) ∈ S(d) not in im(E(d)(p)[2]). then either α 6= 1,−π or β 6= 1, π.
If α 6= 1,−π, multiplying suitable element in β 6= 1, π, we may assume π | α. Then by Lemma 9, we
have α is not in K×Qi
2
for any Qi ∤ α. So we must have α = 1 or − π.
If β 6= 1, π, multiplying suitable element in β 6= 1, π, we may assume π | β. Then by Lemma 9, we
have β is not in K×Qi
2
for any Qi ∤ β. So we must have β = 1 or π.
If there is some Qi ≡ 1 (mod 4), we claim that (1, Q∗i ) ∈ S(d). At Qj for j 6= i, we have Q∗i ∈ (K×Qj )2;
at π, as
Q∗i
p =
p
Qi
= 1, we also have (1, Q∗i ) ∈ im(δπ); at Qi, multiply it by (1, πd) to get (1, π
∏
j 6=iQ
∗
i )
with π
∏
j 6=iQ
∗
i ∈ K×Qi
2
by Lemma 2.21. Now the claim follows from Lemma 2.16, (iv). This complete
the first assertion of Theorem 2.22.
By the above, we see that we always have (1, Q∗i ) ∈ S(d) for Qi ≡ 3 mod 4. Since these elements are
linearly independent in Sd, we complete the proof of Theorem 2.22.

Corollary 2.23. Let d be as in Theorem 2.22 with d > 0 and p > 4d2 lg |d|, then the BSD conjecture
is true for E(d)(p) and X(E(d)(p)/H)[2] = Sel2(E
(d)(p)/H). In particular, we can construct arbitrarily
large Shafarevich-Tate group by choosing p large enough and d contains enough Q which is congruent to
3 modulo 4.
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Proof. Under the assumptions on d, we have L(E(d)(p)/H, 1) 6= 0 by the main theorem of [19]. So by the
Coates-Wiles theorem, we know that E(d)(p)(H) = E(d)(p)[2], and the assertions follows immediately
from Theorem 2.22. 
Lemma 2.24. (i)If q ≡ 3 (mod 4) and splits in K, q = f · f¯ with f as in Lemma 2.15, then ( fπ )(πf ) = 1,
( f¯π )(
π
f¯
) = −1 and ( fπ ) = ( f¯f );
(ii)If q ≡ 1 (mod 4) and splits in K, q = f · f¯ with f as in Lemma 2.15, then ( fπ )(πf ) = 1, ( f¯π )(πf¯ ) = 1
and ( fπ ) = (
f¯
f ).
Proof. (i)Write f = a+ b 1+π2 , then a ≡ 1 mod 4 and v2(b) = 1 as in Lemma 2.15.
By [?], P415, Theorem(8.3), we have ( fπ )(
π
f ) = (
f,π
ω )(
f,π
ω¯ ). But as f ≡ 1 (mod ω2) and π = 1−2 1−π2 ≡
1 (mod ω¯2), by [?], Chapter3, Theorem1, we deduce that ( f,πω ) = (
f,π
ω¯ ) = 1, hence (
f
π )(
π
f ) = 1.
Because both f¯ and π are congruent to −1 modulo ω2, and π ≡ 1 (mod ω¯2), we have ( f¯ ,πω ) = −1 and
( f¯ ,πω¯ ) = 1, hence (
f¯
π )(
π
f¯
) = −1.
Now we show ( fπ ) = (
f¯
f ). As (
f
π )(
π
f ) = 1, we only need to show that (
πf¯
f ) = (
−b
q ) = 1. Since v2(b) = 1,
we have (−bq ) = (
2
q )(
−b/2
q ) = (
2
q )(
q
(−b/2) )(
2
q ).
Because a2 + ab+ b2 p+14 = q
h and h is odd, we have ( q(−b/2) ) = 1.
Because 2 | b, we have a2+ab ≡ 1+ab ≡ qh (mod 8). Then if q ≡ 3 (mod 8), we have b ≡ 2 (mod 8);
if q ≡ 7 (mod 8), we have b ≡ 6 (mod 8), so that (2q )(2q ) = 1 always holds. This finishes the proof of (i).
(ii) The proof of the first two assertions are similar to the proof in (i), and we show ( fπ ) = (
f¯
f ), or
equivalently, (−bq ) = 1.
Assume | − b| = 2ec with c odd, then (−bq ) = (2q )e( qc ).
Because a2 + ab+ b2 p+14 = q
h and h is odd, we have ( qc ) = 1.
If q ≡ 1 (mod 8), then (−bq ) = (2q )e = 1. If q ≡ 5 (mod 8), then 1 + ab ≡ 5 (mod 8), hence b ≡ 4
(mod 8), i.e. e = 2. So we also have (−bq ) = 1. 
Proposition 2.25. If q ≡ 3 (mod 4) splits in K, then
rankO/2OS(q
∗) = 3
Proof. Notations as above.
If ( fπ ) = 1, then it’s easy to verify by the above Lemma and Theorem 2.18 that (f, 1) and (1, f¯)
generate S(q
∗). On the other hand, if ( fπ ) = −1, then is is generated by (−f¯ , 1) and (1,−f). 
Proposition 2.26. Suppose d =
∏m
j=1 q
′
j with q
′
j ≡ 1 (mod 4) split in K, and gj as in Lemma 2.15. If
(
gj
π ) = −1 for any j and ( gkgj ) = (
g¯k
gj
) = −1, then
E(d)(p)(H) = E(d)(p)[2] and (X(E(d)(p)/H)[2])Gal(H/K) = 1
.
Proof. As gj − 1 ≡ 1 (mod 4) and hence g¯j − 1 ≡ 1 (mod 4), we have (xy ) = ( yx ) for any x, y ∈ G, i.e. G
is an unoriented grapha. The hypothesis implies that there is an arrow between any two vertexes of G,
and since there are odd number of vertexes, we know G is an odd graph. 
3. Heegner points on Eisenstein quotients
3.1. Eisenstein quotients. In this section, let X = X0(N)/Q be the modular curve of level some
positive integer N , J = J0(N)/Q be its Jacobian and T = Z[{Tℓ}ℓ] ⊆ End(J/Q) be the (full) Hecke
algebra of level N .
Recall that as Riemann surfaces, we have X(C) = Γ0(N) \ H∗, where H∗ = H
⋃
P1(Q) and H is the
upper-half plane. The points of S = Γ0(N) \ P1(Q) are called cusps of X and are known to be rational
over Q(µN ). Take i : X → J to be the natural morphism which sending x to [x] = (x) − (∞). This
morphism is defined over Q because (∞) is Q-rational, hence i induces a homomorphism of GQ-modules
(also denoted by i) i : Div0(X) → J(Q¯). We define the cuspidal subgroup of J to be the image of
Div0(S) under i and denote it by C. Then C has a structure of T[GQ]-module because the action of T
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preserves cusps. More over, as we know that C is a finite group, we can also view C as a finite group
scheme of J .
Definition 3.1. Supoose P ∈ C is Hecke-eigen, that is to say the subgroup Z · P of C is stable under
T. Then we define I(P ) to be the ideal of T annihilates P and we shall call it the Eisenstein ideal
corresponding to P . So if P is of order n, then we we have an isomorphism T/I(P ) ≃ Z/nZ and we
define mq = (q, I(P )) for any prime divisor q of n.
For any q | n, let mq = (q, I) . Define the Eisenstein quotient corresponding to P to be
J˜(P ) = J/(
⋂
k≥0
Ik)J
and the q-Eisenstein quotient corresponding to P to be
J˜ (q)(P ) = J/(
⋂
k≥0
mq
k)J
for any q | n.
Now assume K to be an imaginary quadratic field in which all the prime divisor of N splits (i.e.
(K,N) satisfies the Heegner hypothesis). Then for any integer c prime to N , there exits an ideal Nc in
Oc such that Oc/Nc ∼= Z/NZ. Let
xc = C/Oc → C/N−1c ∈ X(Hc)
where Hc is the ray class field of K. Hence we construct a point [xc] in J(Hc). For any character
χ : Gal(Hc/K)→ C×, define
yχ =
∑
σ∈Gal(Hc/K)
χ−1(σ)[xσc ]
in J(Hc) ⊗ C)χ. When c = 1 and χ is trivial, we denote the corresponding point by yK . The finite
dimensional vector space J(Hc)⊗ C also admit a natural action by T, which commutes with the action
of GQ. For any homomorphism of algebras f : T → C, define yχ,f to be the projection of yχ on
(J(Hc)⊗ C)χ,f . The basic question is to determine whether these point yχ,f is zero.
In the following subsection, we introduce a method (due to Gross) to test whether the projection of
the Heegner points on the Eisenstein quotients are non-torsion.
3.2. Eisenstein descent. The canonical morphism i induces an isomorphism i∗ : Jˆ ≃ J . Let P be a
cuspidal point of order n defined over some field M(⊆ Q(µN)), and D a cuspidal divisor representing P .
Let P ′ be the inverse image of P under i∗.
Then P ′ gives a morphism of GM -modules J [n]→ µn via the Weil pairings. Combining this with the
Kummer map J(F )/nJ(F ) → H1(F, J [n]) where F is some number field containing M , we get a map
of GF -modules
δ(P ) : J(F )/nJ(F )→ F× ⊗ Z/nZ
We call this the Eisenstein descent corresponding to P over F .
Proposition 3.2. δ(P )(
∑
ni(xi)) =
∏
fni(xi), where f is the modular unit such that div(f) = nD.
Proof. Let D′ be the divisor on J representing P ′. Then both nD′ and [n]∗D′ are principle, say nD′ =
div(F ) and [n]∗D′ = div(G). By [11],P184, Lemma, < Q,P ′ >= G(x)/G(x +Q) for any Q ∈ J [n]. 
Proposition 3.3. If P is T-eigen and TℓP = T ∗ℓ P for any ℓ | N , then δ(P ) is a morphism of T-modules.
Proof. Let αℓ, βℓ : X0(ℓp
2) → X be the two morphisms sending (E,C,D) (C the ℓ-part and D the
p2-part) to (E,D) and (E/C, (C +D)/D) respectively, then Tℓ is by definition ◦βℓ,∗α∗ℓ .
By the construction, f(Tℓz) = f(ℓz)
∏ℓ−1
i=0 f(
z+i
ℓ ) = αℓ,∗ ◦ β∗ℓ (f). As div(αℓ,∗ ◦ β∗ℓ (f)) = αℓ,∗ ◦
β∗ℓ [div(f)] = T
∗
ℓ (div(f)) = (ℓ + 1) · div(f), so we are done. 
When δ(P ) is a homomorphism of T-modules, we can further localize it and define
δ(P )q : J(F )/nJ(F )
⊗
Tmq → F× ⊗ Zq/nZq
for any q | n
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3.3. η-quotient. In this subsection, we will consider the Eisenstein descent in the case that P is given
by a rational cuspidal divisor.
Let η(z) be the Dedkind η-function and let ηd(z) := η(dz) for any integer d. Let N be a positive
integer as before. For any family of integers r = (rd) indexed by the positive divisors of N , define
gr =
∏
d|N
ηrdd
we call any such function a Dedkind η-product. We have the following proposition
Proposition 3.4. gr ∈ Q(X) if and only if the following four conditions are satisfied:
(1)
∑
d|N rd = 0;
(2)
∑
d|N drd ≡ 0 (mod 24);
(3)
∑
d|N
N
d rd ≡ 0 (mod 24);
(4)
∏
d|N d
rd ∈ Q×2
Proof. See [9]. 
As representatives of the cusps of X , we choose xd where d is a positive divisor of N and (x, d) = 1 with
x taken modulo (d, Nd ). We call such a cusp is of level d and it is defined over Q(µm) where m = (d,
N
d ).
The cusps of level d form an orbit under the action of Gal(Q(µm)/Q). Let Dd be the rational divisor
on X defined as the sum of the cusps of level d (each with multiplicity one) and Pd the corresponding
rational point on J , that is to say Pd ∈ C(Q). We have the following proposition for the relation between
the rational cuspidal divisor on X and the Dedkind η-product.
Proposition 3.5. Let D =
∑
d|N md · Dd be a rational cuspidal divisor of degree 0 on X and P the
corresponding point in J(Q), then there is a Dedkind η-product gr ∈ Q(X) such that nD = div(gr) where
n is the order of P .
Proof. See [9]. 
Let K be an imaginary quadratic field in which all the prime divisor of N splits, then there is an ideal
N in K such that OK/N ≃ Z/NZ. Let yK ∈ J(HK) be the Heegner point. For each d | N , we denote
by Nd the unique ideal such that Nd | N and OK/Nd ≃ Z/dZ. For any Dedkind eta-product gr ∈ Q(X)
for some r = (rd)d|N , we have ∏
d|N
Nrdd = a
−2
r
by the condition (4) of Proposition 3.4, for some rational ideal ar in K.
Theorem 3.6. Let D =
∑
d|N md · Dd be a rational cuspidal divisor of degree 0 on X and P the
corresponding point in J(Q), gr ∈ Q(X) is the Dedkind η-product such that nD = div(gr) where n is the
order of P , then
δ(P )(yK − yK) ≡ ζ · αhrr (mod K×n)
where ζ is a root of unit in K, αr is a generator of the ideal
ar
ar
o(ar) as above and hr =
hK
o(ar)
.
In particular, suppose δ(P ) is a homomorphism of T-modules, q a prime divisor of n with (q, 6) = 1
and αhrr is not zero in K
×⊗Zq/nZq and J [mq](K)− = 0, then the projection of yK on the q-Eisenstein
quotient corresponding to P is non-torsion.
Proof. From the definition of the Dedkind η-quotient and the condition (1) of Proposition 3.4, we have
gr(yK − yK)24 =
∏
a
∏
d
∆(Nda)
∆(a)
rd
· ∆(Nda)
∆(a)
rd
We know that ∆(a)∆(Nda) is an integral number in HK which generates the ideal N
12
d , hence prove the
first claim.
For the second claim, as q is prime to 6, we can ignore the root of unit above. Then δ(P )q(yK − yK)
is not zero, and so yK − yK is not zero in J(K)−
⊗
Tmq . Hence δ(P )q(yK − yK) is either non-torsion or
mq-torsion. But we assume that J(K)
−[mq] = 0, so we get the conclusion. 
4. Prime level case
In this section, we let N to be a prime p.
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4.1. Eisenstein quotients. Recall that the cusps of X are [0] and [∞] which are all rational, so C is a
cyclic group generated by [0]− [∞]. In particular, it must be Hecke-eigen.
Let T = Z[{Tℓ}ℓ] ⊆ End(J0(p)) be the Hecke algebra of level p, here ℓ runs through all rational
primes. Note that by the theorem of Atkin-Lehner, we have wp = −Tp in this prime level case, so our T
is just the one used in [12]. Let I = (Tp − 1, {Tℓ − (1 + ℓ)}ℓ 6=p) = (wp + 1, {Tℓ − (1 + ℓ)}ℓ 6=p) be an ideal
in T, then I annihilates C and we call I the Eisenstein ideal of level p.
Proposition 4.1. Notations as above and let n = p−1(12,p−1) , then:
(1) The order of C is n and C = J(Q)tor;
(2) T acts transitively on C with kernel I;
(3) Under the natural morphism J → J˜ , we have C ≃ J˜(Q)tor.
Proof. See [12], Theorem1.2 of Chapter3 and Theorem9.7 of Chapter2. 
So we have the Eisenstein quotient J˜ , and the J˜ (q) for each q | n
Let f = ( ∆(z)∆(pz) )
1
m with m = (p− 1, 12), then div(f) = n((0)− (∞)). For any number field F , define
δF : D
′
0(F )→ F×
by the formula
δF (
∑
ai(xi)) =
∏
f(xi)
ai
where D′0(F ) is the group of divisors of degree zero over F .
On principle divisors we find δ(div(g)) = g(div(f)) = (g(0)/g(∞))n by reciprocity. Hence delta
induces a homomorphism
δF : J(F )→ F× ⊗ Z/nZ
This map is called the Eisenstein descent (corresponding to C) over F .
Here is an explanation why call this a descent. Consider the Kummer map J(F )/nJ(F )→ H1(F, J [n]).
By the Weil pairing, the cuspidal point [0] in J of order n gives a homomorphism of GQ-modules
J [n]→ µn. Then the composition of these two maps is just the δF given above.
Viewing Z/nZ as T-module by Proposition 4.1, it is easy to check that δ is a homomorphism of
T-modules. Then we have
δF,q : J(F )⊗ Tmq → Zq/nZq
for any q | n.
4.2. Heegner points on J˜ (q) for odd q. In this section, we summarize Gross’ results.
Proposition 4.2. Suppose q | n and (q, 6) = 1. Let K to be an imaginary quadratic field in which p
splits. If vp(hK) < vp(
p−1
(12,p−1) ), then y
(q)
K is of infinite order in J˜
(q)(K) for odd q such that (q, wK) = 1,
where y
(q)
K to be the projection of yK to J˜
(q) .
Proof. First we show that δK(yK − y¯K) 6= 0.
By definition, we have
δK,q(yK − y¯K) = (
∏
a∈Cl(OK)
∆(a)
∆(pa)
∆(pa)
∆(a)
)
1
m
where p is a prime ideal in K over p. As for any ideal b ∈ Cl(OK), ∆(pa)∆(a) is a number in HK generates
p−12, we find that
δK,q(yK − y¯K) = u · α 12hm (mod K)×n
with u ∈ O×K and α ∈ K× such that (α) = (p/p¯)o(p).
Note that α is not a q-th power in K. This is because if xq = α, then (x) = (p/p¯)o(p)/q. As p¯ is the
converse of p in the ideal class group, we find that o(p)| 2o(p)q , which is impossible as q is odd.
So when ordq(h) < ordq(n), we will have δK,q(yK − y¯K) 6= 0, hence yk 6= 0 in J(K)−
⊗
Tmq .
Mazur shows that J [mq] = Z/qZ⊕ µq, so that J(K)−[mq] = 0, so all points in J(K)−
⊗
Tmq is not
torsion. This completes the proof.

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4.3. Heegner points on J˜ (2).
Example 1. Suppose p is of the form u2 + 64 for some (odd) integer u. Note that 2 | n in this situation,
so that the 2-Eisenstein quotient J˜ (2) exists.
On the other hand, it is known that when p is of the above form, there is a unique isogeny class of
elliptic curves of conductor p such that each curve in it has a point of order 2 ([14]). These curves are
called Neumann-Setzer curves.
If E is a Neumann-Setzer curve, then E is a factor of J˜ (2) ([12], Chapter3, Proposition7.4). Moreover,
if u = ±3 (mod 8), then J˜ (2) is simple ([12], Chapter3, Proposition7.5), so is a Neumann-Setzer itself.
We recall the following lemma
Lemma 4.3. (Birch’s Lemma) Let A be an abelian variety over Q and f : X0(N)→ A be a morphism
over Q. If f + fwN is a constant which does not belong to 2 ·A(Q), then the image of the Heegner point
yK on A is not torsion, here wN is the Atkin-Lehner involution.
Proof. *** 
For the 2-Eisenstein quotient, we can prove the following
Theorem 4.4. Suppose 2 | p−1(12,p−1) . If hK is odd, then y
(2)
K is of infinite order in J˜
(2)(K).
Proof. Consider the morphism f : X → J˜ (2) obtained from the composition of the natural X → J and
the projection J → J˜ (2).
By the definition of the Eisenstein ideal I, we know that wp acts as −1 on J˜ and hence also −1 on
J˜ (2), so f + fwp is a constant morphism.The image is just the projection of [0]− [∞].
By Theorem ??, the projection of [0]− [∞] on J˜ (2) is a generator of J˜ (2)(Q) which is a cyclic 2-group.
In particular, the image of f + fwp is not in 2 · J˜ (2)(Q), so we get the conclusion by using Birch’s
Lemma. 
Corollary 4.5. Suppose p is of the form u2 + 64 with u = ±3 (mod 8) and let E be a Neumann-
Setzer curve. If K is an imaginary quadratic field with odd class number such that p splits in K, then
rankZ(E(K)) = 1 and X(E/K) is finite.
Remark 4.6. When p is inertia in K, we have the following results of Mazur and Gross (See [13], Page231
and [4]):
(1) Suppose q is an odd divisor of p−1(12,p−1) and (q,K) 6= (3,Q(
√−3)). If K is an imaginary quadratic
field such that p is inertia in K and q ∤ hK where hK is the class number of K, then J˜ (q)(K) is finite
and X(J/K)[mq] = 0;
(2) Assume 2 | p−1(12,p−1) . If K is an imaginary quadratic field such that p is inertia in K and hK is
odd, then there is a cusp form which is congruent to δ (mod 2), such that L(f,K, 1) 6= 0, where δ is the
Eisenstein series.
So if p is of the form u2+64 with u = ±3 (mod 8) and K is an imaginary quadratic field such that p
is inertia in K and hK is odd, then E(K) is finite for any Neumann-Setzer curve E, because there is a
non-trivial morphism E → J˜ (2) and J˜ (2) is simple when u = ±3 (mod 8) as we mentioned in Example 1.
5. Level p2 case
In this section, we let N = p2 be the square of a prime p.
5.1. Eisenstein quotients. Let p be prime and X/Q the modular curve of level p2.
The cusps of X are [0], [∞] and {[ ip ]}1≤i≤p−1 with [0] and [∞] Q-rational and {[ ip ]}1≤i≤p−1 form
one orbit of GQ. So the rational cuspidal divisor subgroup of J(Q) C is generated by C1 = [0] − [∞]
and Cp =
∑p−1
i=1 [
i
p ] − (p − 1)[∞]. We know that both C1 and Cp have order n = p
2−1
24 , and C
∼=
(Z/ p−1(p−1,12)Z)
⊕2⊕(Z/ p+1(p+1,12)Z) (see [7]).
Let T = Z[{Tn}] ⊆ End(J/Q) be the ring of Hecke algebra of level p2.
From the definition of the Hecke actions, we have Tp ·Cp = 0 and (Tl− (1 + l)) ·Cp = 0 for any l 6= p.
Let
I = (Tp, {Tl − (1 + l)}l 6=p)
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be an ideal in T, which will be called the Eisenstein ideal of level p2 correspondingto Cp.
By the above Lemma, we see that there is a surjective homomorphism T/I → Z/nZ given by the
action of T on Cp.
Lemma 5.1. There is an integer m such that Z/mZ ∼= T/I.
Proof. It is clear that the natural Z→ T/I is surjective.
If Z ∼= T/I, then under the perfect pairing
T× S2(Γ0(p2),Z)→ Z
([15] for the notations and results), we find that S2(Γ0(p
2),Z)[I] ∼= Z which means there is a rational
newform whose eigenvalues al is l + 1 for any l 6= p. But this will give an elliptic curve over Q which is
supersingular at all good places, which is impossible.
So there is an m ∈ Z such that Z/mZ ∼= T/I. 
Let δ(z) =
∑
(m,p)=1 σ(m)q
m (q = e2πiz).
Lemma 5.2. δ(z) ∈M2(Γ0(p2,Z))[I].
Proof. Let e(z) = (1− p)− 24∑∞m=1 σ′(m)qm (q = e2πiz) which is in M2(Γ0(p),Z) ([12], our e is his e′),
and e(p)(z) = e(pz). It is easy to see that δ = 124 (e
p−e), so it is in M2(Γ0(p2,Z)). It is easy by definition
that δ is annihilated by I. 
From ([12], Chapter2, section5) we know the expansion of e at 0 is
e|[
(
0 −1
1 0
)
]2 =
1
p (p− 1) + 24
∑ σ′(m)
p q
m
p .
We can use this to determine the Fourier expansion of δ at [0] and [ ip ](1 6 i 6 p− 1):
• At [ ip ]: Take u, v ∈ Z such that ui− pv = 1, then we have
δ|[
(
i v
p u
)
]2 =
p2−1
24p + ....
• At [0]:
δ|[
(
0 −1
1 0
)
]2 =
(p2−1)(1−p)
24p + ....
Lemma 5.3. Let d be an integer prime to p, if δ ∈ S2(Γ0(p2),Z/dZ), then d|n.
Proof. By definition, δ ∈ S2(Γ0(p2),Z/dZ) if and only if there are f ∈ S2(Γ0(p2),Z) and g ∈M2(Γ0(p2),Z)
such that δ = f + dg.
Since g ∈M2(Γ0(p2),Z), we know the expansion of g at any cusps belong to Z[ 1p , ζp2 ] by ([6], Chapter1,
Cor1.6.2). The assertion follows from this and the discussion of the expansions of δ above. 
Theorem 5.4. (T/I) ⊗ Z[ 1p ] ∼= Z/nZ.
Proof. Let m be as in Lemma 5.1.
From the perfect pairing
T× S2(Γ0(p2),Z)→ Z
we get a perfect pairing
T/mT× S2(Γ0(p2),Z/mZ)→ Z/mZ
Then we have
T/I× S2(Γ0(p2),Z/mZ)[I]→ Z/mZ
or equivalently
T/I ∼= Hom(S2(Γ0(p2),Z/mZ)[I],Z/mZ)
and so
(T/I) ⊗ Z[ 1
p
] ∼= Hom(S2(Γ0(p2),Z[ 1
p
]/mZ[
1
p
])[I],Z[
1
p
]/mZ[
1
p
])
By the q-expansion principle (see [6]), S2(Γ0(p
2),Z[ 1p ]/mZ[
1
p ]) is generated by cδ for some c|m. Then
we will have cδ = f + mg with some f ∈ S2(Γ0(p2),Z[ 1p ]) and g ∈ M2(Γ0(p2),Z[ 1p ]), then we get
1
cf = δ − mc g also in S2(Γ0(p2),Z[ 1p ]). So δ ∈ S2(Γ0(p2),Z[ 1p ]/mc Z[ 1p ]), and hence mc |n by Lemma 5.3.
So we see mn |c, and hence #(S2(Γ0(p2),Z[ 1p ]/mZ[ 1p ])[I]) ≤ n. This completes the proof. 
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As in the prime level case, let mq = (q, I) be a maximal ideal in T for any q|n. Define the
Eisenstein quotient of level p2 corresponding to Cp to be
J˜ = J/(
⋂
k≥0
Ik)J
and the q-Eisenstein quotient of level p2 corresponding to Cp to be
J˜ (q) = J/(
⋂
k≥0
mq
k)J
for any q | n.
Different from the prime level situation, the Atkin-Lehner involution wp is not equal to the Hecke
operator Tp when the level is p
2. So we further define
J˜
(q)
± = (J˜
(q))wp±1=0
5.2. Structure of J [mq]. Let S = Spec(Z[ 1p ]) and G/S any finite flat commutative group scheme over
S. By ([12], Chapter1, P45-46), we have a natural bijection between {flat closed subgroup schemes H/S
of G/S} and {sub-GQ modules of G(Q¯)}.
An S-group schemeG/S of order a power of q (q a rational prime) is called admissible if it is a finite flat
group scheme over S and has a filtration of flat closed subgroup schemes 0 = G0 ⊆ G1 ⊆ .... ⊆ Gn = G
such that Gi/Gi−1 ∼= (Z/qZ)/S or µq/S. By the above remarks, this is equivalent to say that G(Q¯) has
a filtration of sub-representations with factors isomorphic to Z/qZ or µq(Q¯).
Proposition 5.5. For any q|n, we have J [mq] is admissible.
Proof. The proof is the same as in [12]. 
Fix a prime q|n, then the rational point Cp ∈ J(Q)[I] gives a rational point of J [mq], hence we have
the exact sequence
0 // Z/qZ // J [mq] // V // 0
for some V/S which is also admissible.
Lemma 5.6. If q is odd, then V ∼= (µq)
⊕
d for some d ≥ 1.
Proof. First, we show V is of multiplicative type, i.e. there’s no embedding of Z/qZ in V .
Suppose that there is an embedding Z/qZ→ V . Let G be the pull back of this constant group scheme.
Then there is an embedding of (Z/qZ)
⊕
2 in J [mq]. By reduction to Fq, we get
dimFq(J/Fq)[I](F¯q) ≥ 2
which is impossible by the q-expansion principle as there is an injection (J/Fq)[I](F¯q)→ H0(X/Fq,Ω).
This show that V is of multiplicative type.
By Eichler-Shimura, for any l ∤ pq, the Frobenius at l acting on V has eigenvalue 1 or l. But as q
is odd, Frobl can not have eigenvalue 1 on µq, So all the eigenvalues are l. Then by ([12], Chapter1,
Lemma3.5), we have V ∼= (µq)
⊕
d for some d.
By ([12], Chapter2, Lemma7.7), we deduce that dimFqJ [mq](Q¯) ≥ 2, so d ≥ 1. 
Theorem 5.7. If (q, 6) = 1, then there is a non-split exact sequence
0 // Z/qZ // J [mq] // µq // 0
which determines the structure of J [mq] as the unique (up to scale) non-trivial element in Ext
1
S(µq,Z/qZ).
Proof. Suppose the d in r˜efmultiplicative typeis strictly larger than 2, then we will have a group scheme
G/S and an exact sequence
0 // Z/qZ // G // (µq)
⊕
2 // 0
Let fi : µq → (µq)
⊕
2 (i = 1, 2) be the two embedding. The pull backs will give us two elements in
Ext1S(µq,Z/qZ). But by ([2], Proposition4.2.1), dimFqExt
1
S(µq,Z/qZ) = 1 (as (q, 6) = 1 and p = ±1
(mod q)). So some linear combination of f1 and f2 will gives a sub-group scheme H of J [mq] which is
isomorphic to Z/qZ
⊕
µq. In particular, there is an embedding of µq in J [mq].
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By [18], we should have this µq contained in
∑
-the Shimura subgroup of J . But by [8], Tp acts on
∑
as multiplication by p, which contradicts that µq ⊆ J [mq] which is annihilated by Tp. 
Remark:This theorem implies that the Galois representation given by the action of GQ is a two
dimensional mod q reducible Galois representation, which is not semisimple.
5.3. Gross curves and the 2-Eisenstein quotient. Recall that for p be a prime which is congruent
to 3 modulo 4, there is a unique isogeny class of Q-curves over H with CM by O and the associated
character φ.
Let fφ(z) =
∑
(a,p)=1 φ(a) · e2πi·NK/Q(a)·z =
∑
n≥1 anq
n (z ∈ H, q = e2πiz). By Lemma3 of [16], fφ(z)
is an eigenform in S2(Γ0(p
2)). Let T be the field generated by the image of φ. Then T is a CM field
with T+ = Q({an}). By theorem7.14 and theorem7.15 of [17], there is a sub-abelian variety i : A → J
over Q and an embedding θ : T+ → EndQ(A), such that Tn|A = θ(an) for any n, where Tn is the Hecke
operator.
Proposition 5.8. There is a Gross curve such that ResF/QE ∼= A, where F = Q(j(E)).
Proof. By Theorem1 of [16], A is isogenous to E′
⊕
h for some elliptic curve with CM by O. Then we have
also A isogenous to (E′σ)
⊕
h for any σ ∈ Gal(H/Q). So E′ is isogenous to E′σ for any σ ∈ Gal(H/Q),
i.e. E′ is a Q-curve (note that Q-isogeny is automatically H-isogeny).
It is clear that there is a Q-morphism between
∏
σ(E
′)σ and A. Because
∏
σ(E
′)σ is simple over
Q, this morphism must be an isogeny. Then, modulo the kernel, we find an E such that ResF/QE =∏
σ(E)
σ ∼= A.
As L(E/F, s) = L(s, χE) = L(s, A/Q) =
∏
τ L(s, f
τ ) = L(s, χ) (up to finite Euler factors), we have
χE = χ. 
Proposition 5.9. Notations as above. If p = 7 (mod 8), then A →֒ J˜ (2)+ . In particular, there is a
non-trivial morphism E → J˜ (2)+ for any Gross curve E.
Proof. This is because A(Q)tor ≃ Z/2Z and the ǫ-factor of its L-function is 1, when p = 7 (mod 8) (see
[5]). 
5.4. Heegner point on J˜ (q) for odd q.
Lemma 5.10. Let η be the Dedkind η-function and f = η(pz)
p+1
η(z)η(p2z)p . Then f is a rational function on X
defined over Q, and div(f) = n(Pp − (p− 1)[∞]).
Proof. compute by η-quotient theory. 
As in [3], for any field F , we can define a homomorphism
δF : J(F )→ F×
⊗
Z/nZ
which sending any
∑
ai[xi] ∈ Div0(X)(F ) disjoint from Pp − (p− 1)[∞] to
∏
f(xi)
ai .
Recall that the action of T on Cp gives a homomorphism T/I → Z/nZ. We will view Z/nZ as a
T-module in this way.
Lemma 5.11. For any field F , the map δF is a T-module homomorphism.
Proof. It is enough to check the generators Tl for primes l.
Suppose first that l 6= p. Let αl, βl : X0(lp2) → X be the two morphisms sending (E,C,D) (C the
l-part and D the p2-part) to (E,D) and (E/C, (C+D)/D) respectively, then Tl is by definition αl,∗ ◦β∗l .
By the construction, f(Tlz) = f(lz)
∏l−1
i=0 f(
z+i
l ) = αl,∗ ◦ β∗l (f). As div(αl,∗ ◦ β∗l (f)) = αl,∗ ◦
β∗l [div(f)] = Tl(div(f)) = (l + 1) · div(f), we have f(Tlz) = f (l+1)(z) up to constant. When take
value on zero divisors, the effect of constants disappears, so we are done.
For Tp, recall that η(z) = q
1
24
∏∞
n=1(1− qn) (q = e2πiz), so we have
f(Tpz) =
p−1∏
k=0
f(
z + k
p
)
=
p−1∏
k=0
η(z + k)p+1
η( z+kp ) · η(pz + pk)p
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≈
p−1∏
k=0
η(z)p+1
η( z+kp ) · η(pz)p
(≈ means ”equal up to constant”)
= [
η(z)
η(pz)
]p
2−1 · η
p+1∏p−1
k=0 η(
z+k
p ) · η(pz)
But we have
η(z)p+1 = q
1+p
24
∞∏
n=1
(1− qn)1+p
η(pz) = q
p
24
∞∏
n=1
(1 − qpn)
and
p−1∏
k=0
η(
z + k
p
) ≈ q 124
p−1∏
k=0
∏
(1 − q np ζkn)
(ζ a primitive p-th root of unity)
= q
1
24 · [
∏
p|n
(1− q np )p] · [
∏
p∤n
(1 − qn)]
So
f(Tpz) ≈ [ η(z)
η(pz)
]p
2−1
which implies that
δF ◦ Tp = 0

By the Lemma just proved, we have, for any field, a T-module homomorphism
δF : J(F )
⊗
T/I→ F×
⊗
Z/nZ
and hence for any q|n
δF,q : J(F )
⊗
Tmq/ITmq → F×
⊗
Z/qnqZ
where Tmq is the completion of T at mq and nq = ordq(n).
Now let K be an imaginary quadratic field such that (p) = pp¯ splits in K.
Let xK = (C/OK → C/p−1) ∈ X(HK) and yK =
∑
σ∈G(HK/Q) ǫ(σ) · xσK ∈ J(K)−, where ǫ is the
quadratic character corresponding to K. For any q|n, let y(q)K be the projection of yK in J (q)(K)−.
Theorem 5.12. Suppose (q, 6) = 1 and q|(p + 1). Let h = hk/o(p). Then if ordq(h) < ordq(n), then
y
(q)
K is a non-torsion point in J
(q)(K)−.
Proof. By definition, we have
δK,q(yK) =
∏
a∈Cl(OK)
[
∆(pa)p+1
∆(a)∆(p2a)p
· ∆(a)∆(p
2a)p
∆(pa)p+1
]
1
24
As ∆(pa)
p+1
∆(a)∆(p2a)p = [
∆(pa)
∆(p2a) ]
p∆(pa)
∆(a) and for any ideal b ∈ Cl(OK), ∆(pa)∆(a) is a number in HK generates
p−12, we find that
δK,q(yK) = u · α
p−1
2 h (mod K)×n
with u ∈ O×K and α ∈ K× such that (α) = (p/p¯)o(p).
Note that α is not a q-th power in K. This is because if xq = α, then (x) = (p/p¯)o(p)/q. As p¯ is the
converse of p in the ideal class group, we find that o(p)| 2o(p)q , which is impossible as q is odd.
So when ordq(h) < ordq(n), we will have δ(yK) 6= 0, hence yk 6= 0 in J(K)−
⊗
Tmq .
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But by r˜efstructure, one easily see that J(K)−[mq] = 0, so all points in J(K)−
⊗
Tmq is not torsion.
This completes the proof.

5.5. Heegner point on Gross curves when p ≡ 7 (mod 8). Let i : A →֒ J be the sub-abelian variety
as in section3.3 and E the Gross curve as in Theorem 5.8. Let π : J → A be the dual of i, where we
have identify the dual of A and J with themselves.
Let Ri = mCi be of exact order 2, for i = 1, p.
Lemma 5.13. R1 = R2.
Proof. By Theorem 1 of [7], the prime to p part of the Q-rational cuspidal divisor subgroup is isomorphic
to (Z/aZ)2
⊕
(Z/bZ), where a = p−1(p−1,24) and b =
p+1
(p+1,24) . But as p = 7 (mod 8), a is odd. So the
2-part of the Q-rational cuspidal divisor subgroup is cyclic, hence the result. 
By Theorem 22.1.1 of [5], we know that A(Q) =< P >∼= Z2Z .
Lemma 5.14. R1 ∈ J [m2].
Proof. Only need to check this for Tp. But Tp(R1) = Tp(mC1)m(C1+Cp) = 0 as Tp =
∑
0≤j≤p−1
(
1 j
0 p
)
,
so the result follows from Lemma 5.13. 
Proposition 5.15. P ∈ J [m2]
Proof. By Shimura’s theorems, we know that Tp = 0 on A as ap = 0, and (l+1)−Tl(P ) = (l+1−θ(al))(P )
for l 6= p. To prove the theorem, it is sufficient to show 2 | deg(l + 1 − θ(al)). By the construction of
A, deg(l + 1 − θ(al)) = |det(l + 1 − θ(al))|2 = NT+/Q(l + 1 − θ(al)). As NT+/Q(l + 1 − θ(al)) = #A
(mod l)(Fl), the result follows form Lemma 5.16. 
Lemma 5.16. A(Q)[2] →֒ A (mod l)(Fl) for any l 6= p.
Proof. As A has good reduction at l when l 6= p, we know that A(Q)[2] →֒ A (mod l)(Fl) for any l ∤ 2p.
So we only need to show A(Q)[2] →֒ A (mod 2)(F2).
Consider the sub-abelian variety E of A over H as in Prop 5.8. Let w be a place of H over 2 and p
the prime of K below w. Suppose P (mod 2) = 0. Then in terms of E, we have P ∈ Ê where Ê is the
formal group at w. But Ê is a lubin-Tate formal group, which implies that P ∈ E[p∞]. This contradicts
that P ∈ E(F ) and F = Hτ where τ is the complex multiplication. 
Theorem 5.17. Suppose p = 7 (mod 8), K an imaginary quadratic field in which p splits and yK be
the Heegner point. If J˜ (2) is simple and the class number of K is odd, then the projection of yK on A is
not torsion.
Proof. When p = 7 (mod 8), the ǫ-factor is 1. So to apply Birch’s Lemma, we only need to verify π(C1)
is not in 2 ·A(Q).
Suppose π([0] − [∞]) ∈ 2 · A(Q), then π(C1) = 0 as we know that A(Q) ≃ Z/2Z. Let B = ker(π),
then we have P ∈ B[m2] by Proposition 5.15. So there is a newform g ∈ Snew(Γ(p2)) such that Ag ⊆ B
and Ag[m2] 6= 0, in particular this sub-abelian variety Ag will be contained in J˜ (2).
But A * B as the composition π ◦ i is multiplication by deg(π), so A 6= Ag which contradicts our
assumption that J˜ (2) is simple. 
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