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Abstract—Most of the current action localization methods
follow an anchor-based pipeline: depicting action instances by
pre-defined anchors, learning to select the anchors closest to
the ground truth, and predicting the confidence of anchors with
refinements. Pre-defined anchors set prior about the location and
duration for action instances, which facilitates the localization
for common action instances but limits the flexibility for tackling
action instances with drastic varieties, especially for extremely
short or extremely long ones. To address this problem, this paper
proposes a novel anchor-free action localization module that
assists action localization by temporal points. Specifically, this
module represents an action instance as a point with its distances
to the starting boundary and ending boundary, alleviating the
pre-defined anchor restrictions in terms of action localization
and duration. The proposed anchor-free module is capable of
predicting the action instances whose duration is either extremely
short or extremely long. By combining the proposed anchor-free
module with a conventional anchor-based module, we propose a
novel action localization framework, called A2Net. The cooper-
ation between anchor-free and anchor-based modules achieves
superior performance to the state-of-the-art on THUMOS14
(45.5% vs. 42.8%). Furthermore, comprehensive experiments
demonstrate the complementarity between the anchor-free and
the anchor-based module, making A2Net simple but effective.
Index Terms—Temporal action localization, default anchor,
anchor free, complementarity.
I. INTRODUCTION
THE temporal action localization task aims to determinethe start and end time of an action instance as well as
the corresponding category label. It can detect informative
fragments from the given untrimmed videos, facilitating appli-
cations such as smart surveillance, highlight extraction, video
summary, etc. [1], [2].
Recent years have witnessed increasing interests in tem-
poral action localization. Early researches commonly adopt
a detection-by-classification pipeline, such as S-CNN [3]
and Oneata et al. [4]. Recent works introduce the anchor
mechanism into action localization, inspired by well-developed
object detection researches [5], [6]. There are two kinds of
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TABLE I
THE PERFORMANCE OF ANCHOR-FREE MODULE AND ANCHOR-BASED
MODULE FOR ACTIONS WITH DIFFERENT DURATIONS ON THUMOS14
DATASET, MEASURED BY MAP UNDER THRESHOLD 0.5.
Sub-dataset ES* Short Medium Long EL**
anchor-free 14.52 28.08 33.73 47.68 34.36
anchor-based 5.95 24.25 51.60 63.86 31.84
* Extremely Short
** Extremely Long
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Fig. 1. The performance superiority for anchor-free module (left) and anchor-
based module (right) on each sub-dataset. Based on Table I, the horizontal
axis stands for the absolute value of performance gap between the anchor-free
module and the anchor-based module.
action localization pipelines according to the anchor mecha-
nism, namely the one-stage pipeline, such as SSAD [7], SS-
TAD [8] and GTAN [9], and the two-stage pipeline, such as
R-C3D [10], TURN TAP [11] and TAL[12]. The common
mechanism of these approaches lies in representing action
instances based on the pre-defined anchors, and the goal is
to select the nearest anchor to the ground truth and predict
regression parameters to adjust the anchor towards the ground
truth.
The ingenious anchor mechanism and the classification-and-
regression procedure are core factors for the success of anchor-
based methods. For one thing, the pre-defined anchors are
highly probable to cover the majority of action instances with
large overlap ratios, especially when the model parameters
are carefully designed and tuned so that the default anchors
are consistent with the prior knowledge of the action instance
distribution. For another thing, based on the reliable anchors,
the regression procedure can refine the localization boundaries
and precisely segment out action instances.
Although anchor-based pipelines have achieved exciting
performance, some researchers already noticed that these
methods may have one inherent limitation–they are not flexible
enough [13], [12]. The inflexibility lies in the pre-defined
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Fig. 2. Framework of the proposed A2Net. The Base Conv Layer converts raw features into inputs for the feature pyramid network. The feature pyramid
network consists of 6 cascaded 1D convolutional layers. Both anchor-free and anchor-based predictions are made at each hierarchical level. For temporal
location j5, A2Net maps it back onto the original video and obtains the corresponding location j′5. The anchor-free localization module learns distances to
the starting boundary s∗ and to the ending boundary e∗. The anchor-based localization module first matches the pre-defined anchors with ground truth (the
matched anchor is shown in red), then it simultaneously learns classification score, overlap and regression parameters. In evaluation, the predictions from
these two modules are merged together and then the standard NMS operation generates the final action localization results.
anchors. Precisely, the anchor-based mechanism set prior to the
temporal location and duration of action instances, limiting its
capability to dispose of action instances with various lengths.
For example, TAL [12] replaces a single convolutional layer
with a collection of K temporal ConvNets when making pre-
dictions. Each ConvNet is responsible for one kind of action
instance with a specific duration, increasing the flexibility and
achieving superior performance.
Inspired by the flexibility and comparable performance of
anchor-free object detectors, e.g., CornerNet [14], FCOS [15],
etc., we make an early effort to study the anchor-free mecha-
nism and alleviate the restriction about action locations and
durations caused by the pre-defined anchors. In this work,
we propose representing an action instance as a point and its
distances to the starting boundary and ending boundary, form-
ing an anchor-free module for action localization. Compared
with traditional anchor-based methods, the proposed anchor-
free module shows superiority on flexibility. First of all, this
module disposes each temporal location equally and sets no
constrains for distances to action boundaries. Besides, every
temporal point within the action scope can be responsible
for detecting this action, increasing the number of training
samples as well as the chance to accurately detect this action.
In contrast, anchor-based counterparts only learn from the
best-matched anchor.
We analyze the performance of the anchor-based module
and the anchor-free module on THUMOS14 dataset, shown
in Table I and Figure 1 1. It can be found that the anchor-
free module performs superior for extremely short or extremely
long action instances, while the anchor-based module is more
appropriate for action instances with medium or long length.
Essentially, the reason for this phenomenon lies in the inherent
flexibility of the anchor-free module and the stability of the
classification-and-detection procedure adopted by the anchor-
based module.
Considering the complementarity of the anchor-free module
and the anchor-based module, we propose integrating these
1The dataset is equally divided into 5 sub-datasets according to the
action duration d, including extremely short (ES) d ∈ (0, 1.5s), short (S)
d ∈ [1.5s, 2.5s), medium (M) d ∈ [2.5s, 4.2s), long (L) d ∈ [4.2s, 6.9s),
extremely long (EL) d ∈ [6.9s,∝].
two modules, obtaining a simple but effective framework for
action localization, namely A2Net. As shown in Figure 2,
A2Net cascades multiple 1D temporal convolutional layers
together and builds a feature pyramid network, forming the
backbone network. The anchor-free module simultaneously
predicts the classification score and regresses the distances to
the starting and ending boundaries. The anchor-based module
first chooses the closest-matched anchor then refines the action
boundaries via regression. These two modules share the same
backbone and independently make predictions at each tempo-
ral location from every pyramid level. During inference, the
predictions from both modules are collected together and the
standard NMS generates the final action location results. We
evaluate the proposed A2Net on two extensively used datasets,
i.e. THUMOS14 [16] and ActivityNet v1.3 [17].
Our contributions can be summarized as follows:
• We make a comprehensive study on the anchor mech-
anisms for the action localization task and propose the
novel A2Net by integrating the anchor-free mechanism
and the traditional anchor-based mechanism in a simple
but effective framework.
• We make an early exploration of the anchor-free action
localization mechanism. The anchor-free module exhibits
its flexibility for action localization tasks, especially
for tackling extremely short and extremely long action
instances.
• We verify the effectiveness of A2Net and the inherent
complementarity between the anchor-free module and
the anchor-based module on two benchmark datasets.
Especially, on THUMOS14, A2Net achieves an mAP of
45.5 at the threshold of 0.5, demonstrating 2.7 points gain
over the previous strong competitor TAL [12] (45.5%
versus 42.8%).
II. RELATED WORK
A. Anchor-based Temporal Action Localization
Existing anchor-based action localization methods can be
categorized into two groups: one-stage approaches and two-
stage approaches. SSAD [7] is an early exploration of one-
stage action localization. It simultaneously predicts classifi-
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cation, overlapping and regression for each temporal location
based on the default anchors. The hierarchical feature network
captures actions with different durations from different hierar-
chical levels. Later, GTAN [9] proposes replacing the default
anchor with a specific anchor, whose width can be dynamically
learned. Meanwhile, MGG [13] proposes a feature pyramid
network and predicts action instances at each pyramid level.
Two-stage action localization approaches include R-
C3D [10], TURN TAP [11], CBR [18], TAL [12], etc. R-C3D
extends the Faster R-CNN [19] pipeline to temporal localiza-
tion in the 1D sequence. In an end-to-end learning manner, it
directly learns from frame clips, generates action proposals and
classifies these proposals. Later, Gao et al. propose considering
the context information in TURN TAP [11] and progressively
regress the action boundary in CBR [18], under a two-stage
anchor-based manner. Subsequently, TAL [12] revisits anchor-
based action localization pipelines and finds out the receptive
filed is important for tackling actions with different scales.
The above traditional anchor-based methods severely rely
on default anchors, which are pre-defined and fixed. For
example, the anchor-based mechanism constrains the anchor
point to be the center of the action instance. In contrast, the
anchor-free mechanism can predict the distances to action
boundaries autonomously. In essence, default anchors come
from prior knowledge of action distribution. Thus, when
prior knowledge is easy to obtain and reliable, the anchor-
based method performs well. However, when the actions show
drastic varieties and the prior knowledge is not stable, the
flexibility of traditional anchor-based methods is limited. The
proposed anchor-free module can flexibly tackle these actions,
provides the complementarity to the anchor-based branch and
improves the performance of A2Net.
B. Actionness-guided Temporal Action Localization
Anchor-based action localization methods adopt a top-down
pipeline, first discover confident action segments, then refine
the action boundaries. On the other hand, there are bottom-up
pipelines for action localization [20], [21], [22], [23], which
utilize the frame-level actionness score to discover actions.
CDC [20] estimates frame-level actionness score via a
Convolutional-De-Convolutional network. Then it cooperates
with S-CNN [24] and uses the actionness score to refine
action boundaries. Later, SSN [21] calculates temporal ac-
tionness probability, discovers action proposals under different
thresholds and groups the proposals to detect action instances.
Subsequently, Lin et al. propose BSN [22]. It first evaluates
actionness score, starting probability and ending probability
via a temporal evaluation module. Then, BSN [22] enumerates
potential proposals and estimates the confidence score for
each proposal. BSN [22] is further developed by BMN [23],
which densely predicts the boundary matching confidence
map and uses it to select action proposals. As BMN [23]
pointed out, the actionness is a kind of useful guidance for
precisely localizing boundary, but actionness-based methods
are prone to detect false positive in the background video
fragments. In the proposed A2Net framework, the anchor-free
branch predicts a confidence score for each temporal point.
It performs well for tackling actions with dramatic variety,
providing complementarity for the anchor-based branch.
From the view of the anchor mechanism, the actionness-
guided methods can be categorized into the anchor-free
pipeline. However, both the high-level design and the de-
tailed implementations are different between these actionness-
guided methods and the proposed anchor-free module. These
actionness-guided methods adopt a bottom-up pipeline and
usually localize action instances via multiple separate proce-
dures (e.g., BSN [22]). In contrast, the proposed anchor-free
module adopts a top-down pipeline and can discover action
instances in a single forward pass.
Furthermore, there are some other action localization meth-
ods. S-CNN [3] classifies sliding-window proposals to lo-
calize action instances. CTAP [25] combines the sliding-
windows based method (e.g., [3]) and actionness-guided
method (e.g., [21]) to discover actions. Liu et al. [26] use
synthesized data to learn action representation. Besides, there
are methods based on reinforcement learning [27], gated
recurrent unit [28], [29] graph convolutional network [30].
Some researches (e.g., [31]) localize action instances in the
weakly supervised manner, which is beyond the scope of this
paper.
C. Object Detection using Anchor Mechanism
The temporal action localization task is often inspired by
object detection researches. Traditional object detectors can
be categorized into two groups, anchor-based object detectors
(e.g., SSD [5], Fast RCNN [6]) and anchor-free object de-
tectors (e.g., YOLO v1 [32]). As for anchor-based methods,
object instances are represented via offset with respect to
the pre-defined anchor boxes. As for anchor-free methods,
object instances are directly learned via paired key points
(e.g., CornerNet [14]) or distances to the boundaries (e.g.,
FCOS [15], CenterNet [33], etc.). Precisely, FCOS [15] pre-
dicts a 4D vector encoding the distance from the current point
to the left, top, right, bottom boundaries. In the proposed
A2Net, the anchor-free module tries to learn the distances to
action starting boundaries and ending boundaries. Although
the high-level spirit of A2Net is similar with FCOS [15], the
implementation is thoroughly different (see Section III-D) as
A2Net is required to dispose of temporal frame sequences
while FCOS [15] is designed for a single image. Furthermore,
directly introduce the anchor-free mechanism into action lo-
calization cannot achieve good performance (see IV-C), it is
the complementarity between anchor-free and anchor-based
module that leads to the good performance of A2Net.
III. APPROACH
Given a video, A2Net aims to locate out all the action in-
stance B(i) = {t(i)s , t(i)e , c(i)} within this video, where t(i)s and
t
(i)
e represent the starting time and ending time respectively,
c(i) indicates the category label. As shown in Figure 2, A2Net
mainly contains 3 modules, the Hierarchical Feature Module,
the Anchor-Free Localization Module, and the Anchor-Based
Localization Module. First of all, A2Net cascades temporal
1D convolutional layers to construct the hierarchical feature
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TABLE II
NETWORK ARCHITECTURE FOR A2NET. K: KERNEL SIZE, F: FILTER, S:
STRIDE, B: BATCH SIZE, D: DIMENSION FOR INPUT FEATURE, T:
TEMPORAL LENGTH FOR INPUT FEATURE, T: TEMPORAL LENGTH FOR
EACH PREDICTION LAYER, C: CATEGORY NUMBER.
Name K F S Output Size
Base Conv Layer
input None None None B ×D × T
base1 1 512 1 B × 512× T
base2 9 512 1 B × 512× T
pool 2 None 2 B × 512× T/2
Feature Module
conv1 3 512 1 B × 512× T/2
conv2 3 1024 2 B × 1024× T/4
conv3 3 1024 2 B × 1024× T/8
conv4 3 2048 2 B × 2048× T/16
conv5 3 2048 2 B × 2048× T/32
conv6 3 4096 2 B × 4096× T/64
Anchor-Free Localization Module
AF conv1 1 512 1 B × 512× t
AF conv2 3 512 1 B × 512× t
AF conv3 3 512 1 B × 512× t
AF pred 3 C+2 1 B × (C + 2)× t
Anchor-Based Localization Module
AB pred 3 C+3 1 B × (C + 3)× t
network. Then, the anchor-free localization module predicts
the classification scores and distances to action boundaries
to determine the potential action instances. Meanwhile, the
anchor-based localization module predicts the classification
score, overlap value and regression parameters to determine
the action instances. We elaborately present each module in
this section.
A. Feature Extraction
We use I3D model [34] to extract the features of video
frames. Then, these features are processed by the Base Conv
Layer so as to expand the reception field and reduce the
computation burden for the subsequent layers. As shown in
Table II, there are two convolutional layers and a max-pooling
layer for Base Conv Layer. The kernel size for the first
convolutional layer is 1, being in charge of decreasing the
channel size. The second convolutional layer fuses information
in the temporal dimension.
B. Hierarchical Feature Module
The hierarchical feature module is in charge of generating
features for each pyramid level. In implementation, both the
recurrent network [29] and the cascade of temporal convolu-
tional layers are proper choices for hierarchical feature learn-
ing. Following previous works [7], [12], [9], [23], we adopt
the temporal convolutions because of its implementational
simplicity and fast training convergence.
Decreasing spatial scales and increasing channel number, is
a common choice for the powerful modern ConvNets, such as
VGG [35], ResNet [36], etc. As Han et al. [37] pointed out,
the increase of channel number is essential for the performance
of ConvNets, because the diversity of high-level attributes
increases along with the channel number increasing. GTAN
[9], the current state-of-the-art action localization method on
ActivityNet v1.3, adopts such a strategy. Following GTAN
[9], we gradually increase the channel number along with the
decrease of temporal length in the hierarchical feature module.
We adopt a six-level pyramid network in this module,
generating features {Fi, i = 1, 2, ..., 6}. Precisely, we use the
convolution operation with stride si = 2 to reduce the temporal
length at each pyramid level. The network architecture is
shown in Table II.
C. Anchor-Based Localization Module
The anchor-based localization module is prior-based and
performs well for localizing action instances with medium and
long duration. It aims to jointly predict classification scores
Sab = {sab0 , sab1 , ..., sabC }, overlap value po and regression
parameters {∆c,∆w}.
In precise, there are C categories for consideration. The
overlap value po estimates the IoU (Intersection over Union)
between the predicted action scope and its closest ground truth.
Based on the pre-defined anchor, an action instance can be
represented via the regression parameters as follows:
c =cd + α∆cw
d
w =wd · exp(β∆w)
(1)
where (cd, wd) represents the center and width for the default
anchor, α and β are parameters to control the learning process.
Given a video sequence, the anchor-based localization mod-
ule makes predictions for anchors at each temporal location.
Only anchors with accurate predictions are used to learn about
overlap value po and the regression parameters {∆c,∆w}.
As a result of this, a necessary process for training is
to match anchor predictions with ground truth. We calcu-
late IoU between an anchor prediction and all ground truth
instances. All anchors with IoU > 0.5 are considered as
positive samples. The corresponding overlap target is set as
p∗o = IoU . During training, the ratio between positive and
negative samples is 1:1.
The anchor-based localization module is based on
SSAD [7]. Our improvements lie in three aspects. (1) Fea-
ture. SSAD regards the classification score at the top fully-
connected layer as a kind of feature. We argue that the low-
dimension classification score is not descriptive enough and
adopt the average output from the last max-pooling layer at
I3D [34] model as a feature. (2) Channel number for the
feature network. SSAD adopts 512 channels for all layers in
the feature module. On the contrary, we gradually increase the
channel number as discussed in subsection III-B. (3) Network
architecture. SSAD predicts action instances from 3 layers. We
argue that such a coarse prediction may leave out some short
or long action instances, and we adopt a 6-layer hierarchical
feature module. The impact of these improvements is studied
in the Experiment Section IV.
D. Anchor-Free Localization Module
The proposed anchor-free module regresses the distances
from the center of an action instance to its boundaries. Com-
pared with previous prediction methods over action proposals,
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Fig. 3. Illustration of anchor-free action localization. The example video
contains 3 action instances, which are assigned to different pyramid level
according to their durations. This figure shows three pyramid levels, F d4 , F
d
5
and F d6 . Within each pyramid level, a temporal point is responsible for the
assigned action instance, e.g., j6 is responsible for the longest action instance.
The temporal point can be mapped back to a location in the input length, e.g.,
j
′
6 is the corresponding location to j6. The regression target is the distances
from j
′
6 to the starting and ending boundary (s
∗, e∗).
anchor-free regression is more flexible and robust, especially
for the action instances with extremely short or long durations.
Inspired by the hierarchical feature module [7], [9], we
divide action instances into several levels according to ac-
tion temporal length. As shown in Figure 3, the pyramid
level i only disposes of action instances with scale in range
[2i−1, 2i), i ∈ {2, 3, ..., 6}, for level 1, the action scope is
[0, 2). For pyramid-level i with temporal length t, the accu-
mulated feature stride is si. Considering a temporal location
j, j ∈ {0, 1, ..., t− 1} at feature map Fi, we can map it back
onto the input sequence:
j′ = bsi/2c+ j · si (2)
where b∗c indicates round down operation.
After mapping back, if j′ falls into the action scope, we call
it foreground point, otherwise background point. The anchor-
free module predicts the classification score to determine
whether a point falls into an action instance and its category
label. The classification target for foreground and background
point is c∗ = ci and c∗ = 0 respectively. Only foreground
points are utilized to regress the distance from current points to
the action boundaries. The regression target can be calculated
as
s∗ =j′ − t(i)s
e∗ =t(i)e − j′
(3)
The anchor-free module uses two individual branches for
predicting classification scores Saf = (saf0 , ..., s
af
C ) and re-
gression distances to the starting boundary and ending bound-
ary (rs, re). The network architecture is reported in Table II.
E. Training
The A2Net simultaneously makes predictions from anchor-
free localization module and anchor-based localization mod-
ule. The former module generates the classification loss Lafcls
and regression loss Lafreg , while the latter module generates the
classification loss Labcls, overlap loss L
ab
o and regression loss
Labreg . We combine the losses from the anchor-free module
Laf and the losses from the anchor-based module Lab to train
A2Net in an end-to-end manner.
L = Laf + γLab (4)
where γ is the coefficient to balance these two kinds of losses.
Laf and Lab can be calculated as follows:
Laf =Lafreg + γ
afLafcls
Lab =Labcls + γ
ab
1 L
ab
o + γ
ab
2 L
ab
reg
(5)
where γaf , γab1 and γ
ab
2 are coefficients to balance different
losses.
Anchor-Free Classification Loss. Based on the classification
scores saf = (saf0 , ..., s
af
C ), A2Net calculates the anchor-free
classification loss among all N temporal locations by the
standard cross-entropy loss.
Lafcls = −
1
N
N∑
n=1
C∑
i=0
log(
exp(safi )∑C
j=0 exp(s
af
j )
) (6)
Anchor-Free Regression Loss. For a temporal point falling
into the action scope, the anchor-free localization module
regresses the distances to the starting and ending boundaries
(rs, re). The regression loss is calculated among Nafp fore-
ground points and adopts the smooth L1 loss [6].
Lafreg =
1
Nafp
Nafp∑
n=1
(smoothL1(rs, s
∗)
+ smoothL1(es, e
∗))
(7)
Anchor-Based Classification Loss. The anchor-based module
predicts classification scores Sab = {sab0 , sab1 , ..., sabC } for all
N temporal locations, among which we select Nabp positive
anchors and Nabn negative ones to calculate classification loss
via cross-entropy loss.
Labcls = −
1
Nabp +N
ab
n
Nabp +N
ab
n∑
n=1
C∑
i=0
log(
exp(sabi )∑C
j=0 exp(s
ab
j )
) (8)
Anchor-Based Overlap Loss. The overlap po is the estimation
of IoU between the predicted action instances and its closest
ground truth, calculated among Nabp anchors. We use the mean
square error loss.
Labo =
1
Nabp
Nabp∑
n=1
(po − p∗o)2 (9)
Anchor-Based Regression Loss. Given regression target
(∆∗c ,∆
∗
w) and the prediction (∆c,∆w) for N
ab
p selected
anchors, the anchor-based regression loss can be calculated
as follows:
Labreg =
1
Nabp
Nabp∑
n=1
(smoothL1(∆c,∆
∗
c)
+ smoothL1(∆w,∆
∗
w))
(10)
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Fig. 4. Illustration of the anchor-free module to facilitate the proposal
generation. The anchor-free module is inserted into the Action Proposal
Network, generating anchor-free proposals in parallel with the conventional
anchor-based proposals. These proposals are gathered together for NMS and
other subsequent procedures.
F. Inference
During inference, we forward the feature sequence through
the network and obtain the predictions from the anchor-free
module and the anchor-based module. As for the anchor-
free module, the predicted action boundaries (saf , eaf ) can
be obtained via inverting equation 3. The maximum value of
classification score Saf is regarded as the confidence for the
localization results. According to the anchor-based module,
we can obtain the predicted action instances via equation 1,
along with classification scores Sab and overlap values po. We
fuse Sab and po to represent the confidence score sabconf for
the anchor-based detection:
sabconf = po ×max(Sab) (11)
Finally, action localization results for the anchor-free and
anchor-based modules are merged together. Specifically, as
for each point at a hierarchical level, we can obtain two
kinds of action localization results: the anchor-free localization
results and the anchor-based localization results. We collect the
localization results from all points together, perform NMS and
obtain the final localization results.
G. Anchor-free Module for Generating Action Proposals
The proposed A2Net integrates the anchor-based mecha-
nism and the anchor-free mechanism into a unified framework.
Although the anchor-based module is adapted from the one-
stage action localization method SSAD [7], we believe that
the complementarity between the anchor-based module and
the anchor-free module also applies to two-stage action local-
ization methods.
In the two-stage classification-and-regression pipeline, the
Action Proposal Network is responsible for generating high-
quality proposals, which are the foundation for the subsequent
classification and regression process. As shown in Figure 4, we
introduce the anchor-free mechanism into the Action Proposal
Network. The anchor-free module generates proposals in paral-
lel with the traditional anchor-based module. All proposals are
gathered together and then perform NMS to generate candidate
proposals. We show experimental results in IV-F.
IV. EXPERIMENTS
A. Experiment Setup
Dataset We carry on experiments on two widely used bench-
marks THUMOS14 [16] and ActivityNet v1.3 [17]. THU-
MOS14 is made for action recognition and localization.
The action localization part contains 20 labeled categories,
including 213 untrimmed videos in the validation set and
200 untrimmed videos in the test set. Following former re-
searches [22], [12], [7] etc., we learn from the validation set
and evaluate the performance on the test set. ActivityNet v1.3
contains 19994 videos, 200 labeled categories. This dataset
comprises of training, validation and testing dataset with
the number ratio of 2:1:1. Challenges for ActivityNet v1.3
come from the large variety of action scales, intra-category
differences and inter-category similarity, etc.
Metric We adopt the official evaluation metric mAP on both
THUMOS14 [16] and ActivityNet v1.3 [17] datasets. Given
a threshold, the interpolated average precision (AP) is first
calculated and the average of APs generates mAP. On THU-
MOS14, the threshold is set as 0.1:0.1:0.7. The performance
comparison focuses on the score under the threshold 0.5.
On ActivityNet v1.3, we report the performance under the
threshold {0.50, 0.75, 0.95} as well as the average mAP under
the threshold 0.5:0.05:0.95.
Feature Extraction We extract I3D [34] feature from raw
video data to represent video sequences. Raw videos are
first decomposed into frames with frame rate 30fps for both
THUMOS14 and AcitivityNet v1.3 datasets. Then the TV-
L1 [38] algorithm is used to estimate the optical flow. Finally,
I3D model extracts features from stacked consecutive 16
frames from both the frames and the optical flow data. The
feature sequence can be represented as f ∈ RD×T , where
D and T indicate the feature dimension and the number of
feature vectors, respectively.
B. Implementation Details
For experiments on THUMOS14, we generate sliding win-
dows for training and evaluation, and each sliding window
contains 512 frames. For experiments on ActivityNet v1.3, we
use one sliding window for each video. The feature sequence
is scaled into fixed temporal length (i.e., 128) via linear
interpolation.
As for action instance representation in equation 1, we set
α = 0.0001 and β = 0.0001. In equation 4, γ is set as 1. For
calculating loss in equation 5, the trade-off parameters are set
as γaf = 30, γab1 = 10, γ
ab
2 = 10. We use Adam [39] to
optimize the network. The batch size is set as 32. The initial
learning rate is 1e−4. On THUMOS14, the total epoch number
is 40 and the learning rate is decayed by a factor 0.1 at epoch
30. On ActivityNet v1.3, the total epoch number is 24 and the
learning rate is decayed by a factor 0.1 at epoch 16.
The proposed A2Net is implemented based on PyTorch 1.4
[40]. We perform experiments with one NVIDIA TITAN Xp
GPU, Intel Xeon E5-2683 v3 CPU and 128G memory.
C. Ablation studies
The complementary performance between the anchor-
free module and the anchor-based module. In order to
verify the performance complementarity between the anchor-
free module and the anchor-based module, we utilize each
individual module to localize action instances. The results
are reported in the first two rows of Table III. Besides, we
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TABLE III
COMPLEMENTARY PERFORMANCE FOR ANCHOR-FREE (AF) MODULE AND
ANCHOR-BASED (AB) MODULE ON THUMOS14 DATASET, MEASURED BY
MAP.
tIoU 0.1 0.2 0.3 0.4 0.5 0.6 0.7
AF 52.1 51.2 49.2 44.2 36.6 26.0 15.0
AB 60.5 59.1 56.4 50.1 39.7 25.9 12.8
fuse 60.7 59.7 57.5 52.0 42.1 29.4 15.7
A2Net 61.1 60.2 58.6 54.1 45.5 32.5 17.2
examine the effect of directly fusing the localization results
from the anchor-free module and the anchor-based module. In
precise, we individually train two action localization models:
one only uses the anchor-free module and the other only uses
the anchor-based module. As for each point, we can obtain two
kinds of action localization results, the anchor-free localization
results, and the anchor-based localization results. We collect
these localization results from all temporal points together,
perform NMS and obtain the final action localization results,
shown in the third row of Table III.
From Table III, we can find that, although the anchor-based
module itself can achieve good performance, A2Net performs
better with the combination of the anchor-based module and
the anchor-free module, especially under high IoU. Under the
metric mAP@0.5, the 4.0 points performance gap between
anchor-based module and A2Net reflects the complementarity
between the anchor-free module and anchor-based module.
The reason for such performance complementarity lies in the
distinct but complementary feature patterns for the anchor-free
module and the anchor-based module. The anchor-based mod-
ule is designed to learn the offsets with respect to the default
anchors. Thus, features are sensitive to relative distances. On
the contrary, the anchor-free module is designed to learn the
distances to action boundaries, which is sensitive to absolute
distances and more flexible.
Furthermore, directly fusing the localization results from
the anchor-free method and the anchor-based method cannot
reach high performance. Specifically, fuse falls behind A2Net
with a margin of 3.4 points. This demonstrates the necessity of
jointly learning the anchor-free module and the anchor-based
module, rather than just fusing the localization results.
From Table III, we notice that the performance for the indi-
vidual anchor-free method is lower than the performance of the
anchor-based method under threshold 0.1:0.1:0.5, and analyze
the reason for this. We collect the top 200 proposals from
both the anchor-free method and the anchor-based method,
then calculate the recall rate. The anchor-based method can
recall 73.75% proposals, and the anchor-free method can recall
74.87% proposals. This suggests that the anchor-free module
is capable to generate high-quality action proposals. It is the
limited classification ability that constrains the action local-
ization performance. Similar problems occur for anchor-free
object detectors. For instance, FCOS [15] uses an extra center-
ness branch to assist classification. Designing an extra branch
to assist the classification may boost the performance of the
anchor-free module, but this will take the anchor-free module
complicated. This research focuses on the complementarity
TABLE IV
COMPLEMENTARITY OF ANCHOR-FREE (AF) MODULE AND
ANCHOR-BASED (AB) MODULE ON ACTIVITYNET V1.3 DATASET,
MEASURED BY MAP.
0.50 0.75 0.95 mAP
anchor free 41.89 25.96 3.36 25.97
anchor based 42.96 26.88 3.72 25.68
fuse 40.61 28.50 3.92 26.40
A2Net 43.55 28.69 3.70 27.75
TABLE V
ABLATION ANALYSIS ABOUT THE MERGE STRATEGY. WE PERFORM
EXPERIMENTS ON THUMOS14 DATASET AND REPORT MAP UNDER
THRESHOLD 0.5.
λ 0.2 0.4 0.5 0.6 0.8
mAP 44.1 44.6 45.5 45.2 44.2
between the anchor-free module and the anchor-based module
and thus we choose the current anchor-free module.
Table IV reports the performance on ActivityNet v1.3
dataset. The anchor-free module and the anchor-based module
achieve similar average mAP, 25.97 and 25.68 respectively.
Directly fusing the prediction results can improve the average
mAP to 26.40. By simultaneously learning the anchor-free
module and the anchor-based module, A2Net can boost the
performance to 27.75, verifying the complementarity between
the anchor-free module and the anchor-based module. In Table
IV, we can notice that the improvement under threshold 0.95
is not obvious. The main reason is that mAP under threshold
0.95 is a strict criterion. Thus, the performance is usually
low and the improvement of A2Net is not obvious. Under
threshold 0.95, the anchor-based method and the fuse method
performs better than A2Net. The reason is that the anchor-
based method is guided by the prior knowledge and is more
potential to precisely localize boundaries for action instances
with medium length. However, considering mAP under thresh-
old 0.50:0.05:0.95, we can find that A2Net performs superior.
In inference, A2Net merges the localization results from
the anchor-free branch and anchor-based branch. Since the
quality of these two kinds of localization results may be
different, we adjust the confidence score with a parameter λ
when merging. Specifically, the confidence score is multiplied
with a coefficient λ for localization results from the anchor-
based branch, while it is multiplied with a coefficient 1 − λ
for results from the anchor-free branch. As shown in Table
V, A2Net achieves the best performance 45.5 when λ = 0.5.
This indicates the localization results from these two branches
show similar quality.
Hyper-parameter and Loss curves. As shown in equation (4)
and equation (5), the complete loss function contains 4 coeffi-
cients. Here we discuss how to set these hyper-parameters and
their impacts. As for the anchor-based loss Lab, γab1 and γ
ab
2
work together to balance the impacts of the classification loss
Labcls, the overlap loss L
ab
o and the regression loss L
ab
reg. We
follow the anchor-based method SSAD [7] to set γab1 = 10 and
γab2 = 10. As for the anchor-free loss L
af , the regression loss
Lafreg uses the smooth L1 loss, while the classification loss L
af
cls
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Fig. 5. Loss curves of anchor-free branch and A2Net.
uses the cross-entropy loss. The magnitudes of these two losses
are quite different, i.e., the classification loss is much small.
We set γaf = 30 so as to make Lafreg and L
af
cls in a similar
magnitude. As shown in Fig. 6 (a), with the help of γaf ,
the enhanced classification loss shows a similar magnitude
with the regression loss. The complete loss simultaneously
considers the loss from the anchor-free branch Laf and the
loss from the anchor-based branch Lab. We treat these two
losses equally and set γ = 1. In Fig. 6 (b), we show loss
curves for the anchor-free branch, the anchor-based branch and
A2Net. Within 40 epochs, the loss curves gradually decrease
and converge to a small value.
The influence of network architecture. Although Table III
and Table IV demonstrate the complementarity between the
anchor-free module and the anchor-based module. Someone
may argue that it is the increased parameters (e.g., more layers
and more channels) that lead to the effective performance
of A2Net. We carry on three experiments with A2Net, only
anchor-free module and only anchor-based module under
different layers and channels. In precise, A2Net contains 6
pyramid levels, and each level is utilized to make predictions.
We streamline the number of pyramid levels to 3, 4, 5 and
verify the performance of the individual anchor-free module,
the individual anchor-based module, and A2Net. The detailed
temporal length of each hierarchical level is shown in Table VI.
In precise, for a 3-level network, temporal length for each layer
is ”16-8-4”, indicating that there are 3 hierarchical feature
layers and the temporal length is 16, 8 and 4, respectively.
Figure 6 reports the experiment results. First of all, the
individual anchor-free module or anchor-based module only
witnesses limited improvement or even fluctuation. Besides,
the performance of A2Net gradually improves along with
the increase of the pyramid level, from 42.5 to 45.5. A2Net
gradually increases the channel number along with the increase
of the layer number, in pursuit of a good trade-off between
the performance and the computational cost. Furthermore, we
equip A2Net with more channels but only obtain slight per-
TABLE VI
TEMPORAL LENGTH AND COMPUTATIONAL COSTS (MEASURED BY
FLOPS) FOR DIFFERENT HIERARCHICAL LEVELS.
Level Temporal length for each layer FLOPs/G
3 16-8-4 1.02
4 32-16-8-4 1.11
5 32-16-8-4-2 1.18
6 64-32-16-8-4-2 1.24
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40
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20
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42.042.5
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40.7
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Fig. 6. Performance for anchor-free module, anchor-based module and A2Net
under different pyramid levels.
formance improvement, which indicates the current network
architecture is a good choice.
Essentially, there are two reasons for these experimental
results. For one thing, it is the false positives that limit the
performance of the anchor-free method and the anchor-based
method. Given a n-level network, adding one extra layer will
increase many temporal points. For example, a 6-level network
has 2n+1 more temporal points than a 5-level network. The
increase of temporal points requires increased predictions from
the network. However, neither the anchor-free method nor
the anchor-based method can individually make full use of
the increased capability of more levels. Then, many false
positives occur in the localization results, (e.g., the localization
result contains many short action segments, which are wrong
localization results), and the performance fluctuates. Given
another piece of evidence, GTAN [9] shows similar experiment
results. The baseline of GTAN [9] is similar to the anchor-
based branch of the proposed A2Net, but contains more layers
and channels. Its performance is mAP@0.5=33.5, inferior to
mAP@0.5=36.6 achieved by the anchor-based method with 6
levels.
For another thing, A2Net jointly learns the anchor-free
module and the anchor-based module. Because these two
modules are complementary with respect to the learned feature
patterns, A2Net can sufficiently utilize the enlarged capacity
for the increase of the layer number and the channel number.
Consequently, the performance of A2Net gradually increases
when the pyramid level increases from 3 to 6. In summary, it
is the complementarity between anchor-free and anchor-based
module that guarantees the good performance of A2Net, rather
than the increased layer number or channel number.
Furthermore, we construct a 7-level architecture for A2Net
but do not see noticeable performance gains. Thus, we select
the 6-level architecture for subsequent experiments.
The influences of features and fusion manners. There are
some influential settings for action localization framework, e.g.
features, predictions fusing manners. We study the impact of
these factors.
The feature extracted from raw video frames is referred to
the spatial feature, which reveals the appearance information
of the video. The feature extracted from optical flows is
referred to the temporal feature, which is sensitive to motion.
The proposed A2Net concatenates the raw spatial features
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TABLE VII
THE INFLUENCES OF FEATURES WITH DIFFERENT MODALITIES AND THE
FUSION MANNER. WE MEASURE THE PERFORMANCE BY MAP UNDER
DIFFERENT THRESHOLDS ON THE THUMOS14 DATASET. SPA: ONLY USE
SPATIAL FEATURE; TEM: ONLY USE TEMPORAL FEATURE; LFUSE: LATE
FUSION.
0.1 0.2 0.3 0.4 0.5 0.6 0.7
Spa 49.2 47.9 45.0 40.5 31.3 19.9 10.0
Tem 57.0 56.4 54.4 50.2 41.1 29.5 17.6
LFuse 60.0 59.1 57.0 52.3 43.5 31.1 18.4
A2Net 61.1 60.2 58.6 54.1 45.5 32.5 17.2
and temporal features to become aware of both appearance
cues and motion cues. We train A2Net with only the spatial
features or the temporal features to verify the contribution of
each modality. A2Net fuses these two kinds of features via
concatenation, which is an early fusion manner. In contrast,
we can learn two localization networks from spatial features
and temporal features individually, obtain two localization
results, and finally fuse these two results via average, which is
called the late fusion manner. Table VII reports the experiment
results. With threshold 0.1:0.1:0.7, feature fusion methods
(A2Net and LFuse) exceed both Spa and Tem, indicating the
importance of combining spatial features and temporal fea-
tures. Among these two fusion manners, the LFuse performs
inferior to the early fuse method, A2Net, by a margin of 2.0.
Thus, A2Net adopts the early fuse pipeline.
D. Comparison with state-of-the-art methods
We compare A2Net with recent state-of-the-art methods
on THUMOS14 and ActivityNet v1.3 datasets. Table VIII
summarizes the comparison performances on the THUMOS14
dataset. In order to make a thorough comparison, we cate-
gorize existing action localization methods into three groups:
early researches, anchor-based methods, and actionness-guided
methods. As feature representation influences the performance,
we report the feature used by each method, including iDT [45],
PSDF [43], TS [46] C3D [47], P3D [48] and I3D [34].
Early researches explore effective solutions in diverse di-
rections, including the gated recurrent unit [8], [28], the
reinforcement learning [27], effective optimization [42], [43],
sub-actions [24] etc. Although the performances of these early
works are not high enough (e.g., the strongest method SS-TAD
[8] achieves mAP@0.5=29.2), they provide valuable guidance
for subsequent researches.
The anchor-based pipeline is a well-explored research di-
rection, including one-stage methods [7], [9] and two-stage
methods [11], [44], [10], [18], [12]. Among these methods,
the one-stage method GTAN [9] shows strong performance
under the threshold of 0.1 and 0.2. A potential reason is
that GTAN adopts more default anchors and is prone to
capture more action instances. In precise, GTAN adopts an
8-level hierarchical network and the temporal length for each
level is {28, 27, ..., 21}. In contrast, A2Net adopts a 6-level
hierarchical network and the temporal length for each level is
{26, 25, ..., 21}. Among these methods, the two-stage method
TAL [12] performs well under the threshold of 0.6 and 0.7.
One potential reason is that its receptive field alignment
module adopts a series of 9 sub-networks to accurately model
the structure for each default anchor, thus generates more pre-
cise action localization results. In comparison, A2Net shows
superior performance than GTAN [9] under threshold 0.3:0.5,
and A2Net exceeds TAL [12] under threshold 0.1:0.5.
The actionness-guided pipeline is another well-explored
research direction, including early researches CDC [20] and
SSN [21], as well as recent researches BSN [22] and BMN
[23]. Among these methods, BMN [23] shows strong per-
formance. The good performance attributes to the flexibility
of the bottom-up actionness-guided pipeline, which is not
constrained by the default anchors. Because BMN uses the
two-stream feature [46] while many recent methods [12], [13]
use I3D feature [34], we verify the performance of BMN
with I3D feature. Under threshold 0.5, the I3D feature slightly
exceeds the two-stream feature. Although BMN [23] is a good
actionness-guided method, A2Net exceeds BMN [23] under
threshold 0.3:0.6. This demonstrates that A2Net is flexible
enough to tackle actions with different duration.
From the second last row of Table VIII, we can find that
MGG [13] performs superior to A2Net under threshold 0.7.
The main reason is that MGG design a temporal boundary
adjustment module in the inference time. In contrast, A2Net
follows most previous methods [9], [12], uses a simple in-
ference strategy and achieves comparable performance.Under
threshold 0.3:0.6, A2Net performs superior to MGG. Although
MGG [13] combines both the sliding-window pipeline and
the actionness-guided pipeline, these two modules are learned
separately. In contrast, A2Net integrates the anchor-based
mechanism and the anchor-free mechanism into a unified
framework. Further, A2Net takes advantage of the complemen-
tarity between the anchor-free module and the anchor-based
module to robustly tackle actions with various duration. These
two points make A2Net perform better than MGG [13].
Apart from the state-of-the-art methods discussed above,
we notice that there are three strong competitors P-GCN [30],
C-TCN [49] and TGM [50]. P-GCN [30] adopts BSN [22]
to generate action proposals and achieves mAP@0.5=49.1.
If we replace BSN [22] with TAG [21] to generate action
proposals, the action localization results will drop 8.3 points
using flow feature or drop 6.1 points using RGB feature. C-
TCN [49] uses data augmentation (including random move
and random crop) to improve the performance from 37.4
to 52.1, under the metric mAP@0.5. Although TGM [50]
achieves mAP@0.5=53.5, it finetunes the I3D [34] model
on the THUMOS dataset before extracting features and it
specifically adjusts parameters for each category2. In contrast,
most of the researches (including A2Net) extract features
without finetuning the original video recognition model and
adopt the same parameters for all categories within a dataset.
From these analyses, we can realize that it is unfair to directly
compare A2Net with these methods. As the core contribution
of this work is the complementarity between the anchor-
free module and the anchor-based module, and A2Net shows
2See https://github.com/piergiaj/tgm-icml19/tree/master/thumos.
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TABLE VIII
COMPARISON WITH STATE-OF-THE-ART METHODS ON THE THUMOS14 TEST DATASET, MEASURED BY MAP.
Research Publication Feature 0.1 0.2 0.3 0.4 0.5 0.6 0.7 avg-mAP (0.1:0.5)
Early works
SLM [41] CVPR2016 iDT 39.7 35.7 30.0 23.2 15.2 – – 28.8
Yeungelal. [27] CVPR2016 – 48.9 44.0 36.0 26.4 17.1 – – 26.4
Yuanelal. [42] CVPR2017 TS 51.0 45.2 36.5 27.8 17.8 – – 35.7
Yuanelal. [43] CVPR2016 PSDF 51.4 42.6 33.6 26.1 18.8 – – 34.5
S-CNN [3] CVPR2016 – 47.7 43.5 36.3 28.7 19.0 10.3 5.3 35.0
Houetal. [24] BMVC2017 iDT 51.3 – 43.7 – 22.0 – – –
SST [28] CVPR2017 C3D – – 37.8 – 23.0 – – –
SS-TAD [8] BMVC2017 C3D – – 45.7 – 29.2 – 9.6 –
Anchor
one stage
SSAD [7] ACM2017 TS 50.1 47.8 43.0 35.0 24.6 – – 40.1
GTAN [9] CVPR2019 P3D 69.1 63.7 57.8 47.2 38.8 – – 55.3
two stage
TURN [11] ICCV2017 C3D 54.0 50.9 44.1 34.9 25.6 – – 41.9
Daietal. [44] ICCV2017 TS – – – 33.3 25.6 15.9 9.0 –
R-C3D [10] ICCV2017 – 54.5 51.5 44.8 35.6 28.9 – – 43.1
CBR [18] BMVC2017 TS 60.1 56.7 50.1 41.3 31.0 19.1 9.9 47.8
TAL [12] CVPR2018 I3D 59.8 57.1 53.2 48.5 42.8 33.8 20.8 –
Actionness
CDC [20] CVPR2017 – – – 40.1 29.4 23.3 13.1 7.9 –
SSN [21] ICCV2017 TS 60.3 56.2 50.6 40.8 29.1 – – 47.4
BSN [22] ECCV2017 TS – – 53.5 45.0 36.9 28.4 20.0 –
BMN [23] ICCV2019 TS – – 56.0 47.4 38.8 29.7 20.5 –
BMN [23] ICCV2019 I3D 59.3 57.5 56.4 47.9 39.2 30.2 21.2 52.1
Combination MGG [13] CVPR2019 I3D – – 53.9 46.8 37.4 29.5 21.3 –
– A2Net – I3D 61.1 60.2 58.6 54.1 45.5 32.5 17.2 55.9
TABLE IX
COMPARISON WITH SOME STATE-OF-THE-ART METHODS ON THE
THUMOS14 TEST DATASET, MEASURED BY AVERAGE-MAP WITH
THRESHOLD 0.3:0.1:0.7.
CDC BSN MGG BMN A2Net[20] [22] [13] [23]
average mAP 22.8 36.8 37.8 38.5 41.6
superior performance than many recent works reported in
Table VIII. We think the performance of A2Net is promising.
In Table VIII, although A2Net shows the best performance
under the official evaluation metric mAP@0.5, someone may
argue that A2Net is not always the best one under different
thresholds. To make a comprehensive evaluation of the perfor-
mance, we follow the evaluation metric on ActivityNet dataset
[17] and report the average mAP. In Table VIII, most methods
report performances under threshold 0.1:0.5, thus we calculate
average mAP with respect to the threshold 0.1:0.1:0.5. A2Net
shows the best average mAP in Table VIII. Moreover, some
methods report mAP under threshold 0.3:0.7. We report the
average mAP respect to the threshold 0.3:0.1:0.7 in Table IX,
and A2Net shows the best performance again.
From the above discussions, A2Net shows obvious supe-
riority over existing action localization methods. The reason
for such superiority mainly lies in two aspects. Firstly, the
inherent complementarity of the anchor-based module and the
proposed anchor-free module determines that the prediction
results from these two modules can cooperate with each other
and precisely locate out action instances. Secondly, A2Net is
a complete framework based on a shared Hierarchical Feature
Module. It can simultaneously learn anchor-free and anchor-
based modules in an end-to-end trainable manner. Because
of the cooperation of anchor-based module and anchor-free
TABLE X
COMPARISON WITH STATE-OF-THE-ART METHODS ON THE ACTIVITYNET
V1.3 VALIDATION DATASET, MEASURED BY MAP.
Approach 0.50 0.75 0.95 avg-mAP
R-C3D [10] 26.80 – – 12.70
TAL [12] 38.23 18.30 1.30 20.22
CDC [20] 45.30 26.00 0.20 23.80
Dai et al. [44] 36.44 21.15 3.90 –
TAG [51] 39.12 23.48 5.49 23.98
P-GCN [30] 42.90 28.14 2.47 26.99
BSN [22] 52.50 33.53 8.85 33.72
BMN [23] 50.07 34.78 8.29 33.85
GTAN [9] 52.62 34.14 8.91 34.31
A2Net 43.55 28.69 3.70 27.75
module, A2Net can not only dispose of action instances with
medium length but also tackle the large variation of action
instances, providing a simple but effective framework for the
action localization task.
Table X reports the performance of A2Net on ActivityNet
v1.3. It can be found that A2Net performs better than anchor-
based methods R-C3D [10], TAL [12] and actionness-guided
methods CDC [20], TAG [51]. We can also find that A2Net
performs inferior to BSN [22], BMN [23] and GTAN [9].
Actually, both BSN [22] and BMN [23] are intended for
generating action proposals. They adopt the detection-by-
classification pipeline to perform action localization. The
classification labels are obtained from a well-performed video
recognition method [52] on the ActivityNet dataset, which is
a heavy and complicated model for video recognition. Among
these methods, GTAN [9] achieves the best performance. How-
ever, GTAN [9] requires more channels and layers than A2Net.
The large computation turns GTAN into a bit complicated
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Fig. 7. Visualization of two action localization results for A2Net, anchor-free method and anchor-based method on THUMOS14 dataset.
TABLE XI
COMPARISON OF MODEL EFFICIENCY, IN TERMS OF INFERENCE TIME AND
FLOPS. WE REPORT MAP UNDER THRESHOLD 0.5 ON THUMOS14
DATASET. ”*” INDICATES THE WEAKLY SUPERVISED METHOD.
A2Net SSAD [7] BMN [23] GTAN [9] 3C-Net* [53]
Infe. Time / ms 13.24 2.37 16.96 15.14 2.50
FLOPs / G 1.24 0.45 91.25 2.51 0.40
mAP 45.5 24.6 38.8 38.8 26.6
for practical applications. Given its simplicity, A2Net shows
comparable performance on ActivityNet v1.3, making A2Net
appropriate to serve as a foundation for further high-level
video processing researches.
In Figure 7, we visualize two action localization results
on videos from the THUMOS14 dataset. From the four
action instances from these two videos, it can be found
that neither the anchor-free method nor the anchor-based
method can achieve accurate action localization performance
individually. However, A2Net is able to precisely locate these
action instances. Essentially, the anchor-based method can
only generate coarse action localization boundaries for short
or long action instances, while the accurate localization for
medium length action instances is challenging for the anchor-
free module. It is the complementarity between these two
modules that lead to the good performance of A2Net.
E. Model Efficiency
Model efficiency is an important factor for practical appli-
cations. We compare the model efficiency among the proposed
A2Net and state-of-the-art supervised action localization meth-
ods [7], [9], [23]. Besides, some weakly supervised action
localization methods only rely on video-level classification
labels [53] or single-frame supervision [54]. They are efficient
for annotating and fast for inferencing, which are also com-
pared here. The results are shown in Table XI. Compared with
TABLE XII
PERFORMANCE OF ANCHOR-FREE (AF) MODULE TO ASSIST PROPOSAL
GENERATION, MEASURED BY MAP. R-C3D* [55] IS A RE-PRODUCTION
OF ORIGINAL R-C3D.
tIoU 0.1 0.2 0.3 0.4 0.5 0.6 0.7
R-C3D [10] 54.5 51.5 44.8 35.6 28.9 – –
R-C3D* [55] 50.6 49.6 46.9 40.8 32.5 24.6 14.3
R-C3D* + AF 57.8 57.1 53.4 47.4 37.0 28.7 17.3
TABLE XIII
PERFORMANCE OF ANCHOR-FREE (AF) MODULE TO ASSIST PROPOSAL
GENERATION, MEASURED BY AR@AN AND AUC. R-C3D* [55] IS A
RE-PRODUCTION OF ORIGINAL R-C3D.
AR@AN
AUC@50 @100 @200 @500 @1000
R-C3D 28.09 40.06 52.34 67.35 75.18 61.72
R-C3D + AF 38.55 49.84 59.66 72.11 79.01 67.19
supervised methods, A2Net requires medium computation
FLOPs and costs medium inference time, but achieves superior
localization performance. BMN [23] requires less computa-
tions than A2Net, but its inference time is longer. The reason
is that BMN uses the boundary matching layer to construct
features and calculate confidence scores for all proposals,
which is time-consuming. Although the weakly-supervised
method 3C-Net [53] is efficient in computation, there is 18.9
performance gap between 3C-Net and the proposed A2Net, for
mAP under threshold 0.5. In summary, the proposed A2Net
is a proper choice when simultaneously considering efficiency
and effectiveness.
F. Anchor-free Module for Generating Action Proposals
The above experiments have demonstrated the effectiveness
of integrating the proposed anchor-free module with a tradi-
tional one-stage anchor-based module for action localization.
As discussed in III-G, we carry on experiments to verify the
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performance of the anchor-free module for generating propos-
als. We start from R-C3D [10], an end-to-end trainable two-
stage action localization method. We found a re-production of
R-C3D [55], which performs better. Based on this re-produced
code [55], we integrate the anchor-free module into the Action
Proposal Network and train the complete network in an end-
to-end manner.
Table XII reports the action localization performance. It
can be noted that, under threshold 0.1:0.7, the anchor-free
mechanism consistently brings improvement (from 3 points
to 7 points) over a well-performed implementation [55]. Ta-
ble XIII reports the proposal generation performance. Under
metrics AR@AN and AUC, the proposed anchor-free module
consistently improves the quality of proposals. The improve-
ment comes from the complementarity between the anchor-
free module and the anchor-based module. The anchor-based
module learns the offset with respect to the default anchors,
making it is sensitive to relative distances. Meanwhile, the
anchor-free module directly learns the distances to action
boundaries, making it is flexible. When we incorporate the
anchor-free module into the conventional two-stage action
localization methods, the learned features are more expressive
and the action proposal network improves a lot.
V. CONCLUSION
In this paper, we introduce an anchor-free mechanism for
temporal action localization task, aiming to deal with the di-
verse duration of action instances. The anchor-free mechanism
represents an action instance via a temporal point and its dis-
tances to the starting and ending boundaries, avoids the prior
bias about the localization and duration. Then, we incorporate
the proposed anchor-free module with a traditional anchor-
based method and present a unified framework, namely A2Net.
Comprehensive experiments demonstrate the complementarity
between the anchor-based module and the proposed anchor-
free module. Based on this complementarity, A2Net is capable
of precisely localize action instances with various duration.
It achieves promising performance on THUMOS14 dataset,
providing a simple and effective baseline for subsequent
researches.
Although A2Net only shows competitive performance on
ActivityNet v1.3, the complementarity between the anchor-
free module and the anchor-based module is still verified
by Table IV and Table X. Furthermore, we demonstrate that
the anchor-free module can hep the Action Proposal Network
to achieve better performance in III-G and IV-F, which is
inspiring for subsequent action localization researches.
Currently, the majority of the action localization methods
(including A2Net) first extract features from the video se-
quences and then directly learn from these features. Learning
feature extraction and action localization in an end-to-end
framework is a worth-trying way for future research. Besides,
the proposed A2Net demonstrates that the anchor-free module
is an important component of action localization methods. This
discovery can bring inspiration to related researches, e.g. video
re-localization [56] and video moment localization [57].
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