Abstract Proppant is a vital component of hydraulic stimulation operations, improving conductivity by maintaining fracture aperture. While correct placement is a necessary part of ensuring that proppant performs efficiently, the transport behavior of proppant in natural rock fractures is poorly understood. In particular, as companies pursue new propping strategies involving new types of proppant, more accurate models of proppant behavior are needed to help guide their deployment. A major difficulty with simulating reservoir-scale proppant behavior is that continuum models traditionally used to represent largescale slurry behavior loose applicability in fracture geometries. Particle transport models are often based on representative volumes that are at the same scale or larger than fractures found in hydraulic fracturing operations, making them inappropriate for modeling these types of flows. In the absence of a first-principles approach, empirical closure relations are needed. However, even such empirical closure relationships are difficult to derive without an accurate understanding of proppant behavior on the particle level. Thus, there is a need for experiments and simulations capable of probing phenomena at the subfracture scale. In this paper, we present results from experimental and numerical studies investigating proppant behavior at the sub-fracture level, in particular, the role of particle dispersion during proppant settling. In the experimental study, three-dimensional printing techniques are used to accurately reproduce the topology of a fractured Marcellus shale sample inside a particle-flow cell. By recreating the surface in clear plastic resin, proppant movement within the fracture can be tracked directly in real time without the need for X-ray imaging. Particle tracking is further enhanced through the use of mixtures of transparent and opaque proppant analogues. The accompanying numerical studies employ a high-fidelity threedimensional particle-flow model, capable of explicitly representing the particles, the fracture surface and the interstitial fluid flow. Both studies reveal large-scale vortex motion during particle settling. For the most part, this behavior is independent of the fracture topology, instead driven by interactions between the sinking particles and the upwelling interstitial fluid. This motion results in large amounts of particle dispersion, significantly greater than might be expected from traditional slurry models. The competition between the particles and the fluid also results in a redistribution of particles toward the fracture walls, which has significant implications for the transport of proppant along the fracture.
Introduction
Although proppant is a central component of hydraulic fracturing operations, proppant transport is poorly characterized in natural fracture geometries. This stems in part from uncertainties associated with downhole conditions: a lack of knowledge concerning the stress conditions, poor characterization of the stimulated fracture geometry and This work performed under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory under Contract DE-AC52-07NA27344. the in situ fracture network, and a lack of understanding regarding the near wellbore conditions. However, these problems are further compounded by a lack of accurate models for simulating proppant behavior.
From a modeling perspective, proppant transport presents a unique challenge as it combines multi-component fluid behavior with thin-film or lubrication flow. Multicomponent and lubrication-theory models employ distinct averaging procedures, which affect the manner in which the terms and closure relationships within the models are interpreted and implemented. Under a traditional multicomponent model, the constitutive behavior at the continuum scale is representative of the response of the fluid mixture (either fluid/fluid or fluid/solid) averaged over a representative volume (Manninen et al. 1996) . To be valid, the representative volume is typically considered to be at least an order of magnitude larger than some characteristic dimension of the material component (e.g., the particle size), but significantly smaller than features of the fluid body as a whole. Within the representative volume, the distributions of the components and other physical quantities are either assumed to be constant to first order or to fluctuate about the mean in an ergodic manner (e.g., based on a model of turbulent behavior or local heterogeneity). Unless a higher-order continuum is employed, gradients in the material properties are often considered irrelevant to the constitutive behavior below the representative scale.
A different averaging approach is employed by lubrication-theory models for fracture flow (Witherspoon et al. 1980; Zimmerman and Bodvarsson 1996) . These models operate with the assumption that a disparity exists in the scales describing the fluid geometry, with one dimension of the flow domain being significantly smaller than the others. The disparity in scales is used to reduce the dimensionality of the problem by rewriting the governing equations in terms of flow properties that have been integrated or averaged across the smaller dimension. A key difference between this type of model and the representative volume described earlier is that while some gradients are eliminated as before, others are incorporated into the governing equations directly.
The averaging procedures used by multi-component mixture models and lubrication-theory models are not necessarily incompatible. If the smallest dimension in the lubrication-theory flow problem vastly exceeds the dimensions of the particles in a multi-component fluid, for example, the behavior of the fluid can be represented by a continuum model defined using the multi-component approach, which is then averaged over the smallest dimension of the problem using the thin-film approximation (Lecampion and Garagash 2014) . This ''first-principles'' approach to deriving the governing equations is often employed to simulate slurry flow through pipes or channels where the dimensions of the conduit vastly exceed the dimensions of the particles in suspension.
However, it should be noted that this approach is less applicable for fracture flow. For most proppant transport applications of interest, the scale of the fracture aperture is on the same order as that of the proppant grains themselves. Even if accurate three-dimensional continuum models of the proppant slurry exist, their use is questionable at the sub-fracture level: A constitutive model based on the response of a representative volume element 10-20 grains across loses validity in a fracture eight grains wide. Instead, the response of the fluid/proppant mixture at the sub-fracture scale is better represented with discrete element models, capable of explicitly representing the individual particle-particle (and particle-wall) interactions. Unfortunately, however, it is impossible to analytically integrate such a discrete simulation to incorporate it into a larger-scale parallel-plate model.
Instead, a different approach must be followed in which the flow of the fluid mixture is governed by multi-component conservation equations as before, but the closurerelationships coupling those components are empirically derived.
1 These closure relationships are applicable to flow within a representative volume that is averaged across the width of a fracture. This affects the meaning of certain terms in the multi-component flow equations, for example, the interpretation of the slip velocity. Thus, experiments and direct numerical simulations are needed to help inform the development of even such empirical models of fracture flow, in order to fully capture the complexities associated with proppant transport.
In this paper, we investigate the transport properties of particles in fractures through a series of high-fidelity numerical simulations and sub-fracture-scale experiments.
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The experimental work, discussed in Sect. 2, examines proppant movement in clear-plastic three-dimensional reproductions of the shale surfaces recreated using threedimensional printing. These specially tailored flow cells are used in combination with microcapsules for improved particle tracking in dense particle packs. The same shale surfaces are also employed in high-resolution particulate flow simulations, described in Sect. 3, in which both the particles and interstitial fluid motion are explicitly represented. Results from both studies are discussed, in particular examining the effect of fracture inclination on the settling rate and particle dispersion (Sect. 4). Conclusions are presented in Sect. 5.
Experimental Setup
While, the transport behavior of proppant in natural fracture geometries can be studied in core flood experiments, data gained from such experiments only provide a picture of the integrated response of the fracture-the response of individual proppant particles, and more importantly, their modal behavior is lost. Although X-ray tomography can be used to study in situ proppant physics, processes occurring on timescales pertinent to particle transport cannot be captured with the present state of the technology. Instead, we seek to reproduce the effects of the natural fracture geometry by using three-dimensional printing to reproduce the fracture in a clear plastic resin (Fig. 1) . The transparent flow cells allow the particle motion to be viewed directly without the need for specialized imaging equipment.A sample of Marcellus shale provided by the National Energy Technology Laboratory was fractured and scanned to provide the fracture surfaces for the flow cell used in this study. Initially, the competent sample was bisected by a single natural fracture that was formed at depth and later cemented with calcium carbonate. After coring, the sealed fracture was reopened using a Brazilian test apparatus, and the resulting surface characterized with a combination of X-ray computed microtomography (XRCT) and laser profilometry. The XRCT scan confirmed that the reopened fracture followed the path of the previous cemented fracture and verified that no artifacts or errors were introduced during the profilometry scan. Regions where the two fractured half-cores deviated from the natural fracture (e.g., toward the edges of the sample where a slight breakout occurred from the Brazilian test) were excluded from the surface reproduced in the flow cell. While laser profilometry provides extremely high-resolution data on the surface topology, the two fracture surfaces must be separated for imaging. This introduces slight errors in the alignment of the two surface scans. Recovering the correct alignment of the fracture surfaces is important as even minor variations in the relative orientation can influence the flow characteristics. Accordingly, digital image correlation was used to realign the two fracture surfaces in three dimensions. The aligned surfaces were used for both the experimental study and the numerical simulations.
Stereolithographic techniques were used to print the flow cell incorporating the surfaces of the fractured shale sample at a resolution of 50 microns/layer in clear SOMOS WaterShed XC 11122 plastic resin. The flow cell consists of two pieces: the ''roof'' of the cell containing one half of the fracture surface; and the ''floor'' containing the opposite surface along with the entry and exit ports (Fig. 2) . The cell was designed such that the fracture surfaces would come into contact when the two pieces were mated-effectively sealing the cell. This allowed the fracture aperture to be set by introducing a spacer of known thickness between the two cell pieces. Bolt holes and a silicon gasket were also included in the flow-cell design. Some minor machining was required post-printing to add Luer locks to the flow cell.
The completed flow cell was connected to a syringe injector pump and mounted on an adjustable stage. A highspeed camera was also fitted to the stage allowing the orientation of the fracture to be arbitrarily adjusted without affecting the relative position of the camera. The particles were tracked with the ''Rytrack'' software package by Ryan Smith and Gabe Spalding 3 based on a method developed by Crocker and Grier (1996) .
Commercial grade proppant was employed in early testing with the flow cell. However, this proved impractical for particle tracking as the paths of individual particles were lost within the particle pack. While particle image velocimetry techniques were initially used to track the bulk Fig. 1 Flow cell a printed cell halves containing fracture geometry from Marcellus shale fracture; b an expanded view of the template used to create the flow cell showing a spacer layer (gray) and a cutaway of floor geometry motion of the pack with some success, this proved less useful for studying inclined fractures where the proppant would often be separated into a stationary pack occupying the bottom of the fracture with a smaller group of entrained particles flowing over the top.
To improve particle tracking in the experiments, a synthetic proppant analogue was made that consisted of a mixture of transparent and opaque microcapsules (Fig. 3) . The hard microcapsules were created from double emulsions formed in a capillary flow focusing microfluidic device (Vericella et al. 2015) . The microfluidic devices combine the flows of three immiscible fluids (aqueous, silicone and aqueous phases), thereby forming nested, meta-stable droplets of the fluids, i.e., a double emulsion. The resulting capsules have very monodisperse ([95 %) dimensions in both shell wall and exterior diameter metrics. For this study, the outer droplet phase consisted of a photopolymerizable adhesive (NOA 61, Norland Products) that hardens when exposed to UV light. Once formed, the liquid double emulsions were collected and cured in small batches under UV illumination to produce hard proppant particles. The opaque capsules were created by adding a black dye to the interior aqueous phase during the encapsulation process. This approach resulted in the creation of two groups of visually distinct proppant particles with virtually identical hydrodynamic characteristics. This was particularly important for the experimental study as it was found that even slight differences in the size or density of the particles could result in the segregation of the two particle populations, nullifying the effectiveness of the tracer particles. The density of the microcapsules used for the settling experiments was *1.1 g/cc, although it should be noted that variable density microcapsules tailored for specific applications can be created by altering the interior fluid or injecting glass microbubbles inside the capsules. More details regarding the fabrication of these microcapsules, along with additional subsurface applications, are provided in (Roy et al. 2015b ).
Numerical Model
The simulations conducted in this paper were performed with the LMC-SAMRAI code. LMC (Low Mach Code) is a massively parallel computer code developed for direct numerical simulation of particulate flow (Kanarska et al. 2011 ). The code is based on a distributed Lagrange multiplier technique in which both the interstitial fluid and particles are fully resolved and coupled (Patankar et al. 2000; Glowinski et al. 1999 ). Particle-particle interaction is represented with frictional, inelastic contact forces similar to those used in discrete element models; moreover, the code is able to handle arbitrary particle shapes and size distributions. Its parallel implementation is based on the LLNL SAMRAI (Structured Adaptive Mesh Refinement Application Infrastructure) framework, which allows handling a large number of rigid particles (Wissink et al. 2001; Hornung et al. 2006 ) and has been demonstrated to scale efficiently to thousands of processors.
The fracture geometry for the base case used in the numerical simulations matched the fracture surfaces used in the experimental flow cell. The two halves of the fracture were displaced by 1 mm normal to the fracture plane. For simplicity, no additional tangential or rotational Fig. 2 Marcellus shale sample a top view of core, the original sealed fracture and induced fracture path are evident running across the center of the core; b fracture surfaces Fig. 3 Examples of hydrodynamically identical transparent-bulk and opaque-tracer particles created using microencapsulation motions are imposed on the fracture surfaces. This is a reasonable preliminary assumption for hydraulic fractures which will open normal to the direction of minimum principal compressive stress, and matches the displacements imposed in the experimental study. However, it should be noted that this leads to a uniform aperture distribution across the fracture, whereas shear between the two fracture surfaces would result in more channelized flow. While this would not appear to affect the base case significantly, it should be noted that this may have more of an effect in rough fractures as discussed below.
The simulated particles had the same diameter (500 microns) as the microcapsules used in the experiment, but a higher density (2.5 g/cc)-closer to that of real proppant. The higher density had the benefit of increasing settling speeds in the simulations, which reduced the amount of simulation time; while conversely, the reduced settling speeds in the experiments facilitated particle tracking.
The numerical simulations had the benefit of greater control over initial conditions than was possible in the experiments. Accordingly, the proppant particles were initially distributed randomly across the fracture aperture in such a manner that there is no inter-particle overlap, or overlap between particles and the fracture walls. Nevertheless, this even distribution of particles is not a stable state for the particles within the fracture, which tend to coalesce into clusters as they settle due to hydrodynamic interactions. Hence, there is still a brief period at the start of the simulations as the flow transitions from its initial quiescent state to a longer-term quasi steady state.
Results and Discussion

Numerical Results
In this study, the simulations were initially configured with the particles randomly and uniformly distributed across the fracture surface. Nevertheless, particle clusters formed almost instantaneously. Hydrodynamic forces caused individual particles to be rapidly drafted in the wake of larger particle groups. As the clusters sank, the interstitial fluid that they displaced was forced upwards between the settling particle clumps, further reinforcing the particle clustering.
The net result was the rapid formation of regions of high particle concentrations interspersed with clear regions virtually devoid of proppant particles. This is illustrated in Fig. 4a , which shows the instantaneous particle velocities from the LMC simulation. Fluid motion in the void spaces is directed upward, to balance the displaced volume of the descending particles. In some cases, the upwelling fluid is sufficiently strong that particles become entrained in this upward fluid flow. This is evident in Fig. 4b , which gives the probability density distribution of the settling speeds of the individual particles. While the net motion for the bulk of the particles is downward, a small percentage of the particles have a positive vertical velocity. Examples of particle paths with vertical velocity components are highlighted in Fig. 5a . A close examination of these paths reveals that the upward components are generally aligned with the regions of the fracture with relatively low particle concentrations.
The surface topology plays less of a role in this behavior than may be thought, at least for vertically oriented fractures. Similar patterns of particle clustering and the creation of lower density void regions are also produced during simulations of particle settling between parallel plates (Fig. 5b) .
The pattern of upwelling fluid regions and particle clustering disperses the proppant pack. Dispersion in the horizontal direction can be calculated from: 
where hDy 2 i is the average displacement in the y (horizontal) axis and t is the time. Figure 6 gives a log-log plot hDy 2 i as a function of time. Dispersive motion is indicated by a slope in the graph with gradient of one (as indicated by the flat line). The dispersivity is given by half the intercept at t ¼ 1. During initial stages of the simulation, dispersive motion is a product of small-scale particle drifting and the effects of surface roughness, as the particles and fluid begin from an initially static state. However, this increases rapidly with the onset of the larger-scale eddies. From the plot, it is clear that the eddies have a substantial effect on the particle settling, increasing the dispersivity by almost two orders of magnitude. Similar behavior was also observed in the experimental results. While some models of proppant behavior incorporate the effect of Taylor dispersion on particle motion, few consider the role of fluid displacement into the particle pack on the particle dispersion.
The upwelling fluid also affects how the particles are distributed between the two walls of the fracture. In the absence of gravity, a particle-laden fluid flowing along the fracture is expected to have an uneven distribution of particles across the width of the fracture, with a higher concentration of particles toward the center than near the fracture surface. This behavior results in an apparent ''super-advective'' particle motion-in which the average particle velocity is greater than that of the carrier fluid (Barree and Conway 1995) . However, during settling, this distribution is reversed with particles driven to the sides of the fracture. This is shown in Fig. 7 , which presents the (a) (b) Fig. 5 Particle paths during settling in a the fractured sample; b between two parallel plates. The red lines indicate the paths of some particles that reverse in direction with markers (not to scale) indicating the particle locations at the final timestep. Axes given in meters (color figure online) Fig. 6 Log-log plot of the mean-squared horizontal particle displacement \Dy 2 [ ðm 2 ) as a function of simulation timestep (s) illustrating the transition from early-time (dominated by surface roughness and short-scale particle-particle interactions) and longtime (eddy dominated) dispersivity Fig. 7 Histogram of simulated particle positions across the width of the fracture (in meters) for all settling particles over the duration of the simulation distribution of settling particles across the fracture for the duration of the simulation. This distribution appears favored during settling as it allows less resistance to the upward motion of the displaced fluid.
The competition between the sinking particle pack and the displaced fluid has implications for the large-scale modeling of proppant transport. The slip velocity captures the difference in the fluid and particle components in the fluid flow. Under a standard mixture model, the slip velocity represents a local difference in the fluid velocity, which gives rise to drag terms between the particle and fluid. In the case of fracture flow, the local difference in speeds (and the associated drag) is negligible. Nevertheless, the uneven distribution of particles across the fracture leads to a difference in the particle and fluid velocities in an average sense. This is further complicated by the fact that the concentration is heterogeneously distributed in the plane of the fracture due to particle clustering during settling. As a consequence, there is less drag on the particles than would otherwise be expected based on a consideration of the relative mean velocities of the particles and the interstitial fluid. This also implies that the settling component of the slip velocity cannot be considered separately from the advected slip velocity as the particle distributions assume different forms under the two regimes.
Fluid motion also influences proppant motion during particle settling in inclined fractures. Although under most circumstances, hydraulic fractures are approximated as vertically oriented, in reality anisotropy and heterogeneities in the rock formation may cause fractures to deviate slightly as they follow the local path of least resistance through the rock. Fractures may also be inclined on larger scales due to non-vertically oriented principal in situ stress, due to stimulation of the in situ fracture network, or changes in the pore pressure due to fracturing of another stage. As shown in Fig. 8 , there is little change in the rate of settling for the fractures with steeper angles compared with the vertically orientated fracture, although the settling rate slows considerably at shallower angles. It was expected that the more steeply inclined fractures would have a greater effect on particle settling than was observed due to increased friction between the particles and the walls compared to the vertical case. We speculate that this may again be due to the interaction between the particle pack and the upwelling fluid. In the inclined fractures, settling particles tend to congregate more toward the lower half of the fracture allowing the upwelling fluid to travel above. This reduces the overall amount of drag experienced by the settling particles leading to higher rates of settling. This effect is less pronounced in the experimental results, potentially due to differences in the particle density; and hence, particles experience greater friction with the fracture walls.
To further study the effect of fracture geometry on the simulation dispersion, a series of additional simulations were conducted in which the surface roughness was systematically altered. The roughness of the surface was increased by scaling the deviation in the initial fracture geometry from the mean fracture plane by a predetermined factor, i.e.,
where x new is the new fracture surface, x plane ¼ x plane ðy; zÞ is the average plane of the fracture, x orig is the original unscaled fracture surface, and k is the roughness scaling factor. The fracture was scaled with values of k between 1.1 and 2.0: The effect of these scaling factors on the fracture surface is illustrated in Fig. 9 . While the scaling method described provides a systematic way to vary the roughness, without context, it is difficult to judge how these changes to the surface geometry relate to other fractures. Accordingly, the roughness of the surfaces was assigned a value on the JRC (Joint Roughness Coefficient) scale (Barton and Choubey 1977) , based on the Z2-JRC correlation published by Yu and Vayssade (1991) . This method uses the Z2 roughness measure (Myers 1962) obtained from a discretization at 0.25-mm sampling intervals to more quantitatively determine the JRC value. Based on the Z2 measure, the original fracture had a roughness of 5.9 on the JRC scale, while the roughest scaled fracture with k ¼ 2:0 had a JRC value of 16.3.
Plots of the effect of the fracture roughness on the settling velocities are shown in Fig. 10a . As shown in the figure, the distributions of the vertical velocities are relatively unaffected by the change in surface roughness, except for the case where k ¼ 2:0. For this latter case, the particles in the fracture appear to have commenced jamming and, as a result, the vertical velocity distribution is skewed toward zero.
The surface roughness does not have a significant effect on the amount of dispersion experienced by the particles prior to jamming. Figure 10b plots the mean-squared displacements of the simulations as a function of the simulation timestep. The plots for each of the surfaces show a similar evolution in the early stages of the simulations, regardless of the surface roughness. However, the slope of the mean-squared displacement for the k ¼ 2:0 case begins to decrease at later timesteps. What effect this has on the particle velocity distributions is shown in Fig. 11 , whereas previously in Fig. 4a , the correlated particle motion is relatively uniformly distributed across the fracture; in Fig. 11 , three relatively large slow-moving patches of particles have formed across the center of the fracture, interspersed with channels of significantly faster flowing particles. It is the growth of these patches of jammed particles that causes the skewing of the particle velocities distributions toward zero for k ¼ 2:0 case in Fig. 10a , and the accompanying decrease in the particle dispersion in Fig. 10b .
Finally, it is worthwhile noting that additional work is needed to quantify the full effect of surface roughness on fracture transport. In particular, the present work does not consider the effect of shear motion between the two surfaces, which will result in the creation of preferential flow pathways. The breadth and aperture of these pathways will be directly affected by the roughness of the surface and hence are likely to be more sensitive to the scaling parameter k than the surfaces considered here. However, such a study would require a more intensive investigation involving the degree and direction of the shear motion, placing it outside the scope of the present publication.
Experimental Results
Initial tests and previous work (Du Frane et al. 2014) indicated that, at small volume fractions, the individual microcapsules easily transmit through fractures with apertures larger than the capsule diameter. During the experiment, both clear and opaque particles were approximately 500 lm in diameter, with a density of 1:1 g/cm 3 . The fracture aperture was set to 700 lm by the compressed silicon gasket. The particles are initially loaded as a consolidated pack at the top of the cell, by pumping vertically at a constant rate. The pump is then switched off, and the particles are allowed to settle under gravity.
Two series of flow-cell experiments were performed using mixtures of the tracker and bulk particles: The first examined the effect of the concentration of particles on the settling rates, while the second examined the effect of the angle of inclination of the fracture (Fig. 12) .
The first series of experiments examined the effect of volume fraction on the settling rates-particularly at small particle volume fractions. However, it should be noted that although there is some effect on settling concentration at low particle numbers, larger numbers of particles do not change the concentration of the settling particles proportionally. Instead, the initially consolidated pack at the top of the cell tends to serve as a source of particles that increases both the duration as well as the volume fraction of the settling particle phase rather than determining the volume fraction of the settling phase directly.
Experiments were conducted with 120 opaque capsules, incrementing the overall number of particles by adding clear capsules to a maximum of 2500 capsules. No segregation of opaque and transparent capsules was observed in any of the experiments. Differences in the settling of the different experiments are demonstrated in Figs. 13 and 14 , which show probability density distributions for the particle settling velocities and dispersion behavior of particles. Similar to the earlier results from the numerical simulations in Fig. 4b , although the bulk of the settling particles are directed downward, a small proportion of the particles Fig. 11 Vector plot of in-plane particle velocities for the scaled surface with k ¼ 2. Axes given in meters (780 capsules) move vertically. The probability density distributions of the vertical velocities are relatively broad with standard deviations between 0.5 and 0.8 times the mean velocity. The ratio of the standard deviation of the settling velocities to the mean velocity increases with the number of particles. This indicates an increase in the amount of dispersion experienced by the particles in the settling direction as a function of the particle concentration. The peak velocity decreases with increased particle numbers, particularly in the experiments with 1600 and 2500 particles-in keeping with hindered settling theories.
The Stokes number (St) provides a useful metric for quantifying particle-fluid interactions during particle settling. The Stokes number (St) is a dimensionless number that is defined as the ratio of the response time of the particle to the response time of the fluid. It can be calculated by the following formula:
where, q p is the particle density, d p is the particle diameter, v s is the Stokes velocity, l is the viscosity of the fluid, and D is the characteristic dimension, which is taken as the fracture aperture in this case. The Stokes velocity (v s ) is the terminal falling velocity of a particle inside a stationary viscous fluid:
where, q f is the fluid density, and g is the gravitational acceleration. If St ) 1, then the particles are relatively unaffected by the fluid flow and follow their own trajectories. Alternatively, if St ( 1, then the particles closely follow fluid trajectories. When St % 1, the particle-fluid interactions are maximized, and the fluid velocity is greatly affected by the particle movements. For the experiments presented in this work, the Stokes number is close to 0.3, while for the numerical simulations, the Stokes number is approximately 0.7. Thus, for both studies, the Stokes number is in the order of 1, and as such two-way coupling between the fluid and the particle is expected. This explains the generation of eddies in the fluid by the particle-fluid interactions, thereby increasing the particle drag which in turn reduces the particle velocities as the number of particles is increased.
The effect of particle concentration on sedimentation rates is often predicted using hindered settling laws of the form (Lewis and Bowerman 1952) :
where, v s0 is settling velocity of a single particle or unhindered settling velocity, and / is the particle volume fraction. The settling ratio f ð/Þ is a function of volume fraction determined either from empirical correlations or by analytical methods with simplified assumptions. Batchelor (1972) derived an analytical expression for f ð/Þ by considering homogeneous distributions of spherical particles:
However, this does not account for wall effects. An alternative empirical expression, which does include wall effects, is provided by the Richardson-Zaki equation (1954) :
where, the exponent n is a function of particle Reynolds number (Re p ), and a dimensionless ratio involving the particle diameter and the characteristic dimension (d p =D).
For the experimental work under consideration, Richardson and Zaki (1954) proposed the following correlation to estimate n for this flow regime: Settling velocities from the experiment are plotted as a function of the volume fraction and compared with the above correlations in Fig. 15 . The plotted points represent the instantaneous settling speed and particle volume fraction within a 3-cm window at the center of the flow cell. Each point represents the value obtained from a single frame from the video of the experiment. Only those frames with 10 or more tracking particles within the window were included in the analysis. Despite the noise in the experimental data, it is clear that the expressions given in (6) and (7) both tend to overestimate the measured settling rate at small volume fractions and predict a greater decline in the settling rate as a function of concentration. The initial offset may be explained by the fact that both models are failing to account for wall effects at smaller particle concentrations: wall effects are absent from the Batchelor expression and are eliminated in the limit that concentration goes to zero in the Richardson-Zaki equation. The difference in the slope of the setting velocity as a function of concentration may be due to the particle-clustering observed in the experiment, which enhances settling and violates the assumptions of homogeneity employed by the Batchelor equation.
A series of experiments were also performed to examine the effect of angled fractures. The cell was loaded with 780 particles, including $ 100 opaque capsules for tracking, and then, the cell was oriented at a range of angles: 15 ; 30 ; 45 ; 60 ; and 75 from vertical. Additional experiments were also conducted with the cell angled in the opposite direction at À15 and À30 . The number of particles used was selected as it provided enough particles to reach the same steady-state settling rates as was observed in the previous experiments, but did not overfill the flow cell-leaving most of the reconstructed fracture surface uncovered to examine the particles as they settled.
As the fracture angle becomes closer to horizontal, (1) the normal force between the particles and the lower fracture wall increases-enhancing the effects of friction and (2) the component of gravity directed along the fracture also decreases. As might be expected, the settling rate decreased with increasing inclination-though like the numerical simulations, the fractures oriented at 15 degrees to vertical showed similar rates of settling to the vertically inclined fracture. The change in fracture orientation also affects the dispersion of the proppant pack. As shown in Fig. 14b , the dispersion experienced by the particles decreases as the angle of inclination is increased. Thislike the earlier numerical simulations-suggests that the diffusive behavior is predominantly due to convective eddies, rather than particle-wall effects. Batchelor (1972) and the Richardson-Zaki (1954) equations. Individual points show average instantaneous settling velocities as a function of suspended particle volume fractions from individual frames from video of the experiment. Marker colors represent experiments with different numbers of capsules: blue-120, green-380, red-560, cyan-920, pink-1600, yellow-2500 (color figure online)
Conclusions
Although proppant has been used to improve fracture permeability in many thousands of stimulations, our understanding of proppant transport remains relatively rudimentary. The development of novel proppant deployment strategies and new types of proppant will require new techniques for predicting proppant behavior that include such features as the ability to track particle dispersion and accurately represent the slip between the proppant and its carrier fluid. Moreover, while many current numerical models of proppant transport rely on empirical closure relationships based on slurry-flow models to complete the governing equations, such models assume that the particle dimensions are far smaller than those of the flow geometry as a whole. As a consequence, these models may underestimate the effect of the fracture geometry on the proppant behavior.
New experimental and numerical methods capable of resolving sub-fracture scale behavior are needed to better understand the behavior of proppant in fractures and improve these empirical models. Here, we have presented results from studies employing two such methods, highresolution high-fidelity sub-fracture scale particle-flow simulations and particle flow-cell experiments in synthetic reproductions of natural fracture geometries. The results of these studies illustrate the high levels of particle dispersion experienced by the settling proppant pack. The bulk of this dispersive behavior arises from the interaction between the upwelling of the displaced interstitial fluid and the settling particles, rather than the effects of the fracture geometry. This was reflected both in the studies involving vertical fractures and those studies considering fracture orientation, where it was found that frictional particle-wall effects dominate only at high inclination angles. The numerical simulations of proppant settling additionally suggest that the interactions between the fluid and particles also influence the distribution of particles across the fracture, forcing the particles to be displaced toward the fracture sides. This behavior differs from the behavior observed in horizontal particle flows, where hydrodynamic forces tend to concentrate the particles toward the center of the fracture. This points to a need to account for the interplay between wall effects and the slip velocity in models of proppant transport and dispersion. This is also true when considering theories of hindered settling, as demonstrated by the experimental results comparing settling rates for different volume fractions. From these studies, it is evident that further investigations are needed to accurately predict proppant settling behavior through natural fractures.
