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Abstract
FitzHugh–Nagumo equation has been studied extensively in the ﬁeld of mathematical
biology. It has the mechanism of ‘‘lateral inhibition’’ which seems to play a big role in the
pattern formation of plankton distribution. We consider FitzHugh–Nagumo equation in high
dimension and show the existence of stable nonconstant stationary solutions which have ﬁne
structures on a mesoscopic scale. We construct spatially periodic stationary solutions.
Moreover, we compute the singular limit energy, which suggests that the transition from
planar structure to droplet pattern can occur when parameters change.
r 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction and results
In this paper, we consider the activator–inhibitor system called FitzHugh–
Nagumo equation in higher dimension. We are particularly interested in the problem
with a small positive parameter and the related singular limit problem. FitzHugh–
Nagumo equation was ﬁrst introduced as the simpliﬁed equation of Hodgkin–
Huxley system which is a model of conduction and excitation of nerve impulses in
physiology. High dimensional problem appears in neural net models for short-term
memory or in nerve cells of heart muscle. Afterward the extended FitzHugh–
Nagumo equation was proposed as a mathematical model of biological pattern
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formation. It has been suggested that lateral inhibition may contribute to pattern
formation in plankton distribution [7]. It is a system of reaction–diffusion equations
with two independent variables, u and v: Here u denotes an activator and v acts as its
inhibitor. Such an activator–inhibitor system has also been studied in the ﬁeld of
chemical reaction.
One of our main results concerns the Neumann problem:
ut ¼ D1Du þ f ðuÞ  kv; xAO; t > 0;
tvt ¼ D2Dv þ u  gv; xAO; t > 0;
@u
@n
¼
@v
@n
¼ 0; xA@O; tX0;
8><
>>: ð1:1Þ
where OCRn is a smooth domain, nðxÞ is the outer normal at xA@O; the functions
u; v are real-valued and denotes an activator and an inhibitor, respectively; k; t; D2
are positive constants; g; D1 ¼ e2 are positive small parameters; D ¼
Pn
i¼1
@2
@x2
i
is
Laplacian; f ðuÞ is a cubic nonlinearity like f ðuÞ ¼ uð1 uÞðu  aÞ; ð0oao1
2
Þ: More
generally, we assume that
(F1) fAC1ðRÞ;
(F2) there exist constants 0oa0oa1oa2o1 such that
f ðuÞ
> 0 for uo0; a1ouo1;
o0 for 0ouoa1; u > 1;
(
and
f 0ðuÞ
o0 for uoa0; u > a2;
> 0 for a0ouoa2;
(
(F3) lim inf juj-N
jf ðuÞj
juj > 0;
(F4)
R 1
0 f ðvÞ dv > 0:
Note that (F1) and (F2) imply that f ð0Þ ¼ f ða1Þ ¼ f ð1Þ ¼ 0 and f 0ða0Þ ¼ f 0ða2Þ
=0: There exists a unique number b > 0 such that for s; the equation f ðsÞ ¼ b has
three different solutions hðbÞoh0ðbÞohþðbÞ which satisfyZ hþðbÞ
hðbÞ
ðf ðvÞ  bÞ dv ¼ 0:
We assume that
k
g
>
b
hþðbÞ
: ðHÞ
In case g small, problem (1.1) has no constant stationary solution except for ðu; vÞ ¼
ð0; 0Þ: We call this case monostable. In case g large, there are three constant
stationary solutions, two of which are stable and one unstable. We call this case
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bistable. Assumption (H) does not completely exclude bistable parameter region.
Note that ðu; vÞ ¼ ð0; 0Þ is always a stable stationary solution. The positive stable
constant solution in bistable case is called an excited state. The space independent
system of (1.1) exhibits excitability. Our system of equations has both excitability
and lateral inhibition.
Our existence and stability result of Neumann Boundary Problem (1.1) is the
following:
Theorem 1.1. (i) Let O be a bounded domain and assume (H). Then for D1 sufficiently
small, problem (1.1) has a nonconstant stationary solution ðue; veÞ such that the total
variation of ue goes to N and a sequence ðueÞe does not have any L
1-convergent
subsequence as e-0:
(ii) If, in addition, tkog2; then the solutions ðue; veÞ are stable to system (1.1).
In case O is a bounded open interval of one-dimensional space, it is known that
there are stable stationary solutions which have multiple internal layers for D1 small.
Moreover, solutions with ﬁnite number of layers remain stable as D1-0 (see [9]).
Unlike the one-dimensional case, in higher dimensions, any stable stationary
internally layered solutions of a class of reaction–diffusion systems cannot have a
smooth limiting interfacial conﬁgurations when the thickness of the interface tends
to zero [11]. Our solutions in high dimensions oscillate on a mesoscopic scale and the
interfacial energy of ue tends to inﬁnity. Hence the interface of our solutions does not
converge to any smooth ðn  1Þ-dimensional surface. Moreover, the pattern of ue
does not exhibit point condensation. We express the richness of spatial patterns of ue
in terms of Young measure (see Theorem 2.1). We also estimate the amount of
interface.
A periodically undulating cylindrical domain O is the set of the form[
sAR
fsg 
 Os;
where OsCRn1; sAR; is a family of bounded domains which is periodic in sAR; that
is, there exists a number T > 0 such that OsþT ¼ Os for all sAR:
Our result in a periodically undulating cylindrical domain is the following:
Theorem 1.2. Let O be a periodically undulating cylindrical domain and assume (H).
Then for D1 sufficiently small, problem (1.1) has a nonconstant periodic stationary
solution.
In particular, when O is a cylindrical domain, we construct the spatially periodic
stationary solutions. In a cylindrical domain, our construction might give a standing
wave which is not a trivial extension of one-dimensional solutions, which is
suggested by the comparison of energy of patterns in the limiting case D1-0:
Our analysis is based on the nonlocal variational problem dependent on the
parameter e: This kind of e-problem arises in many contexts. In [1,2,8,10,13,16], the
authors considered other types of e-problems and showed the scaling law of Oðe
1
3Þ:
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The G-limit of the e-family of the functionals becomes trivial and gives no
information on the structure of minimizers. Another main result of the present paper
concerns the singular limit problem obtained by passing to a sharp interface model
(see Section 4). The minimizers of the limiting problem are not one dimensional
when some parameters are close to one of their extremes.
In one-dimensional space, it is known that there exists a traveling wave with a
front (or interface). Moreover, when f ðuÞ is cubic, there exists a nonconstant
stationary solution which is decaying at inﬁnity or spatially periodic [3,6]. We have
the following:
Corollary 1.1. Assume (H). Then for D1 sufficiently small, the problem
ut ¼ D1uxx þ f ðuÞ  kv; xAR; t > 0;
tvt ¼ D2vxx þ u  gv; xAR; t > 0
(
ð1:2Þ
has an infinite number of nonconstant periodic stationary solutions modulo translation
equivalence.
We remark that in [3], Ermentrout, Hastings and Troy considered the case
f ðuÞ ¼ uð1 uÞðu  aÞ; 0oao1
2
ð1:3Þ
with
k
g
>
ða  1Þ2
4
¼ max
u>0
ð1 uÞðu  aÞ: ð1:4Þ
It is easy to see that (1.4) implies assumption (H), which is explicitly written
k
g
>
ða þ 1Þð1 2aÞð2 aÞ
9ða þ 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3ða2  a þ 1Þ
p
Þ
:
We also remark that any stable stationary solutions of the single equation
ut ¼ dDu þ f ðuÞ; d > 0; uALNðRnÞ
are translation and rotation invariant, hence constant, see [12].
This paper is organized as follows: In Section 2, we show the existence of
nonconstant stationary solutions in bounded domains and periodically undulating
cylindrical domains, respectively. Our approach is the following: We deﬁne some
functional (which we call energy) on H1ðOÞ; and ﬁnd a critical point with Morse
index 0 which is typically a local minimizer. Our functional has a nonlocal term,
which plays a big role in the existence of nonconstant local minimizers. In Section 3,
we give a stability result for the solution obtained in Section 2. We consider the
spectrum of the linearized problem and study carefully the relation between the
original linearized operator and the operator corresponding to the second derivative
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of the energy functional. Note that our equation is not a gradient system. Theorems
1.1 and 1.2 follow from a series of propositions and lemmas in Sections 2 and 3. In
the last part of Section 3, we give the criterion whether stationary solutions are stable
or unstable. Finally, in Section 4, we consider the sharp interface problem.
Remark 1.1. Hereafter, for the sake of notational simplicity, we will use the same
letters C to denote some positive constants whose values may vary from line to line.
This notational convention does not apply to such letters as C1; C2;y .
Remark 1.2. We will express any sequence ak-0; k-N as the same notation ak ¼
oð1Þ; k-N:
2. Neumann problems
2.1. Bounded domains
In Sections 2 and 3, for simplicity, we assume that D2 ¼ k ¼ 1: In this section, we
are concerned with the existence of stationary solutions for the Neumann problem
on a bounded domain. Denote by ð; Þ the L2-inner product. By linear transforma-
tion of u; v (and still using the same notation u; v), we reformulate the problem into
ut ¼ e2Du  W 0ðuÞ  v;
tvt ¼ Dv þ u  m0  gv;
(
ð2:1Þ
where m0 is a constant and W ðuÞ is a double-well potential with equal depth which
satisﬁes the following.
(W1) WAC2ðRÞ:
(W2) W ðuÞ ¼ 0 if u ¼71; and W ðuÞ > 0; otherwise.
(W3) W 00ð71Þ > 0:
(W4) lim inf juj-N
W ðuÞ
juj2
> 0:
We realize that m0Að1; 1Þ by assumption (H). Introduce an inverse operator K of
Dþ g with Neumann boundary condition:
K ¼ ðDþ gÞ1: ð2:2Þ
The stationary solution ðu; vÞ of (2.1) solves the system of equations
v ¼ e2Du  W 0ðuÞ;
v ¼ Kðu  m0Þ; ð2:3Þ
and hence
Kðu  m0Þ ¼ e2Du  W 0ðuÞ: ð2:4Þ
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Suppose u is a solution of (2.4) with Neumann boundary condition, then we get the
stationary solution u and v ¼ Ku of Eq. (1.1). Problem (2.4) corresponds to the
Euler–Lagrange equation of the functional
IðuÞ ¼ IeðuÞ ¼
Z
O
e2
2
jruj2 þ W ðuÞ
 
dx þ
1
2
ðKðu  m0Þ; u  m0Þ; ð2:5Þ
on the space H1ðOÞ: We note that in case nX5; I may take the value þN for some
uAH1ðOÞ: (It does not matter for the existence of global minimizers.)
Lemma 2.1. Let uc  c be constant. Then mincAR IðucÞ > 0:
Proof. Noting that Kuc ¼ 1g c;
IðucÞ ¼
Z
O
W ðcÞ dx þ
1
2
1
g
ðc  m0Þ; c  m0
 
:
Lemma 2.1 follows from the fact m0a71: &
Since K is a positive operator and since there exist positive constants c; C0 such
that W ðuÞX C0 þ c
2
u2 for all uAR; we have
IðuÞX
e2
2
jjrujj2L2 þ
c
2
jjujj2L2  C
0; ð2:6Þ
uniformly in uAH1ðOÞ: Hence I is coercive on H1ðOÞ: Moreover, I is weakly lower
semi-continuous on H1ðOÞ: Indeed, If um,u weakly in H1ðOÞ; by Rellich’s theorem
um-u strongly in L
2ðOÞ and hence
ðKu; uÞ ¼ lim
m-N
ðKum; umÞ:
Since the function G : R
 Rn-R deﬁned by
Gðu; pÞ ¼
e2
2
jpj2 þ W ðuÞ
is convex in p; and bounded from below, the ﬁrst term of I is weakly lower semi-
continuous with respect to H1-norm (see for example [15, Theorem 1.6]). Thus we
see
IðuÞp lim inf
m-N
IðumÞ
as desired. By the standard variational method, I is bounded from below on H1ðOÞ
and there exists a global minimizer ueAH1ðOÞ of I solving (2.4). A priori, the global
minimizer ue may be constant. However, we have the following:
Proposition 2.1. The minimum of Ie goes to 0 as e-0 and hence ue is not constant.
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Proof. For a positive integer mAN; we consider the parameter such that D1 ¼ e2 :
¼ 1
m6
: Since minH1ðOÞ I is nondecreasing with respect to e; it sufﬁces to show that the
minimum of I converges to 0 as m-N: To see this, let y ¼ m0þ1
2
Að0; 1Þ: Let
umACN-LNðRnÞ be the function which depends only on x1 and satisﬁes
umðx1;y; xnÞ ¼ umðx1;y; xnÞ; umðx1 þ 2m;y; xnÞ ¼ umðx1;y; xnÞ for all xAR
n; and
umðxÞ ¼
1; 0px1pam;
wðm3ðx1  amÞÞ; ampx1pbm;
1; bmpx1p1m;
8><
>:
where wACNðR; ½1; 1Þ is a function with
wðsÞ ¼
1; sp0;
1; sX1;
(
am ¼ ð1 yÞð1m 
1
m3
Þ; bm ¼ ð1 yÞ1m þ y
1
m3
: Since the wavelength of um is 2m and O is
bounded, we estimate H1-seminorm of um as follows:
Z
O
jrumj
2 dxpCmðm3Þ2
Z N
N
w0ðm3sÞ2 ds
¼Cm4
Z N
N
w0ðtÞ2 dt:
Now let us consider the second and the third term of IðumÞ: The sequence ðumÞ is
bounded in L2ðOÞ but does not have the convergent subsequence since um oscillates
rapidly in x1 as m-N: We can easily see that
um,m0; W ðumÞ,0;
weakly in L2ðOÞ: Since K is compact on L2ðOÞ; Kum-m0g strongly in L
2ðOÞ: Hence for
large m (by D1 ¼ 1m6),
IðumÞ ¼
Z
O
e2
2
jrumj2 þ W ðumÞ
 
dx þ
1
2
ðKðum  m0Þ; um  m0Þ
- 0
as m-N: We have proved Proposition 2.1. &
Our next goal is the behavior of our solutions as e tends to zero. In order to get
some information of our solutions, we ﬁrst obtain the associated Young measure of
a sequence ðueÞ as e-0:
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Theorem 2.1. As e-0; any sequence of global minimizers ðueÞ generates Young
measure m ¼ ðmxÞxAO with
mx ¼
1 m0
2
d1 þ
1þ m0
2
d1 a:e: x:
Proof. From IeðueÞ-0; we have
lim
e-0
Z
O
W ðueÞ dx ¼ 0 and lim
e-0
ðKðue  m0Þ; ue  m0Þ ¼ 0:
In particular ue is bounded in L
2ðOÞ and generates some Young measure m (if
necessary, passing to the subsequence). Hence we haveZ
O
Z N
N
W ðlÞ dmxðlÞ dx ¼ 0 ð2:7Þ
and
ðKðu  m0Þ; u  m0Þ ¼ 0; ð2:8Þ
where
u :¼
Z N
N
l dmxðlÞ
is the ﬁrst moment of m (see for instance [14]). Since WX0; (2.7) implies thatZ N
N
W ðlÞ dmxðlÞ ¼ 0 a:e: x: ð2:9Þ
Letting UZ ¼ flAR; ðl
2  1Þ2 > Zg for Z > 0; there holds infUZ W > 0: By (2.9),
mxðUZÞ ¼ 0 for any Z > 0: Hence there exists a measurable function y such that
0pyp1 and
mx ¼ ð1 yðxÞÞd1 þ yðxÞd1:
On the other hand, (2.8) implies that uðxÞ  m0: Hence
m0 ¼
Z N
N
l dmxðlÞ ¼ 2yðxÞ  1:
Therefore yðxÞ ¼ m0þ1
2
: The proof is complete. &
We see that for any sequence ek-0; ðuek Þ is not convergent in L
1ðOÞ: Indeed,
assume by contradiction that some sequence ðuek Þ is convergent in L
1ðOÞ; then it
generates the Young measure mx ¼ dm0 for almost all xAO; which gives a
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contradiction. In particular, any sequence ðuek Þ is unbounded in BV ðOÞ; since the
bounded sets in BV ðOÞ is relatively compact in L1ðOÞ:
By the co-area formula (see for instance [4])
Z
O
jruej dx ¼
Z N
N
POð@OeðtÞÞ dt;
where OeðtÞ :¼ fxAO; ueðxÞ > tg and POð@OeðtÞÞ is the perimeter of OeðtÞ with respect
to O: This suggests that the ðn  1Þ-dimensional Hausdroff measure of the interface
of the global minimizer ue is very large. Roughly speaking, the interfacial energy of
the global minimizer tends to inﬁnity as e goes to 0: An easy consequence of Theorem
2.1 is the following:
(1) The total variation of ue tends toN as e-0:
(2) There exists a subset TCR with jT j > 0 such that POð@OeðtÞÞ-N for all tAT :
Finally, we remark that ue are internally layered solutions and the interface of ue
does not converge to any smooth ðn  1Þ-dimensional surface.
2.2. Periodic domains
In this subsection, we prove the existence of periodic stationary solutions of (1.1)
when
O ¼
[
sAR
fsg 
 Os
is a periodically undulating cylindrical domain. First, we deﬁne the function space
with periodic structures. Denote by ei; i ¼ 1; 2;y; n be a ith unit vector and
O0 ¼ f0ox1oTg-O;
where T > 0 is a number such that
OsþT ¼ Os; for all sAR:
We consider the energy functional Ie deﬁned below on the space
H1perðOÞ ¼ fuAH
1
locðOÞ; uðx þ Te1Þ ¼ uðxÞ; a:e: xAOg:
The functional Ie is deﬁned by
IeðuÞ ¼
e2
2
Z
O0
jruj2 dx þ
Z
O0
W ðuÞ dx þ
1
2
Z
O0
ðu  m0Þc dx; ð2:10Þ
Y. Oshita / J. Differential Equations 188 (2003) 110–134118
where W is the double-well potential and m0 is the constant as deﬁned in Section 2,
and c is the solution of
ðDþ gÞc ¼ u  m0 in O0;
cAH1perðOÞ;
homogeneous Neumann boundary condition on @O:
8><
>: ð2:11Þ
Let de be the inﬁmum of Ie:
de :¼ inf
H1perðOÞ
Ie:
By applying the direct method of the calculus of variations, de is attained at a point
ueAH1perðOÞ: As in Section 2, the global minimizer is not constant in case D1 ¼ e
2 is
sufﬁciently small. Moreover, letting ce be the solution of (2.11) corresponding to ue;
we obtain the stationary solution of (1.1) after the change of variables. Hence we
have
Proposition 2.2. For sufficiently small e; problem (1.1) has a nonconstant periodic
stationary solutions ðue; veÞ with ueAH1perðOÞ:
In particular, when O ¼ R; we can choose T arbitrarily. Using algebraically
independent numbers T > 0; we obtain inﬁnitely many solutions which do not
become identically equal by translation.
Next we consider the lattice periodicity in higher dimensions. First, we deﬁne the
function space with periodic structures. For each LAGLðn;RÞ; let
OL ¼
Xn
i¼1
ziLei;
1
2
pzip1
2
; for i ¼ 1; 2;y; n
( )
be a unit lattice corresponding to LAGLðn;RÞ: Deﬁne the function space
H1LðR
nÞ ¼ fuAH1locðR
nÞ; uðx þ LeiÞ ¼ uðxÞ; a:e:; 1pipng
and the functional Ee
EeðuÞ ¼
e2
2
Z
OL
jruj2 dx þ
Z
OL
W ðuÞ dx þ
1
2
Z
OL
ðu  m0Þc dx; ð2:12Þ
where W and m0 is the same as in the deﬁnition of Ie and c is the solution of
ðDþ gÞc ¼ u  m0 in OL;
periodic boundary condition on @OL:
(
ð2:13Þ
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Let ue minimize Ee on H
1
LðR
nÞ: Moreover, letting ve be the solution of (2.13)
corresponding to ue; we obtain the spatially periodic stationary solution of
ut ¼ e2Du  W 0ðuÞ  v in Rn;
tvt ¼ Dv þ u  m0  gv in Rn:
(
Remark 2.1. The solutions for nX2 may be a trivial extension of the solution in one-
dimensional space. However, the results of Section 6 in Part II imply that various
periodic solutions can appear in higher dimension when parameters change.
3. Stability of local minimizers
Throughout this section, O is a bounded domain in Rn or OL in Section 2.2.
Consider the linearized equation about the stationary solution ðu0; v0Þ:
D1Dfþ f 0ðu0Þf kc ¼ lf;
D2Dcþ f gc ¼ tlc:
(
ðPÞ
In this section, we denote by u; v the solution of the original equation (1.1) or (1.2),
by %I the associated functional
%IðuÞ :¼
D1
2
Z
O
jruj2 dx 
Z
O
F ðuÞ dx þ
k
2
ðKu; uÞ;
where F ðuÞ :¼
R u
0 f ðvÞ dv is a primitive of f and K ¼ ðD2Dþ gÞ
1 with Neumann or
periodic boundary condition. Note that by the linear transformation of u; the set of
minimizers of I maps one to one and onto those of %I (with the trivial change of
parameters). The goal of this section is to show the following stability result:
Proposition 3.1. Assume that u is a local minimizer of %I and tkog2: Then the spectrum
of (P) lies in the stable region and ðu0; Ku0Þ is a stable stationary solution to system
(1.1).
Proposition 3.1 follows from Lemmas 3.1–3.6. In order to consider the spectrum
of the linear operator, we denote by the notation /; S the complex inner product on
the complex extended Hilbert space L2; that is,
/u; vS ¼
Z
O
uðxÞvðxÞ dx:
Let T denote the linear operator on ðL2ðOÞÞ2 deﬁned by
TðFÞ ¼ ðD1Dfþ f 0ðu0Þf kc;
1
t
ðD2Dcþ f gcÞÞ
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for F ¼ ðf;cÞ: Denote by Sp;Sc;Sr the point spectrum, the continuous spectrum,
and the residual spectrum of T ; respectively. Let S :¼ Sp,Sc,Sr be the spectrum of
(P). Let
N ¼ zAC; Re ðzÞ > max 
g
t
; f 0ð0Þ
n on o
:
Suppose lAN is an eigenvalue of (P) with eigenfunction ðf;cÞ: Since c ¼ ðD2Dþ
ðgþ tlÞÞ1f; we have Llf ¼ lf; where
Ll ¼ D1Dþ f 0ðu0Þ  kðD2Dþ ðgþ tlÞÞ
1:
Let EðxÞ be spectral resolution associated to D with Neumann boundary
condition. Then there holds
/ðD2Dþ gþ tlÞ1f;fS ¼
Z N
0
1
D2xþ gþ tl
dðEðxÞf;fÞ: ð3:1Þ
Lemma 3.1.
(1) If lAS-N; then there holds either
(a) l is an eigenvalue of Ll or
(b) %l is an eigenvalue of L%l:
(2) Assume tkog2: Then S-fzAC; Re ðzÞ > maxfg
ﬃﬃﬃ
tk
p
t ; f
0ð0Þgg consists of real
numbers.
Proof. (1) First, if lASp,Sc; then we have sequences fk;ck; fk; gkAL2ðOÞ such that
D1Dfk þ f
0ðu0Þfk  kck ¼ lfk þ fk;
D2Dck þ fk  gck ¼ tlck þ gk;
jjfk jjL2 þ jjckjjL2 ¼ 1;
jjfkjjL2 ; jjgkjjL2-0; k-N:
Since ck ¼ ðDþ gþ tlÞ
1ðfk  gkÞ; it follows that jjfk jjL2 is bounded away from 0,
that is,
lim inf
k-N
jjfk jjL2 > 0:
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Indeed,
1p jjfkjjL2 þ Cjjfk  gk jjL2
pCjjfk jjL2 þ oð1Þ;
where oð1Þ-0 as k-0: On the other hand, we have
Llfk  lfk ¼ fk  kðD2Dþ gþ tlÞ
1gk-0; ð3:2Þ
as k-N: Since
D1Dfk þ f
0ð0Þfk
is bounded in L2ðOÞ; we may assume that fk,fAH
1ðOÞ; weakly in H1ðOÞ; fk-f
strongly in L2locðOÞ; and
g0ðu0Þfk-z0 :¼ g
0ðu0Þf;
where gðuÞ :¼ f ðuÞ  f 0ð0Þu: From (3.2), it follows that Blfk  lfk- z0; where
Bl :¼ D1Dþ f 0ð0Þ  kðD2Dþ gþ tlÞ
1:
Since lesðBlÞ by Re l > f 0ð0Þ; we see that fk- ðBl  lÞ
1z0: Therefore
Blf lf ¼ z0 ¼ g0ðu0Þf:
Hence l is an eigenvalue of Ll with an eigenfunction f:
Next if lASr; then we have
ðD1Dfþ f 0ðu0Þf kc lf; *fÞ þ ðD2Dcþ f gc tlc; *cÞ ¼ 0;
jj *fjjL2 þ jj *cjjL2 ¼ 1;
ðf; D1D *fþ f 0ðu0Þ *f %l *fþ *cÞ þ ðc; D2D *c k *f g *c t%l *cÞ ¼ 0:
This implies that *f; *cAH2ðOÞ and *f; *c solves the system of linear equations:
D1D *fþ f 0ðu0Þ *f %l *fþ *c ¼ 0;
D2D *c k *f g *c t%l *c ¼ 0:
Using the inverse operator, we summarize the equation into L%l
*f ¼ %l *f: Since
jj *fjjL2a0; this means that %l is an eigenvalue of L%l with an eigenfunction *f:
(2) It sufﬁces to show that if lAC is an eigenvalue of Ll with Re l >
maxf
g
ﬃﬃﬃ
tk
p
t ; f
0ð0Þg; then l is real. Let l ¼ x þ iy be an eigenvalue of Ll such
that x > maxf
g
ﬃﬃﬃ
tk
p
t ; f
0ð0Þg; yAR; and let f be an eigenfunction corresponding to l
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satisfying jjfjjL2 ¼ 1: Then there holds
jyj ¼ jIm/Llf;fSj
¼k Im
Z N
0
1
D2xþ gþ tl
dðEðxÞf;fÞ


¼k
Z N
0
tjyj
ðD2xþ gþ txÞ
2 þ ðtyÞ2
dðEðxÞf;fÞ
pk
Z N
0
tjyj
ðgþ txÞ2
dðEðxÞf;fÞ
p tk
ðgþ txÞ2
jyj:
As ðgþ txÞ2 > tk; we have y ¼ 0: The proof is complete. &
Now we consider Ll for lAJ :¼ ð
g
t;NÞ: In this case, we see that Ll is a self-
adjoint operator. Moreover, for any lAJ; there holds
/Llf;fSp sup
xAO
f 0ðu0ðxÞÞ :¼ d
for all fAH1ðOÞ with jjfjjL2 ¼ 1: It follows that the spectrum of Ll lies in
fzAR; zpdg
with a uniform constant d: By applying the perturbation theory of linear operators,
we can easily deduce that sðLlÞ-N consists of eigenvalues with ﬁnite multiplicities.
(see [5, Theorem 5.35]). Denote by hðlÞ the maximum value of sðLlÞ; which is
characterized as
hðlÞ ¼ max
jjfjj
L2
¼1
/Llf;fSpd: ð3:3Þ
Lemma 3.2. (1) If lAJ is an eigenvalue of Ll; then lphðlÞ and l is an eigenvalue of
(P).
(2) If lAJ; l ¼ hðlÞ; then l is an eigenvalue of (P).
Proof. The ﬁrst statement of (1) is an easy consequence of the deﬁnition of hðlÞ: The
second statement of (1) is trivial. Condition (2) follows from the variational
characterization of eigenvalues. We omit the details. &
Lemma 3.3. (1) hð0Þp0:
(2) The function h : J-R is nondecreasing and locally Lipschitz continuous.
Furthermore, the local Lipschitz constant of h at lAJ is less than or equal to kt
ðgþtlÞ2
:
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Proof. (1) Since u0 is a local minimizer of %I;
/L0f;fS ¼  D1
Z
O
jrfj2 dx þ
Z
O
f 0ðu0Þf
2 dx
 k/ðD2Dþ gÞ1f;fS
¼  %I 00ðu0Þðf;fÞp0
for any fAH1ðOÞ: Hence we have hð0Þp0:
(2) For l1ol2; there holds
/Ll1f;fS ¼  D1
Z
O
jrfj2 dx þ
Z
O
f 0ðu0Þf
2
 k
Z N
0
1
D2xþ gþ tl1
dðEðxÞf;fÞ
p  D1
Z
O
jrfj2 dx þ
Z
O
f 0ðu0Þf
2
 k
Z N
0
1
D2xþ gþ tl2
dðEðxÞf;fÞ
p hðl2Þ
for any f with jjfjjL2 ¼ 1: Hence we have hðl1Þphðl2Þ: Now if f2 is an eigenfunction
with jjf2jjL2 ¼ 1 corresponding to hðl2Þ; we have
hðl2Þ ¼  D1
Z
O
jrf2j
2 dx þ
Z
O
f 0ðu0Þf
2
2
 k
Z N
0
1
D2xþ gþ tl2
dðEðxÞf2;f2Þ;
hðl1ÞX  D1
Z
O
jrf2j
2 dx þ
Z
O
f 0ðu0Þf
2
2
 k
Z N
0
1
D2xþ gþ tl1
dðEðxÞf2;f2Þ:
Hence for some lAðl1; l2Þ;
hðl2Þ  hðl1Þp k
Z N
0
1
D2xþ gþ tl1

1
D2xþ gþ tl2
 
dðEðxÞf2;f2Þ
¼ k
Z N
0
tðl2  l1Þ
ðD2xþ gþ tlÞ
2
dðEðxÞf2;f2Þ
p kt
ðgþ tlÞ2
ðl2  l1Þ:
Therefore, h is locally Lipschitz continuous. &
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Lemma 3.4. Assume tkog2: Then there holds hðlÞol for all l > 0:
Proof. From Lemma 3.3, we have for l > 0;
hðlÞphð0Þ þ kt
g2
lpkt
g2
lol;
as desired. &
Lemma 3.5. There holds SCf0g,fz;Re zpag for some ao0: If, in addition, hð0Þo0;
then SCfz;Re zpag:
Proof. Let b ¼ maxf
g
ﬃﬃﬃ
tk
p
t ; f
0ð0Þgo0: If lAS-fRe z > bg; then from Lemma 3.1,
l is real and hence an eigenvalue of Ll: By Lemmas 3.2(1) and 3.4, we have lp0:
Moreover, from Lemma 3.2(1), l is an eigenvalue of (P) with ﬁnite multiplicity. Since
T  z is semi-Fredholm operator for ReðzÞ > b; The number lAðb; 0 is not in the
essential spectrum of T and hence is isolated in S: Therefore noting that fz;Re z >
bg\ðb; 0CrðTÞ; there exist ﬁnite numbers 0Xl1X?lm > b which are eigenvalues of
T with ﬁnite algebraic multiplicity and SCfz;Re zpbg,fl1;y; lmg: If, in addition,
hð0Þo0; then we have l1o0: The proof is complete. &
Lemma 3.6. Assume hð0Þ ¼ 0 and let Mc be the center manifold of the equilibrium
point ðu0; v0Þ: Let u ¼ uðtÞ; v ¼ vðtÞ be a flow on Mc: Then
d
dt
%IðuðtÞÞp0;
in a neighborhood of ðu0; v0Þ: That is, ðu; vÞ is a descending flow for the functional %I
restricted to a neighborhood of ðu0; v0Þ on Mc: Furthermore the equality holds if and
only if ðu; vÞ ¼ ðuðtÞ; vðtÞÞ is an equilibrium solution.
Proof. For simplicity, let D1 ¼ D2 ¼ 1 and assume that the dimension of the center
manifold Mc is one and Mc is represented as
Mc ¼fðuˆðsÞ; #vðsÞÞ; uˆðsÞ ¼ u0 þ sfþ UðsÞ;
#vðsÞ ¼ v0 þ scþ V ðsÞ; jsjpdg; d > 0;
where ðf;cÞ is an 0-eigenfunction ofL0 with jjfjjL2ðOÞ ¼ 1 and ðU ; V Þ belongs to the
orthogonal complement of spanfðf;cÞg in ðL2ðOÞÞ2: Then jUðsÞj ¼ oðsÞ; jV ðsÞj ¼
oðsÞ; jU 0ðsÞj ¼ oð1Þ; jV 0ðsÞj ¼ oð1Þ as jsj-0; where joðsÞjjsj -0 and oð1Þ-0 as s-0:
Moreover, we have
Dfþ f 0ðu0Þf kc ¼ 0;
Dcþ f gc ¼ 0:
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Note that c ¼ Kf: Letting uðtÞ ¼ uˆðsðtÞÞ; vðtÞ ¼ #vðsðtÞÞ be a ﬂow on Mc; we have
ðfþ U 0ðsÞÞ
ds
dt
¼ ut ¼ Du þ f ðuÞ  kv;
ðcþ V 0ðsÞÞ
ds
dt
¼ vt ¼
1
t
ðDv þ u  gvÞ:
In particular, there holds tvt ¼ ðDþ gÞðKU  V Þ: We estimate
d
dt
%IðuðtÞÞ ¼
Z
O
ðDu  f ðuÞ þ KuÞut dx
¼  fðut; utÞ þ kðut; V  KUÞg
¼  fðut; utÞ  ktðKut; vtÞg
¼  ðjjfjj2L2ðOÞ  ktjjKfjj
2
L2ðOÞ þ oð1ÞÞ
ds
dt
 2
p  ð1 tk
g2
Þ þ oð1Þ
 
ds
dt
 2
p0
for jsj is sufﬁciently small. The proof is complete. &
Remark 3.1. If u0 is an isolated point in the set of critical points of %I; then ðu0; v0Þ is
asymptotically stable.
Finally, we remark the instability result:
Theorem 3.1. Let the functions u; v be the stationary solution of problem (1.1) or (1.2)
and h be defined as in Section 4. If hð0Þ > 0; then u; v is unstable to the time-dependent
system.
Proof. Since h : J-R is continuous and bounded above, there exists a number l > 0
such that hðlÞ ¼ l: By Lemma 3.2(2), l > 0 is an eigenvalue of (P). Thus the
stationary solution u; v is linearly unstable. &
4. 1
3
-Power law and limiting problem
In this section, we study the limiting problem, namely the problem obtained
by passing to a sharp interface model. Before doing this, we mention 1
3
-power
law.
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Proposition 4.1. For eAð0; 1Þ; let ue be a global minimizer of Ie: Then we have the
following:
(1) There exists a positive constant b1 > 0 such that for sufficiently small e > 0;Z
O
jrðH3ueÞj dxXb1e
1
3;
where
HðsÞ ¼
Z s
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
W ðtÞ
p
dt:
(2) There exists a positive constant b2 > 0 such that for sufficiently small e > 0;
ðKðue  m0Þ; ue  m0ÞXb2e
2
3:
This means that the area of the interface of ue is of order e
1
3: The 1
3
-power law is
well known in the ﬁeld of material science or statistical physics. Although there is not
the constraint on the average in our problem and the non-local operator is different
from the one in [2,8,10,11], this power law can be obtained by using the method in
[2,8]. However, we do not repeat the argument here. Instead we present the
interpolation inequality including BV and H1 norm, which is a main tool along
with the Modica–Mortola trick of the interfacial energy.
Lemma 4.1. There exist positive constants d1 and C1 such that there holdsZ
O
ju  m0j
2 dx
pC1 d
Z
O
ðjrðH 3 uÞj þ juj2Þ dx þ d2ðKðu  m0Þ; u  m0Þ
 
;
for all 0odpd1 and uAH1ðOÞ:
Hereafter, we consider the sharp-interface problem. The energy functional Ie
consists of three competing terms. The double-well energy W ðuÞ prefers the
segregated states fuE1g and fuE 1g to intermediate states. The term e2jruj2 is the
interfacial energy which penalizes interfaces between such two states and thus prefers
large domains of a single state. In the case that the phase separation is very strong,
we get the sharp interface model by using the Modica–Mortola trick. Then the
singular limit of the energy consists of two competing terms: one is interfacial energy
and the other one is nonlocal long-range energy. The latter becomes small when the
volume fraction of two states approaches ðm0 þ 1Þ=2 and the oscillation is rapid. We
are interested in the characterization of the periodic structure of minimizers of the
energy.
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Deﬁne the admissible function space as follows: Fix LAGLðn;RÞ and let
ML ¼fu : Rn-fþ1;1g; uðx þ LeiÞ ¼ uðxÞ;
a:e: 1pipn; ujOLABV ðOLÞg:
Remark 4.1. This lattice periodicity includes the hexagonal structure in two space
dimension.
Deﬁne the limiting energy functional Ina on ML as follows: Let Gðu; LÞ be the
average total variation (proportional to the interface energy) per unit volume:
Gðu; LÞ :¼ lim
R-N
1
jORLj
Z
ORL
jDuj;
and Jðu; LÞ be the long-range energy density:
Jðu; LÞ :¼
1
jOLj
Z
OL
ðu  m0Þc dx;
where c is the solution of (2.13). Let Ina ðuÞ be the sum of
a
2
Gðu; LÞ and 1
2
Jðu; LÞ:
In ¼ Ina ¼
a
2
Gþ
1
2
J;
where a is a small positive parameter.
Remark 4.2. This limiting problem has two interpretations as follows:
(i) One is that when jOj ¼ 1 and a ¼ a0e where a0 ¼
ﬃﬃﬃ
2
p R 1
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
W ðuÞ
p
du is the
interfacial energy per unit area, Ina approximates (2.5).
(ii) The other is that using the rescaling function uxðyÞ :¼ uˆðx þ e
1
3yÞ; for uˆAH1ðOÞ
and some xAO; the quantity e
2
3IeðuˆÞ=jOj in (2.5) or (2.12) is approximated by Ina0 ðuxÞ:
Fix LAGLðn;RÞ: Then it is easy to show that the inﬁmum of Ina onML is positive and
attained at a point u1AML: Indeed note that the embedding BV+L1 is compact and
the function u/
R
O jDuj is lower semi-continuous with respect to L
1-convergence.
Note that for jdet Lj is very small, the functional Jðu; LÞ is approximated by
Jðu; LÞE
1
gjOLj2
Z
OL
ðu  m0Þ dx
 2
þ
1
jOLj
Z
OL
uc0 dx;
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where c0 is deﬁned by
Dc0 ¼ u 
1
jOL j
R
OL
u dx in OL;R
OL
c0 ¼ 0;
periodic b:c: on @OL:
8>><
>: ð4:1Þ
Here for convenience, we deﬁne for uAML;
I˜ * ðuÞ ¼ I˜ *a ðuÞ :¼
a
2
Gðu; LÞ þ
1
2gjOLj2
Z
OL
ðu  m0Þ dx
 2
þ
1
2
J0ðu; LÞ;
where
J0ðu; LÞ :¼
1
jOLj
Z
OL
uc0 dx
and c0 is the solution of (4.1).
Now we proceed to the comparison of minimal energy of one-dimensional pattern
and two-dimensional one. We will show that if the imposed volume fraction is close
to one of its extremes, the minimal energy is not attained at the conﬁguration of one
dimension.
Deﬁnition 4.1. For each n; a; m0; let dnn ¼ d
n
n ða; m0Þ ¼ minML I
n
a :
We can regard n1 dimensional pattern as a subset of n2 dimensional pattern by the
natural inclusion for n1on2: Our aim is to show the following:
Theorem 4.1. Let n ¼ 2 and L is the unit matrix. Then for m0 sufficiently close to 1;
there holds the strict inequality
lim inf
a-0
a
2
3dn1 ða; m0Þ > lim infa-0
a
2
3dn2 ða; m0Þ:
That is, two-dimensional global minimizers do not have a planar structure.
This theorem follows from Propositions 4.2 and 4.3. The proofs of Propositions
4.2 and 4.3 suggests that for m0E 1; there exists a two-dimensional conﬁguration
of ‘‘droplets’’ whose energy is less than any one-dimensional pattern.
Proposition 4.2. Let L ¼ diag ½l; 1; lAð0; 1Þ be a diagonal matrix and uAML: Assume
that u depends only on x1 (that is, u has one-dimensional structure). Then
Ina ðuÞX
2
g
ðf yÞ2 þ
1
4
ð3aÞ
2
3
cg
2
 1
3ðminff; 1 fgÞ
2
3;
where y :¼ m0þ1
2
; f :¼ 1
2l
R
ML
ðu þ 1Þ and cg ¼
ð2pÞ2
ð2pÞ2þg
:
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Proof. In order to prove Proposition 4.2, it is sufﬁcient to consider the case n ¼ 1:
Let u : R-f71g be one-dimensional periodic function with uðx þ lÞ ¼ uðxÞ; 0olp1
a.e. xAR: Put 1
l
R l
0
u dx :¼ 2f 1: Without loss of generality, we may assume that
fA½0; 1
2
: Since the second eigenvalue of  d
2
dx2
acting on H1Lð0; lÞ is ð
2p
l
Þ2Xð2pÞ2; we
have
Jðu; lÞX
4ðf yÞ2
g
þ
ð2pÞ2
ð2pÞ2 þ g
J0ðu; lÞ:
Thus we estimate
Ina ðuÞX
2
g
ðf yÞ2 þ
a
2
Gðu; lÞ þ
cg
2
J0ðu; lÞ
¼
2
g
ðf yÞ2 þ
a
2l
Gðul ; 1Þ þ
cgl
2
2
J0ðul ; 1Þ
X
2
g
ðf yÞ2 þ
3
2
a
2
3ðcgÞ
1
3
Gðul ; 1Þ
2
 2
3
J0ðul ; 1Þ
1
3;
where ulðxÞ :¼ uðlxÞ: Let 0ox1ox2o?oxNo1 be the discontinuity points of ul in
the interval ð0; 1Þ: Then Gðul ; 1ÞXN: Letting c be the solution of
c00 ¼ ul  ð2f 1Þ;
cð0Þ ¼ cð1Þ;c0ð0Þ ¼ c0ð1Þ;R 1
0 cðxÞ dx ¼ 0;
8><
>:
we have
J0ðul ; 1Þ ¼
Z 1
0
cðul  ð2f 1ÞÞ dx ¼
Z 1
0
ðc0ðxÞÞ2 dx:
To establish the lower bound for J0ðul ; 1Þ; we show the following:
Lemma 4.2. Let u : ½0; 1-R be a piecewise linear function such that u0ðxÞ is constant
on each interval ðxi; xiþ1Þ and takes either f1 or f2; where 0 ¼
x0ox1o?oxNoxNþ1 ¼ 1 and f1;f2AR: ThenZ 1
0
u2 dxX
1
12
minff21;f
2
2gðN þ 1Þ
2:
Proof. Assume that u0ðxÞ ¼ f1 for xioxoxiþ1: ThenZ xiþ1
xi
u2 dx ¼
ðuðxiÞ þ uðxiþ1ÞÞ
2
4
ðxiþ1  xiÞ þ
f21
12
ðxiþ1  xiÞ
3:
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Summing over i; we get
Z 1
0
u2 dxX
1
12
minff21;f
2
2g
XN
i¼0
ðxiþ1  xiÞ
3
X
1
12ðN þ 1Þ2
minff21;f
2
2g:
Here in the second inequality we used the Jensen’s inequality. &
Applying Lemma 4.2 to c0; we have
J0ðul ; 1ÞX
f2
3
ðN þ 1Þ2;
hence
Ina ðuÞX
2
g
ðf yÞ2 þ
1
2
N
N þ 1
 2
3
a
2
3ðcgÞ
1
3
3f
2
 2
3
;
which proves Proposition 4.2. &
Next we consider the two-dimensional pattern.
Proposition 4.3. Let L be the two-dimensional unit matrix. For any dAð0; 2Þ; there
exists a positive constant C0 such that
lim inf
a-0
a
2
3dn2 a;1þ
2
k2
 
p C0
k2d
;
for k ¼ 2; 3;y .
Proof. Let m0 ¼ 1þ 2k2 ðk ¼ 2; 3;yÞ and u : R
2-f71g be the function such that
uðx1; x2Þ :¼
1 ðx1; x2ÞA N þ
1
ﬃﬃ
f
p
2
; N þ
1þ
ﬃﬃ
f
p
2
 2
for some integer N ;
1 otherwise;
8>>><
>>:
where f ¼ 1
k2
: It is easily seen that uAML and Gðu; LÞ ¼ 4
ﬃﬃﬃ
f
p
: There holds
Z
Q
u dx ¼ m0; Q ¼ ð0; 1Þ
2:
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We give an upper bound for J0ðu; LÞ: We write u as
u ¼ m0 þ
X
i;jX0
ði;jÞað0;0Þ
ai;jci;j ;
where
ci;j :¼ 2 cos 2ipx1 cos 2jpx2;
and
ai;j :¼
4
ijp2 sin
ip
k
sin jp
k
; i; jX1;
4
ipk sin
ip
k
; iX1; j ¼ 0;
4
jpk sin
jp
k
; i ¼ 0; jX1
8><
>:
are Fourier coefﬁcients. Noting that if i  l ðmod kÞ; then
sin2
ip
k
¼ sin2
lp
k
pðlpÞ
2
k2
;
we estimate with li;j ¼ 4p2ði2 þ j2Þ;
X
i;jX1
ðai;jÞ
2
li;j
¼
4
p6
X
i;jX1
sin2 ip
k
sin2 jp
k
i2j2ði2 þ j2Þ
p 4
p2k4
Xk
l;m¼1
X
i;jX0
l2m2
ðki þ lÞ2ðkj þ mÞ2½ðki þ lÞ2 þ ðkj þ mÞ2
¼
4
p2k4
Xk
l;m¼1
X
i;jX1
l2m2
ðki þ lÞ2ðkj þ mÞ2½ðki þ lÞ2 þ ðkj þ mÞ2
"
þ
1
l2 þ m2
þ
XN
j¼1
m2
ðkj þ mÞ2 ½l2 þ ðkj þ mÞ2
þ
XN
i¼1
l2
ðki þ lÞ2½ðki þ lÞ2 þ m2
#
pC ðlog kÞ
2
k4
;
where C is a positive constant independent of k: Estimating other terms similarly, we
get
J0ðu; LÞ ¼
X
i;jX0
ði;jÞað0;0Þ
ðai;jÞ
2
li;j
pC ðlog kÞ
2
k4
pCd
1
k4d
;
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where Cd is a positive constant depending only on dAð0; 2Þ: Now note that for
uN ðxÞ :¼ uðNxÞ with
NB
2J0ðu; LÞ
aGðu; LÞ
 1
3
; a51;
there holds
a
2
GðuN ; LÞ þ
1
2
J0ðuN ; LÞ ¼
aN
2
Gðu; LÞ þ
1
2N2
J0ðu; LÞ
B
3
2
aGðu; LÞ
2
 2
3
½J0ðu; LÞ
1
3:
Hence, putting NBk1þ
d
3a
1
3; and letting a-0; we get the desired conclusion. The
proof is complete. &
Observation. Our ansatz of the global minimizer of (2.12) is as follows: global
minimizers have the mesoscopic scale ﬁne structure such that the average wavelength
is of order e
1
3 and the minimal energy is of order e
2
3: More precisely,
de ¼ e
2
3ða
2
3
0d þ oð1ÞÞjOj as e-0;
where a0 ¼
ﬃﬃﬃ
2
p R 1
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
W ðuÞ
p
du is the interfacial energy per unit area.
Remark 4.3. The above estimate may also hold in the case of Neumann Boundary
Problem (2.5).
Acknowledgments
The author expresses his gratitude to Professor Hiroshi Matano for his valuable
advice. It is a pleasure to thank Professors G. Weiss and X. Chen for their helpful
comments.
References
[1] G. Alberti, S. Mu¨ller, A new approach to variational problems with multiple scales, Comm. Pure
Appl. Math. 54 (2001) 761–825.
[2] R. Choksi, R.V. Kohn, F. Otto, Domain branching in uniaxial ferromagnets: a scaling law for the
minimum energy, Comm. Math. Phys. 201 (1999) 61–79.
[3] G.B. Ermentrout, S.P. Hastings, W.C. Troy, Large amplitude stationary waves in an excitable lateral-
inhibitory medium, SIAM J. Appl. Math. 44 (1984) 1133–1149.
Y. Oshita / J. Differential Equations 188 (2003) 110–134 133
[4] E. Giusti, Minimal Surfaces and Functions of Bounded Variations Monographs in Mathematics, Vol.
80, Birkha¨user, Basel, 1984.
[5] T. Kato, Perturbation Theory of Linear Operators, Springer, Berlin, 1966.
[6] G.A. Klaasen, W.C. Troy, Stationary wave solutions of a system of reaction–diffusion equations
derived from the FitzHugh–Nagumo equations, SIAM J. Appl. Math. 44 (1984) 96–110.
[7] M. Mimura, K. Kawasaki, Spatial segregation in competitive interaction-diffusion equations, J.
Math. Biol. 9 (1984) 49–64.
[8] S. Mu¨ller, G. Weiss, Private communication, 1996.
[9] Y. Nishiura, Dynamics Reported (New Series), Vol. 3, Springer, Berlin, 1994.
[10] Y. Nishiura, I. Ohnishi, Some mathematical aspects of the micro-phase separation in diblock
copolymers, Physica D 84 (1995) 31–39.
[11] Y. Nishiura, H. Suzuki, Noexistence of higher dimensional stable turing patterns in the singular limit,
SIAM J. Math. Anal. 29 (1998) 1087–1105.
[12] T. Ogiwara, H. Matano, Stability analysis in order-preserving systems in the presence of symmetry,
Proc. Roy. Soc. Edinburgh Sect. A 129 (1999) 395–438.
[13] T. Ohta, K. Kawasaki, Equilibrium morphology of block copolymer melts, Macromolecules 19
(1986) 2621–2632.
[14] P. Pedregal, Parametrized Measures and Variational Principles, Progress in Nonlinear Partial
Differential Equations, Birkha¨user, Basel, 1997.
[15] M. Struwe, Variational Methods; Applications to Nonlinear Partial Differential Equations and
Hamiltonian Systems, Springer, Berlin, 1996.
[16] I. Ohnishi, Y. Nishiura, M. Imai, Y. Matsushita, Analytical solutions describing the phase separation
driven by a free energy containing a long-range interaction term, Chaos 9 (1999) 329–341.
Y. Oshita / J. Differential Equations 188 (2003) 110–134134
