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Resumo 
 
Com a liberalização dos mercados de eletricidade, a previsão de preços tornou-se 
fundamental para o processo de desenvolvimento de tomada de decisão e estratégia por 
parte dos participantes do mercado. As características exclusivas do preço da 
eletricidade tais como a não-estacionariedade, não-linearidade e alta volatilidade tornam 
esta tarefa bastante difícil. Por esta razão, em vez de uma simples previsão pontual, os 
participantes do mercado estão mais interessados numa previsão probabilística que é 
essencial para estimar a incerteza envolvida no preço. 
Centrando-se sobre esta questão, nesta dissertação é analisado o impacto de fatores 
externos no preço de eletricidade e avaliado o desempenho de vários modelos de 
previsão probabilística de preços de eletricidade para o dia seguinte no Mercado Ibérico 
de Eletricidade (MIBEL). Os diferentes modelos são obtidos utilizando técnicas de 
regressão por quantis e visam determinar, para cada hora, os quantis de 5% a 95%, com 
incrementos de 5%. 
 
Palavras-Chave: Previsão Probabilística; Regressão por quantis; Preço eletricidade dia 
seguinte. 
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Abstract 
 
With the liberalization of the electricity markets, price forecasting has become critical to 
the decision-making process of market participants. The unique features of electricity 
price, such as non-stationary, non-linearity and high volatility make this a very difficult 
task. For this reason, rather than a simple point forecast, market participants are more 
interested in a probabilistic forecast which is essential to estimate the uncertainty 
involved in the price. 
By focusing on this issue, this thesis analyzes the impact of external factors on the price 
of electricity and assesses the performance of various probabilistic forecasting models 
of day-ahead electricity prices for the Iberian Electricity Market (MIBEL).The models 
are built using regression techniques and aim to obtain, for each hour, the quantiles of 
5% to 95% by steps of 5%. 
 
Keywords: Probabilistic Forecasting; Quantile regression; Day-ahead electricity prices. 
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1. Introdução 
 
 
Nas últimas décadas têm-se verificado uma mudança de paradigma no setor elétrico 
mundial com cada vez mais países a optarem pela sua liberalização, o que levou à 
criação de mercados de eletricidade em forma de bolsa.  
O mercado a curto prazo Português foi integrado no MIBEL a 1 de julho de 2007. 
Atualmente é composto por dois operadores de mercado que gerem os mercados a prazo 
diário e intradiário. No mercado diário, os diversos agentes registados no MIBEL fazem 
as suas propostas de compra e venda para cada hora do dia seguinte, sendo o preço de 
mercado o menor dos preços que garante a satisfação da procura pela oferta. 
A previsão de preços de eletricidade a curto-prazo (dia seguinte) assume uma elevada 
importância para a diminuição do risco tanto para os produtores, na tentativa de venda 
de energia a preços mais elevados e garantindo simultaneamente o despacho dos seus 
geradores, como para os comercializadores que tentam obter a energia a preços mais 
reduzidos que permitam obter maiores lucros na relação posterior com o consumidor. 
Uma vez que o preço apresenta por norma uma elevada volatilidade, mais do que uma 
previsão determinística para o preço, os diferentes agentes do mercado estão 
interessados na incerteza associada à mesma. Para tal faz-se necessária a utilização de 
métodos de previsão probabilísticos.    
 
 Definição do problema 1.1
 
Os mercados de eletricidade sob a forma de bolsa, baseados nas curvas da procura e 
oferta, caracterizam-se sobretudo pela extrema volatilidade dos preços da mesma, sendo 
possível, de uma hora para a seguinte, verificarem-se variações na ordem das dezenas 
de euros. O risco do mercado é por isso bastante elevado, pelo que, para os diversos 
agentes envolvidos, se torna essencial possuírem previsões dos preços de eletricidade 
que possibilitem a avaliação do risco das suas propostas de compra ou venda.  
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Para tal, a grande maioria recorre a uma previsão pontual: isto é, determinam o valor 
esperado do preço em cada instante do horizonte temporal. Porém, atualmente, este tipo 
de informação não se tem revelado suficiente para fazer uma correta análise do risco. É 
vantajoso para os agentes do mercado conhecerem uma estimativa da incerteza 
associada às previsões pontuais do preço, sabendo o grau de dispersão dos valores 
previstos e as suas probabilidades. Assim, tem vindo a revelar-se cada vez mais 
importante realizar previsões probabilísticas, que serão alvo de estudo nesta dissertação.  
As características únicas da eletricidade enquanto mercadoria, nomeadamente a 
impossibilidade de ser armazenável de forma eficiente e economicamente viável, e por 
conseguinte a produção ter que satisfazer de forma constante e instantânea as 
necessidades de consumo, são responsáveis por grande parte da incerteza associada ao 
preço. Porém, há muito que o consumo deixou de ser a única variável a ter em conta, 
sendo que a produção proveniente de energias renováveis tem vindo a assumir especial 
relevância, pois tem aumentado significativamente a capacidade de produção 
(destacando-se a energia eólica) e não tem custos de aquisição de combustível, 
propiciando, em períodos de elevada produção, baixar significativamente o preço da 
eletricidade.  
Dentro do contexto anteriormente exposto surge o complexo problema da previsão 
probabilística de preços de eletricidade para cada uma das 24 horas do dia seguinte, 
sabendo os valores das variáveis explanatórias, das quais se destacam previsões 
numéricas do tempo, consumo e produção eólica e variáveis temporais. 
 
 Motivação 1.2
 
As séries de preços exibem uma grande complexidade, apresentando características tais 
como múltiplas sazonalidades (diária, semanal, anual), média e variância não 
constantes, alta volatilidade e spikes
1
.[1] 
O problema da previsão de preços de eletricidade está por isso longe de ser trivial.  
                                                 
1
 Picos de preço resultantes de variações bruscas. 
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Ao longo dos últimos anos tem sido alvo de grande atenção sobretudo ao nível da 
previsão pontual a curto-prazo. No que concerne à previsão probabilística de preços de 
eletricidade tem sido dada muito pouca atenção, isto apesar de ao indicarem a incerteza 
associada à previsão trazerem vantagens tais como permitir definir estratégias de 
mercado com um menor grau de risco; uma gestão operacional mais eficiente por parte 
de alguns produtores de energia de fontes não renováveis que, dado o custo da matéria-
prima, apenas têm interesse em produzir quando os preços atingem um determinado 
valor ou, com a crescente implementação de contadores inteligentes, a exploração dos 
benefícios das tarifas indexadas. 
A grande motivação passa pela possibilidade de explorar métodos ainda pouco 
estudados neste âmbito, mas que podem contribuir significativamente para a resolução 
de um problema real de grande complexidade. Outra das motivações é verificar o valor 
acrescentado da utilização de previsões numéricas meteorológicas como variáveis 
explanatórias.  
 
 Objetivos 1.3
 
O objetivo principal da tese passa pelo desenvolvimento e construção de modelos 
probabilísticos de previsão de preços de eletricidade para cada uma das 24 horas do dia 
seguinte. A previsão diz respeito somente ao mercado diário para o lado português. 
Prevê-se a utilização de cinco diferentes técnicas - regressão linear de quantis, modelos 
aditivos de regressão de quantis por boosting, quantile regression forests, redes 
neuronais de regressão de quantis e regressão de quantis no Reproducing Kernel Hilbert 
Space  (RKHS) - que visam determinar, para cada hora, os quantis de 5% a 95%, com 
incrementos de 5%. Na construção dos modelos serão considerados, entre outros, dados 
históricos do preço, previsões numéricas meteorológicas, de consumo e produção 
eólica, bem como variáveis temporais. Para aferir do impacto de cada uma destas 
variáveis será efetuada previamente uma análise exploratória dos dados. 
Pretende-se ainda uma comparação entre os diferentes modelos e aferir a adequação dos 
mesmos ao contexto da previsão de preços de eletricidade. 
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 Estrutura da Dissertação 1.4
 
Esta dissertação é constituída por cinco capítulos, sendo que o capítulo inicial apresenta 
a descrição do problema, as motivações e os objetivos do trabalho.  
O capítulo 2 é dedicado ao estudo do funcionamento do MIBEL, com especial foco no 
mercado diário, e à revisão da literatura relevante sobre previsão de preços de 
eletricidade.  
No 3º capítulo são introduzidos os conceitos teóricos fundamentais, com a descrição das 
técnicas de regressão de quantis aplicadas, bem como das medidas de avaliação para 
previsões probabilísticas.  
No capítulo 4 apresenta-se o caso em estudo. Inicialmente é apresentada uma descrição 
dos dados e uma análise exploratória dos mesmos. De seguida são construídos modelos 
de previsão probabilística, terminando com uma avaliação comparativa dos mesmos. 
Por último, no capítulo 5 são apresentadas as conclusões finais do trabalho realizado e, 
ainda, pequenas notas acerca de trabalhos futuros. 
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2. Contexto e Estado da Arte 
 
 Mercado Ibérico de Eletricidade 2.1
 
O MIBEL arrancou, em toda a sua dimensão, a 1 de julho de 2007, fruto de um 
processo de cooperação entre os Governos de Portugal e Espanha que se iniciou em 
finais da década de noventa. [2]  
Com a criação do MIBEL, passou-se para um regime de mercado liberalizado ao nível 
ibérico e passou a ser possível a qualquer consumidor adquirir energia elétrica em 
regime de livre concorrência a qualquer produtor ou comercializador ibérico.  
A gestão do mercado é feita pelo OMIE, responsável pela gestão dos mercados diário e 
intradiário, e o OMIP, responsável pela gestão do mercado a prazo, no qual os produtos 
mais transacionados são os contratos de Futuros. 
Funciona 365 (ou 366) dias por ano, 24 horas por dia, e está aberto a todos os agentes 
compradores e vendedores que queiram operar nele, participando neste momento quase 
700 agentes com um total de mais de 11 milhões de transações por ano.[3]  
O mercado diário é gerido pelo OMIE e é o principal mercado de contratação de 
eletricidade na Península Ibérica. Diariamente recebe ofertas de compra e venda de 
energia elétrica para o dia seguinte até às 12h (hora espanhola). De seguida, estas 
ofertas são processadas em conjunto com as da APX, NordPool e EPEX, utilizando um 
algoritmo europeu denominado EUPHEMIA. A partir daí, o OMIE comunica 
publicamente os preços e a energia que será produzida e comprada em cada uma das 
horas do dia seguinte. 
O preço de mercado é encontrado através de um processo em que se ordenam de forma 
crescente em preço as ofertas de venda (curva de oferta) e de forma decrescente em 
preço as ofertas de compra (curva de procura) de eletricidade para uma mesma hora. O 
preço de mercado é o menor dos preços que garante a satisfação da procura pela oferta, 
e graficamente corresponde ao ponto de interseção das duas curvas. 
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Figura 2.1 - Obtenção do Preço de Mercado.   
O preço estabelecido segue o modelo de preço marginal único, o que implica que todos 
os compradores paguem o mesmo preço e todos os vendedores recebam esse mesmo 
valor.  
Se a capacidade de interligação transfronteiriça for suficiente para permitir o fluxo de 
eletricidade negociado pelos agentes, o preço da eletricidade nessa hora será o mesmo 
em Espanha e em Portugal. Caso contrário procede-se a uma separação de mercados 
operando cada um dos países individualmente, sendo encontrados preços específicos 
para cada um deles. Durante o ano 2014, o preço da eletricidade foi o mesmo em 
Espanha e Portugal em 90 % do tempo, o que mostra um funcionamento correto da 
integração no mercado ibérico.[3]  
Como complemento ao mercado diário, há seis sessões que formam o mercado 
intradiário, nas quais se transaciona eletricidade de forma a ajustar as quantidades 
transacionadas no mercado diário. 
 
 Estado da Arte da Previsão de Preços de Eletricidade 2.2
 
Ao longo dos últimos anos têm sido propostos inúmeros métodos de previsão de preços 
de eletricidade. Normalmente recaem sobre três tipos de horizonte temporal, curto prazo 
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(de horas a dias), médio prazo (meses) ou longo prazo (anos). No entanto, não existe um 
consenso acerca dos limites de cada uma delas. 
Nos seguintes subcapítulos é apresentada uma revisão da literatura sobre as principais 
abordagens ao nível da previsão pontual e probabilística de preços de eletricidade. 
 
2.2.1 Previsão Pontual 
 
Ao longo dos últimos quinze anos têm sido propostos diversos modelos de previsão 
pontual dos quais se destacam os modelos Multiagente, Estatísticos e de Inteligência 
Artificial. De salientar ainda a crescente utilização de modelos híbridos, que consistem 
na combinação de modelos de diferentes tipos. 
 
2.2.1.1 Modelos Multiagente 
 
Os modelos multiagente apresentam uma flexibilidade bastante importante para a 
análise do comportamento do mercado elétrico. Todavia focam-se mais numa análise 
qualitativa do que quantitativa, pelo que permitem por exemplo compreender o que 
influencia a variação dos preços ou o que determina a estratégia dos diferentes agentes 
do mercado, porém quando se pretendem resultados quantitativos precisos, como no 
contexto da previsão de preços de eletricidade, revelam fragilidades. Têm sido pouco 
utilizados e normalmente como componentes de modelos híbridos. Uma aplicação de 
modelos multiagente pode ser consultada em [4]. 
 
2.2.1.2 Modelos Estatísticos 
 
 Os modelos estatísticos elaboram previsões de preços de eletricidade a partir de uma 
combinação entre valores históricos do preço e/ou de valores atuais ou históricos de 
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outras variáveis, tais como consumo, produção, meteorológicas entre outras. Destacam-
se neste âmbito técnicas de séries temporais e modelos GARCH. 
As técnicas de séries temporais têm em consideração a natureza aleatória dos dados e a 
sua correlação com o tempo. Os modelos mais usados têm sido os AR e ARMA. Crespo 
et al. [5] aplicaram várias variantes de modelos AR(1) e ARMA para previsões a curto 
prazo no mercado alemão EEX, concluindo que a modelação individual de cada hora do 
dia, bem como a inclusão de simples processos probabilísticos para a ocorrência de 
spikes, conduziam a uma melhoria dos resultados. Weron e Misiorek [6] procederam a 
um estudo idêntico, mas para o mercado da Califórnia concluindo que modelos AR com 
lags de 24, 48 e 168 horas, nos quais cada hora é modelada individualmente, conduzem 
a melhores resultados do que um único modelo geral SARIMA.  
Mais recentemente os modelos AR e ARIMA têm sido sobretudo utilizados em modelos 
híbridos conjugados com técnicas mais complexas. Shafie-khah et al. [7] propuseram 
um método no qual inicialmente utilizam uma transformação wavelet para tornar a série 
temporal mais “bem comportada”, de seguida um modelo ARIMA para gerar previsões 
e por último uma RBF para corrigir a estimação do erro pela previsão wavelet-ARIMA. 
Este método aplicado ao mercado espanhol suplantou várias outras técnicas.  
As técnicas tradicionais de séries temporais utilizam apenas valores passados do preço 
de eletricidade, todavia é consensual que o preço é influenciado por variáveis, tais como 
capacidade de produção, consumo e condições atmosféricas, entre outras. Para 
considerar estas relações podem utilizar-se modelos de séries temporais com variáveis 
explanatórias. Estes modelos têm sido bastante aplicados a previsões de curto prazo.  
Numa das primeiras aplicações Nogales et al. [8] utilizam para previsões para o dia 
seguinte no mercado espanhol e da Califórnia, modelos ARMAX e ARX considerando 
o consumo como variável explanatória. Weron e Misiorek [9] comparam 12 métodos de 
séries temporais para previsão a curto prazo. Os modelos considerados incluem modelos 
padrão AR e suas extensões – pré-processamento de spikes, threshold e semi-
paramétricos – bem como modelos jump-diffusion com a capacidade de mean-reversion. 
Os métodos são comparados considerando para o mercado da Califórnia o consumo 
como variável explanatória e para o mercado nórdico a temperatura do ar. Concluíram 
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que os modelos semi-paramétricos geralmente levam a melhor do que os seus 
concorrentes, e mais importante, têm o potencial para um bom desempenho sob diversas 
condições de mercado. 
Mais recentemente Cruz et al. [10] compararam a precisão de diversos métodos de 
previsão a curto prazo (ARIMA, Duplo Alisamento Exponencial Sazonal, Regressão 
Dinâmica, Rede Neuronal Unidireccionada) para o mercado espanhol, constatando que 
a capacidade de precisão melhora significativamente com a inclusão de previsões 
relativas à produção eólica. 
Os modelos GARCH permitem que a variância condicional de uma série temporal 
dependa não somente dos seus valores passados, mas também de uma média móvel das 
variâncias passadas, o que permite uma melhor representação de séries com 
heteroscedastidade. 
A performance destes modelos em previsão de preços de eletricidade a curto-prazo é 
bastante díspar. Numa das primeiras aplicações Garcia et al. [11] concluíram que, 
modelos ARIMA-GARCH, tanto no mercado Espanhol como no Californiano, apenas 
suplantavam os modelos ARIMA padrão quando se verificava a existência de uma 
elevada volatilidade e presença de spikes. Nos últimos anos, estes modelos têm sido 
utilizados sobretudo em modelos híbridos, combinados com outras técnicas mais 
complexas. Wu e Shahidehpour [12] propõem um modelo no qual utilizam um 
ARMAX para modelar a relação linear entre o preço e a variável explanatória consumo, 
um GARCH para revelar a heteroscedastidade dos resíduos, e por último, uma rede 
neuronal wavelet para determinar o impacto da não-linearidade e não-estacionaridade da 
série do consumo no preço.  
Por último, de referir ainda a utilização de modelos Jump-Diffusion e Markov Regime-
Switching. Nas poucas aplicações à previsão de preços de eletricidade a curto prazo os 
resultados têm sido fracos, todavia têm-se revelado bastante promissores na capacidade 
de recriar a ocorrência de spikes e de mean-reversion
2
.[1] 
 
 
                                                 
2
 Capacidade dos preços regressarem ao seu valor normal após um spike. 
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2.2.1.3 Inteligência Artificial 
 
Os modelos de inteligência artificial destacam-se pela flexibilidade e capacidade de 
lidar com a complexidade e não-linearidade dos dados. Têm demonstrado excelentes 
resultados nas previsões a curto prazo, destacando-se sobretudo a utilização de redes 
neuronais artificiais. 
Gareta et al. [13] utilizaram redes neuronais unidirecionadas multicamadas para 
previsão no mercado espanhol sendo que 70% das previsões evidenciaram um erro 
inferior a 0,5 cêntimos. Por sua vez Amjady [14] propõe a utilização de um outro tipo, 
uma rede neuronal fuzzy unidirecionada com inter-camadas, e um novo mecanismo de 
treino. Para previsões a curto prazo no mercado espanhol superou outras técnicas como 
modelos ARIMA,  wavelet-ARIMA e redes neuronais do tipo perceptron multicamadas 
e RBF. 
Mais recentemente Anbazhagan e Kumarappan [15] propuseram a utilização de uma 
rede neuronal recorrente utilizando a rede de Elman, tendo concluído que esta 
abordagem é mais precisa que inúmeras outras técnicas incluindo ARIMA, wavelet-
ARIMA, redes neuronais multi-camada, redes neuronais fuzzy e wavelet-ARIMA-RBF. 
 
2.2.2 Previsão Probabilística 
 
Ao contrário do que se tem verificado em outras áreas, como por exemplo na previsão 
eólica, a previsão probabilística de preços de eletricidade têm sido objeto de pouca 
atenção. Segundo Weron [1] numa pesquisa na base de dados Scopus apenas se 
obtiveram dezasseis artigos sobre previsão intervalar e somente um sobre previsão por 
estimação da densidade. 
Uma das primeiras abordagens à previsão intervalar foi realizada por Zhang et al. [16] 
que desenvolveram um algoritmo para obter intervalos de previsão a partir dos 
resultados de uma rede neuronal em cascata usando o método de Quasi-Newton. Dois 
anos após este trabalho propuseram uma outra abordagem utilizando uma modificação 
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do método de fatorização U-D e uma rede neuronal com um filtro de Kalman [17]. Este 
algoritmo, relativamente ao inicial, apresentou melhorias significativas ao nível da 
velocidade computacional, estabilidade numérica e conduziu a intervalos de menor 
amplitude.  
Zhao et al. [18] propuseram um modelo para previsão do preço e da variância associada 
ao mesmo. Para obter previsões pontuais utilizam SVM, uma vez que podem aproximar 
praticamente qualquer função não linear e superam muitas das técnicas de redes 
neuronais por serem menos sensíveis ao overfitting. A variância é modelada como 
combinação linear dos quadrados dos resíduos e das variáveis explanatórias, sendo os 
parâmetros estimados por máxima verossimilhança e a otimização dos mesmos pelo 
método do gradiente ascendente. Consideram como variáveis explanatórias o consumo e 
a produção. 
Serinaldi [19] introduziu os GAMLSS para modelar a distribuição dos preços. Estes 
modelos permitem a incorporação da sazonalidade dos preços, tendência e mudanças 
abruptas tanto ao nível do parâmetro de posição (ligado ao valor esperado do preço) 
como dos de escala e forma (ligados à volatilidade dos preços, achatamento e assimetria 
da distribuição). Os intervalos de previsão são obtidos através dos quantis da 
distribuição dos preços, tendo sido avaliados através da calibração. 
Chen et al. [20] combinam uma extreme learning machine com uma técnica de 
amostragem de bootstrap para previsão de intervalos para os preços a cada meia hora do 
mercado Australiano, sendo que a precisão dos mesmos é somente avaliada pela 
calibração. Para o mesmo mercado Wan et al.[21] propõem um método hibrido em que 
utilizam inicialmente uma extreme learning machine para previsões pontuais e 
estimação da incerteza associada ao modelo através de uma abordagem por 
bootstrapping, e de seguida treinam uma rede neuronal através do método de máxima 
verossimilhança para estimar a variância associada ao ruído das previsões pontuais. A 
avaliação dos intervalos teve em consideração a calibração e a sharpness, através do 
cálculo do interval score.  
No que concerne à estimação da densidade são raros os trabalhos nesta área. Como 
referido anteriormente Serinaldi [19] estimou a densidade dos preços através de 
modelos GAMLSS, porém de forma algo surpreendente apenas apresentou resultados 
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para os intervalos de previsão. Recentemente, Jónsson et al.[22] desenvolveram uma 
metodologia semi-paramétrica para estimar a densidade dos preços a curto-prazo (24 
horas) para o mercado oeste da Dinamarca, que inclui uma regressão de quantis 
temporal adaptativa para quantis de 5% a 95%, com incrementos de 5%, e uma 
descrição das caudas por distribuições exponenciais. Utilizam como variáveis 
explanatórias previsões pontuais do preço de eletricidade, do consumo e da produção 
eólica. A qualidade das previsões é aferida através do Continuous Ranked Probability 
Score. 
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3. Fundamentação Teórica da Previsão Probabilística 
 
 
A previsão probabilística consiste em determinar a previsão de uma variável aleatória e 
indicar a incerteza associada à mesma. Esta pode ser expressa por medidas 
probabilísticas tais como a função densidade de probabilidade, função distribuição 
acumulada, conjunto de quantis ou momentos da distribuição. Para tal existem duas 
possíveis abordagens: a paramétrica e a não paramétrica, sendo esta última pela sua 
flexibilidade a preferível para o caso da previsão de preços de eletricidade.  
Existem vários métodos não paramétricos de regressão por quantis dos quais se 
destacam a Regressão Linear de Quantis, Modelos Aditivos de Regressão de Quantis 
por Boosting, Quantile Regression Forests, Redes Neuronais e Regressão no RKHS. 
A regressão linear de quantis é o método clássico de regressão por quantis e pressupõe 
uma relação linear entre as variáveis explanatórias e a variável a prever. Todavia em 
aplicações reais são raros os processos estritamente lineares, pelo que usualmente 
considera-se uma extensão da regressão linear a modelos mais flexíveis, os modelos 
aditivos de regressão de quantis. Estes combinam a regressão de quantis com uma 
estrutura aditiva que permite modelar de uma forma mais flexível o efeito das variáveis 
explanatórias na variável a prever. 
Uma outra alternativa para a estimação dos modelos aditivos de regressão por quantis é 
a utilização de algoritmos de boosting, nomeadamente o component-wise gradient 
boosting, que se destaca por no processo de construção dos modelos efetuar uma 
seleção automática de variáveis. 
As restantes técnicas têm origem em algoritmos de inteligência artificial e são capazes 
de lidar com problemas de elevada dimensionalidade e modelar diferentes tipos de 
relações. A quantile regression forests caracteriza-se por, ao contrário das restantes, 
estimar diretamente a função distribuição acumulada pelo que não se verifica o 
problema da ocorrência de sobreposição de quantis. As redes neuronais para regressão 
por quantis resultam da substituição da função custo do algoritmo tradicional por uma 
aproximação da função custo utilizada na regressão linear de quantis. Por último a 
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regressão por quantis no RKHS tem a sua origem nos SVM. Nesta técnica é assumido 
que a função de regressão pertence a um RKHS, sendo penalizada por um norma 
definida no mesmo de modo a prevenir a ocorrência de overfitting.   
Nos subcapítulos seguintes é apresentado inicialmente uma distinção entre intervalos de 
confiança e intervalos de previsão, sendo de seguida descritas as técnicas enumeradas 
anteriormente e as medidas de avaliação para previsões probabilísticas. 
 
 Intervalos Estatísticos 3.1
 
Um intervalo de confiança fornece uma medida de confiança para um determinado 
estimador de um parâmetro da distribuição. Assume-se que o parâmetro é desconhecido 
sendo o intervalo de confiança construído a partir de uma amostra. Assim os intervalos 
de confiança apenas avaliam o erro inerente ao processo de determinar um parâmetro 
populacional a partir de uma amostra, não fornecendo indicação sobre a distribuição de 
valores individuais. 
Para estimar a incerteza do  | xY X  podemos construir um intervalo de confiança, 
porém esse intervalo irá subestimar a incerteza quando se assume ˆt ky   como estimativa 
de  | xt k tY X   . Para tal será então necessário considerar intervalos de previsão, que 
têm também em conta a variabilidade da distribuição condicional  | xY X   . 
 O intervalo de previsão  
 
|
ˆ
t k tI

  estimado no instante t   para o horizonte t k  , é o 
intervalo que se espera que contenha t ky   com uma probabilidade  1  , denominada 
por cobertura nominal, 
       | | |ˆ ˆ ˆ, 1t k t k t t k t k t t k tP y I P y L U               
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em que 
 
|
ˆ
t k tL

  e 
 
|
ˆ
t k tU

   são respetivamente o extremo inferior e superior do intervalo de 
previsão.   
Frequentemente os intervalos de previsão são intervalos de previsão centrais, isto é, a 
probabilidade de obter um valor acima ou abaixo dos limites do intervalo é igual. Assim 
os extremos do intervalo corresponderão aos quantis com proporções  2   e  21   da 
função de distribuição estimada, 
      2| | |ˆˆ ˆ,
2
t k t t k t y k t k tL Q P y L
  
       
      21| | |ˆˆ ˆ, 1
2
t k t t k t y k t k tU Q P y U
  
        
estando centrados relativamente à mediana da distribuição estimada.  
Na Figura 3.1 encontra-se ilustrada a diferença entre intervalo de confiança e intervalo 
de previsão. 
 
Figura 3.1 – Intervalo de confiança (cinza escuro) e de previsão (cinza claro).[23]   
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 Regressão Linear de Quantis 3.2
 
A regressão linear de quantis, introduzida por Basset e Koenker [24], é uma técnica 
estatística para estimação de quantis de uma distribuição condicional. 
Para uma variável aleatória Y , e um vetor x  de variáveis explanatórias, a função 
distribuição condicional  | xYF y X  é dada por: 
   | |x xF y X P Y y X     
Então, o quantil condicional de ordem  , com 0 1  , pode ser definido como, 
    , inf : |x xQ y F y X     
Na regressão linear de quantis,  ,xQ   pode ser expresso como uma combinação linear 
das variáveis explanatórias com coeficientes desconhecidos. Assim, o quantil 
condicional de ordem  é modelado por: 
        0 1 1, ....x p pQ x x           (3.1) 
onde x  são as p  variáveis explanatórias e    coeficientes desconhecidos 
dependentes de  , e a estimar a partir das observações  ,1 ,, ,.....,i i i py x x , 1,....,i N . 
Adotando a função custo  definida por: 
  
 
se 0
1 se 0

 
 
  

 
 
 (3.2) 
e considerando    o vetor que contém os coeficientes, obtém-se que o melhor 
estimador de     é a solução do problema de otimização, 
  0 1 ,1 ,
1
ˆ arg min ( .... )
N
i i p i p
i
y x x

     

        
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Uma vez que em aplicações reais os processos estritamente lineares são raros é 
conveniente permitir alguma flexibilidade ao modelo, sendo que, para tal, uma das 
possíveis soluções é considerar  ,xQ  como um modelo aditivo. 
Modelos aditivos podem ser expressos por: 
     1 1 2 2 .... p py f x f x f x        
em que   é uma constante e  f x  funções que podem ser aproximadas por uma 
combinação linear de funções  base da variável explanatória correspondente, isto é, 
   
1
jn
j j jk j jk
k
f x b x 

  
onde  j jb x são funções base e j  coeficientes desconhecidos. 
Assim, comparando com (3.1),  ,xQ  pode ser modelado por: 
           
1 1 1
, ;x
knp p
j j jk j jk
j j k
Q f x b x       
  
      
com funções  jf  , 1,....,j p sujeitas à restrição  0 0jf  . 
 
 Quantile Regression Forests 3.3
 
A quantile regression forests proposta por Meinshausen [25] é um método de regressão 
por quantis baseado na técnica random forests.  
Random forests são um conjunto de árvores que vão crescendo usando N  observações 
independentes  ,1 ,, ,.....,i i i py x x , 1,....,i N . 
Para cada árvore é considerado apenas uma parte dos dados do conjunto de treino, bem 
como também um subconjunto aleatório das variáveis explanatórias para efetuar as 
divisões nos nós. 
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Seja   o vetor de parâmetros aleatórios que determina quais as variáveis consideradas 
para divisão em cada um dos nós,  T  a correspondente árvore e p  , onde p  é o 
número de variáveis explanatórias, o espaço dimensional que contém x . Cada folha 
1,...,l L da árvore corresponde a um subespaço retangular de  , designado por lR . 
Para cada x , existe uma e uma só folha tal que x lR . Para cada  T  designe-se 
essa folha por  ,xl  . 
A previsão de uma única árvore  T  para uma nova observação é obtida a partir da 
média dos valores observados na folha  ,xl  . Seja  ,xi  , 1,...,i N  um vetor de 
pesos definido por uma constante positiva se xi  pertence à folha  ,xl   e zero caso 
contrário. A soma dos pesos será igual a um e assim resulta que: 
    
 
  
,x
,x
1
,
# :
x
i lX R
i
j l
j X R


 



 (3.3) 
A previsão para uma única árvore, dado xX   será a média ponderada das observações 
originais, , 1,...,iy i N , 
    
1
ˆ ,x x
N
i i
i
y  

  (3.4) 
No caso de random forests a média condicional  | xE Y X  será estimada pela média 
das previsões de k  árvores, construídas a partir de vetores i.i.d , 1,...,t t k  . Seja 
 xi a média dos  i  das k  árvores, 
    1
1
,x x
k
i i t
t
k  

   (3.5) 
A previsão da random forests será então, 
   
1
xˆ x
N
i i
i
y 

  
A distribuição condicional de Y , dado xX  é dada por: 
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      | | 1 |x x xY yF y X P Y y X E X       
Fazendo uma analogia com a expressão da média condicional, podemos definir uma 
previsão para   1 | xY yE X  como uma média ponderada das observações  1 Y y , 
usando os pesos como definidos em (3.5), 
      
1
ˆ | 1x x
i
N
i Y y
i
F y X 


   (3.6) 
O algoritmo proposto então para estimar  ˆ | xF y X  é o seguinte: 
a) Construir k  árvores   , 1,...,tT t k  como no algoritmo das random forests. 
Contudo para cada folha tomar nota de todas as observações e não apenas da 
média. 
b) Para um dado xX  , propagá-lo através de cada uma das k  árvores. 
Determinar  ,xi t   da observação  1,...,i N para cada árvore como definido 
em (3.3). Calcular  xi  para toda a observação  1,...,i N como uma média 
sobre  , , 1,...,xi t t k    como em (3.5). 
c) Calcular o estimador para a função distribuição como definido em (3.6)  para 
todo o y , usando os pesos obtidos em b). 
 
 Modelos Aditivos de Regressão de Quantis por Boosting 3.4
 
A estimação de modelos aditivos de regressão de quantis pode ser efetuada recorrendo a 
algoritmos de boosting, dos quais se destaca o component-wise gradient boosting. Esta 
técnica de aprendizagem automática para otimização de previsões ou estimação de 
modelos estatísticos utiliza o método do gradiente descendente. Uma importante 
característica deste método é que durante o processo de construção dos modelos 
procede a uma seleção de variáveis sem depender de técnicas heurísticas.  
O objetivo deste método é estimar a função de previsão ótima, 
*f , definida por: 
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   * ,arg min , xY X
f
f y f     (3.7) 
onde a função custo  é diferenciável respetivamente a f . Para regressão de quantis a 
função custo é a definida em (3.2). Apesar de não ser diferenciável em zero, na prática, 
uma vez que a variável resposta é contínua, podemos ignorar esse facto definindo, 
  0
1 0
f
 
 
 
 
  
  
 
Uma vez que na prática o valor esperado definido em (3.7) é desconhecido, os 
algoritmos de boosting minimizam o erro quadrático médio observado, 
  
1
, x
N
i i
i
y f

 . O algoritmo para minimizar   é [26]: 
1) Inicializar a função  
0
fˆ com valores offset. De notar que  
0
fˆ  é um vetor de 
comprimento N . Nos parágrafos seguintes 
 ˆ mf  refere-se ao vetor estimado na 
iteração m . 
2) Especificar um conjunto de base-learners. Base-learners são estimadores simples 
de regressão com um conjunto fixo de variáveis de entrada e uma resposta 
univariada. O conjunto de variáveis de entrada pode variar nos diferentes base-
learners e normalmente são subconjunto, de pequena dimensão, das varáveis 
explanatórias. Seja P o número de base-learners e defina-se 0m  . 
3) Incrementar m  por 1, sendo m  o número de iterações. 
4) a) Calcular o gradiente negativo 
f



  da função custo e avaliá-lo em 
   1ˆ xm if

,
1,...,i N , o que produz o vetor gradiente negativo, 
         1
1,...,
1,...,
ˆu , x
m m m
i i i
i N
i N
u y f
f




 
   
 
 
b) Estimar os coeficientes dos P  base-learners: isto é, usar cada uma dos 
estimadores de regressão definidos no passo 2 separadamente para obter P vetores, 
onde cada um é um estimador do vetor gradiente nulo 
 
u
m
 . 
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c) Selecionar o base-learner que melhor se ajusta a 
 
u
m
 segundo o critério da soma 
dos quadrados dos resíduos e definir 
 
uˆ
m
 com os valores desse base-learner. 
d) Atualizar a estimativa atual definindo 
     1ˆ ˆ ˆm m mf f u

  , onde 0 1   é o 
parâmetro que controla o passo do gradiente. 
5) Repetir passos 3 e 4 até que o critério de paragem seja atingido.  
 
 
 Redes Neuronais para Regressão de Quantis 3.5
 
A utilização de redes neuronais para a regressão de quantis foi introduzida por 
Taylor[27], consistindo na adoção da função  , definida em (3.2), como um caso 
especial da função custo do algoritmo clássico de redes neuronais. Todavia o processo 
de otimização das redes neuronais teoricamente requer uma função diferenciável em 
todos os pontos, o que não se verifica para a função  que não é diferenciável na 
origem, sendo que não está claro se poderão existir problemas de convergência [27]. 
Para solucionar este problema Cannon [28] propõe a substituição da função  por uma 
diferenciável em todos os pontos, utilizando para tal uma aproximação sugerida 
inicialmente por Chen [29]. 
Seja  h u a função de Huber, para um dado threshold  , definida por, 
 
2
0
2
2
se
h
se

 


  

 
 
  

 
Então a função   pode ser aproximada por, 
 
 
   
*
se 0
1 se 0
h
h

  
 
  

 
 
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 Regressão de Quantis no Reproducing Kernel Hilbert Space 3.6
 
O algoritmo da regressão de quantis no RKHS tem como objetivo encontrar a função f
que minimiza o risco esperado  
  , xX Y y f     
em que  .  é a função custo definida em (3.2).  
Uma vez que na prática este valor esperado é desconhecido, para resolver o problema, 
pode-se minimizar o funcional regularizado, 
  
2
1
1
x
2
n
i i
i
y f g
n




   
onde f g b   com b  e g , é um RKHS gerado por um kernel 
     , ' , 'k x x x x  , . uma norma no RKHS e  um parâmetro de regularização. 
Para uma implementação computacional mais eficiente é necessário formular o 
problema de otimização de forma dual. Fazendo uso da conexão entre RHKS e o espaço 
de caraterísticas (feature space), podemos definir     ,f x x w b   obtendo o 
seguinte problema de otimização,  
 
 
*
2*
, , 1
1
min 1
2i
m
i i
w b i
C w

  

   , em que 
1
C
m
  
Com as restrições:  
 
*
*
, 0
,
,
i i
i i i
i i i
y x w b
x w b y
 
 
 
 

  

  
 
A forma dual deste problema pode ser obtida diretamente usando multiplicadores de 
Lagrange i , obtendo-se, 
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1
min
2
T TK y

    
Com as restrições: 
 
1 0
1  para todo 1
T
iC C i m

  
 

    
 
A função f  é obtida através da expansão da família do kernel, 
 i i
i
w x   ou equivalentemente    ,i i
i
f x k x x b   
Mais pormenores podem ser consultados em [30].  
 
 Medidas de Avaliação 3.7
 
Para avaliar a performance de um modelo em termos de previsões pontuais as medidas 
mais utilizadas são o Mean Absolute Error (MAE) e o Root Mean Square Error 
(RMSE), definidas por,  
1
1 N
t t
t
MAE y y
N 
    e  
2
1
1 N
t t
t
RMSE y y
N 
   
em que ty  e ty  são respetivamente o valor observado e previsto para o instante t . 
Por existirem preços nulos foi considerada uma versão normalizada pelo preço máximo 
no conjunto de teste. 
Um procedimento para avaliação de previsões probabilísticas encontra-se 
detalhadamente descrito em [31]. O conjunto de teste é formado por uma série de 
quantis estimados, para uma ou várias coberturas nominais, e observações.  
De entre as possíveis medidas de avaliação destacam-se a calibração, a sharpness e o 
continuous ranked probability score (CRPS). 
 
 33 
 
3.7.1 Calibração 
 
A calibração tem de ser calculada para cada um dos quantis estimados e mede o quanto 
estes diferem dos quantis nominais a que se referem. Para estimar a calibração de um 
quantil é necessário introduzir uma variável indicadora, 
 
,t k

 . Dado um quantil estimado 
no instante t  para t k  , 
 
|
ˆ
t k tQ

 , e o preço observado, t ky  , então, 
 
 
 
|
|
, ˆ
ˆ1, se
1
0, caso contráriot k t
t k t k t
t k t k Q
y Q





 
 
 
  

 
Um estimador para a cobertura atual é definido por: 
1
1
ˆ
N
k t k t k
t
a E
N
    

      
Pelo que o desvio relativamente a uma calibração perfeita, 
kr
 é dado por: 
ˆ
k k kr a
   . 
3.7.2 Sharpness 
 
A sharpness avalia a distância entre dois quantis fornecendo, deste modo, informação 
sobre a forma da distribuição. Apenas pode ser calculada para pares de quantis.  
Seja,  
     2 21
, | |
ˆ ˆ
t k t k t t k tQ Q
 



    
o tamanho do intervalo central estimado (com taxa de cobertura nominal 1  ) no 
instante t  para t k . A sharpness para estes intervalos, para o horizonte k , é dada pelo 
tamanho médio dos intervalos, 
       2 21
, | |
1 1
1 1 ˆ ˆ
N N
k t k t k t t k t
t t
Q Q
N N
 
 
 

 
 
    
 
   
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3.7.3 Continuous Ranked Probability Score 
 
O CRPS é uma medida do desempenho global do modelo, que avalia a diferença entre a 
função de distribuição acumulada das observações e a das previsões. Para uma única 
observação, 0x , e a correspondente função distribuição acumulada estimada,  Fˆ x , o 
CRPS [22] é definido por: 
    
2
0
ˆCRPS F x F x dx


   
onde, 
    00 0
0
0 se 0
1 se 0
x x
F x H x x
x x
 
   
 
 
O CRPS será então dado por: 
1
1
CRPS CRPS
N
i
iN 
   
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4. Caso de Estudo 
 
 Descrição dos Dados 4.1
 
Os dados utilizados foram o histórico dos preços da energia elétrica em Portugal, e 
previsões do consumo de eletricidade, produção de energia eólica, velocidade do vento, 
precipitação, temperatura e irradiância solar. São relativos a cada uma das 24 horas do 
período compreendido entre 1 de janeiro de 2013 e 15 de setembro de 2014.  
Os preços de mercado foram recolhidos da página do operador de mercado ibérico de 
energia [3]. Os dados de previsão de consumo e de produção de energia eólica são 
referentes ao total da península ibérica e foram obtidos na página online da rede elétrica 
de Espanha [32]. As previsões meteorológicas são para as regiões do Alto Minho, Alto 
Douro, Toutiço e Lourinhã em Portugal, e para as regiões de Ameixeiras, Torre Miró, 
El Perul e Dólar em Espanha, e provêm da página WRF, The Weather Research & 
Forecasting Model [33]. 
 
 Análise Exploratória 4.2
 
4.2.1 Análise dados do mercado 
 
Na Figura 4.1 podemos verificar que a série apresenta um comportamento irregular ao 
longo do ano, com média e variância não constantes, comprovando a elevada 
volatilidade característica dos preços da eletricidade. É possível identificar a ocorrência 
de spikes, com maior intensidade nos meses de inverno.  
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Figura 4.1 - Preços no MIBEL em 2013. 
 
Figura 4.2 – Histograma e Estatísticas Descritivas do Preço no MIBEL em 2013. 
 
Da análise do histograma e das estatísticas descritivas da Figura 4.2 podemos constatar 
que a distribuição dos preços é assimétrica negativa e com caudas pesadas, o que indica 
que a mesma não é normal.  
A sazonalidade é uma característica muito importante dos preços de eletricidade e pode 
ser observada em diferentes escalas temporais. A ACF e PACF representadas na Figura 
4.3 sugerem uma sazonalidade diária e semanal. 
Preço(€/MWh)
0 20 40 60 80 100 120
0
5
0
0
1
0
0
0
1
5
0
0
Mínimo 0 
Máximo 112 
Média 43.68 
Desvio Padrão 20.39 
Mediana 46.60 
Skewness -0.27 
Achatamento 0.47 
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Figura 4.3 – Função de autocorrelação e função de autocorrelação parcial. 
 
4.2.2 Análise de correlação 
 
Para a análise de correlação foi utilizado o coeficiente de correlação de Spearman, que 
expressa a intensidade e o sentido da relação monótona que existe entre duas variáveis 
numéricas. Os resultados obtidos encontram-se na Figura 4.4. 
Para um nível de significância de 5%, todas as variáveis explanatórias apresentam uma 
correlação significativamente diferente de zero com a grandeza a prever, preço da 
eletricidade (ver Anexo A – Coeficiente de correlação de Spearman). Os maiores 
valores registam-se para as previsões de consumo e de produção eólica, verificando-se, 
no primeiro caso, uma associação positiva e, no segundo caso, uma associação negativa. 
Relativamente às previsões meteorológicas as que apresentam uma correlação mais 
forte com o preço são as relativas à velocidade do vento, seguidas das de precipitação, 
temperatura e por último da irradiância solar. 
Apesar destes resultados serem apenas indicativos da relação entre as variáveis, decidiu-
se, para a construção dos modelos, não considerar os dados relativos à previsão de 
precipitação para a região Dólar e nenhuma das previsões de irradiância solar. Para esta 
última, e para além dos baixos valores de correlação, é de salientar ainda uma diminuta 
potência instalada (em termos relativos) de produção de energia fotovoltaica na 
península ibérica, especialmente em Portugal. No que concerne às previsões para a 
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temperatura verifica-se uma elevada correlação entre as previsões para as diferentes 
áreas geográficas, pelo que se optou por considerar uma única variável definida pela 
média dessas previsões.   
 
Figura 4.4 – Correlação de Spearman. 
 
4.2.3 Análise fatores de influência externos no preço 
 
É reconhecido que o preço da energia elétrica no MIBEL é influenciado fortemente pela 
procura e pelos níveis de produção de energia a partir de fontes renováveis, com 
destaque para a eólica e grandes hídricas.   
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De seguida analisam-se como algumas variáveis explanatórias afetam não só o preço 
médio da energia elétrica no MIBEL, mas também a sua distribuição.  
 
4.2.3.1 Análise do efeito da produção de energia eólica e consumo 
 
A energia eólica difere substancialmente da maioria das outras fontes de energia. Ao 
depender exclusivamente da existência de vento é impossível programar a sua produção 
de forma constante ao longo de um período de tempo. Além disso, a ausência de custos 
de combustível permite que as turbinas tenham um custo marginal de produção próximo 
de zero, o que tem uma forte influência sobre o preço, como se evidencia na Figura 4.5.  
 
Figura 4.5 – Distribuição do Preço para diferentes níveis de previsões de produção de 
energia eólica.  
Da análise dos histogramas verificamos com o aumento dos níveis de produção de 
energia eólica, um deslocamento do pico das distribuições para a esquerda, o que se 
traduz numa diminuição do preço médio, e numa diminuição dos pesos das caudas, 
fazendo com que a probabilidade de ocorrência de preços elevados seja muito mais 
baixa aquando de previsões elevadas para a produção de energia eólica. As diferenças 
nas propriedades das distribuições encontram-se sumarizadas na Tabela 4.1. 
Preço(€/MWh)
P
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<1620 
(0-5%)
3
 
1620-3532  
(5-25%) 
3532-6196 
(25-55%) 
6196-9231  
(55-80%) 
>9231 
(80-100%) 
Média 55.78 53.23 46.36 40.04 30.28 
Desvio Padrão 18.68 16.29 18.69 20.03 19.32 
Skewness -0.44 -0.14 -0.47 -0.06 0.08 
Achatamento 3.22 3.37 1.25 0.37 -0.53 
Tabela 4.1 – Propriedades da distribuição do Preço para diferentes níveis de previsões 
de produção de energia eólica. 
Relativamente ao consumo, da análise das duas primeiras linhas da Tabela 4.2, 
verificamos que o aumento dos níveis de consumo previsto traduz-se num aumento do 
preço médio e do desvio padrão. 
 
Figura 4.6 - Distribuição do Preço para diferentes níveis de previsões de consumo. 
Em termos de simetria e achatamento não se verifica um padrão tão evidente, sendo 
que, para tal, contribui o facto, de como se pode observar na Figura 4.6, de as 
distribuições para os primeiros intervalos apresentarem dois picos. Nos três primeiros 
intervalos ocorre um deslocamento da distribuição para a direita, acompanhado de um 
aumento do achatamento, que implica uma progressiva diminuição da probabilidade de 
ocorrência de baixos preços. Para valores mais elevados do consumo as distribuições 
                                                 
3
 Indica que 5% das previsões para a produção energia eólica são inferiores a 1620 MW. 
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são mais achatadas, com maior variabilidade e probabilidade de ocorrência de preços 
elevados. 
 
<22603 
(0-15%) 
22603-27479 
(15-45%) 
27479-31850 
(45-75%) 
31850-35918 
(75-95%) 
>35918 
(95-100%) 
Média 28.56 37.95 46.81 53.93 62.04 
Desvio Padrão 17.33 18.15 18.14 19.15 20.05 
Skewness -0.25 -0.54 -0.57 -0.41 0.07 
Achatamento -0.50 0.20 1.52 1.37 -0.08 
Tabela 4.2 – Propriedades da distribuição do Preço para diferentes níveis de previsões 
de consumo. 
 
4.2.3.2 Análise do efeito de fatores meteorológicos 
 
A energia eólica na Península Ibérica atinge níveis de penetração apenas superados a 
nível europeu pela Dinamarca[34]. Utilizando como matéria-prima a força do vento, 
este assume-se como um fator preponderante nos preços de eletricidade no MIBEL, 
podendo até ser considerado o fator meteorológico mais determinante.  
 
Figura 4.7 - Distribuição do Preço para diferentes níveis de previsões de velocidade do 
vento (para a região de El Perul). 
Preço(€/MWh)
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Ventos mais fortes têm como consequência uma redução nos preços de eletricidade, que 
se torna mais evidente a partir do terceiro intervalo considerado. Aí observa-se também 
um deslocamento do pico das distribuições para a esquerda e uma diminuição do 
achatamento. 
 
<1.42 
(0-5%) 
1.42-3.96 
(5-30%) 
3.96-6.44 
(30-70%) 
6.44-9 
(70-90%) 
>9 
(90-100%) 
Média 52.49 50.87 45.36 36.31 26.59 
Desvio Padrão 19.38 18.23 17.67 21.23 20.57 
Skewness 0.03 -0.02 -0.35 -0.15 0.30 
Achatamento 1.18 1.79 1.03 -0.31 -0.47 
Tabela 4.3 – Propriedades da distribuição do Preço para diferentes níveis de previsões 
de velocidade do vento (para a região de El Perul). 
Como se pode ver no gráfico da Figura 4.8 a temperatura é outro fator com impacto no 
preço, sobretudo quando as mesmas são elevadas.  
 
Figura 4.8 - Distribuição do Preço para diferentes níveis de previsões de temperatura. 
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Para temperaturas acima dos 20ºC verifica-se um aumento do preço de eletricidade, 
acompanhado porém de uma redução significativa do desvio padrão o que indica uma 
maior concentração de valores em torno da média.   
 
<5 
(0-11%) 
5-20 
(11-88%) 
>20 
(88-100%) 
Média 42.44 42.08 52.73 
Desvio Padrão 24.93 20.69 7.73 
Skewness 0.12 -0.16 -0.89 
Achatamento -0.36 1.40 2.11 
Tabela 4.4 – Propriedades da distribuição do Preço para diferentes níveis de previsões 
de temperatura. 
Por último de referir a precipitação, que na previsão a curto prazo não assume a mesma 
relevância das anteriores, na medida em que o seu impacto no nível de água nas grandes 
hídricas não é imediato. 
 
Figura 4.9 - Distribuição do Preço para diferentes níveis de previsões de precipitação 
(para a região do Alto Minho).  
Da análise da Figura 4.9 e da Tabela 4.5 verifica-se que o aumento dos níveis de 
precipitação traduz-se numa diminuição do preço médio, acompanhado de uma 
deslocação das distribuições para a esquerda e de uma diminuição do achatamento. 
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<0.03 
(0-70%) 
0.03-0.6 
(70-90%) 
>0.6 
(90-100%) 
Média 47.00 37.72 29.68 
Desvio Padrão 18.10 22.23 23.39 
Skewness -0.27 0.01 0.51 
Achatamento 1.30 0.04 -0.16 
Tabela 4.5 – Propriedades da distribuição do Preço para diferentes níveis de previsões 
de precipitação (para a região do Alto Minho). 
Da análise efetuada ao longo deste sub-capítulo verifica-se na maioria dos histogramas 
a ocorrência de duplos picos nas distribuições do preço, sendo que nenhum dos fatores 
os elimina totalmente, o que leva a concluir que os mesmos são causados por uma 
combinação dos diversos fatores. 
 
 Modelos 4.3
 
4.3.1 Variáveis Explanatórias 
 
Em função da análise exploratória efetuada e do estado da arte foram consideradas as 
variáveis referidas na Tabela 4.6. 
Previsões Valores Passados do Preço Temporais 
Consumo a nível Ibérico Hora anterior (1h) Hora 
Produção Energia Eólica a nível Ibérico Dia anterior (24h) Mês 
Temperatura média  Dois dias anteriores (48h) Dia do ano 
Velocidade do vento em Alto Minho, Alto Douro, 
Toutiço, Lourinhã, Ameixeiras, Torre Miró, El 
Perul e Dólar 
Três dias anteriores (72h)  
Precipitação em Alto Minho, Alto Douro, 
Toutiço, Lourinhã, Ameixeiras, Torre Miró e El 
Perul 
Semana anterior (168h)  
Tabela 4.6 – Descrição das variáveis explanatórias. 
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Na construção de alguns dos modelos, para manter o carácter cíclico das variáveis 
temporais, procedeu-se à sua decomposição em duas variáveis utilizando as funções 
seno e cosseno, como se exemplifica na Tabela 4.7. 
Variável Decomposição 
Hora 
2 2
e cos , com  1,...,24
24 24
h h
sen h  
Mês 
2 2
e cos , com  1,...,12
12 12
m m
sen m  
Dia do ano 
2 2
e cos , com  1,..., 365
365 365
d d
sen d  
Tabela 4.7 – Fórmulas para decomposição das variáveis circulares. 
 
4.3.2 Tipo de Previsão 
 
A previsão probabilística do preço da eletricidade para cada uma das 24 horas seguintes 
foi realizada sob a forma de intervalos onde o preço verificado se encontrará com uma 
determinada probabilidade. Antes das 10h00 de cada dia, é gerada uma previsão 
probabilística do preço da eletricidade para cada uma das 24 horas do dia seguinte sob a 
forma de um conjunto de quantis entre 5% e 95%, com incrementos de 5%. Para cada 
quantil é necessário estimar um modelo, o que resulta em 19 modelos. A Figura 4.10 
representa um exemplo de previsão probabilística.  
A previsão diária, no instante t , dos quantis para o horizonte temporal k , com 
1,2,..., 24k  , foi realizada de forma recursiva. Para as variáveis meteorológicas para o 
horizonte k  foram consideradas as previsões disponíveis no instante t  e para a variável 
“Preço na hora anterior”, para 2k    foi adotado o valor da mediana (quantil 50%) do 
preço previsto para o horizonte 1k   . 
O conjunto de dados foi dividido em dois, sendo o de treino constituído pelos dados do 
ano 2013 e o de teste pelo período de 2014.  
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Figura 4.10 – Previsão probabilística para o dia 22 de janeiro de 2014 (obtida pelo 
modelo GAM).  
 
4.3.3 Implementação Prática 
 
De forma a obter informação sobre a importância das variáveis referidas na Tabela 4.6 a 
primeira técnica de regressão por quantis aplicada foi o component-wise gradient 
boosting, que encontra-se implementada no package mboost[35]. Foram consideradas 
todas as variáveis tendo-se construído modelos lineares generalizados (GLM) e modelos 
lineares aditivos generalizados (GAM).  
Para os primeiros recorreu-se à função glmboost, que implementa modelos lineares 
da forma 
  0 1 1 .... p pg x x        
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em que 1,...., px x são as p   variáveis explanatórias, os parâmetros  representam os 
pesos associados às mesmas e  |y x  . As variáveis temporais foram introduzidas 
na forma decomposta.  
Os modelos GAM foram obtidos através da função gamboost, que implementa 
modelos lineares aditivos generalizados da forma  
  0 1 .... pg f f      
em que 1,...., pf f  são funções arbitrárias dependentes das variáveis explanatórias
1,...., px x . Estas funções podem ser lineares simples, bem como não lineares 
diferenciáveis, ou seja splines. 
Assim, as variáveis não circulares foram introduzidas considerando dois base learners, 
o bols e o bbs. O primeiro modela o efeito linear e o bbs o não linear utilizando 
cubic splines. Esta decomposição permite que o algoritmo selecione como a variável 
entra no modelo: (i) não seja considerada; (ii) apenas o efeito linear; (iii) apenas o efeito 
não linear ou (iv) combinação de ambos. Para as variáveis circulares foi considerado o 
base-learner bbs, com a opção cíclica, e com boundary.knots especificados de 
modo a que os extremos coincidam. Para que a complexidade dos base-learners seja 
comparável, considerou-se quatro graus de liberdade para cada um deles. 
Para efetuar a regressão por quantis é necessário incluir  g   na família definida por 
Quantreg, que considera a função custo definida em (3.2). O número ótimo de 
iterações foi determinado através da função cvrisk, que estima o risco empírico, 
usando validação cruzada com cinco partições. 
De seguida foram aplicadas as restantes técnicas de regressão por quantis descritas no 
capítulo 3: 
Regressão de quantis (QR) – foram utilizadas todas as variáveis da Tabela 4.6 com 
exceção das previsões da velocidade do vento para Toutiço, da precipitação para Torre 
Miró e a decomposição pela função cosseno das variáveis temporais pois originavam 
um erro de matriz singular. Para a construção dos modelos foi utilizada a função rq do 
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package quantreg [36] sendo que para as variáveis foram consideradas B-splines 
cúbicas, com quatro graus de liberdade, utilizando a função bs do package splines. 
Testou-se também a função rqss, porém por limitações computacionais, apenas se 
conseguiu utilizar seis variáveis, optando-se pelas previsões de consumo e energia 
eólica e os valores passados do preço na hora anterior, dia anterior, dois dias anteriores 
e semana anterior, pois verificou-se serem as primeiras variáveis selecionadas pelo 
component-wise gradient boosting. A otimização dos parâmetros ’s foi realizada 
individualmente com a função optimize usando o Akaike Information Criterion. Os 
resultados foram consideravelmente piores do que os obtidos com a função rq, pelo que 
são omitidos. 
Quantile Regression Forests (QRF) – foram utilizadas todas as variáveis da Tabela 4.6 
com exceção das previsões da velocidade do vento para Toutiço e Torre Miró, das de 
precipitação para Toutiço, Alto Douro, Ameixeiras e Torre Miró e a variável temporal 
mês. As variáveis circulares foram consideradas na versão decomposta. 
Para construção dos modelos foi utilizado o package quantregForest [37]. A 
otimização do parâmetro mtry, que indica as variáveis que são escolhidas 
aleatoriamente para cada divisão dos nós, foi realizada pela função train do package 
Caret[38] usando validação cruzada com cinco partições. Para os restantes 
parâmetros foi utilizada a configuração padrão. 
Redes Neuronais para regressão de quantis (QRNN) – encontram-se implementadas no 
package qrnn [39]. A otimização dos parâmetros número de nós - n.hidden – e 
custo da taxa de aprendizagem - penalty - foi realizada pela função train do 
package Caret[38] usando validação cruzada com três partições.  
Foram testadas diferentes combinações de variáveis e parâmetros que se encontram 
descritas na Tabela 4.8. Os melhores resultados foram obtidos com a primeira 
configuração, sendo que os resultados das restantes podem ser consultados no Anexo B 
– Comparação resultados dos modelos QRNN. 
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Variáveis n.hidden penalty 
Todas as da Tabela 4.6 com as variáveis temporais 
decompostas. 
1,3,5 0,0.1,0.0001 
Todas as da Tabela 4.6 com exceção das previsões da 
velocidade do vento para Torre Miro, da precipitação para 
Ameixeiras, Toutiço, Torre Miro, Alto Douro e Lourinhã e 
do seno do dia do ano. 
10,15,20 0,0.1,0.0001 
Apenas os valores passados do preço, previsões de 
consumo, energia eólica, velocidade do vento em Alto 
Douro e El Perul e o seno do mês. 
15,20,25 0,0.1,0.0001 
Tabela 4.8 – Configuração dos modelos QRNN. 
Regressão de quantis no RKHS (KQR) - encontra-se implementada no package 
kernlab [40] através da função kqr. Utilizaram-se todas as variáveis definidas na 
Tabela 4.6, com as temporais decompostas e usou-se o kernel radial - Radial Basis 
kernel function "Gaussian" – com estimação automática do parâmetro 
sigma. Para o parâmetro C, para além do valor por defeito, foram testados os valores 
obtidos para o parâmetro de regularização 0.01;0.001 e 0.00001  . 
Por último, procedeu-se a uma experiência excluindo as variáveis relativas às previsões 
meteorológicas.  
 
 Avaliação dos Resultados 4.4
 
Na Figura 4.11 e na Figura 4.12 encontram-se representados o RMSE e MAE, 
expressos em percentagem do preço máximo do conjunto de teste (110 euros), quando 
considerado o quantil 50% como previsão pontual para o preço da eletricidade. 
Verifica-se que não existe um modelo que supere os restantes em todos os horizontes 
temporais considerados, e que o GLM e QRF destacam-se claramente pela negativa.  
 50 
 
 
Figura 4.11- Root Mean Square Error  expresso em percentagem do preço máximo do 
conjunto de teste. 
Nas primeiras sete horas o melhor desempenho em termos de RMSE é obtido pelo 
QRNN. Porém, a partir daí, é suplantado na maioria dos horizontes temporais tanto pelo 
QR como pelo GAM, que globalmente é o que apresenta melhor desempenho.  
 
Figura 4.12 - Mean Absolute Error expresso em percentagem do preço máximo do 
conjunto de teste. 
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No que concerne ao MAE, é possível verificar que nas primeiras e últimas horas do 
horizonte temporal o QRNN regista o melhor desempenho. Nas restantes horas 
prevalecem o QREG ou o GAM. 
A tendência crescente do erro ao longo do horizonte temporal pode ser explicada pela 
utilização de uma estratégia de previsão recursiva, que implica a utilização de previsões 
para a variável “Preço na hora anterior”. De salientar um aumento acentuado a partir da 
18.ª hora, sendo que depois de atingir um pico à 21.ª, decresce até ao final, 
aproximando-se novamente dos valores obtidos na 18.ª. Para tentar compreender este 
comportamento procedeu-se a uma análise da distribuição do preço pelos diferentes 
horizontes temporais, através de box-plots, que se encontram na Figura 4.13. 
 
Figura 4.13 – Box-plots do Preço (por hora) para o conjunto de teste.  
Da análise da Figura 4.13 constata-se que os horizontes temporais em que se verifica 
uma maior ocorrência de valores extremos do preço coincidem com os que apresentam 
maior RMSE e MAE, sendo uma possível explicação para o comportamento observado 
entre a 18.ª e 23.ª hora do horizonte temporal. 
Na Figura 4.14 encontram-se representados os desvios de calibração para o horizonte 
temporal considerado. Para os quantis entre 15-40% o melhor desempenho é obtido pelo 
modelo QRF. Porém, para quantis superiores apresenta os piores resultados de todos os 
modelos considerados. Para os quantis extremos - 5,10 e 95% - o modelo KQR destaca-
se dos restantes. Dos demais modelos, há a destacar o QR que apresenta o melhor 
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desempenho para os quantis entre 65-90%. Em média os modelos subestimam os 
quantis inferiores à mediana e superestimam os superiores à mesma. 
 
Figura 4.14 – Diagrama de Calibração. 
Em termos de sharpness, representada na Figura 4.15, pretende-se intervalos de 
pequena amplitude. 
 
Figura 4.15 – Diagrama de Sharpness. 
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O modelo com pior desempenho é o KQR, sendo que os restantes apresentam um 
desempenho similar, destacando-se ligeiramente o QRNN. Comparando com os 
resultados da calibração é possível constatar um trade-off entre ambos, sendo que uma 
melhoria em termos de calibração resulta num agravamento em termos de sharpness.  
Uma avaliação conjunta de ambas as medidas pode ser efetuada através do CRPS, 
representado na Figura 4.16. 
 
Figura 4.16 – Diagrama de CRPS para o horizonte temporal. 
Nas primeiras quatro e nas últimas cinco horas o modelo QRNN regista o melhor 
desempenho. Nas restantes horas o modelo QRF é o melhor para a 5.ª hora, o modelo 
GAM para a 6.ª, 7.ª, 15.ª e 16.ª, prevalecendo nas restantes o modelo QR. De salientar 
que tal como no RMSE e MAE, entre a 18.ª e 21.ª hora, se verifica um aumento 
significativo dos valores do CRPS. 
Relativamente à seleção de variáveis realizada pelo component-wise gradient boosting 
na construção dos modelos GAM (ver Anexo C – Variáveis selecionadas na construção 
dos modelos GAM), verifica-se que as variáveis selecionadas um maior número de 
vezes são os valores passados do preço na hora, dia e semana anterior, as previsões de 
consumo, eólica, velocidade do vento para Lourinhã, Alto Minho e temperatura média, 
bem como as variáveis temporais hora e dia do ano. A variável mês apenas é 
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selecionada por três modelos e as previsões de precipitação são selecionadas em muito 
menor número do que as da velocidade do vento.  
Da comparação dos resultados, apresentados na Figura 4.17, obtidos na construção de 
modelos KQR com e sem variáveis meteorológicas, é possível constatar que a inclusão 
de previsões meteorológicas tem ao nível da calibração um impacto positivo nos três 
primeiros quantis considerados e nos superiores ao quantil 50%, sendo que originam 
intervalos com maior amplitude. 
  
 
Figura 4.17 – Comparação modelos KQR gerados com e sem previsões meteorológicas. 
(à esquerda) Diagrama de calibração; (à direita) Diagrama de Sharpness;  
(ao centro) Diagrama de CRPS. 
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Ao nível do CRPS, inicialmente obtêm-se melhores resultados sem considerar as 
previsões meteorológicas. Porém, com o decorrer do tempo, trazem benefícios, 
sobretudo nas horas nas quais se verifica uma maior ocorrência de valores extremos. 
No que concerne ao estudo realizado sobre a influência nos modelos KQR do parâmetro 
de regularização   constata-se, da análise da Figura 4.18, que um aumento do mesmo 
se traduz numa melhoria significativa ao nível da calibração. De salientar que, ao 
contrário de todos os modelos anteriormente apresentados, os menores desvios de 
calibração verificam-se nos quantis extremos e não nos centrais. Todavia o efeito do 
aumento da amplitude média dos intervalos é significativo, o que não é desejável, pelo 
que, considerando as duas medidas em simultâneo, conclui-se, pela análise do CRPS 
que os melhores resultados se obtêm com o valor intermédio de lambda. 
 
Figura 4.18 - Comparação modelos KQR para diferentes valores do parâmetro de 
regularização. 
(à esquerda) Diagrama de calibração; (à direita) Diagrama de Sharpness; (ao centro) 
Diagrama de CRPS. 
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5. Conclusões e Trabalho Futuro 
 
 Conclusões 5.1
 
Os preços de eletricidade do MIBEL apresentam uma grande volatilidade, verificando-
se ainda a ocorrência de spikes e fenómenos de mean-reversion, que condicionam o 
desempenho dos modelos.  
A análise da relação do preço com os fatores externos permite concluir que os mesmos 
influenciam significativamente as propriedades da distribuição do preço. A produção de 
energia eólica, que atinge elevados níveis de penetração na península ibérica, é em 
grande medida responsável pela volatilidade do preço, sendo que cenários em que a 
produção eólica é elevada conduzem a um decréscimo dos preços, resultando mesmo, 
em muitas ocasiões, em valores nulos ou próximos de zero.  
Estando intrinsecamente ligada ao nível de produção eólica, a velocidade do vento é o 
fator meteorológico mais determinante. Porém, é possível constatar que valores da 
temperatura acima dos 20.ºC apresentam também um impacto considerável. Por sua 
vez, a precipitação não assume a mesma relevância, provavelmente pelo horizonte 
temporal ser curto para que se verifique o seu impacto na produção das grandes 
hídricas. 
Da análise do desempenho dos diferentes modelos, constata-se que os modelos QRF e 
GLM apresentam os piores resultados. Relativamente aos restantes, o modelo GAM 
apresenta, em termos médios ao longo do horizonte temporal considerado, o melhor 
desempenho no que concerne ao RMSE, MAE e CRPS. Todavia, não difere 
substancialmente dos modelos QRNN e QREG. 
Em termos de calibração, que no contexto do problema assume uma grande 
importância, o modelo KQR, com valores entre -17% e 11.7%, apresenta o melhor 
desempenho. Porém, ainda assim, ligeiramente superiores ao que seria ideal. 
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A qualidade dos modelos estimados permite concluir que a utilização de métodos de 
regressão de quantis é uma estratégia plausível para a obtenção de previsões 
probabilísticas, sendo que os modelos GAM construídos pelo component-wise gradient 
boosting destacam-se ligeiramente. Para além das vantagens já referidas anteriormente, 
permitem uma seleção automática de variáveis e, comparativamente com as redes 
neuronais de regressão de quantis e a regressão de quantis no RHKS, exigem um menor 
esforço computacional e produzem modelos de compreensão mais fácil. 
 
 
 
 Trabalho Futuro 5.2
 
Esta dissertação focou-se exclusivamente na previsão probabilística do preço da energia 
elétrica no MIBEL, não abordando o uso potencial dessa informação por parte dos 
diferentes intervenientes no mercado. Uma vez que o valor da informação depende 
exclusivamente do modo como é utilizada seria pertinente desenvolver uma 
investigação sobre como a mesma pode ser utilizada para otimizar as estratégias de 
intervenção no mercado, nomeadamente através da formulação de problemas de 
otimização. 
A ocorrência de preços extremos (por exemplo, preços nulos ou muito elevados) tem 
um forte impacto na previsão, pelo que a incorporação de um método de deteção dos 
mesmos, poderá conduzir a uma melhoria dos resultados.  
 
Por último, saliento que nesta dissertação não foram utilizados os dados relativos à 
irradiância solar. Porém, com a capacidade de instalação de energia eólica praticamente 
esgotada, a energia solar deverá ser a próxima grande aposta no que se refere a fontes de 
energia renovável, pelo que, num futuro próximo, deverão ser considerados.  
Outra possibilidade passa pela aplicação de modelos múltiplos para combinação de 
previsões probabilísticas de diferentes modelos.  
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Anexo A – Coeficiente de correlação de Spearman 
 
Consumo 0.509* Prec. El Perul -0.220* Temp. Alto Minho 0.228* 
Eólica -0.457* Prec. Lourinhã -0.227* Temp. Torre Miró 0.173* 
Vel. Toutiço -0.268* Prec. Ameixeiras -0.219* Irr. Toutiço 0.152* 
Vel. Alto Douro -0.343* Prec. Alto Minho -0.287* Irr. Alto Douro 0.141* 
Vel. Dólar -0.276* Prec. Torre Miró -0.230* Irr. Dólar 0.127* 
Vel. El Perul -0.366* Prec. Dólar -0.096* Irr. El Perul 0.134* 
Vel. Lourinhã -0.264* Temp. Toutiço 0.172* Irr. Lourinhã 0.133* 
Vel.  Ameixeiras -0.336* Temp. Alto Douro 0.181* Irr. Ameixeiras 0.138* 
Vel. Alto Minho -0.269* Temp. Dólar 0.195* Irr. Alto Minho 0.152* 
Vel. Torre Miró -0.268* Temp. El Perul 0.188* Irr. Torre Miró 0.152* 
Prec. Toutiço -0.230* Temp. Lourinhã 0.143*   
Prec. Alto Douro -0.208* Temp. Ameixeiras 0.208*   
*Correlação significativa para um nível de confiança de 0.01  
ATabela A.1 - Coeficiente de Spearman e teste de significância. 
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Anexo B – Comparação resultados dos modelos QRNN 
 
  
AFigura B.1 – Comparação do RMSE (à esquerda) e MAE (à direita) dos modelos QRNN. 
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BFigura B.2 – Diagramas de calibração (à esquerda) e sharpness (à direita) dos modelos QRNN. 
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CFigura B.3 – Diagrama do CRPS dos modelos QRNN. 
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Anexo C – Variáveis selecionadas na construção dos modelos GAM 
 
 Quantil (%) 
 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 
Preço Hora 
anterior                    
Preço Dia 
anterior                    
Preço à 48h                    
Preço à 72h                    
Preço Semana 
anterior                    
Consumo                    
Eólica                    
Vel. vento 
Toutiço 
                   
Vel. vento Alto 
Douro 
                   
Vel. vento Dólar                    
Vel. vento El 
Perul                    
Vel. vento 
Lourinhã 
                   
Vel. vento 
Ameixeiras 
                   
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Vel. vento Alto 
Minho                    
Vel. vento Torre 
Miró 
                   
Prec. Toutiço                    
Prec. Alto Douro                    
Prec. El Perul                    
Prec. Lourinhã                    
Prec. Ameixeiras                    
Prec. Alto Minho                    
Prec. Torre Miró                    
Temperatura 
Média                    
Hora                    
Mês                    
Dia                    
BTabela C.1 - Variáveis selecionadas pelo component-wise gradient boosting na construção dos modelos GAM. 
 
 
 
 
