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Abstract
Weighted essentially non-oscillatory (WENO) reconstruction schemes are presented that
preserve cylindrical symmetry for radial flows on an equal-angle polar mesh. These new
WENO schemes are used with a Lagrangian discontinuous Galerkin (DG) hydrodynamic
method. The solution polynomials are reconstructed using the WENO schemes where the
DG solution is the central stencil. A suite of challenging test problems are calculated to
demonstrate the accuracy and robustness of the new WENO schemes.
Keywords: Lagrangian shock hydrodynamics, Discontinuous Galerkin, Cell-centered
hydrodynamics, Symmetry-preserving WENO
1. Introduction
Lagrangian hydrodynamic methods, e.g., staggered-grid hydrodynamics (SGH) [2, 3, 4,
5, 6] and cell-centered hydrodynamics (CCH)[7, 8, 9, 10, 11, 12, 13, 14], solve the governing
equations for gas (or solid) dynamics on a mesh that moves and deforms with the flow. DG
methods [15, 16, 17, 18] have been developed for Lagrangian hydrodynamics [19, 20, 21,
1, 22, 23, 24, 25]. For strong shock problems, both Barth-Jesperson limiter [26, 27] and
the WENO reconstruction method [28, 29, 30, 31] have been explored with Lagrangian DG
methods [20, 21, 23, 24, 25, 19]. However, the research on symmetry preserving WENO
reconstruction schemes is quite limited [32], and as such, it is the focus of this paper.
In [1], the modal DG method generates a system of equations to evolve the coefficients for
a Taylor series polynomial forward in time. The specific volume, velocity, and specific total
energy fields are approximated with Taylor series polynomials about the mass center of a
reference cell. The Lagrangian DG hydrodynamic method conserves mass, momentum, and
total energy. An explicit TVD Runge-Kutta (RK) method is employed for time marching.
In order to preserve cylindrical symmetry for radial flows on an equal-angle polar mesh, new
WENO schemes are presented that build the WENO reconstruction by either projecting
to a local orthonormal basis [33] or using a local characteristic decomposition [34]. These
∗Corresponding author
Email addresses: xliu@lanl.gov (Xiaodong Liu), nmorgan@lanl.gov (Nathaniel R. Morgan),
burton@lanl.gov (Donald E. Burton)
Preprint submitted to Elsevier August 22, 2019
ar
X
iv
:1
90
8.
07
69
8v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
21
 A
ug
 20
19
Y
an
ξ
"
#s
an
X
X=X(ξ, t) x= x(ξ, t)
x = x(X, t)
w(t)
w0
$
x
y
Figure 1: The map from the initial configuration (X − Y ) and the map from a reference cell (ξ − η) are
graphically illustrated. The cells will deform with the flow and the volume at a later time will be w(t).
WENO schemes are used with a Lagrangian DG method in this work where the DG solution
is used as a central stencil. These WENO schemes could also be used with finite volume
CCH methods where the central stencil is constructed by least squares fitting neighboring
cell average values.
2. Discretization
The differential Lagrangian equations for the specific volume (ν), velocity (u), and spe-
cific total energy (τ) evolution are given by,
ρdν
dt
= ∇ · u, ρdu
dt
= ∇ · σ, ρdτ
dt
= ∇ · (σu), (1)
where σ is the stress tensor. The pressure, specific internal energy and specific kinetic energy
are denoted as p, e, and k respectively. For gas dynamics, σ = −pI. The time derivatives
are total derivatives that move with the flow. The rate of change of the position is, dx
dt
= u.
Please refer to [1] for more details about nomenclatures.
Unknown fields q (e.g., v, u and τ) can be represented with Taylor expansions on the
reference cell Ω about the center of mass.
q = ∑N(P )n=1 qnψn (2)
where q1 = q¯cm, q2 = ∂q∂ξ
∣∣∣∣∣
cm
, q3 = ∂q∂η
∣∣∣∣∣
cm
, and ψ1 = 1, ψ2 = ξ − ξcm, ψ3 = η − ηcm. N(P )
means the number of terms for the solution polynomial with degree P ( N(P ) is equal
to 3 for DG(P1)). The subscript cm denotes the center of mass, given by (ξcm, ηcm) =
1
m
∫
w(t)
ρ(ξ, η)dw. Here, m denotes the mass of the cell w(t), namely m =
∫
w(t)
ρdw. The basis
functions (ψn) are constant in time [25]. The evolution equation (e.g., the specific volume
equation) is multiplied by the Taylor basis functions and then integrated over the current
cell configuration.
2
∫
w(t)
ψm
(
ρdv
dt
−∇ · u
)
dw = 0, m = 1, ..., N(P ).
Through a set of math operations, the resulting evolution equations for the unknown basis
coefficients are,∑
n Mmn dvndt =
∮
∂w(t)
ψm(n · u∗)da− ∫
Ω
u · ∇ψmdw, m = 1, ..., N(P ). (3)
Here, Mmn =
∫
w(t)
ρψmψndw. The 1st term on the right hand side (rhs) in Eq. (3) requires
solving a Riemann problem [12] on the surface of the deformed cell w(t). The Riemann
velocity and stress are denoted with a superscript ∗. The multidirectional approximate
Riemann solver for Lagrangian CCH has been explored extensively [9, 10, 12]. The volume
integral (the 2nd term on the rhs) is evaluated by Gauss quadrature formulas. An explicit
TVD RK method [16] is used to evolve the semi-discrete system of equations.
3. WENO limiting
The Lagrangian DG hydrodynamic method evolves polynomial coefficients forward in
time and these polynomial coefficients must be limited near shocks to ensure monotone
solutions. In this paper, these solution polynomials are reconstructed using two WENO
schemes where the DG solution is the central stencil. It is very important to preserve
cylindrical symmetry with WENO on an equal-angle polar mesh for 1D radial flows. To
preserve symmetry, two strategies are explored for creating a WENO reconstruction, which
are (1) a projection to a local orthonormal basis and (2) a local characteristic decomposition.
These strategies are denoted in this paper as strategy 1 and 2.
3.1. Projection to a local orthonormal basis
Step 1. We project the DG solution matrix U in the reference space (ξ−η) to the physical
space (x− y) for Up. Here U is the DG solution matrix, defined by,
U =

ν¯ ∂ν
∂ξ
∂ν
∂η
u¯ ∂u
∂ξ
∂u
∂η
v¯ ∂v
∂ξ
∂v
∂η
τ¯ ∂τ
∂ξ
∂τ
∂η
 . (4)
In the physical space, qp =
∑N(p)
n=1 qpnφn with qp1 = q¯p, q2 = ∂qp∂x
∣∣∣∣∣
cm
, q3 = ∂qp∂y
∣∣∣∣∣
cm
and φ1 = 1,
φ2 = x − xcm and φ3 = y − ycm. Here, (xcm, ycm) is the physical mass center for the cell,
namely (xcm, ycm) = 1m
∫
w(t)
ρ(x, y)dw. The corresponding polynomial qp in the physical space
can be calculated using L2 projection,[∑N(P )
n=1
∫
w(t)
ρφmψndw
]
qn =
[∑N(P )
n=1
∫
w(t)
ρφmφndw
]
qpn, m = 1, ..., N(P ). (5)
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Figure 2: The stencils associated with the cell w0. r l and θl denote the local orthonormal basis determined
by the local cell average velocity. nf represents the unit normal vector for the the face f surrounding the
cell w0.
Likewise, the polynomial matrix in the physical space, Up, can be obtained.
Step 2. We construct the polynomials qrp from the selected stencils. For the cell w0, shown
in Fig. 2, the following 5 stencils, {S0 : w0}, {S1 : w0, w7, w8, w1}, {S2 : w0, w1, w2, w3},
{S3 : w0, w3, w4, w5}, and {S4 : w0, w5, w6, w7}, have been selected. Here, the polynomial
of the central stencil S0 is known, while the polynomials from other 4 biased stencils need
to be reconstructed. For every biased stencil, let’s assume the reconstructed polynomial is
qrp = q¯p(w0) +
∂qrp
∂x
(x − xcm(w0)) + ∂q
r
p
∂y
(y − ycm(w0)). Taking stencil S1 as an example, this
polynomial qrp satisfies the following,∫
ρqrpdw7 = m(w7)q¯p(w7),
∫
ρqrpdw8 = m(w8)q¯p(w8) and
∫
ρqrpdw1 = m(w1)q¯p(w1). (6)
Then least squares can be used to calculate qrp2 and qrp3. Likewise we can get reconstructed
polynomial matrix Urp for the biased stencils.
Step 3. We compute the smoothness indicator. The smoothness indicator depends on
the variable gradient, that is frame dependent and thus leads to rotational symmetry loss.
Step 3.1 Project the polynomial matrix Urp to a local orthonormal basis for Upl. For the
cell w0, we define a local orthonormal basis using the local cell average velocity (u, v), namely
r l = 1√u2+v2 [u v]
T and θl = 1√u2+v2 [−v u]T , shown in Fig. 2. Therefore, a transformation
matrix is introduced,
B =
[
∂r
∂x
∂r
∂y
∂θ
∂x
∂θ
∂y
]
= 1√
u2 + v2
[
u v
−v u
]
. (7)
We transform all the stencil polynomials Urp in the physical space to the local basis,
{
ν¯pl = ν¯rp
τ¯pl = τ¯ rp
,
[
u¯pl
v¯pl
]
= B
[
u¯rp
v¯rp
]
,

[
∂νpl
∂r
∂νpl
∂θ
]
=
[
∂νrp
∂x
∂νrp
∂y
]
B−1[
∂τpl
∂r
∂τpl
∂θ
]
=
[
∂τrp
∂x
∂τrp
∂y
]
B−1
,
[
∂upl
∂r
∂upl
∂θ
∂vpl
∂r
∂vpl
∂θ
]
= B
∂urp∂x ∂urp∂y
∂vrp
∂x
∂vrp
∂y
B−1.
(8)
where the subscript l denotes variables in the local basis.
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Step 3.2 Calculate the smoothness indicator in context of a local basis. Then the smooth-
ness indicator oi for a stencil is calculated by,
oi = max(oi(νpl), oi(upl), oi(vpl), oi(τpl)), i = 0, ..., 4. (9)
with oi(qpl) =
(
∂qpl
∂r
)2
+
(
∂qpl
∂θ
)2
. Since the terms ∂νpl
∂r
and ∂νpl
∂θ
only depend on radius r, the
cylindrical symmetry is preserved.
Step 3.3 We compute the nonlinear weights ωi based on the smoothness indicator oi,
ωi = ω¯i∑ ω¯i , ω¯i = ωli(ε+oi)2 (10)
where ωli is a linear weight and ε = 10−6 to avoid division by zero. In this work, ωl0 = 0.5
and ωli for biased stencils is just arithmetic average of (1− ωl0).
Step 3.4. We get the WENO reconstruction polynomial matrix in the local basis using
Uwpl =
∑4
i=0 ωiUpli.
Step 3.5. We project the WENO reconstruction polynomial matrix Uwpl in the local basis
back to the physical space for Uwp using the inverse process of Eq. 8.
Step 4. We Project the WENO-based polynomial matrix Uwp in the physical space back
to the reference space for U using the inverse process of L2 projection defined in Eq. 5.
3.2. Local characteristic decomposition
Local characteristic decomposition is also applied. Step 1, 2 and 4 are same as that in
Section 3.1, while Step 3 is done by a local characteristic decomposition detailed as follows.
Step 3.1 We project the polynomial matrix Urp in the physical space to the characteristic
field for Uc. The Jacobian matrix of the integral governing equations (Eq. 1) is,
0 −nx −ny 0
−ρpnx −(γ − 1)ρunx −(γ − 1)ρvnx (γ − 1)ρnx
−ρpny −(γ − 1)ρuny −(γ − 1)ρvny (γ − 1)ρny
−ρpvn −(γ − 1)ρuvn + pnx −(γ − 1)ρvvn + pny (γ − 1)ρvn
 , (11)
where vn = unx + vny. This matrix admits 4 eigenvalues, λ1 = −ρc, λ2 = λ3 = 0 and
λ4 = ρc. The left and right eigenvectors of such a matrix are,
L =

− 12γ nx2ρc − (γ−1)u2γp ny2ρc − (γ−1)v2γp γ−12γp
1
γ
−nyvm
p
− u
pγ
nxvm
p
− v
pγ
1
pγ
0 ny
p
−nx
p
0
1
2γ
nx
2ρc +
(γ−1)u
2γp
ny
2ρc +
(γ−1)v
2γp −γ−12γp
 and R =

−1 γ − 1 (γ − 1)vm 1
ρcnx 0 pny ρcnx
ρcny 0 −pnx ρcny
p+ ρcvn p 0 −p+ ρcvn
 .
(12)
Here, vm = vnx − uny and c is the sound speed. We project the polynomial matrix Urp to
the characteristic field,
Ucf = LfUrp, f = 1, ..., 4. (13)
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where the subscript f represent the face number. For Lf (or Rf ), nx and ny are defined
using each normal vector of the 4 faces (Fig. 2) and the variables are obtained using the
arithmetic average of averaged variables of the 2 cells sharing the same face.
Step 3.2 We calculate the smoothness indicator based on Ucf . Taking the first charac-
teristic variable νcf as an example,
ν¯cf = − 12γ ν¯ + [ nx2ρc − (γ−1)u2γp ]u¯+ [ ny2ρc − (γ−1)v2γp ]v¯ + γ−12γp τ¯
∂νcf
∂x
= − 12γ ∂ν∂x + [ nx2ρc − (γ−1)u2γp ]∂u∂x + [ ny2ρc − (γ−1)v2γp ] ∂v∂x + γ−12γp ∂τ∂x
∂νcf
∂y
= − 12γ ∂ν∂y + [ nx2ρc − (γ−1)u2γp ]∂u∂y + [ ny2ρc − (γ−1)v2γp ]∂v∂y + γ−12γp ∂τ∂y
. (14)
For sake of brevity, the superscript r and subscript p are omitted. Combining with Eq. 7,(
∂νcf
∂x
)2
+
(
∂νcf
∂y
)2
=
(
d1
∂ν
∂x
+ d2 ∂upl∂x + d3
∂τ
∂x
)2
+
(
d1
∂ν
∂y
+ d2 ∂upl∂y + d3
∂τ
∂y
)2
=
(
d1
∂ν
∂r
+ d2 ∂upl∂r + d3
∂τ
∂r
)2
+
(
d1
∂ν
∂θ
+ d2 ∂upl∂θ + d3
∂τ
∂θ
)2 (15)
with d1 = − 12γ , d2 = 12ρc − (γ−1)
√
2k
2γp , d3 =
γ−1
2γp and upl = unx + vny. It can be observed that(
∂νcf
∂x
)2
+
(
∂νcf
∂y
)2
only depend on the radius, thus it preserves the cylindrical symmetry.
Step 3.3 and 3.4 are similar to the above section. The above 4 steps are executed four times
(4 faces) for creating the WENO reconstruction.
Step 3.5 We transform the 4 reconstructed polynomial Uwcf in the characteristic field back
to the physical space for Uwpf using the inverse process of Eq. 13, namely,
Uwpf = RfUwcf , f = 1, ..., 4. (16)
Step 3.6 The final sole polynomial Uwp for the physical space is just the arithmetic average
of the 4 polynomials Uwpf .
4. Test problems
In this section, a suite of challenging test problems are calculated to demonstrate the
accuracy and robustness of the WENO-based Lagrangian DG hydrodynamic method. The
test problems are the polar Sod [20], Sedov [35] and Noh [36], which all use a gamma-law
equation of state (EOS). Some important parameters are listed in Table 1. The initial
conditions (ρ0, u0, v0, p0) for polar Sod (left), Sedov (middle) and Noh (right) are given by,
{
(1, 0, 0, 1), r < 0.5
(0.125, 0, 0, 0.1), r > 0.5 ,
{
(1.0, 0, 0, (γ − 1)ρoEo
wo
), Origin
(1.0, 0, 0, 10−6), Others ,
{
(1.0, −x√
x2+y2
, −y√
x2+y2
, 10−6) ,
where r =
√
x2 + y2 for the polar Sod problem. With the Sedov problem, ’Origin’ means
the cells containing the origin and wo denotes the cell volume and Eo = 0.244816.
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Table 1: Important parameters for different cases
Gas constant (γ) Computational domain Mesh resolution Final time
Sod shock tube 1.4 [0.01, 1]× [0, 2pi] 99× 48 0.2
Sedov blast 1.4 [−1.2, 1.2]× [−1.2, 1.2] 60× 60 1.0
Noh implosion 5/3 [−1.0, 1.0]× [−1.0, 1.0] 100× 100 0.6
The numerical results are shown in Fig. 3. For all test cases, the meshes in the first
quadrant are presented. The final meshes (Fig. 3a, 3d and 3g) move in a stable manner.
The density scatter plots (Fig. 3b, 3e and 3h) agree well with the exact solution. The
polar Sod problem is used to do the quantitative analysis of symmetry preserving. Velocity
deviations from the radial direction are used as a symmetry-preserving metric. From the
scatter plots for symmetry errors shown in Fig. 3c, our two strategies preserve symmetry
very well as demonstrated by the fact that the largest errors are on the order of 10−15
(machine precision), while the original WENO method cannot preserve symmetry. From
Fig. 3f, for Sedov, strategy 2 gives the smallest density scatter as expected. In addition,
the difference between the original WENO method and strategy 1 is very small because
the original method happens to preserve symmetry on an initially uniform square mesh for
this kind of symmetric explosion problem; the explanation is as follows. Taking the first
quadrant as an example, the test problem and the mesh are both symmetric about the 450
line so the smoothness indicators for the two symmetric cells about the 450 line are equal.
Likewise, a similar phenomenon can be observed for the Noh problem.
5. Conclusions
We presented new symmetry-preserving WENO limiters and used them with a La-
grangian DG hydrodynamic method to simulate shock driven flows in 2D Cartesian coordi-
nates. The WENO reconstructions were calculated using two approaches (1) a projection
to a local orthonormal basis or (2) using a local characteristic decomposition to preserve
cylindrical symmetry on an equal-angle polar mesh for radial flows. The DG solution is used
as the central stencil for the WENO reconstructions in this work; however, these WENO
schemes could also be used with finite volume hydrodynamic methods where the central
stencil is constructed by least squares fitting neighboring cell average values. The symmetry
preservation of the new WENO schemes with the Lagrangian DG hydrodynamic method was
demonstrated by calculating the polar Sod problem. The canonical WENO method breaks
symmetry, while the new WENO schemes have errors on the order of machine precision.
The accuracy and robustness of the proposed WENO schemes was then demonstrated by
calculating the Sedov and Noh test problems. These new WENO schemes are a promising
approach for calculating limited reconstructions for use with finite volume and DG hydro-
dynamic methods.
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Figure 3: The numerical results are shown for different cases. The 1st, 2nd, and 3rd row show the numerical
results for the Sod shock tube, Sedov blast wave and Noh implosion test problems respectively.
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