Unsupervised pretraining and dropout have been well studied, especially with respect to regularization and output consistency. However, our understanding about the explicit convergence rates of the parameter estimates, and their dependence on the learning (like denoising and dropout rate) and structural (like depth and layer lengths) aspects of the network is less mature. An interesting question in this context is to ask if the network structure could "guide" the choices of such learning parameters. In this work, we explore these gaps between network structure, the learning mechanisms and their interaction with parameter convergence rates. We present a way to address these issues based on the backpropagation convergence rates for general nonconvex objectives using first-order information. We then incorporate two learning mechanisms into this general framework -denoising autoencoder and dropout, and subsequently derive the convergence rates of deep networks. Building upon these bounds, we provide insights into the choices of learning parameters and network sizes that achieve certain levels of convergence accuracy. The results derived here support existing empirical observations, and we also conduct a set of experiments to evaluate them.
Introduction
The role of unsupervised pretraining and then more recently, dropout, in the success of deep networks cannot be overemphasized. Both of these are instances of noise injection based learning [1, 2] , and in the last few years, a number of important papers have explored both the theoretical and practical aspects of such regularizations [3, 4, 5, 6] . For the most part, the treatment of convergence aspects has been learning theoretic, concerning output consistency and generalization error [3, 7] . For instance, if the optimization converges, what can be said about the generalization. Alternatively, assuming such an asympototic convergence, how do specific formulations relate to well studied loss functions or regularizations, e.g., Tikhonov [2] , L 2 [5] , ensembles [6] . In contrast, convergence in numerical optimization for the unconstrained case is typically analyzed using some quality measure of the decision variables (network weights), for instance, gradient of the objective function.
The weights often correspond to the influence of features, and they inform design choices as the architecture is fine tuned. It has also been noted that they serve as a good proxy for segmenting objects pertinent to a category in image categorization [8] . So a natural question then is to ask if there is any value in analyzing the estimation procedure at the level of network weights. More importantly, as we will describe, this line of enquiry can identify useful relationships between the network architecture, activation functions, learning parameters like denoising and dropout rate, and the required sample sizes. After establishing convergence rates of the estimation procedure, consistency of the output estimates follows naturally (with some additional work) in many of the cases mentioned above. Recall that the backpropagation training, which is used to solve the underlying optimization, is a specific instance of stochastic gradient methods. While there is a mature body of work analyzing convergence of convex objectives using such methods, not much is known when the objective is nonconvex. The starting point for our analysis is a very recent work by [9] on the convergence of stochastic gradients for arbitrary nonconvex problems using first-order oracle.
We now briefly describe the contributions of this work. Using the "expected" gradients idea from [9] , we first present a general framework analyzing deep networks, specifically the interplay of convergence rates, the network structure, and learning parameters. We then show that this recipe not only allows for simultaneously studying denoising autoencoders and dropout in multi-layer nets, but also for analyzing the more complicated, and widely used, convolutional and recurrent networks (with arbitrary activations). Subsequently, we look at how the learning parameters interact with network structure, how depth seems to influence the ability to learn complex concepts [10, 11] and whether the structure and activation type provide "guidance" on the choices of corruption rates. And, more importantly, we see whether the network structure influences the consistency of pretraining and/or dropout estimates. On one hand, the bounds directly provide ideas regarding setting up network depth and sizes, corruption rates, and other hyperparameters to achieve a certain level of convergence accuracy. On the other hand, the analysis shows that certain choices of hyperparameters do not necessarily guarantee convergence. Although many papers in the last few years provide empirical guidance on these issues, our results are a step towards a better conceptual understanding of this behavior, and complement existing understanding of pretraining and dropout.
Preliminaries
We first present the learning setup followed by some notation needed to describe the neural network (NN) objectives that we analyze. Let (x, y) ∈ D denote the data that is being modeled by a L-layered network, trained by backpropagation with pretraining and/or dropout. Here, x = h 0 (length d 0 ) denotes the visible layer, h 1 , . . . , h L−1 (lengths d 1 , . . . , d L−1 ) denote the hidden layers and the output layer is y = h L (length d L ) (inputs and outputs are normalized to [0, 1]). As mentioned in Section 1 we are interested in denoising autoencoder (DA) pretraining and dropout. DA pretrains the network layer-wise by reconstructing the features (x or h) from their stochastically corrupted versions. Dropout is an instance of ensemble learning that corresponds to learning smaller subnetworks by "dropping" feature units across all layers. We denote these corrupted versions of x (and similarly for h) byx, where j th unitx j = β j x j with β j ∼ Bernoulli(ζ). ζ 0 , . . . , ζ L−1 represent the dropout rates of the L-layers, andh l is the dropped out version of h l . For notational simplicity, let η correspond to a training instance (for example, in 1-layer NN η := (x, y) ∈ D). Our analysis then focuses on the following three loss functions L(η; W)
• Single-layer network: L 1 (η; W) = y − σ(Wx) 2 ; η := {x, y}
• Denoising Autoencoder: L DA (η; W) = x − σ(W T σ(Wx)) 2 ; η := {x,x}
• Multi-layer with Dropout:
h l − σ(W lhl−1 ) 2 ; η := {x, y} W's are the unkowns of appropriate dimensions and σ(·) is the sigmoid activation (with Lipschitz constant U ). The biases are handled by augmenting features by 1 whenever necessary. Although our analysis uses sigmoid non-linearity, the generality of the recipe allows for extending it to other activations including rectified linear units [12] . Within this, the NN learning problem in each of the three cases above is given by the following minimization, learned via stochastic gradients. min
The k th iteration of stochastic gradients uses a random sample η k , computes a noisy gradient G(η k ; W k ) = ∇ W L(η k ; W k ) and updates the parameters as
where γ k is the step size.
The main idea adapted from [9] is to randomly sample the stopping iteration from a distribution P R (·) over iterations k. This random stopping, aptly named randomized stochastic gradients (RSG), allows for analyzing the behaviour of "expected" gradients using only minimal assumptions. P R (·) can either be fixed a priori or learned from a hypertraining procedure (from a family P, based on some performance measure). RSG offers useful theoretical properties, and is a negligible practical change to existing implementations. We first present the analysis for the simple case of single-layer NN, which will then serve as a reference to derive the results for DA followed by the multi-layer NN with dropout.
Single-layer network
Consider a 1-layer NN with d x visible and d y output units, and no input corruption. Each iteration of the RSG algorithm samples η ∈ D and computes the gradient update. Our first result analyzes the expectation of gradients
R is the probability that k th iteration is the stopping iteration (Z is the normalizer). The analysis proceeds by bounding V ar k (G(η k ; W k )) and the Lipschitz continuity of ∇ W f (W) using only the network architecture and properties of σ(·). This is followed by bounding the corresponding ∇ W f (W k ) 2 . Note that no convexity assumptions are imposed on the loss function. The resulting convergence rate also leads to estimating the required sample sizes in a large deviation sense, as will be discussed later in this section. This recipe will be repeatedly used for DA and dropouts later in Section 4 and 5. All proofs are included in the supplement. 
For RSG learning of a 1-layer NN with L 1 (η; W), we have
using optimal constant step sizes γ k given by (k = 1, . . . , N )
is the unkown deviation from optimum, and D serves as its surrogate. The above result gives a 1/ 2 rate for expected gradients decay and squareroot dependence of number of degrees of freedom (d x d y ). The condition on D follows from the requirement γ k ≤ 3 U (refer proof). Remarks: Observe that the asymptotic behaviour of gradients in backpropagation (including variants with adaptive stepsizes and momentum) has already been studied [13, 14, 15, 16] , and not novel to our work. However, relatively few explicit results about the rates of convergence are known (imposing restrictions on the objective does lead to improved guarantees [17] ). This may be mainly because of the lack of such results studying stochastic gradients with general nonconvex objectives. RSG presents the first such result addressing general nonconvex objevtices with firstorder oracle [9] . Hence we believe that the result in (2) which is based on RSG is the first of its kind in the context of NNs. It will not just serve as building block for analyzing DA and multi-layer NN (in later secitions), but will potentially allow for understanding more complicated (and widely popular) convolutional and recurrent nets.
The caveat for the generality of the bound in (2) is that it might be loose in the worst case where D f ∼ 0 (i.e., when W 1 is already a good estimate of the stationary point). We present a result in the supplement on the choices of stepsizes γ k to ensure monotonic decrease in gradient norm expectations as N increases. This allows us to construct P R (·) and select R ahead of time.
Theorem 3.1 presents convergence of single-layer NN for a single RSG run. In practice, one is more interested in a large deviation bound over multiple independent RSGs, especially because of the randomization over η in (1) . Consider a C-fold RSG with C ≥ 1 independent estimates W R1 , . . . , W R C . The large deviation estimate is defined as, Definition (( , δ)-solution). For some given > 0 and δ ∈ (0, 1), an ( , δ)-solution of learning 1-layer NN is given by {W Rc }, c = 1, . . . , C such that
With this definition, we have the following sample size estimate for the single-layer case. Corollary 3.2 (Sample complexity of 1-layer NN). The number of independent RSG runs (C) and the number of data instances (S) required to compute a ( , δ)-solution are given by
where r > 1 is a given constant, · denotes ceiling operation and t denotes the average number of times each data instance is used.
The constant r is a trade-off between the number of folds C and the sample size S. Not surprisingly, more folds are needed to guarantee a ( , δ)-solution for a smaller S. Note that the minimum possible S is d h dv t 2 , and below this quantity, the idea of computing an ( , δ)-solution in a large deviation sense is not meaningful.
Denoising Autoencoder
With the base case of 1-layer NN worked out, we now proceed to the more interesting Denoising Autoencoder (DA) pretraining. The recipe for deriving convergence and sample sizes will closely follow the flow in Section 3. Theorem 4.1 presents the convergence of DA learning, which will then provide insights into the choices of denoising rates (ζ) and distributed DA pretraining. Note that η now corresponds to x,x (refer L DA (η; W) in Section 3). 
For RSG learning of a DA with L DA (η; W), we have
using the optimal constant step sizes γ k (k = 1, . . . , N ) given by
Remarks. To our knowledge (and following the remarks for Theorem 3.1), the above result is among the first such bounds that relate network architecture and DA learning parameters to the convergence rate. More generally, the bound in (6) is applicable to any feature corruption based autoencoder learning. Since denoising is related to adaptive regularization [2] , this result is also of independent interest for noise injection based learning. A few observations follow from Theorem 4. ). This may be explained by the asymmetry of the objective (L DA (η; W)) with respect to x and h. Second, the rate has a weak fractional dependence on the denoising rate ζ (e.g., even when ζ changes from 0.1 to 0.9, the bound increases to ∼ 1.7 times). There is empirical evidence supporting these observations, at least in part. For example, [7, 3] show that, with pretraining, increasing d h beyond some minimum value might not change generalization performance. Similarly, [7] showed that it was not necessary to pick ζ very precisely, providing some empirical support to the bounds from Theorem 4.1. In section 6, we further evaluate the bound in (6) and discuss the interaction of d x and d h . Following the analysis in Section 3, we can obtain the sample sizes for computing a large deviation estimate (refer to Definition 3). Corollary 4.2 (Sample complexity of Denoising Autoencoder). The number of independent RSG runs (C) and the number of data instances (S) required to compute a ( , δ)-solution are given by
Remarks. To get a practical sense of (8) , consider a DA with d x = 100, d h = 20 and ζ = 0.75. According to Corollary 4.2, for computing a (0.05, 0.05)-solution with t = 100, S is more than 70000. Depending on the structural (and statistical) characteristics of the data (variance of each dimension, correlations across multiple dimensions etc.), which we do not exploit in the analysis, the bound from (8) may overestimate the required number of samples, as expected. Overall, the convergence and sample size bounds in (6) and (8) provide some justification of a behavior which is routinely observed in practice -large amounts of unlabeled data are needed for efficient DA pre-training (Chapter 4, [18] , [3] ). Given these results, we now look at the choices of ζ to ensure consistency in estimation of transformation parameters (and hence the hidden representations).
Denoising rates : Observe that (6) gives an upper bound on ζ. Recall from Theorem 4.1 that the ideal choice for D is D f . By ensuring the expected gradients falls below some given ε > 0 factor of D f ,
The sigmoid Lipschitz constant U can be estimated via some pre-processing (refer to Figure 1(a) ). The ζ values predicted from (9) are completely decided by network hyper-parameters and accuracy factor ε. For very large values of N and/or small networks sizes (d x , d h ), the fraction in (9) may exceed 1 implying that any value for ζ will have the given accuracy. This corresponds to the regime where ζ does not influence generalization performance. Consider an example network with d x = 50, d h = 20, N = 10 6 and ε = 0.05. Then (9) suggests ζ ≤ 0.5. Figure 1 (b,c) presents the upperbound trends of ζs from (9) for multiple choices of N , ε (Figure 1(b) ) and d x , ε (Figure 1(c) ). It has been observed that corruption almost always helps generalization error but extreme ζs (close to 0 or 1) depreciate the performance [7, 18] . The upper bound justifies the right end of this spectrum, and later in Section 6 we evaluate its efficacy. 
Distributed setting
The results in (4.1) and (4.2) show that pretraining large DAs is impractical with smaller sample sizes (and thereby fewer iterations). There is empirical evidence supporting this behaviour [19, 20] 
Remarks. In this setup, the B different subDAs need not be disjoint and each subDA's visible layer includes τ d x input units. Lemma 4.3 says that τ and ζ should be chosen carefully so that 1 − ζ < τ , and 1 − 1−ζ τ does not end up too close to 1. Specifically, whenever 0 < ζ 1, within the setup of Lemma 4.3, there is very little room for distribution. This is not surprising because for small ζ, DA is allowed to discard units very rarely, thereby pushing τ closer to 1. Although these requirements seem restrictive, we show in Section 6 that they can be fairly relaxed in practice. Note that the hidden layer may also be distributed as in [21] , but we restrict the discussion here to the case where subDAs use all d h units. In practice, φ can be chosen to be very small and, for convinence, the subDAs may also be explicitly sampled to be disjoint.
The B subDAs share the latest estimates of W and an individual RSG will be run over each of these B networks. The random re-sampling of visible units in constructing subDAs may ensure low variance in the estimate of W corresponding to the ( , δ)-solution in (41). The convergence of this distributed setup is summarized below, where γ 
Using the optimal constant step size γ 
where
Remarks. We see that the distributed bound in (10) is always smaller than that in (6) because f < 1 for the appropriate choices of ζ and τ (refer to Lemma 4.3, N here denotes each RSG iterations). For a given ζ, f decreases as τ decreases (for ex, ζ = 0.3 with τ = 0.75 gives f > 0.55). The range of f for all the feasible choices of 0 < ζ < 1 and 0 < τ < 1 as shown in Figure 2 . For a given ζ, as τ decreases the factor improvement increases. And as ζ increases for a fixed τ , f increases. The infeasible combinations are approximately in the upper-left half of Figure 2 , and their f 's are just denoted as 0 here (dark blue). Theorem 4.4 supports the existing results on faster convergence in distributed setting [21] . Because of the factor f reduction in the convergence rate, the corresponding sample sizes S required in this distributed setting is O(
) (an improvement of f 2 over (8)).
Denoising rate (zeta) SubDA fraction (tau) 
Multi-layer with Dropout
We finally extend the convergence results to the general case of L-layered NN with dropouts. The following results build upon Theorems 3.1 and 3.2. denotes the stepsize for k th iteration and l th layer. Recall that dropped out weights in an iteration are not updated, and all the parameters are shared across iterations. The output layer is assumed to have no dropout (ζ L = 1).
2 . The optimal constant step sizes γ k l = γ l (k = 1, . . . , N ) for each layer are given by (3), and for RSG learning of a L-layer NN with dropout using L L (η; W), we have
The number of independent RSG runs (C) and the number of data instances (S) required to compute a ( , δ)-solution are given by
Remarks. Theorem 5.2 provides the first explicit convergence rate for L-layer NN with dropout. The setup for (11) is a single multi-layer NN, and hence the convergence rates for complex convolutional and recurrent nets can be addressed via combinations of such bounds. A few comments about (11) are in order. For L = 1 (i.e., no hidden layers) the bounds in (11) and (12) reduce to those in Theorems 3.1 and 3.2 (with visible dropout ζ 0 ). First, observe that the convergence bound in (11) is the average of the corresponding rates for each of the L layers (refer to (2) ). This averaging behaviour implies that one layer's convergence may have little influence on the convergence of others. This can be seen by recalling that the errors in backpropagation are transmitted layer-by-layer, and each layer applies a nonlinear transformation. Therefore, local convergence of the layer may have little effect on other distant layers. This phenomenon also partially explains the improved estimates obtained after pretraining (a.k.a initializing) each layer independently.
Second, both DA and dropout are instances of a broader class of feature corruption based regularizers [1, 2] . While DA is a per-layer strategy, dropout acts on all layers. Nevertheless, one iteration of learning in either case uses only a fraction of all available units. So, we expect that the dropout rates ζ l to have similar dependence on convergence, just like the dependencies observed for DA (refer to Theorem 4.1, and the remarks thereafter). Comparing (6) and (11), we see that dropout rate has stronger correlation to the decay of gradients that of the denoising rate in DA (refer (6)). The non-trivial influence of ζ l on generalization performance has been reported earlier [22] , and we analyze the interaction of ζ l and architecture after presenting sample sizes below. Our experiments in Section 6 also seem to support this square-root dependence on network sizes and ζ l s. Finally, to interpret the sample size, in (12) , consider a prototypical NN where all hidden layers have the same length (d) and dropout rate (ζ), and ζ L = 1. The required S in this case reduces to
If the number of retained units across all layers is assumed to be the same (ζd
, then the above sample estimate further reduces to O(
Dropout rates: Using theorem 5.1 we can derive bounds on ζ l (l = 0, . . . , L − 1), similar to (9) for the DA setting. For the rate in (11) to go below a ε factor of D f , we need
We analyze the above inequality for following two architecture types (here l = 1, . . . , L − 1).
expected number of retained units per layer is constant) Proposition 5.3. The allowable dropout rates for (C1) and (C2) according to (14) are given by
Remarks. Note that the output layer is generally much smaller than the rest, thereby ensuring that the condition for (C2) in (15) is easily satisfied with a large enough N . Let us consider a 4 layered NN with ζ 0 = 0.8, ζ 4 = 1 and network lengths (50, 20, 20, 20, 5) . With N = 10 6 and ε = 0.01, the condition of Proposition 5.3 is satisfied, and (15) predicts ζ ≤ 0.51 for (C1). For (C2), the condition in (15) is satisfied, and κ ≤ 11. Note that κ is the minimum of ζ 0 d 0 (= ζ l d l ) and the bound from (15) . The results from Proposition 5.3, and more generally, the inequality in (14) depends only on architecture and convergence accuracy. Hence it can be used in practice to check if the "chosen" ζ l s are feasible for the given network to produce the accuracy ε. On the other hand, since many different ζ l s and d l s may satisfy (14) , one can generate the good and bad dropout and network combinations for a given task. It should be pointed out that [6] presents an exhaustive analysis of the dropout algorithm. The bounds presented above are based on the convergence of backpropagation, instead of regularization and/or ensemble dynamics like in [6, 5] . Hence, the maximum of 0.5 (dropping half of the units) and the upper bounds in (15) may be chosen as the desired ζ l , in an effort to balance both regularization and convergence accuracy.
Experiments
We performed experiments using MNIST digits, ImageNet and MRI images datasets (referred to as mnist, imagenet and neuro). The convergence bounds in (6), (10), (11) and the corruption rates in (9) , (15) decay for larger stepsizes (until the minima are overshot, refer to Figure 4(a) ). Although (11) suggests layer-by-layer averaging behavior for the rate, the blue and black curves (L = 3, 4) in Figure 5 (a,c) suggest that N needs to be increased. Figures 3(b,e,h) show the trends vs. d l , and they seem to support the fractional dependence on d x and d l from (6) and (11) . In the case of DA, the increase in expected gradients seems to be stronger for smaller values of d h (black, green curves vs. red, blue curves in Figure 3(b) ). Across all d x s the gradients seem to decrease as d h increases (black, green and red curves) until it reaches some minimum threshold. Beyond this, increasing d h tends to overshoot and increase the expected gradients (blue curve overlapping the rest). These observations in part support the unequal dependence of d x and d h on the convergence, as was reported in (6) . In the case of L-layer NN, unlike with DA, the trends seem to be more consistent (refer Figure 5) . As Figure 5(a,c) show, deeper NNs seem to have larger expected gradients (for a fixed N ), implying deviation from the averaging in (11) . Figure 3(c,f,i) show expected gradients decay for distributed DA vs. the number of subDAs (B). B is chosen to be at least 1/τ (refer to Lemma 4.3) and the d h for subDAs is ensured to be at most twice their d x . A central master holds the current updates, and the B subDAs pretrain independently on as many as 200 cores, communicating with the master via message passing. The subDAs are initialized by running the whole DA (in non-distributed way) for a few hundred iterations. As expected the decay seems to be stronger than that in Figure 3(a,d,g ), which may be attributed to the factor f in (10) (refer trends of f from Figure 2 ). For sufficiently large B, the decay rate settles down. Figure 4(b) shows the time speed-up of distributed setting on MRI Images and ImageNet datasets, with each subDA running on one core (x-axis). As the B increases, the speed-up relative to the non-distributed setting increases rapidly up to a certain limit, and then gradually falls back (due to communication overlay). The speed-up is much higher for tasks with large number of parameters (> 50mil, red and black curves vs.15mil, blue curve). Note that the distributed DA gives faster convergence and speed-up, but does not lose out on generalization error (ash shown in Figure 4(c) ). Choices of denoise and dropout rates. Figure 6 shows the change of expected gradients as corruption rates change in DA and dropout. Denoising rate seems to have weaker influence than dropout rates. This is in agreement with the bounds in (6) and (11), where the convergence depends on ζ 1/4 in DA, and √ ζ for dropout. The efficacy of these bounds in turn supports the claims in (9) and Proposition 5.3, which can then be used to choose corruption rates so that both convergence and maximum regularization are achieved (refer to end of Section 5). Overall, the results from our experiments, in tandem with existing observations [18, 3, 6] provide strong empirical support to the results derived in this work.
Does distributed learning help ?
Figure 4: (a) Expected gradients vs the number of SFO calls N , for multiple stepsizes γ (corresponding to the four different colors). The trends show that as stepsize increases the expected gradients decrease, and beyond a resonably large stepsize (gree curve) the gradients overshoot local optima (blue curve). (b) Computation time gained by distributing DA pretraining on neuro and imagenet datasets. x-axis represents B (where each subDA is run on one core). (c) Distributed setup does not lose on generalization error. The four curves correspond to the ratio of test-set reconstruction errors for distributed pre-training (B > 2) to the non-distributed case. The error-bars correspond to 10 fold cv errors computed using 10 different test-sets.
Conclusion
We studied the behavior of denoising autoencoder and dropout in the context of parameter convergence rates for multi-layer neural networks. First, a general framework for constructing the convergence rates of backpropagation (with general nonconvex objectives) in deep nets was presented. We then analyzed the interaction of learning and structural parameters for achieving certain levels of convergence accuracy. In future, we intend to build upon this interplay for large scale convolutional and recurrent networks, and also incorporate Restricted Boltzmann machines into the analysis. 
using the optimal constant step sizes γ k ≤ 3 U (for k = 1, . . . , N ) given by
Proof. We first derive certain bounds on the variance of the noisy gradients G(η k ; W k ) and the Lipschitz continuity of ∇ W f (W) using the properties of σ(·) (whose Lipschitz is U ).
and using the Lipschitz constant of sigmoid, we get
Using (19) and (20) and Rademacher Theorem, we have DL(η; W) ≤ 2U d x d y . With this, and using the definition of
Now using G(η;
For the Lipschitz bound on ∇ W f (W), observe that
Before continuing, consider some scalars a, b. We are interested in |aσ(a) − bσ(b)| (σ max = max{σ(a), σ(b)}). W.l.g let a < b, since σ(·) > 0 is monotonic, aσ(a) < bσ(a) < bσ max and −bσ(
Using ∇ Wij L(η; W) and applying the above setup with σ(·)(1 − σ·) instead of σ·, and noting that maximum of σ(·)(1 − σ·) is 1/4 we get,
since all other entries in W apart from W ij are the same. Hence,
Using this in (23), we get
A significant part of the rest of the proof emulates that of Theorem 2.1 in [9] with several adjustments. We first start with f (W). Using (26),
Since the update of W k using the noisy gradient is
, where γ k is the step-size, we then have,
Rearranging terms on the right hand side above,
Summing the above inequality for k = 1, . . . , N ,
where W 0 is the initial estimate. Using f * ≤ f (W N +1 ), we have,
We now take the expectation of the above inequality over all the random variables in the RSG updating processwhich include the randomization η used for constructing noisy gradients, and the stopping iteration R ∼ P R (·). First, note that the stopping criterion is chosen at random with some given probability P R (·) and is independent of η. Second, recall that the random process η is such that the random variable η k is independent of η k+1 for some iteration number k, because SFO selects then randomly. However, the update point W k+1 depends on G(η k ; W k ) (which are functions of the random variables η k ) from the first to the k th iteration. That is, W k+1 is not independent of W k , and in fact the updates W k form a Markov process. So, we can take the expectation with respect to the joint probability
We analyze each of the last two terms on the right hand side of (28) by first taking expectation with respect to η [N ] . The second last term becomes,
where the last equality follows from the definition of
So, the expectation of the last term in (28) becomes,
Using (29) and (30) and the inequality in (28) we have,
Using the definition of P R (k), and denoting
Using constant stepsizes γ k = γ, k = 1, . . . , N , the convergence bound in (32) reduces to
To achieve monotonic decrease of expected gradients, we require
which when used in (33) gives,
Observe that as γ increases (resp. decreases), the two terms on the right hand side of above inequality decreases (resp. increases) and increase (resp. decreases). Therefore, the optimal γ = γ k for all k, is obtained by balancing these two terms, as in
Now substituting this optimal constant stepsize from (37) into the upper bound in (66) we get
However, the above choice of γ k and the corresponding rate has the unknowns D f . Replacing it by some D, the best possible choice constant stepsize is
and with this change the inequality in (36) changes as follows (obtained from (66) and (37))
Since γ k needs to be smaller than 3 U as discussed at the start of the proof, we have
Corollary 3.2 (Sample complexity of 1-layer NN). The number of independent RSG runs (C) and the number of data instances (S) required to compute a ( , δ)-solution are given by
Proof. Recall that a ( , δ)-solution is defined such that
for some given > 0 and δ ∈ (0, 1).
Using basic probability properties,
Using Markov inequality and (2),
Hence, the number of SFO calls per RSG is at least N > dxdy 2 for the above probability to make sense. If r > 1 is a constant, then the number of calls per RSG is N = rdxdy 2 . Using this identity, and (42) and (43), we get
To ensure that this probability is smaller than a given δ and noting that C is a positive integer, we have
where · denotes ceiling operation.
Note that there is no randomization over the data instances among multiple instances of RSG (c = 1, . . . , C). That is, each RSG is going to use all the available data instances. Hence, we can just look at one RSG to derive the sample size required. Let S be the number of data instances, t s be the number of times s th instance is used in one RSG and t = E(t s ) be the average number of times each instance/example is used. We then have
Lemma 3.3 (Monotonicity and convergence of expected gradients). By choosing γ k such that
the RSG expected gradients for L(η; W) decrease monotonically. Further, if the sequence of γ k s satisfy
Proof. We first show the monotonicity of the expected gradients followed by its limiting behavior. Observe that whenever
Then the upper bound in (32) reduces to
To show that right hand side in the above inequality decreases as N increases, we need to show the following
Denote the terms in the above inequality as follows,
To show that the inequality in Equation 50 holds,
Rearranging the terms in the last inequality above, we have
; so without loss of generality we always have D f ≥ 0. With this result, the last inequality in (53) is always satisfied whenever γ N +1 ≤ γ k for k = 1, . . . , N . Since this needs to be true for all N , require γ k+1 ≤ γ k for k = 1, . . . , N − 1. This proves the monotonicity of expected gradients. For the limiting case, recall the relaxed upper bound from (49). Whenever 
using the optimal constant step size
Proof. We first derive the variance and gradient Lipschitz bounds for DA setting, and the later half of the proof emulates that of Theorem 3.
We then have
ans using the properties of σ(·),
Consider the ij th element inside the squareroot above W ij σ i (Wx) −Ŵ ij σ i (Ŵx), and using the technique from the proof of Theorem 3.1 to derive the inequality in (24) with instead σ
Hence, using (57) and (58), we have DL(η;
Following (21), we would then end up with
The Lipschitz continuity of ∇ W f (W) from Lemma 4.5 is as follows,
With these bounds derived, we now proceed with the proof as in Theorem 3.1. Using (61), we have
Rearranging terms, summing over k = 1, . . . , N and using
The second last term becomes 0 as was the cse in Theorem 3.
2 d x d y , the expectation of the last term in (62)
We would then get
Using the definition of p k R , we get,
With the condition on stepseizes
, and constant stepsizes γ k = γ, the analysis proceeds as in Theorem 3.1. We would get
and the optimal stepsizes as
Since there is no information about D f , replacing it with D, we have
with the condition that
. Substituting this optimal γ in the expected gradients will be
Corollary 4.2 (Sample complexity of Denoising Autoencoder). The number of independent RSG runs (C) and the number of data instances (S) required to compute a ( , δ)-solution are given by
Proof. The proof follows exactly the same steps as that of Corollary 3.2, where instead of the 1-layer NN bound from (16), we use the one from (54) (from Theorem 4.1). 
Proof. Recall that the DA objective is
Hencex 1 = x 1 andx 2 = 0. Then the hidden activation h, and the corresponding un-clamped and clamped reconstructions,x 1 andx 2 have the following structure,
The objective for the term considered then simplifies to
It is easy to see that the first term from the above summation is exactly minimizing the recovery of x 1 with no corruption applied to it. That is to say, it corresponds to one of the terms in the objective of a smaller DA of size Let B be the number of sub-DAs that are learned sequentially. If 0 < φ 1 denotes the probability that a given unit is not in all the B sub-DAs (ideally, φ should be small in practice). Then, it is easy to see that this probability is given by (1 − τ ) B because the probability that a particular unit is sampled to be included in one sub-DA is τ . Since 1 − τ < 1, we then have
We now relate the corruption probabilities of the sub-DAs (denoted by q) to that of the mother DA (ζ). Recall that clamping is the same as corrupting (i.e., setting the input from that unit to be 0). Given the sampling fraction τ , the probability that a given visible unit (1, . . . , d v ) belongs to one sub-DA is τ . Further, if q is the corruption probability of this sub-DA, then the un-clamping probability of a given unit is (1 − τ ) + τ q. If the B sub-DAs are constructed independently by sampling the visible units with replacement, then the overall corrupting (un-clamping) probability is (B−τ B)+τ qB B = 1 − τ + τ q. We require this to be equal to ζ, which then gives q = 1 − 
Proof. This proof heavily relies on the proof of Theorem 4. Hence the bounds on the variance of G(η k ; W k ) and the Lipschitz continuity of f (W) for each of these B subDAs would be as follows, using (60) and (61) and the denoising rate for the subDAζ = 1 −
We then have the following inequality for each of the B RSGs based on the proof from Theorem 4.1,
The subscript b indicates b th RSG i.e., W th RSG. This implies that f (W
Using this fact, we can then sum up all the B inequalities of the form in (77) and since
), we have,
We can now take the expectation of the above inequality over all the random variables involved in the B RSGs, which include, the B number of stopping criterions R b , b = 1, . . . , B and the random processes η
is the random process of η within b th RSG). Also, note that
which follow from (76). Using these and following the steps as in Theorem 4.1, we would end up with the following,
Using the definition of p k R,b above, we would finally have
With constant stepsizes γ k b = γ chosen as per Theorem 4.1, we have
and the optimal constant stepsizes are (refer to (68))
Substituting (83) 
The following Lemma will be needed in the proof for Theorem 4.1.
Lemma 4.5. For a DA of size d h × d x with denoise rate ζ, the following is true about f (W) with L DA (η; W)
Following the maniulations used in deriving the inqeuality (24) (refer to the example using scalars a, b presented just above (24)), we have
and using the properties of σ(·), we have
Again using similar manilupations as in (24)'s derivation, we get (based on the properties of σ(·))
Since the gradient is taken with respect to W IJ , only W IJ =Ŵ IJ , which gives
Hence combining (90) and (91), we finally have
where ζ denotes the probability of reataining a unit (recall that x j ∈ [0, 1]). Assuming large enough d x , we can then approximate the above inequality to finall get
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. . , L, the dropout rates ζ l , l = 0, . . . , L and the maximum number of iterations N . Let p
The optimal constant step sizes γ k l = γ k (k = 1, . . . , N ) for each layer are given by (17) , and for RSG learning of a L-layer NN with dropout using L L (η; W), we have
Proof. This proof again relies heavily on that of Theorem 3. (22) and (26),
Now for the l th layer on k th iteration with stepsizes γ k l , we have
Repeating this over all L layers and summing up, we get,
Repeating this over N iterations, using f * ≤ f (W N +1 ) and recalling the following inequalities from (94) and (95)
we finally have
Using the definition of p k R,l from the Theorem statement, we finally have
The optimal constant stepsizes γ l = γ 
Using these in (98), we get
Now recall that we did not yet induce the dropout rates in each layer in the above derivation. In the dropout case, each RSG iteration corresponds to running RSG on smaller subnetwork sampled according to dropout rates ζ l , l = 0, . . . , L − 1 and ζ L = 1. Hence at each iteration the network size would be {zeta l d l } for l = 0, . . . , L. The dropped nodes are non-existent with respect to the subnetwork, and all the parameters are shared across multiple iterations. This implies that the bound in (94) changes to
Following the proof steps above with this change and observing the parameters are shared across multiple dropout subnetworks, we will have the dropout expected gradeints bound from (99) changed as
with the changed stepsizes as
. The above bound can be further reduced using the AM-GM-HM inequality where we have L L l=1
using which the bound in (100) finally reduces to 
Proof. Using (103) in (105), we get
Since √ ζ ≤ 1, we have ζ ≤ √ ζ, and hence
The right hand side does not make sense if it exceeds 1, which gives the bound for (C1) in (15) Using (104) in (105), we get
Solving for √ κ, we have
With
Since . By neglecting it, we then arrive at the bound in (106) for (C2).
Datasets Description The three datasets that were used, mnist, neuro, imagenet, correspond to the smalld-largen, larged-smalln and larged-largen setups respectively (d is the number of data dimensions, n is the number of data instances).
• mnist: This famous digit recognition dataset contains binary images of hand-written digits (0 − 9). We used 10 4 of these images which are part of the mnist training data set (http://yann.lecun.com/exdb/mnist/). The training data contains approximately equal number of instances for each of the ten classes. Each image is 784 pixels/dimensions, and the signal in each pixel is binary. No extra preprocessing was done to the data.
• neuro: This neuroimaging dataset is a prototypical example of dataset with very large number of features, but small number of instances. It comprises of Magnetic Resonance Imaging (MRI) data from Alzheimer's Disease Neuroimaging Initiative study from a total of 534 subjects. Each image is three-dimensional of size 256 × 256 × 176. Each voxel in this 3D space corresponds to water-level intensity in the brain, and the signal is positive scalar. Standard pre-processing is applied on all the images, which involves stripping out grey matter and normalizing to a template space (called MNI space). Refer to Statistical Parametric Mapping Tool (SPM8, http://www.fil.ion.ucl.ac.uk/spm/doc/) for this standardised procedure. The resulting processed images are sorted out according to the signal variance. For the experiments in thie work, we picked out the top (most variant) 25% of the features/voxels, which amounted to 3 × 10 4 features. Even within this setting the number of features is much larger than the number of instances available (534).
• imagenet: This well-known dataset comprises of natural images from various types of categories collected as apart of WordNet hierarchy. It comprises of more than 14 Million images, broadly categorized under more than 20 thousand synsets (http://www.image-net.org/). We used imaging data from five of the largest categories contained in the imagenet database. This amount to > 7000 synsets/sub-categories and approximately 5 million images. As a pre-procesing step, we resized all images to 128 × 128 pixels, and centered each of the 16384 dimensions.
