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Effective use of ground-water simulation codes as management decision tools requires 
the establishment of their functionality, performance characteristics, and applicability. This 
should be accomplished through systematic code-testing and standard code-evaluation 
protocols. Most ground-water simulation model code-testing and evaluation has been limited 
to verification and validation methods that often fail to provide the necessary information and 
specifications needed to make educated decisions concerning the fitness of the code for 
specific applications. Development of a formal code-evaluation system provides a tool that 
can increase the confidence of users and the acceptability of the results of simulation 
modeling. This study refines and extends techniques originally developed by the International 
Ground Water Modeling Center.
A standardized protocol for simulation code-evaluation is proposed that consists of 
three primary elements: functionality analysis, performance evaluation, and ̂ applicability 
assessment. Functionality analysis is the qualitative and quantitative measurement of the 
abilities and accuracy of a simulation code. Performance evaluation is the quantification of the 
operational characteristics {e.g., efficiency, sensitivity, and reproducibility) of a simulation 
code, and applicability assessment provides a measure of the applicability of a code to 
successfully simulate a variety of ground-water problems by evaluating its response to 
standard data sets. The proposed code-evaluation protocol is designed to allow the evaluation 
of model characteristics such as irregular boundaries, complex boundary conditions, aquifer 
heterogeneities and anisotropies, as well as temporal and spatial discretization issues. The 
results are analyzed using customized statistical and graphical techniques.
iii
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Functionality analysis requires identification of the functions and features of a given 
code using a standard checklist (functionality description) and then the testing those features 
through inter-comparison with benchmark solutions (functionality testing). A previously 
formulated three-level evaluation procedure was modified and incorporated into the protocol: 
Level I testing inter-compares code results with a comparable standard analytical or 
"benchmark" solution. Functionality tests that have no acceptable analytical benchmark are 
inter-compared to analogous numerical models (Level II). Level III testing was not used in 
this study. Performance evaluation determines the operational characteristics of a simulation 
code by measuring code response to standard test cases for five criteria: accuracy, effort 
required, efficiency, sensitivity, and reliability using newly developed measures. Applicability 
assessment uses standardized data sets and published applications to establish whether the 
design objectives of a code have been met.
The developed protocol is demonstrated with new and existing test cases using the 
finite difference simulation code, FTWORK, to serve as an illustrative example. The intent 
of this limited demonstration is to test the validity of the code-evaluation protocol and 
establish proof-of-concept, rather than to evaluate FTWORK.
The series of generic, standardized protocols for code-testing and evaluation 
developed by this study was shown to be viable for evaluating a typical simulation ground­
water code using rectangularly discretized model domains. Future efforts may be directed to 
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The development and use of computer-based ground-water simulation codes has 
become an integral component of the professional lives of engineers, scientists, and 
regulators. Effective use of these programs for ground-water management and decision­
making requires information regarding the functionality, performance characteristics, and
applicability of these simulation codes. Optimally, such code characterization should be done
\
by an accepted, standard system of testing and evaluation. Without proper testing and 
evaluation protocols, the accuracy and quality of ground-water simulation codes cannot be 
assessed. This can lead to significant uncertainty and low levels of confidence in the 
simulation process (van der Heijde and Elnawawy; 1992).
To date, most ground-water model code-testing and evaluation has been limited to 
the verification of computer simulation codes and the validation of site-specific simulation 
models. Although considerable work has been performed to develop and apply this type of 
verification and validation testing, little effort has been expended on the development of a 
systematic testing approach that is applicable to an entire suite of ground-water simulation 
codes. The development of such a formal code-evaluation system will increase the overall 
quality assurance and quality control (QA/QC) of the results from a wide range of ground­
water simulation code applications.
There are over 800 ground-water modeling codes and related programs that are 
described and compiled in the database maintained by the International Ground Water 
Modeling Center (IGWMC) (van der Heijde, personal communication, 1994). Currently, 
there is no standard method available that can be used to evaluate and characterize this myriad
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of available simulation codes. Very few of the many available simulation codes provide the 
information and specifications needed by a user to make educated decisions regarding code 
selection and implementation for their desired application. In many cases, even simple analysis 
of simulation code functionality can require significant effort. At times, simulation code 
selection can be analogous to trying to purchase a new automobile without knowing the 
engine specifications or how they were measured.
Without a standard code testing and evaluation protocol, code developers have no 
framework which allows them to determine when a simulation code (and its underlying 
mathematical model) has been adequately tested. This lack of such a standard evaluation 
protocol often results in a large variability in the degree of testing and documentation among 
simulation codes. Use of ground-water simulation codes that are not well-tested or well- 
documented may lead to incorrect code application and poor results. In addition, regulators 
charged with reviewing ground-water modeling applications cannot independently determine 
whether there has been correct usage of a ground-water simulation code if they cannot 
determine the applicability of the code. Documented testing and evaluation protocols that 
describe appropriate standard evaluation procedures, usage, and applicability of ground-water 
codes can help eliminate such unacceptable situations.
This study of simulation code-testing procedures is designed to address the absence 
of an accepted ground-water code-testing protocol by creating and documenting a formalized 
system for the description and evaluation of ground-water simulation codes, specifically those 
that utilize rectangular discretization to evaluate saturated flow and contaminant transport 
conditions. This newly-devised code evaluation system is designed to address many of the 
issues surrounding the characterization and assessment of ground-water simulation codes by 
defining a set of systematic procedures, or protocols. The methodologies used in the 
formulation of such protocols can be easily applied to other types of ground-water codes than 
those featured in this study.
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1.1 Project Objectives
The overall objective of this study is to define a series of evaluation protocols for 
ground-water simulation codes and to apply these protocols to an existing ground-water 
modeling code for the purpose of protocol refinement, evaluation, and demonstration. This 
objective consists of three study components:
1) development and description of a standardized, systematic, step-wise 
approach to the testing of ground-water simulation codes.
2) demonstration of how the proposed simulation code-evaluation protocol 
operates by applying it to a specific ground-water simulation code; and
3) evaluation of the proposed protocol to determine its feasibility and 
comprehensiveness.
The developed protocol is a framework that consists of a generic and expandable 
series of procedures designed to quantitatively and qualitatively characterize all types of 
ground-water simulation codes. This study, however, uses this generic protocol to produce 
tests cases that are specific to three-dimensional, saturated flow and contaminant transport 
simulation codes that are subject to rectangular discretization. The simulation code, 
FTWORK (Faust et al., 1990) was selected for protocol demonstration purposes.
The proposed code-evaluation protocol is intended to form the basis of an acceptance 
procedure for ground-water simulation codes that is analogous to the engineering and 
material tests administered by the American Society for Testing and Materials (ASTM). This 
type of approved code-evaluation standard will promote the acceptance and use of ground­
water simulation codes as valid decision-making tools by the ground-water science and 
engineering communities.
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1.2 Scope of Study
The study involves of a number of steps or tasks, including:
► review, summarization, and analysis of previous research in the area of 
ground-water code-testing and characterization;
► identification, characterization, and analysis of the issues, concerns, and 
questions related to the evaluation of ground-water simulation codes;
► organization and classification of such issues, concerns, and questions into 
three distinct elements: functionality analysis, performance evaluation, and 
applicability assessment;
► development of an approach to define meaningful code-evaluation problem 
sets;
► development of a standard set of evaluation tools that can be used to analyze 
code-testing results graphically and statistically;
► creation of summary structures and/or organizational matrices, checklists, and 
tables for the standardized display of code-evaluation results and status; and
► evaluation and demonstration of the developed ground-water evaluation
protocol by direct, but limited, application to the finite difference ground­
water flow and transport simulation code, FTWORK.
A sequence of chapters describe the background and theory of code-testing, the 
elements of the ground-water simulation code-evaluation protocol, the formulation of code- 
evaluation problems, and the application of the protocol and code-evaluation problem sets to 
FTWORK. These descriptions are organized as follows:
► Code-Evaluation Theory, (Chapter 2);
► Development and Design Criteria of Code-Evaluation Protocol, (Chapter 3);
► Description of Analysis and Evaluation Tools, (Chapter 4);
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► Description of Functionality Analysis, (Chapter 5);
► Description of Performance Evaluation, (Chapter 6);
► Description of Applicability Assessment, (Chapter 7);
► Application of Code Evaluation Theory, (Chapter 8);
► Limited Demonstration of Functionality Analysis, (Chapter 9);
► Limited Demonstration of Performance Evaluation, (Chapter 10);
► Limited Demonstration of Applicability Assessment, (Chapter 11);
► Conclusions of Code-Evaluation Study, (Chapter 12);
Additional information concerning the code-evaluation study is included in a series of 
appendices at the end of the document, including: a generic discussion of the FTWORK code, 
glossaries of terms and acronyms used in the study, and other supporting information and 
examples.
1.3 Project Support Statement
This code-evaluation and protocol design project was undertaken in conjunction with 
the International Ground Water Modeling Center and is consistent with the mission of the 
IGWMC to advance the utility of computer simulation modeling in ground-water 
management. The study was financed, in part, through a cooperative agreement with the U.S. 
Environmental Protection Agency (USEPA). This contract (CR 818719) included support 
for graduate student expenses and stipend.
Due to its significance to environmental science and engineering, the project is of 
personal interest to the author. It is believed that the future of ground-water management will 
be strongly influenced by the technology of computerized ground-water simulation modeling. 
It is imperative to have accurate and reliable ground-water modeling tools and well-
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documented simulation codes that can be employed for this task. It is sincerely hoped that the 
study will add to the body of scientific and engineering knowledge and will be an asset to 
ground-water modelers, now and in the future.
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CHAPTER 2: CODE-EVALUATION THEORY
There is a general consensus in the ground-water modeling community that there 
is a significant need for the development of a standardized evaluation procedure, or 
protocol, that can be used to establish the "validity" of ground-water simulation codes. To 
date, there have been very few investigations that have attempted to develop protocols for 
the systematic and comprehensive characterization and evaluation ground-water simulation 
codes.
Significant problems exist because of the lack of standard simulation code- 
evaluation practices. Non-standardized code-testing, evaluation, and description methods 
can lead to poor code applications. Bias may be introduced during code testing due to non­
standard testing and evaluation processes; this can be especially significant when the code 
is only tested by its developers. Non-standard terminology can confuse and even mislead 
readers of code documentation reports. In addition, the evaluation methods and measures 
utilized in previous code-evaluation studies have been inadequate and insufficient to 
describe code-evaluation results (Beljin; 1988).
It has been argued that efforts should be directed towards more thorough evaluation 
studies, rather than toward the development of more complex codes to address these type 
of problems (van der Heijde and Elnawawy, 1992; Engesgaard and Christensen, 1988).
The code-evaluation protocol developed in this study uses standard description, 
evaluation, and reporting techniques to avoid the type of confusion, biases, and poor 
results characteristic of previous studies. With respect to reporting terminology, this study 
uses a series of terms in a precise and consistent fashion. The following section defines and
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contrasts a series of fundamental code-evaluation terms and concepts. These are 
summarized into a glossary of terms in Appendix A. In addition a summary list of 
acronyms used in this study is also provided in Appendix A.
2.1 Definition of Terms
A great amount of confusion can be generated by the terms used in ground-water 
modeling, and simulation code-evaluation. Even the phrase "ground-water model" can 
mean different things to different people. To clarify this situation and to develop a 
common lexicon for the study, a number of definitions and distinctions are made regarding 
common terminology in this section. The most significant and commonly-used terms are 
illustrated in Figure 2-1. This figure depicts how the different components of simulation 
modeling and code-evaluation are interrelated.
A simulation model refers to a simplified, mathematical representation of a 
physical system that has been defined by the proper conditions, parameters, and/or stresses 
(it may be programmed in a computer language for ease of solution). Similarly, a ground­
water simulation model refers to a simplified, mathematical representation of the 
subsurface component of a site-specific hydrological system that has been programmed in 
a computer language and defined by the proper boundary conditions, parameters, and 
stresses (van der Heijde et ah , 1988). The computer program or code used to develop and 
evaluate the site-specific ground-water simulation model is referred to as the ground­
water simulation code (e.g., FTWORK). Ground-water simulation codes are used to 
solve or "model" real world scenarios of some type; these applications can be referred to 
as ground-water code applications, or more commonly as, ground-water models. In the 
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Figure 2-1; Illustration of the relationship between the terms and components used in 
simulation modeling and code evaluation.
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and does not apply to physical or analog ground-water models, which are not the subject 
of this study.
To implement ground-water simulation codes, a conceptual model is first created 
that represents the best possible understanding of the system. It integrates and simplifies 
the interaction of the significant components of the system, including boundary conditions 
and physical parameters. These relationships can then be reduced to a series of 
mathematical expressions that compose the mathematical model of the physical system. 
The mathematical model is used to determine a solution for the simulated physical system 
and can be defined in terms of the technique used to solve the it. An analytical model is 
a mathematical model that uses closed-form, analytical expressions to solve for the 
dependent variable. This type of solution is continuous in time and space. A numerical 
model is a simulation model that solves the mathematical model discretely with respect to 
time and space by employing numerical approximations of the governing equation(s). 
There are different types of numerical models based upon the numerical methods used to 
solve them. The two most common types of numerical models are finite difference and 
finite element models. Although there are many differences between these two numerical
methods (the details of these techniques are outside the scope of this discussion), they
differ in two basic and significant ways:
1) the numerical approximation methods used; and
2) the domain discretization techniques used.
It is significant to note that, if the discretization schemes are identical and use the same, 
regularly spaced nodal points, finite difference and finite element methods can yield the 
same set of mathematical equations (Anderson and Woessner, 1992)
A semi-analytical model is a simulation model that solves the mathematical model 
discretely with respect to time and/or space by employing numerical approximations of the 
complex analytical solutions found in some analytical models (van der Heijde and
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Elnawawy, 1992). Although semi-analytical models are not used in, or evaluated by, this 
study, they can provide valuable solutions that can be used in code-evaluation and inter­
comparison procedures.
Typically, a computer program, or computer code, written in a specific computer 
language or code, is necessary to provide a solution for the mathematical model of interest 
because they can be quite complex and computationally intensive.
In addition to these modeling terms, there are several terms that are specific to 
code-evaluation and the methodology developed in this study. The following terms help 
describe procedural and measurement techniques of code-evaluation that were developed 
and/or used in this study. A benchmark is considered to be the "true", or reference, 
solution to a problem, against which results obtained by other methods are compared. 
Benchmarks can be derived through conceptual, analytical, or numerical means. There are 
two types of benchmarks. Explicit or objective benchmarks are generally derived using 
analytical solution techniques for the partial differential equations of the simulation code 
being tested. Empirical or subjective benchmarks are generated using non-exact means; 
they may be derived from high-resolution numerical models that solve the same partial 
differential equation as the tested simulation code, or subjective benchmarks may be 
derived from field or laboratory studies.
In the literature, several terms have been used in the development and 
implementation of simulation code-testing and simulation model calibration. The terms 
verification and validation are often used in the evaluation of ground-water modeling 
projects. Verification has generally been limited to the testing of the computer code, and 
validation has been most often focused on evaluating simulation code applications, 
including the conceptual model.
Some discussions and writings have rejected the terms "verification" and 
"validation". Konikow and Bredehoeft (1992) suggest that applied simulation codes or site-
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specific models "can not be proven or validated, only tested and invalidated." They justify 
this statement because ground-water models are conceptual approximations of real world 
systems and simulation codes render non-unique solutions. They conclude that "the terms 
verification and validation are misleading and their use in ground-water science should be 
abandoned in favor of more meaningful model-assessment descriptors." Van der Heijde 
and Elnawawy (1992) also suggest that applied ground-water codes can not be fully 
verified or validated in a quantitative sense, rather that such codes can only be analyzed 
for deviation from some reference or benchmark and characterized with respect to other 
performance issues. (This approach to code analysis and characterization forms a large 
portion of this study and is referred to as code functionality analysis and performance 
evaluation in this report.)
In summary, the applied simulation code, or ground-water simulation model, is 
made up of two main components: the code itself and the modeled real world application. 
The simulation code is used to solve the mathematical model that represents the conceptual 
model of the physical system. To date, code-evaluation has been performed through 
verification and validation procedures.
2.1.1 Validation
Several agencies have adopted the term "validation" to imply a measure of 
accuracy and/or correctness. The United States National Bureau of Standards (USNBS) 
defines validation as "the determination of the correctness of the final software product 
with respect to user needs and requirements" (Adrion et al. , 1986).. The American Society 
for Testing and Materials (ASTM) defines validation in terms of environmental modeling. 
They define validation as "the comparison of model results with numerical data
ER-4570 13
independently derived from laboratory experiments or observations of the environment" 
(ASTM, 1984).
Van der Heijde (1987) defined the objective of ground-water model validation as 
the determination of how well a model's theoretical foundation and computer 
implementation describe.system behavior in terms of the 'degree of correlation' between 
calculated responses of the model and independently-observed cause-and-effect responses 
of the real-world ground-water system for which the model has been developed and 
applied.
Validation can also be expressed in terms of code development and code 
application. Code developers typically use multiple successful code applications in their 
efforts to document the "validity" of their programs. (This approach forms the basis of the 
applicability assessment protocol element referred to in this study and discussed in Chapter 
7.) Historically, validation studies have generally entailed the use of field tests and post­
audit studies. Yet, because measured field data, used as input parameters or as inter- 
comparison benchmarks, are only small samples of the entire system domain, they can be 
misleading and can lead to errors. In addition, field data is always subject to some degree 
of measurement error. Because of these inherent problems, existing model validation can 
be considered subjective (National Research Council, 1990). Optimally, model validation 
should be characterized by complete evaluation for the full range of conditions for which 
the code is designed (i.e.,using known stresses, boundary conditions, and input parameters 
from different real-world systems) using data sets that are free from sampling error and 
natural variabilities. The type of extensive and error-free data sets required for meaningful 
validation are typically not available for most ground-water simulation codes. Frequently, 
available data sets are limited with respect to the variety of conditions and stresses that 
they represent. Thus, most data sets generally only represent partial samples of the actual,
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complex, overall system. Because of such problems, most reported code-evaluation has 
been limited to what has been referred to in the literature as "model verification".
2.1.2 Verification
Verification of ground-water simulation codes may be defined in two ways: with 
respect to code development and also with respect to code application. Comparison to 
reference solutions has typically been used by code developers to verify their codes. Code 
users have also performed model verification in conjunction with the calibration of site- 
specific models (Anderson and Woessner; 1992).
Two research agencies have defined model verification differently. The National 
Research Council (1990) describes verification as using existing analytical solutions, as 
well as in-depth post-audits of site-specific code applications for inter-comparison and 
analysis. The ASTM (1984) describes code verification in two ways:
1) ascertaining that the code truly represents the conceptual model through the 
establishment of the correctness and accuracy of the computational 
algorithms used to solve the governing equations; and
2) ensuring that the computer code is fully operational and that there are no 
problems inherent in the code with obtaining a solution.
Because perfect agreement or verification of an applied code to a field or laboratory 
setting is rare, it is usually necessary to apply some type of evaluation or acceptance 
criteria to qualify the inter-comparison results. Such evaluation criteria are discussed and 
illustrated in Chapter 4.
In summary, verification and validation are two commonly used terms that describe 
components of simulation code and model evaluation. Such terms can be quite confusing
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because these terms are often have different meanings for different groups. They are 
compared and contrasted in Table 2-1, which illustrates how validation and verification 
relate to code development and code application.
Table 2-1: Verification vs. Validation




(Functionality Analysis - see 
Chapter 5)
Enhanced Calibration 




Multiple Code Application 
Validation Studies (Applicability 
Assessment - see Chapter 7)
Post Audit Studies 
(not addressed in this 
study)
The code-testing, evaluation and reporting procedures discussed in this report 
expand upon existing verification and validation procedures for ground-water simulation 
codes and relate more specifically to code development, code application, and simulation 
model review.
2.2 Overview of Previous Simulation Code-Evaluation Efforts
Over the years there has been a concerted effort to better characterize the utility 
and performance of ground-water modeling codes through simulation code-testing and 
documentation of the test results. A literature search was undertaken to establish the state- 
of-the-art of code-evaluation by reviewing published reports of code-evaluation projects.
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Such a review was undertaken to help determine the relevant issues, approaches, and 
techniques of ground-water code-testing that could be incorporated into this study.
The common practice in the computer industry is to test software by concentrating 
on the demonstration of consistency, completeness, and correctness of the software 
(Adrion et ah , 1986). In the ground-water modeling industry, simulation code-testing has 
generally followed the verification principles outlined by the ASTM (1984) and discussed 
in Section 2.1.2, through algorithm testing.
Many previous simulation code-evaluation studies have been performed using 
qualitative or semi-quantitative techniques that do not include systematic testing, design, 
or evaluation procedures (Beljin; 1988). Such non-standard, qualitative testing, 
evaluation, and reporting procedures can limit the value of code-testing and evaluation 
because there is no way to control the quality of the generated results or to objectively 
evaluate them. The lack of a standardized and quantitative method of code-evaluation is 
the main impetus for this code-evaluation study.
The published code-testing and evaluation studies that were reviewed were placed 
into three general categories, based upon stated objectives:
1) evaluation of simulation codes for the siting of international radioactive 
waste disposal facilities;
2) evaluation of simulation codes by developers to demonstrate and document 
that their codes work as designed; and
3) analysis of codes for independent verification purposes (i.e. , peer review 
and evaluation)
Various agencies and groups have been active in each of these areas of ground­
water simulation code characterization and evaluation. Significant studies have been 
conducted by the IGWMC, the U.S. Nuclear Regulatory Commission, and the U.S. EPA, 
as well as by a consortia of international agencies and organizations. Based upon the
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motives for code-evaluation, and the groups that author such research, the ground-water 
code-evaluation studies that have been reported in the literature can be grouped and 
discussed separately, as follows:
1) international cooperative code-evaluation programs;
2) code-specific evaluation studies by performed by code developers; and
3) code-evaluation by independent agencies.
2.2.1 International Cooperative Code-Evaluation Programs
Starting in the mid-eighties, three international cooperative simulation code- 
evaluation programs were undertaken to assess different conceptual and mathematical 
models for ground-water flow and radionuclide transport. The purpose of these evaluation 
programs was to assess the suitability of the modeling codes to evaluate potential 
repositories for radioactive waste with respect to long-term effects upon ground-water 
systems.
The three inter-related ground-water code-testing initiatives were coordinated by 
the Swedish Nuclear Power Inspectorate (SKI) and were performed by participating 
modeling groups from different countries. Portions of these testing programs were 
supported and funded by the various government agencies from each of the participating 
countries. The three initiatives performed to date include the following programs, in 
chronological order:
1) The International Nuclide Transport Code Intercomparison (INTRACOIN, 
1984; 1986);
2) Hydrologic Code Intercomparison (HYDROCOIN, 1988; 1990); and
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3) The International Project to Study Validation of Geosphere Transport 
Models (INTRAVAL, 1987).
The first project, INTRACOIN, ran from 1981-1986 and evaluated ground-water 
radionuclide transport codes. During this project, it became clear that flow-simulation 
capabilities must first be established prior to the testing of transport codes. Accordingly, 
the second international testing initiative, HYDROCOIN focused on ground-water flow 
code-testing, and was completed in 1990. The most recent initiative, INTRAVAL, began 
in 1987 and continues at present. The INTRAVAL validation testing program 
concentrates on the validation of modeling concepts and code-evaluation using field 
experiments that involve ground-water systems in fractured rock (INTRAVAL; 1987).
These three international cooperative code-testing studies have examined numerical 
accuracy issues, the validity of the underlying conceptual models, and different techniques 
for sensitivity and uncertainty analysis. Each modeling team was allowed to decide how 
to represent and model each problem. Thus, input parameterization and discretization of 
space and time were not always consistent. This resulted in some deficiencies, and 
inconsistencies in these code-testing programs. Such problems reiterate the need for 
standard practices in the design and execution of code-evaluation tests. A summary 
discussion of the significant issues in code-evaluation test design can be found in Chapter 
8 .
2.2.1.1 The INTRACOIN Study: The INTRACOIN study analyzed 22 different codes that 
simulate transport of radionuclides in geologic media. The objectives of the comparative 
study were to characterize the applied codes with respect to:
1) numerical accuracy;
2) capabilities of the codes to describe in-situ measurements; and
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3) quantitative impact of various physical phenomena on the nuclide transport
calculations in a typical repository assessment scenario (INTRACOIN, 
1984).
The INTRACOIN study was lifted to only one-dimensional and two-dimensional 
contaminant transport codes because very few of the analyzed codes could simulate three- 
dimensional flow and transport of radionuclides in ground-water. The study was separated 
into three distinct INTRACOIN testing levels. Level 1 testing included verification of the 
simulation code; Level 2 code-testing studied the validation of the generic model; and 
Level 3 testing analyzed code performance by examining the sensitivity of the codes to 
changes in input parameters and model boundary conditions.
During Level 1 INTRACOIN testing, the simulation codes were analyzed by 
comparing the numerical model results against existing analytical solutions, or against the 
results from codes which utilized different numerical methods (INTRACOIN, 1984). 
Seven Level 1 test problems were executed, ranging in complexity from a simple one­
dimensional transport case in a porous medium with constant parameters to the most 
complex test case which featured two-dimensional transport in a fractured medium with 
chemical diffusion present. The simulation codes were categorized according to their 
capabilities into five groups. Appropriate problems were selected for each group of 
simulation codes. Only the first, most simple, problem was used to evaluate all of the 22 
simulation codes.
The results of the Level 1 tests were evaluated by inter-comparison to reference 
analytical and numerical solutions based upon the following five inter-comparison criteria:
1) nuclide concentrations at the end of the migration path with respect to time 
(i.e. breakthrough curves);
2) the maximum nuclide concentration and the time at which this maximum 
concentration is reached;
ER-4570 20
3) determination of the value of half of the maximum nuclide concentration 
and the time at which this value is reached;
4) the total CPU time required when executed on a standard computer; and
5) the time required for one-single precision floating point multiplication to 
be completed when executed on a standard reference computer.
These code-evaluation criteria provide formal, unbiased measures of code 
performance that relate to accuracy and computational effort. This type of standard 
measurement of code performance is commonly lacking in most published code-testing 
results. This lack of standard performance evaluation measures provides an important 
justification for the development of the code-evaluation protocol. A discussion of standard 
code-evaluation measures can be found in Chapter 4.
The results of the INTRACOIN Level 1 study led to several significant findings 
and conclusions which are relevant to this study:
► differences between simulation model results and benchmark solutions 
could be attributed to differences in boundary condition implementation, 
spatial and temporal discretization, algorithm implementation, input 
parameters, or were due to truncation and round-off errors;
► future work should focus on fewer, more strictly formulated, test cases 
that are not subject to ambiguous boundary conditions and numerical 
implementations;
► model properties which vary continuously should be strictly defined and 
input parameter values should be carefully chosen to result in optimal 
sensitivity for inter-comparison purposes; and
► a standardized accuracy measure should be developed to analyze inter­
comparison results in a uniform fashion.
ER-4570 21
INTRACOIN Level 2 testing compared the simulation modeling results against 
field and laboratory data. Two inter-comparison tests were performed; one for porous 
media and one for fractured media. Relatively good agreement was found to exist between 
the simulation code results and the reference data. However, it was found that for 
successful inter-comparison of results and data, the data from the field site and laboratory 
experiment requires extensive detail with respect to the characterization of flow channels, 
heterogeneities, and any other complexities which can result in individual or distinct flow 
and transport pathways. This type of detailed information helps to constrain 
interpretations and conceptual models and thus reduces the degrees of freedom in the 
inter-comparison process. Thus, field and lab experiments should be specifically designed 
for code-evaluation purposes and there should be close collaboration between 
experimenters and modelers (INTRACOIN, 1986).
The sensitivity analysis undertaken as part of the INTRACOIN Level 3 testing was 
only partially successful. Although time constraints limited the evaluation of radionuclide 
migration codes, Level 3 was helpful in determining the significant physical processes and 
phenomena involved in nuclide transport. It was found that limiting the sensitivity 
analysis can result in different degrees of significance for each of the different transport 
mechanisms investigated. Sensitivity analyses should fully investigate the influence of 
input parameters as well as physico-chemical processes.
It was recognized during the INTRACOIN study that, to fully evaluate the issues 
surrounding the siting of repositories, flow codes must be subject to the same type of 
inter-comparison testing procedures. This led to the formation another international 
cooperative test initiative, HYDROCOIN.
2.2.1.2 The HYDROCOIN Study: The Swedish Nuclear Power Inspectorate (SKI) also 
organized the Hydrologic Code Intercomparison study (HYDROCOIN), which ran from
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1984 to 1988. HYDROCOIN studied the analytical and numerical methods used to 
simulate saturated and unsaturated ground-water flow (HYDROCOIN, 1988). The overall 
objective of the HYDROCOIN study was very similar to that of the INTRACOIN study: 
"to obtain improved knowledge of the influence of various strategies for ground-water 
modeling for the safety assessment of final repositories for nuclear waste." The study 
was accomplished using the following three methods:
1) determination of the impact of different solution algorithms on ground­
water flow calculations;
2) evaluation of the capabilities of different codes to describe field and 
laboratory experiments; and
3) assessment of the impact of incorporating various physical processes in the 
ground-water flow code calculations.
The HYDROCOIN study used the same three levels of simulation code-evaluation 
that were first used by the INTRACOIN study. Level 1 testing determined the numerical 
accuracy of the simulation codes by comparing the numerical results with reference 
analytical or numerical solutions. Seven new flow test cases were developed and 
investigated. These hypothetical test cases were designed primarily to test the simulation 
codes rather than to represent realistic, field, or waste repository scenarios. The 
simulation model results were compared to the reference solutions with respect to the 
distribution of the following dependent variables:
1) hydraulic head;
2) salt and/or contaminant concentrations;
3) temperature
4) flow velocities; and
5) flow pathlines.
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HYDROCOIN Level 2 testing investigated of the abilities of the 29 simulation 
codes in order to accurately describe field and/or laboratory measurements 
(HYDROCOIN, 1990). Relevant field and/or laboratory experiments were carefully 
researched. Data sets were developed that eliminated uncertainties and reflected the 
measured parameters. The three primary design criteria were used to screen the Level 2 
experiments and data sets:
1) have a physical flow system which is relevant to the performance 
assessment of nuclear waste repositories;
2) avoid complex problems with respect to data manipulation and scenario 
simulation; and
3) represent different types of media and cover a variety of spatial and 
temporal scales. (HYDROCOIN, 1990)
These criteria were so stringent that the screening of field data sets essentially 
eliminated all potential data sets because no "perfect" data set was available. However, 
five of the most detailed available experiments and field sites were selected to represent 
a variety of different spatial and temporal scales, major physical processes, and geological 
media that are significant to the evaluation of radioactive waste disposal and storage 
(e.g.,low permeability saturated rock, unsaturated media, and salt formations).
The five applicable Level 2 test case studies were analyzed using twenty-two 
different saturated and unsaturated ground-water flow codes. During the HYDROCOIN 
code inter-comparison process, several significant problems, concerns, and conclusions 
were documented. These included:
► hypothetical problem data sets may not always represent realistic waste 
repository scenarios;
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► strongly non-linear cases can result in many problems (e.g., large 
permeability contrasts can result in a discontinuous moisture content 
distribution in the model domain);
► difficulties with numerical instability can be encountered in the simulation 
of regions characterized by large contrasts in hydraulic conductivity in 
conjunction with high recharge rates;
► codes involving parameters that are functions of dependent variables (e.g., 
hydraulic conductivity as a function of saturation) can pose great 
difficulties in code intercomparison. For example, when hydraulic 
conductivity is based upon moisture content, unsaturated conductivities can 
be equal to saturated conductivities; this can result in conditions that are 
physically impossible such as the occurrence of saturated conditions above 
the calculated potentiometric surface, where conditions should be 
unsaturated.
► The testing of particle tracking simulation codes require finer grids than 
the grids required by codes which calculate hydraulic heads or contaminant 
concentrations directly because particle tracking algorithms are more 
sensitive to changes in discretization than those codes that do not use 
particle tracking.
► Some of the simplifying assumptions used (e.g., sinks represented as a line 
with a zero radius, infinite aquifer, etc) in some of the reference analytical 
solutions can cause poor agreement to numerical simulations during 
HYDROCOIN Level 1 analysis.
► There was significant disagreement in the HYDROCOIN Level 2 tests for 
systems that featured heterogeneous conditions.
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Furthermore, the study teams experienced significant difficulties in 
interpreting complex experimental data. Significant discrepancies resulted 
from interpretation and formulation of boundary conditions. 
HYDROCOIN Level 1 testing efficiently evaluates the strengths and 
weaknesses of simulation codes and modeling strategies.
Results generated from linear test cases exhibited better agreement to 
reference solutions than results generated from non-linear test cases.
The evaluated codes generally provided solutions that agreed closely 
(within 2 %) with the values generated by the numerical and analytical 
reference solutions.
Most of the deviations calculated between the results generated by the 
evaluated codes and the reference solutions were due to differences in 
temporal and spatial discretization densities, model element geometries, 
or numerical characteristics.
Vector quantities (velocity field and trajectory pathlines) show larger 
discrepancies than scalar quantities when they are compared to reference 
solutions. This occurs because vector quantities are often calculated by 
integrating velocities with post-processing algorithms. Such algorithms 
should be tested independently to avoid this type of problem. 
Finite-difference codes were found to be as accurate as finite element 
codes. When each of these numerical techniques is applied correctly, no 
significant difference exists between the results of finite-difference and 
finite-element algorithms for similar problems. Although it was suggested 
that it is easier to model a complex geometric domain accurately using 
finite-element codes, finite-difference solvers are less computationally
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intensive, and therefore, less expensive to run than finite-element codes for 
highly discretized problems.
2.2.1.3 The INTRAVAL Study: One additional international cooperative code-testing 
project began in 1987. The International Project to Study Validation of Geosphere 
Transport Models (INTRAVAL) is designed to test the validity of model concepts and 
mathematical models for predicting the potential transport of radioactive substances. It 
uses the results of laboratory and field experiments to study analytically the model 
validation process (INTRAVAL, 1990). In general terms, the project is attempting to 
derive new conceptual and mathematical models for the purpose of characterizing 
radionuclide transport. The purpose of the study is "to increase the understanding of how 
mathematical models can describe various geophysical, geohydrological, and geochemical 
phenomena." (INTRAVAL, 1991). The phenomena of greatest interest are those which 
can influence radionuclide transport from a nuclear waste storage facility to the biosphere. 
Because of these stated goals, INTRAVAL has only limited relevance to this study.
At present, the INTRAVAL study is in its second 3-year phase and results and 
conclusions are not yet complete. Preliminary results indicate that there is general 
agreement among the testing teams regarding the identity of the predominant processes 
involved in radionuclide transport, as well as the general methodologies that are 
appropriate for testing them. It was also found that the number and type of input 
parameters need to be very well-understood and constrained for the models to provide 
accurate predictions.
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2.2.2 Evaluation Studies by Code Developers
A significant amount of ground-water model code-testing and evaluation is 
typically performed during code development by authors. The degree of sophistication 
and detail of this type of code testing by authors can be quite varied, however. Some of 
the published code-testing and verification procedures are very sophisticated and refined, 
while others are very crude. In general, most of the verification and validation studies 
completed by authors of the codes have lacked a systematic and standard approach to 
code-evaluation and reporting of results. Thus, overall, the evaluation studies completed 
by code developers inadequately describe the accuracy and performance characteristics 
of ground-water simulation codes, and cannot be recreated from published discussions.
For the purpose of this discussion, the code-testing and evaluation studies that 
have been executed by code developers are divided into two broad categories:
1) inter-comparison of simulation results to analytical/numerical solutions 
(typically referred to as verification studies); and
2) inter-comparison of simulation results to field and/or laboratory studies 
(typically referred to as validation studies)
2.2.2.1 Verification Studies: The published code-testing and evaluation performed by the 
developers of the simulation code, FTWORK, was reviewed for this study as an example 
of typical code-testing and evaluation. Approximately 17 different tests were performed 
on FTWORK. These tests are discussed in greater detail, with respect to the developed 
code-evaluation protocol, in Chapters 7,8, and 9.
Relative to many comparable flow and transport codes, FTWORK is a relatively 
well-tested and documented code. The published tests provide a significant amount of
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information on how FTWORK performs in comparison to other solutions and codes. 
However, these tests do not fully characterize or quantify the code with respect to 
important functionality, performance, and applicability issues. The majority of the 
published test cases are simple inter-comparison tests, that provide a measure of relative 
accuracy, but none of the inter-comparison results were analyzed quantitatively and/or 
independently. Selected results were plotted on two-dimensional x-y graphs without any 
unbiased measure of agreement. It was left up to the reader to interpret the degree of 
agreement, the significance of the test, and the quality of the results.
Such code-testing and evaluation procedures appear to be typical of those provided 
by code-developers. It was found that code documentation generally includes:
► code-evaluation tests which are unclear and poorly organized;
► code-evaluation test objectives that are not clearly stated; and
► poor analysis and presentation of code-testing results.
Because of these problems, many questions are left unanswered by simulation code-testing 
and evaluation procedures performed by code developers, including:
► Why was the test performed?
► What does it tell the reader about the code?
► Why was a particular inter-comparison solution chosen?
► What are the pros and cons, or the strengths and weaknesses of each test 
and what do the tests tell about the code?
► What do the tests miss or ignore?
2.2.2.2 Validation Studies: In addition to the published inter-comparison (verification) 
tests performed by the code developers for FTWORK, three additional tests were 
performed by the code developers that simulate the flow and transport problems found at
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the Savannah River Site in Aiken, South Carolina and may be considered validation tests. 
The problem sets were executed and evaluated with respect to results generated by other 
numerical simulation codes to demonstrate the code accuracy of FTWORK. None of these 
FTWORK code tests were compared to actual field or laboratory results.
There are very few code-testing studies performed by code authors that have 
successfully used actual field data in their validation studies. Carsel et al. (1986) 
attempted to validate the code, Pesticide Root Zone Model (PRZM), using field data. 
This validation study is a good example of the potential problems that can be encountered 
during field testing of ground-water simulation codes. Data collected as part of a regular 
field monitoring program were used for the test, rather than data collected specifically for 
the code-evaluation process. These field data lacked all the appropriate information 
required for code-evaluation. For example, the duration of many of the selected field tests 
were found to be too short to be useful for code validation.
Such problems illustrate the importance of obtaining data that represent the 
conditions on which the conceptual and simulation models are based. In addition, 
validation testing studies require large volumes of field data to reflect time and space. For 
this reason, they are difficult to implement and may be prohibitively expensive. The data 
collection programs should be designed to reflect both the assumptions and limitations of 
the simulation code being tested. This will help both the simulation model to more 
accurately represent field conditions and lead to better validation studies (Donigian, 
1983).
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2.2.3 Code-Evaluation by Independent Agencies
Ground-water code-testing often is initiated and/or undertaken by regulatory or 
other private agencies to determine the acceptability of a code with respect to certain 
regulatory frameworks and modeling standards. Unlike the non-standard simulation model 
code-evaluation performed by code developers, most of the simulation code-evaluation 
studies that have been performed by private agencies have attempted to systematically 
analyze codes using unbiased, technical, evaluation methodologies.
Since the mid 1980s, the International Ground Water Modeling Center (IGWMC) 
has been developing methods for code-evaluation that use a multi-level inter-comparison 
technique. This technique consists of three distinct inter-comparison testing levels based
upon the type of reference solutions that are used as benchmarks. These benchmarking
levels are:
Level I: Uses test problems that have suitable analytical solutions; the
simulation code results are compared against results obtained from 
a comparable analytical solution (i.e., "objective” or absolute
benchmarking)
Level II: Uses synthetic code test problems that have no suitable analytical
solutions; simulation code results are compared against results 
generated by analogous numerical codes (i.e. "subjective" 
benchmarking).
Level III: Uses well-defined laboratory or field experiments and scenarios;
simulation code results are compared to data independently derived 
from these experiments (i.e., field benchmarking).
The results obtained from Level I inter-comparison testing are the most 
quantitative. Level II benchmarking is less quantitative since it compares the simulation
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code results against results obtained using another numerical code. Because the "true 
answer" for these Level n  problems is unknown, only a relative or subjective benchmark 
can be obtained. If the simulation results from such a code inter-comparison do not 
deviate significantly from each other, a "relative" or "comparative" validity is established 
(van der Heijde et al. , 1988). If there are significant differences measured between the 
results of the two simulation runs, further model behavior analysis may be required.
Level III benchmarking is the least constrained and subjective inter-comparison 
technique because it uses benchmark solutions that are derived from field or laboratory 
studies. Natural physical characteristics, such as heterogeneity and anisotropy can 
complicate such benchmarks solutions and limit their value in code-evaluation. In 
addition, Level HI benchmarking can be prohibitively expensive and time-consuming due 
to the large amount of high quality data required to create a good inter-comparison data 
set. Therefore, Level III benchmarking is generally of limited use in simulation code­
testing.
Overall, the three-level IGWMC inter-comparison and benchmarking methodology 
is best suited to evaluating simulation codes using test cases that can also be solved with 
analogous or comparable techniques (i.e., analytical and numerical procedures). Test 
problems and simulation models that cannot be solved using other techniques may not be 
applicable to this methodology because no independently obtained solutions are available 
for inter-comparison.
This three level benchmarking technique has been applied several times with 
differing degrees of success. Huyakom et al. (1984b) implemented the IGWMC 
procedure on the two-dimensional finite-element code SEFTRAN. Six Level I test 
problems were used to verify several features of the finite-element code. Each problem 
used a realistic range of flow and transport parameters to evaluate the numerical behavior 
of the code under various potential application conditions. The six problems ranged in
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complexity from a simple one-dimensional problem to a relatively complex two- 
dimensional problem involving a non-uniform flow field.
Each of the problems was defined by detailed problem statements that included 
descriptions of test objectives, input specifications, spatial and temporal discretization 
procedures, and simulation results. The results of the Level I code-testing displayed 
significant numerical problems for simulations which were characterized by:
1) high Peclet numbers (high characteristic dispersivity, small inter-cell 
distance),
2) coarse grid discretization, and
3) small dispersivity values with a recharging-discharging well pair
Two hypothetical Level n  situations were tested to assess the ability of SEFTRAN 
to simulate variations in aquifer properties, time-dependent flow and transport problems, 
and complex geometries. The first situation involved a cross-sectional analysis of 
contaminant transport in an unconfined aquifer system located underneath a hypothetical 
landfill. The second hypothetical field problem analyzed contaminant transport from a 
disposal pit to a pumping well. The evaluation of these test results was qualitative. The 
numerical solutions were assessed for irregularities and analyzed for inconsistencies.
Huyakorn et al. (1984a) also performed a partial Level III benchmark inter­
comparison test by using the experimental data set that describes the movement of a 
chloride plume at a landfill located at the Canadian Forces Base Borden in Ontario, 
Canada. The SEFTRAN simulation results were compared with field observations, and 
with predictions made by other codes.
The IGWMC evaluation approach was subsequently applied by Beljin (1988) using 
three simulation codes: SEFTRAN, 2D-MOC (Konikow and Bredehoeft, 1978) and 
RANDOM WALK (Prickett et al., 1981). The numerical accuracies of the various 
algorithms were measured by comparing the simulation results to the results of five
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analytical solute transport solutions (Level I benchmark solutions). Code sensitivity to 
various parameters and to time and space discretization schemes was also evaluated.
Five of the six Level I test problems formulated by Huyakom et al. (1984a) were 
used. The agreement between the simulated and benchmark analytical solutions were 
assessed qualitatively and quantitatively. The report described the results using five 
qualitative categories: "poor," "reasonable," "acceptable," "good," and "very good." 
Quantitatively, the results were expressed by the root-mean-squared error between the 
values of contaminant concentration calculated by the code and by the analytical model.
In addition to the intercomparison procedures developed by the IGWMC that focus 
on code accuracy issues, van der Heijde and Elnawawy (1992) identified the need for a 
procedure to evaluate operational and behavioral code characteristics. When combined 
with the intercomparison methods, such a procedure could be used to ensure that the 
code: is free from programming errors, that underlying modeling principles are correctly 
applied, and that the code exhibits programming logic and efficiency. Optimally, this 
should be done by executing a series of specially designed problems that evaluate four 
basic aspects of simulation modeling (van der Heijde and Elnawawy 1992):
1) code "reliability" {e.g., stability and reproducibility of solution 
algorithms);
2) the efficiency of coded algorithms and input/output data transfers {e.g., 
code performance in terms of numerical accuracy versus time of 
computation, memory use and storage requirements);
3) the amount of required preparation resources {e.g., data preparation and 
output data reduction and analysis time); and
4) the sensitivity of the simulation code to grid design, simulation processes, 
boundary conditions, and to a wide variety of input parameter values.
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2.3 Justification for a Standardized Code-Evahiation Protocol
Review of significant, published, code-evaluation studies indicate there are many 
disparate techniques, procedures, and strategies that have been used to attempt to "verify" 
and "validate" ground-water simulation codes. In many cases, the wide variability and 
non-standardization of testing approaches, terminology, and procedures has resulted in 
less than optimum code-evaluation results. At present, there is no simulation code-testing 
and evaluation procedure that brings together all the necessary elements into one 
comprehensive protocol. Furthermore, most of the simulation codes that have been tested 
have only been assessed with respect to a small portion of all the conditions for which 
they have been designed (van der Heijde, 1990).
Complete code-evaluation should incorporate the aspects and procedures of earlier 
studies that successfully document code accuracy and performance. In addition, new 
procedures are necessary to address code-evaluation aspects that were either identified as 
being inadequate or completely lacking. Based upon the review of the published code­
testing studies discussed in this chapter, the development of such a code-evaluation 
protocol should:
► focus on evaluation of code-specific issues, rather than on simulation 
modeling issues;
► use a standard set of terms and vocabulary to limit ambiguity;
► be able to address complex problems and issues {e.g., heterogeneity, 
anisotropy, irregular boundary conditions);
► incorporate previously defined test cases where successful and appropriate;
► use fewer, more strictly formulated test cases that are not subject to 
ambiguous or unstable boundary conditions and/or numerical 
implementations;
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► use test cases that are clearly designed to meet specific objectives;
► avoid the use of benchmarks that are subject to irregularities (e.g., field or 
laboratory data);
► use well-defined and constrained benchmark solutions that are free from 
overly-simplifying assumptions for intercomparison analysis;
► avoid the evaluation of codes using poorly or ill-defined test cases (e.g., 
those with high Peclet, Courant Numbers, etc.)
► use standardized test cases that are well constrained and avoid 
complicating issues such as irregular grid geometries, and non-linear 
conditions (i.e.,use standard model geometries, for example, rectangular 
grid elements)
► use standard, unbiased, accuracy and evaluation measures missing from 
earlier approaches;
► avoid the use of secondary quantities (e.g., trajectory pathlines that may 
be calculated by a post-processor) in simulation code-evaluation;
► be able to address problematic elements from previous studies; including, 
spatial and temporal discretization issues;
► establish and incorporate test cases that represent realistic scenarios, rather 
than hypothetical cases that have no bearing on real-world conditions;
► use well-designed benchmark solutions that represent realistic conditions, 
with as few simplifying, limiting assumptions as possible; and
► use standard measures to evaluate performance characteristics of the 
simulation code (e.g., sensitivity, reliability, efficiency).
The development of a standardized, unbiased, systematic code-testing and 
evaluation program that incorporates these measures and approaches should significantly 
increase the QA/QC of results generated by simulation codes. The availability of standard
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code-evaluation results should help remove ambiguity and increase the understanding and 
acceptance of ground-water simulation codes and thereby increase the confidence of code 
developers, users, and reviewers.
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CHAPTER 3: DEVELOPMENT AND DESIGN CRITERIA OF PROTOCOL
The ground-water simulation code-evaluation protocol described in this report 
represents the continuation of the ground-water model evaluation and inter-comparison 
programs that were initiated by the IGWMC in the 1980s (van der Heijde and Elnawawy, 
1992). The techniques and methodologies pioneered during these earlier studies were 
refined and extended in this study.
3.1 Synopsis of Code-Evaluation Protocol
The objective of this study is to improve ground-water model acceptability through 
standardized code-testing and evaluation. This objective was achieved by the design and 
development of a standardized simulation code-evaluation protocol that consists of three 
distinct elements:
1) functionality analysis;
2) performance evaluation; and
3) applicability assessment.
When applied, the simulation code-evaluation protocol provides information to support the 
selection and application of ground-water simulation codes by three main code-evaluation 
audiences:
1) simulation code developers;
2) simulation code users; and
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3) environmental regulators and project managers who review simulation 
model results.
The following paragraphs describe the three elements of the protocol and their 
importance to each of these three audiences.
Functionality analysis involves the identification and description of the functions 
of a simulation code, and the evaluation of each code function for conceptual correctness 
and computational accuracy through inter-comparison analysis. The information generated 
by functionality analysis is organized into a summary structure, or matrix, that brings 
together the description of code functionality, code-evaluation status, and appropriate 
benchmark solutions. The complete description and analysis of code functionality is 
primarily of interest to code developers, however, it can also be very useful and significant 
for the code user faced with code selection.
Performance evaluation entails the evaluation of the operational characteristics of 
a simulation code, including: accuracy, effort required, efficiency, sensitivity, and 
reproducibility. Summary checklists of these measured characteristics provide information 
to the code user for use in code selection and implementation.
Applicability assessment is of greatest interest to code regulators and ground-water 
model reviewers. It quantifies the ability of a code to successfully simulate a problem by 
evaluating its response to a standard data set. The design of this standard data set is based 
upon the type of code application and the components that comprise the simulated system 
(the physical system and the potential management or engineering measures). This 
documents whether the code being assessed is applicable to the type of simulated 
hydrogeological system being considered. Code applicability is very difficult to define 
quantitatively. Historically, it has involved inter-comparison of code results to analogous 
field or laboratory results (as reflected by Level III benchmarking and post-audits). 
However, field and laboratory results can be subject to natural variability and
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inconsistency which may limit their utility as reliable benchmarks. Therefore, simulation 
code applicability is more accurately assessed by application of the code to a standard 
reference benchmark data set.
3.2 Design Criteria for Protocol
A comprehensive code-evaluation protocol must be designed so that it can address 
the typical issues and potential problems associated with simulation modeling. A series of 
criteria were formulated and applied in the design the protocol. These design criteria are 
the set of measures, conditions, and/or requirements that are used to characterize a 
simulation code through an end product, process, or procedure to ensure its suitability for 
an intended use. This design approach ensures that the protocol is adequately constrained 
to the address the typical problems and concerns in simulation modeling.
The criteria used in the design of the code-evaluation protocol were established in 
three steps:
1) definition of the nature of code-evaluation audiences and their needs,
2) characterization of the nature of the solution algorithms and the computer 
codes used in simulation modeling; and
3) characterization of the nature of optimal code test problems, associated 
implementability issues, and evaluation techniques.
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3.2.1 Nature of Protocol Audiences
The code-evaluation protocol must address the spectrum of possible code uses and 
satisfy the needs of the three code-evaluation audiences identified previously to be 
universally useful. The needs and concerns of each protocol audience can vary 
substantially so each audience must be defined according to their different objectives and 
the structure of the protocol must be tailored to meet these objectives. Although there is 
relatively close correlation between the three protocol elements and the three protocol 
audiences, the needs of the individual audiences are not always entirely met by the 
information provided by each protocol element. This is illustrated in Table 3-1 which 
summarizes the relationships between the different audiences, protocol elements, and 
benchmark types. Table 3-1 shows how the principal concerns of each audience are met 
by the different protocol elements and inter-comparison benchmark types.
The following sections expand upon this information by discussing the needs of 
each code-evaluation audience in detail and relates these needs to the corresponding 
protocol element(s) that address them.
3.2.1.1 Simulation Code Developers /  Researchers: Ground-water simulation code 
developers are primarily interested in determining and demonstrating that their code 
operates according to its intended objectives and yields accurate results. The protocol 
addresses this need through the functionality analysis element. This includes an initial 
identification and description of the simulation code functions, and subsequently an 
evaluation of both the conceptual and mathematical models on which the code functions 
are based. To provide this testing, analysis, and documentation, the code developer must 
have an evaluation protocol that addresses the following questions and concerns:
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Table 3-1: Matrix of Protocol Audiences and Protocol Components
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► What are the individual functions of the simulation model code and how
accurate are they?
► Do the code functions correctly simulate the conceptual and mathematical
models?
► How do the code results compare to corresponding conceptual and
analytical benchmark solutions?
► Does the code represent the physical system and associated stresses
correctly?
► Does the code return results that are valid and accurate for the situation of
interest?
Functionality analysis addresses these questions and issues primarily through Level 
I benchmarking. Code functions and algorithms are tested using objective benchmark 
solutions and evaluated with statistical and graphical measures. This approach makes 
functionality analysis the most quantitatively explicit and objective protocol element.
3.2.1.2 Simulation Code End Users: Although ground-water simulation code users are 
interested in determining the accuracy of their chosen simulation code, this accuracy is 
assumed implicitly by most end users. Code users are generally more interested in 
obtaining information concerning the performance and overall usability of simulation 
codes. The objective determination of what the simulation code can do and how fast it can 
do it can define the relative benefits of one simulation code versus another. This is best 
addressed by using a combination of performance evaluation and functionality analysis 
elements. Special performance measures, such as sensitivity coefficients and indices that 
are discussed further in Chapter 6, are used to summarize the results of code performance
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evaluation. A combination of objective and subjective benchmarks are used to address the 
related functionality issues.
The questions and concerns of code users that must be answered by the 
functionality analysis and performance evaluation elements of a standard code-evaluation 
protocol can include the following:
► Does the simulation code have the appropriate functions to accommodate 
complex hydrogeological configurations and remedial situations of interest?
► How does the simulation model code perform with respect to changes in 
global parameters, and/or changes in temporal or spatial discretization? 
(z. e., what is the code sensitivity?)
► How much effort does the simulation model code require with respect to 
preparation of data for input and interpretation of results?
► How much computer resource (and thus cost) does the simulation model 
code require, especially what are the memory and computational 
requirements of the code?
► Can the code provide reasonable results within budgetary constraints?
► Does the code operate efficiently?
3.2.1.3 Regulators and Reviewers: Environmental regulators and managers are
frequently required to review simulation models and their results. They are most interested 
in knowing if a simulation model code is applicable and suitable for specific conditions and 
management problems, and whether the modeling results are credible and appropriate. 
Accordingly, regulators and other model reviewers, who might work for federal, state, and 
local agencies, or for project managers and the general public, generally need to have the 
following questions and concerns addressed by a code-evaluation protocol:
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► Has the chosen modeling code been used successfully in similar situations?
► How do the simulation code results compare to results generated by other 
analogous numerical simulation codes under similar circumstances?
► Does the simulation code yield accurate results?
► Does the simulation code represent the physical system correctly?
► Does the simulation code represent the hydrogeological application 
correctly?
► Does the simulation code represent the management/engineering technique 
correctly?
► Is the chosen code applicable to the situation under investigation?
The code-evaluation protocol primarily uses applicability assessment procedures to 
address these questions and concerns. Applicability assessment involves the analysis of 
simulation codes using standard data sets. The measured response of the simulation codes 
to these data sets provide a measure of code ability, or applicability. This approach 
attempts to satisfy the needs of the model reviewers and regulators by providing general 
impressions and does not use true quantitative measures. This qualitative character of 
applicability assessment appears to be consistent with the subjective nature of regulatory 
opinion and/or approval.
3.2.2 Nature of Simulation Codes
The nature of the simulation codes being evaluated significantly affects the 
protocol design. Simulation codes can employ a wide variety of mathematical solution 
techniques, configurations, and implementations to simulate the complexities of the 
physical hydrogeological and engineering/remedial systems. Thus, the code-evaluation
ER-4570 45
protocol must be designed to evaluate the myriad of possible code uses and 
implementations. Design criteria were used to constrain and refine the evaluation protocol. 
The protocol must be able to evaluate simulation codes that can accommodate:
► a large range of functions;
► a large range of code applications;
► different spatial (i.e. , grid discretization / nodal distributions) and temporal 
discretization schemes;
► different solution techniques;
► different computer languages;
► different computer platforms (operating systems); and
► a large range of different parameter sensitivities.
It is necessary to develop some practical standards and limitations for the protocol 
because of the potential for high variability in these areas. For example, the design and 
implementation of the protocol in this study is restricted to simulation codes that utilize a 
standard rectangular discretization and/or nodal distribution system. This decision was 
made to avoid some of the problems encountered in earlier code-testing studies regarding 
inconsistent geometries. Simulation code results generated from rectangularly discretized 
model domains facilitate standard inter-comparison testing and benchmarking procedures, 
and helps eliminate inconsistencies in the evaluation results.
Rectangular discretization also facilitates statistical and graphical analysis of results. 
Simulated results can be simplified more easily based upon symmetry or through the use 
of averaging techniques. Thus, the number of data points required for a representative 
analysis of results can be significantly decreased due to the simplification of rectangularly 
discretized domains.
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3.2.3 Nature of Test Cases
The test problems and situations used for simulation code-evaluation should also 
be subject to a set of standard criteria to ensure that they adequately characterize the 
simulation codes of concern. The optimum test cases for the code-evaluation protocol must 
meet the following design criteria, they must:
► be easy to implement;
► be easy to analyze;
► be free of complicating issues;
► meet more than one test objective;
► be able to be solved using other methods (e.g., analytical, numerical);
► produce results that can be simplified based upon symmetry or averaging;
► be performed for the full range of parameter values that might be
encountered in the systems for which the code has been developed (van der 
Heijde, 1990)
3.2.4 Nature of Evaluation Methods
Standard evaluation criteria must be established and used to evaluate the results 
generated by the protocol. The characterization of code agreement to benchmark solutions 
may be accomplished by a series of statistical and graphical measures that analyze test 
results in absolute and relative terms. Such measures must be designed to meet specific 
criteria to be effective. In general, code-evaluation measures must be:
► clear and objective;
► relatively easy to use;
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► quantitative indicators of simulation code accuracy and behavior; and
► good illustrators of the qualitative relationship between simulation code 
results and the benchmark solution in a spatial and/or temporal sense.
3.3 Overview of Code-Evaluation Protocol
To help summarize and explain how the design criteria, components, and elements 
of the evaluation protocol fit together and operate, it is helpful to examine an overview of 
the protocol. Figure 3-1 relates the three main elements and components of the protocol 
with the three code-evaluation audiences. It shows how the three protocol elements, shown 
at the top of the diagram, relate to the three inter-comparison benchmark types in the 
middle, and the protocol audiences at the bottom. It can be seen that the overlapping needs 
and objectives of the protocol audiences are met by an inter-connecting web of protocol 
elements and evaluation techniques. This is because, although the objectives of each of the 
three audiences are distinct and can differ significantly, some of the questions and concerns 
of the protocol audiences can overlap and can be met only by a combination of applicable 
protocol elements and benchmark types. The arrows shown on Figure 3-1 illustrate the 
types of relationships that exist between the protocol audiences, protocol elements, and the 
appropriate benchmark types. The solid arrows indicate primary relationships, and the 
dotted arrows indicate secondary, less significant, relationships.
The evaluation protocol can also be described and explained from a global view­
point. Table 3-2 illustrates how the code-evaluation approaches differ with respect to 
quantitative and qualitative issues. On the left-hand portion of Table 3-2, the evaluation 
procedure is quantitative and objective. Hard statistical and graphical measures are used 
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researchers, developers and users. These capabilities are represented by the functionality 
analysis element of the protocol. The qualitative portion of the protocol is illustrated on 
the right-hand column of Table 3-2. Qualitative testing and evaluation of simulation codes 
is performed using conceptual benchmarks and soft, intuitive measures to address the 
issues of code credibility and confidence in simulated results for both simulation code users 
and reviewers.
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Table 3-2: Global Perspective of Protocol (Quantitative vs. Qualitative Aspects)
Quantitative Analysis Qualitative Analysis
Objective Benchmarking
A.) Analytical Benchmark Solutions 
statistical/graphical measures





B.) Field / Laboratory Studies 
statistical/graphical measures











Questions / Concerns Questions / Concerns
Code Accuracy, Correctness 
Code Efficiency, Code Sensitivity 
Code Utility
Credibility in Applied Code 
Confidence in Code Results
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CHAPTER 4: ANALYSIS AND EVALUATION TOOLS
A set of standard tools and measures must be included within the protocol to assist 
in the analysis of code-evaluation results. The implementation of statistical and graphical 
measures is essential to quantify, summarize, and illustrate the degree of agreement and/or 
disagreement between the analyzed simulation code and the benchmark solution. Such 
tools and measures give code developers, users, and regulators the necessary quantitative 
and qualitative methods for determining the functionality, performance and applicability 
of ground-water simulation codes.
Although there are different calibration techniques for evaluating the comparison 
of simulation code results for site-specific conditions, there has been little work done 
concerning the implementation of analytical and evaluation methods so as to establish code 
characteristics such as functionality, performance, and applicability. Three procedures for 
evaluating site-specific simulation model performance, described by Donigian and Rao 
(1986), may be relevant for use by the developed protocol. These procedures provide 
quantitative measures of the agreement between simulated and observed results and 
include:
1) paired-data performance: the comparison of simulated and observed 
data for exact locations in time and space;
2) time and space integrated, paired-data performance: the comparison 
of spatially and temporally averaged simulated and observed data; 
and
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3) frequency domain performance: the comparison of simulated and
observed frequency distributions.
Of these three methods, paired-data analysis is the most appropriate technique for 
use by the developed code-testing protocol. Inter-comparison of data generated at the same 
point in time and space provides the most explicit and objective analysis. Using averaged, 
integrated, or frequency distributions for inter-comparison analysis can result in biased or 
subjective analyses due to undesirable data smoothing and weighting.
These paired-data inter-comparison results are best manipulated, calculated, and 
analyzed using computer-aided techniques. Spreadsheet software is well-suited to the 
reduction of protocol results because it provides a variety of data processing capabilities. 
In addition to the ability to calculate statistical measures, spreadsheet programs support 
graphical analysis and display of spatially and temporally distributed data that is generated 
by the code-testing protocol.
The tools used in the protocol for the analysis and evaluation of paired-data may 
be divided into two groups: 1) statistical measures; and 2) graphical measures. These are 
discussed in separately in the following sections
4.1 Statistical Measures
The developed code-testing protocol adapts and employs a series of quantitative 
statistical measures to characterize the degree of agreement between the results of the 
simulation code being analyzed and the appropriate benchmark solution. Some of these are 
comparable to measures which typically have been used in the calibration of site-specific 
simulation models (Anderson and Woessner, 1992). The degree of accuracy of simulation 
codes can be demonstrated with these quantitative measures.
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Typical quantitative statistical measures include mean error, mean absolute error 
and root-mean-squared error. Variations on these standard measures, such as positive and 
negative mean error, and the ratios between them, can also be valuable in evaluating 
code-testing results. In addition, simple quantitative measures such as minimum and 
maximum deviation, and their spatial location within the model domain, can supply 
significant information on code accuracy and code performance characteristics.
The organization and evaluation of code inter-comparison results can be difficult 
due to the potentially large number of data-pairs to be analyzed. This can be mitigated by 
analyzing smaller, representative sub-samples of model domain data-pairs. Optimally, all 
data-pairs should be analyzed, but for practical purposes, this may not always be possible. 
Data-pairs to be analyzed should be selected in a such a way to simplify the analysis 
process while ensuring that they represent the entire domain. Test cases that are 
symmetrical can be analyzed for a smaller portion of domain based upon the type 
symmetry present. For example, test cases that have radial symmetry can be divided into 
eight equal representative radial slices; this can significantly reduce the number of data 
pairs in the analysis and simplify the analysis considerably
As part of the measurement and analysis of paired-data, it is important to define 
a sign convention to ensure standardization. The measures used in the developed protocol 
are positive when the simulation code under investigation exceeds, or overestimates, the 
benchmark solution. Contrarily, a negative statistical measure indicates a situation where 
the simulation code underestimates, or generates results that are less than those of the 
benchmark solution.
The statistical measures used in the testing protocol are organized, discussed, and 
briefly illustrated in the following sections. Each statistical measure is individually 
described and defined. Although (h) which generally denotes hydraulic head, is used as 
the symbolic notation used in the following equations, any dependent scalar variable of
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interest (e.g.,contaminant concentration, directional ground-water velocity) can be used 
in the calculation of the statistical measures.
The first paired-data measure used as an evaluation tool by the developed protocol
is the Deviation Coefficient, (DC). It can be calculated at any single point in space or in
time, by using the equation 4.1 (ASTM; 1984):
^  %= Ih J ) ]  .100 (4 ' J)
where :
= value o f  dependent variable calculated by the numerical model 
h ^  = value o f  dependent variable calculated by the analytical model
To gain a more general measure of code inter-comparison, the Average Deviation
Coefficient (ADC) can be calculated for the entire model domain. The ADC is calculated
for every point in the model domain and then averaged. This is expressed by equation 4.2:
,  « (4.2)
-  E  i < * « . - * « > , '  (*»»>< J * 100n im 1
where :
i = the individual model p o in t , ranging from  1 to n, and 
other terms are as defined earlier
The Mean E rror (ME) is defined by equation 4.3:
ME = -  I:  (4.3)
n ,- i
Because ME includes both positive and negative values which cancel each other, 
ME may not be the best indicator of an acceptable match (Anderson and Woessner, 1992). 
The Mean Absolute Error (MAE), shown in equation 4.4, may provide a better indicator 
of agreement between codes, because it computes the absolute value of the residuals:
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MAE “ - E l  (*«-*«), In i (4.4)
To further characterize the residuals with respect to their mathematical sign, two 
other measures may be used. Positive Mean E rror (PME) is a quantitative indicator of 
the overestimation of the numerical model because it analyzes only the positive residuals. 
It is computed by averaging the positive differences as shown by equation 4.5:
where :
P O S(h nm~h am\ = value ° f  differences when h ^  > hM  and 
n = the number o f model points having such positive differences
Similarly, Negative Mean E rror (NME) is a quantitative indicator of the 
underestimation of the numerical model because it analyzes only the negative residuals. 
It is computed by averaging the negative differences between the dependent variable values 
calculated by the numerical model and the analytical solution. It is always a positive 
number and is defined by equation 4.6:
N E G (h am~h nm\ = value ° f  difference when h ^ K h ^  and 
n tug = number o f  model point having such negative differences
When used alone, the PME and NME measures can be inadequate to describe code 
accuracy. These criteria only describe how the code differs from the benchmark, they do 
not account for the locations where agreement to the benchmark is perfect and residuals 
are zero. This can be described by the Root Mean Squared E rror (RMSE) measure.
1 p o t






RMSE is the square root of the average of the squared differences between the values for 
the dependent variable calculated by the numerical model and the analytical solution, and 
is defined by equation 4.7:
RMSE = 1  E  (4-7)
n i
As defined above, these measures provide the protocol user with an estimate of the 
overall, or average, difference between the simulation code results and the benchmark 
solution. However, these measures can be more useful to protocol users if they are 
reported as a percentage of the originally calculated dependent variable. For example, if 
a simulation code predicts a maximum total drawdown of 30 feet in an aquifer subject to 
pumping and the calculated RMSE is 1.5 feet, then the protocol user may be better able 
to relate these two values if the RMSE is also reported as a Relative E rro r (RE) of five 
per cent {i.e., 1.5 divided by 30). RE can be calculated for any of the measures discussed. 
This is shown by equation 4.8:
Measure RE % = * 100
h nm
where : ( 4 . 8 )
Measure = statistical measure o f choice , and 
h   = maximum value calculated by the numerical modelMM
The use of relative error measures can effectively characterize the amount of overall error 
or residual which can be attributed to a ground-water simulation code. This provides a 
measure for the entire simulation and differs from the DC which is a measure of error 
relative to the value of the system at a single measurement point.
To further describe the nature of the agreement between the numerical model and 
the associated benchmark, a new mathematical ratio called Mean E rror Ratio (MER) was
ARTHUR L A K E S1I W I 7  - 
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used in this code-testing study. The MER quantifies the inter-comparison agreement of the 
code being tested in terms of under or over estimation. The value of the MER may be 
either positive or negative. Positive MER values represent situations where the PME 
equals or exceeds the NME; in these cases the MER has a value of 1.0 or greater. In these 
situations, the MER indicates the magnitude or degree of over or underestimation of the 
code being tested; this is defined by equation 4.9:
MER = ^  I PME (for \NME \<PME) M G ' )
M E \NME | V*'y)
When the MER is equal to one, the NME equals the PME and the amount of positive 
deviation from the benchmark is equal to the negative deviation from the benchmark. 
When the NME exceeds the PME, the MER is negative and is defined by equation 4.10 
to indicate the degree of underestimation of the code being tested.
MER = 1 (for \NM E\>PM E) (4.10)
M E PME
4.2 Graphical Measures
A system of graphical evaluation tools and/or measures is an important part of the 
protocol to clearly and concisely illustrate the code-evaluation results. Graphical measures 
are especially significant for simulation code results that do not lend themselves to 
statistical analysis. This can include the analysis of solution convergence characteristics 
that may be prone to numerical instabilities. As van der Heijde and Elnawawy (1992) 
suggested, it is important to identify potential oscillations and trends in the deviations of
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the values for the variable of concern. Graphical measures, when implemented correctly, 
are the best evaluation tool to do this.
As discussed with statistical measures, practical considerations may prevent the use 
of all data-pairs in the generation of graphical measures during inter-comparison analysis. 
Thus, a subset of data-pairs may be selected for use with graphical measures. The selection 
of the representative sample data-pairs to be analyzed should be based upon symmetry 
issues or upon particular subsets of interest (i. e. , vertical or horizontal slices of the model 
domain). To ensure that the chosen sample of data-pairs is representative, four to five 
slices or graphical measures should be chosen. This should include a graphical measure 
along each principal axis of the model domain and two slices along 45 degree diagonals.
Most of the graphical analyses used in previous simulation model calibration efforts 
have typically utilized simple graphs and data-presentation techniques, (e.g. , head versus 
time or head versus linear distance). Multi-dimensional graphs that illustrate the areal 
distribution of dependent variables (for example, contoured hydraulic heads or residuals 
in x-y space) have also been used to support such validation tests. An expanded 
implementation of multi-dimensional graphical techniques in the code-testing process may 
significantly assist in the measurement and display of residuals, deviations, and 
goodness-of-fit (van der Heijde and Elnawawy, 1992).
Three types of graphical measures are used in the protocol to accomplish such an 
expansion and to standardize the use of graphical techniques:
1) x-y plots;
2) combination plots; and
3) three-dimensional, isometric, columnar plots.
The x-y plots are very useful in illustrating the relationship between dependent and 
independent variables of interest. This is the conventional approach used in most code­
testing. These standard plots are also very helpful in sensitivity analysis, which is a
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significant part of the performance evaluation protocol discussed in Chapter 6. An example 
of this simple technique is shown on Figure 4-1. This depicts two sets of calculated results 
on one plot with two standard axes. Examination of Figure 4-1 shows that the hydraulic 
heads calculated by the simulation model are greater than those calculated by the 
benchmark solution.
Combination plots provide an excellent way to depict two types of data on one plot. 
For example, absolute simulation code results may be plotted together with residual results 
to illustrate their inter-relationship. An example of a combination plot is shown in Figure 
4-2, which shows how two data sets can be presented on one chart. This is done by using 
an x-y plot for the raw simulation results and overlaying the inter-comparison residual 
analysis data as a column plot. This clearly depicts the degree of agreement between the 
two simulation models and the distribution of the residuals. Two different vertical scales 
(y-axes) are used to illustrate the disparate data. Figure 4-2 shows several things that may 
not be obvious from Figure 4-1. It graphically depicts where the maximum residual 
occurs, that all the residuals are positive and that the residuals not symmetrically 
distributed.
The three-dimensional isometric column plot is possibly the most significant of the 
applicable, paired-data, graphical measures. This plot is not a true three-dimensional 
technique because the data is characterized by a position in space or time, which 
corresponds to the x and y coordinates, and some dependent value, which corresponds to 
the z coordinate. (A true three-dimensional plot is one where the data is defined by a 
position in xyz space and a value, I, at that point.) Isometric column plots are very 
effective for the depiction of layer-wise spatially distributed data sets. In the developed 
protocol such data sets can include hydraulic heads, contaminant concentrations, and inter­
comparison residuals. Figure 4-3 depicts a generic isometric, column plot. It clearly shows 








































































































































a plot can be valuable in illustrating the maximum or minimum values of the data set or 
its spatial extent.
The most significant advantage of this graphical technique over conventional 
contouring techniques is that it can be created quickly and easily in one step. Unlike most 
computer contouring routines, that may require additional gridding or interpolation of data 
results, isometric column plots can be produced without any additional mathematical 
manipulation. This is especially true for simulation codes that generate output that is 
regularly spaced; data can be directly imported into the graphical spreadsheet software of 
choice and plotted directly. This graphical technique eliminates potential data smoothing 
and/or numerical approximations that may be introduced due to interpolation.
There can be several disadvantages of this graphical measure. Most conventional 
software packages will produce some level of visual distortion when variably-spaced data 
is plotted using isometric columns. In addition, some isometric column plots may be 
difficult to interpret due to their blocky, discretized nature, especially plots that represent 
low grid resolutions. The three-dimensional perspective and axis scales that are selected 
for the graphs can also visually distort the data depending upon the angles, elevations, and 
scales chosen. Effects of such relative distortion may be decreased by use of standardized 
perspective and scale.
Overall, isometric graphical techniques are very effective, comprehensive methods 
for data presentation and analysis; they can be used to easily identify maxima, minima, 
general trends, as well as potential errors in the data. To date, this technique has not been 
widely used for the evaluation of simulation codes.
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4.3 Examples.o.f- A p p l i e d  A n a l y s i s  a n d  E v a l u a t i o n  T o o l s
This section presents several examples of the application of the statistical and 
graphical techniques, discussed in the previous sections, that are used in the code-testing 
protocol. Three examples were chosen to demonstrate the advantages and disadvantages 
of each analysis, evaluation technique, and measure. These three examples cover the range 
of agreement possibilities including:
1) a situation where the simulation code overestimates the benchmark solution;
2) a situation where the simulation code underestimates the benchmark 
solution; and
3) a situation where the agreement between the code results and the 
benchmark solution cannot be characterized by a simple over- or 
underestimation.
Although each of the three examples involve hydraulic head data sets, any dependent 
variable may be analyzed using the analytical and evaluation tools.
4.3.1 Example of Overestimation of Benchmark Solution
This example illustrates how the statistical and graphical evaluation tools can be 
combined to identify a situation where the numerical simulation model overestimates the 
benchmark solution. Figure 4-4 depicts the comparison of two data sets on one two- 
dimensional combination plot. The calculated statistical measures are superimposed on this 
figure and can be used to quickly and accurately characterize the level of agreement and 
thus, code accuracy. This approach is advantageous because it gives the protocol user a 
lot of valuable information in one place. The plot clearly shows that the simulation model
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overestimates the benchmark solution at almost every point along the center line of the 
model domain. All of the residuals are positive and the statistical measures reflect this. The 
ME, MAE, and the PME are all identical and equal to 0.82 feet. Because all of the 
residuals are positive, the NME and the MER are not applicable measures. The average 
DC is 2.8 per cent.
Additional information and conclusions may be drawn from Figure 4-5 regarding 
the performance of the simulation code. The plot clearly shows that the agreement is 
greatest at the edges of the model domain, this suggests that this agreement may be 
artificial and may be due to specified boundary conditions. It can also be seen that there 
is a non-symmetric distribution of residuals which may be a significant indication of code 
performance.
4.3.2 Example of Underestimation of Benchmark Solution
This example, shown in Figure 4-5, illustrates a situation where an applied 
simulation code predominantly underestimates the benchmark solution; there is just a small 
amount of overestimation in the code results. The statistical measures effectively 
summarize this situation. Unlike the previous example shown in Figure 4-4, which 
featured no negative residuals due to complete overestimation, this case is characterized 
by both positive and negative residuals. Thus, all measures, including NME, PME and 
MER may be calculated. Because the simulation model primarily underestimates the 
benchmark solution, the values of ME and MER are negative and the NME is greater than 
the PME. The degree of the underestimation can be characterized by the magnitude of the 
MER. In this case, an MER equal to -12.8 indicates that the simulation model results in 
12.8 times the amount of average negative residual than average positive residual.
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The graphical measure is very effective in the showing the distribution of residuals. 
Residuals are strongly negative in the left hand part of the diagram and are indicated by 
the unshaded columns on the chart. The positive residuals exist only at distances of greater 
than 2000 feet along the center line of the simulation model. These residuals are plotted 
as shade columns and are located in the right hand portion of the combination plot.
4.3.3 Example of Poor Estimation of Benchmark Solution
When used together, the statistical and graphical measures can be effective in 
characterizing code accuracy in situations where it is difficult to characterize type of 
agreement between the numerical model and the benchmark solution. Figure 4-6 illustrates 
the situation where statistical or graphical measures alone are not sufficient to indicate 
whether the simulation model has a predominant tendency to either under or overestimate 
of the benchmark solution. Residuals are almost evenly distributed between negative and 
positive space. Without additional information, it is difficult to characterize the code 
accuracy with respect to the benchmark solution. The statistical measures indicate that the 
simulation code slightly overestimates the benchmark solution. The PME (3.6 feet) is 
slightly greater than the NME; thus the MER is +1.1 feet. The ME is 0.5 feet. (If the 
residuals were evenly distributed with an equal number of positive and negative residuals, 
the ME would be equal to zero and the MER would be equal to one.) So, although the 
statistical measures may suggest that the agreement is reasonably balanced between 
negative and positive space, there is considerable variation from the benchmark solution.
The graphical measure is very effective in illustrating the behavior of the simulation 
code with respect to the benchmark solution. In this case, the degree of agreement changes 
considerably within the model domain. Along some of the model edges the agreement is
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perfect, and thus the residuals are equal to zero. This may be an artifact of the specified 
boundary conditions at those locations. In general, the trend in the residuals is sinusoidal 
and mostly symmetrical across the model domain, this is clearly shown by the isometric 
column plot.
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CHAPTER 5: FUNCTIONALITY ANALYSIS
Ground-water simulation codes may include a variety of functions. Thus, the 
systematic testing strategy must evaluate the complete set of potential code functions. This 
is accomplished by the functionality analysis element of the code-testing protocol which 
includes two components: 1) functionality description; and 2) functionality testing.
Functionality description defines, in qualitative terms, the available functions of 
the simulation code. In contrast, functionality testing quantitatively analyzes these 
functions for conceptual correctness and numerical accuracy by comparison with 
benchmark solutions. The results from functionality analysis can help code developers 
document their codes and help users gain pertinent information to help them in code 
selection.
5.1 Functionality Analysis Objectives
Functionality analysis is designed to meet three objectives:
1) to identify, describe, and evaluate the individual and relevant combinations 
of functions of the simulation code of interest (functionality description);
2) to determine the conceptual correctness and numerical accuracy of code 
functions through the identification of potential theoretical, programming, 
algorithmic, or solution errors, limitations, and/or deficiencies in the 
simulation code (functionality analysis); and
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3) to establish a framework which can be used to qualitatively and 
quantitatively assess simulation codes through the documentation of:
a.) the available code functions;
b.) the appropriate inter-comparison solution benchmarks; and
c.) the degree of code-testing completeness.
5.2 Functionality Description
Functionality description is the qualitative assessment of the capabilities of a 
simulation code. The available functions are described, categorized, and organized 
according to a standard documentation checklist.
An example of a standard functionality description checklist is included in 
Appendix C. The standard format is designed to be applicable to any hydrogeological 
simulation model code. It includes a brief overview description of the simulation code 
{i.e.,code authors, contact address, required computer platforms, etc.). This is followed 
by a checklist that is divided into functionality categories corresponding to a series of 
specific code functions. This approach facilitates the selection, by potential users, of the 
most suitable code for a given application. It also defines, for code developers, the 
simulation code functions that must be documented and tested.
5.3 Functionality Description Categories
To simplify and classify the functionality description process, the simulation code 
functions are organized into four sections corresponding to broad functionality categories.
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Each category includes numerous options, methods, and capabilities. These four 
functionality categories, and their principal options are:
1) general code characteristics, which include
► code discretization options,
► spatial orientation options,
► restart options, and
► code output options
2) flow system characteristics, which include
► hydrogeologic zoning options,
► hydrogeologic media options,
► flow characteristics options,
► boundary condition options,
► source / sink functions, and
► solution methods
3) solute fate and transport characteristics, which include
► water quality constituents
► transport and fate processes
► solute transport boundary conditions
► solute transport solution methods
4) parameter estimation characteristics (where appropriate), which include:
► input options,
► output options, and
► solution methods.
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5.4 Functionality Testing levels
Upon completion of the code functionality description, the issues and concerns 
related to code functionality must be identified and tested by a series of specifically 
designed inter-comparison benchmark tests. The residual analysis methods discussed in 
Chapter 4 may be used to measure and evaluate code correctness and accuracy. By 
comparing the results achieved by the selected code, through inter-comparison to 
benchmark solutions, unbiased evaluation of code functionality can be established.
Functionality testing employs two of the three inter-comparison benchmark 
techniques which were developed by the IGWMC and previously discussed in Chapter 2. 
Due to the problems mentioned regarding the variability and costs associated with Level 
III benchmarking, the developed protocol is limited to using Level I and Level II inter- 
comparison benchmarking techniques. These techniques were expanded and refined as part 
of the developed protocol.
The Level I objective benchmarking technique used for functionality testing in this 
study has been partitioned into two sub-levels based on the two types of objective 
benchmarks that are used. These two types of Level I solution benchmarks are:
1) intuitive or conceptual benchmark solutions (Level IA); and
2) quantitative and explicit benchmark solutions (Level IB).
Level IA benchmarking is the most rudimentary approach to code functionality 
testing. It uses qualitative, intuitive measures, called conceptual benchmarks, to determine 
code correctness. These are generally based upon simplified problems which have 
predictable or intuitively obvious results, and can be evaluated without complex 
calculations; for example, a simplified planar flow field with a discharging well in the 
center of the model domain. Under such conditions, development of an asymmetric cone 
of depression elongated in the up-gradient direction, should be predicted. The prediction
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should also result in flow lines which are undeformed and parallel except near the well. 
If the simulation code results in a hydraulic regime which is not similar to this conceptual 
flow regime, then further investigation using the next level of benchmarking is necessary.
Level IB benchmarking is more quantitative and absolute; it employs analytical 
solutions as inter-comparison benchmarks. Provided the simulation model configurations 
are similar, a quantitative comparison between the simulation code results and the 
benchmark solution can be performed and code accuracy may be evaluated using the 
residual analysis and evaluation techniques discussed in Chapter 4. An example of this type 
of functionality testing is the comparison of hydraulic mounding results calculated by a 
simulation code for a recharging well versus the hydraulic mounding results calculated by 
an analytical solution.
Often, when more complex code functionality issues need to be assessed, 
appropriate analytical benchmark solutions may not be available. In these cases, Level II 
benchmarking may be more appropriate. Unlike Level I testing which yields quantitative 
inter-comparison results and is considered "objective" code testing, Level II benchmarking 
is characterized by qualitative inter-comparison analysis. Level II testing uses relative 
benchmarks created by other numerical models which have no independent control or
absolute answer. This is therefore considered to be "subjective" code functionality testing.
In this study, Level II benchmarking also has been sub-divided according to the 
specific type of solution benchmarks employed. Both types of Level II solution 
benchmarks are generated from numerical models. However, they differ based upon the 
configurations used to generate them. They include:
1) Level IIA (intra-comparison) benchmarks; and
2) Level IIB (inter-comparison) benchmarks.
The major difference between these benchmarking techniques is as follows, Level IIA 
benchmarking is performed by comparing two sets of results generated by the same
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simulation code but which were produced using different model configurations. Level IIB 
benchmarking involves comparing results from the same simulation model configuration 
produced by different simulation codes.
For example, Level IIA benchmarking may be used to evaluate a simulation code 
by comparing results generated by a simulation code employing an areal recharge function 
against results produced by the same simulation code using an injection well function of 
an equivalent volumetric rate. This is considered intracomparison benchmarking.
Level IIB benchmarking involves the inter-comparison of two numerical models 
which have similar model configurations but which are solved using different simulation 
codes. An example of this is the inter-comparison of the results of two areal recharge 
models which have identical configurations, where one solution set is created by code X 
and the other is produced by code Y. Residual analysis is used to evaluate results produced 
by both Level IIA and IIB benchmarking and results are quantified using the analysis and 
evaluation tools discussed in Chapter 4.
The overall functionality analysis procedure is illustrated in Figure 5-1. It shows 
that once code functionality has been qualitatively described and established, quantitative 
testing is completed using Level I (objective) and Level II (subjective) benchmarking 
techniques.
5.5 Potential Problems in Functionality Testing
There are potential problems associated with the described functionality testing 
procedures that the protocol user must be aware of. There are a series of reasons that can 
cause numerical differences between the ground-water code being tested and the 
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Figure 5-1: Overview of functionality analysis process
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1) the approximate nature of the simplifying assumptions found in the
simulation code or the benchmark solution;
2) the numerical methods involved in obtaining the solution;
3) the limitations in computer accuracy; and/or
4) limitations in accuracy of the benchmark solution implementation.
The magnitude of these numerical differences can be related to the resolution in the 
discretization used in the computational solution scheme (Lapidus and Finder, 1982).
In theory, if the benchmark solution uses a closed-form solution of the partial 
differential equation used by the numerical simulation code, the differences between the 
numerical and the closed-form (analytical) solution should become negligible as spatial and 
temporal step-sizes approach zero. Overall, residuals between analytical and numerical 
results tend to decrease when the grid discretization is increased near localized aquifer 
stresses (van der Heijde et al., 1993). In general, if the simulation code is free of errors, 
and functionality has been correctly established, any deviation from Level I benchmarks 
should be attributable to grid discretization and computer precision issues (Lapidus and 
Pinder; 1982, van der Heijde et al., 1993). Consequently, functionality test cases should 
be carefully designed to minimize deviation due to discretization issues to increase the 
effectiveness and quality of the test case.
5.6 Design Criteria and Functionality Tables
Full evaluation of a ground-water simulation code is ensured by designing a 
complete series of tests that include both Level I and Level II benchmark solutions and 
address all issues and concerns. An overall testing strategy must be created prior to the 
commencement of actual testing. Such a strategy should outline all functionality issues and
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concerns. This will prevent duplication of testing efforts where code functions and testing 
objectives overlap. A well-designed and efficient testing strategy should be composed of 
functionality tests that address more than one issues/concern and achieve multiple 
objectives. There are three main steps in the overall functionality analysis strategy:
1) identification of functionality issues;
2) design of functionality test problems; and
3) execution and analysis of test problems.
Functionality tables should be used to organize the potential issues and concerns 
to be addressed (i.e. , the design criteria), the test objectives for each test, and the 
benchmark solutions to be used for each. An example functionality table for areal recharge 
is shown in Table 5-1. A suite of generic functionality tables for other code functions that 
were developed by this study are included in Appendix A.
5.7 Functionality Analysis Matrix
To simplify the functionality analysis procedure, the two components of 
functionality analysis, functionality description and functionality testing are combined in 
a functionality matrix.
The left column of the functionality matrix defines the functionality description by 
listing the code function categories which are to be tested. The top row of the functionality 
matrix defines the functionality testing procedures by listing benchmark solutions which 
are used to address the code functions. These two axes define a two-dimensional matrix 
that defines which functions are addressed by each benchmark solution.
This provides the protocol user with a device which can be used to characterize the 
code of interest with respect to testing status and benchmark solution availability. When
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Table 5-1: Areal Recharge Functionality Table:
Question/Issue Objective: Benchmark 
Solution (Analysis
TyPe)
How  does the code perform when 
subject to areal recharge with respect to 
expected behavior and results?






W hat happens when areal recharge is 
applied to the same location as another 
stress (pumping/injection w ell, E T , etc.)
To determine code treatment o f 
potential inconsistent input; attempt to 
uncover coding errors with respect to 





W hat happens when uppermost layer is 
unsaturated? In  a steady-state model? In  
a transient model? In  a confined model? 
In  an unconfined model?
To determine how the code responds 
to inconsistent input; attempt to 
uncover coding errors w ith respect to 





W hat happens when areal recharge is 
large and there is very low hydraulic 
conductivity in  the aquifer? Are there 
errors?
To evaluate ability o f code to trap 
potential inconsistent input and/or 
input errors; attempt to uncover 
coding errors with respect to an ill- 





H ow  does the code perform when 
compared to a comparable analytical 
solution?
To determine the accuracy o f the code 






H ow  do code results due to areal 
recharge compare to results generated 
from  the use o f injection wells o f a 
comparable flux?
To determine if  errors exist in either 
the areal recharge or the injection w ell 







complete, the functionality matrix provides detailed information on the available code 
functions, the suite of corresponding applicable inter-comparison benchmark solutions, and 
the status of code testing on one chart.
Each cell within the center of the matrix actually represents a series of specific 
questions and/or issues which must be evaluated before a simulation code is fully 
functionality-tested. These questions and issues are summarized in the series of 
functionality tables that were discussed and illustrated in the Section 5.6. The functionality 
tables can be considered to extend into a third dimension of the functionality matrix. This 
is illustrated in Figure 5-2. The functionality matrix is depicted with the corresponding 
background information overlain on top. This shows how the functionality matrix 
integrates all the issues, objectives, and benchmark solution information into one 
comprehensive summary structure.
Such a summary structure is useful for both the code developer and code user 
because it provides at a glance where testing has been sufficient and where it is not. Each 
cell of the matrix that is marked off as complete indicates to these audiences that the 
function has been evaluated according to a standard protocol and that the associated issues 
have been addressed.
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CHAPTER 6: PERFORMANCE EVALUATION
Performance evaluation is designed to characterize code behavior under typical 
applications and conditions in terms five criteria: accuracy, total effort required, 
efficiency, sensitivity, and overall reliability. This is accomplished by measuring code 
response to a variety of simulation problems that feature a wide range of typical input 
parameters and model configurations. Performance evaluation is of greatest interest to code 
users and regulators who are concerned with the performance characteristics of a 
simulation code.
This chapter defines performance evaluation and discusses the techniques and type 
of tests used to measure it. Generally, it entails using the five performance evaluation 
criteria to characterize code response to standard code input and configuration categories 




3) solution techniques and parameters; and
4) grid orientation.
Figure 6-1 shows a schematic of the relationship between the significant 
components in performance evaluation. The performance evaluation criteria at the top are 
grouped together into three analysis types. These techniques are used to evaluate the four 
performance evaluation categories shown in the middle of the diagram. The results of 




















































define the advantages and/or disadvantages of the simulation code for users and 
regulators, shown at the bottom of the diagram.
6.1 Performance Evaluation Objectives
A complete performance evaluation protocol should satisfy the following 
objectives:
1) to provide information on overall performance of a simulation code by
examining and characterizing code response for each of the performance 
evaluation categories according to specific criteria;
2) to identify potential code performance errors and/or limitations in the
simulation code; and
3) to provide a framework to quantitatively and qualitatively describe code
performance through standardized documentation of objective results.
6.2 Performance Evaluation Procedure
The objectives of code performance evaluation are met through a three-phase 
procedure:
1) selection of the performance issues of interest and the execution of
appropriate tests to quantify the five criteria of code performance. (The 
number and complexity of code performance tests is a function of the 
simulation code being evaluated.)
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2) Use of appropriate standardized performance evaluation measures to 
summarize code performance.
3) Production of organizational structures or checklists which are used to help 
characterize the code with respect to the status and extent of performance 
evaluation completed and results.
6.3 PerformanceJEval.uation_Criteria
There are five criteria for code performance evaluation, including the analysis of 
code accuracy, effort required to use the code, code efficiency, code sensitivity, and code 
reliability. Each of these criteria is discussed in relation to associated procedures, 
measures, and other pertinent issues in the following sections.
6.3.1 Accuracy Analysis
Determination of the accuracy of simulation codes is an extension of functionality 
testing. The statistical and graphical measures discussed in Chapter 4 are used to quantify 
code accuracy. Performance evaluation is concerned with determining how the accuracy 
of a code is affected by changes in each spatial or temporal discretization, grid orientation, 
or solution techniques. For example, if the specified discretization of a model is too low, 
the accuracy of the model results may suffer. Contrarily, if the discretization is too great, 
the computational effort, and thus, modeling cost may increase prohibitively. To address 
this issue, code accuracy is measured for several models featuring different discretization 
densities. Residual analysis measures can be calculated between the models and also in
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relation to appropriate benchmark solutions, if available. Results should be summarized 
in tables to provide the code user with the appropriate information.
This approach to accuracy analysis should be extended to the other performance 
evaluation categories to quantify the impacts due to: temporal discretization, grid 
orientation, and solution techniques on code accuracy.
6.3.2 Effort Analysis
The amount of effort required to implement a simulation code is an important, and 
often overlooked, aspect of performance evaluation. Effort analysis may be used to 
determine whether the use of a simulation code is reasonable and/or feasible for certain 
applications. It is determined by measuring the "cost of labor" required for the simulation 
effort. Effort analysis is also used in conjunction with the results of accuracy analysis to 
determine code efficiency; this is discussed in further detail in Section 6.3.3.
An important type of effort analysis is the evaluation of the effort required to 
achieve a desired degree of spatial and temporal discretization. If the amount of effort 
required is too high, the modeling costs for a desired resolution may be prohibitive. A set 
of effort analysis measures were developed in this study to help quantify this required 
effort. These measures are designed to determine how required modeling effort changes 
in relation to each of the four performance categories (spatial and temporal discretization, 
grid orientation, and solution parameters and techniques).
The amount of effort required to use any simulation code includes two major 
components: required human resources and required computer resources. Each of these are 
made up of sub-components. The required human resources include all human effort 
required to translate a conceptual model into a finished, interpreted simulation model; this
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includes the time and effort involved in data preparation and input, as well as the time and 
effort required for data reduction and analysis. For the sake of simplification and 
standardization, it is assumed that the effort required to understand code documentation, 
assess the code capabilities, and get the code up and running is the same for all simulation 
codes. In other words, the protocol does not address the effort required to read and 
understand code documentation or the effort required to get the code loaded and running 
because the experience and learning abilities of every code user is different and thus, the 
effort required, can vary dramatically from user to user. The protocol addresses only the 
effort involved in the actual set-up and execution of the test case using standard measures 
and standard parameters that are free from human variability.
A new parameter called the human effort parameter (HEP) was developed by this 
study. Determination of HEP is accomplished by analyzing each of the components that 
make up the total required human effort separately and by assigning standard values for 
each including the:
1) effort involved in model grid set-up (HEP!);
2) effort involved in spatial parameter allocation (HEP2) ;
3) effort involved in temporal parameter allocation (HEP3); and
4) effort involved in the manipulation and analysis of output results (HEP4).
Each of these parameters can be defined by a semi-quantitative expression. The sum of 
these parameters is equal to the total required human effort.
The effort involved in model grid set-up (HEP!) is related to the total number of 
grid cells in the model. This relationship can be adjusted by a code-specific factor C,, that 
is used to characterize the automation ability of the simulation code. If the code contains 
a grid creation algorithm that can totally automate the grid configuration process and 
thereby essentially eliminate required human effort, Q  is equal to zero and therefore HEPt 
is also equal to zero. This is illustrated by Equation 6.1.
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where :
i = number o f  nodes -  x  direction
j  = number o f  nodes -  y  direction
k  = number o f  nodes -  z  direction
C j = grid se t-u p  automation factor
(6 . 1)
O iC . i l
Similarly, the effort involved in parameter allocation (HEP2) is related to the total 
number of spatially varying parameters in the code. This can be modified by a code- 
specific factor C2, that is used to characterize the automation or zoning ability of the 
simulation code. If the code contains a parameter allocation algorithm or preprocessor, that 
automates or reduces the effort required in spatial parameterization, HEP2 can be reduced. 
The automation parameter, C2, is analogous to in Equation 6-1. The greater the 
automation ability, the closer C2 and, therefore, HEP2 approach zero. This is illustrated 
by Equation 6.2.
The effort involved in temporal parameter allocation (HEP3) is related to the total 
number of temporally varying parameters in the model. (In steady-state simulations, there 
are no temporally varying parameters, thus HEP3 is equal to zero for steady-state 
simulations.) HEP3 can be modified by a code-specific factor C3, which is used to 
characterize the temporal automation ability of the simulation code. If the code contains 
a temporal parameter allocation algorithm or preprocessor, which can automate or reduce 
the effort required in temporal parameterization, HEP3 can be reduced. The greater the
HEP 2 = p  * C 2
where :
p  = number o f spatially varying parameters 




automation ability, the closer C3 and, therefore, HEP3 approach zero. This is illustrated 
by Equation 6.3.
HEP 3 -  t*C 3 
■where :
t  = number o f  temporally varying parameters
(t = 0 fo r  steady state simulations )  v - V
C3 = temporal parameter automation factor 
0*C3i l
The amount of effort required to manipulate of code output, and/or perform output 
data analysis (HEP4) is more difficult to quantify. As with the other components of overall 
HEP, HEP4, is proportional to the automation ability of the code. In this case, the value 
is related availability and flexibility of a code post-processor. HEP4 is also proportional 
to the total number of model nodes and total number of time steps of interest. Equation 6.4 
defines these relationships.
HEP 4 = i* j* k * T * C 4 
where :
i = number o f nodes -  x  direction
j  = number o f nodes -  y  direction
k  = number o f  nodes -  z  direction f  '
T = number o f  time steps o f  interest
C 4 = post -processor automation factor 
0*C4il
The total amount of effort required (HEPtotal) to create and analyze a simulation 
model is defined as the sum of all the components previously described. This follows in 
Equation 6.5.
HEP total = HEP x + HEP 2 + H EP3 + HEP A (6.5)
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To fully characterize the total effort involved in using any ground-water simulation 
code, it is also necessary to define the required computer resources. Computing effort is 
measured by:
1) the required number of iterations;
2) the required computer run time (in seconds) to reach a stable model 
solution within the tolerance specified by the user; and
3) the number of megabytes of required random access memory (RAM) 
required to successfully run a data set.
Objective analysis of the required CPU time requires that a standard computer 
configuration be used as a benchmark for comparison. Thus, for the sake of 
standardization, it is assumed that all code performance evaluation is executed on an Intel 
486-based IBM-compatible PC operating at 50 megahertz (Mhz). If code evaluation is 
performed on a different type of computer CPU, the computer effort measures must be 
normalized to the 486/50 Mhz standard to be able to perform inter-comparison analysis. 
This is an arbitrary standard. Due to the rapidly-changing world of computer hardware, 
it is not practical to define a "true" standard computer configuration. Generally, code 
performance evaluation tests should be executed using the state-of-the-art computer 
equipment and the results should be documented with respect to the type of computer 
hardware used.
In the future, if the discussed performance evaluation procedures can be 
standardized and accepted, normalization procedures may be developed and extended to 
include a way of scoring human and computer resources on a standard scale (e.g., from 
one to ten). This will allow one to combine the required human and computer resources 
for a code into one measure. This is beyond the scope of this study.
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6.3.3 Efficiency Analysis
The efficiency of a simulation code is a combination of code accuracy and total 
modeling effort required. Code efficiency is defined here as the code accuracy divided by 
the amount of effort required. This is expressed in Equation 6.6
Code Efficiency = (Code Accuracy ) /  (Effort Required ) (6 .6 )
To support this definition, it is necessary to use the standard code performance 
evaluation criteria, and standard terms and definitions that were developed and defined 
previously. These are summarized briefly here:
Code Accuracy may be defined by a number of standard statistical measures. 
These measures are discussed in detail in Chapter 4.
Effort Required is defined by the summation of required computer resources and 
required human resources. It can be expressed by one or a combination of the following 
parameters: HEP, RAM required, CPU time required, and/or number of iterations 
required.
Using these calculated parameters for accuracy and effort, the code tester can 
define code efficiency in several ways. A derived measure of efficiency is computed by 
dividing the measured accuracy parameter of interest by the measured effort parameter of 
interest. This is shown on Table 6-1, a generic matrix showing some of the possible 
efficiency measures. Each separate efficiency measure provides a different piece of 
information concerning code performance.
This type of efficiency analysis can be repeated for each of the code performance 
evaluation categories {i.e.; spatial and temporal discretization, grid orientation, solution 
technique specification and parameterization) to give the code evaluator a comprehensive 
suite of information. For example, efficiency analysis can provide information on the cost-
ER-4570
Table 6-1: Generic Matrix of Sample Efficiency Measures




RAM CPU Time Iterations P aram eter
Required Required Required (HEP)
A ccuracy  M easures
RMS/ RMS/
RMS RMS /  RAM CPU Time Iterations RMS /  HEP
RMS/ MAE/
MAE MAE / RAM CPU Time Iterations MAE / HEP
RMS/ ME/
ME ME/ RAM CPU Time Iterations ME / HEP
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benefit ratio for different discretization or parameterization schemes. This approach can 
be used to determine optimum grid densities, or time stepping schemes.
6.3.4 Sensitivity Analysis
Sensitivity analysis is a significant component of code performance evaluation. 
Intera (1983) stated that it is important to quantitatively or semi-quantitatively define the 
dependence of a selected code performance assessment measure on a specific parameter 
or set of parameters. Sensitivity analysis is used to identify the most influential parameters, 
or code issues, that may affect in the accuracy and precision of code results. This 
information is important for the code user because it allows the establishment of required 
code accuracy and precision standards as a function of data quantity and quality (Hem, et 
al. 1985). Sensitivity analysis can be used by code developers to improve code simplicity, 
and therefore, efficiency, and results may increase the understanding of the code by the 
user.
Identification of the change in simulation model results caused by a known change 
in a specific input parameter provides the user with an understanding of the importance of 
that parameter. If a modest change in an input parameter causes a large change in output 
results, the code is considered to be sensitive to that parameter. A good measure of this 
is the sensitivity index, S„ defined by Fjeld et al. (1987).
First nominal, minimum, and maximum values for the selected input parameter are 
specified by the code evaluator. The values of the dependent variable are determined for 
these three values of the input parameter value. The resulting values of the dependent 
variable are:
htnom for the nominal input parameter value;
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h pmm for the minimum input parameter value; and 
h pm*c for maximum input parameter value.
This approach yields the upper and lower bounds for the values of the dependent variable 
based upon the upper and lower values of the input parameters. This information is used 
in the calculation of the sensitivity index St, which is defined by Equation 6.7:
,  ,  nomh -  h t 
S t = -4 -------
, max 
n nom
where : h f = value o f  the dependent variable fo r  either the minimum , ^  ^
maximum values o f a given input parameter 
h^n°m _ vajue 0f  dependent variable determined fo r  some nominal value
max
*nom
The maximum instantaneous value of the dependent variable, , (i.e., the nominal
value of the dependent variable at the maximum time) is based upon nominal values of the 
parameter.
The sensitivity index is most useful for evaluating the impact of individual input 
parameters on local variables, or for evaluating parameters that describe the overall 
simulation model configuration. These parameters can include:
1) Peclet and Courant numbers; these are standard modeling parameters that
are used as guidelines for correct spatial and temporal discretization (see
Equations 6.9 and 6.10 for mathematical definition and Anderson and
Woessner, 1992 for additional information);
2) solution parameters; and
3) global input parameters, which can include:
a) dispersivity, and
b) degree of anisotropy.
ER-4570 96
The sensitivity index cannot be used effectively for sensitivity analysis of input parameters 
that vary in space.
For a complete code performance evaluation, code sensitivity must consider how 
changes in simulation model configuration, global parameters, or other issues affect the 
accuracy of the simulation model. This can be accomplished as follows. The results of a 
simulation code are first compared against an accepted benchmark. The investigated code 
performance issue or parameter is then changed by a specific amount and the new code 
results are compared to the benchmark solution. Differences and sensitivity measures, such 
as those defined above, are calculated which give the code evaluator information on code 
sensitivity and performance characteristics.
An example of this is the sensitivity coefficient, Sc, which was described by Zheng 
(1993). According to Zheng, sensitivity can be defined as the measure of the effect that 
the change in one factor or parameter has on another factor or result. Mathematically, this 
may be quantified as the change in either some calibration criteria, or relative accuracy 
measure, expressed as residual difference, R, (e.g. , RMSE, or analogous statistical 
measure) divided by the change in the input parameter, P. This is expressed as by Equation 
6 .8:
S = A R / A Pc
where : A R  = change in accuracy measure o f choice (6 .8 )
A P  = change in input parameter
The sensitivity coefficient can be used to measure the influence of any parameter 
but it is an especially effective measure of code sensitivity for global input parameters. The 
sensitivity coefficient also can be a useful measure of code sensitivity to changes in model 
configuration characteristics. For instance, changes in grid density can be expressed as
some multiple or factor, AP. Thus, if grid density is doubled, AP is equal to 2. If the
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change in code results due to this doubling of grid density is measurable using a statistical 
measure like RMSE, the Sensitivity Coefficient for spatial discretization can be calculated.
6.3.5 Overall Reliability Analysis
Code reliability analysis evaluates and characterizes simulation codes for stability 
and reproducibility of results using quantitative methods. A reliable simulation code is one 
which is free of run-time errors and failures, and one which yields results which are fully 
reproducible from one execution to the next.
Stability errors can result from several numerical issues, including:
1) round off errors;
2) improper solution techniques;
3) numerical oscillations, and/or
4) unsuitable simulation model configurations.
Stability is thus analyzed and expressed by the quantification of run-time errors and 
failures encountered during code execution. Code stability is analyzed and expressed by 
the quantification of the percentage of simulation model runs that produce stable results 
during code execution.
The results from identical simulation models should be identical regardless of 
computer hardware, platform, or operating system. This can be very significant because 
simulation codes are executed on many different computer platforms. Differences in 
computer hardware, operating systems, and configurations can potentially lead to 
incompatibilities that can impact the successful execution of simulation runs. If simulation 
simulation model runs that produce identical results during code execution.
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results are not reproducible, further analysis of code performance is required. 
Reproducibility is analyzed and expressed by the quantification of the percentage of total
6 . 4  P e r f o r m a n c e  E v a l u a t i o n  C a t e g o r i e s
There are four major performance evaluation categories that should be subjected 
to the performance evaluation techniques and criteria discussed (accuracy, effort, 
efficiency, sensitivity, and reliability analyses). Complete performance evaluation must 
include the investigation of the effects of four performance evaluation categories:
1) spatial discretization;
2) temporal discretization;
3) solution techniques and parameters; and
4) grid orientation.
These categories should be investigated in conjunction with the functionality test 
problems. Each functionality test case should be altered to allow the evaluation of these 
performance evaluation categories. For example, a functionality test case should be 
subjected to an increase in spatial discretization and the resulting performance 
characteristics should be measured for the five performance evaluation criteria.
6.4.1 Spatial Discretization
This performance evaluation category helps to determine how the degree of spatial 
discretization affects the results of the simulation code. The specification of spatial 
discretization may have a very significant impact on code stability, accuracy, effort
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required, and therefore, overall efficiency. If spatial discretization is too low, the accuracy 
of the code results can suffer; contrarily, if spatial discretization is too high, the overall 
effort required can be exorbitant and even prohibitive. Code efficiency and code stability 
may be impacted by spatial and discretization schemes. Therefore, it is important to 
determine the optimum spatial discretization required to provide an stable and acceptable 
levels of accuracy, effort required and efficiency.
The degree of spatial discretization for codes that simulate advective-dispersive 
transport processes is best expressed by the Peclet Number. This is a standard unit of 
measure that is defined as the ratio of characteristic grid size divided by dispersion, and 
expressed in Equation 6.9.
p . =
where :P„ = Peclet Number in x-direction
A L x -  nodal spacing in x-direction  (6 .9 )
D x = dispersion in x-direction 
Vx = Darcy Velocity in x-direction
The Peclet number is a commonly used modeling, parameter that provides 
information on model setup to help ensure against numerical dispersion. There is no 
analogous parameter that can be used to characterize the degree of spatial discretization 
with respect to flow modeling.
To quantify the influence of spatial discretization on code performance, several 
simulation models with identical physical configurations (aquifer parameters, boundary 
conditions, etc.) but with different grid densities are executed. The results of each run are 
analyzed against comparable benchmarks and the results can be analyzed by performance 




It is important to characterize how the degree of temporal discretization affects the 
five performance criteria. For example, if temporal discretization is too low, the quality 
of the code results can suffer; contrarily, if temporal discretization is too high, the overall 
effort required can be excessive. In both cases, code efficiency and stability can be 
impacted. Therefore, it is important to characterize how temporal discretization impact 
code results. This performance evaluation factor is addressed in a similar manner to the 
study of spatial discretization. Comparable simulation models (identical aquifer 
parameters, boundary conditions, spatial discretization, etc.) are executed using different 
temporal discretization schemes. The degree of temporal discretization is best expressed 
by Courant Number, which is defined as the ratio of ground-water velocity multiplied by 
time step divided by the characteristic distance between grid nodes and expressed in 
Equation 6.10.
C = V * A T / A L  
where : C = Courant Number 
V = Darcy Velocity (6.10)
A T  = Time Step 
A L = Nodal Spacing
The differences between the different models are quantified using performance 
evaluation measures and the results of this performance evaluation may be organized into 
summary checklists. This information may lead to future code use guidelines.
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6.4.3 Specification of Solution Techniques and Parameters
Characterization of code performance with respect to the solution techniques and 
the parameters used can be very significant. Incorrect implementation of solution 
techniques, or poorly chosen parameters, can adversely impact code performance. The 
protocol evaluates simulation codes for this situation by inter-comparing two identical 
simulation models which differ only in the specification of solution techniques and input 
parameters. The solution parameters investigated should include some or all of the 
following:
1) convergence tolerance for flow and transport solutions;
2) the maximum number of linear and non-linear iterations allowed; and
3) different weighting factors.
The effect of different numerical solution techniques on code performance should also be 
investigated. By examining potential changes in code accuracy, effort required, efficiency, 
and stability due to changes in these solution parameters, a greater understanding of the 
influence of numerical solution techniques and associated parameters can be achieved.
The overall modeling effort can also be impacted by changes to the specification 
of model solution techniques and parameters. Although the human resources required, as 
expressed by the HEP, are not impacted by changes in solution techniques and/or solution 
parameters, computer resources can be significantly affected by changes in solution 
techniques and parameters.
The information on code performance based upon solution parameters and 
techniques is summarized in the performance evaluation checklist. This information can 
help form the basis of efficiency analysis and could be used in the creation of guidelines 
for the correct specification and implementation of solution techniques and parameters.
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6.4.4 Simulation Model Grid Orientation
Because many ground-water models involve ground-water flow and contaminant 
transport directions which are not coincident with the principal axes of the model grid, it 
is important to characterize the potential impact that grid orientation can have upon code 
performance. For instance, if the model grid is oriented north-south and east-west and the 
principal direction of ground-water flow is from the northeast to the southwest, then 
ground-water flow and contaminant transport is oblique, or non-orthogonal, to the grid 
orientation. This can lead to errors in the calculation of hydraulic heads and contaminant 
concentrations if the algorithm used by the simulation code does not account for this type 
of grid configuration and flow regime.
The objective of this code performance test is to quantify the influence, or degree 
of error, attributable to this type of non-orthogonal flow and transport on code 
performance. This may help provide user guidelines and establish levels of confidence for 
ground-water codes that are subject to non-orthogonal flow and transport. This may be 
accomplished by inter-comparing the results of similar codes which differ only in the 
orientation of the simulation model grid and by analyzing differences in the accuracy 
measures versus benchmark solutions.
Accuracy of code results can be adversely impacted by grid orientation. With 
respect to effort required due to changes in grid orientation (providing the model grid and 
geometries are unaffected), the HEP can remain unchanged, however, the computer 
resources (CPU time) may be impacted by non-orthogonal grid orientation due to 
numerical considerations.
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6 . 5  P e r f o r m a n c e  E v a l u a t i o n  C h e c k l i s t s
The results of the accuracy analysis for each of the performance evaluation 
categories are compiled into a summary table or checklist. Tables 6-2, 6-3, 6-4 are 
examples of how the performance evaluation results can best be displayed. These generic 
tables show how the results from the five criteria may be used for each of the evaluation 
categories in easy-to-read checklists. Such checklists should be incorporated as part of 
standard code documentation because they will help to ensure that:
1) the code user is equipped to with information regarding extent of code 
performance evaluation completed and a summary of the results generated;
2) the code developer can document the degree of code testing performed; and
3) the model regulator understands the limitations of the simulation code.
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Table 6-2: Generic Example of Performance Evaluation Checklist for Accuracy
Analysis
Performance Evaluation -  Accuracy Analysis
Statistical Measures: 
Performance Evaluation Categories
RMS MAE ME Other
I Spatial Discretization
One Half Density 
Single Density 
Double Density 
1/2X Peclet Number 
1X Peclet Number 
2X Peclet Number
Ternporal Discretization
One Half Density 
Single Density 
Double Density 
1/2X Courant Number 
1X Courant Number 
2X Courant Number
S i l i tlonlfecbralques and Parameters
1/2X Convergence Tolerance 
1X Convergence Tolerance 
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Table 6-4: Generic Example of Performance Evaluation Checklist for Sensitivity Analysis
Perform ance Evaluation  -  Sensitivity Analysis________________________
Sensitivity Sensitivity 
C oefficient Index
P erform ance Evaluation C ategories
Spa ial Discretization
O n e Half Density 
Single Density 
D ouble Density 
1 /2X P ec le t Num ber 
P ecle t N um ber 
2X P ec le t Num ber
Temporal Discretization
O n e Half Density 
Single Density 
D ouble Density 
1/2X C ouran t Num ber 
C ouran t Num ber 
2X C ouran t Num ber
Solu ion Techniques a n d  P aram eters
1 /2X C o n v erg en ce  Tolerance 
Single C o n v e rg e n ce  T olerance 







CHAPTER 7: APPLICABILITY ASSESSMENT
A series of tests must be performed to ensure that a simulation code is relevant and 
appropriate for a wide variety of applications. Such code applicability assessment is of 
great interest to environmental regulators and model reviewers who need to know which 
codes are appropriate for specific scenarios and uses. Prior to the use of a simulation code, 
it is essential to determine that it can be used correctly for the desired application.
Today, simulation model reviewers and regulators have no standard method of 
evaluating the applicability of simulation codes. Commonly, the applicability of a code is 
either simply assumed or established by the repeated application of a simulation code to 
a set of conditions or scenarios. For instance, although no standard applicability testing has 
been performed on MODFLOW (McDonald and Harbaugh, 1988), results generated using 
this well-known and widely-used simulation code typically inspire more confidence than 
results generated by lesser-known codes. In essence, MODFLOW has become a de-facto 
standard without any formal or thorough applicability assessment.
Optimally, simulation codes should be assessed for their applicability by 
documenting their successful use in the simulation of realistic scenarios that involve the 
type of hydrogeologic systems and management or engineering solutions that they were 
designed for. So far, this has generally been achieved by comparing the simulation code 
results with field or laboratory results. This is sometimes referred to as a "post-audit 
study". There can be many problems with an applicability assessment approach that only 
uses post-audit studies. Post-audit studies often do not include all of the pertinent 
components, functions, and/or abilities of the simulation code and thus, may provide an
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incomplete analysis of code applicability. In addition, results from the field or laboratory 
site that are used as a reference or comparative benchmark are often subject to local 
anomalies and variabilities that can cause results to be inconsistent, or subject to 
measurement error making the data set unfit for standard inter-comparison or 
benchmarking. A standard applicability assessment data set that is free from such 
inconsistencies and limitations must be developed to characterize the applicability of 
ground-water simulation codes.
7 . 1  A p p l i c a b i l i t y  A s s e s s m e n t  O b j e c t i v e s
Applicability assessment is used to help determine whether the simulation code 
fulfills its design objectives. To make such an assessment, the code tester must document 
that the ground-water flow and simulation code:
► is applicable to the type of hydrogeologic systems for which it was 
designed;
► is applicable to the type of engineering and management solutions for which 
it was designed; and
► can yield results that are reasonable and can be calibrated to real-world 
situations.
This is done by observing the behavior of the simulation code when it is subjected to 
standard input data sets and by determining the relative accuracy of the code when results 
are compared to the results of other simulation codes that are subjected to the same 
standard data sets.
ER-4570 109
7 . 2  A p p l i c a b i l i t y  A s s e s s m e n t .  T h e o r y
To assess the applicability of any simulation code, one must prove that the code 
does what it is designed to do. This is done by using published data sets or by creating 
standard input data sets that simulate the desired hydrogeological scenarios. By 
documenting simulation code response to such specially designed standard data sets, one 
can objectively document code applicability assessment.
To aid in the design of these standard data sets or to analyze existing published data 
sets, the significant constituents of simulation modeling are categorized into basic code 
applications, primary components, and individual ingredients. Using this hierarchy, one 
can develop applicability assessment procedures and well-designed standard data sets to 
assess the pertinent simulation code applicability issues.
7.2.1 Code Applications, Components, and Ingredients
Simulation codes are typically used to simulate three broad application categories 
of hydrogeological scenarios. These are:
1) ground-water pollution control (i.e. ,contaminant transport);
2) ground-water resource protection and management (e.g.,well-head 
protection); and
3) hydrogeological control (e.g.,subsurface dams, construction or mine 
dewatering)
Thus, there are three main types of standard data sets that can be produced.
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Each of these three basic code applications may be further characterized, based 
upon the common elements or components that compose them. All simulation scenarios 
are made up of two primary components:
1) the physical system; and
2) the imposed management or engineering solution.
Smaller issues and ingredients comprise these two primary ground-water simulation 
components and all of these pieces can be put together into a standard framework that can 
be used to design standard data sets to assess the applicability of a code. Figure 7-1 shows 
how the hierarchy of basic applications and primary components may be used to identify 
the significant ingredients for each basic code application. Each of the three basic code 
application types, pictured at the top of Figure 7-1, are composed of the same two primary 
simulation components: the physical system and the desired management/engineering 
solution. These primary components are composed of different ingredients that are related 
to the type of basic application being simulated. The identified ingredients of interest can 
then combined to create standard data sets for each of the basic code applications. Such 
an approach is suitable for the applicability assessment of all ground-water simulation 
codes and it provides a strong basis for realistic code applicability and implementation 
decisions by ensuring that all significant, complex applicability issues are addressed.
Although the resulting applicability assessment standard data sets are generally 
hypothetical, they should represent realistic code applications, for example, the 
remediation of a Superfund site in the case of pollution control, or the delineation of a 
recharge area for a complex aquifer, in the case of resource protection. The use of such 
standard scenarios and standard data sets allows for the applicability assessment of 
simulation codes using "real-life" situations that include a wide variety of ingredients of 
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engineering/management solution application (remedial alternatives, physical controls), yet 
are free from the vagaries that often plague field/lab studies.
7 . 3  A p p l i c a b i l i t y  A s s e s s m e n t  B e n c h m a r k i n g
Unlike functionality analysis or performance evaluation, applicability assessment 
yields qualitative results and can be considered to be a subjective code testing and 
evaluation technique. Rather than objectively comparing code results to a benchmark 
solution, applicability assessment evaluates how well the simulation code meets its original 
design objectives by subjectively analyzing code results generated from standard input data 
sets.
To remove some of this subjectivity from applicability assessment, inter­
comparison code testing and evaluation techniques may be used in conjunction with 
standard data sets executed by other simulation codes. When different simulation codes are 
subjected to the same standard data sets the generated results may be inter-compared and 
analyzed using the residual analysis techniques and standard measures described in Chapter
4. This is a slight variation of the Level IIB benchmarking approach discussed in Chapter
5. This approach provides only a measure of relative applicability because there is no 
"true" independent, or benchmark solution. However, "good" results (those that are free 
from run time errors and give relatively accurate results) may give code users and model 
regulators a considerable degree of confidence in the applicability of the code being tested. 
Although there is no objective benchmark and this procedure does not yield quantitative 
results in the true sense, repeated successful applications can convince the code testing 
audience that the code meets its design objectives, especially when the applicability
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scenarios simulated using the standard input data set are similar to the real-world 
conditions of interest.
The proper design of these standard data sets is critical for effective applicability 
testing. Standard data sets must be created using a set of design criteria that ensure the 
input parameters are realistic and related to each of the three typical basic code 
applications and to both of the two primary applicability components.
7 . 4  D e s i g n  C r i t e r i a  f o r  A p p l i c a b i l i t y  A s s e s s m e n t
Design criteria ensure that applicability assessment standard data sets address the 
significant issues associated with typical code applications. For example, a typical code 
application (e.g.,ground-water pollution control) is subject to a series of complexities 
based upon the characteristics of the simulated physical system and/or the 
management/engineering solutions. The engineering solution may include contaminant 
sources or sinks that vary in time, configuration, or contaminant chemistry characteristics. 
Similarly, the physical system being simulated may be associated with different host 
materials with different degrees of anisotropy, heterogeneity, and/or model geometries 
(e.g., irregular boundary conditions, variable aquifer thicknesses). Design criteria are used 
to ensure that the standard data sets address such complexities.
7.4.1 Physical System Design Criteria
The ingredients that compose the physical system: the hydrogeologic configuration, 
the system geometry, and host material properties may impact the applicability of a code
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in certain simulation cases. In addition, each of these applicability ingredients can be 
difficult to implement depending upon their complexity. The complex applicability 
ingredients and characteristics that define the physical system make up the design criteria 
that must be included in the standard data sets to ensure successful code applicability 
assessment.
7.4.1.1 Hydrogeologic Configuration: The design criteria used in the creation of standard 
data sets must ensure that the standard data sets include constituents that characterize 
different complex hydrogeological configurations, for example:
1) temporally and spatially varying stresses (e.g., areal recharge due to 
precipitation, ET);
2) sources/sinks that vary in time and space;
3) multi-level sources/sinks; and
4) vertical or inclined drains.
It is also important to determine whether the simulation code is applicable to 
situations that are characterized by complex host material properties, thus, the design 
criteria must ensure that the standard data sets are characterized by:
1) heterogeneity (e.g., low permeability lenses; high permeability channels,
etc. which feature high permeability contrasts); and
2) anisotropic conditions.
7.4.1.2 System Geometry: The design criteria must ensure that the applicability of the code 
is assessed for a variety of different geometries (both physical aquifer and simulation 
model geometries), including the following:
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1) irregular model boundaries (i.e.,non-linear model boundary conditions),
2) sloping base (i. e. ,variable thickness/transmissivity, aquifer/aquitard pinch 
out); and
3) boundary conditions located in the middle of the model domain (e.g.,
specified flux, no flow cells, etc.)
7.4.2 Management / Engineering Solution Design Criteria
The applicability of a simulation code to different management and engineering 
solution scenarios is typically controlled by three groups of ingredients:
1) hydrogeological control;
2) contamination remediation systems, or mitigation systems; and
3) sources and sinks.
Each of these groups can be further broken down into the design criteria that must 
be met by a standard data set for a successful applicability assessment of the simulation 
code. These criteria are summarized for each of the three management/engineering 
ingredient groups in the following sections.
7.4.2.1 Hydrogeological Control: Simulation codes must be assessed for the applicability 
to problems which feature different types of hydrogeological control as an management/ 
engineering solution. Typical examples include the use of an impermeable slurry wall 
keyed into low permeability layer (high permeability contrasts); or the use of imposed 
hydraulic gradients (artificial ground water divides) to isolate waste or control 
hydrogeological conditions. Thus, it is necessary to use design criteria to ensure that the
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code applicability assessment standard data sets feature:
1) high permeability contrasts; and
2) high hydraulic gradients
7.4.2.2 Remediation/Mitigation System: Remedial or mitigation systems can be difficult 
to simulate due to a number of reasons. To assess the applicability of a code to simulate 
typical treatment scenarios {e.g., pump and treat using extraction/injection wells or an 
infiltration gallery, use of french drains or cutoff trenches, etc.) a series of design criteria 
must be met by the standard data sets. The applicability data sets should be include 
complexities such as:
► recovery rates that vary with respect to time and space;
► large hydraulic gradients;
► high permeability contrast (in the case of drains, trenches, sources/sinks); 
and
► other code-specific functions (e.g.,bioremediation, in-situ sparging,
vitrification, etc.)
7.4.2.3 Sources /Sinks: Many code applications involve the use of sources and sinks as 
part of the management/engineering solution. Design criteria are used to ensure that the 
standard data sets assess code applicability with respect to complex problems. This 
includes the simulation of sources/sinks that are:
► partially penetrating;
► multi-level; and
► variable with respect to discharge in space and time.
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Figure 7-2 shows how the applicability assessment design criteria can be effectively 
organized for each of the three basic code application types. The two primary application 
components, physical system and management/engineering solution are shown on the far 
left side of Figure 7-2. The ingredients (or design criteria) that make up these components 
are listed to the right and below them. The checklist in Figure 7-2 should be used to show 
which applicability ingredients and issues are addressed by the data sets for each of the 
three basic code application types. When completed, such a checklist can clearly 
summarize which applicability issues have been assessed, and therefore, the degree and 
effectiveness of applicability assessment that has been completed. This type of applicability 
assessment framework facilitates the organization of design criteria for the evaluation of 
existing published data sets, or for the creation of new standard data sets for use in 
applicability assessment.
7.5 Generic Applicability . Assessment Procedure
Applicability assessment of simulation codes using standard data sets involves a 
series steps.
1) Identification and description of the applicability issues and related 
questions/problems (design criteria) that require assessment for the 
simulation code of interest.
Such applicability issues are related to the type of basic simulation 
code application (i.e., pollution control, ground-water resource 
protection and management, or hydrogeological control), the type 
of physical system characteristics or engineering/management 
solution used in the simulation.
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Figure 7-2: Generic Applicability Assessment Table
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2) Incorporation of applicability assessment design criteria into standard 
applicability assessment checklist (Figure 7-2)
3) Evaluation of existing standard data sets using an applicability assessment 
checklist to determine extensiveness and suitability for applicability 
assessment. If existing data sets are unavailable or unsuitable because they 
do not assess all desired issues, new standard data sets should be created 
using the checklist as a guide.
4) Determination of optimum spatial and temporal discretization schemes for
the standard data set. It is important to optimize the resolution of the 
standard data set to provide a high degree of accuracy while maintaining a 
reasonable amount of efficiency. This is done by executing several runs 
using the same basic data set with different spatial and temporal
discretization schemes to determine relative differences between execution 
runs. Resolution must be sufficient to identify potential applicability 
problems.
5) Execution of the standard data set and subsequent assessment of code
applicability based upon code results for conceptual correctness and relative 
accuracy with respect to other simulation codes.
The execution of the created standard data sets should be done in a series of steps 
or phases to fully investigate the applicability of the simulation code:
1) simulation of the natural physical system before contamination or
engineering / management solution has been introduced.
Results should be analyzed to determine if there are any unexpected results 
or problems in the simulation of the flow regime or in the behavior of the 
code.
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2) Simulation of the hydrogeological system after it has been subjected to the 
conditions specific to the code applications; for example, the introduction 
of contamination or hydrogeological control.
Results should be examined to determine if there are any problems or 
inconsistencies related to the simulation of the implemented 
management/engineering solutions. Are the results feasible, reasonable, 
conceptually correct? Are there any unexpected results or problems?
This applicability assessment procedure is demonstrated, illustrated and discussed 
using FTWORK in Chapter 11.
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CHAPTER 8: APPLICATION OF CODE-EVALUATION THEORY
The code-evaluation theory discussed in the previous chapters can be synthesized 
to form a series of standard procedures or protocols. A series of implementation rules and 
guidelines that combine theoretical considerations with practical usability issues will 
increase the utility and effectiveness of these protocols. The resulting generic procedures 
can be used by code testers in a standard and uniform way to address the following issues 
and questions:
► What are the significant elements of the code-evaluation protocol?
► What is the priority of each of these element?
► What are the significant aspects of each protocol element?
► What are the general rules for protocol implementation?
► How should each protocol element be implemented?
► How should standard measures for the analysis of results be implemented?
These questions are briefly discussed in this chapter and addressed by a limited
demonstration in the subsequent chapters. The intent of the limited demonstration is to 
provide the reader with some examples of how the developed protocol may be used to 
assess a particular code and give the reader a general "recipe" for the implementation of 
the developed protocol.
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8.1 G e n e r i c  I m p l e m e n t a t i o n  of P r o t o c o l
The documentation of the functionality, performance, and applicability of 
simulation codes is essential to satisfy the diverse needs of the three code-testing 
audiences: the code developer, the code user, and the code regulator or reviewer. Typical 
code evaluation and testing conducted in the past has relied on verification and validation 
techniques that yield insufficient and/or misleading information, and thus generally provide 
ambiguous measures for code characterization.
The code-evaluation protocol was developed to overcome the problems inherent in 
these traditional methods. Successful implementation of the protocol depends upon three 
basic steps:
1. design of effective evaluation test cases;
2. correct implementation of evaluation test cases; and
3. unbiased analysis and summarization of code-evaluation test results.
A series of rules and/or guidelines should be followed to ensure that each of these basic 
steps is implemented correctly. Code-evaluation tests should be:
► designed and performed to meet specific objectives;
► designed to meet the needs of particular audiences;
► designed to address multiple issues to increase efficiency;
► designed in conjunction with other tests to limit redundancy;
► designed to address all three protocol elements, where possible;
► free of complex issues that can complicate analysis, cloud interpretation, 
or limit the usefulness of test;
► implemented in a standard fashion; and
► subjected to impartial analysis procedures to eliminate subjectivity, 
whenever possible.
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These rules apply for each of the three protocol elements, however, the priority of 
each of the protocol elements can be different. For example, some audiences place a 
greater priority on the establishment of code functionality, than on code performance, or 
code applicability. Thus, the evaluation of code functionality should be addressed first. 
Portions of the code that cannot be evaluated successfully using functionality analysis are 
identified and are evaluated subsequently using less objective techniques (performance 
evaluation and applicability assessment).
The developed protocol should be consistently applied to all ground-water flow and 
transport codes that use rectangularly discretized model domains to simulate saturated 
hydrogeological conditions. There are however, slight differences in the implementation 
of the protocol for one-, two-, and three-dimensional model cases.
The evaluation process is most complex when the protocol is applied to fully three- 
dimensional models because there is potential for flow and transport in all directions. 
There is typically very little that can be simplified or neglected from the evaluation and 
analysis. Except in cases where symmetry exists, the entire model domain must be 
analyzed. Frequently, the model domain must be divided up into two dimensional slices 
to aid in the analysis of results. The choice of model slices to be analyzed may affect the 
interpretation of results and increase the complexity of the evaluation. In addition, the ease 
of implementation of the developed protocol may be limited by the number and complexity 
of available three-dimensional benchmark solutions.
Analysis and interpretation of results is simpler for two-dimensional cases. The 
vertical component of flow and transport is eliminated and many more objective 
benchmark solutions are available. The entire model domain may be analyzed and 
presented on a single two-dimensional plot using contouring or isometric columns.
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The evaluation of one-dimensional models is even simpler and can be performed 
using x-y or x-time plots. Inter-comparison of the simulated results with benchmark 
solutions may be and presented on simple plots.
Although the general protocol implementation procedures should be applied 
consistently to all three protocol elements, there are specific guidelines should be followed 
for each. The following sections address some of the techniques and significant issues 
involved in implementing the procedures for each code-evaluation protocol element.
8.1.1 Functionality Analysis
Functionality analysis qualitatively and quantitatively describes the ability of a code 
to generate results that closely correspond to benchmark solutions. The establishment of 
code functionality may convince the code-testing audience that the simulation code 
produces accurate and representative results. The following question and answer discussion 
provides a brief synopsis of the significant aspects of the implementation of functionality 
analysis and provides a few guidelines:
1) When is functionality analysis significant?
The establishment of code functionality is the most basic and essential requirement 
of code evaluation and thus, it is the highest priority element of the protocol. Code 
functionality should be analyzed before other code-evaluation steps are taken.
2) What are the significant components o f functionality analysis?
There are two components of functionality analysis; functionality description and 
testing. Functionality description identifies code abilities using a standard checklist. 
Functionality testing quantitatively analyzes these abilities using benchmark solutions.
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Functionality matrices summarize functionality description and functionality testing 
activities.
3) How does one design and implement effective functionality analysis tests?
Design and implementation of effective functionality tests involves:
1) identification of functionality issues and test objectives,
2) design of test to meet objectives, and
3) selection of benchmark solution.
Identification of the issues and objectives to be tested by each functionality involved 
in each functionality test is crucial to successful evaluation. Functionality tables are used 
to organize these, as shown by the series of functionality tables in Appendix A. When each 
functionality issue is addressed and each test objective is met, functionality testing is 
complete.
The design of functionality tests and the selection of the appropriate benchmark 
solution are also crucial to successful functionality testing. Each test must be designed to 
evaluate the function of interest, the identified issues, and meet the identified test 
objectives. In addition, functionality test design must ensure that the test problem can be 
addressed by an available benchmark solution. There are many potential analytical and 
numerical solutions that may be used as benchmark solutions. Many analytical solutions 
have been compiled into standard references that can be used by the code evaluator to 




► Beljin and Murdoch, (1994); and
► Meyer (in progress; personal communication 1994).
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Several criteria should be used in selecting of benchmark solutions. The chosen 
benchmark solution should be:
► easy to use and implement (optimally can be solved using computer 
techniques);.
► able to generate solutions easily for any time or location in space;
► free from simplifying assumptions that limit its utility;
► well-documented {i.e.,stated assumptions, limitations must be well-
defined); and
► defensible.
Many commercial computer applications may be used to create benchmark solutions. For 
example, analytical benchmarks can be created using:
► MathCad for MS-Windows (MathSoft, 1991);
THWELLS; (van der Heijde, 1992); or
► SOLUTE; (Beljin and van der Heijde, 1993).
These programs can generate solutions at specified intervals in space and time. Such 
commercial applications are optimal when they produce results at intervals that correspond 
exactly to the intervals used by the simulation model being evaluated, because this can 
greatly enhance the Inter-comparison analysis process.
4) What are the significant implementation issues in functionality analysis? 
Functionality analysis must be implemented uniformly for all codes. The use of
standard checklists, tables, and matrices ensure that functionality tests are designed 
consistently and provide results that are uniformly useful and significant.
5) What are the significant issues in data reduction in functionality analysis? 
Functionality results must be reported in a uniform fashion for all codes, and/or
functions. Results should be analyzed and presented using standard measures 
(i.e.,statistical and graphical) and summary structures {e.g.,functionality matrices, tables,
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and checklists).
It is often impossible to analyze the results from the entire model being analyzed 
due to the potential for an unwieldy number of nodal results Thus, it may be necessary 
to analyze a representative portion of the model results. If so, it is essential to select a 
representative slice, or portion of the model, to analyze. Data populations should be 
chosen on the basis of symmetry. To ensure representative functionality analysis, graphical 
and statistical analysis should include at least 20  points from five model domain directions 
(each of the principal model axes and two sample lines that are 45 degrees from these 
axes). Choosing a non-representative portion of the model domain can result in erroneous 
conclusions regarding the functionality of the simulation code being analyzed.
8.1.2 Performance Evaluation
Performance evaluation establishes the performance characteristics of a simulation 
code by evaluating run-time issues and performance characteristics. Results from this 
protocol element can be used by code users and reviewers to differentiate between 
simulation codes. The following five questions should be answered to ensure that 
performance evaluation provides an objective measures of code performance:
1) When is performance evaluation significant?
Code performance evaluation is significant when two or more codes have similar 
functionalities. Performance characteristics such as required resources, code sensitivity, 
and code efficiency can be used to differentiate between such codes. The relative 
performance characteristics may be established by employing the same data set the 
different codes.
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2) What are the significant components o f performance evaluation?
There are four identified performance evaluation categories: spatial and temporal 
discretization, grid orientation, and solution techniques and parameters. These are subject 
to five performance evaluation criteria: accuracy, effort required, efficiency, sensitivity, 
and reliability.
3) How does one design and implement effective and reliable performance 
evaluation tests?
Performance evaluation tests should be created and undertaken to provide the 
greatest amount of information on code performance characteristics for the smallest 
amount of effort. Previously created functionality tests may often be used and re-evaluated 
to measure code performance. These tests should define performance evaluation using the 
five criteria and the four identified performance evaluation categories mentioned in 
question (2 ).
4) What are the significant implementation issues in performance evaluation?
Performance evaluation must be implemented uniformly for all codes. To ensure
compatibility and comparability, it is crucial that the performance evaluation of simulation 
codes be determined using a standard computer configuration. Performance issues related 
to human variability (e.g.,user skills and knowledge) are not part of performance 
evaluation, thus all code users are considered identical.
5) What are the significant issues in data reduction o f performance evaluation 
results?
Performance evaluation results must be reported in a uniform fashion to allow 
accurate Inter-comparison of simulation codes. Results should be analyzed and presented 
using standard measures and summary structures (i.e., performance evaluation checklists).
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8.1.3 Applicability Assessment
Applicability assessment establishes whether the design objectives of the simulation 
code, as defined by the code authors, have been met. This protocol element assesses broad 
simulation issues and can be used to convince managers and reviewers that the evaluated 
simulation code was applied correctly. Appropriate methods for applicability assessment 
can be summarized by answering the five following questions:
1) When is applicability analysis significant?
Applicability assessment is most significant when identified applicability issues 
cannot be assessed using the other protocol elements and techniques (i.e.,there are no 
appropriate or available benchmark solutions). Although, the final stage of code 
evaluation, applicability assessment is important to the success of the entire code- 
evaluation procedure. Without it, one cannot fully convince regulators and model 
reviewers that the evaluated code operates according to its design and that it is applicable 
to specific situations.
2) What are the significant components o f applicability assessment?
The creation, execution, and analysis of standard data sets are the main components 
of applicability assessment.
3) How does one design and implement effective and reliable applicability 
assessment tests?
Applicability assessment requires standard applicability assessment data sets meet 
the following criteria:
► must be adaptable to other ground-water simulation codes;
► must be designed to address Ml identified applicability assessment issues 
(i.e.,using design criteria and applicability assessment checklists); and
► must use optimal temporal and spatial discretization schemes.
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4) What are the significant implementation issues in applicability assessment?
Applicability assessment and standard data sets must be implemented uniformly for
all codes. This can be difficult because input data set formats can vary widely for different 
simulation codes. Thus, benchmark data sets may be subject to error when they are 
translated from the format required for one simulation code to another. In addition, there 
may be conflicts between simulation codes that have different array dimensioning; this can 
be a problem when spatial and temporal discretization schemes in the standard data sets 
that exceed the maximum allowable array size of the simulation code being assessed.
5) What are the significant issues in data analysis and reduction in 
applicability assessment?
Applicability assessment test results should be analyzed using residual analysis and 
be reported using standard measures (i.e., statistical and graphical). The Inter-comparison 
of results from codes using benchmark data set should use methods similar to those used 
in functionality analysis and performance evaluation. It should be noted that applicability 
assessment produces the most subjective results of the three protocol elements because it 
uses only relative benchmark solutions.
8 . 2  S p e c i f i c  I m p l e m e n t a t i o n  o f  P r o t o c o l :  F T W O R K
A limited demonstration of the developed code-evaluation protocol was undertaken 
as part of the study to show how the three main elements of the protocol can be used to 
systematically test and evaluate ground-water simulation codes. The objectives of this 
limited demonstration are:
1) to illustrate how the developed protocol should be implemented;
2) to evaluate this protocol implementation to determine its feasibility; and
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3) to identify strengths and weaknesses in the developed protocol.
The limited demonstration was undertaken using the three-dimensional groundwater 
flow and solute transport simulation code, FTWORK that was originally developed to 
simulate the three-dimensional groundwater flow and mass transport regimes that exist at 
the U.S. Department of Energy Savannah River Site (Faust et al. ; 1990). An overview of 
the capabilities and limitations of FTWORK is discussed in Appendix D. For additional 
information, the reader is referred the to FTWORK user's guide (Faust et al., 1990). The 
FTWORK ground-water simulation code was chosen for the protocol demonstration for 
three reasons:
1) it is a simulation code that was developed using federal tax monies and 
therefore, is in the public domain;
2) it is a relatively well tested and documented simulation code; and
3) the USEPA, a sponsor of the research concerning the development of the 
code-evaluation protocol, is interested in further characterization of 
FTWORK.
8.3 Overview of Protocol Demonstration Procedure
The developed protocol was demonstrated using the following series of steps:
1) existing, available code verification tests completed by the developers of 
FTWORK identified and examined;
2) suitability of existing tests for of use in protocol demonstration was 
evaluated;
3) protocol summary structures {i.e., checklists, matrices) were compiled for 
the existing suitable tests;
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4) new code-evaluation tests, based upon deficiencies in existing tests and 
requirements illustrate specific protocol components, were defined; and
5) new evaluation tests were performed and their results analyzed.
The limited demonstration of the protocol was undertaken in stages. Each of the 
code-testing protocol elements (functionality analysis, code performance evaluation, and 
applicability assessment) was demonstrated separately by using the procedures outlined in 
Chapters 4, 5, and 6 . Although the protocol elements are separate and distinct, the 
individual evaluation tests used to demonstrate the protocol may support more than one 
element. A single evaluation test may demonstrate some features of functionality analysis, 
performance evaluation, and applicability assessment.
The demonstration approach used a combination of existing tests performed by the 
developers of FTWORK and some new code-evaluation tests that were created as part of 
this study. Some of the previously reported code tests were adapted, augmented, and re­
analyzed as necessary to ensure consistency with the guidelines specified by the protocol. 
The new code-evaluation tests demonstrate how proper code-evaluation procedures can be 
used to eliminate gaps in code-evaluation. They also help demonstrate how the overall 
code-evaluation process should operate with a specific simulation code.
The code-evaluation tests for FTWORK were performed on personal computers 
(PCs) using the standard disk operating system (DOS) and on IBM RISC 6000 
workstations using Unix (AIX version 2.2) operating systems. The majority of the protocol 
demonstration was performed on a PC Versions 2.6d and 2.8b of the FTWORK source 
code, compiled and linked using Version 5.0a of the Lahey FORTRAN compiler (Lahey, 
1992). The analytical solutions used as Inter-comparison benchmarks were solved using 
existing programs on the PC. Evaluation measures were calculated and plotted using the 
spreadsheet program MS-Excel versions 4.0 and 5.0 (Microsoft, 1992; 1994).
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Approximately 17 code verification tests were performed by the FTWORK code 
developers (these are listed in Table 9-1). In general, these existing code verification tests 
achieved some limited success with respect to code characterization. However, the testing 
performed was not well-organized and was not comprehensive. Where appropriate, some 
of these verification tests were re-run, re-analyzed, and/or re-organized to exemplify the 
elements of the protocol. These existing tests were then augmented with additional, new 
evaluation tests.
The following three chapters discuss, analyze, and illustrate these code-evaluation 
tests, both old and new, as they relate to the three protocol elements:
► functionality analysis (Chapter 9);
► performance evaluation (Chapter 10); and
► applicability assessment (Chapter 11).
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CHAPTER 9: LIMITED DEMONSTRATION OF FUNCTIONALITY ANALYSIS
A limited demonstration of functionality analysis was undertaken using the finite- 
difference code, FTWORK. The objective of this demonstration was to illustrate the 
functionality analysis process and to provide a basis for evaluation of this process using 
simple and common examples. The intent of the demonstration is not to exhaustively test 
FTWORK or the protocol, but rather to show how the functionality analysis procedures 
should be used. The results of this demonstration highlight some of the advantages, 
disadvantages, and limitations of the functionality analysis process.
The demonstration used a combination of new and existing code tests in conjunction 
with the two-step approach to functionality analysis (functionality description and 
functionality testing) outlined in Chapter 5. The existing tests included some of the code 
tests previously undertaken by the authors of FTWORK to document their code; some of 
these test can be used to demonstrate portions of the functionality analysis process. 
Additional functionality tests were used to demonstrate specific portions of the 
functionality analysis that were either not covered adequately, or at all, by the existing 
tests.
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9.1 Functionality Analysis Demon .strati on Procedure
Functionality analysis was demonstrated using FTWORK in the following steps:
1) identification and description of the functions of FTWORK using the
standard functionality description checklist;
2 ) review and compilation of verification tests undertaken previously by the
authors of FTWORK to determine the overall suitability of these tests, and 
to identify areas that require additional functionality testing;
3) design of a limited number of additional functionality test problems;
4) execution of these additional functionality tests; and
5) comparison of FTWORK results to benchmark solution and calculation of 
evaluation measures.
9.2 Functionality Description of FTWORK
Functionality description is the qualitative assessment of the capabilities of a 
simulation code. To demonstrate this procedure, the code functions of FTWORK were 
organized into the standard documentation checklist. This functionality description was 
completed in conjunction with the IGWMC (van der Heijde, personal communication; 
1994) and is included as an attachment in Appendix C. It provides an overview description 
of the simulation code, and indicates which of the typical code functions are specific to 
FTWORK. The results of this functionality checklist indicates that FTWORK is a typical 
finite difference simulation code and possesses a suite of functions that allow it to simulate 
ground-water flow under saturated conditions and low concentration, single-phase, 
contaminant transport.
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This information on available code functions is important to:
1) code users who need information to make intelligent decisions regarding the 
selection of the proper simulation code for their needs; and
2 ) code developers who need identify and organize the individual code 
functions requiring documentation and testing.
9.3 F u n c t i o n a l i t y  T e s t i n g  D e m o n s t r a t i o n  U s i n g  F T W O R K
The identified code functions are evaluated through functionality testing and 
benchmarking. Seventeen code verification tests previously performed by the developers 
of FTWORK were identified as being capable of demonstrating portions of the 
functionality testing process. Table 9-1 lists these tests, with the related benchmark 
solution, the benchmark solution reference, and the benchmark level (where applicable). 
Each test is referenced with a number A-l through A-17.
9.3.1 Evaluation of Tests Performed by FTWORK Developers
The seventeen tests listed in Table 9-1 were reviewed and evaluated to determine 
how well they test the functionality of FTWORK. The tests were examined for 
deficiencies, inconsistencies, or other problems in relation to the guidelines of the 
protocol. Overall, it was found that these tests, as conducted by the FTWORK developers, 
lacked many of the crucial ingredients required by the protocol. To meet the specifications 
of the protocol, an overall testing strategy should have been developed prior to testing, and 
each test should have been designed to meet specific test objectives, issues, and/or
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Type of Code Test Reference Benchmark 
Solution Used
A-l Parallel Drains w/ Vertical Recharge, 
unconfined
Bear, 1979 Level IB
A-2 Drain, Full Penetration, Instantaneous 
Change in Head
Venetis, 1968 Level IB
A-3 Radial Flow to Well, Transient Theis, 1935 Level EB





A-5 ID Transport Bear, 1979 Level IB





A-7 2D Trans. Pt Source, Uniform, Decay Wilson & 
Miller; 1978
Level IB
A-8 ID Transport with Non-linear 
Adsorption
BIOID, 1987 Level IIB
A-9 2D Transport, Bounded Media, 
Rux-Type Source
Batu; 1992 Level IB
A-10 Regional Multi-Aquifer System MODFLOW Level IIB
A -ll Leaky Aquifer Test Steady-State MODFLOW Level IIB
A-12 Leaky Aquifer Test Transient MODFLOW Level IIB





A-14 3D Flow and Transport Not
Applicable
Not Applicable
A-15 2D ET, Leaky-confined Aquifer Trescott et al. 
1976
Level IB










concerns. Such a code-evaluation approach provides a basis for evaluating the merits of 
each test.
The inter-comparison and analysis procedures were incomplete because effective 
graphical and statistical techniques were insufficient or absent. To ensure objective analysis 
of results, the tests should have been evaluated using the type of analysis tools and 
measures discussed in Chapter 4.
Overall, in terms of the protocol, the following deficiencies were noted in the 
existing tests performed for FTWORK:
► no systematic testing strategy was used;
► no stated objectives or justification for the tests was completed;
► inter-comparison results were presented only in x-y graphs for arbitrarily 
selected points;
► no residual analysis was completed;
► no objective, statistical or graphical measures were used; and
► no independent interpretation or explanation of the significance of results
was provided.
Although none of the existing tests specifically meet the strict guidelines of the 
protocol, some of the existing tests can be used to illustrate portions of the protocol.
A demonstration functionality matrix was compiled to characterize the extent of 
functionality testing that had been completed by the developers of FTWORK. This is 
shown in Figure 9-1. Across the top of the functionality matrix is the list of the tests used 
by the authors of FTWORK in the code verification process by reference number. The left 
side of the matrix lists the FTWORK functions identified during the functionality 
description process. The checkmarks in Figure 9-1 identify the functions that are addressed 
by the corresponding test performed.
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Figure 9-1 shows that some gaps and duplications exist in the testing process 
completed by the code authors. It can be seen that in some cases code functions are 
evaluated by numerous tests (e.g., constant flow point source/sinks) while some other code 
functions are not tested at all by the existing tests (e.g., partially penetrating point 
source/sinks). A good functionality testing procedure should ensure that every code 
function is addressed with limited redundancy. Functionality matrices, such as those shown 
in Figure 9-1, can effectively demonstrate to the testing audience what type of 
functionality tests have been performed. In some cases, an unnecessary bias toward testing 
a particular set of model characteristics or code functions may be revealed. In the case of 
FTWORK, the functionality matrix shown in Figure 9-1 indicates that the majority of the 
completed tests are concentrated on simple homogeneous, and isotropic systems.
Based upon the results shown by this functionality matrix, the code-testing audience 
can decide whether sufficient functionality testing has been performed on FTWORK to 
meet their needs. If all of the functions of FTWORK that are of interest are not adequately 
evaluated by the completed tests, additional evaluation may be required.
Additional inter-comparison testing of FTWORK was performed by Sims et al. 
(1989). These tests used the numerical simulation models, SWIFT II, MODFLOW, 
SWICHA, and CFEST, as benchmark solutions. Van der Heijde et al. (1993) and this 
author also did some inter-comparison testing. However, only the tests included in the 
code documentation were used to demonstrate the functionality matrix thus, these 
additional inter-comparison tests were not included.
Previously published test cases may be valuable for use in functionality testing 
provided they satisfy the guidelines of the protocol discussed in Chapters 5 and 8 .
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FTWORK Code Teats by Devoiopors
FTWORK Code Function 'k



















confined aquifer X X X X X X X X 1
semi-confined (leaky- confined) X X X X I
unconfined (phreatic) aquifer \ |x X X X X X X x B
single aquifer I |x X X X X X X X x 1
single aquifer/aquitard system  9 X B
2D multiple aquifer/aquitard system s  1 X X X X X X X I
3D multiple aquifer/aquitard system s (aquitard storativity) _ 9 X
discontinuous or variable thickness aquifers (aquifer pinchout) I
discontinuous or variable thickness aquitards (aquitard pinchout) 9
\Hvdrogaoloqio Media 8
anisotropic hydraulic conductivity 9
nonuniform, heterogeneous hydraulic properties 9 X
isotropic hydraulic conductivity I1* X X X X X X X X X X X X X X X X 1
uniform, homogeneous hydraulic properties
\F)bvif Characteristics
steady-state flow X X X X X X X X x B
transient (non-steady-state) flow X X X X X X X
uniform flow-field X X X X X X X X
dewatering (desaturation o f cells)
Boundary Conditions 8
regular bounded domain 1X X X X X X X X X X X X X X X
irregular bounded domain I X X
fixed (specified) head 1X X X X X X X X X
zero flow (impermeable barrier) I X X X X
fixed cross-boundary flux !
line source/sinks (drain blocks) 1Ix X X X
constant flow rate
variable flow rate I
head dependent flow rate 1 X X X X
line source/sinks (stream blocks) 1
constant flow rate 1
variable flow rate 1
head dependent flow rate 1
areal recharge: i
constant in space 1 X X X
constant in time 1 X X X X
variable in time 1
variable in space | X
Evapotranspiration 1
constant in space I X j
constant in time 1 X I
variable in time I s
variable in space I I
concentration multiplier 1 X ■
induced recharge/discharge ! 1
surface water stage constant in time 1
seepage face 9
springs 9
Flow Sources /  Sinks H
point sources/sinks (recharge/pumping wells)





Figure 9-1: Functionality Matrix of Testing Performed by FTWORK Developers
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FTWORK Code Tests by Developers
FTWORK Code Function 1 ^ V
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longitudinal B X X X X
transverse B X X X X
isotropic
2D anisotropic X X X X
3D anisotropic





first-order decay X X X
radio-active decay - single order
diffusion
heterogeneous (variable in space)
homogeneous (constant in space) X X X
solid-liquid phase transfers (sorption) 1
Freundlich equilibrium isotherm 1
linear equilibrium isotherm  1 X
heterogeneous (variable in space) |
homogeneous (constant in space) | X
Transport Boundary Conditions i
fixed concentration (constant in time) i X
zero solute flux 1 X
fixed boundary soulte flux 1
injection well with constant concentration and flow rate |
— 1
injection well with time varying concentration and flow rate [ 1
production well with concentration dependent solute flux ! 1
point sources (spills, injection wellsI f l X
line sources (irrigation ditches, injection drain)
areal sources (landfills, feedlots)
non-point, diffuse sources (agricultural spraying)
constant flow rate
variable flow rate a
Invars* modeling





Numerical Solution Methods 1
Spatial Approximation
Finite Difference X X X X X X X X X X X X X X X X x B
Block-centered X X X X X X X X X X X X X X X X x H
Time Stepping Schem e
Crank-Nicholson X X X X X X X X X X X X X X X X x B
Matrix Solving Technique
Iterative




Figure 9-1 (continued): Functionality Matrix of Testing Performed by FTWORK Developers
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9.3.2 Functionality Tests Performed During Protocol Development
Three new functionality tests were created and executed in accordance with the 
developed protocol to address some of the deficiencies identified in the existing tests and 
to demonstrate how specific portions of the functionality testing should be executed. The 
three functionality tests chosen were designed to demonstrate the proper evaluation of the:
1) areal recharge function of FTWORK;
2) radioactive decay function of FTWORK; and
3) heterogeneity functionality of FTWORK.
Each of these tests were chosen for specific reasons. The areal recharge
functionality test was chosen to illustrate:
► Level I (IA and IB) and Level II (IIA and IIB) testing procedures;
► the significance of proper selection and implementation of benchmark 
solutions; and
► how model configuration can impact inter-comparison results (constant­
spaced versus variably-spaced grids).
The decay functionality test was chosen to illustrate:
► how graphical measures can be used in error trapping;
► how the protocol can be used to clearly document the range of reasonable 
input parameters and the potential results if used incorrectly.
The heterogeneity test was selected to show how a test can be designed to evaluate 
contaminant transport under heterogeneous conditions. In addition, this functionality test 
was chosen because it can be used to:
► evaluate both advection/dispersion contaminant transport, and particle 
tracking codes and illustrate the advantages/disadvantages between the two;
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► illustrate the use of graphical measures (isometric column plots) in the 
analysis of test results; and
► illustrate two-dimensional flow and transport functionality testing.
Functionality tables were created to aid in the design of these three new
functionality tests. Functionality tables are very effective in showing how and why tests 
were performed. Because functionality tables were not created for the code tests 
undertaken by the code authors, it is difficult to justify and assess those tests according to 
the protocol. The developed functionality tables and discussion of the new tests are 
illustrated and discussed separately in the next three sections.
9.4 Areal .RechargeFunctionality.Jesting
Several functionality tests were conducted to demonstrate the process involved with 
evaluating the areal recharge functionality of FTWORK. A standard simulation model 
configuration was developed and progressively adapted to evaluate several of the 
functionality issues listed in the areal recharge functionality table presented in Table 9-2. 
This functionality table is presented to show how to organize the issues, objectives, and 
benchmark solutions related to the functionality testing of areal recharge. All of the listed 
functionality issues were not addressed in this study.
The standard model configuration consists of a simple, rectangular aquifer with 
known aquifer parameters {i.e., saturated thickness, hydraulic conductivity, storativity, 
etc.) that is bound on all sides by constant, or specified head boundaries. Figure 9-2 
illustrates a schematic of the grid for this simulation model and lists some of the 
parameters used. The model domain was specified as 21 cells across by 21 cells high. This 
allows the areal recharge to be injected into the centermost cell of the model domain and
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How does FTW O R K  function when 
subject to areal recharge with respect to 
expected behavior and results?
To determine, conceptually, i f  the 






W hat happens when areal recharge is 
applied to the same location as another 
stress (pumping/injection w ell, E T , etc.)
To determine how FTW O R K  treats 
potentially inconsistent input; and to 
uncover coding errors with respect to 






W hat happens when uppermost layer is 
unsaturated? In  a steady-state model? In  
a transient model? In  a confined model? 
In  an unconfined model?
To determine how FTW O RK  
responds to inconsistent input; and to 
uncover coding errors with respect to 
recharge function with respect to 





W hat happens when areal recharge is 
large and there is very low hydraulic 
conductivity in the aquifer? Are there 
errors?
To evaluate ability o f code to trap 
potential inconsistent input and/or 
input errors; attempt to uncover 
coding errors with respect to an ill- 





How does FTW O R K  function with 
respect to a comparable analytical 
solution?
To determine the accuracy o f the 
FTW O R K  (specifically the recharge 
algorithm) and to determine the proper 








c) W arner et a l. ; 
1989
W hat happens to the accuracy of 
FTW O R K  results when grid 
discretization is changed with respect to 
the implementation o f the areal recharge 
function?
To determine the impact o f different 
implementation strategies upon the 
accuracy o f FTW O R K . To provide 








c) W arner et al. ; 
1989
How do FTW O R K  results due to areal 
recharge compare to results generated 
from  the use o f injection wells o f a 
comparable flux?
To determine if  errors exist in either 
the areal recharge or the injection well 







it ensures that the problem is fully symmetrical. At the start of the numerical simulation 
the aquifer is subjected to a continuous flux of areal recharge of 250,000 cubic feet per day 
in centermost cell of the model domain.
A series of analyses were then executed to meet the objectives and issues listed in 
Table 9-2. Many of these objectives could be met by a few carefully designed tests. 
However, for the sake of simplicity, and to explicitly demonstrate the components of 
functionality analysis, separate tests were executed. A generic discussion of these 
functionality tests is included here; the specific details and results of these tests are 
presented in the data files that are included in the computer floppy disk in Appendix E.
First, the areal recharge function of FTWORK was tested to establish whether it 
operates without obvious or gross errors. This was accomplished by using intuitive, or 
conceptual, Level IA benchmarks. It was found that the simulation of areal recharge in the 
center of the model domain produced a realistic, radially symmetric, hydraulic mound that 
was consistent with physical laws and conceptual behavior.
FTWORK was then executed in parallel with several analytical hydraulic mounding 
models to determine the degree of quantitative agreement to Level IB benchmarks. Three 
different analytical solutions were programmed using MathCad for Windows on a personal 
computer to provide these Level IB benchmarks. The three analytical solutions used 
include:
a) Glover (1960);
b) Hantush (1967) as modified by Bouwer (1978); and
c) Hantush (1967) as modified by Warner et al. (1989).
These benchmark solutions can be executed for both unconfined and confined 
aquifer systems, providing that the simplifying assumption required for the unconfined 
case (that the hydraulic mound is small relative to the saturated thickness of the aquifer).
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Summary of Hydraulic Parameters/Model Setup: 
One Layer model (21x21; 500'x500' each cell)
K = 10 L/T 
S =  IE-3 
b =  200 L
Q tot = 250,000 L 3/T 
Simulation Time:
Unconfined = 121 days; Confined = 21 days
Specified Head Boundary Block 
Areal Recharge Block
Figure 9-2: Model Configuration Used in the Areal Recharge Functionality Test (constant-spaced 
grid)
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An example of the results of these programmed analytical solutions are included in 
Appendix B.
Overall, the results of the Level IB benchmarking indicate that there is relatively 
good agreement between FTWORK and the calculated benchmark results. Figure 9-3 
depicts a very simplified quantitative comparison between the FTWORK results and the 
Warner et al. (1989) analytical benchmark solution for the unconfined aquifer case. This 
plot represents the typical approach used by many code testers and it may be misleading. 
The plot only analyzes a very small portion of the FTWORK results: a one-dimensional 
slice that extends from the model center to the boundary along the principal grid axis. 
Although the graphical and statistical measures from Figure 9-3 suggest that the areal 
recharge function of FTWORK provides accurate results, the analysis is limited and may 
not be representative of the entire model.
A superior and more efficient approach to analyzing the functionality of the areal 
recharge function is to examine a representative sample of all of the FTWORK results. 
This is most efficiently performed by comparing the results from a representative radial 
slice of the model domain to the benchmark solution. Although the entire model was 
simulated, only one eighth of the model domain needs to be analyzed because the model 
configuration is radially symmetrical. Figure 9-4 illustrates the results from the inter­
comparison analysis of a representative one eighth slice of the model. The FTWORK 
results were inter-compared to the benchmark results at the same radial distances from the 
model center. The degree and nature of agreement between FTWORK and the benchmark 
solution shown in Figure 9-4 differs significantly from the agreement shown in the 
simplified inter-comparison analysis of Figure 9-3. The results from the radial slice 
analysis are much less continuous than the results calculated along the principal grid axis. 
Overall, Figure 9-4 indicates that FTWORK overestimates the benchmark solution 
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than approximately 4000 feet from the center of the recharge stress. The statistical 
measures calculated in Figure 9-4 are based upon 56 points; this is much more 
representative of the code functionality than the statistical measures calculated the in 
Figure 9-3 that were calculated using only 11 inter-comparison points. Although the 
statistical measures are generally smaller for the radial slice analysis than for the 
rectangular slice analysis, this may be deceiving. The great number of small residuals 
calculated at large distances from the recharge area can cause a downward weighting effect 
to the statistical measures. This suggests that statistical measures, when used alone, can 
be misleading. Thus, statistical measures should always be used in conjunction with 
graphical measures to provide the code tester with a more complete and accurate analysis 
of code functionality.
There are several other issues that may impact the agreement of code results to 
benchmark solutions. These include grid configuration and function implementation issues, 
as well as benchmark selection issues. An additional areal recharge functionality test was 
performed to demonstrate how these issues can affect functionality testing.
A variable grid was designed that contains a much higher density of cell blocks in 
the center of the model domain. This provides greater resolution in simulated results and 
flexibility in the implementation of areal recharge. Figure 9-5 illustrates a schematic of the 
new model grid configuration. It is composed of 49 cells high by 49 cells across, the 
resulting number of total grid cells of the model domain were increased significantly over 
the previous constant-spaced grid example. This model configuration allows the code tester 
to introduce a standard volume of water to the model in different ways. The entire volume 
may be introduced into one cell, or a smaller volume may be distributed over a larger area. 
This is significant because certain areal recharge specification techniques may result in 
greater or lesser agreement to the benchmark solution, depending upon its implementation, 
and thus higher or lower residuals.
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Areal recharge was introduced through a 500 foot by 500 foot area as in the 
previous example, however, in this example the recharge area was discretized into an array 
of five by five 100 foot cells. The results from the FTWORK simulation were inter- 
compared to two different benchmark solutions along a line parallel to the principal grid 
direction. These results are presented in Figures 9-6 and 9-7 to illustrate several points 
regarding the nature and selection of benchmark solutions.
Figure 9-6 indicates that FTWORK significantly overestimates the Warner et ah 
(1989) benchmark solution at distances less than about 400 feet, and increasingly 
underestimates the benchmark solution at distances greater than 10000  feet.
The underestimation of the benchmark solution by FTWORK near the model edge 
is most likely an artifact of the specified head boundary. A constant head of 200 feet must 
be preserved along all model boundaries due to this boundary condition. The benchmark 
solution must identically reflect the conditions that are simulated by the code being tested. 
Often, boundary conditions required by simulation codes cannot be accurately simulated 
using analytical solutions. Inconsistencies between the models being compared can lead to 
erroneous conclusions regarding the functionality of the code.
The discontinuity in the benchmark solution at approximately 850 feet from the 
recharge area may be due to an incorrect implementation of the analytical solution. 
Benchmark solutions must be free from errors. It should be noted that analytical solutions 
can be flawed and even error-free analytical solutions often represent a numerical 
approximation of a complex partial differential equation.
Statistical and graphical measures can sometimes be effective in identifying 
inconsistencies and errors in the benchmark solutions used. Undetected errors can skew 
results and lead to the incorrect interpretation of results. In Figure 9-6 all of the calculated 
statistical measures reflect the identified errors, thus these measures may have limited 
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The quality of functionality analysis results can be also be affected by the choice 
of benchmark solutions used. This is shown by the combination plot in Figure 9-7. The 
FTWORK simulation results generated from the previous variable grid areal recharge test 
were used and compared to another benchmark solution (Glover, 1960). The agreement 
between FTWORK and the Glover solution is significantly greater than the agreement 
between FTWORK and the Warner et al. solution shown in Figure 9-6. The calculated 
statistical measures are much smaller overall. At distances less than about 4000 feet the 
FTWORK values are only slightly larger than the Glover solution values; at distances 
greater than 10,000 feet progressive underestimation of FTWORK occurs due to the 
previously discussed constant head boundary condition.
The statistical measures indicate that the FTWORK results approximate the Glover 
(1960) benchmark solution much more precisely than the Warner et al. (1989) benchmark 
solution. The RMSE of 1.67 feet is 63% smaller than the RMSE calculated by the Warner 
et al. (1989) benchmark solution. In addition, the MAE for the Glover solution was 
calculated to be 1.0 foot, a reduction of close to 60% over the Warner et al. results. 
Overall, the MER of -1.3 indicates that FTWORK slightly underestimates the Glover 
(1960) benchmark solution. The agreement, especially near the recharge area was 
significantly improved (within one foot).
The discrepancy between the calculated residuals in Figures 9-6 and 9-7 indicates 
that functionality analysis results can be sensitive to the selection of benchmark solutions. 
This is a weakness in functionality testing, and benchmarking techniques, in particular. 
The quality of the inter-comparison results is limited by the quality of the benchmark 
solution. Because, there is no absolute answer, or benchmark "truth" in functionality 
testing there still remains some subjectivity and the potential for incorrect assessment of 
code functionality.
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Some additional functionality testing was completed to demonstrate intra­
comparison (Level DA) benchmarking techniques by testing different FTWORK functions 
to solve similar problems. For example, the results generated by the areal recharge 
function of FTWORK were compared to results produced by the injection well function. 
Intracomparison of results indicates that FTWORK responds identically to situations 
regardless of whether recharge is specified using the areal recharge function or by the use 
of an injection well. In other words, the calculated hydraulic heads are identical when the 
model is subjected to areal recharge or when it is subjected to recharge introduced by an 
injection well with the same volumetric flux.
Additional testing should be undertaken to complete the demonstration of the areal 
recharge functionality testing of FTWORK. Such additional testing should include inter­
comparison (Level DOB) benchmarking using another simulation code as a benchmark. For 
example, the commonly-used finite difference simulation code, MODFLOW, could be 
used to simulate the same areal recharge and hydraulic mounding scenario that was used 
in the previous examples. The calculated hydraulic head results from MODFLOW could 
then be compared to results generated by FTWORK to help further characterize FTWORK 
functionality.
9 . 5  C o n t a m i n a n t  D e c a y  F u n c t i o n a l i t y  T e s t
The authors of FTWORK performed a simple analysis to illustrate the simulation 
of solute transport subject to radioactive decay. A simple two dimensional uniform flow 
field was used with a continuous contaminant point source (analogous to a leaking landfill 
or an injection well) to test the functionality of the decay function. Two simulation runs 
were made, one with the decay function active and one with the decay function inactive.
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The results were compared to an analytical solution. Unfortunately, this approach does not 
give the reader any guidance on the correct usage of this factor.
Additional information is required to further characterize FTWORK functionality 
with respect to the decay factor. In accordance with Table 9-3, a series of tests could be 
executed to analyze the functionality of FTWORK with respect to contaminant decay. Of 
these tests, one was designed and executed by this study to illustrate how FTWORK treats 
potentially inconsistent input and/or ill-defined model configurations with respect to the 
contaminant decay function. It was found that large fluctuations in the calculated 
contaminant concentrations can result when the user inputs a number greater than or equal 
to 1.0 for the decay constant. (This is an inconsistent input because it means that the half- 
life of the contaminant approaches zero; this situation occurs when the half-life for a 
contaminant is less than or equal to 0.693 units of time) This is illustrated in Figure 9-8; 
it shows that FTWORK generates unstable results in the injection well when the decay 
constant is specified equal to 1.0. It was found that when the decay constant was decreased 
to a more reasonable value the fluctuations in the calculated concentrations were eliminated 
and FTWORK generated a curve that was consistent with conceptual results.
This type of limited functionality testing demonstrates the importance of error 
trapping within simulation modeling codes and shows that suitable testing should be 
performed to assure that common user errors are identified appropriately. Functionality 
testing may be used to identify errors due to ill-defined models such as the one discussed 
above, and it can be used to increase user understanding of the code. Without proper 
information from such functionality test results, inexperienced code users may produce 
significant errors by unknowingly using inconsistent parameters or input.
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Table 9-3: Radio-chemical Decay Functionality Table for FTWORK




How does FTW O R K  function when 
subject to radio-chemical decay with 
respect to expected behavior and 
results?






W hat happens when radio-chemical 
decay is applied to the same location as 
another stress (pumping/injection w ell, 
E T , etc.)
To determine code treatment o f 
potential inconsistent input; to uncover 
coding errors with respect to ill-defined 





W hat happens when FTW O R K  is 
subject to radio-chemical decay and the 
uppermost model layer is unsaturated? 
In  a steady-state model? In  a transient 
model? In  a confined model? In  an 
unconfined model?
To determine how the code responds to 
inconsistent input; to uncover coding 
errors with respect to degree o f 
saturation and radio-chemical decay. 
Also to determine how the code treats 
potentially inconsistent input and ill- 





W hat happens when the radio-chemical 
decay parameter is specified to be equal 
to zero?
To determine code treatment o f 
potential inconsistent input; to uncover 
coding errors with respect to radio­
chemical decay and ill-defined models 





How do the results from FTW O RK  
compare to an appropriate benchmark 
solution?
To determine the accuracy o f the code 
(specifically the algorithm used for the 
radio-chemical decay term) using Level 






How do FTW O R K  results due to radio­
chemical decay compare to results 
generated from  the use o f withdrawal 
wells (chemical sinks) o f a comparable 
mass flux?
To determine if  errors exist in either 
the radio-chemical decay and 
withdrawal well functions and to help 
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9.6 Heterogeneity Functionality Testing
A series of tests were undertaken to demonstrate the functionality testing of 
FTWORK for heterogeneity and permeability contrast. This was done by creating a simple 
model configuration that features a strong permeability contrast, using it to simulate 
ground-water flow and contaminant transport, and identifying potential functionality issues 
that result. Table 9-4 lists the issues and objectives involved in this type of functionality 
testing, however, only a few of these issues are addressed in this limited demonstration.
Figure 9-9 illustrates the model configuration for the base case. The model domain 
is composed of two isotropic regions of different hydraulic permeabilities, K1 and K2. 
These regions are separated by a sharp interface that is parallel to the one-dimensional flow 
regime created by two parallel constant head boundaries on the sides. A constant 
contaminant source (injection well) introduces contaminant mass to the model at a constant 
rate of 600 units of mass per unit time. Dispersion is present (Dx=40 feet; Dy=30 feet). 
Some of the significant input parameters are listed in Figure 9-9; additional model 
configuration information and input parameters used in this functionality test are listed in 
the data file on the disk provided in Appendix E.
A series of simulation runs were executed using this model configuration to 
investigate how FTWORK functionality is affected by heterogeneity and degree of 
hydraulic conductivity contrast (expressed as the ratio of the permeabilities in the two 
regions, K1/K2).
The benchmark solution was calculated using the analytical model, 
SOLUTE/PLUME2D-H, version 3.0 (Beljin and van der Heijde, 1993) with image well 
theory. The contaminant concentrations calculated by SOLUTE for the benchmark are 
shown using an isometric column plot in Figure 9-10. For the benchmark solution, it was
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Table 9-4: Permeability Contrast Functionality Table for FTWORK




How  does FTW O RK  function when 
subject to large scale permeability 
contrast with respect to expected 
behavior and results?






W hat happens when FTW O R K  is 
subject to permeability contrasts in 
areas o f aquifer stress or contaminant 
transport?
To determine code treatment o f 
potential inconsistent input; to uncover 
coding errors with respect to ill-defined  





What happens when FTW O R K  is 
subject to vertical permeability 
contrasts?






How  does FTW O R K  function when the 
specified permeability contrast 
approaches infinity (i.e ., zero 
permeability adjacent to infinite 
permeability)?
To determine code treatment of 
potential inconsistent input; to uncover 
coding errors with respect to radio­
chemical decay and ill-defined models 





H ow  do FTW O R K  results generated 
from  a model with large permeability 
contrast compare to an appropriate 
benchmark solution?
To determine the accuracy o f the code 







How  does FTW O RK  function with 
respect contaminant transport in regions 
o f high permeability contrast?
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Figure 9-10: Isometric column plot of the benchmark solution calculated by SOLUTE. 
















assumed that the region defined as having K2 permeability was impermeable and image 
well theory was used to determine the contaminant concentrations along the "active" side 
of the low permeability boundary.
The results from four different FTWORK simulations were compared against this 
benchmark solution. The four simulations differed only by the degree of heterogeneity in 
the model domain. In the first FTWORK test case, the model is configured identically to 
the benchmark; the two regions have permeabilities of K1 and K2, where K1 = 10 units of 
length per unit time and K2 is impermeable. The contaminant concentration distribution 
for this simulation is shown in Figure 9-11 and inter-comparison results are illustrated in 
Figure 9-12 in the form of a isometric column plot of the residuals. The degree of 
agreement is only fair. This isometric column plot indicates that FTWORK underestimates 
the benchmark solution in the core area of the plume and it overestimates the benchmark 
solution along the fringes of the plume, and near the contaminant source. The greatest 
discrepancy between FTWORK and the benchmark solution exists near the contaminant 
injection point. The statistical measures are calculated for all of Region 1 except at the 
injection point where the analytical benchmark is not applicable.
Several additional runs were executed to investigate how FTWORK functions in 
the area near the permeability contrast. This was done by progressively changing the 
permeability of Region 2 and by analyzing the results. Three different model 
configurations were simulated where:
1) K1/K2 = 10/1
2) K1/K2 =  10/0.1
3) K1/K2 = 10/0.01
Figure 9-13 depicts the results generated by FTWORK for Case 1, where the 







- 2 0 0
- 1 0 0
0
Figure 9-11: Isometric column plot o f contaminant concentrations calculated for the base case 
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Figure 9-12: Isometric column plot of residuals between FTWORK and SOLUTE for the base 
case (Kl/K2= 10/0.0). Residuals are negative where FTWORK underestimates the benchmark 
solution and positive where FTWORK overestimates the benchmark solution. Residuals are 
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Figure 9-13: Isometric column plot of the contaminant concentrations calculated by 
FTWORK. The permeability contrast for the two regions is Kl/K2=10/1
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to 10. The isometric plot shows that the contaminant plume is nearly truncated at the low 
permeability boundary with a little contamination existing in the low permeability zone. 
The results generated by FTWORK confirm expected model behavior. Contaminant 
distribution is reasonable; most of the contaminant mass is limited to the higher 
permeability zone; there is only a little migration across the permeability contrast 
boundary.
These results were then be compared to the benchmark solution. Residuals were 
calculated and illustrated in Figure 9-14. The residual distribution is similar to the 
residuals in the base case where region 2 was impermeable. FTWORK underestimates the 
benchmark solution in the core area of the plume and it overestimates the benchmark 
solution along the fringes of the plume, near the source, and along the line of permeability 
contrast, the area of interest. Residuals cannot be calculated for Region 2 because the 
benchmark solution is not applicable in this area.
Two additional FTWORK runs were executed where the permeability contrast, as 
defined by K1/K2, increases (in other words, K2 approaches zero). The residual results 
are very similar to Case 1. This is depicted in Figures 9-15 and 9-16. As K2 becomes less 
permeable and approaches zero, the relative concentrations increase in the area of high 
permeability and decrease in the area of low permeability, as expected. Although, some 
contamination exists in the low permeability zone, these concentrations are relatively low. 
The calculated statistical measures suggest that the agreement between FTWORK and 
SOLUTE remains relatively constant as the permeability contrast increases. In theory, 
when zone 2 becomes impermeable, the agreement to the benchmark solution should be 
optimized. Because the results are consistent with this premise, it is suggested that 
FTWORK functions adequately in areas of high hydraulic conductivity contrast.
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Statistical Measures: 
RMSE = 13.8 
MAE = 9.44 
ME = -1.91
Region 2 
K2 = 1 ft/day
Figure 9-14: Isometric column plot of residuals between FTWORK and SOLUTE for Case 
1 (Kl/K2 =10/ 1). Residuals are negative where FTWORK underestimates the benchmark 
solution and positive where FTWORK overestimates the benchmark solution. Residuals are 
not calculated where K2=0 because the benchmark solution is not applicable in this area.
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Statistical Measures: 
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Figure 9-15: Isometric column plot of residuals between FTWORK and SOLUTE for Case 
2 (Kl/K2= 10/0.1). Residuals are negative where FTWORK underestimates the benchmark 
solution and positive where FTWORK overestimates the benchmark solution. Residuals are 





Figure 9-16: Isometric column plot of residuals between FTWORK and SOLUTE for Case 
3 (Kl/K2=l0/0.01). Residuals are negative where FTWORK underestimates the benchmark 
solution and positive where FTWORK overestimates the benchmark solution. Residuals are 
not calculated where K2=0 because the benchmark solution is not applicable in this area.
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Because ground-water flow and contaminant transport is predominantly parallel to 
the permeability contrast boundary, dispersion is the primary mechanism present that 
causes mass transport towards and potentially across this boundary. Thus, this functionality 
test also indicates that FTWORK can adequately handle dispersion near permeability 
contrast boundaries.
This type of functionality test is significant because simulation codes can handle 
heterogeneity and permeability contrasts with different degrees of success. Although the 
inter-comparison results indicate that FTWORK is accurate in areas of high permeability 
contrast. Other transport codes, for example those which use particle tracking with random 
walk methods, have been reported to overestimate contaminant concentrations in low 
permeability zones. Thus, this type of functionality testing may provide valuable insight 
into this problem.
To more fully investigate the functionality of FTWORK, additional testing should 
be undertaken to quantify how FTWORK functions when permeability contrasts are 
perpendicular to flow and transport directions.
9 . 7  D i s c u s s i o n  o f  F u n c t i o n a l i t y  A n a l y s i s  P r o c e s s
The limited demonstration of the functionality analysis procedure described in this 
chapter indicates that functionality analysis can be a valuable process in the evaluation of 
code accuracy. It was also shown that functionality analysis can yield poor results and lead 
to incorrect conclusions when implemented incorrectly.
Functionality analysis can effectively characterize simulation codes based upon 
available functions, the amount and type of code testing that has been performed, and it 
can identify functions that may require additional testing. It is up to the testing audience
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to determine how to fill any identified testing gaps and whether additional functionality 
tests should be performed.
Functionality tables can be effective in summarizing issues and objectives for the 
design of code tests. However, it was shown that there are many ways to address the 
functionality issues. Many different test configurations can be used and a large variety of 
analytical and numerical solutions exist that may be used as benchmark solutions. Different 
benchmark solutions can be used in functionality analysis with varied results. This is a 
potential disadvantage of functionality testing.
The limited demonstration also showed that well-designed tests can be used to 
effectively identify potential functionality problems and may provide important information 
on correct implementation for the code user. This was briefly shown with the decay 
functionality test.
The heterogeneity functionality test was an example of how a test can be used to 
investigate the differences between code types and to determine how a simulation code 
functions in areas where high permeability contrast exists. Numerical problems can 
sometimes be caused at such boundaries. Furthermore, this type of functionality test is 
significant because different simulation codes can handle heterogeneity and permeability 
contrasts with different degrees of success. Although the inter-comparison results indicate 
that FTWORK is stable and relatively accurate in areas of high permeability contrast. 
Other transport codes, for example those which use particle tracking with random walk 
methods, have been reported to overestimate contaminant concentrations in low 
permeability zones. Thus, this type of functionality testing may provide valuable insight 
into this problem.
Previously defined and published test cases and benchmark solutions can be used 
in functionality testing provided they meet the criteria discussed in this chapter.
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Functionality tests should be:
► designed to evaluate specific code functions;
► able to be evaluated using benchmark solutions; and
► provide an objective measure of code accuracy.
The limited functionality analysis demonstration indicated that not all issues can be 
adequately addressed using functionality analysis because appropriate benchmark solutions 
may not exist or they have limited application due to the simplifying assumptions on which 
they are based. Code-evaluation issues that cannot be adequately assessed using 
functionality analysis alone can include:
► irregular boundary conditions;
► anisotropic conditions;
► aquifer stresses that vary temporally; and
► sources and sinks that vary spatially and temporally..
Because of this, such issues should be assessed using additional test procedures. Some of 
these issues may be addressed through a combination of performance evaluation and 
applicability assessment methods.
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CHAPTER 10: LIMITED DEMONSTRATION OF PERFORMANCE EVALUATION
Performance evaluation differs from functionality analysis because it characterizes 
how the simulation code performs as a whole, rather than testing individual code functions. 
Performance evaluation may focus on individual, global characteristics (e.g., anisotropy, 
heterogeneity, etc.) or on a combination of global characteristics (e.g., non-orthogonal 
grid orientation with anisotropy) and may include an evaluation of performance 
characteristics, such as code sensitivity, efficiency, and reliability.
The objectives of this chapter are to:
1) ' illustrate how performance evaluation may summarize operational
characteristics of a simulation code; and to
2 ) provide an evaluation of this process using typical examples;
The intent of the demonstration is to identify some of the advantages and disadvantages of 
the performance evaluation portion of the proposed protocol, and not to thoroughly 
evaluate the performance characteristics of FTWORK.
10.1 Performance Evaluation Demonstration Using FTWORK
The limited demonstration of performance evaluation was undertaken using 
FTWORK with a combination of new and existing code tests. Although the existing tests, 
created by the developers of FTWORK were not originally performed to evaluate the 
performance characteristics of FTWORK, some of these tests can be used to demonstrate
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portions of the performance evaluation process. When necessary, the existing tests were 
re-executed and evaluated to make them consistent with the protocol. The existing tests 
were augmented with several new tests to illustrate portions of the protocol that the 
existing tests did not address.
The performance evaluation of FTWORK was demonstrated using the following 
general series of steps:
1) identification and description of the performance evaluation issues of 
FTWORK;
2) review and compilation of existing code tests executed by the authors of
FTWORK to determine what performance evaluation components have 
been completed and to identify areas that need additional performance 
evaluation testing;
3) design of a limited number of new performance evaluation test problems to
demonstrate specific portions of the protocol;
4) execution of the performance evaluation tests; and
5 )  application of evaluation criteria and measures to analyze results.
1 0 . 2  P e r f o r m a n c e  E v a l u a t i o n  h y  F T W O R K  D e v e l o p e r s
The code verification tests executed by the FTWORK developers were generally 
created to test the accuracy of the code and not to evaluate performance characteristics as 
defined by the protocol. Because of this, the existing tests are generally of limited use in 
demonstrating performance evaluation elements of the protocol. Although some of the 
existing tests evaluate various accuracy and sensitivity issues of FTWORK, none of them
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investigate the other three identified code performance evaluation criteria (effort, 
efficiency, or reliability).
Due to the paucity of completed applicable performance evaluation tests checklists 
could not be compiled for all performance evaluation criteria for the previously-run tests. 
Thus the degree of completed performance evaluation could not be established and 
characterized. However, to demonstrate the value of performance evaluation checklists, 
a limited, performance evaluation checklist was compiled in Table 10-1 for the results of 
an effort analysis that was completed for the existing tests during this study. This checklist 
summarizes the effort required to execute the existing data sets using the standard IBM 
compatible 486-50 Mhz computer configuration defined in Chapter 6 . Because no related 
accuracy measures were calculated, by the code developers, efficiency measures could not 
be calculated. Similarly, the checklist does not include sensitivity or reliability measures 
because no formal analysis of these performance characteristics was completed by the code 
developers.
A limited number of accuracy and sensitivity tests were performed by the code 
developers, but these tests did not include any quantitative measures. In addition, the 
existing tests do not address any of the four performance evaluation categories defined by 
the protocol: spatial discretization, temporal discretization, solution parameters/techniques, 
and grid orientation. Hence, the existing tests can be used to demonstrate only very limited 
parts of performance evaluation. As a consequence, several new performance evaluation 
tests were created, and an existing test was re-analyzed to demonstrate some of the 
methods required for code performance evaluation.
The existing test used for the demonstration investigates the sensitivity of 
FTWORK to time weighting schemes in the simulation of contaminant transport. The 
results were re-analyzed in accordance with the protocol to demonstrate how sensitivity 
analysis should be undertaken.
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Table 10-1: Performance Evaluation Checklist for Effort Analysis














(min:sec) HEP1 HEP2 HEP3 HEP4 HEP Total
A-1 0 .0 0 5 00:17 21 0 0 0 21
A-2 0 .0 0 7 00:19 31 0 0 775 806
A-3 0 .0 7 3 00:18 450 0 0 9000 9450
A-4 0 .0 4 4 00:20 225 0 0 45 0 0 4725
A-5 0 .0 2 2 00:22 41 0 0 0 41
A-5 0 .0 2 2 00:23 41 , 0 0 0 41
A-5 0 .0 2 2 00:18 41 0 0 0 41
A-5 0 .0 2 2 00:18 41 0 0 0 41
A-6 0 .2 9 00:53 741 0 0 10374 11115
A-6 0 .5 9 2 01:21 741 0 0 10374 11115
A-6 0 .5 6 7 00:51 741 0 0 10374 11115
A-7 0 .2 9 02:06 741 0 0 0 741
A-7 0 .2 9 00:52 741 0 0 0 741
A-8 N/A N/A N/A N/A N/A N/A N/A
A-8 N/A N/A N/A N/A N/A N/A N/A
A-8 N/A N/A N/A N/A N/A N/A N/A
A-8 N/A N/A N/A N/A N/A N/A N/A
A-9 N/A N/A N/A N/A N/A N/A N/A
A-10 1.275 03:14 6075 5 0 4 8 6 0 0 54 6 8 0
A-11 0 .1 1 5 00:45 675 675
A-12 0 .1 1 5 01:15 675 675
A-12 0 .1 1 5 01:19 675 675
A-13 NT NT NT NT NT NT NT
A-14 N/A N/A N/A N/A N/A N/A N/A
A-15 0 .0 2 9 00:39 140 140
A-16 N/A N/A N/A N/A N/A N/A N/A
A-17 0 .0 1 5 01:01 49 2842 2891
A-17 0 .0 2 5 01:36 49 2450 2499
A-17 0 .0 2 5 00:48 49 2450 2499
* N/A - not applicable due to non-reproducibility of results using developer-supplied data sets
NT - Not Tested
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10.3 Sen.sitivity.-to T r a n s p o r t  W e i g h t i n g  P a r a m e t e r s  i n  O n e - D i m e n s i o n a l  T r a n s p o r t
In test A-5, the developers of FTWORK investigated code sensitivity to changes 
in the specification of transport input parameters. This performance evaluation test 
compared the results of FTWORK with the results from an analytical solution (Bear, 1979) 
for a one-dimensional transport simulation. Four different FTWORK simulations were 
executed. Each employed a different numerical weighting schemes in the solution of the 
problem. The four weighting scheme included:
1) upstream weighting with a time weighting factor (U) equal to 1.0;
2) upstream weighting with a time weighting factor (U) equal to 0.5;
3) central difference weighting with a time weighting factor (C) equal to 1.0; 
and
4) central difference weighting with a time weighting factor (C) equal to 0.5.
These data sets were re-executed and analyzed to produce standard measures for
accuracy and sensitivity as defined by the protocol. Previously, the results were depicted 
by the code developers without any residual analysis, making it impossible to quantify 
differences in code performance or functionality. For this demonstration, the results were 
replotted using residual analysis with statistical and graphical measures. The results from 
each case are depicted in Figures 10-1, 10-2, 10-3, and 10-4. Results indicate that 
numerical dispersion can adversely impact the degree of agreement to the benchmark 
solution when the proper weighting scheme is not used. The optimum solution, where 
numerical dispersion is minimized, is produced by FTWORK when the central difference 
weighting scheme is used with a weighting factor of 0.5, (indicated by the abbreviation 
C/0.5), as shown in Figure 10-4. In comparison to the other three cases, all of the 
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this optimum weighting scheme (C/0.5) is employed. The results from all four analyses 
are summarized in Table 10-2.
The statistical measures from this analysis are used to calculate the two sensitivity 
measures used in the protocol: the sensitivity coefficient and the sensitivity index. These 
measures, as defined in Section 6.3.4, are used to quantify the sensitivity of FTWORK to 
changes time weighting techniques. Sensitivity coefficients were calculated and are 
summarized in Table 10-3. Although these sensitivity coefficients are small, their relative 
sizes show that FTWORK is equally sensitive to changes in weighting factor for both 
weighting schemes (upstream and central difference) because the sensitivity coefficients 
are equivalent when weighting factors are decreased from 1.0 to 0.5 for both weighting 
schemes ( i.e., [(U/1.0)/(U/0.5)] = [(C/1.0)/(C/0.5)] =0.06). The sensitivity coefficient 
of FTWORK to changes in weighting techniques (upstream vs. centred difference) cannot 
be calculated because the change in time weighting techniques does not represent a 
numerical change {i.e., the change in the input parameter, weighting technique used, 
central or upstream weighting, is a qualitative change and not a quantitative or numerical 
one).
The sensitivity index is calculated differently (see equation 6.7) and can be used 
to overcome this problem and provide a measure of code sensitivity to changes in all 
combinations of weighting schemes and factors. Sensitivity indices were calculated, inter­
compared, and summarized in Table 10-4. These results show that FTWORK is most 
sensitive to changes in weighting factor when central difference weighting is used. This 
is indicated by the high sensitivity index values for RMSE and MAE (0.75 and 0.77, 
respectively). The results also suggest that FTWORK is more sensitive to changes in 
weighting technique when the weighting factor is 0.5 (sensitivity index equals 0.70) than
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Table 10-2: Summary o f accuracy measures for the four different time weighting cases.
Accuracy
Measure U/1.0 U/0.5 C/1.0 C/0.5
RMS 0.06 0.03 0.04 0.01
MAE 0.04 0.02 0.03 0.01
ME 0.00 0.00 0.00 0.00
NME 0.08 0.04 0.05 0.02
PME 0.04 0.03 0.03 0.01
MER 2.00 -1.50 1.89 2.67
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Table 10-3: Summary o f  sensitivity coefficients for the four different time weighting cases.
Accuracy
Measure (U/1.0)/(U/0.5) (U/1.0)/(C/1.0) (U/0.5)/(C/0.5) (C /1.0)/(C/0.5)
RMSE 0.06 N/A N/A 0.06
MAE 0.04 N/A N/A 0.04
ME 0.00 N/A N/A 0.00
NME 0.07 N/A N/A 0.07
PME 0.02 N/A N/A 0.04
MER 6.99 N/A N/A -1.55
N/A - not applicable because sensitivity coefficient cannot b e calculated
for non-quantitative changes
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Table 10-4: Summary o f  sensitivity indices for the four different time weighting cases.
Accuracy
Measure (U/1.0)/(U/0.5) (U/1.0)/(C/1.0) (U/0.5)/(C/0.5) (C /1.0)/(C/0.5)
RMS 0.45 0.35 0.70 0.75
MAE 0.48 0.39 0.73 0.77
ME 1.00 0.00 1.41 1.00
NME 0.43 0.33 0.55 0.62
PME 0.24 0.29 0.75 0.73
MER 1.75 0.05 2.78 -0.41
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when the weighting factor is equal to 1.0 (sensitivity index equals 0.35 for RMSE). This 
means that the greatest change in accuracy, as expressed by RMSE, occurred when the 
weighting factor was changed from 1.0 to 0.5 using central weighting. This demonstration 
of sensitivity analysis shows that the protocol provides standard methods for analyzing 
different implementation techniques. Results may differ for different problems and/or 
simulation algorithms used. It was shown that this sensitivity analysis process can be used 
to provide valuable standard information to users and regulators regarding the benefits of 
one implementation technique or one code over another.
10.4 P e r f o r m a n c e  E v a l u a t i o n  T e s t s  C o n d u c t e d  D u r i n g  S t u d y
Two additional simple tests were undertaken to further demonstrate the 
performance evaluation process. These tests were designed to evaluate code behavior and 
performance with respect to two categories:
1) grid orientation; and
2) grid discretization.
10.4.1 Grid Orientation Test
This demonstration was chosen to show how performance evaluation can be used 
to detect potential problems associated with grid orientation. This type of test is significant 
for code users and model regulators because many code applications can involve problems 
that feature principal directions of ground-water flow and transport that are not coincident 
with grid orientation. For example, flow and transport directions can be oblique to the
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direction of the discretized domain, due to stresses or because of boundary conditions. 
When there is no single dominant direction of flow, the orientation of the model grid may 
become significant. Thus, it is important to develop a test that can be used to determine 
how code performance and accuracy is affected by oblique flow and transport conditions.
A simple two-dimensional flow problem was used to investigate this issue; it is 
illustrated in Figure 10-5. A steady-state flow field is created by two specified head 
boundaries on the upper left and lower right sides. This causes flow to be diagonal, from 
the upper left to the lower right, oblique to the grid blocks, that are oriented horizontally 
and vertically.
Conceptually, the imposed hydraulic gradient should result in a simulated 
potentiometric surface that is uniformly sloping from the upper left to the lower right. The 
simulated results approximate this very well for isotropic conditions. However, it was 
found that the FTWORK-produced results depart drastically from the conceptual 
benchmark when anisotropic conditions exist. When ground-water flow is oblique to the 
model grid orientation, and thus, the primary conductivity tensors, there is a large 
discontinuity in the hydraulic head distribution across the model domain. Figure 10-6 
illustrates the distribution of simulated, steady-state, hydraulic heads under these 
conditions. The residuals calculated between this result and the planar conceptual 
benchmark are shown in Figure 4-6 along with statistical measures.
The same discontinuous distribution of heads also occurs when this same scenario 
is simulated by MODFLOW, another finite difference simulation code. Because the results 
were essentially identical, it may be inferred that the divergence from the benchmark is 
related to the finite difference solution technique itself. Thus, this type of performance 
evaluation test is a good tool for evaluating code performance under difficult conditions. 
It may be used to identify potential problems that may arise due to the limitations of the 
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This test case also highlights potential pitfalls that may be encountered by 
inexperienced code users who do not know of the numerical limitations inherent to the 
finite difference simulation modeling process. This type of testing may provide significant 
insights concerning the performance of ground-water simulation codes that use other 
solution techniques, including those that use finite element solution techniques.
Another approach to simulating a scenario where principal ground-water flow 
direction is oblique to the principal model grid orientation, and anisotropy is present, is 
to simulate the anisotropy differently. Rather than explicitly defining the anisotropy 
properties for each cell that is parallel to the grid orientation, banded heterogeneity can be 
introduced to emulate directional anisotropy that is more representative of the scenario 
desired. For example, one can simulate directional anisotropy by defining a sequence of 
diagonal cells, parallel to the imposed hydraulic gradient, that have markedly lower (or 
higher) permeability. Such bands of heterogeneity will result in a "forced" anisotropic 
pattern to the permeability distribution and thus influence the flow direction to become 
oblique to the principal grid axes. This test evaluates code performance in relation to grid 
orientation and anisotropy; the model configuration is shown in Figure 10.7.
Results from this type of simulation indicate that FTWORK produces a solution that 
is much more consistent with the conceptual benchmark. The simulated hydraulic heads 
generated from this scenario are illustrated using a isometric column plot in Figure 10-8. 
These results indicate that there is still some deviation from the conceptual benchmark but 
the improved results suggest that if care is taken to properly constrain simulation problems, 




’F orced" aniso tropy  v ec to rs
■ - No Flow (inactive) Boundary
■ - Specified Head Boundary (45')
111 - Specified Head Boundary (20')
■ - Hydraulic Conductivity = 1 ft/day
□ - Hydraulic Conductivity = 100 ft/day
Figure 10-7. Model configuration used in the grid orientation performance evaluation test 
with "forced" anisotropy.
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A limited demonstration of code efficiency testing was undertaken. The intent of 
this testing was to show how the results from different testing schemes can be inter- 
compared and analyzed. The purpose was not to evaluate the efficiency of FTWORK. It 
was completed using the results from the areal recharge functionality tests performed in 
Chapter 9, along with the results of some additional simplified and analogous functionality 
tests. In all, five tests were used in this demonstration, these included the simulation of:
1) an unconfined aquifer with a uniform, constant-spaced grid, subjected to 
areal recharge at a single cell recharge area (500 units high by 500 units 
across with an influx of 1 unit per unit time);
2 ) an unconfined aquifer with a variably-spaced grid, subjected areal recharge 
in a single cell recharge area of 500 feet by 500 feet with an equivalent 
injection flux;
3) an unconfined aquifer with a variably-spaced grid, subjected areal recharge 
in multiple cell recharge area of 500 feet by 500 feet with an equivalent 
injection flux;
4) confined aquifer with a variably-spaced grid, subjected areal recharge in 
multiple cell recharge area of 500 feet by 500 feet with an equivalent 
injection flux compared to the Warner (1989) benchmark solution;
5) confined aquifer with a variably-spaced grid, subjected areal recharge in 
multiple cell recharge area of 500 feet by 500 feet with an equivalent 
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The results from these areal recharge functionality tests provide pertinent 
performance evaluation characteristics that can be effectively summarized into a checklist 
to define accuracy, effort, and, efficiency measures (Table 10-5). The five areal recharge 
tests demonstrate significant differences in the performance evaluation results. The most 
accurate mounding simulation (based upon RMSE) results from Case 3.
In some instances, increased accuracy may require higher amounts of total effort, 
as measured by computer and human resources required; this can result in lower code 
efficiency. Table 10-5 shows that the data set used in Case 3 yields the greatest accuracy 
for the lowest relative effort, yet the efficiency measures, as defined, do not reflect this 
situation. Without some sort of standardized rating system for accuracy and effort, one 
cannot accurately calculate the cost-benefit ratio of specific simulation scenarios and 
accuracy/effort results cannot be inter-compared. For example, the very high RMSE/CPU 
time efficiency measure for Case 2 may suggest that the data set returns high accuracy for 
little CPU effort; in reality it is because there is very poor agreement to the benchmark 
solution as defined by RMSE.
If there was an accepted scheme to normalize or to score the effort and accuracy 
analysis results, then an effective set of efficiency measures could be created. For 
example, if a score value between one and ten was assigned for a specific level of code 
accuracy based upon the results of functionality testing, where a rating of one was 
optimum, and a score value was assigned for a specific level of required effort based upon 
performance evaluation, where a rating of ten was optimum, then quantitative efficiency 
analysis could be completed where a large efficiency measure would reflect a high degree 
of code efficiency.
Such an approach to efficiency analysis would be very useful for potential code 
users because it would provide information to aid in the selection of the best modeling 
approach, and/or simulation code. When such information is provided to the user in a
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standardized form as part of the code documentation, it enables the user or reviewer to 
assess the merits of one code (or modeling approach) versus another.
10.4.3 Reproducibility Testing
A very small reproducibility testing demonstration was performed on FTWORK 
using the data sets supplied by the developers to:
1) briefly demonstrate the reproducibility testing process;
2 ) assess the verification tests that were provided with the code; and to
3) provide a basis for evaluation of the reproducibility process.
The 17 data sets supplied by the FTWORK authors were re-executed and the results 
were examined to determine if these tests generated any run-time problems or unexpected 
results. The data sets were run using a version of FTWORK that was re-compiled during 
the study using standard array dimensions. This was done to ensure that the executable 
code was compatible with the standard IBM-compatible PC used in study. The data sets 
that ran successfully without errors or complications were considered to be fully 
reproducible. The data sets that did not run successfully were considered to be non- 
reproducible. Four of the provided data set results were non-reproducible. Tests A-8 , A-9, 
A-14, and A-16 were not reproducible. This non-reproducibility was caused because the 
defined variable arrays exceeded standard dimensions provided by the developers. The 
results from this reproducibility testing are shown in Table 10-1. The four data sets that 
are non-reproducible are listed as being not applicable (N/A). Non-reproducible data sets 
prohibit further analysis of the code.
10.5 D i s c u s s i o n  o f  P e r f o r m a n c e  E v a l u a t i o n  P r o c e s s
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The results of the limited demonstration of the performance evaluation process 
indicate that this protocol element can effectively characterize the performance 
characteristics of a simulation code by providing the code tester with a standard set of tools 
to independently measure the performance of a code. The use of performance evaluation 
checklists allow code users to summarize evaluation results and evaluate the benefits of one 
code versus another and clearly determine, based upon the defined criteria (accuracy, 
effort, sensitivity etc.), which code, or simulation approach is superior.
However, several problems were encountered and disadvantages identified during 
the demonstration of the performance evaluation process:
► some performance evaluation parameters that may be difficult to measure 
and independently verify {e.g.; CPU time);
► some performance evaluation parameters are difficult to quantify {e.g.; the 
multiplication factors used to calculate HEP: Q , C2, C3, C4) and may be 
prone to subjectivity;
► some of the measures and parameters used in performance evaluation are 
not universally accepted {e.g.; parameters used to define effort (HEP), and 
efficiency (HEP/CPU time)) and may have limited significance to the 
inexperienced code user without some standard scoring system;
► performance evaluation testing may be difficult and time consuming;
► objective efficiency analysis cannot be completed without an accepted 
scoring system for the results of accuracy and effort analysis;
► the wide variability of potential results and the lack of an overall ranking 
scale can make the interpretation of results difficult and may decrease the 
significance of results for the tester; and
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► in addition, the lack of ranking scale or scoring system for overall code 
performance evaluation results can lead to incorrect interpretation of code 
performance characteristics by the code user and model reviewer.
10.6 Summary
Thus far, the limited demonstration of the proposed protocol has shown how the 
code tester can analyze the functionality and evaluate the performance characteristics of 
a particular simulation code using quantitative means. Yet the code tester still has not fully 
determined whether FTWORK meets its design objectives. Several issues regarding the 
applicability of the code still must be assessed, including:
► can the code be used to simulate realistic physical scenarios?
► what type of testing should be undertaken to show true applicability?
► can the code be used to simulate realistic engineering/management 
scenarios?
Such issues must be assessed using applicability assessment methods. This is demonstrated 
using FTWORK and discussed in Chapter 11.
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CHAPTER 11: LIMITED DEMONSTRATION OF APPLICABILITY ASSESSMENT
Applicability assessment addresses the characteristics of the simulation code that 
cannot be adequately evaluated or quantified using functionality analysis and/or 
performance evaluation. Applicability assessment is most significant to regulatory agencies 
and simulation model reviewers because it can help determine the suitability of simulation 
codes for particular applications and ultimately whether the design objectives of the code 
has been met.
A limited demonstration of applicability assessment was performed using the 
simulation code, FTWORK, to illustrate portions of the applicability assessment 
philosophy and processes outlined in Chapter 7. The intent of this demonstration is to show 
how such a procedure might be performed, by identifying and describing the design 
criteria that should be included in an effective test case, rather than to assess the 
applicability of FTWORK. A limited application of this procedure shows how to create 
a standard applicability assessment data set.
11.1 Applicability Assessment Demonstration Procedure
There are three main parts to the limited demonstration of the applicability 
assessment protocol:
1) identification of applicability assessment issues and evaluation of 
"applicability-type" test cases created by the developers of FTWORK;
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2) design and implementation of a standard applicability assessment data set 
for FTWORK, including limited analysis of spatial discretization effects on 
this standard data set;
3) limited analysis, intracomparison, and evaluation of applicability 
assessment results generated from the standard data set with FTWORK.
1 1 . 2  Applicability A s s e s s m e n t  P e r f o r m e d  By F T W O R K  Developers
The developers of FTWORK performed several real-world application tests to 
attempt to document that their code operates according to design. In all, four of the 
approximately 17 verification tests completed by the FTWORK developers investigated 
"applicability assessment" issues. These are listed in Table 9-1 and include:
A-10) the simulation of a regional multi-aquifer system (NW Indiana);
A-11) the simulation of a leaky-confined aquifer (USGS data set);
A-13) Gauss-Newton parameter estimation (calibration problem, Savannah River
Plant (SRP)); and
A-14) the simulation of a three-dimensional flow and transport problem (SRP).
These four code application tests are typical examples of code developer type tests. 
They were used to show that FTWORK can simulate several different physical situations 
and, in the case of Test A-14, to show that FTWORK can perform parameter estimation 
for a ground-water flow scenario. The results from some of these tests were compared 
against Level IIB benchmarks calculated by other simulation codes. There was very little 
documentation provided regarding the quantitative agreement to these benchmark 
solutions.
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In terms of the proposed protocol, these existing "applicability" tests are not 
sufficient to independently assess and document the applicability of FTWORK because 
they are deficient in several ways. Generally, the existing tests do not address all of the 
pertinent applicability elements and/or issues. This is largely due to the fact that they were 
created without the use of design criteria and thus without regard to the assessment of 
specific code applicability issues. In addition, some of the test results were not compared 
or analyzed against any impartial inter-comparison benchmark, making the results less 
useful for applicability assessment. In summary, the existing test cases cannot be used as 
standard data sets for applicability assessment because they were created and/or analyzed 
without:
► a comprehensive design strategy;
► an investigation of spatial and temporal discretization issues;
► addressing specific applicability elements;
► the use of inter-comparison benchmark solutions; and without
► the use of objective statistical and graphical analysis measures.
In addition to the test cases executed specifically for FTWORK, there are other 
previously published data sets may be suitable for applicability assessment provided they 
meet the guidelines of the protocol. There have been several well-documented data sets 
(e.g., Borden, Canada; Roberts, and McKay, 1990) that have been used to document the 
applicability of a simulation code. However, in the absence of available and/or suitable
data sets, it may be necessary to create customized standard data sets. The following
section demonstrates the proper techniques to do this in accordance with the protocol.
11.3 Applicability Assessment Conducted DuringStudy
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A limited applicability assessment of FTWORK was undertaken during this study 
to illustrate how to create and use a customized standard data set to assess some 
applicability issues of FTWORK and to identify some of the benefits and weaknesses of 
this protocol element. The standard data set, or test case, was created and evaluated using 
both IBM-compatible PCs and UNIX workstations to simulate a hypothetical, three- 
dimensional, ground-water pollution scenario.
The standard data set was created using design criteria to ensure that it addressed 
the following applicability issues of FTWORK:
► irregular (non-linear) boundary conditions;
► stream simulation (use of specified head boundary blocks);
► partially-penetrating source/sinks;
► multiple flow directions;
► permeability contrast (heterogeneity);
► anisotropy;
► ground-water flow and contaminant transport that is oblique to the principal
axes of the grid; and
► inactive regions within the active model domain.
A fully three-dimensional, regular (constant-spaced) discretization scheme was 
employed to address these applicability issues. The basic model configuration is composed 
of six layers of uniform and equal thickness. Figures 11-1, 11-2, 11-3, and 11-4 illustrate 
how the cell block types (active, inactive, specified head, and source/sink blocks) are 
distributed throughout the model domain. Inactive areas are represented by black cells, 
specified head cells are shaded, and the source/sink cells are hatched. The distribution of 
inactive cells produces irregular boundaries to the model domain.
Figure 11-1 shows the configuration of the uppermost layer of the model. Two sub­
parallel, specified head boundaries on the left and right sides of model domain simulate
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stream flow. The average specified heads along the left side of the model are higher than 
the average specified heads along the right side of the model, resulting in a net hydraulic 
gradient from left to right. A high permeability channel runs diagonally from the upper left 
to the lower right.
A partially-penetrating injection well (contaminant source) is located in the upper 
left hand comer and a partially-penetrating withdrawal well (contaminant sink) is located 
in the lower right hand comer. The boundary conditions and locations of the wells in this 
layer should cause flow and transport from the upper left region of the model to the lower 
right.
Figure 11-2 illustrates the configuration of layer 2. It is free of specified head 
boundary conditions and source/sink stresses. It has a lower characteristic hydraulic 
conductivity than layer 1 and thus, represents a confining layer that is discontinuous 
because there is a region of higher conductivity values in the center portion of the layer. 
Figure 11-3 schematically depicts the configuration of layers 3 through 6 . These layers are 
free from stresses, specified head boundary conditions, and heterogeneity.
A representative cross-section was drawn through the model domain. This is 
indicated as line A-A' in Figures 11-1, 11-2, and 11-3. Cross-section A-A' is illustrated 
in Figure 11-4. The uppermost model layer is unconfined and there are two confining 
layers. The uppermost confining layer is discontinuous and there is a fair degree of 
heterogeneity in the model.
11.3.1 Spatial Resolution Issues
Incorrect spatial and temporal resolution specifications can result in poor standard 
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of the code. Therefore, it is imperative to investigate the potential impact that grid 
resolution can have upon the standard data set and generated results. To demonstrate how 
an optimum standard data set should be designed and implemented, a series of three 
different potential model grid discretization schemes were created. Three cases that used 
progressively increasing spatial discretization were created to identify potential effects due 
to spatial discretization concerns. This type of analysis should be used to ensure that the 
standard data set is free of errors due to incorrect spatial discretization. By increasing the 
spatial discretization of the standard data set (with all other input parameters remaining 
constant) until no significant changes occur in the simulated results, one can ensure that 
the data set possesses sufficient spatial discretization to be used as an applicability 
assessment standard data set.
The following limited demonstration shows how an increasing spatial discretization 
analysis could be used to determine the optimal grid density for an applicability assessment 
standard data set. The following three cases could be used to determine the optimal spatial 
discretization configuration for a standard data set:
Case 1) 15 cells wide x 15 cells high x 6 layers;
Case 2) 60 cells wide x 60 cells high x 6 layers; and
Case 3) 135 cells wide x 135 cells high x 6 layers
These spatial discretization schemes are significant due to the geometry used in the 
basic model configuration. The cell sizes in the basic model configuration (Case 1) are 
1200 units of length by 1200 units of length making the total model domain 18000 length 
units by 18000 length units. The top of layer 1 is 800 units of elevation and the bottom of 
layer 6 is 0 units of elevation, making each uniform layer 133.3 units thick. When this 
basic model configuration is progressively subdivided in a step-wise fashion to increase 
spatial discretization, the cell size in the final step (Case 3) is cubic with each side having 

















































































































































Figure 11-5 graphically illustrates in two dimensions how increasing discretization 
affects a representative cell. The increased discretization in the model domain occurs 
within each cell and the thickness of the cell is held constant at 133.3 units. This approach 
ensures that as discretization is increased the overall geometry of the modeled structures 
are preserved. The high permeability zone in layer 1, for instance, retains its zig-zag 
shape. This approach significantly increases the ease of implementing successive 
discretization and the post-processing required to inter-compare discretization runs. This 
facilitates the comparison of results from each of the different discretization schemes 
because results must be compared at the same relative locations in space. Because 
FTWORK is a block centered code and the dependent variable is calculated at the center 
of each cell, this location must be at the centroid location of each cell or block of cells.
The physical input parameters used in the three runs should be held constant. All 
of the details regarding the input parameters and output results used in this limited 
demonstration can be found in the data files included in the attached floppy disk in 
Appendix E. Additional copies of this disk and all the files used in this study can be 
obtained from the IGWMC at the Colorado School of Mines upon request.
11.3.2 Results of Grid Resolution Optimization
Two applicability assessment simulation runs were executed using the spatial 
discretization schemes defined for Case 1 and Case 2. The results from these two runs 
indicate that the simulated hydrogeologic flow regime is complex, but consistent with 
conceptual behavior. Figure 11-6 shows the calculated hydraulic heads for layer 1 for 
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Figure 11-6: Isometric column plot of hydraulic heads for low resolution grid (Case 1). 
































portion of the domain (within the high permeability zone) and there is a large contrast in 
head values along the specified head boundary near the lower the right side of the model. 
It is difficult to evaluate the flow regime for Case 1 in this area due to the low spatial 
resolution.
In contrast, Figure 11-7 shows the calculated heads for layer 1 for discretization 
Case 2. The potentiometric surface is now very well-defined and smooth except in the 
lower right-hand comer, where a sharp contrast in hydraulic heads continues to exist, due 
to the large permeability contrasts in the area (see Figure 11-4). The high permeability 
zone in layer 1 acts like a trench. Water flows in from the adjacent cells due to the 
hydraulic gradient but cannot easily flow out due to the low permeability cells that are 
located underneath it and downgradient to it.
Although the input data sets used to simulate the two cases are identical, except for 
the spatial discretization schemes used, the results are significantly different. The results 
from the two grid discretization cases were inter-compared using standard protocol 
graphical measures. To make the results spatially compatible between the two cases, the 
results from Case 2 were averaged for areas corresponding to the Case 1 cells (1200 units 
x 1200 units).
Figure 11-8 depicts the isometric column plot of the residuals between Case 1 and 
Case 2. It shows that the greatest residuals between the two discretization cases are found 
in the lower right-hand portion of the model domain where large hydraulic gradients exist. 
Where the residuals are positive, the hydraulic heads from Case 1 are greater than those 
calculated using Case 2. This relative overestimation of the potentiometric surface in Case 
1 occurs because FTWORK cannot approximate the potentiometric surface accurately 
where there are steep hydrologic gradients using a low resolution grid. This phenomenon 
can occur in all discrete simulation models. The high resolution grid used in Case 2 much 
























Figure 11-8: Isometric column plot of residuals between the low resolution grid results (Case 
1) and the average of the medium resolution grid (Case 2). Positive residuals indicate heads 
from Case 1 are greater than average heads for Case 2.
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data sets used in applicability assessment must have sufficient spatial discretization to 
accurately analyze complex potentiometric surface conditions.
Due to time and resource restraints only Case 1 and Case 2 were executed. It is 
anticipated that another increase in grid discretization (Case 3) would result in a further 
smoothing of the potentiometric surface. Such an increase in grid resolution and smoothing 
of the potentiometric surface may not justify the increased effort required.
In summary, this demonstration shows the importance of determining optimal 
discretization scheme for the standard data set. A standard data set that uses a grid 
resolution that is too low may not identify potential code applicability problems, for 
example, in areas of high permeability contrast. To ensure that the standard data set is 
adequately designed with respect to temporal discretization issues, a similar type of 
analysis should also be done to determine the optimal temporal discretization. This should 
be done by executing a series of standard data sets that differ only with respect to the 
temporal discretization scheme used. Temporal discretization should be progressively 
increased in each of the succeeding runs and results should be analyzed to determine the 
point at which appreciable differences cannot be detected.
11.4 Results of Applicability Assessment
An applicability assessment checklist was created to summarize the applicability 
elements used in the standard data set. This checklist, shown in Figure 11-9, illustrates 
which applicability issues are addressed by the data sets created by the FTWORK 
developers and which are addressed using the standard data set in relation to the physical 
system and engineering/management.
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Figure 11-9: Applicability Assessment Checklist for FTWORK
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Figure 11-9 indicates that the standard data set is relatively effective in assessing 
the majority of identified applicability issues. This approach of cataloging the issues 
assessed by the applicability standard data sets can also be used to assess the test cases 
performed by the developers of FTWORK. Figure 11-9 shows that the code tests 
performed by the FTWORK developers are insufficient because very few of the identified 
applicability issues are checked off as being addressed. To fully assess FTWORK for all 
applicability issues, other standard data sets may be required.
11.5 E v a l u a t i o n  o f  A p p l i c a b i l i t y  A s s e s s m e n t  P r o c e s s
It was found that the procedures used to assess the applicability of simulation codes 
can be difficult to define and execute. There is a wide variety of potential standard data 
sets and test case configurations that can be used in applicability assessment. The use of 
design criteria can be effective in the standardization of the applicability assessment design 
process.
Overall, it was found that the applicability assessment process was effective in 
addressing the:
► potential for large variability in standard data set design;
► current lack of standard rules regarding temporal and spatial discretization 
that should be used in code evaluation and verification data sets that can 
lead to erroneous assessment of code applicability.
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In addition, it was found that the applicability assessment protocol element is limited 
because it:
► is complex and time-consuming; and
► lacks absolute, or objective, benchmarking techniques that can be used to 
evaluate applicability assessment results thus, interpretation of results can 
still be somewhat subjective.
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CHAPTER 12: SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS
Historically, simulation code-testing has been limited to the use of verification and 
validation techniques. It has been documented that these techniques have been of limited 
value in the evaluation of simulation codes. The research completed in this study suggests 
that the proposed, three-element, code-evaluation protocol is a more comprehensive and 
useful technique for the evaluation of ground-water simulation codes.
The value of having a standardized method of evaluating ground-water codes has 
been well-documented (van der Heijde and Elnawawy, 1992), yet there is no code- 
evaluation methodology that fulfills the needs of all code-evaluation audiences. Lessons 
learned from previous code-evaluation studies were incorporated into the design of the 
proposed protocol and augmented, where necessary, with new techniques to address code- 
evaluation issues that have not previously been successfully addressed.
Based upon problems encountered in earlier studies, the application of the protocol 
was constrained to developing test cases that are free of ambiguous conditions or numerical 
implementations, and to test cases that use rectangular spatial discretization. The protocol 
was demonstrated in a limited fashion using the simulation code, FTWORK to illustrate 
some of the feasibility and utility issues of the developed protocol, identify significant 
advantages and disadvantages of the protocol, and show how effective test cases can be 
developed.
In summary, three objectives were met by this completed code-evaluation study:
1) a standardized, systematic, step-wise approach to the testing of ground­
water simulation codes was developed and described;
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2) the proposed simulation code-testing protocol operation was demonstrated 
by applying it to a specific ground-water simulation code (FTWORK); and
3) the proposed protocol was evaluated to determine if it was a feasible code- 
evaluation technique.
12.1 S u m m a r y  o f  P r o t o c o l
The developed code-evaluation protocol can be summarized for each of the three 
protocol elements.
12.1.1 Functionality Analysis
Functionality analysis provides the code evaluator with qualitative and quantitative 
measures of the abilities and accuracy of a simulation code with respect to standard 
benchmark solutions. Code abilities are identified and characterized through functionality 
description, identified code functions are tested using standard code functionality tests 
against Level I and Level II benchmark solutions, and residuals are analyzed using 
standard statistical and graphical measures. Identified code functions and benchmark 
solutions are summarized in a functionality matrix.
Primary Audiences:
Code developers, and code users faced with code selection are the primary 
audience for functionality analysis.
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Philosophy:
Functionality analysis is designed to evaluate each code function for conceptual 
correctness and computational accuracy through inter-comparison and residual 
analysis, and to combine code functionality with code-evaluation status and 
appropriate benchmark solutions in easy to understand summary structures. 
Historical Perspective/Justification:
Past code-testing typically relied on very simplified inter-comparison analysis and 
lacked the use of standardized guidelines.
Advantages:
Functionality analysis uses standardized procedures: Level I and Level II 
benchmark solutions, residual analysis, standard evaluation tools, summary 
structures, and reporting techniques provide unbiased analysis of code 
functionality.
Disadvantages:
Benchmarks can be limited by simplifying assumptions (Level I), or by 
implementation issues (Level II), and availability.
Protocol Steps:
The designed process for functionality analysis involves:
1) completion of standard functionality description checklist;
2 ) development of test cases to evaluate identified code functions using a 
comprehensive and efficient design strategy that employs design criteria 
that are organized into functionality tables to address a number of 
functionality issues in a single test;
3) selection and implementation of appropriate, well-defined, benchmark 
solutions (analytically or numerically derived) that are free of limiting 
assumptions and can generate solutions for any time or location in space;
ER-4570 224
4) inter-comparison of results using residual analysis for at least 20 points 
along each of the three principal axes of the model domain and along two 
diagonals using standard statistical and graphical measures; and
5) compilation of identified code functions and benchmark solutions into 
functionality matrix.
12.1.2 Performance Evaluation
Peformance evaluation provides a standard measure of the operational 
characteristics of the simulation code including: efficiency, sensitivity, and 
reproducibility.
Primary Audiences:
Code users faced with code selection and code reviewers are the primary audience 
of performance evaluation.
Philosophy:
Performance evaluation is designed to evaluate the operational characteristics of a 
simulation code to help differentiate between codes with similar functionalities. 
Historical Perspective/Jratification:
No standardized guidelines and/or measures exist for the characterization of 
performance characteristics.
Advantages:
Performance evaluation uses standardized procedures, evaluation tools, standard 
summary structures and reporting techniques.
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Disadvantages:
Performance evaluation can be impractical due to the large variety of possible
computer platforms, user abilities levels, and user interfaces.
Protocol Steps:
The designed process for performance evaluation involves the following steps:
1) determination of five performance evaluation criteria (i.e. , accuracy, effort, 
efficiency, sensitivity, and reliability) for previously defined functionality 
tests using standardized measures;
2) manipulation and re-execution of previously defined functionality tests to 
evaluate performance evaluation in relation to four categories (spatial 
discretization, temporal discretization, solution parameterization, and model 
grid orientation);
3) determination of five performance evaluation criteria (i.e. , accuracy, effort, 
efficiency, sensitivity, and reliability) for edited functionality tests using 
standardized measures;
4) compilation of measured code performance characteristics into performance 
evaluation checklists.
12.1.3 Applicability Assessment
Applicability assessment provides a measure of the applicability of a code to 
successfully handle a problem by evaluating its response to a standard data sets.
Primary Audiences:




Applicability assessment is designed to quantify the ability of a code to successfully 
simulate a problem by evaluating its response to standard data sets. These standard 
data sets may be taken from published studies or specially designed to assess 
specific applicability issues.
Historical Perspective/Justification:
Past efforts typically involved inter-comparison of code results to analogous field 
or laboratory results, however, natural variability and potential inconsistencies 
(measurement error, etc.) limit their utility as reliable benchmark solutions. 
Advantages:
Applicability assessment uses standard procedures and standard data sets to 
overcome problems inherent in existing assessment techniques 
Disadvantages:
Applicability assessment can be cost and labor intensive, evaluation of results can 
be subjective.
Protocol steps:
The designed process for applicability assessment involves:
1) identification existing standard data sets that may be appropriate for
applicability assessment;
2) analysis of existing standard data sets using standard applicability
assessment tables to determine adequacy of data sets to assess all identified 
applicability issues ;
3) if necessary, creation of new standard data set(s) that address untested
applicability assessment issues using standard design criteria and. 
applicability assessment table(s);
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4) inter-comparison of results to a comparable simulation code and evaluation
using residual analysis and standard statistical and graphical measures.
1 2 . 2  P r i n c i p a l  C o n c l u s i o n s
The code-evaluation study identified a series of significant points regarding the 
testing and evaluation of simulation codes. These include:
► existing evaluation methodologies are insufficient to independently 
characterize simulation codes;
► there are three distinct code-testing audiences: code developers, code users, 
and code reviewers; each has a unique set of different needs and interests;
► a standard protocol is needed, to address the needs of these groups; and
► the developed, code-evaluation protocol contains three principal elements 
and appears to be a feasible methodology for standardized ground-water 
simulation code assessment and evaluation to address the needs of these 
audiences.
The code-evaluation study identified a series of advantages of the code-evaluation 
protocol including:
► it provides a standardized basis to evaluate disparate ground-water 
simulation codes, including standardized evaluation and reporting 
techniques and structured organizational matrices and checklists that can 
bring together diverse code characterization information in a succinct 
manner.
► it provides consistent techniques to establish a "knowledge base" regarding 
the evaluation status of the simulation codes under investigation;
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► it provides consistent code-evaluation techniques that effectively integrate 
graphics and statistics;
► it allows for evaluation of code simulation results using representative 
sample populations and thereby decreases the required amount of overall 
evaluation effort;
► it provides guidelines on significant design criteria for creation of code- 
evaluation test cases;
► it can increase test efficiency by testing for all three protocol elements with
one well-designed test case.
The code-evaluation study also identified several disadvantages of the protocol, including:
► a significant amount of work is required to fully evaluate a simulation code
in accordance with the guidelines of the protocol;
► significant costs may be associated with such an effort; and
► some subjectivity concerning code-evaluation remains; additional work may
be required to obtain a consensus or acceptance of some of the measures 
used in the protocol, especially those relating to performance evaluation and 
applicability assessment;
The code-testing protocol provides a procedural structure for the audiences to use. 
Because each of the code-testing audiences differ considerably in terms of needs and 
objectives it is left to each of the code-testing audiences to decide whether the results of 
the testing suggests that the simulation code is acceptable and/or suitable with respect to 
their needs and purposes and whether additional testing and characterization is required.
Just as it is up to the discretion of the code users to make the proper selection of 
the most appropriate simulation code based upon the needs of their modeling project and 
the functionality description of the simulation model, it is up to the code developers to 
devise their own tests in accordance with the protocol such that all of the identified
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concerns and issues have been addressed. The use of standardized checklists, matrices, and 
tables should be used to identify gaps or needs in the testing and documentation process 
for the code developer.
12.2.1 Conclusions Concerning Functionality Analysis
The code-evaluation study indicates that the functionality analysis protocol element 
is an essential component for the independent evaluation of simulation code accuracy. 
Functionality analysis can effectively characterize simulation codes and provide succinct 
information on available functions, the amount and type of code-testing that has been 
performed, and the accuracy of the tested functions using standard procedures.
Many different possible test configurations and a large variety of potential 
benchmark solutions can be used in functionality testing with varying degrees of success. 
Thus, great care must be taken in the creation and interpretation of functionality test cases. 
Use of standardized tools such as functionality tables, and generalized rules on benchmark 
selection are proposed to make the design and implementation of code functionality tests 
more uniform.
The limited demonstration of functionality analysis showed that well-designed tests 
can identify functionality problems and may provide important information on correct 
simulation code implementation for the code user.
Functionality analysis may be limited because not all code issues can be adequately 
addressed using benchmark solutions. Appropriate benchmark solutions may not exist for 
the code issue of interest, or the benchmark solutions may be limited due to the 
simplifying assumptions on which they are based. Code-evaluation issues that cannot be
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addressed by functionality analysis must be evaluated using performance evaluation and 
applicability assessment.
12.2.2 Conclusions Concerning Performance Evaluation
The code-evaluation study has shown that this protocol element can provide 
independent measurements of code performance to evaluate the relative benefits of one 
code versus another and clearly determine, based upon defined criteria (accuracy, effort, 
sensitivity etc.), which code, or simulation approach, is superior.
However, several problems exist in the performance evaluation process:
► some performance evaluation parameters may be difficult to quantify or 
verify {e.g., HEP, CPU time, etc.), and thus may be prone to subjectivity;
► some of the measures and parameters used in performance evaluation are 
recently defined and not universally accepted, and thus may have limited 
significance until they gain acceptance;
► the wide variability of potential results and the lack of an overall ranking 
scale can make the interpretation of results difficult, and may decrease the 
significance of results for the code evaluator.
12.2.3 Conclusions Concerning Applicability Assessment
Applicability assessment has been shown to be an effective technique for the 
characterization of the subjective issues involved in code-evaluation. The results of 
applicability analysis can be used to convince simulation code and model regulators and
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reviewers whether the simulation code used for a particular application is appropriate. 
Historically, such a decision was solely based upon documented cases describing use of 
a simulation code for similar applications of interest.
The code-evaluation study indicates that the profusion of possible applicability 
assessment test configurations can make the applicability assessment process difficult to 
objectively define and evaluate. However, the use of design criteria can streamline the 
process and increase the standardization of applicability assessment procedure.
The most significant advantage of applicability assessment is that it provides a 
methodology to assess the components of the code that otherwise could not be assessed.
Specific disadvantages to applicability assessment include:
► potential for large variability in standard data set design;
► lack of objective technique for evaluating applicability assessment results; 
this increases subjectivity and leaves results open to interpretation;
► lack of standard rules regarding temporal and spatial discretization; this can
lead to erroneous assessment of code applicability; and
► the overall procedure can be complex and time-consuming.
12.3 Recommendations .for Future Work
Although the code-testing protocol has been fully developed and subjected to a 
limited demonstration and evaluation, there is still a great need for additional study, for 
generation of additional standardized test cases, and for protocol application. It is hoped 
that this ground-water simulation code-testing protocol can be further refined and expanded 
so that eventually it will be fully accepted and applicable to other types of simulation 
codes, including unsaturated zone flow and transport simulation codes and simulation
frfy'c:
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codes that are subject to non-rectangular discretization. Two recommendations for specific 
future activities are suggested at this time.
12.3.1 Public Forums for Discussion and Acceptance
To avoid confusion and to ensure acceptance of a single code-testing protocol by 
the modeling community, a public forum that includes the three identified code-evaluation 
audiences (code developers, code end users, and code reviewers and regulators) should be 
held to standardize and to officially sanction a uniform code-testing protocol that can be 
used to assess all future codes. The reporting of code-testing results also needs to be 
standardized according to an accepted format. This will allow for the uniform inter­
comparisons of results. A universally accepted testing protocol will certainly lead to better 
quality control and quality assurance of ground-water codes.
12.3.2 Computer-Assisted Organization of Testing Protocol
Due to the large amount of information and modeling options that comprise the 
spectrum of simulation modeling, some type of automation may be needed to aid in the 
classification and simplification of simulation code-testing. It is hoped that as computer 
hardware and software becomes more sophisticated, new techniques will provide for the 
use of true three-dimensional matrices and checklists. These new matrices and checklists 
should be linked to automated databases using hypertext. This would theoretically allow 
a code tester to use a computer with a pointer to select a specific code test or a benchmark 
solution to find out more information about it. This additional information could be
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benchmark-specific (e.g., was the simulation code of interest tested against this benchmark 
solution?) or the information could be function-specific (e.g., does this code contain a 
specific function of interest to the user?). This technology should be applied to all three 
elements of the testing protocol. Eventually this code-testing and characterization approach 
may evolve into a computerized expert system which may be used to help:
1) code developers test and document their codes;
2) code end users choose and implement simulation codes correctly; and
3) model regulators oversee the appropriate use of simulation codes.
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GLOSSARY OF TERMS
The terms and definitions used in this study were either taken from references and 
reports as noted, or were defined by the report author using standard hydrogeology text 
books. They are summarized here.
Analytical model - a simulation model that solves the mathematical model
(including the boundary conditions and governing equations) 
using a closed-form, analytical expression for the dependent 
variable. This type of solution is continuous in time and 
space.
Applicability assessment - an element of the testing protocol that provides a measure of
the applicability of a code to successfully handle a problem 
by evaluating its response to a standard data set
Benchmark solution - the reference solution to which other results are compared.
Benchmarks can be derived through conceptual, analytical, 
or numerical means.
Computer code - the computer language or code, compiled into an executable
program, that is used to provide solutions for the 







the conceptualized system on which the simulation model is 
based. It includes all the components of the system and 
represents the best understanding of how the components 
operate together.
the set of measures, conditions, and/or requirements that are 
used to test and characterize a product, process, or 
procedure to ensure its suitability for an intended use.
an element of the testing protocol that provides qualitative 
and quantitative measures of the abilities and accuracy of a 
code with respect to standard benchmark solutions.
model a simplified, mathematical representation of the 
subsurface component of a hydrological system that has 
been programmed in a computer language and defined by 
the proper boundary conditions, parameters, and stresses 
(van der Heijde et al. , 1988)
the mathematical expression, or system of expressions, used 









use of existing analytical solutions, as well as in-depth 
post-audits of site-specific model applications for code 
inter-comparison and analysis (National Research Council; 
1990).
the comparison of model results with numerical data 
independently derived from laboratory experiments or 
observations of the environment (ASTM, 1984).
a simulation model that solves the mathematical model 
discretely with respect to time and space by employing 
numerical approximations of the governing partial 
differential equation(s).
reference solution that is derived exact solution techniques 
(e.g., analytical solution techniques) for the partial 
differential equations used in the numerical model being 
tested.
an element of the testing protocol that provides a measure of 
the performance characteristics of the code including: 
efficiency, sensitivity, stability, and reproducibility







a simulation model that solves the mathematical model 
discretely with respect to time and/or space by employing 
numerical approximations of the complex analytical 
solutions found in some analytical models (van der Heijde 
and Elnawawy; 1992).
a computer program or code that is used to develop and 
evaluate the site-specific ground-water model
a simplified, mathematical representation of a physical 
system that has been programmed in a computer language 
and defined by the proper conditions, parameters, and/or 
stresses.
reference solution that is generated using non-exact means 
(e.g., Empirical lab or field studies) for the partial 




ASTM American Society for Testing and Materials
CPU Central Processing Unit
HYDROCOIN Hydrologic Code Intercomparison
IGWMC International Ground-Water Modeling Center
INTRACOIN International Nuclide Transport Code Intercomparison
INTRAVAL International Project to Study Validation of Geosphere Transport
Models
NRC National Research Council, Nuclear Regulatory Agency
SKI Swedish Nuclear Power Inspectorate
SRP Savannah River Plant
USEPA United States Environmental Protection Agency
USGS United States Geological Survey
USNBS United States National Bureau of Standards
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A P P E N D I X  A
This appendix includes a series of generic functionality tables. These functionality 
tables may be modified and used to help design a functionality testing program for a 
typical ground-water flow and contaminant transport simulation code.
Each functionality table lists the questions and issues that may be of concern for 
the identified code function being assessed, the objectives that a functionality test should 
address, and the type of benchmark that could be used to accomplish this.
The twelve functionality tables presented in this Appendix represent a small sample 
of the code function issues that should be examined to fully evaluate the functionality of 
a ground-water simulation code.
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H ow  does the code function when 
subject to adsorption with respect 
to expected behavior and results?






W hat happens to the mass balance 
o f the code results when 
adsorption is significant?
To determine how the code functions with 






W hat happens when adsorption is 
specified to be equal to one?
To determine code treatment o f potential 
inconsistent input; attempt to uncover coding 
errors with respect to adsorption and ill- 





How does the code function when 
subject to linear adsorption 
compared to a comparable 
analytical solution?
To determine the correctness o f the code 






H ow  does the code function when 
subject to non-linear adsorption 
(Freundlich isotherms) compared 
to a comparable analytical 
solution?
To determine the correctness o f the code 






How do code results due to linear 
adsorption compare to results 
generated from the use o f 
withdrawal wells (chemical sinks) 
o f a comparable mass flux?
To determine if  errors exist in either the 
chemical adsorption or withdrawal well 
function algorithms and to discriminate 







Table A-2: Aquifer Type Functionality Table: Confined vs. Unconfined
Question/Issue Objective: Intercomparison 
Benchmark /  
(Benchmark Type)
How does the code function when 
subject to unconfined conditions 
with respect to expected behavior 
and results?






How does the code function when 
subject to unconfined conditions 
with respect to expected behavior 
and results?






W hat happens when uppermost 
layer is unsaturated? In  a steady- 
state model? In  a transient model? 
In  a confined model? In  an 
unconfined model?
To determine how the code responds to 
inconsistent input; attempt to uncover 
coding errors with respect to recharge and 





W hat happens to the water/mass 
balance o f the model when 
heterogeneity is very significant in 
a confined aquifer? In  an 
unconfined aquifer?
To evaluate ability o f code to trap potential 
inconsistent input and/or input errors; 
attempt to uncover coding errors with 






W hat happens to the water/mass 
balance o f the model when 
drawdown is very significant in a 
confined aquifer? In  an unconfined 
aquifer?
To evaluate ability o f code to trap potential 
inconsistent input and/or input errors; 
attempt to uncover coding errors with 






How  does the code function when 
subject to conversion from  
confined to unconfined aquifer 
conditions compared to a 
comparable analytical solution?
To determine the accuracy o f the code 




benchmark - (Level 
IB )
How  do code results due to 
confined aquifer type specification 
using a specification flag compare 
to results generated from  an 
alternative, overlying low  
permeability layer?
To determine if  errors exist in either the 
aquifer type specification or the 
permeability algorithm and to discriminate 






Table A-3: Functionality Table: Chemical Dispersion
Question/Issue Objective: Intercomparison 
Benchmark /  
(Benchmark Type)
How  does the code function 
when subject to areal recharge 
with respect to expected 
behavior and results?





W hat happens when uppermost 
layer is unsaturated and the 
model is subject to chemical 
dispersion? In  a steady-state 
model? In  a transient model? In  
a confined aquifer? In  an 
unconfined aquifer?
To determine how the code responds to 
inconsistent input; attempt to uncover 
coding errors with respect to degree of 
saturation, evapotranspiration, and ill- 




W hat happens when chemical 
dispersion is applied to the same 
location as another stress 
(pumping/injection w ell, areal 
recharge, etc.)
To determine code treatment o f potential 
inconsistent input; attempt to uncover 
coding errors with respect to ill-defined 




W hat happens when chemical 
dispersion is specified to be 
equal to zero?
To determine code treatment o f potential 
inconsistent input; attempt to uncover 
coding errors with respect to ill-defined 




W hat happens to the mass 
balance o f the code when 
chemical dispersion is 
significant?
To determine how the code responds 





How  accurate is the code when 
subject to chemical dispersion 
with respect to a comparable 
analytical solution?
To determine the correctness of the code 






H ow  do code results due to 
chemical dispersion compare to 
results generated from  
mechanical dispersion?
To determine the accuracy o f the code 
(specifically the algorithms used for 







Table A-4: Functionality Table: Evapotranspiration
Question/Issue Objective: Intercomparison Benchmark /  
(Benchmark Type)
How  does the code function 
when subject to areal recharge 
w ith respect to expected behavior 
and results?
To determine, conceptually, i f  the 
code functions correctly
Intuitive, conceptual 
benchmark (Level IA )
W hat happens when uppermost 
layer is unsaturated and the 
model is subject to 
evapotranspiration? In  a steady- 
state model? In  a transient 
model? In  a confined aquifer? In  
an unconfined aquifer?
To determine how the code 
responds to inconsistent input; 
attempt to uncover coding errors 
with respect to degree o f saturation, 
evapotranspiration, and ill-defined 
models (i.e . error trapping)
Intuitive, conceptual 
benchmark (Level IA )
W hat happens when 
evapotranspiration is applied to 
the same location as another 
stress (pumping/injection w ell, 
areal recharge, etc.)
To determine code treatment of 
potential inconsistent input; attempt 
to uncover coding errors with 
respect to ill-defined model (i.e . 
error trapping)
Intuitive, conceptual 
benchmark (Level IA )
How  does the code perform  
when compared to a comparable 
analytical solution?
To determine the accuracy and 
correctness o f the code (specifically 
the evapotranspiration algorithm)
Absolute, explicit, 
intercomparison benchmark - 
(Level IB )
H ow  do code results due to 
evapotranspiration compare to 
results generated from  the use of 
withdrawal wells o f a comparable 
flux?
To determine if  errors exist in either 
the evapotranspiration or the 
withdrawal well function algorithms 






Table A-5: Functionality Table: Chemical Retardation
Question/Issue Objective: Intercomparison 
Benchmark 
(Benchmark Type)
How  does the code function 
when subject to retardation with 
respect to expected behavior and 
results?
To determine, conceptually, i f  the code 
functions correctly
Intuitive, conceptual 
benchmark (Level IA )
W hat happens to the mass 
balance o f the code results when 
chemical retardation is 
significant?
To determine how the code responds 
complex input; investigate potential 
coding errors
Intuitive, conceptual 
benchmark (Level IA )
W hat happens when chemical 
retardation is specified to be 
equal to zero?
To determine code treatment o f potential 
inconsistent input; attempt to uncover 
coding errors with respect to radio­
chemical decay and ill-defined models 
(i.e . error trapping)
Intuitive, conceptual 
benchmark (Level IA )
W hat happens when chemical 
retardation is applied to the same 
location as another stress 
(pumping/injection w ell, E T , 
etc.)
To determine code treatment o f potential 
inconsistent input; attempt to uncover 
coding errors with respect to ill-defined 
models (i.e . error trapping)
Intuitive, conceptual 
benchmark (Level IA )
How  does the code perform  
when subject to chemical 
retardation and when compared 
to a comparable analytical 
solution?
To determine the accuracy o f the code 






H ow  do code results due to 
chemical retardation compare to 
results generated from  a model 
w ith a ground water velocity 
which has been decreased by a 
comparable amount?
To determine if  errors exist in either the 
chemical retardation or ground water 
velocity functions and to help discriminate 





Table A-6: Functionality Table: Aquifer Storage Functionality
Question/Issue Objective: Inte rcomparison 
Benchmark Test /  
(,Analysis Type)
How does the code perform when 
subject to changes in aquifer storage 
conditions w ith respect to expected 
behavior and results?
To determine, conceptually, if  the 
code performs correctly
Intuitive, conceptual 
benchmark (Level IA )
W hat happens to the water/mass 
balance o f the code results when 
aquifer storage is very large in a 
confined aquifer? V ery small in an 
unconfined aquifer?
To evaluate ability o f code to trap 
potential inconsistent input and/or 
input errors; attempt to uncover 
coding errors with respect to an ill- 
defined model (i.e . error trapping)
Intuitive, conceptual 
benchmark (Level IA )
How  does the code perform when 
subject to conversion from  confined 
to unconfined aquifer conditions 
compared to a comparable analytical 
solution?
To determine the accuracy o f the 




benchmark - (Level IB )
How do code results under steady 
state conditions (where infinite 
aquifer storage is im plicit) compare 
to results generated from  an 
analogous model where infinite 
aquifer storage is explicitly 
specified?
To determine i f  errors exist in 
either the aquifer type specification 
or the permeability algorithm and to 






Table A-7: Functionality Table: Steady State vs. Transient
Question/Issue Objective: Intercomparison Benchmark 
/  Benchmark Type)
How does the code function 
when subject to changes in 
temporal conditions with 
respect to expected behavior 
and results?
To determine, conceptually, if  the code 
functions correctly
Intuitive, conceptual 
benchmark (Level IA )
W hat happens to the 
water/mass balance o f a 
steady-state model when is 
subject to very low storage?
To evaluate ability o f code to trap 
potential inconsistent input and/or input 
errors; attempt to uncover coding 
errors with respect to an ill-defined 
model (i.e . error trapping)
Intuitive, conceptual 
benchmark (Level IA )
W hat happens to the 
water/mass balance o f a 
transient model when is 
subject to very low storage?
To evaluate ability o f code to trap 
potential inconsistent input and/or input 
errors; attempt to uncover coding 
errors with respect to an ill-defined 
model (i.e . error trapping)
Intuitive, conceptual 
benchmark (Level IA )
How does a transient model 
function when compared to a 
comparable analytical 
solution? In  a confined 
aquifer? In  an unconfined 
aquifer?
To determine the accuracy o f the code 
(specifically the temporal algorithms)
Explicit, intercomparison 
benchmark - (Level IB )
How does a steady state 
model perform when 
compared to a comparable 
analytical solution ? In  a 
confined aquifer? In  an 
unconfined aquifer?
To determine the accuracy of the code 
(specifically the temporal algorithms)
Explicit, intercomparison 
benchmark - (Level IB )
How do code results due to 
steady state temporal 
specification compare to 
code results generated from  
an alternative, long term  
transient temporal 
specification?
To determine if  errors exist in either 
the aquifer type specification or the 
permeability algorithm and to 





Table A-8: Functionality Table: Type I Boundary Conditions (Prescribed Flux)
Question/Issue Objective: Intercomparison 
Benchmark /  
(Benchmark Type)
How does the code function when 
subject to prescribed value boundary 
(head/concentration) conditions with 
respect to expected behavior and 
results?






W hat happens when the prescribed 
value boundary (head/concentration) 
exceeds the aquifer capacity?
To determine code treatment o f 
potential inconsistent input; attempt to 
uncover coding errors with respect to 





W hat happens to a steady-state model 
when subject to prescribed 
head/concentration boundary condition 
in the center o f the model domain? I f  
and when does it reach steady state or 
equilibrium  conditions?
To determine the correctness o f the 
code (specifically the algorithm used 






W hat happens to a steady-state model 
when subject to prescribed 
head/concentration boundary conditions 
on the sides o f the model domain? I f  and 
when does it reach steady state or 
equilibrium conditions?
To determine the accuracy o f the code 







W hat happens when layer to which the 
prescribed head/concentration boundary 
condition is applied is unsaturated? In  a 
steady-state model? In  a transient 
model? In  a confined aquifer? In  an 
unconfined aquifer?
To determine code treatment of 
potential inconsistent input; attempt to 
uncover coding errors with respect to 
ill-defined models and with respect 






How does the code function when 
compared to a comparable analytical 
solution?
To determine the accuracy o f the code 





H ow  does the code (complete with 
prescribed value boundaries) compare to 
the results o f an analogous simulation 
code which employs a source/sink to 
achieve the same desired result?
To determine if  errors exist in either 
the prescribed head/concentration 
boundary condition or the source/sink 







Table A-9: Functionality Table: Type II Boundary Conditions (Prescribed Flux)
Question/Issue Objective: Inter comparison 
Benchmark /  
Benchmark Type)
How does the code 
perform when subject to 
prescribed flux boundary 
(volume/mass) conditions 
with respect to expected 
behavior and results?
To determine, conceptually, i f  the code 
performs correctly
Intuitive, conceptual 
benchmark (Level IA )
What happens when the 
prescribed flux boundary 
(volume/mass) exceeds the 
aquifer capacity?
To determine code treatment o f potential 
inconsistent input; attempt to uncover coding 
errors with respect to ill-defined models (i.e . 
error trapping)
Intuitive, conceptual 
benchmark (Level IA )
W hat happens to a steady- 
state model when subject 
to prescribed flux 
boundary condition in the 
center o f the model 
domain? I f  and when does 
the model reach steady 
state or equilibrium  
conditions?
To determine the correctness o f the code 
(specifically the algorithm used for the 
prescribed volume/mass boundary condition 
terms).
Intuitive, conceptual 
benchmark (Level IA )
W hat happens to a steady- 
state model when subject 
to prescribed 
head /  concentration 
boundary conditions on 
the sides o f the model 
domain? I f  and when does 
it reach steady state or 
equilibrium conditions?
To determine the accuracy of the code 
(specifically the algorithm used for the 
prescribed volume/mass boundary condition 
terms).
Intuitive, conceptual 
benchmark (Level IA )
W hat happens when layer 
to which the prescribed 
volume/mass boundary 
condition is applied is 
unsaturated? In  a steady- 
state model? In  a transient 
model? In  a confined 
aquifer? In  an unconfined 
aquifer?
To determine code treatment o f potential 
inconsistent input; attempt to uncover coding 
errors with respect to ill-defined models and 
with respect to degree o f saturation (i.e . error 
trapping)
Intuitive, conceptual 
benchmark (Level IA )
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Table A-10: Functionality Table:Type HI Boundary Condition 
(Hydraulic Head Dependent Flux)_________________________
Question/Issue Objective: Intercomparison 
Benchmark /  
(Benchmark Type)
How  does the code function when 
subject to prescribed value 
boundary (head/concentration) 
conditions with respect to expected 
behavior and results?






What happens when the head 
dependent flux boundary 
(volume/mass) exceeds the aquifer 
capacity?
To determine code treatment o f potential 
inconsistent input; attempt to uncover 
coding errors with respect to ill-defined 





W hat happens to a code when 
subject to head dependent flux 
boundary conditions on the sides o f 
the model domain? How  long does 
it take to reach steady state or 
equilibrium conditions?
To determine the correctness of the code 
(specifically the algorithm used for the 






W hat happens to a steady-state 
model when subject to prescribed 
head/concentration boundary 
conditions on the sides o f the model 
domain? I f  and when does it reach 
steady state or equilibrium  
conditions?
To determine the accuracy of the code 
(specifically the algorithm used for the 






W hat happens when layer to which 
the head dependent flux boundary 
condition is applied is unsaturated? 
In  a steady-state model? In  a 
transient model? In  a confined 
aquifer? In  an unconfined aquifer?
To determine code treatment o f potential 
inconsistent input; attempt to uncover 
coding errors with respect to ill-defined 
models and with respect to degree o f 





H ow  does the code function when 
compared to a comparable 
analytical solution?
To determine the accuracy o f the code 
(specifically the recharge algorithm)
Explicit, 
intercomparison 
benchmark - (Level 
IB )
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Table A -ll: Functionality Table: Vertical vs. Horizontal Flow
Question/Issue Objective: Intercomparison 
Benchmark /  
Benchmark Type)
How does the code perform when subject 
to changes in flow  conditions with 
respect to expected behavior and results?






How  does a horizontal (2D ) flow  and 
transport model perform when compared 
to a comparable analytical solution? In  a 
confined aquifer? In  an unconfined 
aquifer?
To determine the accuracy o f the 




benchmark - (Level 
IB )
How does a vertical (2D ) flow  and 
transport model perform when compared 
to a comparable analytical solution? In  a 
confined aquifer? In  an unconfined 
aquifer?
To determine the accuracy o f the 




benchmark - (Level 
IB )
How  do code results due to vertical flow  
compare to model results generated from  
an alternative, analogous model which is 
subject to horizontal flow?
To determine if  errors exist in either 
the vertical flow  specification or the 
horizontal flow  algorithms and to 







Table A-12: Functionality Table - Sources/Sinks
Question/Issue Objective: Intercomparison 
Benchmark /  Benchmark 
Type)
H ow  does the code function 
when subject to specified 
sources/sinks with respect to 
expected behavior and results?
To determine, conceptually, if  the 
code functions correctly
Intuitive, conceptual 
benchmark (Level IA )
W hat happens when the injection 
or withdrawal from sources/sinks 
exceeds the aquifer capacity?
To determine code treatment o f 
potential inconsistent input; attempt to 
uncover coding errors with respect to 
ill-defined model (i.e . error trapping)
Intuitive, conceptual 
benchmark (Level IA )
W hat happens to the code when 
the layer to which the source/sink 
is applied is unsaturated? In  a 
steady-state model? In  a transient 
model? In  a confined aquifer? In  
an unconfined aquifer?
To determine how the code responds 
to inconsistent input; attempt to 
uncover coding errors with respect to 
degree o f saturation, source/sink 
terms, and ill-defined models (i.e . 
error trapping)
Intuitive, conceptual 
benchmark (Level IA )
W hat happens when a 
source/sink is applied to the same 
location as another stress (areal 
recharge, pumping/injection w ell, 
E T , etc.)
To determine code treatment o f 
potential inconsistent input; attempt to 
uncover coding errors with respect to 
ill-defined model (i.e . error trapping)
Intuitive, conceptual 
benchmark (Level IA )
How  does the code function 
when compared to a comparable 
analytical solution?
To determine the accuracy o f the code 




benchmark - Theis;1935 
(Level IB )
H ow  do code results due to 
sources/sinks compare to results 
generated from  the use of 
recharge/evapotranspiration o f a 
comparable flux?
To determine if  errors exist in either 
the source/sink function algorithms or 
the recharge /  evapotranspiration 







This appendix presents an example Level I (analytical) benchmark that was 
generated using MathCad for Windows (MathSoft, 1992). It briefly describes the 
assumptions, parameters, and the mathematical expressions employed in the solution of 
a hydraulic mound due to areal recharge.
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M0UND-C1: Analytical Solution for Non-Steady Mounding in a Confined Aquifer or an
Unconfined Aquifer with Constant T hickness R esulting from Recharge in a 
Rectangular Area.
DESCRIPTION:
This model is based on the linearized Boussinesq equation for two-dimensional horizontal flow in a 
hom ogeneous, isotropic confined aquifer. It may be applied to an unconfined aquifer with constant 
saturated thickness, i.e., if the thickness is large compared with changes in hydraulic head. The 
model assum es an orthogonal coordinate system with its origin in the center of the recharge area. 
The aquifer is infinite in areal extent. Before recharge starts, the aquifer is at rest at h=hj. From that
moment onwards it is under the influence of an uniform recharge rate Wm from a rectangular




K h := 10 hydraulic conductivity [ft/d]
h j := 200 initial hydraulic head [ft]
W = 1w  m * recharge rate [ft/d]
S y := .001 storage coefficient (confined case)
L x = 500 width of recharge area in X-direction [ft]
L y := 500 width of recharge area in Y-direction [ft]
Itotal = 2 number of time steps
i := 0 .. Itotal -  l time step counter
time since start recharge (days): t  =
2 I
I2l
distance from center of mound/recharge area [ft] 
X-direction:
J t o t a l := 25 
j := 0 .. J to ta l  -  1
Y-direction:
K t o t a l := 1
k := 0 .. Ktotal -  1
computational points:
number of calculation points on X-axis 
distance step counter
number of calculation points on Y-axis 
distance step counter




























OPERATIONAL EXPRESSIONS AND EQUATIONS:
Assume that average thickness of mound does not change due to rising mound:
h m = h i
Mounding solution for rectangular basin according to Glover (1960):
K h h ma := ------------
u ^ x . y )  := x u 2 ( x , y )  := x +
u 3(x,y)  := y - u 4(x,y)  :=.y +




4-a-(t - t) 




u 4 ( x , y )
4-a-(t - t) 
u 3 ( x , y )
erf
4-a-( t -  t)
dx
The total head is found by adding the mounding Hq  to the initial head hj.
Mounding solution for rectangular basin according to Hantush (1967) - option 1 (Bouwer 1978): 
^ h *1 ma := ------------
r i
F( a , p ) erf\a-T 2 / - erf \6-t 2 i dt C ^ t )
4-t-K f,-h m
a ^ ( x ) =    + x a 2 ( x ) : = ---------x
L y  L
i (y )  = —  ■* y P 2 ( v )  ■= — - y 
1 2 z 2
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w  -tvv m 1
4-S w
F(a1(x)C1(t),p1(y)C1(t))
+ F | ' a1( x ) - C 1( t ) , p 2( y ) - C 1( t ) ( 
+ F ? a 2( x ) C 1( t ) , | 51( y ) - C 1( t ) ‘ 
+ F ( a 2( x ) - C 1 ( t ) , p 2 ( y ) - C 1(t)'
The total head is found by adding the mounding Hm to the initial head hj.
Calculation of mound according to Hantush (1967) - option 2 (Warner 1989):
Z(t ,  x,  y) : =











H H2 ( t >x >V) z h m + J h m + Z ( t , x , y )
The total head is found by adding the mounding H|_|2 to the initial head hj.
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RESULTS:





r  / x <>2.5
£ m ( V xr yo)
§ * -  50
^Hi(Vxj-y0)








Sm (V xj 'vo)
§ * “  50
b H 2 ( ' r xj'l'o)
33.333 
16.667
°  0 5000 1M04 1.5*104 2* 104
x.
J




d is ta n c e  (ft)
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Glover: distance-mounding graph in X-direction for different times and y=Yq
100
80
i M v ^ o )







k  +■T '  
\ \





1.5*10 2 * 10
d is ta n c e  (ft)
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Solution for time tQ = 21 days
distance from center mounding (ft)
of recharge area (ft)
X.
J H G ( v xi'y<>) H H1 ( O ^X < o H H2 (
0 80.13 80.13 68.43
100 78.87 78.87 67.49
200 74.96 75.25 64.55
350 65.82 65.21 57.54
550 57.09 57.09 50.67
850 48.5 48.4? 43.72
1250 40.88 40.88 37.39
1750 34.28 34.28 31.76
2250 29.39 29.39 27.5
2750 25.55 25.55 24.1
3250 22.4 22.4 21.27
3750 19.75 19.75 18.86
4250 17.47 17.49 16.77
4750 15.52 15.52 14.96
5250 13.81 13.81 13.36
5750 12.3 12.3 11.94
6250 10.96 10.96 10.67
7000 9.22 9.22 9.02
8000 7.32 7.32 7.19
9000 5.79 5.79 5.71
10000 4.56 4.56 4.51
11000 3.58 3.58 3.55
12000 2.79 2.79 2.77
13000 2.15 2.16 2.14
14000 1.65 1.66 1.65
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Solution for time = 121 days
distance from center mounding (ft)
of recharge area (ft)
X.
I HG(trVyo) H H1 (V xr yo) H H21
0 97.56 97.56 81.11
100 96.28 96.28 80.2
200 92.41 92.58 77.42
350 83.23 82.9 70.73
550 74.48 74.48 64.18
850 65.88 65.88 57.59
1250 58.22 58.22 51.57
1750 51.54 51.55 46.21
2250 46.57 46.57 42.13
2750 42.6 42.6 38.83
3250 39.3 39.31 36.05
3750 36.54 36.5 33.7
4250 34.03 34.05 31.55
4750 31.87 31.88 29.67
5250 29.94 29.94 27.98
5750 28.19 28.19 26.44
6250 26.59 26.59 25.02
7000 24.43 24.43 23.1
8000 21.93 27.87 20.84
9000 19.75 19.75 18.86
10000 17.83 17.84 17.1
11000 16.18 16.15 15.57
12000 14.62 14.64 14.13
13000 13.27 13.27 12.86
14000 12.06 12.06 11.71
References:
Glover, R.E. 1960. Mathematical Derivations as Pertain to Groundwater Recharge. Agric. Res. 
Service, USDA, Ft. Collins, Colorado.
Hantush, M.S. 1967. Growth and Decay of Groundwater Mounds in R esponse to Uniform 
Percolation. Water Resources Res., Vol. 3, No.1, pp. 227-234.
Bouwer, H. 1978. Groundwater Hydrology. McGraw-Hill, New York, New York.
Warner, J.W., D. Molden, M. Chehata, and D.K. Sunada. 1989. Mathematical Analysis of Artificial 
Recharge from Basins. Water R esources Bull., Vol. 25(2), pp. 411.
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APPENDIX C: FUNCTIONALITY DESCRIPTION CHECKLIST FOR FTWORK
This appendix includes a standard functionality description checklist for FTWORK. 
It illustrates the level of detail that should be included in the documentation of a typical 
ground-water simulation code according to the guidelines of the protocol.
Information of this type can aid code users greatly. If such a standard checklist 
method is employed for all simulation codes, in conjunction with a standardized 
functionality testing program, general understanding of code functionality would be 
significantly facilitated.
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G R O U N D  W A TER  M O D E L F U N C T IO N A L IT Y  D ESC R IPTIO N
M O D E L  N A M E  
VER SIO N  




A U TH O R (S): 
IN S T IT U T IO N  OF D EV E LO P M E N T:
C O N TA C T ADDRESS  
PHO NE  
F A X
Faust, C .R . et al.
GeoTrans, Inc. for Savannah R iver Lab.
GeoTrans, Inc., Sterling, V A
703/444-7000
703/444-1685
PRO G R AM  LA N G U A G E: 
C O M P U TER  PLA TFO R M (S);
LE G A L STATUS: 
PREPROCESSING OPTIO NS:
FO R TR A N  77
DOS 5.0  and above, U N IX , other compatible systems
Public domain 
not included
POSTPROCESSING FA C IL IT IE S : not included; produces exportable files
M O D E L  TY PE
■  single phase saturated 
flow
single phase unsaturated 
flow
vapor flow/transport
■  solute transport 
virus transport 
heat transport 
m atrix deformation 
geochemical 
optimization
groundwater and surface 
water hydraulics
■  parameter ID  saturated 
flow  (inverse numerical)
parameter ID  unsaturated 
flow  (analytical/ 
numerical) 
parameter ID  solute 
transport (numerical) 
aquifer test analysis 
tracer test analysis 
flow  o f water and steam 
fresh/salt water interface 
twophase flow  






















US customary units 
■  any consistent system
user-defined
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P R IM A R Y  U SE
research ■  general use policy-setting
education site-dedicated
G EN ER A L M O D E L C HA R A C TER ISTIC S
Parameter discretization
lumped
mass balance approach 
transfer function(s)
■  distributed




ID  horizontal 
ID  vertical 
2D horizontal (areal)
2D vertical (crossectional or profile)
2D axi-symmetric (horizontal flow only)
■  fully 3D
quasi-3D (layered; Dupuit approx.)
3D cylindrical or radial (flow  defined in 
horizontal and vertical directions)
unsaturated flow
ID  orizontal 





3D cylindrical or radial
Restart capability - types o f updates possible





stress rates (pumping, recharge)
boundary conditions
D iscretization in space
no discretization
■  uniform  grid spacing
■  variable grid spacing 
movable grid (relocation o f 
nodes during run)
■  maximum number o f nodes/cells/elements
■  modifiable in source code (requires 
compilation)
m odifiable through input 
maximum number o f nodes (standard version): 
maximum number o f cells/elements (standard 
version):
Possible cell shapes 
ID  linear 
ID  curvilinear 
2D triangular 




2D curved quadrilateral 
2D polygon 
2D cylindrical
■  3D cubic
■  3D rectangular block 
3D hexahedral (6 sides)
3D tetrahedral (4 sides)
3D spherical
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FLO W  SYSTEM  C H A R A C TE R IZA TIO N
H ydrogeologic zoning
■  confined
■  semi-confined (leaky- 
confined)
■  unconfined (phreatic)
■  hydrodynamic approach 
hydraulic approach (Dupuit- 
Forcheimer assumption for 
horizontal flow )
■  single aquifer
■  single aquifer/aquitard 
system
■  m ultiple aquifer/aquitard 
systems
max. number o f aquifers:
■  discontinuous aquifers 
(aquifer pinchout)
■  discontinuous aquitards 
(aquitard pinchout) 
storativity conversion in 
space (confined-unconfined) 
storativity conversion in time
■  aquitard storativity
Hydrogeologic medium
■  porous medium  
fractured impermeable rock 
(fracture system, fracture 
network)
discrete individual fractures 
equivalent fracture network 
approach
equivalent porous medium  
approach
dual porosity system (flow  in 
fractures and optional in  
porous m atrix, storage in 
porous matrix and exchange 
between fractures and porous 
m atrix)
■  uniform hydraulic properties 
(hydraulic conductivity, 
storativity)
■  anisotropic hydraulic 
conductivity
■  nonuniform hydraulic 
properties (heterogeneous)
F low  characteristics
■  single flu id , water 
single flu id , vapor 
single flu id , N A P L  
air and water flow  
water and steam flow  
moving fresh water and 
stagnant salt water 
moving fresh water and salt 
water
water and N A P L  
water, vapor and N A PL
■  incompressible fluid  
compressible fluid  
variable density 
variable viscosity
■  linear laminar flow  (Darcian 
flow )
non-Darcian flow
■  steady-state flow
■  transient (non-steady state) 
flow




rewatering (resaturation o f 
dry cells)
delayed yield from storage
□  infinite domain
□  semi-infinite domain
H  regular bounded domain
■  irregular bounded domain 
I  fixed head
prescribed time-varying head 
I  zero flow (impermeable 
barrier)
■  fixed cross-boundary flux
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■  areal recharge:
■  constant in space 
H  variable in space 
I  constant in time
■  variable in time
induced recharge from or 
discharge to a source bed 
aquifer or a stream in direct 
contact with ground water 
f l  surface water stage 
constant in time 
surface water stage 
variable in time 
stream penetrating more 
than one aquifer 
induced recharge from a 
stream not in direct contact 
with groundwater 
evapotranspiration dependent 





■  point sources/sinks
(recharging/pumping wells) 
I  constant flow  rate 
I  variable flow  rate 
H  head-specified 




I  m ulti-layer well 
I  line source/sinks (internal 
drains)
I  constant flow  rate 
I  variable flow rate 
I  head-specified 
collector well (horizontal, 
radially extending screens) 
mine shafts (vertical) 
water-filled  
□  partially filled  







porous medium  
fractured impermeable rock 
discrete individual fractures 
dual porosity system 
equivalent fracture network approach 
equivalent porous medium approach 
micropore/macropore system 
uniform  hydraulic properties 
nonuniform hydraulic properties 
anisotropic hydraulic properties 
areal homogeneous (single soil type) 
areal heterogeneous (m ulti soil types)
□ swelling/shrinking soil matrix 
dipping soil layers 
number o f soil layers:
F low  characteristics
single fluid, water
single fluid, vapor
single fluid, N A P L
air and water flow
water and N A P L
water, vapor and N A PL
variable density
variable viscosity
linear laminar flow  (Darcian flow)
non-Darcian flow
steady-state flow
transient (non-steady state) flow
Parameter representation
Parameter definition
suction vs.saturation (see next section) 
porosity
residual saturation
hydraulic conductivity vs.saturation (see next 
section)
number o f soil materials:
Soil moisture saturation - matric potential relationship 
(NRC 1990)
□ Brutsaert (1966)
□ van Genuchten (1980)
□ Haverkamp et al. (1977)
□ tabular
Soil hydraulic conductivity-saturation/hydraulic 
potential relationship (N RC  1990)
W ind (1955)
□ Brooks and Corey (1966)
□ van Genuchten (1980)
□  Gardner (1958)










prescribed time-varying head 
fixed moisture content 
prescribed time-varying moisture content 
zero flow  (impermeable barrier) 
fixed boundary flux 
prescribed time-varying boundary flux 
areal recharge: constant in space
variable in space 
constant in time 
variable in time
ponding
automatic conversion between prescribed head and 
flux condition
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F low  related processes
□ evaporation
□ evapotranspiration
□ plant uptake of water (transpiration)
□ capillary rise
□ hysteresis











Solution methods - F low
analytical
□  single solution
□  superposition
□  method o f images
□ analytic element method
□  point sources/sinks
□  line sinks
□  ponds





□  leakage through confining beds
□ Semi-analytical
continuous in tim e, discrete in space
□  continuous in space, discrete in time
□  approximate analytical solution
Solving stochastic PDE's
□  Monte Carlo simulations
□  spectral methods
small perturbation expansion
□  self-consistent or renormalization technique®
Numerical
Spatial approximation
I  finite difference method 
H  block-centered
□  node-centered
integrated finite difference method
□ boundary elements method
□ particle tracking
□  pathline integration
□  finite element method
Time-stepping scheme
□  fu lly im plicit
□  fu lly explicit
H  Crank-Nicholson
M atrix-solving technique 
■  Iterative
□  SIP
□  Gauss-Seidel (PSOR)
□  LSOR  
■  SSOR
BSOR
□  A D  IP
□  Iterative A D IP  (IA D I)
□  Predictor-corrector
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f l  D irect
I  Gauss elimination
□  Cholesky decomposition
□ Frontal method 
■  Doolittle
□  Thomas algorithm
□  Point Jacobi
Iterative methods for nonlinear equations
□  Picard method
□  Newton-Raphson method
□  Chord slope method
□  Semi-iterative
□  conjugate-gradient_________ __________________________________________________________________
Output Characteristics - F low
saturation/moisture content
areal values (table, contours) 
temporal series (table, x-t graphs) 
head differential/drawdown
areal values (table, contours) 
temporal series (table, x-t graphs) 
moisture content/saturation
areal values (table, contours) 
temporal series (table, x-t graphs)
Simulation results - form o f output
I  dependent variables in binary format 
I  complete results in A S C II text format 
I  spatial distribution o f dependent variable for 
postprocessing
time series o f dependent variable for
postprocessing
direct screen display - text




graphic bit map/pixel/raster file
Simulation results - type o f output 
I  head/pressure/potential
H  areal values (table, contours)
I  temporal series (table, x-t graphs)
Echo of input (in A S C II text format)
I  grid (nodal coordinates, cell size, 
element connectivity
I  in itial heads/pressures/potentials 
in itial moisture content/saturation 
soil parameters/function coefficients
■  aquifer parameters
■  boundary conditions
H  stresses (recharge, pumping)
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Type o f output - continued
M internal (cross-cell) fluxes
■  areal values (table, vector plots) 
temporal series (table, x-t graphs) 
infiltration fluxes
areal values (table, vector plots) 
temporal series (table, x-t graphs) 
evapo(transpi)ration fluxes
areal values (table, vector plots) 
temporal series (table, x-t graphs) 
■  cross boundary fluxes
I  areal values (table, vector plots) 
temporal series (table, x-t graphs) 
H  velocities
I  areal values (table, vector plots) 
temporal series (table, x-t graphs) 




position o f interface (table, graphics) 
location o f seepage faces 
I  water budget components 
I  cell-by-cell 
I  global (total model area)
I  calculated parameters
Computational information 
I  iteration progress 
I  iteration error 
I  mass balance error 
cpu time use 
H  memory allocation
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IN V ER S E/PA R A M ETER  ID E N T IF IC A T IO N  FOR FLO W
Parameters to he identified










prior information on parameter(s) to be 
identified





□ aquifer tests (based on analytical solutions)
□  numerical inverse approach
D irect method (model parameters treated as dependent 
variable)
energy dissipitation method 
algebraic approach 
inductive method (direct integration 
o fP D E )
m inimizing norm o f error flow
(flatness criterion)














I  non-linear regression (Gauss-Newton)





decomposition and m ulti-level optimization 
graphic curve matching
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SO LUTE TRANSPORT A N D  FA TE  C H A R A C TE R IZA TIO N
W ater Quality Constituents
any constituent(s) 
single constituent 




total dissolved solids (TD S)
anorganics - general 







Transport and Fate Processes
organics - general 










H  uniform -parallel to transport coordinate 
system
I  uniform-may be under an angle with 
transport coordinate system  
I  non-uniform  
I  transient
I  velocities generated within code 
I  from  internal flow  simulation 
□  from  external flow  simulation or 
measured heads 
□  velocities required as input 
I  dispersion
I  longitudinal 
I  transverse 
■  molecular diffusion
Phase transfers
solid <  ->  gas; (vapor) sorption 
I  solid <  - >  liquid; sorption
I  equilibrium isotherm (retardation)
■  linear 
Langmuir 
I  Freundlich 
non-equilibrium isotherm 
desorption (hysteresis) 
liquid- >  gas; volatilization
liqu id ->  solids; filtration










Fate - Form o f reactions:
I  zero order production/decay 
B  first order production/decay 
I  radioactive decay
f l  single mother/daughter decay 
chain decay 
microbial production//decay
Monod functions (aerobic biodegradation) 




I  isotropic (longitudinal= transverse)
I  2D  anisotropic - allows 
longitudinal/trans verse ratio
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I  3D anisotropic - allows different 
longitudinal/transverse and horizontal 
transverse/vertical transverse ratios
■  homogeneous (constant in
space) ■  heterogeneous (variable in space) 
scale-dependent
H  internal cross terms 
diffusion coefficient
■  homogeneous (constant in space)
■  heterogeneous (variable in space) 
retardation factor
I  homogeneous (constant in space)
I  heterogeneous (variable in space)
M Chemical processes embedded in transport equation
Chemical processes dexcribed by equations separate from the transport
Boundary Conditions for Solute Transport
General boundary conditions
■  fixed concentration (constant in time) 
specified time-varying concentration 
I  zero solute flux 
I  fixed boundary solute flux
specified time-varying boundary solute flux 
springs with solute flux dependent on head- 
dependent flow  rate and concentration in 
ground water
solute flux from  stream dependent on flow  
rate and concentration in stream 
solute flux to stream dependent on flow  rate 
and concentration in ground water
Sources and sinks
I  injection well with constant concentration and 
flow  rate
H  injection w ell with time-varying concentration 
and flow  rate 
I  production well with solute flux dependent on 
concentration in ground water 
I  point sources (e.g ., injection wells)
I  line sources (e.g. infiltration ditches)
■  areal sources (e.g. feedlots, landfills)
M non-point (diffuse) sources
plant solute uptake
Solution methods - Solute transport
I  flow  and solute transport equations are uncoupled 
flow  and solute transport equations are coupled
□ through concentration-dependent density




□  method o f images
Semi-analytical
continuous in tim e, discrete in space 
continuous in space, discrete in time 
approximate analytical solution





self-consistent or renormalization technique
■  Num erical
Spatial approximation 
I  finite difference 
I  block-centered 
node-centered 
integrated finite difference 
particle-tracking 
method o f characteristics 
random walk 
boundary element method 
finite element method
Time-stepping scheme 








■  SSOR 
BSOR 
A D I






Thomas algorithm  
Point Jacobi







Qutput-Charactenstics - Solute Transport
Echo o f input (in A S C II text format)
I  grid (nodal coordinates, cell size, 
element connectivity
■  in itial concentrations 
B parameter values
■  boundary conditions
B stresses (source fluxes)
Simulation results - Type o f output 
B concentration values
concentration in pumping wells 
internal and cross-boundary solute fluxes 
I  velocities (from given heads)
B areal values (table, vector plots) 
temporal series (table, x-t graphs)
B mass balance components 
B cell-by-cell 
B global (total model area) 
calculated parameters
Simulation results - Form  o f output 
B binary files o f concentrations 
B complete results in A S C II text format
B spatial distribution o f concentration for
postprocessing 
B time series o f concentration for postprocessing 
direct screen display -text 
direct screen display - graphics 
direct hardcopy (printer) 
direct plot (pen-plotter) 
graphic vector file  




f l  mass balance error
cpu time use 
B memory allocation
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IN V E R S E /P A R A M ETE R  ID E N T IF IC A T IO N  FOR SO LUTE TRANSPO RT






in itial conditions (concentrations)
User input
prior information on parameters to be 
identified





□  tracer tests (based on analytical solutions)
□  numerical inverse approach
D irect method (model parameters treated as dependent 
variable
energy dissipitation method 
algebraic approach
inductive method (direct integration o f PDE) 
m inim izing norm of error flow  (flatness 
criterion)


















APPENDIX D: OVERVIEW OF FTWORK
Overview of FTWORK
The three-dimensional ground-water flow and solute transport code, FTWORK, 
was originally developed in 1990 by GeoTrans, Inc., of Herndon, Virginia under contract 
with the Savannah River Laboratory, Aiken, South Carolina. It was used to simulate the 
three-dimensional ground-water flow system at the U.S. Department of Energy (USDOE) 
Savannah River Site. Specifically, FTWORK was employed as a management tool to 
assess the impacts of various activities upon the ground-water resources of the site. It was 
also used to simulate contaminant transport to help characterize potential environmental 
impacts to the site. Subsequently, the finite difference code was made available to the 
public; it can be applied to a wide range of ground-water flow and contaminant transport 
problems.
Purpose and General Features
FTWORK is a three-dimensional, block-centered finite difference simulation code 
designed to simulate the flow of ground-water and the transport of dissolved components 
under confined and unconfined conditions. Its primary use is to simulate the migration of 
single components at low concentrations to assess impacts of contamination and to aid in
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developing a remediation strategy. It may be used for chgaracterizing large, complex, 
multi-layered, fully-saturated, porous hydrogeologic systems that are subject to the 
following chemical processes: advection, hydrodynamic dispersion, linear equilibrium 
isotherm adsorption, and radioactive decay. FTWORK can solve transient, steady-state 
flow, transient transport, and source and sink terms. The simulation code includes a 
parameter estimation option for steady state flow applications, using a least-squares 
procedure. This can be used as a semi-automated calibration tool. FTWORK version 2.8b 
contains a subroutine that allows linkage with a particle tracking program, GEOTRACK. 
The users manual contains additional specific information on model theory, code structure, 
user instructions, code listing, verification by analytical solutions, as well as sample input 
and output for example problems and tests.
General Underlying Assumptions
The flow equation in FTWORK is written in terms of hydraulic head whereas the 
transport equation is posed in terms of contaminant concentration. These equations are 
based on the assumption that there are no changes in fluid density regardless of 
contaminant concentration or temperature. It is also assumed that density and porosity 




The code uses a block centered, finite difference grid based on Cartesian 
coordinates. It allows for variable grid spacing; the maximum possible number of nodes 
in the model domain depends upon the computer hardware used in compilation and 
execution of the code. The code allows for the placement of aquitards between grid blocks, 
and layers that have variable thickness and/or are not horizontal.
Boundary Conditions
Three types of boundary conditions can be developed for the governing equations. 
These include prescribed head or concentration, prescribed flux of ground-water or solute, 
and head- or concentration- dependent fluxes. The default boundary condition is no flow 
and no solute flux. This is achieved by the code autoematically by setting the 
transmissibility and dispersion to zero along all such boundaries.
A prescribed flux boundary is specified by the code by using source terms or 
recharge rates. Inflow is simulated by specifying the concentration of an injection well 
fluid or recharge to determine the solute influx. For outflow, the solute mass flux is 
determined using the product of the grid block concentration and the ground-water 
pumping rate. If a well is simulated in more than one layer, flow is apportioned to the 
open layers on the basis of layer transmissibility. The model assigns recharge to the 
uppermost active grid block and is apportioned based on grid block dimensions.
A prescribed head boundary is specified at the center of the grid block adjacent to 
the boundary, along with concentrations so that advective solute mass fluxes may be 
computed.
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A third boundary condition, head-dependent flux, can be used to simulate three 
different cases: a leaky boundary, a leaky boundary with potential for dewatering below 
the base of the semi-pervious boundary, and a drain boundary. The standard leaky 
boundary can apply leakage through an adjacent aquitard without storage or to leakage 
through a stream bed. A provision for dewatering below a stream bed or leaky aquitard 
is the function of the modified leaky boundary. For a drain boundary, flow is 
approximated as head-dependent flux that occurs only if the head in the grid block 
containing a drain is higher than the specified head in the drain.
Parameter Estimation
A parameter estimation module facilitates model calibration of steady-state ground­
water flow. Water-level elevations (hydraulic head) data can be utilized to estimate values 
of hydraulic conductivity and aquifer recharge. The Gauss-Newton nonlinear least squares 
iterative procedure (with a Marquardt correction loop) is used to find the set of parameters 
that provides a minimum difference between the head values computed by the model and 
head measurements taken in the field.
This model feature is not addressed by the developed code-evaluation protocol 
which applies only to forward modeling.
Computational Considerations
The finite difference equation for ground water flow and contaminant solute 
transport are coupled due to the advective and accumulation terms in the transport
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equation; these terms are dependent upon hydraulic head. FTWORK can simulate both 
unsteady flow and transport conditions, or can simulate steady flow with unsteady solute 
transport. For either type of simulation., the finite difference equations must be de-coupled 
by first solving the flow equation for hydraulic heads (assumed to be independent of 
concentration). Those values are used explicitly to solve the solute transport 
equation.
Mass balance may be calculated for both flow and transport. FTWORK provides 
an interlayer (water) mass balance for flow but not for contaminant transport. Discharges 
(sinks) that are included in the calculation of mass balance include: pumping from 
withdrawal wells, storage, constant head, leakance, drains, and decay (for contaminant 
transport only). Sources included in the mass balance calculation include: injection wells, 
storage, constant head boundaries, recharge, and leakance. Components of flow to or from 
constant head cells are not categorized as discharges or sources until a new flux for the 
entire cell has been computed. Storage is considered a source if heads are falling and a 
sink or a discharge if heads are rising.
FTWORK provides restart capabilities which can be used to continue computations 
from previously completed simulations or from previous time steps. In addition, the code 
includes a subroutine which allows linkage with the particle tracking program MODPATH.
Input Requirements
Numerical specifications of grid design, time step parameters, and grid iteration 
parameters are required. FTWORK uses a block-centered grid and is described in terms 
of spacing in the x, y, and z directions. The user specifies an initial time step, a factor by 
which to multiply it by in subsequent time steps, a limit to maximum change in
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concentration allowable during a time step, and a minimum time step size, the maximum 
number of non-linear iterations for unconfined flow, the maximum number and tolerance 
of SSOR iterations, and the relaxation factor.
Parameters required for flow computations include hydraulic conductivity in three 
directions, specific storage or specific yield (depending upon the type of aquifer being 
simulated), and recharge rates. Additional parameters required for transport computations 
include longitudinal and transverse dispersivity, retardation coefficient, and decay factor.
Initial conditions and boundary conditions must be specified for the grid. Initial 
head and concentration values must be specified for each model cell. For flow, the 
boundary conditions may be: specified flow, specified head, no-flow, or head dependent 
flow. Recharge applies only to the uppermost active layer, and wells can be specified for 
any layer. For transport, the only boundary conditions allowed include no flux (the default 
value) and advective flux boundaries such as wells, recharge layers, and constant head 
blocks. If flow is into the system, concentration is specified, for outflow, concentration 
is computed.
To utilize the parameter estimation feature, the values required include: parameter 
estimates of hydraulic conductivities and recharge, the number of Gauss-Newton iterations, 
the number of Marquardt corrections, and the calibration targets (the observed water 
levels).
Output Results
FTWORK creates five files: a print file, two plot files, a sensitivity coefficient file, 
and a restart file. The print file includes a summary of the input data and the results of the 
simulation. The plot files include a binary file and an ASCII file that are used to store the
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heads and concentrations computed for specific time steps. The sensitivity coefficient file 
is created when the parameter estimation option is active to store the results of the 
sensitivity calculations of each grid block, desired parameter, and each Gauss-Newton 
iteration. The restart file stores the results of one simulation so that it can be used as initial 
conditions for subsequent simulations.
Limitations
The major limitations of the FTWORK simulation code are:
1.) water density is independent of concentration, thus seawater intrusion and
brines cannot be simulated.
2) For water-table conditions, the potentiometric surface must not be 
excessively steep and grid block resaturation is impossible
3) Treatment of dispersive processes is based on uniform dispersivity 
(longitudinal and transverse).
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APPENDIX E: COMPUTER FILES
This appendix consists of a 3-1/2 inch computer floppy disk that contains two 
ASCII data files. These files are the input data files that were used in Chapter 11 as part 
of the limited demonstration of applicability assessment. The files are formatted for use 
with FTWORK.
