In this paper, a high-order and unconditionally stable difference method is proposed for the numerical solution of onespace dimensional linear hyperbolic equation. We apply a compact finite difference approximation of fourth-order for discretizing spatial derivative of this equation and a Padé approximation of fifth-order for the resulting system of ordinary differential equations. It is shown through analysis that the proposed scheme is unconditionally stable. This new method is easy to implement, produces very accurate results and needs short CPU time. Some numerical examples are included to demonstrate the validity and applicability of the technique. We compare the numerical results of this paper with the numerical results of some methods in the literature.
Introduction
The hyperbolic partial differential equations model the vibrations of structures (e.g. buildings, beams and machines) and are the basis for fundamental equations of atomic physics. In this paper we consider the second order one-dimensional linear hyperbolic equation ∂ 2 u ∂t 2 (x,t) + 2α ∂ u ∂t (x,t) + β 2 u(x,t) = ∂ 2 u ∂ x 2 (x,t) + f (x,t),
with initial conditions u(x, 0) = ϕ 1 (x), 2) and boundary conditions u(0,t) = g 0 (t), For derivation of the method, we first discretize Eq. (1.1) in space with a fourth order compact difference scheme to obtain a system of ODEs with unknown function at each spatial grid point. The fourth-order discretization of equation
can be written as follows [20] 
If we put u t (x,t) = v(x,t) then (2.6) can be written as { u t (x,t) = v(x,t), v t (x,t) +
If we discretize spatial derivative of (2.7) in each grid point by the fourth order scheme (2.5), we will obtain the following relation
where
, and f i (t) = f (x i ,t). The initial and boundary conditions (1.2) and (1.3) for equations (2.8) can be used as follows
(2.9)
We assume that g 0 and g 1 have second derivatives respect to time component. If we put
.., v n−1 (t)] T and write equation (2.9) for each interior grid point, we obtain the system of 2n − 2 ordinary differential equations 
. . .
and B 2 = −2αA 1 and O is zero matrix of size n − 1. Since matrix A 1 is a diagonally dominant matrix we can conclude that A is a diagonally dominant matrix so it is invertible and we can write (2.10) as follows
For solving system of ODEs (2.11) we replace the matrix exponential in recurrence relation
dt is given by (2.11), with the family of Padé approximations. Using (2,2) Padé approximation, i.e.
we can write (2.12) as follows
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where G(t) = A −1 C(t). Using (2.11), (2.13) and (2.14) we can write
and I is identity matrix of order 2n − 2. Now we prove that the method is unconditionally stable.
Stability analysis
For homogeneous boundary conditions, the proposed method (2.15) can be written as 16) where the amplification matrix is given by
Let λ be an eigenvalue of A −1 B and z = ∆tλ . For unconditional stability of the new method it is necessary that the absolute values of the eigenvalues of amplification matrix (φ) be less than or equal to one, i. e. 
[ 
Since a is nonnegative, the symmetric part of R, i.e.
) is positive or negative definite matrix depending to sign of b. This gives that R is nonsymmetric positive or negative definite [13] and so it is nonsingular or det(η 2 I − ηB 2 − B 1 ) ̸ = 0 which is contradiction. So the real part of η should be negative. This theorem shows that each eigenvalue of matrix A −1 B is in left-half complex plane and we can conclude that the proposed method is unconditionally stable.
Numerical results
In this section we present the numerical results of the new method on three test problems. We performed our computations using Matlab 7 software on a PC with Intel Core 2 Duo, 2.8 GHz CPU and 2 GB RAM. We tested the accuracy and stability of the method presented in this paper by performing the mentioned method for different values of ∆t and h. The L ∞ and Root-Mean-Square (RMS) errors obtained by new method are shown. Also we calculated the computational orders of the method presented in this article (denoted by C-Order) with the following formula log(
in which E 1 and E 2 are errors correspond to grids with mesh size h 1 and h 2 respectively. 
Test Problem 1
We consider the following hyperbolic equation
where the exact solution is given by u(x,t) = e −t sin(x). The boundary and initial conditions can be obtained from exact solution. We compare the numerical results of new method presented in this paper with the results of [12, 15] . In Table 1 we compare the absolute error obtained in solving Test problem 1 with h = π/30, ∆t = 0.1, T = 1 and T = 2. As we see the new method has better results. Table 2 shows the L ∞ and Root-Mean-Square (RMS) errors, C-Order and CPU time of new method for solving Test problem 1 with T = 1, ∆t = 0.02 and several values of h. As we see the method achieve an accuracy of order 10 −9 in under 0.6 seconds. Also the computational orders in Table 2 shows the fourth-order accuracy of method in spatial variable. 
Test Problem 2
where the exact solution is given by
The boundary and initial conditions can be obtained from exact solution. We compare the numerical results of proposed method with the results of [9, 19] . Table 3 shows the L ∞ and Root-Mean-Square (RMS) errors, C-Order and CPU time of new method for solving Test problem 2 with T = 1, ∆t = 1/20 and several values of h. As we see the method achieve an accuracy of order 10 −10 in under 1 second. Also the computational orders in Table 3 shows the fourth-order accuracy of method in spatial variable. In Table 4 we compare the absolute error obtained in solving Test problem 2 with ∆t = 1/64, T = 1 and several values of h. As we see the new method has better results. Also Figure 1 shows the surface plots of approximate solutions of Test problems 1 and 2. 
Test Problem 3
where the exact solution is given by u(x,t) = sin(x) cos(t).
The boundary and initial conditions can be obtained from exact solution. This test problem is given in [20] . We show the RMS error obtained in solving this test problem at T = 1 with h = 0.05, ∆t = 0.02 and several values of α and β in Table 5 . Table 6 presents the numerical results in solving Test problem 3 with α = 10, β = 5, h = 1/80 and several values of ∆t. As we see with the above parameters the new method achieve an accuracy of order 10 −9 in under 7 seconds. Figure 2 shows the surface plot of approximate solution of Test problem 3. 
Conclusion
In this paper we proposed a class of high order compact schemes for solving the 1D linear hyperbolic equation. We combined a high-order compact finite difference scheme of fourth-order to approximate the spatial derivative and a fifth order Padé approximation for the time integration of the resulted linear system of ordinary differential equations. The proposed method for solving the mentioned equation has high order of accuracy and is unconditionally stable. Computational experiments confirmed the unconditional stability and high accuracy of the proposed method and presented that the new method can achieve good accuracy in short CPU time.
