Matching was recently proposed for fully automatic face recognition. It was inspired by Elastic Bunch Graph Matching and Active Shape Model. Landmark Model Matching consists of four phases: creation of the landmark distribution model, face finding, landmark finding, and recognition. A drawback in Landmark Model Matching is that, in the recognition phase, the weights given to different landmarks or facial feature points were determined experimentally. In this work, we optimized the weights given to landmarks, and thereby improved the recognition rates for the two benchmarks used.
I. INTRODUCTION
Face recognition is a challenging problem in computer vision research. Many face recognition methods have been proposed in the past few decades. They can be categorized into two types: partially automatic and fully automatic. In partially automatic algorithms, a priori information about the location of the given face, such as eye coordinates, are known, whereas in fully automatic algorithms, they are not known. Most of the face recognition research works presented so far are partially automatic algorithms. However, a face recognition method that is intended to be used in practice should be capable of locating the face automatically. Therefore, the necessity of fully automatic algorithms can be emphasized.
Elastic Bunch Graph Matching (EBGM) [1] is regarded as one of the most successful fully automatic face recognition methods. However, EBGM has several drawbacks, as described in Section II.
Inspired by EBGM and Active Shape Model (ASM) [2] , we recently proposed a new fully automatic face recognition method named Landmark Model Matching (LMM) in [3] . It improved the deficiencies of EBGM and ASM by using an optimization approach (described in section IV). In LMM, a face is represented by a Landmark Model (LM). A Landmark Distribution Model (LDM) is created from a few training images. To obtain the optimal LM to represent a given face, a new LM is fitted to the face by deforming its geometrical structure within suitable limits. Fitting this new LM to the face is made by a matching procedure where the model similarity between the LM and the LDM is maximized.
A drawback in LMM was that, in the recognition phase, the weights given to different landmarks or facial feature points were determined experimentally. We name such weights as Recognition-Phase-Landmark-Weights (RPLWs). In this work, we optimized the RPLWs using a Particle Swarm Optimization (PSO) algorithm. Thereby, the recognition rates were improved for the two benchmarks used.
The organization of the paper is as follows. Section II briefly describes related background work on deformable methods. Section III introduces PSO. Section IV describes the recently proposed LMM algorithm. Section V describes how the recognition weights were optimized. Finally, Section VI presents the experimental results.
II. BACKGROUND
The problem of automatic face recognition we investigate can be formulated as follows: given an image of a person, identify him/her from a stored database of faces.
Many face recognition methods based on various approaches such as appearance-based approach, deformable approach, etc., have been proposed in the past few decades. In the appearance-based approach, statistical methods such as Principal Component Analysis [4] , Linear Discriminant Analysis [5] , Independent Component Analysis [6] , Local Feature Analysis [7] , etc., are used to extract features from the intensities of the image directly [8] . In deformable methods, such as deformable templates [9] , EBGM [1] , ASM [2] , etc., the shape or geometrical structure of a model is varied within suitable limits according to a set of parameters, to fit to an object (e.g., face) or part of object in the image.
Analyzing the results of fully automatic algorithms in the FERET test reported in [10] , suggests that deformable methods such as EBGM, would be more suitable than appearance-based methods such as PCA, for automatically locating a given face. A major disadvantage of appearance based methods is that they are sensitive to lighting variation and expression changes [8] . These problems were alleviated to a large extent by EBGM.
EBGM [1] is considered as one of the most successful techniques, and is a top performer in well known FERET tests [11] . In EBGM, a face is represented by a face graph consisting of nodes and edge vectors. A Face Bunch Graph (FBG) is created as a generalized representation of faces (or face graphs) of various individuals. To obtain the optimal face graph to represent a given face, a new face graph is fitted to the face by deforming its geometrical structure within suitable limits. Fitting this new face graph to the face is made by a face graph matching procedure where the graph similarity between the face graph and the FBG is maximized.
Even though EBGM is a successful technique, it has several deficiencies: It is a computationally intensive algorithm as it has several stages with exhaustive searches spanning the entire image. It uses few sizes of face graphs to estimate the size and the location of the face in an image [12] . However, the ability to use a face graph or a similar model of any size may facilitate more accurate estimation of the size and the location of a face so that the range of sizes of faces that would exist in a generic face database can be tolerated. Furthermore, EBGM initially scans the image at locations on grid points of a lattice with spacing of a fixed number of pixels. A method that is capable of placing the face graph or a similar model at any location, rather than on grid points of a lattice, would be more effective. Therefore, a better approach to locate the face and the facial feature points or landmarks more accurately is to optimize the face graph/model matching procedure. Fuzzy fusion techniques had been used to improve EBGM in [13] . However, the results had not been reported on a large database, in order to compare the performance.
In Active Shape Model (ASM) [2] , a shape of an object (e.g., a face) is represented by a shape model consisting of model points. A Point Distribution Model (PDM) is formed by calculating the principal components (PCs) of the locations of the model points that are manually selected from a few training images. When a new image is given, the model points of the shape model that has to be fitted to the image are placed on the image, and for each model point an adjustment is estimated that would move it towards a better location. These adjustments are estimated by extracting the edge profiles at the model points. Based on these estimated individual adjustments to the model points, the weights given to the PCs are varied. Thereby, the overall shape of the model is deformed to fit it to the shape of a given object in the image. ASM was used for face recognition in [14] . In [15] , instead of using edge profiles, wavelets were used for feature extraction.
As the adjustments made to the weights given to the PCs are computed based on the estimated individual adjustments to the model points, they are estimated indirectly (rather than direct estimations). Individual adjustments to the model points may cause distortions (undesirable deformations) to the overall shape of the model. Therefore, the way of varying the overall shape is less effective. Moreover, these individual adjustments at an iterative step do not make use of the past information of previous iterations. A better approach to deform the shape model is to vary the weights given to the principal components directly, and incorporate the information of previous iterations.
Inspired by EBGM, the concept of using a bunch of features was incorporated into ASM in Bunch-ASM [16] . However, it had only been used for face alignment. It had not been tested for face recognition, and the results had not been reported on a large database.
III. PARTCILE SWARM OPTIMIZATION
Particle Swarm Optimization is an evolutionary computation technique [17] , which can be used to find optima in complex functions. PSO relies on the exchange of information between individuals (random solutions), called particles, of the population, called swarm. Particles fly through the multi-dimensional search space with velocities, which are dynamically adjusted according to their historical behaviour. Each particle adjusts its trajectory towards its own previous best position, called personal best, and towards the best previous position attained by any member of its neighbourhood, called global best.
Let the search space be D-dimensional. Then the position of the i th particle can be represented by a Ddimensional vector,
T . The velocity (position change) of this particle, is represented by the Ddimensional vector,
T . The best previously visited position of the i th particle is denoted as,
T . Let the superscripts denote the iteration number, and g be the index of the best particle among all the particles in the swarm (i.e., g th particle gives the global best solution), then the velocities and the positions of the particles are calculated according to the following two equations: is the inertia weight [18] , and χ is the constriction coefficient [19] .
The algorithm for implementing PSO is as follows: 1. Initialize a population of particles with random positions and velocities on D dimensions in the problem space. 2. For each particle, evaluate the desired optimization fitness/objective function. 3. Compare the particle's fitness evaluation with its personal best, pbest (the best fitness function value obtained so far by this particle). If the current fitness is better than pbest, then assign pbest the current fitness, and P i the current position X i . 4. Identify the particle in the neighbourhood with the best success so far and assign its index to the variable g. 5. Update the velocity and the position of the particle according to equations (1) and (2). 6. Repeat steps 2-5 until a predefined criterion is met, usually a sufficiently good fitness or a maximum number of iterations. Several extensions were made to PSO in [20] , [21] and [22] . These extensions produce better results for considerably a larger number of iterations that results in a larger number of computations. However, in our experiments, we needed to obtain the solution in few computations. Hence, the above modifications would not have improved our algorithm, thus, the basic PSO was used.
Optimization methods such as gradient-based methods, interior-point methods, etc., have limitations in handling non-linear, discontinuous, mixed-integer functions and constraints, and functions having local optima [23] . We chose PSO as it can handle the above problems, is generally faster than other evolutionary algorithms such as Genetic Algorithms [24] , makes no assumptions with respect to the differentiability of the function, and can accommodate many variables/dimensions.
IV. LANDMARK MODEL MATCHING
LMM overcomes the deficiencies of EBGM and ASM described in section II by using PSO. Advantages of using PSO are, -a parameter can be of any value within a given range, thus, is not limited to only few discrete levels (For example, the deformable LM can be scaled to any size to fit it to a face of any size, and be placed at any location in an image.), and -its capability to efficiently use the past information of previous iterations. In LMM, PSO dimensions directly represent the weights given to the principal components (PCs) of the landmark locations in the Landmark Distribution Model (LDM), which is analogous to the PDM in ASM. Hence, the adjustments made to them are direct, thus would be less prone to distortions of the face structure. Furthermore, PSO enables LMM to use its past experiences in iterations to predict better solutions. In ASM, the model has to be initially placed close to the face for it to accurately converge [2] . Therefore, the approximate location of the face should be known. However, in LMM, it is not necessary to know the approximate location of the face as PSO can efficiently cover the entire area of the image in finding the face. Instead of edge profiles in ASM, we used wavelets in LMM, which are rich in feature extraction, less sensitive to lighting variations, and robust against translation, distortion, and rotation.
In LMM, we intuitively identified N points at selected locations such as pupils of the eyes, corners of the mouth, tip of the nose, etc., known as fiducial points [1] or landmarks [25] on a face, as shown in Fig. 1 . A face is represented by an LM consisting of N nodes corresponding to these N landmarks. An LDM is created from α training face images (referred to as LDM images). For each LDM image, an LM is computed by manually selecting the N landmarks, and computing a jet at each landmark. A jet describes the local features of the area surrounding a landmark. When a new image is given, the N nodes of the deformable LM that has to be fitted to the face are placed on the image at the positions given by the average landmark positions of the α LMs of the LDM, and an LM is computed by extracting jets at its nodes. A model similarity between the LM and the LDM is computed based on the similarities between jets of the LM and the LDM. The optimal LM to represent the face is found by maximizing the model similarity, while deforming the LM placed on the image.
The way that the nodes are varied in LMM is different to that of EBGM. In EBGM, the locations of the nodes are varied by directly changing their x and y coordinates in the image. However, in LMM, the locations of the nodes are varied by changing the weights given to the PCs of the LDM, and thereby transforming those variations into the variations of x and y coordinates of the nodes. This method is an effective way of locating the landmarks, since the locations of the nodes are varied as a single structure with small deviations in the directions of often expected pattern variations in faces (rather than varying them individually). This approach is similar to ASM [2] . In ASM, the landmarks are often on the boundary of a shape or contour. However, in LMM, the landmarks are not necessarily on a contour. In ASM, the feature extraction is based on edge profiles. Instead, LMM use wavelets. Therefore, the term 'shape model' would not be appropriate to refer to our model. Hence, we prefer to call it a 'landmark model'. LMM can be used for face databases where only one image per person The main phases of the LMM algorithm are, creation of the LDM, face finding phase, landmark finding phase, and recognition phase, and they are illustrated in Fig. 2 . The set of known face images available (or the database) is called the gallery. An image of an unknown face presented to the algorithm is called a probe, and the collection of probes is called the probe set. An LDM was created as described in subsection A. By using this LDM, an LM for each image in the gallery was automatically computed as described in subsections B and C. Two phases were used: face finding phase and landmark finding phase. In the face finding phase, the size and the location of a new face were estimated approximately, whereas in the landmark finding phase, the locations of the landmarks were found more accurately. Once the face had been approximately located by the face finding phase, in order to be used as the input to the landmark finding phase, the face region was extracted as follows: It was cropped, resized so that the estimated distance between the two eye pupils was 27 pixels (The reason of selecting this value for this distance is described in subsection A.), and centered. Therefore, the uncertainty that the landmark finding phase had to cope with the input image was reduced. When a probe image is given (image X in Fig. 2 ), its LM is computed and compared with the LM of every gallery image. The gallery image with the LM that matches best with the LM of the probe image, is selected as the recognized face image, as described in subsection D.
A. Creation of Landmark Distrbution Model
To create the LDM, 48 face images (α=48) were selected from the gallery images. Two LDMs were created: face finding LDM (FF-LDM) for the face finding phase, and landmark finding LDM (LF-LDM) for the landmark finding phase. We manually selected 30 landmarks that are numbered 1, .., 30, in Fig. 1 . The 10 landmarks that are numbered 31, .., 40, were interpolated between these 30 landmarks. FF-LDM and LF-LDM were created using the 30 landmarks that are numbered 1, .., 30, and the 40 landmarks that are numbered 1, .., 40, respectively.
All the faces in the two LDMs were normalized as we assume that normalization would facilitate more appropriate calculations of the average of corresponding jets, and the average of corresponding landmark locations. Each image was first padded to provide extra space for wavelet calculations, and resized to a constant size so that the distance between the two eye pupils was 32 pixels for FF-LDM, and 27 pixels for LF-LDM. Then it was centered, as shown in Fig. 3 (b) . The size of the FF-LDM corresponded to a size factor of 1.0, where the size factor 1.0 refers to a distance of 32 pixels between the two eye pupils (Any reasonable value can be selected for this distance. We chose it to be 32 pixels as the half of the average distance between the two eye pupils of the α LDM images was approximately 32 pixels. The reason of selecting half of the average distance between the two eye pupils of the α LDM images was that, a new input image to LMM algorithm was resized to its half size to reduce the search space for the PSO algorithm.). As mentioned earlier, the input image for the landmark finding phase (i.e., output of the face finding phase) was resized so that the estimated distance between the two eye pupils was 27 pixels. Any reasonable value can be selected for this distance. We selected 27 pixels for this distance due to following reasons: to reduce the image size so that the resolution of all the images was approximately constant (as some faces in the gallery/probe sets were large, whereas some were small), and to reduce the search space for the PSO algorithm. Therefore, the LF-LDM was created with the size factor 0.85 (i.e., the LF-LDM was created by resizing each LDM image, so that the distance between the two eyes was 0.85×32≈27 pixels).
An LM was computed for each LDM image as follows. Let the intensity value of an image at a pixel x = (x,y) be ( ) I x . For every LDM image, a jet was computed at each landmark, and stored. It was calculated by 2-D wavelet transform as described below. The jet 
where j k is the wave vector. The Gabor kernel or wavelet is a plane wave with wave vector 
For each LM of the LDM, its deviation from the mean, dx i , is calculated as, .
The PCs or the modes of variation of the LDM are described by the eigenvectors p k (k = 1, .., 2n) of S, such that,
where λ k is the k th eigenvalue of S (λ k ≥λ k+1 ). It can be shown that the eigenvectors corresponding to the largest eigenvalues describe the most significant modes of variation, and the proportion of the variance explained by each eigenvector is equal to the corresponding eigenvalue. Therefore, most of the variation can usually be explained by a small number of modes, t (<2N). Any LM in the training set can be approximated using x and a weighted sum of these first t modes as,
where P = (p 1 p 2 .. p t ) is the matrix of the first t modes, and
T is a vector of weights given to the these modes or the PCs p 1 , p 2 , .., p t . These modes of variation effectively capture the variability present in the LDM images. The above equations allow us to generate new LMs by varying the parameters (i.e., b) within suitable limits, so that the new LMs will be similar to those of the LDM. The variations of the first 6 modes are illustrated in Fig. 4 . It can be visualized from these variations that modes 1 and 2 primarily vary the head rotations, mode 3 primarily varies the y-coordinates of the locations of the interior nodes relative to the nodes on the head-boundary, modes 4 and 5 slightly vary the pose, and mode 6 primarily scales the y-axis dimension of interior nodes.
B. Face Finding Phase
When a new image (either from the gallery or probe set) was given, it was resized to its half size so that the search space for PSO was reduced. The nodes of the LM that had to be fitted to the image were placed on the image at locations given by x , and jets were calculated at the nodes. The face finding phase was carried out in two stages. First, the head was approximately located in stage 1, and then the face region was approximately located in stage 2.
1) Stage 1
The size and the location of the LM were varied using a PSO algorithm (PSO 1 in Fig. 2 ) to find their optimal values. The size of an LM was varied by multiplying the geometrical structure of the LM with a size factor. In order to vary the location of an LM, the center point between the two eye nodes was used as a reference point.
In the PSO algorithm, a particle corresponds to a deformable LM that has to be fitted to the new image. This LM is deformed by varying the values of the dimensions of the particle. We used 8 particles, and they were initialized in a uniformly distributed manner. Each particle consisted of 6 dimensions: -x and y coordinates of the location of the reference point corresponding to the LM: x and y, -its size factor: sf (to scale the LM), and -weights given to the first three principal components od the FF-LDM: b 1 , b 2 , and b 3 of modes 1, 2, and 3. Since this stage is an approximate estimate of the location and the size of the head, only the first 3 modes were used. During each iteration, the coordinates of the nodes were computed by (9) . The boundaries of the search space for x were defined as -35 and +35 pixels away from the center of the image, and for y as -65 and +25 pixels away from the center of the image. The allowable ranges of sf and b k were, 0.65 < sf < 1.4, and
k , where k = 1, 2, and 3. These limits can be any reasonable values. We determined them intuitively and experimentally.
The jet similarity ( , ) J J ′ a S between two jets J and J ′ was calculated as, 
The jet J is the average jet of a node of a LDM, and J′ = J ( ) x is the jet of the corresponding node of the LM computed at variable locations x in the new image. The true position of a landmark can be located by finding the pixel location in the image that gives the maximum jet similarity. The model similarity, MS (LM,FF-LDM), between the LM and the FF-LDM was computed as, 
MS
w S (9) where N is the number of nodes (N=30), J is the average jet of node n of the FF-LDM, and w n is the weight given to node n. The objective function maximized by PSO, was the model similarity. Higher weights were given to the nodes on the head boundary, since this stage concentrates more on finding the head location rather than accurate locations of interior landmarks.
A particle tries to achieve a higher model similarity value by adjusting its variables of the 6 PSO dimensions after every iteration. The velocities calculated based on the history of the model similarity values of the particles guide the swarm to the maxima. PSO iterations were terminated if the best solution did not improve in 10 consecutive iterations, or the number of iterations reached 20. For example, the nodes of an LM that corresponds to a particle during initialization and after iterations 1, 2, 3, 4, 5, 8, 12, 16 and 20, are shown in Fig. 5 . For viewing clarity, the nodes of the LM are shown in black, if the intensity of the pixel in the image at that location is closer to white, and vice versa. The size factor and the location of the reference point of the LM corresponding to the best solution were the input for the stage 2.
2) Stage 2
This stage was similar to stage 1. However, higher weights were given to the interior nodes to locate the face region more accurately. The search space was smaller as the head had already been approximately located in the previous stage.
C. Landmark Finding Phase
In this phase, the locations of the landmarks were found more accurately. Instead of FF-LDM, the LF-LDM was used. Higher weights were given to the interior nodes. The x-and y-axis dimensions of the LM were scaled by different values. We used 8 particles for the PSO algorithm (PSO 2 in Fig. 2) , and each consisted of 10 dimensions: -x and y coordinates of the location of the reference point corresponding to the LM -x-and y-axis scaling size factors of the LM (as a multiplication factor of sf of the solution in face finding), and -weights given to the first 6 principal components of the LF-LDM: b 1 , b 2 , .., b 6 After locating the 40 landmarks numbered 1, .., 40 in Fig. 1 , 5 more landmarks, numbered 41, .., 45, were found by interpolation between the estimated 40 landmarks. These 5 landmarks may not be critical in landmark localization. However, they would contribute for recognition. The jets of the 45 landmarks were computed on histogram-equalized images, and stored to represent the face. In order to reduce the effects caused by the background on the histogram-equalization process, histogram equalization was performed based on only the intensity values within a small rectangular region at the center of the face. However, histogram-equalization was performed on the entire image.
D. Recogniton Phase
The LM computed for a probe image was compared with all the LMs of the gallery images, and the image with the highest model similarity was selected as the recognized face. These model similarity values were sorted, and thereby the gallery images were ranked, so that the image with the highest model similarity value corresponds to the rank 1 match. In [3] , matching was based on two similarity values: sv 1 , and sv 2 .
• sv 1 : This was the summation of the jet similarities of the landmarks, giving different weights to the landmarks; i.e., 
where js n is the jet similarity between the jet of the n th landmark of the given face and the corresponding jet of the gallery face considered, w n is RPLW given to it, and N = 45. These RPLWs were determined intuitively and experimentally (not optimized) to obtain reasonably better recognition rates, and they are given in Table I . The landmark numbers refer to the numbers shown in Fig. 1 .
• sv 2 : When the number of landmarks of a gallery face matched to the landmarks of the probe face was larger than that of the other gallery faces, similarity value sv 2 , -similarity values (a) sv 2sub1 (b) sv 2sub2 (c) sv 2sub3 (d) sv 2sub4 (e) sv 2sub5 between the probe face and that gallery face was assigned a higher value. This concept was inspired by the well known 'winner-take-all' learning rule, and further described below.
The 45 landmarks were classified into 5 sets, as shown in Fig. 6 , and 5 sub-similarity values, sv 2subi , i = {1, .., 5}, were calculated. Let the number of landmarks in i th set of a gallery face matched to the landmarks in the same i th set of the probe face be N i . The sub-similarity value sv 2subi , between the probe face and the gallery face was calculated as, 5 / 2 (1 e )
is the total number of landmarks in i th set (N tot1 =18, N tot2 =10, N tot3 =5, N tot4 =7, and N tot5 =5). This sub-similarity value function was selected intuitively, to assign a higher value to sv 2subi non-linearly when N i is higher. Thereby, sv 2 was calculated as, , where the superscripts j and k refer to the j th and the k th gallery images, respectively ( j k ≠ ).
Finally, both sv 1 and sv 2 were combined to form an effective similarity value as, sv 1&2 = w sv1 ×sv 1 + w sv2 ×sv 2 , (13) where w sv1 and w sv2 are the corresponding weights (w sv1 + w sv2 = 1 ). In [3] , these weights were not optimized. However, they were experimentally and intuitively determined to obtain reasonably better results. In the experiments, following values were used: 
V. OPTIMIZATION OF THE RECOGNITION-PHASE-LANDMARK-WEIGHTS (RPLWS)
In this work, we optimized the recognition-phaselandmark-weights (RPLWs), using a PSO algorithm (PSO 3 in Fig. 2) .
In our experiments, three data sets known as fa, fb, and dup1 of the third FERET test reported in [10] were used. The images in all three sets had been selected from the FERET database, and taken on the frontal pose. The fa set was used as the gallery. The fb and the dup1 sets were used as probe sets. The images in fb had been taken on the same session that the images in fa had been taken, whereas the images in dup1 had been taken on a different day. Every image in each probe set has a corresponding image of the same person in the gallery. The fa and the fb sets consist of 1196 and 1195 images, respectively, with one image per person. The dup1 set consists of 722 images, with one or more images per person.
In order to optimize the RPLWs, all the images in the gallery and the two probe sets were used. For each image in the gallery and the probe set, its optimal LM was computed and stored. Let the x th image in the gallery be G
x , and the y th image in one of the probe set be P y . Let the corresponding image of P y in the gallery be f(P y ), where f is the function that gives the corresponding image in the gallery for a given probe image P y . The model similarity between G x and P y was calculated as,
where , y x n js is the jet similarity between n th landmark (shown in Fig. 1 ) of G x and that of P y , w n is the RPLW given to , y x n js , and N=45. The RPLWs were normalized so that, 
Then, the rank 1 recognition rate was calculated as, (16) where N P is the number of images in the probe set, and c y is given by, 1 ( ) . 0
The objective function maximized by PSO was the rank 1 recognition rate, RR. A particle corresponds to a set of RPLWs.
The structure of a face, in general, is approximately symmetrical around the vertical line that can be drawn through the center of the face, which also passes through the nose, the mouth, and the chin. We utilized this feature to simplify the optimization procedure by assigning fewer PSO dimensions to particles. We assumed that the significance of symmetrical pairs of landmarks is equal. Therefore, we assigned equal weights to them when calculating the model similarity MS, and thereby the objective function, RR. For example, the weights given to the left and the right eyes were equal (w 1 =w 2 ), and the weights given to the left and right ends of the mouth were equal (w 15 =w 17 ), etc. This resulted in 27 distinct weights (18 weights corresponding to 18 symmetrical pairs of landmarks, and 9 weights for the 9 landmarks on the vertical symmetry line). Therefore, 27 dimensions were assigned for a particle, one for each distinct weight. Thus, by assuming the symmetry of a face, we reduced the number of PSO dimensions from 45 to 27. We used 20 particles, and 75 PSO iterations. The allowed range of the search space for each dimension was from 0 to 1.
By its characteristics, PSO may not produce the same result for different runs. Furthermore, the number of iterations we used was small. Therefore, the optimal LMs found for gallery/probe images slightly varied for different runs. This resulted in slightly different recognition rates for different runs. Hence, they were averaged over three runs, to obtain a fair representation of the performance.
In order to optimize the RPLWs in any face recognition system, considerable number of probe images should be available, and their corresponding gallery images should be known. Optimizing RPLWs using few images would not produce true or genuine representation of optimal RPLWs in general, that would be applicable to any face database in a practical system. Therefore, recognizing a new face with such RPLWs would not give an accurate result. We experienced this situation in our experiments. Recognition rates we achieved for the entire set of probe images with the RPLWs, which were optimized using few images, for recognition were low, even though they maximized the recognition rates for the few images used. Therefore, we used the all the images in the gallery and the probe set (one probe set at a time) for the optimization procedure.
We obtained an averaged set of optimal RPLWs as follows: The optimal RPLWs that maximized the rank 1 recognition rates separately for each of the three runs and for each of the two probe sets (fb and dup1) were found. This resulted in 6 sets of optimal RPLWs, and these 6 sets were averaged to obtain a generalized set of optimal RPLWs.
The computational time of the objective function RR is considerably high. Therefore, the PSO algorithm takes a large time to converge to the global maxima. However, this computational complexity is not a major concern, as the optimization of the RPLWs can be performed offline. Once the optimal RPLWs are found offline, they can be used online, in practice, for the recognition phase.
VI. EXPERIMENTAL RESULTS
To measure the accuracy of the face finding phase, the most appropriate way is to compute the Euclidean distances between the locations of the true landmarks on the head boundary and those of the landmarks found by the algorithms. However, the locations of the true landmarks are not known for those images, and manually selecting them is a time-consuming and tedious task. Therefore, we suggest an alternative approach that use the eye-coordinates provided with the FERET database. We assume that the mid point of the two eyes would be an approximate representation for the location of a face. We compared the error between the true midpoint calculated using the eye coordinates and the estimated mid point between the eyes. Since the sizes of the faces were significantly different, the error ε was calculated relative to the distance between the left and the right eye, as 100%, 
where true x is the true location of the mid point between the two eyes, est x is the estimated location of the mid point between the two eyes, lefteye x and righteye x are the true locations of the left and the right eye, respectively. The algorithms were applied to the 1196 images in the gallery. The mean error was calculated by averaging the errors over these 1196 images. The mean error and the relative computational time of LMM are compared with the EBGM algorithm implemented according to [1] and [25] in Table II . The computational times are given relative to that of complete EBGM algorithm (time consumed for both face finding phase and landmark finding phase). LMM reduced the computational time of EBGM by 87.9%, and mean error of face finding by 5.4%. The optimized RPLWs are shown in Table III . As described in Section V, these are the averages of 6 sets of optimal RPLWs obtained for three runs and for the two probe sets, fb and dup1. Images in fb had been taken on the same session that the images in fa had been taken, whereas the images in dup1 had been taken on a different day. Therefore, these weights can be considered as a generalized set, thus, would be applicable for recognition for any other face database.
The face recognition rates are compared in Table IV . For an algorithm, (a) and (b) refers to the results obtained by using the weights (a) and (b), as described in subsection IV D, respectively. The recognition rate is the ratio of the number of probe images recognized (correctly matched to the corresponding image in the gallery) to the total number of probe images, given as a percentage. The recognition rate given under the "within rank 50" is the ratio of the number of images recognized within best 50, to the total number of probe images given as a percentage. For example, 93.6% of the probe images were recognized as rank r, where r≤50 (within top 50), by EBGM with the weights (b) for the probe set fb. The best recognition rates for each probe set are shown in boldface.
The recognition rates for EBGM ORPLWs were achieved using the optimal RPLWs obtained by separately maximizing the rank 1 recognition rate for each probe set. Thus, they were the maximum recognition rates that we could achieve by EBGM ORPLWs . Using an average of the two sets of optimal RPLWs (one for each probe set) obtained for EBGM, gives slightly lower recognition rates.
The recognition rates of LMM (a), LMM (b), and LMM ORPLWs given in Table IV are the averages of 3 runs, as described in Section V. Recognition rate of each run of LMM ORPLWs was calculated using the average of optimal RPLWs given in Table III. The cumulative match score is plotted against the rank in Fig. 7 and 8 . The cumulative match score is the ratio of the number of images recognized within the rank given by x-axis to the total number of probe images, given as a percentage.
It can be seen from Table IV that LMM (b) is better than LMM (a) for fb probe set, and LMM ORPLWs had improved the rank 1 recognition rate of LMM (b) by 8.6%. When comparing the rank 1 recognition rate for dup1 probe set, LMM (a) is better than LMM (b), and LMM ORPLWs had improved the rank 1 recognition rate of LMM (a) by 5.2%.
When optimizing the RPLWs, we maximized only the rank 1 recognition rate. We did not consider higher ranks, as it increases the complexity of the optimization computations. Therefore, as can be seen from Table IV , the recognition rate of EBGM ORPLWs is slightly lower than that of EBGM (b) for recognition within rank 50, even though the rank 1 recognition rate of EBGM ORPLWs is higher than that of EBGM (a) or (b). 
