In this work we study the problem of first order perturbations of a general hypersurface, i.e. with arbitrary causal character at each point. We extend the framework by Mars [7] where this problem was studied to second order for everywhere timelike or spacelike hypersurfaces, and we adapt it to cover the general case. We apply the formalism to the matching of spacetimes across a general hypersurface to first order in perturbation theory.
Introduction
There are many problems in General Relativity that for different reasons have proven to be very difficult to study in the exact theory. For instance this can be due to the lack of symmetries. One possible approach is then to identify a relevant parameter in the problem and resort to perturbation theory. In this context, the background spacetime corresponds to a known exact solution, normally with a high degree of symmetry, and the perturbation of the geometry is encoded in a two covariant symmetric tensor field that satisfies the perturbed field equations. However, the situation becomes more complicated if, apart from the spacetime itself, there is some special hypersurface sensitive to the perturbation involved in the problem. There are many relevant examples that illustrate this situation, for instance a background spacetime which is an outcome of a matching procedure. In this context, the matching hypersurface is a clear candidate to experience some kind of deformations. Settings of this type have been exploited to tackle a wide variety of problems in the context of relativistic astrophysics, where the global spacetime describing a star can be broken down into two different spacetimes, one accounting for the stellar interior and another one for the vacuum, and both of them are matched across a timelike hypersurface that acts as a boundary separating those two regions. For instance pulsating stars have been studied to first order (see [13] and the related works in the series), or more recently, stellar collapse to second order [2] , just to list some remarkable works that consider perturbation theory up to different orders.
Nevertheless, a matching is not a requisite for having a hypersurface that is being deformed by some perturbations, as one could consider a wide variety of problems related to hypersurfaces sitting in an ambient spacetime, and for instance, in [17] a formalism is presented to study perturbations of a null hypersurface and then applied to the setting of a black hole immersed in a tidal environment, although it is also suitable for different problems in the context. Therefore the problem of deforming submanifolds is by itself general and interesting enough to deserve some attention in the context of mathematical relativity. Indeed, there have been many general approaches such as [1] , where perturbations of a brane in an arbitrary bulk were computed; [3] , where perturbations of timelike submanifolds of arbitrary codimension are studied; or the doubly-covariant approach by [12] , where the different sources of gauge freedom are identified. We will focus in the remarkable work [7] , which is a fully general framework to study first and second order perturbations to hypersurfaces and where the key idea is to formulate the perturbations in an abstract hypersurface detached from the spacetime, so that the perturbations of the first and second fundamental forms can be computed in a very straight and transparent manner (the second order perturbations would be certainly difficult to compute without using the methods therein). As in any approach based on perturbations, there is some inherent freedom in the method, namely the spacetime gauge transformations and hypersurface gauge transformations, but their effect on the perturbations is studied separately. There is, however, one assumption taken explicitly in [7] regarding the causal character of the hypersurfaces, as they are assumed to be timelike or spacelike everywhere. This method has been applied to linear order to obtain uniqueness results for the Einstein-Strauss model [9] and to second order to revisit the problem of slowly rotating stars [14] .
The problem of hypersurfaces of changing causal character has been studied in the work [10] , and recently revisited in [8] . The main difference with respect to the standard timelike or spacelike hypersurfaces, is that at null points the first fundamental form becomes degenerate, and therefore it does not define a proper geometric structure, so that additional ingredients are needed such as a transverse vector to the hypersurface, used to endow the submanifold with a rigged connection [15] , [10] . Note that the transverse vector is non-unique, and it adds a gauge freedom in the method. We refer to this vector as a rigging.
But even keeping the causal character fixed, to the best of our knowledge, there is only one framework dealing with perturbations of null hypersurfaces [17] , where the focus is put on the generators of the null hypersurface. In this work we consider general hypersurfaces, and therefore the approach based in the generators is not convenient, so that we start from the framework [7] and generalize it appropriately to deal with hypersurfaces of general causal character. This upgrade of the method [7] results satisfactory to deal with perturbations of general hypersurfaces, but also implements the possibility of characterizing the perturbations of everywhere timelike/spacelike or null hypersurfaces with a specification of the transverse vector other than the normal vector, or the null transverse vector respectively. We restrict our analysis to first order perturbations.
This work is organized as follows. In Section 2 we introduce the setting and the formalism that we will use to work with embedded hypersurfaces, which is based in the works [10] and [8] . The starting point of these two approaches is different, but what is relevant for this work is that the hypersurface σ is endowed with a Riemannian structure, whose fundamental building blocks are the first fundamental form (h), a two covariant symmetric tensor that captures the extrinsic properties of the hypersurface (Y ), and a scalar (l (2) ) and a one form (l) related to the rigging vector. In Section 3 we make explicit use of the framework [7] to construct the perturbations of all these geometric objects. The perturbative method relies on a construction of a one-parameter family of the involved geometric objects, in particular we end with a collection of hypersurfaces Σ ε diffeomorphically related among themselves. Each of them is equipped with a rigging l ε and we encounter the problem of how to relate (or compare) these vector fields, since they are defined in different tangent spaces. Since we are working locally, we can restrict to a neighbourhood of a point in the background hypersurface and extend this vector fields to this neighbourhood. The necessity of these extensions was already touched on [7] , but we revisit this question in order to discuss their existence. We provide an example of an extension of the riggings that can be built without restricting the generality of the method, which enables us to use safely Lemma 3.2 to produce expressions for the perturbations of {h, l (2) , l, Y } which are given in Section 4 in terms of the allowed ingredients: the background elements that define σ listed above, the metric perturbations g 1 and a vector field Z that describes the deformation of the hypersurface. There is also a vector field -that we denote by ζ -that comes up from the direct application of the method to calculate the perturbations of the hypersurface data. This extra ingredient in the method reflects the freedom in the choice of rigging (see point (ii) in the next paragraph) to first order.
The first order perturbations are not invariant under the distinct sources of freedom in the method. In Section 5 we discuss how the perturbations transform under spacetime and hypersurface gauge transformations. These were already discussed in [7] and the results therein remain valid for general hypersurfaces. The dependence of the method in the rigging vectors l ε adds two sources of freedom that we examine, (i) the possibility of taking different extensions of l ε and (ii) transformations of l ε into other transverse vectors l ε . We conclude that the perturbations do not depend on the extensions, and we characterize the change of the perturbations under rigging transformations in Lemma 5.2. We show that the perturbations of {l, l (2) } are in direct correspondence with the gauge objects that characterize the transformations (ii) to first order.
Finally, we devote Section 6 to apply the results to a matching situation. We consider the proper matching conditions to first order established in [7] and a series of results that hold in the exact case, such as the uniqueness of the rigging and the independence of the junction condition regarding the extrinsic curvature on the choice of rigging.
General hypersurfaces
We consider an ambient spacetime, which is a m+1 dimensional Lorentzian manifold M endowed with a Lorentzian metric g. The metric is assumed to be at least C 2 everywhere, unless otherwise stated. We use index notation, and in particular spacetime objects will carry Greek indices, which run from 0 to m. We denote the Levi-Civita covariant derivative by ∇ and the Riemann tensor follows the convention [18] 
for any one form ω. We also follow the conventions of [18] for symmetrization/antisymmetrization of tensor fields. Let σ be an abstract hypersurface, i.e. a m-dimensional manifold detached from the spacetime. Objects related to this manifold will carry Latin indices, whose range is {1, . . . , m}. We introduce local coordinates {x α } in M and {y a } in σ. This abstract hypersurface is embedded in the ambient space (M, g) via the C 3 mapping Φ : σ → Σ 0 ⊂ M. The tangent space T (Σ 0 ) admits a direct sum decomposition in terms of a m-dimensional subspace of vectors tangential to Σ 0 and a one dimensional subspace of vectors transverse to Σ 0 .
A basis of the tangential subspace can be constructed in terms of the image of the natural basis ∂ y a at the tangent spaces T p σ, which through the differential map dΦ defines the set of vectors
Note that the set { e a } are m-independent spacetime vectors defined at T (Σ 0 ). We define the normal one form as the unique one form n, up to scaling, that satisfies n( e a ) = 0 for all a. The normal one form induces the normal vector via the metric isomorphism. The hypersurface Σ 0 can be classified attending to its causal character as follows Definition 2.1. The hypersurface Σ 0 is:
• Spacelike at a point p ∈ Σ 0 if n( n)| p < 0.
• Null at a point p ∈ Σ 0 if n( n)| p = 0.
Since the causal character of the hypersurfaces is a property defined pointwise, it could vary from one point to another. In this case we refer to the hypersurface as a general hypersurface. If, on the contrary, the causal character remains constant in the hypersurface, then these are called null, timelike or spacelike. We will refer to the last two options as standard hypersurfaces.
The transverse subspace of T (Σ 0 ) is spanned by a transverse vector called the rigging l [10] , where transverse means that n( l) = 0 at every point of Σ 0 . It is clear from this definition of transversality that the rigging is highly non-unique. For instance in standard hypersurfaces, the normal vector n is transverse everywhere and it is a very convenient choice as a rigging. However, if there are null points, the normal vector becomes tangent there and ceases to complete the basis at T (Σ 0 ). The existence of the rigging is ensured by the following lemma. In the rest of the manuscript we adopt the convention n( l) = 1 for the transversality condition.
Finally, we construct the dual basis with the normal one form and the one forms ω a uniquely defined by ω
The dual basis depends on the rigging, which is not unique. We review this freedom in the method at the end of this section. The decomposition of the unit tensor δ In the particular case of a timelike or spacelike hypersurface, the rigging can be fixed by l = ξ n with ξ ≡ n( n), and this relation is simply e α a ω a β = δ α β − ξn α n β . The vectors {e α a } and the covectors {ω a α } applied to tensor fields act as the distinct differential mappings associated to Φ. Let A and A be tensor fields of the appropriate rank defined at points of Σ 0 in the ambient spacetime and in the abstract hypersurface respectively. The pullback of spacetime covariant objects to σ reads We will often use the decomposition of a vector field A α in the tangent basis A α ≡ Al α + A a e α a . This defines the following fields in σ: A ≡ n α A α and A a ≡ A α ω a α . If the vector field has no rigged component (A = 0) we will often use the notation A σ to denote its counterpart in σ, i.e. A = dΦ( A σ ), which is equivalent to A α = A a e α a , or abusing notation A α = A a e α a . We remark that whenever we use this notation, the subindex σ in the vector field A σ is a simple reminder that the vector field is defined on T (σ) and it should not be confused with a spacetime index.
There are some relevant objects defined through projections in the bases { l, e a } or {n, ω a }, such as the component of the normal vector in T (σ): n a ≡ n α ω a α , or similarly for the rigging one form: l a ≡ l α e α a , and also the symmetric tensors
The tensor h is known as the first fundamental form of σ. Its signature is not fixed, and it is an induced metric on σ for standard hypersurfaces, but at null points it becomes degenerate [10] . In fact, the causal character is a property that we have defined for points that belong to the hypersurface Σ 0 in M, but given the embedding Φ 0 , which identifies points and tangent spaces of Σ 0 with those of σ, this property is also attached to the abstract hypersurface σ pointwise. The procedure depends on the embedding, but there are no ambiguities as long as we keep it unchanged.
We consider the derivatives of the normal one form and rigging decomposed in the tangent/dual basis at Σ 0 5) which define the following objects [10] 
The two covariant tensor κ ab is the second fundamental form of σ, and when the hypersurface is timelike or spacelike everywhere it captures its extrinsic properties. It is possible to define a torsion free covariant derivative in σ exploiting the rigged structure built at points of Σ 0 . The rigged connection ∇ is constructed as follows: consider any pair of vectors X σ and Y σ from σ. These induce vectors in the spacetime via the mapping dΦ, that we denote by X and Y respectively. The covariant derivative of one along the other is a vector that will have, in general, a rigged component and a component completely tangent to Σ 0 . The latter defines a covariant operator on σ
Moreover the relation between the covariant derivatives of the ambient space and the embedded hypersurface is ruled by [10] 
where A is a spacetime tensor, A ≡ Φ * A and the tensor with mixed indices represents the full projection of A to σ except for the index γ which is being contracted with l or n. For instance A
, and similarly for the contraction of the covariant indices with the rigging vector.
As shown above, this formalism exploits the fact that Σ 0 is an embedded hypersurface in order to define the relevant geometrical objects in σ in terms of spacetime objects. This strategy has been proven to succeed in order to describe general hypersurfaces and the corresponding junction conditions [10] , but there are some aspects regarding the perturbations which are better understood from an alternative point of view. The hypersurface data approach, introduced in [8] , consist of considering a set of geometric data on σ that characterizes the abstract manifold completely, as well as a series of properties and relations that this data satisfies. The main advantage of this approach is that it is independent of the spacetime, and in fact an embedding is not required a priori. Obviously when the data is embedded both approaches are equivalent.
The main ingredients for this approach are the so called hypersurface metric data, which is a set consisting on a m dimensional smooth manifold, a symmetric two covariant tensor, a one form and a scalar: {σ, h ab , l a , l (2) } so that the matrix 1 formed by these has a Lorentzian signature everywhere on σ. When the data is embedded in a spacetime, these objects become 8) which are the relations defining the left hand sides in the spacetime approach. From this hypersurface metric data the objects {P ab , n a , n (2) } are defined as the solution of the equations
When the data is embedded these objects agree with the definitions provided in the spacetime approach, i.e. P ab = ω a α ω b β g αβ , n a = n α ω a α , and n (2) = g αβ n α n β . The hypersurface data is the set comprising the hypersurface metric data plus an additional two covariant symmetric tensor Y ab , which for embedded data is
We will refer to this object as the rigged fundamental form, and it captures the extrinsic properties of a general hypersurface. In fact it is possible to define objects (2.6) solely in terms of the hypersurface metric data and the tensor Y (see Proposition 1 in [7] ). One of the main results from this second intrinsic approach that we will use is summarized in the following lemma. 
Moreover, the solution is unique and reads
Finally, we recall that these methods to characterise an embedded hypersurface depend on a choice of transverse vector, which is highly non-unique. Any two different riggings l and l are related by l = λ( l + v), 1 The hypersurface metric data in matrix form reads [8] l
so that the gauge freedom is encoded in a function λ on Σ 0 (λ = 0) and in a tangent vector on Σ 0 , v. As a result of this transformation the tangent basis and the cobasis at points of Σ 0 transform as
Let us denote the corresponding vector in σ by v, so that v = dΦ(v). Hence the data transforms as follows
12)
14) 15) whereas the objects {n (2) , n a , P ab } transform according to
Part of the freedom in choosing the rigging vector is encoded in the vector v. Since it is tangent to Σ 0 , we write it as v = v a e a and its associated one form reads
In fact, using the identity on σ we find that it is possible to decompose v a as follows
An equivalent point of view would be to encode the rigging transformations in the two fields W and Z a that replace v, which according to Lemma 2.2 satisfy the constraint n (2) W + n a Z a = 0. In terms of these objects, the change of the hypersurface metric data under a rigging transformation is rendered as
Along the rest of the paper, and as in the previous discussion, a primed ( ) quantity shall denote that it is referred to a (transformed) rigging l , related to l by the gauge fields λ and v.
Construction of the perturbations
The method of perturbation of spacetimes requires a one-parameter family of spacetimes (M ε ,ĝ ε ), where the element corresponding to ε = 0 is singled out as the background spacetime (M 0 ,ĝ 0 ), or simply (M, g). The spacetimes inside the family are identified through the smooth diffeomorphism
where ψ 0 is the identity map. This mapping defines a one-parameter family of two covariant symmetric tensors g ε and the so called metric perturbations g 1 by
We assume that the Einstein equations 2Ĝ ε (ĝ ε ) = χT ε are satisfied in each of the (M ε ,ĝ ε ) for a given energy momentum tensorT ε . These can be pulled back to (M, g) and result into the following equations for the metric perturbation tensor
where T 1 is the linearised energy momentum tensor.
From each member M ε we single out a (orientable) hypersurfaceΣ ε , and require that these are diffeomorphic among themselves, so that these can be identified to an abstract manifold σ through the map φ ε : σ →Σ ε . This identification is non unique, and it entails another freedom in the method, regarded as the hypersurface gauge freedom: a ε-dependent diffeomorphism χ ε : σ → σ previous to the identification among theΣ ε generates a new diffeomorphim
The combination of the spacetime and hypersurface identifications generates the embeddings
From this point of view, the one-parameter family of hypersurfaces Σ ε generates the perturbations of the hypersurface Σ 0 . In fact, the information about the deformation of the hypersurfaces, relative to the gauges used, is encoded in the deformation vector Z ≡ ∂ ε Φ ε | ε=0 . In general it has a rigged and tangent parts to Σ 0 , encoded in the scalar Q and the vector field T respectively, so that Z = Q l + T . Note that Q and T will depend on the choice of rigging. The embeddings Φ ε define the one-parameter two covariant fields h ε := Φ * ε (g ε ) in σ, i.e. the ε−family of first fundamental forms, whose perturbations are defined by
In order to complete the construction of the one-parameter hypersurface data, we need to describe the behaviour of the rigging vectors.
Our starting point is the spacetimes {M ε ,ĝ ε ,Σ ε }. We will assume that theΣ ε are orientable, so that there exists a family of normal one formsn ε . Thus Lemma 2.1 ensures that for each hypersurfaceΣ ε , there exists a rigging l ε , and as in the exact case we impose the normalisation conditionn ε ( l ε ) = 1. We use the pushforward of the inverse of ψ ε to generate the riggings l ε in Σ ε as stated in the following lemma.
Lemma 3.1. The one forms n ε := ψ * ε (n ε ) and the vectors l ε := dψ −1 ε ( l ε ) are normal one forms and riggings with respect to Σ ε .
Proof. Assume that the action of the normal one forms on a vector fieldX ε defined in points of Σ ε is a constant with respect to ε, i.e.n ε (X ε ) = C. Using the differential maps associated to ψ ε we can write the previous operation involving objects in (M, g)
where X ε is defined so thatX ε ≡ dψ ε (X ε ). If we letX ε be any vector field tangent toΣ ε then C = 0, and sinceΣ ε is the image of Σ ε through the diffeomorphism ψ ε , tangent vectors of Σ ε are mapped to tangent vectors ofΣ ε and therefore X ε is a vector field tangent to Σ ε . Hence, we have that n ε is a family of normal one forms for Σ ε .
On the contrary, letX ε = l ε , normalised so that C = 1. This same argument shows that n ε ( l ε ) = 1, hence l ε is a rigging for Σ ε . Figure 1 : The geometric approach for the perturbation of hypersurfaces. There is a one parametric family of spacetimes {M ε ,ĝ ε }, diffeomorphically related through ψ ε . The hypersurfaceŝ Σ ε are identified with the abstract hypersurface σ via φ ε . The riggings l ε onΣ ε induce the vectors l ε on Σ ε through the differential map dψ ε .
Having constructed these riggings, we introduce the fields l ε := Φ * ε g ε ( l ε , ·) and l
which define the perturbations of the remaining objects in the data set
.
Now that we have defined the perturbations, the question is how to compute them in terms of allowed ingredients. By these we refer to (i) the background objects that generate the embedded hypersurface data (ii) the perturbations of the metric (iii) the deformation vectors of the hypersurface, and also a perturbation of the rigging vector. The framework [7] is adequate for this purpose, and the basic result that we will use is a lemma that allows the computation of ε derivatives of covariant objects in σ in terms of ε derivatives of spacetime objects. [7] ) Let A ε be a C 2 one-parameter family of covariant tensor fields on M, Φ ε : σ → Σ ε ⊂ M a C 3 family of embeddings and define
where
The proof of this lemma highlights an important subtlety which is of considerable significance to the present paper. The proof proceeds by calculating as follows:
With a little more work (see [7] ), it can be shown that the first (respectively, second) term on the right hand side of (3.2) yields the first (respectively, second) term on the right hand side of (3.1). We flag two crucial points that arise in this calculation. First, the term that is added and subtracted (to ultimately yield the two terms of (3.1)) involves the pull-back from Σ 0 of the quantity A ε . In Lemma 3.2, no problem arises, as A ε is defined throughout M, and so, in particular, is defined on Σ 0 . However, in the applications below, we will need to apply Lemma 3.2 to quantities which are ab initio defined only on each Σ ε . Indeed this arises in [7] , where the lemma is applied to the one-parameter family of second fundamental forms κ ε . Below, we will apply the lemma to calculate the perturbation of the hypersurface data. These are associated with one-parameter families of geometric quantities (l ε , l
ε , Y ε ) defined on each Σ ε , as opposed to (for example) the one-parameter family of metrics g ε , which is defined throughout M for each ε. This presents a fundamental problem with the application of the lemma, as the pull-back of e.g. Y ε from Σ 0 is not defined. We overcome this problem by constructing extensions of such quantities to appropriate neighbourhoods of of Σ 0 . Most importantly, we describe the extension of the one-parameter family of riggings l ε to appropriate neighbourhoods of Σ 0 : see Definition 3.1 and Proposition 3.2 below.
The second issue that arises in the calculation that yields (3.1) from (3.2) relates to the existence of the limit of the second term on the right hand side of (3.2). This requires a sufficient degree of smoothness of the mapping ε → A ε at ε = 0. In the case of quantities defined throughout M (e.g. the one-parameter family of metrics, g ε ), this smoothness is an essential part of the definition: without this degree of differentiability, there is no sense of a perturbed metric. However, when calculating perturbations below, we will be working with extensions. Thus our definition of these extensions must take account of the need for this limit to exist. Naturally, this has consequences for Proposition 3.2 in which the existence of appropriately defined extensions is established.
In the case of a general hypersurface, the application of Lemma 3.2 to the objects of interest include in particular l ε , the one-parameter family of riggings, and it requires the construction of an extension of these objects to a neighbourhood U of Σ 0 in M. In the rest of this section, we prove the existence of relevant extensions for l ε . We note that a similar method could be applied to construct (for example) the extension of the one-parameter family of normal 1-forms. We need to be precise about what is meant by an extension: Definition 3.1. Let U be an open subset of M such that Σ ε ⊂ U for all ε ∈ I, where I is an interval containing 0, and for each ε ∈ I, let l ε be a rigging on Σ ε (giving a one-parameter family of riggings).
1. A monotone path µ : I → M is a C 1 curve with the property that µ(ε) ∈ Σ ε for all ε ∈ I.
2. The one-parameter family of riggings is said to be smooth if in any local coordinate system in which the metric is C 1 , the functions ε → l α ε | µ(ε) are C 1 on I for all monotone paths µ.
3. Let U p ⊂ U be a neighbourhood of p ∈ Σ 0 . The one-parameter family of vector fields L(ε, x) ∈ T (U p ), ε ∈ I is called an extension to U p of the smooth one-parameter family of riggings
(b) For each p 0 ∈ Σ 0 ∩ U p , there exists the limit
and this limit defines a continuous vector field on Σ 0 ∩ U p .
We note that an extension of a smooth one-parameter family of riggings has this property:
Proposition 3.1. Let U p be a neighbourhood of p ∈ Σ 0 and let L(ε, x) be an extension to U p of the one-parameter family of riggings l ε . Then for all
The key outstanding question in relation to extensions is that of their existence, which is settled by the following result.
Proposition 3.2. Let l ε , ε ∈ I be a smooth one-parameter family of riggings on U. Then for every p ∈ Σ 0 , there exists an interval
Proof. The basic idea of the proof is as follows. We consider the congruence of geodesics emanating from Σ 0 , tangent to the rigging l 0 at Σ 0 . Along individual members of the congruence, we parallel transport l ε from Σ ε to Σ 0 . The union (over the geodesic congruence) of these parallel transported vectors yields the extension L(ε, x) on an appropriate neighbourhood of p.
Let p ∈ Σ 0 and let O p ⊂ Σ 0 be a bounded neighbourhood of p in Σ 0 with compact closure O p .
Let p 0 ∈ O p and let γ 0 be the unique (affinely parametrised) geodesic with initial point p 0 and initial tangent l 0 | p 0 . For all ε ∈ I p 0 , a sufficiently small interval containing 0, the geodesic γ 0 : I p 0 → M is a monotone path, meeting the hypersurface Σ ε at a point p ε given by p ε = γ 0 (τ ε ). By the smoothness properties of the embedding of the Σ ε and of the solutions of geodesic equations, the mapping ε → τ ε is C 1 on I p 0 .
For τ ∈ [0, τ ε ], we define the tangent vector L ε (τ ; p 0 ) ∈ T γ 0 (τ ) (M) to be the unique vector parallel transported along γ 0 and satisfying
For notational ease, we will write L ε (τ ε ; p 0 ) = L ε (τ ε ) for the moment. Now let µ a , a = 0, 1, . . . , m be an orthonormal set of vectors, parallel transported along γ 0 . Then we can write
where L a ε are ε−dependent constants. These constants are uniquely determined by the smooth rigging: in any local coordinate system,
We note that this makes the question of the existence of the limit l 1 solely a question about the original one-parameter family of riggings. We note further that this does not imply that l 1 on its own is independent of the extension: it says that in the particular extension we are using has this feature 3 .
To establish the existence of the limit of (l a ε − l a 0 )/ε, we introduce the 1-forms ν a , a = 0, 1, . . . , m dual to the parallel transported vectors µ a , satisfying
(3.8)
Then the tetrad components l a ε may be written as
Working in a fixed local coordinate system, we then have
By smoothness (i.e. differentiability) of the geodesic τ → γ 0 (τ ), of the solutions of the equations of parallel transport along γ 0 and of the one-parameter family of riggings (in the sense of Definition 3.1), we see that in this local coordinate system, the limits
and lim
both exist. This is sufficient to guarantee existence of the limit (3.10), proving the result via (3.9), provided that coordinate independence can be verified. This is an issue because the term ν a α (0)l α ε | pε involves a contraction of geometric objects defined at different points (without loss of generality, the local coordinate patch we work in covers both points). But under a smooth transformation of these coordinates
we have
by virtue of the smoothness of the coordinate transformation, of the geodesic γ 0 and of the mapping ε → τ ε . Thus the coordinate transformation introduces (at worse) an order-ε correction, which does not affect the existence of the limit. With proof of the existence of the limit in hand, the coordinate independent nature of its value is immediate from the definition (3.7).
Reinstituting the relevant notation, we recap and note that for each p 0 ∈ O p , we have constructed the vectors L ε (τ ; p 0 ) where τ ∈ [0, τ ε ] and ε ∈ I p 0 . For each p 0 , these vectors have the appropriate limiting behaviour at τ = τ ε (corresponding to property 3(a) of an extension in Definition 3.1) and at τ = 0 (corresponding to 3(b)
and for all ε ∈ I p . This provides the interval whose existence is claimed in the statement of the proposition. The open neighbourhood U p may be taken to be the interior of the set of points swept out by the congruence of geodesics with initial points p 0 ∈ O p and initial tangents l 0 | p 0 , i.e. the set {γ 0 (τ ) :
Finally, the extension L(ε, x), x ∈ U p is defined by taking the union of the L(ε; p 0 ) as p 0 ranges over O p . This ensures that the extension is defined throughout U p .
Nonetheless, other extensions in the sense of Definition 3.1 might be constructed, especially in particular settings, but we will not impose any particular one throughout our computations. We work with generic extensions whenever these are needed for the construction of any geometrical object related to the hypersurfaces Σ ε , taking care afterwards that these do not depend on the extensions. The limit (3.3) defines the perturbation l 1 as a spacetime vector at points of Σ 0 , so that we consider its decomposition in the tangent basis of Σ 0 , which reads
, whose value at points of Σ 0 defines the acceleration of the rigging vector, i.e. a ≡ ∇ l l| Σ 0 = A(ε → 0, x| Σ 0 ).
In the following, we make use of Lemma 3.2 to compute explicit expressions for the perturbations of the hypersurface metric data, i.e. {δh, δl, l (2) , δY }.
Perturbations of the hypersurface data
The formalism introduced so far is sufficient to produce explicit expressions for the first fundamental form and rigging data perturbed to first order. Proposition 4.1. Let (M, g) be a (m+1)-dimensional spacetime equipped with a C 2 metric and σ a hypersurface embedded by Φ : σ → Σ 0 ⊂ M, for which a transverse vector l has been specified.
If the metric is perturbed to linear order with g 1 and the hypersurface with a vector field Z = Q l + T , the first fundamental form is perturbed as
where T σ is the vector in σ such that T ≡ dΦ( T σ ).
Proof. The ε−family of embeddings and spacetime metrics define a ε−family of first fundamental forms
Applying Corollary B.1 to the first term, expression (4.1) is obtained.
Proposition 4.2. The ε-family of the rigging data is given by the following one-parameter family of scalars and one forms in σ 2) and in terms of the vector field ζ := l 1 + Q a, their first order perturbations read
Remark 4.0.1. These expressions for δl (2) and δl a depend on the vector field ζ, which arises as a new ingredient inherent to the perturbative method. This raises the question whether the expressions (4.3) and (4.4) depend on the extension of the rigging L(ε, x). The answer is negative, as follows from Lemma 5.1, and it stands as a satisfying feature of this method for computing the perturbations of the hypersurface data. Also, the vector field ζ is closely related to the freedom in the choice of rigging in the perturbative setting (see Proposition 5.2 and the subsequent discussion) and therefore the perturbations can actually be computed for particular problems.
Proof. We start noting the following identity
where L ≡ g( L, ·). The objects (4.2) can be linearised in terms of the extension L(ε, x) by direct application of Lemma 3.2. For the one form this provides
We use the decomposition l 1 = α l + s a e a , in terms of its rigged and projected components, and use expression (4.5) for the Lie derivative of the extension of the rigging. This introduces a directional derivative along the tangential directions of the norm of the rigging that we expand using the second expression in (2.5). This leads to (4.4).
We deal now in a very similar way with the scalar δl (2) :
We use again expression (4.5) for the derivative along the rigging of the covariant form of the extension L and expression (2.5) for the tangential derivative of l (2) and we obtain (4.3).
Remark 4.0.2. The perturbations of the hypersurface metric data do not have the properties that define the hypersurface metric data, since the matrix {δl (2) , δl a , δh ab } does not have Lorentzian signature in general. Moreover it depends very strongly on different sources of freedom inherent to the perturbative method, and for a particular choice of the gauges involved, this matrix becomes degenerate. This issue is very similar to the spacetime perturbations, where the tensor g 1 does not present the properties of a metric, in general.
So far we have considered a ε-family of hypersurface data {h ε , l ε , l
ε }, whose linearisation through Lemma 3.2 provides its first order perturbations {δh ab , δl a , δl (2) } in terms of the background elements (metric and hypersurface) and the perturbation vector Z. In analogy with the exact case, we define a set of fields {P ε , n ε , n (2) ε } on σ as the solutions of the ε− version of the system (2.9). These objects are defined on σ, and therefore we can take ε-derivatives directly. This operation defines the fields {δP ab , δn a , δn (2) } as the solutions of
The first order perturbations of the objects {P ab , n a , n (2) } expressed in terms of the first order objects {δh ab , δl a , δl (2) } and the metric data read
Proof. Start with equations (4.8) and (4.9) and consider them equations for δn a , which is a vector on σ. The first terms in both of them are x ≡ l a δn a and x a ≡ h ab δn b , and according to Lemma 2.2 define a unique vector δn a = xn a +x b P ab on σ, provided the constraint xn (2) +n a x a = 0 holds. The explicit expression for the vector field results in (4.11) and the constraint provides equation (4.12).
The same method applied to equations (4.6) and (4.7) determine δP ab , with the constraint being identically satisfied by δn a provided (4.11) holds.
Remark 4.0.3. Although Lemma 4.1 defines the objects {δP ab , δn a , δn (2) } in terms of the allowed ingredients of the perturbations, we do not claim that these correspond to the linear perturbations of some ε-dependent geometrical spacetime objects, since this statement would require a version of Lemma 3.2 suitable for contravariant tensors. 
in terms of the vector field ζ reads
Proof.
A direct application of Lemma 3.2 to 4.13 provides the expression
Since the calculations below become rather involved, we will abandon the notation for the extensions that we used for Lemma 5.1 or Proposition 4.2 and use the symbol l instead (or l for the metrically related one form). Nonetheless, the computations should be understood in the sense of the extension L(ε, x) (and L(ε, x)). The first and third terms in (4.15) require the use of extensions of the objects involved, so that the next task is to perform a series of manipulations in order to express them in terms of allowed objects, i.e. background objects, the metric perturbations, the perturbations to the rigging and the deformation vectors. We start by commuting the Lie derivatives in the third term of (
so that we are able to write (4.15) in a slightly different way, more convenient in order to manipulate the terms that depend on extensions:
We define the vector W := l 1 + L Z l, whose decomposition into the transverse and tangential components to Σ 0 is W = W l α + W a e α a with
This splitting is useful to write the first term in (4.16), using (B.10) and (B.11), as
The second term in (4.16) involves a second derivative, which can be expanded as
We need to analyse every single term in the expression above, since all of them contain transverse derivatives. The first one is straightforward
whereas for the second one we expand the first Lie derivative as a covariant derivative and commute it with the second Lie derivative, using formula (B.1), which results into
The third term in (4.18) can be arranged taking into account that the Lie derivative and the exterior derivative commute. Hence we have that
It is convenient to write the fourth term in (4.18) in a way that makes the acceleration of the rigging explicit, which we do using relation (4.5)
Finally, we commute the derivatives in the fifth term
and use the decomposition into the rigged and tangent parts of the vector
which renders this term as
Finally, we gather all these expressions and use them to write (4.18) as
which taken into (4.16) provides the expression
We have grouped together inside the braces the terms that require transverse derivatives to be computed. Two relevant combinations show up
where we used the explicit expressions for W and B given in (4.17) and (4.19). The term in braces in (4.20) is thus
The only dependence of δY with the extension of the rigging is encoded in the first term of expression (4.14) which involves ζ.
Freedom in the method
There are four sources of freedom inherent to the method of perturbing general hypersurfaces, namely (i) the spacetime gauge (ii) the hypersurface gauge (iii) a local extension of the vector l ε to an open neighbourhood U (iv) the nonuniqueness of the rigging vectors l ε at Σ ε .
Inherent freedom in perturbation theory
The inherent degrees of freedom corresponding to points (i) and (ii) were already discussed in [7] , and our treatment for general hypersurfaces is completely analogous. We include a brief summary next for completeness.
The spacetime gauge freedom arises from the non-uniqueness of the diffeomorphism ψ ε used to identify the different M ε among themselves. In fact, a different choice, say ψ 
In terms of the spacetime gauge vector field s 1 ≡ ∂ ε Ω ε | ε=0 , the metric perturbations are related by g 1 = g 1 + L s 1 g. However, the geometrical objects that characterize the geometry of the hypersurfaces Σ ε are independent of the spacetime gauge by construction.
The hypersurface gauge arises from taking a ε-dependent diffeomorphism χ ε in σ previous to the identification with theΣ ε . This generates a new diffeomorphism φ (h) ε = φ ε • χ ε , with χ 0 being the identity transformation in σ. In turn, the embeddings change as follows Φ
We apply Lemma 1 from [7] , which is just a general version of Lemma 3.2 that rather than starting from a hypersurface σ and an ambient spacetime M, it applies to a pair of differentiable manifolds N and M endowed with a differential map χ ε : N → M . We set N = M = σ, so that the diffeomorphism that makes the diagram (6) from [7] commutative is Ψ ε h = χ ε+h • χ −1 ε . As long as the diffeomorphism χ 0 = I in σ, we have that
This vector field in σ is called the hypersurface gauge vector. The direct application of Lemma 1 from [7] with M = N and u σ ≡ ∂χε ∂ε ε=0
Moreover, the perturbation vector Z is affected by this gauge freedom. 
Note that in the first order perturbations, a hypersurface gauge transformation affects only the tangential component T of Z.
Freedom associated to the rigging vector
We start with the issue of the extensions of l ε to U. These appear manifestly through the vector field ζ in the expressions for {δl (2) , δl a , δY ab } in Propositions 4.2 and 4.3. Hence, the task here is to characterize the dependence of this vector field on the extensions. A different extension shall be denoted by a tilde, i.e. L, and the same rule applies for other quantities that depend on the extensions.
Lemma 5.1. The vector field ζ := Q a + l 1 is independent of the extension of the rigging.
Proof.
Keeping the riggings l ε fixed at each Σ ε , let us consider any other extension L(ε, x) to U, which also satisfies the properties from Definition 3.1. These two extensions differ at most by a vector field k on U that necessarily has the properties
Moreover, the accelerations A and A associated to the two different extensions are related as follows
A consequence of this relation is that at points of
is identically zero, so that ζ is indeed independent of the choice of the extension of l ε . To see this we consider the following objects
where the right hand side is found by application of Lemma 3.2 and the defining properties of the extensions (and their corresponding difference vector) listed above. Moreover, the left hand side vanishes because of property (ii) of k ε . Following a similar strategy we find that , v) ). The fact that these inner products between v and l and e a vanish simultaneously implies that v = 0. In fact if we write them in terms of the decomposition v ≡ X l + X a e a we see that
and since the coefficient matrix is non-degenerate, we conclude that the vector v is zero.
Corollary 5.1. The scalar δl (2) , the one form δl a and the two covariant symmetric tensor δY ab on σ are independent of the extension L ε chosen to perform the linearisation.
There is still an explicit dependence on the vector field ζ in the relevant formulas for δl (2) , δl a and δY ab , which is in essence a manifestation of the freedom in the choice of the rigging in the perturbative setting, as we see next. In the perturbation scheme, we consider the setting for the riggings developed in Section 3. A transformation of the riggings at each Σ ε , including the background, leads to a new family of riggings l ε so that
We assume that both riggings l ε and l ε are smooth in the sense of point 2 in Definition 3.1. We single out the path generated by the embeddings Φ ε by fixing p ∈ σ and letting ε run, and the decomposition (5.2) necessarily requires that the functions ε → λ ε | Φε(p) and ε → v ε | Φε(p) are C 1 . Since the embeddings are also C 1 the objects λ ε := λ ε • Φ ε and v ε := dΦ −1 ε ( v ε | Φε(p) ) are C 1 and their limits as ε → 0 are λ and v respectively, i.e. the gauge fields encoding the rigging transformation in the background. The property that v ε = dΦ ε (v ε ), for some v ε in T (σ), allows us to relate {l ε , l (2) ε } with the non transformed rigging data in the following way:
It is natural to decompose this vector in the basis {n a , P ab }, which we write as
Lemma 5.2. Consider hypersurface metric data {σ, h ab , l a , l (2) } and rigging transformation gauge fields {λ, W, Z a } that satisfy n (2) W + n a Z a = 0, so that these uniquely define v a ≡ P ab Z b + n a W . The freedom related to rigging transformations to first order is encoded in the fields {δλ, δW, δZ a } satisfying the constraint n a δZ a + n (2) δW = 0, (5.5) so that these uniquely define the vector field
The gauge transformed first order perturbations of the rigging data in terms of the background gauge fields {λ, W, Z} and the first order gauge fields {δλ, δW, δZ} reads
Proof. The first fundamental form does not depend on the rigging, and therefore it does not change under rigging transformations. The first ε-derivative of v ε at ε = 0 defines the perturbed fields δv a = δW n a + δZ b P ab , with δW n (2) + δZ a n a = 0, (5
and by taking ε derivatives, this time in (5.3) and (5.4) we obtain the expressions
The three terms involving the vector v ε can be written in terms of the gauge fields as follows
where we have made use of the decomposition of δv (5.9) and the relations for general hypersurfaces (2.9). Taking these expressions back to (5.10) and (5.11) we find (5.6) and (5.7). Finally we explore the effect of these transformations in the tensor Y ε , that can be studied considering the tensor Y ε relative to the rigging l ε , related to l ε through (5.2). This consideration allows us to relate Y ε and Y ε as follows
where we have used the properties Φ * ε dλ ε = dΦ * ε λ ε and Φ * ε L dΦε(λεvε) g ε = L λεvε Φ * ε g ε . The first derivative with respect to ε of this relation provides the expression (5.8) for δY .
Remark 5.1.1. There is a slightly different, but equivalent, procedure to study the gauge freedom. Recall transformations (2.17) and (2.18). Since they involve functions and one forms in σ, one could consider their generalization to a one-parameter family of scalars and one forms and take ε derivatives directly from there. It can be shown that this method leads to the same expressions from Lemma 5.2 after the substitutions δW → δW + v c δl c and δZ a → δZ a + v c δh ac . In other words, this alternative method would correspond to a decomposition δv a = δP ab Z b + P ab δZ b + n a δW + δn a W . Lemma 5.3. Let {λ, W, Z a } and {δλ, δW, δZ a } be background and first order gauge fields respectively, that generate the vector field δv a ≡ δW n a + δZ b P ab . Under their action the objects {δn (2) , δn a , δP ab } change according to
The transformations in this lemma are trivially found by taking derivatives in the background transformations (2.16), and another way leading to the same result consist of plugging the gauge transformed expressions from Lemma 5.2 into the first order expressions from Lemma 4.1.
Corollary 5.2. The sign of δn (2) at null points is independent of the rigging transformations.
In analogy with the exact theory, we might ask ourselves whether the object n (2) ε encodes information about the causal character of the hypersurfaces Σ ε , at least to first order in perturbation theory. Recall that we have endowed a causal character to σ by the identification with the background hypersurface Σ 0 , given the embedding Φ 0 .
The function n
ε is a function defined on σ in terms of the ε-family of hypersurface metric data (see the linearized version (4.12)) and therefore it depends on the embeddings Φ ε . The sign of n (2) ε would store information about the signature of Σ ε as follows: given a fixed point p ∈ σ we let it propagate in ε through Φ ε . This produces a collection of points {p ε ≡ Φ ε (p) ∈ Σ ε } whose corresponding causal characters, with respect to the metrics g ε , are compared. Note that a hypersurface gauge transformation understood as an internal ε-dependent diffeomorphism χ ε in σ, changes the former identification and it results into a different embedding Φ
The (background) causal character of a point p ∈ σ is unaffected by these transformations, because we have restricted hypersurface gauge transformations to χ 0 = I, thus keeping the background embedding Φ 0 fixed. But apart from this constraint, the identification between σ and the Σ ε ⊂ M is an inherent freedom of the method, thus completely arbitrary. Because n (2) ε is sensitive to the identification, the signature change between the different elements in {Σ ε } tracked in this way is relative to the hypersurface gauge, i.e. to the pair {σ, Φ ε }.
At non-null points in σ the causal character of the hypersurfaces in the sense above will not change as a result of the perturbation. This claim is supported by the fact that at p ∈ σ, n (2) ε depends continuously on ε, with limiting value n (2) . Thus if σ is timelike (respectively, spacelike) at p, then n (2) | p > 0 and so n (2) ε | p > 0 for all sufficiently small ε. At null points, in turn, n (2) ε (p, ε = 0) = 0 and this function could depart from zero as ε varies, attaining either positive or negative values. This would be understood as a signature change in the scheme {σ, Φ ε }. If the null points are isolated then the function n (2) ε does not provide any information due to the gauge dependence of the method, but for an open set of null points O ⊂ σ the perturbation of n (2) is indeed meaningful: if we consider a point p ∈ O ⊂ σ, then the point χ ε (p) will also belong to O for ε small enough. In fact the hypersurface gauge transformation of δn (2) at null points results to be 13) which in this case simplifies just to δn (2)(h) = δn (2) . Therefore the sign of δn (2) is completely gauge independent (under rigging and hypersurface gauge transformations) inside open sets of null points in σ (if any), providing a notion signature change for this case. This observation may result interesting in order to study first order perturbations of null hypersurfaces, as we shall see in Appendix A. Still, we are left with expressions of the perturbations of the hypersurface data that depend on the vector ζ, which does not have a clear interpretation in practical problems. By this, we mean that there are situations where we know, or assume, a particular behaviour of the family Σ ε . For instance a common approach in the literature consist of exploiting the fact that their causal character is constant (see the discussion in Appendix A). This piece of information that we may have a priori is difficult to incorporate directly in ζ, and instead, it might be easier to deal with the data. As we show next, it is possible to fully encode ζ in the objects δl (2) and δl a . In fact, expressions (4.3) and (4.4) contain the decomposition of the vector field s σ in terms of {n a , P ab } through the combinations S := s a l a and S a := h ab s b . These read explicitly
It is a matter of applying Lemma 2.2 in order to reconstruct the vector s σ . On the one hand, from the constraint n (2) S + n a S a = 0 we obtain
where we used the decomposition of the normal vector n µ = n (2) l µ + n a e µ a and definitions (2.9). This result leads to
On the other hand, the vector itself is found to be
We use the identity P ab e µ b = g ρµ | Σ 0 ω a ρ −n a l µ and definitions (2.9) to find the remaining projection of ζ as follows
(5.15) These two expressions above relate algebraically the rigged and tangential components of ζ with the first order perturbations of the rigging data {δl a , δl (2) }. Therefore the problem of characterizing the vector field ζ has been put into the perturbations of the rigging data, whose dependence on the gauge freedom is well understood. Proposition 5.2. Consider a rigging transformation driven by the fields {λ = 1, W = Z a = 0, δλ, δW, δZ a }. The equations for the transformed first order rigging data {δl a , δl (2) } in terms of {δλ, δW, δZ a } are invertible, so that
where ∆δl a ≡ δl a − δl a and ∆δl (2) ≡ δl (2) − δl (2) .
Starting from Lemma 5.2 we apply a pure first order rigging transformation to find the expressions ∆δl (2) = 2l (2) δλ + 2δW, ∆δl a = l a δλ + δZ a .
The constraint n (2) δW + n a δZ a = 0 solves for δλ and direct substitution of the result in the equations above provides the expressions for δW and δZ a .
The consequence of this result is that there is a direct correspondence between the first order perturbations of the rigging data {δl (2) , δl a } and the gauge fields {δλ, δW, δZ a } constrained by (5.5). Therefore, it is possible to specify these perturbations conveniently. This is a very convenient gauge in order to perform calculations in specific problems. Note however that in this gauge the vector ζ is nonzero, and it can be understood as a first order perturbation of the rigging vector for a suitable choice of the extension (for instance a geodesic one). Nevertheless if we sit on the gauge δl a = δl (2) = 0, it is a matter of applying the formulas of Proposition 5.2 to identify the gauge fields that would take us to a gauge where δl a and δl (2) are nonvanishing but ζ = 0. These are found to be δλ = −n α ζ α , δW = −l a ω a α ζ α and δZ a = −h ab ω b α ζ α , and plugged into relation 5.8 we find the the relation δY = δY − 1 2 Φ * L ζ g.
Matching conditions
There are many works covering this topic in the literature, see for instance the classical references [6] for a presentation of timelike shells in the matching context or [4] for null hypersurfaces. However we follow the formalism [10] , [8] where the theory for the matching conditions across hypersurfaces of arbitrary causal character was developed.
Review of the exact matching conditions
We consider two spacetimes with C 3 oriented boundary (M + , g + , ∂M + ) and (M − , g − , ∂M − ). The matching procedure allows for the generation of a matched spacetime (M, g), defined as the disjoint union of the spacetimes ±. It contains a hypersurface Σ 0 which separates it into the two regions ± and has a metric g which is well defined everywhere, is continuous at points of Σ 0 and agrees with g ± in the respective regions. This procedure requires, first of all, that the boundaries ∂M + and ∂M − must be diffeomorphic to each other, and in particular to an abstract hypersurface σ, so that if we consider the pair of embeddings Φ ± : σ → ∂M ± , this requisite becomes Φ + (σ) = Φ − (σ). If this condition is fulfilled we will refer simply to the embedding Φ : σ → Σ 0 ⊂ M. The boundaries have been identified pointwise, but this is not enough in order to have a well defined geometry at points of Σ 0 ⊂ M. This is achieved by identifying the tangent spaces at points of Φ ± (σ), and it requires two steps. Consider the two, a priori different, inherited first fundamental forms h ± := Φ ± * (g ± ).
The preliminary matching conditions demand that
and they ensure that the subspace of vectors which are tangent to Σ 0 ⊂ M is well defined. In addition, the matching procedure is completed by selecting vectors l ± transverse to Φ ± (σ) ⊂ M ± at every point and identifying them, which translates into the following equations on σ
Also, the relative orientation of the rigging vectors must be appropriate so that these can be completely identified. Hence, the subspaces of vectors transverse to Φ ± (σ) have been identified, so that the full tangent space at points of Σ 0 ⊂ M is well defined. This spacetime approach for the exact matching conditions suffices for our purpose of formulating them in perturbation theory, and it is the point of view we take in Section 6.2. The inherent freedom in the method to characterise the hypersurface due to the arbitrariness in the choice of the rigging vector is relevant in the context of matching of spacetimes, and it has been studied extensively in [11] . Nonetheless, the whole discussion therein is based on the spacetime perspective, which is not convenient for the particular issue of describing the freedom in the rigging to first order in perturbation theory. In the first part of the section we revisit this matter in exact matchings and reproduce some conclusions from [11] from a point of view which is closer to the data approach. The matching conditions formulated within this approach can be found in Theorem 3 in [7] , where the main underlying idea is that there is hypersurface metric data {σ, h ab , l (2) , l a } that can be embedded into the two different spacetimes (M ± , g ± , ∂M ± ) through some embeddings Φ ± and riggings l ± satisfying that Φ ± (σ) = ∂M ± and that the orientation of such riggings is compatible.
For clarity we will consider that the preliminary matching equations are h + ab = h − ab , we refer to {l + a , l (2)+ } = {l − a , l (2)− } as the rigging compatibility conditions, and the (full) matching conditions are {h
If the matching conditions are satisfied, we will refer to these hypersurface metric data sets simply by {σ, h ab , l a , l (2) }. We also note that the matching conditions immediately imply that n (2)+ = n (2)− , n a+ = n a− and P ab+ = P ab− .
The matching conditions introduced so far are purely geometric, in the sense that they are necessary in order to have a well defined geometry at points of Σ 0 and in particular, they ensure that the metric is continuous across Σ 0 . For this reason, tensor fields which are constructed taking derivatives of the metric tensor must be defined in this context as tensor distributions [10] . As a consequence of the matching conditions explained above, the Riemann, Ricci and Einstein tensor distributions acquire a singular part with support in the matching hypersurface. Therefore, the Einstein field equations in the distributional sense induce a singular part in the energy momentum tensor distribution with support in the matching hypersurface. This is known as a shell in the literature. These singular parts are related to the extrinsic properties of Σ 0 and a detailed analysis provides the following result: It is out of the scope of this paper to extend a distributional approach to perturbation theory, but the approach [8] puts forward an alternative method to construct the shell that depends exclusively on the hypersurface data (or derived objects), without invoking a distributional approach. It is shown then that this energy momentum tensor not only satisfies plausible properties expected of a shell, but also that agrees with the well known cases of (everywhere) timelike/spacelike and null shells previously studied in the literature. Its expression in terms of the hypersurface data (or derived objects) is [8] 
In order to avoid a trivial τ ab we assume from now on that the dimension of σ satisfies m > 1. It is often required that the matching procedure removes this shell, which is accomplished if and only if [8] 
These conditions hold for any causal character, but note that when particularised to null and non-null points they become (2) in Theorem 6.1. This set of conditions is usually known as junction conditions, and this type of matchings are called proper matchings.
We revisit a result from [11] about the behaviour of the matching conditions under rigging transformations, providing a different proof based in the hypersurface data approach and better adapted to the study of the perturbations in the next part of the section. Lemma 6.1. (Mars, Senovilla, Vera 2007 [11] ) Consider a pair of hypersurface metric data sets {σ, h ± ab , l ± a , l (2)± } satisfying the matching conditions, and a corresponding pair of rigging transformations driven by {λ ± , v a± }. Then
• At null points, the rigging compatibility conditions hold for {l a ± , l (2) ± } if and only if λ + = λ − and v a+ = v a− .
• At non-null points the rigging compatibility conditions for {l a ± , l (2) ± }, supplemented with a condition ensuring compatibility in the orientations of the riggings, holds if and only if λ + = λ − and v a+ = v a− .
Proof. Let us defineṽ a := λv a and consider the difference of the gauge transformed hypersurface metric data given in (2.17) and (2.18)
The original version of the theorems in [10] are stated in terms of the two covariant tensor field H ab ≡ e as well as the constraint n (2) W ± + n a Z ± a = 0, which is valid for both sets of data. We use the identities for the difference of products between any two objects in σ, a and b
For the reverse implication, we impose [l a ] = l (2) = 0, contract (6.4) with n a
We distinguish between null and non-null points, and start with the first possibility. It is clear from the relation above that Next we consider non-null points, and (6.7) and (6.4) provide
We write the equation ( The result that we have obtained recovers Lemmas 2 and 3 from [11] . In fact, given one of the riggings, say l + , the rigging compatibility conditions have a unique solution at null points, and a unique solution with the adequate orientation at non-null points. This uniqueness property of the riggings has implications on the rigged fundamental form. Its change under a rigging transformation, addressed in (2.15), directly leads to the following theorem. 
Matching conditions to first order in perturbation theory
The general argument to formulate the perturbed matching conditions works as follows. We assume that there is a matching scheme in the pair of ε-families of spacetimes, satisfying the matching conditions at each ε (we will refer to this as a matching upstairs). Using the different mappings involved in the problem, this information is encoded in some objects at the hypersurfaces Σ ± ε in the corresponding background spacetimes. At this point, the formalism of perturbing hypersurfaces can be invoked and produces a set of perturbed matching conditions in the background matching hypersurface. We develop this procedure hereafter, and for clarity we include a diagram (Figure 2 ) displaying the setting.
We assume two families of spacetimes with boundary (M ± ε ,ĝ ± ε ,Σ ± ε ), matched across their respective boundariesΣ ± ε for each ε, so that the mappingsΦ ± ε :σ ε →Σ ± ε diffeomorphically relate the boundaries with the abstract hypersurfacesσ ε where the corresponding first fundamental forms and rigging data from each side are equated,ĥ + ε =ĥ − ε , l ε + = l − ε . As usual, ε = 0 singles out the background configuration, so that σ is the matching hypersurface of the background whereσ 0 ≡ σ and h =ĥ + 0 =ĥ − 0 . This is the most natural construction for the discussion, although it is not absolutely necessary since the hypersurfaces σ andσ ε are diffeomorphic.
The following step is then to construct the objects h ± ε , l ± ε and l (2) ε ± on σ, from those objects that have been defined onσ ε . Because there is a matching upstairs, we consider the embeddingŝ Φ + ε :σ ε →Σ + ε and, and the perturbative setting involves the diffeomorphisms ψ + ε : M + → M + ε and φ ε : σ →σ ε . For convenience we also define the two following mappings φ
Take, for example, the tensorial objects corresponding to the different first fundamental forms,ĥ + ε ≡Φ + ε (ĝ + ε ) and h + ε ≡ Φ + ε (g + ε ). These are related by the diffeomorphism φ ε as follows
This same procedure applied to the "−" spacetime yields φ * ε (ĥ − ε ) = h − ε . Therefore the matching condition upstairsĥ + ε =ĥ − ε implies the condition h + ε = h − ε in the abstract hypersurface σ by construction. This argument extends analogously for the remaining ε−family of scalars and tensor fields involved in the matching. Hence, the matching conditions for each ε consist of imposing h
The first ε derivatives of (6.9), evaluated at ε = 0, provide the perturbed matching conditions. 
The riggings l ± for Σ ± 0 have been identified so that l ≡ l ± . Let g ± 1 be first order metric perturbations in M ± , and Z ± = Q ± l + T ± deformation vectors for the hypersurfaces Σ ± 0 . These induce first order perturbations of the hypersurface metric data {δh ± ab , δl ± a , δl (2)± } as described in Propositions 4.1 and 4.2, after the particularisations
Then
The matching conditions to first order imply that δn (2)+ = δn (2)− , δn a+ = δn a− and δP ab+ = δP ab− .
We extend to first order in perturbation theory the result on the uniqueness on the riggings arising from the rigging compatibility conditions and stated in Lemma 6.1.
Proposition 6.1. (Rigging independence of the matching conditions to first order) Consider a pair of sets of hypersurface metric data satisfying the matching conditions and gauge fields {λ, W, Z a } that preserve the rigging compatibility conditions.
Consider first order perturbations of the rigging data satisfying {δl + a = δl − a , δl (2)+ = δl (2)− } and gauge fields {δλ ± , δW ± , δZ ± a }. The transformed first order perturbations of the rigging data are compatible, i.e. {δl (2) + = δl (2) − , δl a + = δl a − }, if and only if δλ + = δλ − , δW + = δW − and δZ + a = δZ − a .
Proof.
As concluded in Lemma 6.1, the compatibility in the transformed background riggings results
We thus consider the three following equations which arise from taking differences in (5.5), (5.6) and (5.7) and applying the matching conditions to first order and the compatibility of the background and first order non-primed objects
It is clear from these expressions that first order gauge transformations satisfying [δλ] = [δW ] = [δZ a ] = 0 lead to compatible first order transformed riggings. The reverse implication requires some further manipulations. We contract n a with (6.11) and use (6.13) to find
(6.14)
On the one hand, at null points it becomes [δλ] = 0, which plugged into the rest of the equations provides [δZ a ] = [δW ] = 0. On the other hand, at non null points, the combination of (6.14), (6.11) and (6.13) allows us to express the remaining differences in terms of [δλ] as follows
which inserted into (6.12) results in [δλ] = 0, so that the compatibility of the first order transformations follows.
At this point the matching conditions to first order have been characterized, and we will assume for the rest of the paper that the pair of spacetimes (M ± , g ± , Σ ± 0 ) satisfy the full matching conditions up to first order, i.e. the hypersurface data set is given by {σ, h ab , l a , l (2) , Y ab } in the background, and the first order perturbations fulfil {δh
Also, when rigging transformations driven by the gauge fields {λ ± , W ± , Z ± a , δλ ± , δW ± , δZ ± a } are involved, we assume that these preserve the matching conditions for the rigging up to first order, i.e. δl a + = δl a − and δl (2) + = δl (2) − (assumptions (*) ).
We extend the analysis of the perturbed matching of spacetimes and define a set of junction conditions to first order. One possibility is to formulate them in terms of the Riemann tensor, so that it does not have a singular part in analogy with case (1) in Theorem 6.1. The extension of this result to the one-parameter family of Riemann tensors in the (upstairs) spacetimes (M ± ε ,ĝ ± ε ,Σ ± ε ) providesŶ + ε =Ŷ − ε and the same analysis that we carried out in order to formulate the perturbed matching conditions in Theorem 6.3 also applies in this case providing [δY ab ] = 0.
However, we proceed as in case (3) from Theorem 6.1 in the exact theory and establish the notion of perturbed junction conditions in terms of the shell energy momentum tensor. Therefore we promote the shell energy momentum tensor τ ab introduced in (6.2) to a one-parameter family of tensor fields τ ab ε by making the substitutions {P ab → P ab (ε), n a → n a (ε), n (2) → n (2) (ε), Y ab → Y ab (ε)}. The first order shell follows from taking ε-derivatives at ε = 0. Assuming the background junction conditions (6.3) hold we obtain that
(6.15)
The energy momentum tensor on the shell depends on the rigging. This property arises very clearly from the distributional approach, where the complete singular part in the energy momentum tensor distribution for the whole spacetime is τ αβ δ Σ 0 . The object δ Σ 0 is the scalar Dirac delta distribution with support on Σ 0 and it depends on the rigging via the normal one form.
Since τ αβ δ Σ 0 is intrinsically defined, the tensor field τ αβ also depends on the rigging (see [11] for a detailed discussion). It transforms as follows
Hence, provided that the junction conditions hold for the background ensuring that τ ab = 0, it make sense to study under which conditions δτ ab = 0, since it is a gauge independent equation.
Proposition 6.2. (Junction conditions to first order)
Assume that the background junction conditions are satisfied, so that τ ab = 0 and the dimension of σ is m > 1. The tensor δτ ab vanishes:
• at null points if and only if
• at non-null points if and only if [δY ab ] = 0.
Proof. We put forward the following definitions 18) which allow us to write δτ ab = W b n a + P ac Z b c . It can be checked with the aid of the junction conditions (6.3) that n (2) 
It is useful to define Q ab ≡ n (2) P ab − n a n b and consider the following list of derived objects
We start by (6.21). Its second term vanishes at null points, because n (2) = 0 there, and also at non-null points, because [Y ab ] = 0 there. Also, as in the background case, we are assuming m − 1 = 0, so that we obtain that Q ab [δY ab ] = 0. We focus now on null points exclusively, so that Q ab [δY ab ] = 0 ⇒ n a n b [δY ab ] = 0. Equating (6.19) and (6.20) 
Imposing the first order junction conditions for null points in the expressions above, the result follows. The first order junction conditions formulated from the analysis of the tensor δτ ab are therefore independent of rigging transformations. In addition they are hypersurface gauge independent. This fact follows from the derivatives of the conditions (6.3) which provide
The two equalities in the first row above imply that L uσ [Y ab ] = 0 at non-null points which proves the hypersurface gauge invariance of the condition [δY ab ] = 0. The gauge invariance of the junction conditions at null points follows from the identities in the second row. Also in this case an argument based in Lemma 2.2 in [16] would provide the desired result, since it is possible to write all the first order junction conditions in the form δt for some background tensor field t in σ, which vanishes everywhere. For instance at null points
which is unaffected by hypersurface gauge transformations since n (2) P ac [Y bc ] = 0 is a junction condition everywhere (recall (6.3)). The same argument holds for the rest of the conditions. hypersurfaces in the gauge where the normal vector is chosen as the rigging. Indeed, choosing the background rigging as l = ξ n, with ξ = 1(−1) for timelike (spacelike) hypersurfaces leads immediately to l (2) = ξ, l a = 0, n a = 0 and P ac h bc = δ a b . In fact h is not degenerate and we will denote P ab ≡ h ab . Regarding the objects that are built from taking derivatives of the basis we find that ϕ a = 0, Ψ b a = ξκ b a , Y ab = ξκ ab and a ≡ ∇ l l = ∇ n n. The hypersurface deformation vector reads
Note that this decomposition differs slightly from the decomposition from [7] , where the deformation vector is expanded as Z = Q n + T . Therefore at the time of comparing our expressions with those in [7] we will have to make the substitution ξQ → Q. Under these choices the perturbation of the first fundamental form becomes
This is to be compared with the corresponding expression in (26) in [7] . Since the whole family {Σ ε } is timelike/spacelike, the riggings are chosen so that l ε = ξ n ε , and therefore C = ξ, C a = 0, leading to δl (2) = δl a = 0. Note also that this choice entails that, as a vector, l 1 = ξ n 1 . After using (A.1) and the expressions immediately above, the perturbations of the rigging data (4.3) and (4.4) become
Using the explicit definition of ζ ≡ l 1 +Q∇ l l = ξ n 1 +Q∇ n n, we find Φ * (n α ζ α ) = ξn α n α 1 +Qn α a α , which in combination with the first of the two equations above allows us to get
Considering δl a = 0 and repeating the same procedure with the tangent part of n 1 one gets
Thus the formulas (4.3) and (4.4) allow us to obtain the decomposition of the perturbed normal vector n 1 in the basis { n, e a }. In fact a vector v and its metrically related one form v defined at points of Σ 0 admit decompositions in the basis adapted to Σ 0 (as specified above), that are related as follows
Therefore we can reconstruct the perturbation of the normal vector entirely
If we borrow the definitions Y ≡ g 1 ( n, n) and τ a ≡ g 1 ( e a , n) from [7] and consider the redefinition in Q we immediately obtain expression (31) from [7] . Also, we note that we have an explicit expression for the vector ζ = − 1 2 g 1 ( n, n)n α − ξh ab g 1 ( n, e b )e α a − ξh ab ∂ b Qe α a that does not contain an acceleration term in its right hand side. This is the step where the accelerations disappear from the calculation of the perturbations of the second fundamental form, as we see next.
Due to the rigging choice of the ε-family of hypersurfaces, the second fundamental forms fulfil κ ε = ξY ε , and therefore we can extract the first order perturbations δκ from our expression for δY appropriately particularised to the conventions above for standard hypersurfaces. The formula (4.14) for the rigged extrinsic curvature yields
We need to rewrite some of the terms in order to complete the comparison with [7] . From our previous discussion about the perturbation of the normal vector it is immediate to obtain that
The other term that deserves attention is the last one in (A.7). For this we apply Lemma B.2 with A = g 1 and X = n to find that
Plugging these results into (A.7) we finally get
which recovers the corresponding expression in [7] after taking into account the change Q → ξQ and that
Null hypersurfaces
We compare our method with the geometrical methods introduced in [17] to study perturbations of null hypersurfaces, applied to the deformation of a black hole due to a tidal field. Firstly, we state some general properties about null hypersurfaces needed to carry out the analysis. The intrinsic coordinates in σ are y a = {λ, α A }, where the upper-case Latin indices are coordinates in the spherical slices of the hypersurface. These admit a two dimensional Riemannian metric γ AB whose compatible connection we denote by Γ C AB . This hypersurface is embedded into the spacetime via Φ 0 and the null normal vector is thus defined by n = ∂ λ Φ α . The basis is completed with the vectors e A = ∂ A Φ 0 and a null rigging, which is chosen so that it satisfies the condition l α e α A = 0, plus its defining condition l α n α = 1. Note that the sign in the latter differs from the convention taken in [17] , but the effect of this choice is just an overall sign in Y and δY . It is straightforward to formulate the tangential derivatives of the basis elements
where the operations of raising and lowering upper-case Latin indices were relative to the metric γ AB . A quick comparison between these previous expressions and the rigged fundamental form allows us to establish
Apart from these conventions, the ambient geometry is taken to be Schwarzschild, expressed in the ingoing Eddington Finkelstein coordinates
where in this setting the two dimensional metric γ AB = r 2 Ω AB , and dΩ 2 = Ω AB dx A dx B is the metric on the unit sphere. Its associated covariant derivative will be denoted by D A in the remaining part of this appendix.
The embedding is simply Φ 0 = {v = λ, r = 2M, x A = y A }. Then the tangent basis satisfying the requisites from the general setting introduced above is { l, e a } is given by l = ∂ r , e 1 ≡ n = ∂ v and e A = ∂ A Φ 0 and the dual basis {n, ω a } is n = −f dv + dr, ω 1 = dv and ω A satisfies ω A ( e B ) = δ A B . The relevant objects for the data approach are thus l (2) = n (2) = 0, l a = dλ, n a = ∂ λ and
Because of the conventions we are using, our expression K AB = 2M Ω AB differs from [17] in a sign. This difference will propagate also to its first order perturbations. The ε−family of embeddings is considered to be Φ ε = {v = λ, r = 2M (1 + εB(λ, y A )), x A = y A + εΞ A (λ, y A )}. Note that into our setting, this is translated into a deformation vector of the form Z = Q l + T = 2M B l + Ξ C e C . Furthermore, the spacetime metric is perturbed via g 1 , which is a general metric perturbation tensor for which no symmetries are assumed a priori, and no spacetime gauge fixing conditions are imposed. This tensor, called p αβ in [17] is expanded in scalar, vector and tensor spherical harmonics therein, exploiting thus the spherical symmetry of the background. However, in the calculations carried out in this appendix we will skip the decomposition in harmonics and work with g 1 and its projections into the basis { l, n, e A } generically.
We are ready to apply formula (4.1) for the first fundamental form, whose A−B components are found to be
This result agrees with the first fundamental form (3.35) in [17] .
Regarding the rigging vector, we know that it is null and that l a ≡ l α e α a = δ n a , that is, l a is constant. These two properties can be promoted to a general behaviour of the ε−family of riggings, which amounts to selecting a gauge where δl a ≡ ∂ ε l ε | ε=0 = 0, supplemented with the null condition δl (2) ≡ ∂ ε l (2) ε | ε=0 = 0. A direct application of fomulas (5.14) and (5.15) tells us that α + Q(n µ a µ ) = −n a g 1 ( l, e a ), s σ + Q(ω a µ a µ ) = −n a 1 2
where we used that L Tσ l a = T c (∂ c l a − ∂ a l c ) + ∂ a (T c l c ) = 0, since T c l c = 0 and l c is constant. Hence the assumptions taken on the perturbed rigging data completely determine the vector field ζ whose components are in full agreement with the perturbation of the transverse vector N given in [17] (see (3.28)-(3.30) therein). Now we can use expression (4.14) for δY and after some computations, we can read its components. For instance we see that δκ ≡ −δY λλ = − 1 4M (2B + g 1vr + 2M (∂ r g 1vv − 2∂ v g 1vr )) , which is (3.52)-(3.53) from [17] . Moreover, the perturbed hypersurface is required to remain null. In fact, this choice is translated into an equation for the (perturbed) null generators of the hypersurface, which in turn constrains the functions that perturb the embedding. In our method, this should be translated in restrictions of the deformation vector Z, and in particular in its rigged component Q, which controls how it is deformed as a set of points in the ambient spacetime. Therefore, following the discussion from Section 5, we find a similar condition asking for δn (2) = 0. A direct application of (4.12) to this setting yields
We can ask for further conditions to the perturbed embeddings, in particular we demand that the perturbed normal does not acquire components along the directions tangential to the spheres, i.e. δn A = 0. This provides
where we have defined Ξ A ≡ Ω AB Ξ B , in order to ease the comparison with [17] . These three conditions on the deformation vector Z expanded into spherical harmonics agree with (3.25)-(3.27) in [17] , and plugged into the expression for δY provide the remaining components (see (3.54)-(3.60) in [17] ) 
B Useful formulas and another derivation of δY
In this appendix we include some of the formulas needed in the application of Lemma 3.2 to compute different perturbations. We use the following formulas in order to commute different derivative operators [5] 
for any pair of vectors u and v and a tensor A.
The following lemma is useful to compute δY , not only in the calculations from Section 4 but also in an alternative way to compute it that we provide later in this same appendix.
Lemma B.1. Let σ be an embedded submanifold of M with embedding Φ : σ → Σ 0 ⊂ M and A any covariant tensor defined on a neighbourhood U of Σ 0 .
1. Let V be a vector field on a neighbourhood U of Φ(σ) tangent to this hypersurface and define
2. Let V be any vector field on a neighbourhood U of Φ(σ) proportional to the selected rigging vector, i.e. V = F l. Then 3. Let V be an arbitrary vector field on a neighbourhood U of Φ(σ), admitting the decomposition V = F l + T , with T ≡ dΦ( T σ ). Then For the first summand we can apply formula (2.7) directly, while for the second we can expand the derivative in the basis { l, e a } as
where the superscript l denotes the component along the rigging and the || is used for the completely tangent part. A straightforward calculation using formulas (2.5) and (2.7) provides Corollary B.1. The pullback to σ of the Lie derivative of the metric along a transverse vector F l (F is a function in M) reads
where l ≡ g( l, ·). The same operation, but along a tangent vector T results into
where T ≡ dΦ T σ .
We provide a different computation of δY . The general approach is completely equivalent to the one used in Proposition 4.3, but some of the intermediate calculations are different, more similar to those in [7] so that this stands mostly as a check. Before computing δY , it is useful to state some useful lemmas.
Lemma B.2. (Mars 2005 [7] ) Let X be an arbitrary vector field and A αβ any symmetric two covariant tensor. Define
The following identity holds
Lemma B.3. (Mars 2005 [7] ) The second Lie derivative of a two covariant symmetric tensor field A αβ with respect to a vector x reads
As in [7] we apply the previous lemma to a vector field x which is proportional to the rigging vector. The following expression generalizes (23) from [7] .
Corollary B.2. Let A be the metric tensor g on M and F 1 , F 2 two arbitrary functions defined on a neighbourhood U of Σ 0 ≡ Φ(σ), and a the acceleration of the rigging vector. Then
where the right hand side makes sense at points of Σ 0 .
We use Corollary B.2, setting F 1 = Q and F 2 = 1, to compute the second derivative of the metric tensor at points of the hypersurface Σ 0 With this formula, and using the properties of the Lie derivative and subcase 1 of Lemma B.1 for derivatives along tangent vectors we can work out the third term in (4.15) for δY , which reads that can be written in terms of the vector ζ to produce (4.14).
