Oscillation and nonoscillation properties of second order Sturm-Liouville dynamic equations on time scales attracted much interest. These equations include, as special cases, second order self-adjoint differential equations as well as second order Sturm-Liouville difference equations. In this paper we consider a given (homogeneous) equation and a corresponding equation with forcing term. We give new conditions implying that the inhomogeneous equation inherits the oscillatory behavior of the homogeneous equation. We also give new conditions that introduce oscillation of the inhomogeneous equation while the homogeneous equation is nonoscillatory. Finally, we explain a gap in a result given in the literature for the continuous and the discrete case. A more useful result is presented, hence improving the theory even for the corresponding continuous and discrete cases. Throughout, relevant examples illustrating the theoretical results are supplied.
Introduction
The theory of dynamic equations on time scales continues to be a rapidly growing area of research. Behind the main motivation for the subject lies the key concept that dynamic equations on time scales represent a way of unifying and extending continuous and discrete analysis. In this paper, we consider the second order linear dynamic equation interested in oscillatory behavior of solutions of (1.1) and (1.2), we assume that the time scale T is unbounded above. The setup of this paper is as follows: In Section 2, we give some preliminaries concerning the time scales calculus. In Section 3, we introduce the Komkov transformation and present some basic results about equations (1.1) and (1.2) .
In Section 4, given that (1.1) is nonoscillatory, we offer criteria that introduce oscillation in (1.2) and also criteria that preserve nonoscillation in (1.2 
The Time Scales Calculus
In this section we present some definitions and elementary results connected to the time scales calculus. For further study we refer the reader to the monographs [1, 2] . A time scale T is an arbitrary nonempty closed subset of the real numbers R. On T we define the forward and backward jump operators by σ(t) := inf {s ∈ T : s > t} and ρ(t) := sup {s ∈ T : s < t} for t ∈ T.
left-scattered if ρ(t) < t and right-scattered if σ(t) > t. Next, the graininess function µ
For a function f : T → R the (delta) derivative f ∆ (t) at t ∈ T is defined to be the number (provided it exists) with the property such that for every ε > 0 there exists a neighbourhood U of t with
A useful formula is
We will use the product rule and the quotient rule for the derivative of the product f g and the quotient f /g (if gg σ = 0) of two differentiable functions f and g
For a, b ∈ T and a function f : Example 2.1. Note that in the case T = R we have
and in the case T = Z we have
Another important time scale is T = q N0 := {q k : k ∈ N 0 } with q > 1, for which
and this time scale gives rise to so-called q-difference equations.
Generalized Zeros and the Komkov Transformation
We say that a solution x of (1.1) (or (1.2)) has a generalized zero in [t,
Next, x is called oscillatory provided [T, ∞) contains infinitely many zeros for each T ∈ T.
Otherwise we say that x is nonoscillatory. The equation (1.1) (or (1.2)) is called oscillatory if all solutions of (1.1) (or (1.2)) are oscillatory. Otherwise we say that (1.1) (or (1.2)) is nonoscillatory. It is a well-known fact that (1.1) is oscillatory if and only if it has an oscillatory solution. The proof is easy: Suppose x is a nonoscillatory solution of (1.1),
i.e., cxx σ > 0 on [T, ∞) for some T > 0. Letx be any solution of (1.1) such that x and
x are linearly independent. Then (
actually is equal to a nonzero constant (use the product rule (2.2) to verify this). Hencex/x is eventually strictly monotone, and therefore it is eventually of one sign. Thus (cxx σ )/(cxx σ ) = (x/x)(x σ /x σ ) is eventually positive, and hence cxx σ > 0 eventually, meaning thatx is nonoscillatory as well.
In contrast to (1.1), it is not true that (1.2) is oscillatory if and only if it has an oscillatory solution. We supply the following examples.
Example 3.2. Consider the second order linear dynamic equation
on an isolated time scale (i.e., each point is left-scattered and right-scattered). A solution of the corresponding homogeneous equation is The transformation u = xy, where x solves (1.1) and u solves (1.2), was studied by Komkov [4] and has been successfully applied, for example, in [3, 5, 6] . Our results given in this paper mainly rely on the following easy but useful identity. We abbreviate the operator (cx ∆ ) ∆ + qx σ by Lx.
and
In particular, if x solves (1.1) and u solves (1.2), then
and if in addition x(t) = 0 for all t ≥ T , then
Proof . We apply the product rule (2.2) to u = xy to find u ∆ = x ∆ y + x σ y ∆ and
Then, using the product rule again, we find Corollary 3.6. Suppose (1.1) is oscillatory (nonoscillatory). If there exists a solution
then (1.2) is oscillatory (nonoscillatory).
Proof . Suppose u is a solution of (1.2) and define y by u = xy. By (3.3),
Hence W (x, u) is eventually of one sign, and the claim follows with Theorem 3.4.
Example 3.7. Consider the Fibonacci difference equation
If a = (1+ √ 5)/2, then x(t) = a t is a solution of (3.5). Since c(t)x(t)x(t+1) = (−a)(−a 2 ) t ,
(3.5) is oscillatory. Now, since ∞ τ =0 a τ +1 = ∞, Corollary 3.6 implies that
x(t + 2) = x(t + 1) + x(t) + (−1) t , i.e., ∆ (−1) t+1 ∆x(t) + (−1) t+1 x(t + 1) = 1 is also oscillatory.
Oscillation and Nonoscillation Criteria
The next theorem generalizes a result due to Rankin This is a contradiction, and therefore there cannot exist an eventually nonoscillating solution of (1.2). Thus (1.2) is oscillatory. 
One solution of the corresponding homogeneous equations is x(t) = t, so the homogeneous equation is nonoscillatory and (4.1) is satisfied since ≤ E for all t ≥ T.
In this case the conclusion now follows as in the previous case.
The last result in this section is a nonoscillation criterion. We refer to [3, Theorem 3.1] for T = Z. The following auxiliary result is needed. Proof . Let x be any (nonoscillatory) solution of (1.1). If x satisfies (4.1), then we are done. If not, then 
Hencex solves (1.1) and satisfies (4.1).
Below we use for α ∈ R the notation α + = max{0, α} and α − = min{0, α}. → ∞ as t → ∞.
Hence (4.6) holds in either case and the proof is complete.
Remarks on a Result in [3] and [6]
The continuous version of the following result was proved by Rankin in This is a contradiction as y(t) → ∞ and y(t) → −∞ at the same time for t → ∞. both are solutions of (5.5), and u 1 is nonoscillatory while u 2 is oscillatory.
Example 5.4. We note that Grace and El-Morshedy [3] did not supply an example to illustrate Theorem 5.1 for the case T = Z. Consider the difference equation 
