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Abstract
The challenge of nanometric imaging drives intense efforts in applied sciences and fun-
damental research. Following the physical law of diffraction, the utilization of extreme
ultraviolet (EUV) or X- ray radiation for imaging extends the ultimate resolution limit
given by the illumination wavelength down to nanoscale dimensions. However, despite
the great potential, the resolution is governed by imperfections inherent to optical ele-
ments employed. In this cumulative thesis, a table-top source of EUV radiation based on
high harmonic generation (HHG), is developed and applied for lensless coherent diffrac-
tive imaging (CDI). Real-space images of microscopic objects are obtained solely on the
basis of their far-field diffraction patterns, eliminating the need of any optical element and
therefore any aberrations they may have. Benefiting from the exceptional coherence of the
source developed, a diffraction-limited imaging is demonstrated with a spatial resolution
of illuminating wavelength down to 30 nm.
The microscopic images obtained via CDI allow for a detailed study of electric field
distributions on the exit surface of the investigated structures. The experiments reveal
that electric fields emerging from metallic structures are strongly affected by the polariza-
tion of the illuminating probe as well as propagation effects within the sample, indicating
the limitations of the projection approximation. The above observations are attributed
to waveguiding phenomena, thus, demonstrating extreme ultraviolet waveguiding in na-
noscale slab structures. By direct imaging of the spatial distribution of the underlying
electromagnetic modes exiting the sample, a strong polarization contrast of metallic wave-
guides with high aspect-ratio is experimentally identified. The guiding and polarization-
sensitiveness are explored through an analytical approach based on the expansion in
eigenmodes as well as numerical simulations to corroborate the experimental findings.
Additionally, a novel approach to analyze and control the polarization state of EUV
radiation by means of single image acquisition is developed. Such an analyzer, employing
a set of nanoscale slab waveguides provides for an advanced characterization scheme for
the polarization state of high harmonics.
These results on CDI beyond the projection approximation using high harmonics demon-
strate the potential of such a source for imaging, and pave the way towards applications
in material science, for example, the spatial investigation of chiral phenomena, such as
magnetism, enabling nanoscale magnetic imaging with a compact tabletop setup. Fur-
thermore, HHG enables to date shortest possible pulse durations offering the opportunity
to study ultrafast phenomena with unprecedented temporal resolution.
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Discovering and understanding nature becomes possible if the resolving power of a mea-
suring device is sufficient to observe the investigated phenomena. In the case of optical
imaging, the maximum angular resolution or the so-called visual acuity of a human eye
is 1/60 degree, limiting the size of the smallest resolvable features to about 30 microm-
eters [1]. However, a variety of far-reaching contributions to the wide range of techno-
logical and scientific progress is directly attributed to developments at scales far beyond
this limit. The most prominent examples being the rapid evolution of micro- and nano-
electronics, and cellular biology. The field of microscopy extends the capabilities of a
human eye by providing a magnified image of the investigated object using a variety of
contrast forming mechanisms. Invented in the late 16th century and thereafter developed
by Robert Hooke, optical microscopes revealed “new worlds” and most remarkably the
world of a living cell. Over the following centuries, microscopes continuously evolved,
gaining a steadily increasing importance in fundamental research as well as medical and
industrial applications.
Similar to the very first imaging devices, current state-of-the-art optical microscopy
employs visible light to probe specimens. Such microscopes allow for the imaging of
fabricated samples and living matter in vivo. In a typical design, the light used as a probe
is transmitted through or reflected from a sample and passes the lens to form a magnified
image. In this case, the image contrast arises from local variations of the absorption along
the light’s optical path, as well as, the morphology of the sample. Due to its ease of use,
compactness and reasonable performance, optical microscopy has become a widespread
technique for studying microscopic samples. To investigate structures exhibiting low con-
trast, different illumination techniques as well as contrast mechanisms were developed.
1
Chapter 1 Introduction
For example, in dark-field microscopy and its variation ultramicroscopy, samples are il-
luminated at very large angles, so that only the scattered light reaches the objective lens
and forms the image. In this case, the structures investigated appear as luminous points
on a dark background, and the image contrast is significantly improved. To investigate
transparent samples, a phase contrast microscope can be used. Here, a phase shift intro-
duced to the probe by local variations of the refractive index or thickness inhomogeneities
in the sample is detected. Eventually, advances in microscopy designs, technological de-
velopments of manufacturing processes, and utilization of new materials contributed to a
remarkable improvement of the capabilities of modern microscopes.
Across the wide applicability and the great diversity of microscopes, one of the most
important characteristics for all imaging techniques is the resolution, i.e., the smallest fea-
ture size that can be resolved in the magnified image. Back in 1873, the German physicist
Ernst Abbe discovered that the resolving power of any imaging system is fundamentally
limited by the diffraction of waves, and approximated the diffraction-limited half pitch
resolution as:
Rhp ≈ λ/2nsinθ . (1.1)
Here, λ is the wavelength of the illuminating radiation in vacuum, n is the refractive index
of the medium between the lens and the specimen, and nsinθ is the numerical aperture
(NA) of the imaging system. This expression was later specified by Lord Rayleigh as a
measure for the separation between two Airy discs in order to be distinguished:
Rhp = 0.61λ/nsinθ . (1.2)
Special objective lenses with small focal lengths and large angular apertures combined
with the use of immersion oils or glycerol with high refractive index enable imaging at
numerical apertures as high as 1.5 [2]. Employing green light illumination and an imag-
ing lens of a perfect quality, the smallest feature size distinguishable by an optical micro-
scope is approximately 200 nm. Equations 1.1 and 1.2 show that a great improvement in
resolution can be achieved by using shorter wavelengths for illumination, e.g., extreme
ultraviolet (EUV) radiation or X-rays. Alternatively, a well-defined beam of high energy
particles, such as electrons or ions, can be used as a probe. In this case, the resolution
limit determined by diffraction is associated with the de Broglie wavelength of matter [2].
Depending on the energy of the probe particle, the associated de Broglie wavelength can
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be as small as few picometers. However, the manufacturing of aberration-free lenses for
such probes is particularly challenging. The same applies to lenses for EUV radiation and
X-rays, i.e., at wavelengths below 100-150 nm. Hence, the experimentally achievable
resolution of microscopes based on X-rays or high energy particles is very far from the
corresponding fundamental limits, and is mainly governed by the aberrations introduced
due to imperfections of the image forming elements. Therefore, the development of new
concepts to overcome this hurdle is of great importance.
Pushing the limits of conventional microscopes and the development of new methods
have led to the evolution and diversification of modern microscopy into several branches
of powerful imaging techniques employing a variety of different contrast mechanisms,
image forming methods and probes. One of the most promising techniques that can close
the gap between the achievable resolution and fundamental frontiers is coherent diffrac-
tive imaging (CDI), where image-forming elements such as lenses or focusing mirrors are
eliminated [3]. Instead, a computer algorithm is used to reconstruct the real space im-
age from its far-field diffraction pattern under illumination with a coherent probe [4]. In
principle, such a scheme enables imaging with a spatial resolution solely determined by
diffraction (cf. Eq. 1.1), thereby greatly improving the imaging capabilities. Moreover,
the high penetration of X-rays compared to visible light or particle beams is beneficial
for thick or buried samples. Further details on lensless imaging techniques are given in
Section 1.2.
In many applications, however, the key properties of the investigated specimen are con-
cealed in its temporal evolution, e.g., ultrafast structural and electronic dynamics. Simi-
larly, for radiation-sensitive samples, the limiting factor can be the total flux or radiation
dose obtained during the exposure [5] and, therefore, the data should be collected be-
fore the sample is subjected to significant changes [6, 7]. A very illustrative example is
the simulation performed by Barty et al. [8] shown in Fig. 1.1. The authors model the
temporal evolution of lysergic acid diethylamide, commonly known as LSD, after illu-
mination with an intense X-ray pulse. The presented results demonstrate the significance
of radiation-induced damage, resulting in a full destruction of the crystalline order by
an intense X-ray pulse after an exposure of only 100 femtoseconds. Nevertheless, the
diffraction data can be recorded within this time interval, if the probe pulse is sufficiently
short [6]. Similarly to a crystalline structure, a single molecule, such as a protein, can
be completely disintegrated within just a few tens of femtoseconds after the illumination
with ultrashort X-ray pulses [9], highlighting the demand for ultrafast probes [7, 10, 11].
3
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Figure 1.1: Modeling of the dynamics of a crystalline structure exposed to an intense X-ray pulse.
Reprinted by permission from Macmillan Publishers Ltd: Nature Photonics (Ref. [8]), copyright
(2012).
Combining both fundamental properties – short wavelengths and ultrafast pulse dura-
tion – revolutionary light sources based on the principle of high harmonic generation
(HHG) [12] and X-ray free electron lasers (FEL) carry great potential for imaging ultra-
fast phenomena with nanometer resolution [6, 13].
Free electron lasers generate ultrashort pulses of tunable photon energy with enormous
brightness, but due to the large dimensions (up to several kilometers) of FEL setups and
their high costs, only a few facilities in the world are available. In contrast, novel HHG
sources provide coherent short-wavelength radiation with a broad spectral range on a
table-top scheme, albeit at lower photon energies. Due to the compactness of the setup,
availability, and excellent properties, HHG is of great interest for a variety of applica-
tions in atomic and molecular physics [14, 15, 16] as well as surface and materials sci-
ence [17, 18]. Furthermore, HHG gave rise to sub-femtosecond light pulses, introducing
the new field of attosecond science [19, 20, 21, 22]. Having undergone a rapid develop-
ment during the last two decades, HHG sources, utilizing different generation schemes,
became indispensable scientific tools due to their exceptional properties. This includes
the available spectral range – from a few electron volts to keV [23], the high spatial co-
herence [24, 25, 26], polarization control [27, 28, 29, 30] and pulse durations down to
sub-100 attoseconds [31]. Remarkably, the generated EUV photon flux of compact HHG
sources, including the one presented in this thesis, exceeds 1010 photons/second, which is
already comparable to the EUV flux of a small synchrotron facility1. Moreover, the use
of innovative fiber lasers demonstrates further improvement of the generated EUV flux,
up to 1013 photons/second at 30 eV photon energy, owing to the increased repetition rates
1Available narrow-band EUV photon flux at BESSY II – at present, the only third generation synchrotron
in Germany – is between 109 and 1013, depending on the beamline.
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and average power [32]. Finally, using advanced generation geometries, it is possible to
control the polarization of the emitted harmonics. Although a high-harmonic generation
scheme for an effective generation of circularly polarized harmonics has been proposed
and experimentally demonstrated almost 20 years ago [33], the polarization state of the
emitted harmonics was not confirmed until recently [27, 34]. Further developments al-
lowed for the extension of the available photon energies up to 160 eV [35]. Such schemes
extend the capabilities of high harmonic radiation to studies involving the investigation of
chiral properties, e.g., magnetic circular dichroism.
In this work, a compact HHG source of coherent EUV radiation, operating in combi-
nation with a toroidal diffraction grating monochromator and suitable for high-resolution
lensless imaging as well as ultrafast spectroscopy, is presented. The key properties of the
employed light source are characterized and optimized for coherent diffraction imaging,
enabling the investigation of nanoscale objects with diffraction-limited resolution. The
properties of nanoscale slab waveguides are studied at the EUV spectral range by direct
imaging of the propagating modes at the exit surface of the objects under investigation.
This cumulative thesis is based on three original publications that constitute Chapters 2 –
4, incorporating the most important results of the conducted experiments.
Outline
The thesis is organized as follows: Chapter 2 describes the characterization and sub-
sequent optimization of the generated EUV radiation using caustic measurements and
wave front characterizations with a Hartmann-Shack-sensor. Furthermore, a theoretical
description of the underlying processes is provided in the form of an optical matrix ap-
proach.
In Chapter 3, the implementation of the developed source for lensless coherent imaging
is presented. The complex transmission function of microscopic objects at a wavelength
of 35 nm is reconstructed solely on the basis of far-field diffraction patterns. Diffraction-
limited resolution of the obtained images is demonstrated, indicating almost perfect con-
vergence of the phase retrieval algorithm used. The high spatial resolution of the ob-
tained images allows for a detailed inspection of the reconstructed exit waves, revealing
their strong modulation at the exit surface of the sample. This modulation is associated
with multiple scattering of the probe within the object, caused by the strong spatial con-
finement of the propagating light within optically thick materials, which induces wave-
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guiding effects. A finite element model as well as an analytical solution of the observed
phenomenona is provided and compared with the experimental data. Additionally, these
results demonstrate the potential of such structures for EUV polarization and mode filter-
ing.
Chapter 4 describes the development of advanced optical devices based on nanoscale
slab waveguides for polarization control of EUV radiation. Moreover, a polarization ana-
lyzer is designed and utilized for the characterization of the polarization state of EUV ra-
diation within a single acquisition. Unlike conventional reflection-based EUV polarizers,
the analyzer developed allows for an unambiguous distinction between light with circular
polarization and unpolarized radiation, owing to the inherent phase shift of the employed
diffraction grating. Furthermore, these results demonstrate for the first time that CDI with
high harmonics can be effectively used to study polarization sensitive phenomena.
Chapter 5 summarizes the outcome of the studies and provides a general discussion of
the results obtained as well as an outlook regarding possible implementations in applied
science and industry.
The following section provide a concise overview of the methodological aspects used





Increasing interest in the investigation of a variety of samples not suitable for conventional
optical microscopy in combination with the demand for improving resolution and contrast
stimulated versatile developments and evolution of imaging methods and tools. Most
modern imaging techniques can be classified according to two main aspects: the image-
forming mechanism and the probe that interacts with the sample. The image formation
can involve optical elements or lensless techniques described in Chapter 1.2. At the same
time, depending on the acquisition procedure, measurements can be done using a full-field
exposure (illumination of a large area), allowing for a single acquisition measurements, or
in a scanning mode, where the probe interacts with the object only at a small well defined
area and the overall image is recovered from the information at each individual scan step.
Historically, visible light became the prevalent probe for imaging due to the availability
of light sources and suitable materials for image forming elements, and the natural sensi-
tivity of the human eye to this part of the spectrum. First microscopes were able to obtain
magnified images using variations in absorption or reflection coefficients within the object
to form image contrast. To increase the capabilities of conventional optical microscopes,
tremendous effort has been invested into inventing and developing new illumination and
detection schemes. Significant contributions have been awarded by Nobel Prizes in 1925,
1953 and 2014 for the invention and associated works on ultramicroscopy, phase contrast
microscopy and super-resolution fluorescent microscopy, respectively.
Advances in technologies for manipulation of charged particles, i.e., magnetic and elec-
trostatic lenses, enabled imaging using focused electron or ion beams as a probe with the
de Broglie wavelength as short as few picometers. This led to a significant improvement
in resolving capabilities and provided new degrees of freedom in terms of contrast form-
ing schemes enabling the investigation of various properties of matter, e.g., structural,
magnetic, electronic properties, etc. The development of electron optics and design of
the first electron microscope has been recognized by the Nobel Prize in 1986. Similar to
electrons, beams of high energy particles can be used. Another type of wave probe that
became particularly useful in medicine applications are high frequency acoustic waves –
“ultrasound”.
Locally defined interactions with the sample improve spatial resolution of the image to
approximately the size of the probe dimension. When a very sharp tip is positioned in the
vicinity of the sample surface, the forces from the surface to the tip are measured. If such
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measurements are done over some finite area with small scanning steps, the topology of
the surface can be detected with a very high precision. A set of microscopy techniques is
based on this principle. Depending on the sample and the tip used, different forces can
be detected, including van der Waals forces, magnetic and electrostatic forces, etc. Here,
the image is formed according to the information after “palpation” of the sample with the
probe tip at known positions and the distribution of the force investigated at the sample
surface can be mapped. This technique is known as atomic force microscopy (AFM).
Similarly, a tunnel current resulting from an applied bias voltage between a conductive
sample and a metal tip can give a precise measurement of the distance between the sam-
ple and the tip at the known position. For the design of a scanning tunneling microscope
(STM) a Nobel Prize in physics was shared in 1986 with the inventor of the electron mi-
croscope. Interestingly, a scanning scheme with a well-defined probe of visible radiation,
for example, produced by a very thin optical fiber, can significantly improve the resolution
of the imaging system using the visible light and even break the diffraction limit given in
Eq. 1.1 by exploiting properties of evanescent waves [36, 37].
Depending on the properties of the sample investigated, different probes have their
advantages and limitations. Atomic force microscopes as well as STMs provide atomic
resolution, but – due to the scanning principle – these techniques are slow, limited to a
small area of the surface, require low roughness and are very sensitive to vibrations. Elec-
tron microscopy is superior in terms of spatial resolution and can provide sub-Ångstrom
imaging [38], but it also has a number of limitations. It is not applicable at ambient pres-
sures and, due to a small penetration depth of the electron beam, it is limited to relatively
thin samples of a few tens of nanometers in thickness or a sample’s surface. Furthermore,
charging effects can be a serious issue for non-conductive specimens.
In contrast, X-ray microscopy is not affected by these constraints. However, for X-
rays the absence of efficient optical elements hinders an effective utilization of refractive
optics, such as lens systems that employ refraction at surfaces between materials with dif-
ferent refractive indices. In the X-ray spectral range, the real part of the refractive index is
very close to unity2, therefore the imaging system must involve an assembly of hundreds
of lenses, often called compound refractive lenses (CRLs) [39]. Although a successful
implementation of CRLs for imaging has been demonstrated even with hard X-rays, the
spatial resolution obtained barely reaches a few hundreds of nanometers [40, 41]. In
2To classify the real part of the refractive index (n) in the X-ray spectral range, the so-called index decre-
ment δ is used, where δ = 1−n. Typical magnitudes of the index decrement are below 10−4.
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contrast to X-rays, extreme ultraviolet radiation experiences a very high absorption in
most materials, diminishing the ability to build an effective refraction lens. An alternative
way of focusing X-rays or EUV radiation is the utilization of Fresnel zone plates, where
diffraction instead of refraction is used [2]. Such a scheme has an improved focusing abil-
ity. However, low efficiency and still rather poor focusing, limited by the manufacturing
process, reduce the resolution capabilities of an imaging system employing a focusing
zone plate. Using optical elements, X-ray microscopy rarely provides imaging with a res-
olution below 20 nm [42, 43, 44, 45], which is very far from the theoretical limit given by
the illumination wavelengths (cf. Eq. 1.1).
In summary, the utilization of lensless imaging techniques has a significant advantage
over conventional lens-based microscopy in the EUV and X-ray spectral ranges and may
allow for an exploration the full potential of X-rays for imaging [46].
1.2 Coherent Diffractive Imaging
When a non-periodic sample is illuminated with a coherent beam, the electric field dis-
tribution in the far-field diffraction pattern is proportional to the Fourier transform of
the electric field distribution at the exit surface of the sample, which is valid within the
Fraunhofer approximation of the diffracted light. Knowledge of the intensity and phase
distributions in the far-field allows for a direct reconstruction of the object’s transmission
function in the case of a uniform illumination. However, only the electric field intensity
can be measured experimentally, whereas the phase information is lost. Since the phase
is not unique, i.e., a variety of data sets can lead to very similar amplitudes in the far-
field, direct reconstruction of the sample from it’s far-field diffraction is not possible. The
recovery of the missing information is commonly known as the phase problem and is a
major part of crystallography. The periodic structure of the crystal lattice significantly
simplifies the solution of this problem, since X-rays incident onto the crystalline sample
will diffract into specific directions – discrete Bragg peaks. The information on angles
and intensities of these diffraction spots is sufficient for a full crystal structure determina-
tion [47]. Thus, since the discovery of X-ray diffraction by crystals [48], crystallography
has become one of the central multidisciplinary sciences and has led to a number of sci-
entific achievements that were awarded by the Nobel Prize more than 20 times by now.
In contrast to crystalline specimens, the diffraction pattern of a non-periodic sample is
continuous, rather than consisting of well-defined Bragg peaks, and generally the struc-
9
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tural information is not available without the phase information. The first algorithm for
solving the phase problem, i.e., retrieving the phase of the scattered signal from the mea-
sured far-field intensities for non-periodic samples, was proposed by Gerchberg and Sax-
ton in 1971 [49] and later developed by Fienup [3, 4]. The main requirements for a
successful phase recovery of a non-crystalline sample are the spatial isolation of the ob-
ject (or illumination of the object with a well confined probe) and recording the scattered
intensities with sufficient resolution (oversampling). The information on the object’s size
is encoded in the far-field intensities and can be obtained directly from the autocorrelation
of the object, given by the inverse Fourier transform of the measured diffraction intensi-
ties. Sampling the diffraction pattern with a resolution at least twice finer than the Nyquist
frequency (inverse size of the object) is necessary, since the autocorrelation is twice larger
than the object itself in each dimension. This condition also implies a constraint on the
size of the object or on a field of view in case of a confined probe. The information re-
quired for a reconstruction is the illuminating wavelength and the distance between the
sample and detector. Any additional information about the object, or so-called a priori
knowledge, can be used as a constraint to narrow down the set of possible solutions and
simplify the reconstruction procedure. In other words, the phase retrieval of non-periodic
samples is a technique for finding thew set of phases that satisfy certain constraints and
correspond to the measured far-field intensities. The development of lensless imaging
techniques has evolved into a separate microscopy branch, currently known as coherent
diffractive imaging (CDI).
Phase retrieval Typically, a phase retrieval algorithm starts with a first guess, e.g., a
random phase distribution that is added to the measured far-field amplitudes (square roots
of measured intensities). The second step is an inverse Fourier transform of the measured
amplitudes with the added phases. This step provides a guess on the electric field distribu-
tion at the object in real space, which corresponds to the measured diffraction data. A fast
Fourier transform (FFT) algorithm is used to compute the discrete Fourier transform nu-
merically. In real space, the constraints obtained from a priori knowledge are introduced.
For example, in the case of non-complex objects, the relative phase over the entire object
can be set to zero which simplifies the reconstruction process. However, amplitudes of
the variables are still to be reconstructed. The number of variables is the total number
of the real space pixels which is equal to the number of pixels of the diffraction pattern
measured by the CCD camera in the far-field. The information about the object is now
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used to create the real space support, i.e., to define variables (pixels) with known values.
These values are provided by the known scattering density of the object. In the simplest
case, these are zero-valued pixels, for example, pixels in the area covered with an opaque
mask or when the object is a transmission mask itself. Now, the current set of variables
has to be modified to satisfy the real space constraint, giving a projection of the current
guess for the solution onto the real space constraint. When the real space constraint is
satisfied, another FFT is performed to convert the updated real space solution guess to the
frequency domain, where absolute values of the variables are replaced with the experi-
mental data to fulfill the so-called modulus constraint. This is the final step of the first run
of a reconstruction loop and the algorithm is further repeated from step two. Thus, the
reconstruction algorithm iterates between real space and reciprocal space to find a set of
variables that satisfy the real space constraint and the modulus constraint in the frequency
domain. The schematic of a typical reconstruction loop is shown in Fig. 1.2.









Fourier domain                                                                Real space
Figure 1.2: Schematic representation of a phase retrieval algorithm in CDI. The algorithm iterates
between Fourier domain and real space via a fast Fourier transformation (FFT). In real space,
a set of constraints is applied to find a projection Ψupd onto the support constraint. In Fourier
domain, the updated magnitudes, |Ψupd |, are replaced with the measured magnitudes |Ψm|,
while keeping the updated phase.
Due to experimental noise and the discretization of the signal during data recording and
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data processing, it is improbable to find a set of variables that will fully satisfy the con-
straints in both domains. To estimate the convergence and to terminate the reconstruction
loop, the algorithm uses the ratio between the projection of the current solution onto the
constraint and the constraint itself. Thus, the algorithm computes and monitors an error in
real space or in the Fourier domain by comparing the corresponding step before and after
the constraint is applied. For example, the real space error can be represented by the ratio
between integrated values of the known-valued variables to the expected values. If the
error value is not improving after a reasonably large number of iterations (typically be-
tween 1500 and 2000), the reconstruction algorithm has found the global error minimum
corresponding to the solution, or it stagnated at a local minimum and the reconstruction
loop can be stopped. The ability of a phase retrieval algorithm to avoid stagnation and the
temporal evolution of the error are the most important characteristics of the algorithm.
There are several reconstruction algorithms that proved to be useful for a reconstruction
of experimental data. Among them are the Error Reduction (ER) [3], Hybrid Input-Output
(HIO) [4], difference map [50], solvent flipping [51], Relaxed Averaged Alternating Re-
flections (RAAR) [52] and oversampling smoothness [53] algorithms. The main differ-
ence between these algorithms is the way the real-space projection is computed, i.e, the
way the solution guess is forced to be consistent with the real space support. For example,
in the ER algorithm, values of the known-valued variables (pixels outside the support) are
set exactly to expected values. In the case of an opaque mask, the values are set to zero.
Thus, the algorithm is focusing to the nearest local minimum. In contrast, in the HIO al-
gorithm, the known-valued pixels are not set to the expected values directly at the current
iteration, but rather forced to reach the expected values in the following step. With this
feedback loop, HIO is immune to stagnation at a local minimum and the reconstruction
algorithm finds another minimum easily. The final output in this case can be an aver-
aged solution over several minima or a minimum with the smallest error – presumably the
global minimum.
When the illuminating beam is confined with a very small aperture right in front of the
sample, CDI can be applied to extended objects [54, 55, 56, 57]. However, the conven-
tional scheme allows for investigation of isolated objects only. The size of the object is
essentially limited by the spatial coherence of the probe beam. Clearly, photons scattered
from one edge of the object will interfere consistently with light from the opposite edge,
if the lateral size of the object is smaller than the coherence length. Unlike in lens-based
microscopy, lensless imaging cannot vary the magnification, or take an overview picture
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and afterwards zoom in the specific region. Instead, the real space image of the object is
reconstructed with a real-space pixel size d and a spatial resolution corresponding to the
experimental parameters (numerical aperture and illumination wavelength) and the accu-
racy of the phase retrieval. The fundamental limit of the resolution is determined by the
illuminating wavelength and the numerical aperture of the detection system (cf. Eq. 1.1).
Additionally, the real-space pixel size of the reconstructed image is geometrically defined
in each direction as d = zλpN , where N is the number of pixels in the corresponding dimen-
sion, λ is the illuminating wavelength, z the distance between the sample and the detector
and p is the pixel size of the detector. For given experimental conditions (CCD parame-
ters and illuminating wavelength), the real space pixel size p can only be reduced when
the diffraction data is recorded at a shorter distance z. On the other hand, by reducing this





The oversampling is directly related to the ratio between the total number of pixels to
the unknown-valued pixel number, and therefore, reflects the ability of a phase retrieval
algorithm to reconstruct the real space image [58, 59], since additional redundancy is
required to compensate for experimental uncertainties and limitations. Thus, the distance
between the sample and detector is chosen as a tradeoff between the desired resolution
and the required oversampling in order to achieve a successful noise-free reconstruction.
In principle, the resolution in CDI is limited only by the highest spatial frequency that is
detected with a reasonable signal-to-noise ratio and sufficient oversampling. Additional
information can be gained by recording a sequence of diffraction patterns obtained after
illumination of the sample at different points with a spatially confined probe. The overlap
between the probe areas provides redundancy for the phase retrieval process significantly
improving its convergence [54]. This technique, commonly known as ptychographic CDI
or ptychography, became a very popular extension to the conventional CDI scheme due
to its robustness and relaxed requirements on a priori knowledge [60, 61, 62, 63, 64].
Furthermore, ptychography allows for reconstruction of the complex-valued probe at the
sample plane.
Since the first experimental demonstration using synchrotron radiation by Miao et
al. [67], lensless imaging has become a widely used technique that employs the full po-
tential of modern sources of coherent radiation, such as free electron lasers and com-
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Figure 1.3: State of the art lensless imaging capabilities. (a) CDI of an unstrained human chro-
mosome. Reprinted with permission from Ref. [65]. Copyright (2009) by the American Phys-
ical Society. (b) Lensless imaging of magnetic domains using resonant magnetic scattering.
Reprinted with permission from Ref. [66]. Copyright (2012) by the American Physical So-
ciety. (c) Chemical composition mapping with soft X-ray ptychographic CDI. Reprinted by
permission from Macmillan Publishers Ltd: Nature Photonics (Ref. [62]), copyright (2014).
pact EUV sources based on a principle of high-harmonic generation (HHG) [12]. Taking
the advantage of immediate access to the comprehensive information of the exit wave,
coherent diffractive imaging enables nanoscale mapping of diverse samples exhibiting
any type of phase and amplitude contrast including chemical and elemental composi-
tion [62, 68, 69, 70], magnetic contrast [71, 66, 72, 73] and strains in complex matter
[74, 75, 76] with resolution down to a few nanometers [77, 62]. Because optical ele-
ments are not necessary, lensless imaging techniques are directly applicable for the entire
electromagnetic spectrum including imaging at, e.g, a variety of resonant and absorption
edges or at the water window [61], which are highly relevant for material science and
biological applications3. Benefiting from the high penetration depth of X-rays together
with an access to 3D information on the specimen via a phase retrieval process [78], CDI
has been successfully implemented for noninvasive high resolution imaging of biologi-
cal samples that are too thick for electron tomography, e.g., imaging of the whole yeast
spore [79], unstained human chromosome [65] or virus cells [69, 10]. In terms of spa-
tial resolution, coherent diffractive imaging, even with hard X-rays, is inferior to electron
microscopy. However, several advantages in other aspects make CDI with X-rays not
3Water window is a part of electromagnetic spectrum between absorption edges of carbon at a wavelength
of 4.4 nm and oxygen at 2.3 nm where the relative transparency of water allows for investigation of
biological species including living cells and proteins in their natural aqueous environment.
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only an alternative microscopy method, but an unavoidable approach: the exposure time
[80, 6, 81] and temporal resolution can be in the range of tens of femtoseconds [13]; the
sample thickness is not limited by the low penetration depth of electrons, allowing for
imaging of relatively thick and buried samples; the lack of charging effects extends the
applicability of CDI to non-conductive samples, and due to low absorption of X-rays by
the atmosphere, also enables study of living, volatile and non-vacuum proofed specimens.
It has also been shown that CDI can be successfully extended to the reflection geometry
[82, 83, 63, 84]. Furthermore, no labeling techniques are required, as in the case of super-
resolution optical microscopy [85], to resolve features of tens of nanometers. In fact, the
imaging resolution of biological samples is limited by the X-ray dose, whereas an ultra-
short and intense X-ray probe, e.g., a pulse from free electron lasers can, in principle,
improve imaging resolution to less than 1 nm [86].
Figure 1.4: Schematic of lensless imaging experiments. (a) Coherent diffractive imaging. The lost
phase information is recovered via an iterative phase retrieval algorithm. (b) Fourier transform
holography. The phase of the scattered signal is already encoded into the interference pattern
between the sample and a reference beam.
The information on the phase of the scattered beam at a detector plane can also be ob-
tained experimentally using the interference of the scattered beam with some known field,
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for example, a flat-field from a reference source. The imaging technique known as Fourier
transform holography (FTH) is based on this principle. A typical experimental scheme for
FTH is illustrated in Fig. 1.4(b). Here, the reference beam is produced by the illumination
of a very small aperture (a reference hole) in the sample plane at the distance greater than
the size of the object. Using the inverse Fourier transform of the measured far-field inten-
sity distribution, cross-correlations between the scattered signal from the object and the
reference hole are accessible in a single step. Using this technique, the resolution of the
cross-correlation reconstructions is determined by the size of the reference beam in the
sample plane, i.e., the size of the reference hole itself (assuming that the reference signal
covers the entire detector area). However, a low signal level from a very small reference
hole will reduce the contrast of the reconstructed images, thus, the size of the reference
holes is a tradeoff between the spatial resolution and the image contrast. Multiple refer-
ence holes might help to increase the image contrast by averaging the final reconstruction
over individual cross-correlations4 [87]. Some improvement was also demonstrated us-
ing a Fresnel zone plate to create a well-defined reference beam with much higher flux
density [88] and an approach utilizing the extended references [89, 90, 43].
Major requirements for FTH are similar to CDI, including high spatial and temporal
coherence of the probe, spatial isolation of the scattered signal and sufficient sampling,
determining the real pixel size of the reconstructions. Additionally, it is necessary that
the signal from the reference holes(s) covers the entire detector, otherwise high spatial
frequencies scattered from the investigated object will not fully contribute to the FTH
reconstruction and, therefore, reduce the achievable resolution. Despite weaker perfor-
mance of FTH compared to CDI in terms of the spatial resolution, the simplicity of the
FTH reconstruction process and its robustness, in some cases, can be a substantial advan-
tage. The resolution of holographic reconstructions can be refined by applying an iterative
phase retrieval algorithm to the measured far-field holography [91, 92, 93]. However, in
this case, the oversampling and probe’s coherence requirements must be fulfilled for the
entire field of view, including the investigated object and all reference holes.
4Each reference hole produces a cross-correlation image and its complex conjugate.
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Coherent short wavelength radiation from new generation synchrotrons, free electron
lasers (FEL) and compact high-harmonic generation (HHG) sources fulfill the require-
ments for high resolution imaging with lensless techniques introduced in Chapter 1.2.
The first two aforementioned types of EUV/X-ray sources rely on the acceleration (de-
flection) of charged particles by strong magnetic fields, whereas HHG sources are based
on a principle of frequency up-conversion. Large scale synchrotron facilities give access
to tunable radiation in the wide spectral range from microwaves to hard X-rays, with co-
herence properties typically provided by grating-based monochromators and by spatial
confinement with a pinhole or a set of slits. Synchrotron radiation is delivered in the
form of short pulses with repetition rates up to a few MHz, mitigating high losses associ-
ated with the spatial confinement and ensuring relatively high photon flux at the sample.
In contrast to synchrotron facilities, FELs support smaller energy ranges and operate at
much lower repetition rates, typically a few Hz. However, a tremendous increase of the
photon flux in FELs results in an increased peak brilliance by up to 10 orders of mag-
nitude compared to synchrotrons with the highest brilliance [94]. Furthermore, radiation
emerging from an FEL is spatially and temporally coherent and, in principle, can be di-
rectly used for lensless imaging experiments. The improved pulse duration reaches values
below 100 femtoseconds, and, together with high brilliance, enables single shot CDI mea-
surements with femtosecond exposure times [6], where the temporal resolution is mainly
limited by the timing jitter to a few picoseconds [80]. With newly proposed seeded-FEL
schemes for synchronization of the arrival time, the timing jitter can be improved to reach
the femtosecond range [95]. Despite the great potential of these new generation syn-
chrotrons and FELs, only a few facilities are available worldwide, partially because of
their enormous size and cost. In contrast, radiation from a compact high-harmonic gen-
eration source can possess remarkable properties already on a tabletop, including a broad
spectrum up to high photon energies, full spatial coherence, the shortest available pulse
duration and the best possible temporal resolution.
1.4 High-harmonic generation
Nonlinear frequency conversion of a fundamental frequency into its second harmonic
was first observed in quartz in 1961 shortly after development of the operating laser [96].
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Later, the generation of higher order harmonics was extended to the 5th order in gases [97].
Using perturbation theory, frequency conversion in those experiments can be described
as a multi-photon excitation, where the photon absorption probability exponentially de-
creases with the photon number. Thus, the conversion efficiency becomes very low and
generation of higher harmonics is not feasible.
Figure 1.5: Schematic representation of the three step model describing the high-harmonic gener-
ation process: (a) Tunnel ionization; (b) Acceleration in the laser field; (c) Recombination and
photoemission. (d) Typical high-harmonic generation spectrum on a logarithmic scale.
The development of pulsed lasers with very high peak power and peak intensities exceed-
ing 1013 W/cm2 allowed for the generation of higher-order harmonics [12, 98]. A typical
high-harmonic spectrum in a noble gas is illustrated in Fig. 1.5(d). It includes three dis-
tinct features: a rapid intensity decrease at order harmonics, followed by a flat plateau
with harmonics of comparable intensity, that sharply ends at a cut-off energy. While the
fast signal decrease of the low order harmonics is consistent with the nonlinear optical
perturbation theory, the plateau region could not be explained within this framework.
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To estimate the maximum photon energy that can be obtained via the HHG process,
i.e., the harmonic of the cut-off energy, J. Krause and co-workers calculated the optical
harmonic spectra from the single-atom response. They developed a simple formula that
for fields below the saturation intensity depends only on the frequency of the driving field
ω0 and the ionization potential Ip of the gas [99]. The maximum photon energy at the
cut-off is given by:
Ecutoff ≈ Ip +3Up, (1.4)
where Up = I/4ω20 is the ponderomotive potential (in atomic units), which corresponds to
the quiver energy of the electron gained in an electromagnetic field of intensity I and oscil-
lating frequency ω0. Thus, for a given gas species, the cutoff energy is proportional to the
square of the laser wavelength λ and the laser intensity, i.e., Ecutoff ∝ Iλ 2. This scaling is
consistent up to the saturation intensity, where the medium is strongly ionized and plasma
effects, such as dephasing and defocusing, can not be properly controlled. Employing
such a wavelength dependent cutoff law, T. Popmintchev and co-workers demonstrated
that high-harmonic radiation can be extended to sub-nm wavelengths using a laser light
with lower frequency to drive the HHG process [23]. Figure 1.6 (reprinted from Ref. [23])
shows the experimental spectra of high harmonics generated in He using a different driver
wavelengths from 0.8 µm to 3.9 µm available via optical parametric amplification laser
systems. Here, the generated emission from 3.9 µm driver emerge as a bright supercon-
tinuum, covering 12 octaves of bandwidth via extreme orders of highly nonlinear process.
Figure 1.6: Experimental spectra of high-harmonics as a function of driving-laser wavelength rep-




In 1993, Paul Corkum proposed a simple theoretical description of the HHG process
induced by intense laser fields [100], which explains the most important features of a
high-harmonic spectrum: the plateau and the cut-off. For that, the quasi-static model of
multiphoton ionization [101] was extended to account for the electron interaction with its
parent ion after ionization in gaseous media. The proposed model represents the electron-
ion interaction semi-classically using three distinct steps, as illustrated in Fig. 1.5(a-c):
(1) Tunneling of an electron from its binding Coulomb potential;
(2) Classical free space motion of the electron in the laser field;
(3) The recollision with the parent ion with recombination to the ground state, accompa-
nied by emission of a high frequency photon.
Step 1. Tunnel ionization Figure 1.7 illustrates three possible cases of the laser field
interaction with an atom. At relatively low field intensities, the binding energy of the elec-
tron is much lower than the photon energy of the laser, and ionization of the atom can be
described through the multiphoton ionization process [cf. Fig.1.7(a)]. For moderate laser
intensities typically exceeding 1014 W/cm2 the binding atomic potential is strongly dis-
torted (bent) by the laser field. Thus, a valence electron has a nonzero probability to tunnel
through the potential barrier of the strongly distorted atomic potential.The instantaneous
tunneling probability depends on the “shape” of the barrier, which is governed by the
electric field strength, whereas the overall tunneling probability requires integration over
time (within a half-optical cycle) for which a sufficient barrier suppression is achieved.
This limits the laser frequency, ω0, that can fulfill the quasi-static approximation.
Figure 1.7: Possible ionization mechanisms.
When the laser intensity is further increased, the binding potential is drastically sup-
pressed and electrons from the ground state can classically escape from the atom. This
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regime is also known as barrier-suppressed ionization (cf. Fig. 1.7). Interestingly, a
stronger barrier suppression leads to an increased probability of the tunneling ionization
of already ionized atoms, i.e., the liberation of inner shall electrons with a much higher
ionization potential.
To define the ionization type, it is convenient to use the so-called Keldysh parameter γ ,







Step 2. Acceleration in the laser field The second step of the semi-classical model
represents a propagation of the liberated electron. This step is well described classically
as acceleration of the free electron in the presence of a strong electric field from zero
initial velocity. The Lorentz force can be neglected, since the electron does not reach
relativistic speeds within an optical half cycle. The influence of the Coulomb potential
after tunneling is also negligible compared to the laser field. When the electric field
changes its sign after half of the optical cycle, the electron is accelerated back towards its
parent ion. The energy gained by the electron in the electric field is released as a high-
energy photon, when the electron recombines with the ion. This energy depends on the
electron’s trajectory, specifically, on the final kinetic energy gained by the electron in free
space before recollision, and therefore on the tunneling phase relative to the phase of the
electric field of the laser. Most of the tunneled electrons will not recombine due to an
unfavorable tunneling phase. The most energetic trajectory – the trajectory that allows
electrons to reach the highest kinetic energy before recollision – produces photons with
Ecutoff energy. Trajectories with non-zero recollision probability emerged before and after
the most energetic trajectory (within the same optical half cycle) are called “short” and
long “trajectories”, accordingly. Varying the experimental conditions, the HHG process
can be tuned to favor short or long trajectories which allows to control the coherence and
divergence properties of the high-harmonic emission [24].
Step 3. Recollision and photoemission The final step of the three-step model is the
recollision of the electron with the parent ion. Here, as mentioned earlier, the kinetic
energy gained by the electron in the electric field is added to the ionization potential and
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released in a harmonic photon, whose energy depends on the tunneling phase. A proper
interpretation of the recollision step requires a quantum mechanical treatment, and can be
described as a transition to the autoionizing sate with subsequent relaxation to the initial
(ground) state accompanied by the EUV emission [102]. The electron recombines with
the initial state, because the returning electron wavepacket is overlapped with the nuclear
wavepacket.
This three step process repeats every half cycle at the leading edge of a laser pulse,
resulting in deterministic photon emission from many gas atoms within a very short time,
provided that the phase of the driver is favorable for tunneling ionization. Since the har-
monics are emitted within a fraction of the fundamental pulse, the EUV pulse duration is
much shorter than the pulse length of the driver and, therefore can reach attoseconds range
[103]. As the laser pulse propagates through the gas medium, high-harmonics are emitted
with a very similar phase and therefore inherit coherence properties of the fundamental
laser light.
1.4.2 Phase matching
To ensure high conversion efficiency of the laser light to high harmonics, the emission
from every responding atom at the leading edge of the fundamental pulse must contribute
constructively to build up with the propagation of the laser along the interaction region.
This can be achieved, if dispersion effects are minimized and the phase velocity of the
generated harmonics is equivalent to the phase velocity of the fundamental radiation,
i.e., the refractive index n of the EUV radiation must be equal to that experienced by
the fundamental frequency. In this case, the phase mismatch of the wave vector k is
zero (∆k=0). Finding experimental conditions, at which the phase matching conditions
are fulfilled for substantial propagation distance, is of utmost importance in experiments
involving harmonic generation.
Conventional phase matching techniques, for example, frequency doubling in crystals,
are based on anisotropic materials, where the refractive index depends on the polariza-
tion. In this case, ∆k can be minimized if the fundamental frequency and generated emis-
sion have different polarizations. In contrast, a gas medium is isotropic and conventional
phase-matching schemes are not applicable.
For the free space propagation of intense laser pulses in the gas medium, the projection
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where Na and Ne are the atom and electron densities, respectively, δ (λ ) represents the
dispersive characteristics of neutral atoms5, re is the classical electron radius and λ is the
driving wavelength [104, 105]. The first term in equation 1.6 corresponds to the wave
vector in vacuum, whereas the second and the third terms represent contributions from
the gas medium (neutral atoms) and free electrons dispersion due to plasma formation.
Fortunately, the dispersion of gas and plasma have an opposite sign, allowing for tuning
the k-vector of the driver by controlling the ratio between neutral atoms and free electrons
from the plasma. Since the phase velocity of high-harmonics is not affected as strongly
as the phase velocity of the driver, experimental conditions for ∆k = 0 can be found. Note
that Eq.1.6 does not account for the Gouy phase shift that a convergent beam experiences
in the focus region, for example, when high harmonics are generated before or after the
focus [106]. The phase mismatch for the harmonic order q can be written as [107]:




Here, P is the gas pressure, η is an ionization level and ∆δ is the difference between
the refractive indices of the driver and the harmonic wavelength in the gas medium. The
phase matching condition (∆k = 0) can be achieved by tuning the gas pressure at the
interaction region, balancing between the plasma dispersion (first term in Eq. 1.7) and
neutrals (second term in Eq. 1.7). However, effective balancing of the plasma dispersion
with neutral atoms is possible only until the ionization level η reaches its critical value,
limiting efficient HHG to ionization levels < 5%.
Apart from the coherence length – a propagation distance at which k reaches value
of π , another limiting factor for HHG efficiency in a gas jet can be the decreasing laser
intensity caused by the divergence angle of the laser light after the focus. To overcome
this limitation, the interaction can be performed in a hollow core waveguide [108]. In
this case, an additional term in Eq. 1.7 corresponding to the geometrical dispersion needs
to be considered. The beam profile and conversion efficiency of high harmonics gener-
ated in the fiber have a potential to be further improved due to a more constant curvature
5Linear wavelength dependent refractive index per unit neutral atom density, minus 1.
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of the driver’s wavefront along the waveguide capillary and longer interaction lengths
[105, 108]. It has been reported that the hollow-core generation geometry enables full
spatial coherence [109] and improves the conversion efficiency by several orders of mag-
nitude [105] compared to a conventional self-guiding scheme. However, later it has been
demonstrated that a full spatial coherence can be also achieved without using a waveguide
[110], and that conventional generation schemes utilizing a gas-filled capillary (gas cell)
or even a gas jet provide comparable conversion efficiency as well as a high EUV photon
flux [111, 32].
1.4.3 Lensless imaging with high-harmonic radiation
As mentioned earlier, high harmonic radiation exhibits essentially full spatial coherence,
which is ideally suited for lensless imaging experiments. The first experimental imple-
mentation of high harmonic radiation for lensless imaging6 was demonstrated in 2007
by R. Sandberg and co-workers [112]. In their experiment, phase matching conditions
of the HHG process were optimized in a hollow core waveguide, ensuring low divergent
radiation with high spatial coherence. Figure 1.8, adapted from the original publication
of Sandberg et al. [112], illustrates the experimental setup used (top row) and first results
of CDI with HHG source(bottom row). To isolate a single harmonic and to increase the
temporal coherence required for CDI, a pair of narrow-band multilayer mirrors centered
at 29 nm was used. A spectral bandwidth at the sample was estimated as λ/∆λ>200. Sev-
eral diffraction patterns with a variable beam-block size were patched together to increase
the dynamic range of the diffraction data used for reconstruction. A spatial resolution of
214 nm was demonstrated using a knife-edge measurement for a reconstruction with a
real pixel size of 107 nm, limited by the low numerical aperture used. Although the gen-
erated flux was estimated to be ~1012 photons/second, the measured flux at the sample
position was below 108 photons/second. To compensate such losses, exposure times of
more than two hours were required [113].
Subsequent improvements of the source stability and utilization of high numerical aper-
tures enabled imaging with resolution twice better than previously demonstrated – down
to 1.5λ [114]. It has been shown, that for high numerical apertures, the diffraction data
should account for distortions arising from the detection of the spherical wave with a
6The applicability of high-harmonic radiation for lensless imaging was first demonstrated using Gabor
holography technique with spatial resolution of ~7 µm [109].
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Figure 1.8: First experimental demonstration of coherent diffractive imaging using high harmon-
ics. Reprinted with permission from Ref. [112]. Copyright (2007) by the American Physical
Society.
flat detector, i.e., to interpolate the experimental data from a plane onto a spherical sur-
face. Later HHG sources were successfully implemented for Fourier transform hologra-
phy (FTH) with sub 100 nm spatial resolution and reduced exposure times [92]. Using
a very powerful laser facility, a single shot CDI as well as FTH were demonstrated with
a spatial resolution of 110-120 nm, and exposure times as short as 20 fs [13, 90]. Fur-
thermore, new approaches for multiple wavelength diffractive imaging allow to utilize the
entire spectrum of the emitted harmonics [115], as well as a broadband probe [116], which
might improve the exposure times at the costs of spatial resolution. Using a state-of-the-
art high harmonic generation source, coherent diffractive imaging at 13 nm wavelength
was demonstrated with a spatial resolution of 25 nm (measured using a knife-edge tech-
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Abstract. The beam transport of single high-order harmonics in a monochromator ar-
rangement is studied. A toroidal grating combines spectral filtering and focusing in order
to produce a small individual spot for each harmonic. Here, the effect of small deviations
from perfect alignment is investigated. Experimentally, a Hartmann sensor monitors the
EUV wavefront while the grating is subjected to an online alignment procedure. The ob-
tained results are confirmed by a simple theoretical description employing optical matrix
methods.
The high-harmonic generation (HHG) process converts electromagnetic radiation into
integer multiples of the fundamental frequency reaching EUV and soft x-ray wavelengths
[12, 74]. All individually quasi-monochromatic harmonics propagate collinearly with the
incident laser beam. In order to prepare a beam which contains only a few or even single
harmonics, multilayer mirrors with a wavelength-selective reflectivity are commonly used
[118]. Similarly, a reflection grating acts on the HHG beam by separating the harmonics
into different diffraction angles [119]. Both techniques can be combined with curved sur-
faces to refocus the divergent HHG radiation to a probe position. However, such devices
are highly sensitive to slight misalignments of, e.g., the angle of incidence. As a result,
aberrations lead to an increased focal spot diameter and a reduced intensity. Moreover, the
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phase distribution becomes distorted, which limits the applicability of the EUV radiation
in phase retrieval applications such as coherent diffractive imaging. This creates the need
for a highly precise alignment of the involved optical elements.
Hartmann type sensors are known to be versatile tools for optics alignment in the visi-
ble and UV spectral range [120, 121]. The wavefront distribution is derived from single
exposures in terms of a composition of specific aberrations. This allows for an online
wavefront monitoring and thus for an adjustment of the related optics in the beam path.
Recently, similar applications have been successfully demonstrated in the EUV range, too,
where an ellipsoidal focusing optic is aligned with an unprecedented precision [122, 123].
In this work, the propagation of single harmonics is studied after passing a toroidal grat-
ing that combines spectral filtering and focusing. A Hartmann sensor captures the EUV
wavefront while the angle of incidence of the harmonic on the grating is varied. Here,
already tiny variations lead to a significant impact, especially influencing the astigmatic
aberration. Beyond the experimental characterization, the observed effect is described
theoretically by matrix methods. Both methods agree well to each other and an optimum
angle of incidence is found, at which aberrations are minimized.
Experimental
The setup of the investigated HHG source is schematically depicted in figure 2.1. A
titanium sapphire laser generates ultra-short pulses of near-infrared radiation which are
focused into an argon filled capillary (pulse energy 0.5mJ, pulse length 40fs, center wave-
length 800nm, repetition rate 1kHz). In the noble gas, the highly non-linear HHG process
results in odd harmonics, measured up to the 51st order. After the conversion, the fun-
damental beam is absorbed by a mesh-less aluminum filter of 200nm thickness, whereas
radiation in the wavelength range 17nm. λ . 80nm is transmitted [124]. A toroidal grat-
ing generates a row of individual foci for each harmonic (sagittal radius Rs = 104.9mm,
tangential radius Rt = 1000mm, groove density g = 550mm−1, focal length in 0. order
ftor = 160mm, manufactured by Jobin Yvon Inc.). In the −1. diffraction order, a slit al-
lows for propagation of single harmonics while all others are blocked. Within the scope


























Figure 2.1: Setup of HHG source with a single toroidal grating acting as monochromator. ~n de-
notes the normal vector of the toroidal surface.
The Hartmann sensor is a combination of a CCD chip (1392× 1040 square pixels, size
6.5 µm, dynamic range 14bit) with a pinhole array in a distance of 95mm to the chip
(pinhole diameter 75 µm, pinhole pitch 250 µm). The detector is placed 1000mm behind
the expected focal position of the HHG beam. In order to accumulate a sufficient signal,
an exposure time of 40s is selected.
The EUV beam is divided by the pinhole array into many small sub-beams, which
then individually propagate in the direction of the local Poynting vector, each producing
a spot on the CCD chip. The wavefront is then reconstructed by a comparison between
the resulting spot distribution and a reference distribution corresponding to a plane wave
illumination with Gaussian spots separated by 250 µm in the horizontal and vertical di-
rection.
In case of coherent radiation, the information obtained by the Hartmann sensor allows
for the calculation of beam propagation parameters, e.g., the horizontal and vertical waist
positions [122]. In the following, the distance between both positions ∆z, i.e., the waist
difference, will be used as a measure for the astigmatic aberration. A detailed description
of the principle of the employed sensor is found in Refs. [123, 125].
During online monitoring of the wavefront, the angle of incidence α between the HHG
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beam and the normal of the toroid is increased in steps of ∆α = 0.05◦. The deflection
angle β changes according to the grating equation [126]
sinβ − sinα = mgλ , (2.1)
with the diffraction order m and groove density g. In the course of this alignment proce-
dure, the effective radius of the optic decreases in the tangential direction, and it increases
in the sagittal direction [127]. As a consequence, the beam experiences a stronger hori-
zontal focusing and a weaker vertical focusing. For a certain angle α0, both focal distances
are equal to each other and the foci coincide. A selection of three wavefronts captured at




































∆z = 27mm (b)
α = 72.65◦
∆z = 0mm (c)
α = 72.95◦
∆z = −22mm
Figure 2.2: HHG wavefront of the 25th harmonic, measured at different angles of incidence α .
Tilt and defocus terms are subtracted, ∆z denotes the astigmatic waist difference.
Apparently, already small variations of the angle of incidence lead to a significant change
of the astigmatic aberration. The curvature of the wavefront indicates that at an angle of
incidence of α = 72.20◦, the beam is horizontally divergent and vertically convergent. At
α = 72.95◦ the situation appears reversed. Thereby, the astigmatic waist difference ∆z
changes its value from 27mm to −22mm. In between, at α = 72.65◦ the focusing of the
optic is well balanced, and ∆z vanishes. However, the wavefront is not entirely flat due to
remaining higher order aberrations.
Theoretical description
In the following, the astigmatic waist difference ∆z(α) is theoretically estimated by matrix
methods and then compared to the experimental results.
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The fundamental laser beam is taken to be Gaussian with a local diameter of 8mm
before being focused by the lens into the argon filled capillary (focal length 200mm).
Thus, the divergence is≈ 8/200= 40mrad and with M2 = 1, the focus diameter is derived
to d0 = 25 µm [128]. The 25th harmonic is assumed to exhibit the same source diameter
and a divergence which is 25 times smaller than that of the incident laser beam:
d0 = 25 µm
θ = 1.6mrad.






















is derived at the source position, where all mixed moments vanish [129]. Now, ray
transformation matrices as given in the appendix are applied to the beam matrix M0
corresponding to the experimental situation. First, M0 is propagated to the optic by
Sprop(320mm). Then, the toroidal grating Stg(α) acts on the beam and a subsequent
propagation by Sprop(z) finally yields the system matrix S (z,α) that transforms a beam
M0 from the source position to a distance z behind the optic:
S (z,α) = Sprop(z) ·Stg(α) ·Sprop(320mm)
M (z,α) = S (z,α) ·M0 ·S (z,α)T . (2.3)
Here, the beam matrix is propagated to the detector position z = 1320mm. With
M (1320mm,α) the waist positions z0,x(α) =−〈xu〉/〈u2〉 and z0,y(α) =−〈yv〉/〈v2〉 are
derived, and the astigmatic waist difference ∆z(α) = z0,x(α)− z0,y(α) is computed. The
resulting function ∆z(α) is depicted in figure 2.3 as a solid blue line together with the
values resulting from the measured wavefronts.
The theoretical waist difference ∆z(α) appears slightly above the experimental values.
Although the relative angle of incidence is adjusted very precisely, its absolute value
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Figure 2.3: Astigmatic waist difference plotted as a function of the angle of incidence. The the-
oretical curve ∆z(α) (solid blue line) lies slightly above the experimental values (blue dots).
With a shift of ∆α = −0.1◦, best agreement is obtained (dashed blue line). The achievable
irradiance Imax(α) is derived with respect to that coordinate shift.
might contain a small error. A least squares fit routine results a deviation of ∆α =−0.1◦.
The resulting shifted function ∆z(α−∆α) is plotted in figure 2.3 in dashed style revealing
good agreement with the measurement. The angle of incidence for a vanishing waist
difference is derived to α0 = 72.69◦. It is expected that for this angle the beam is focused
into the smallest beam area. In the following, the achievable intensity depending on the
angle of incidence is estimated in arbitrary units.
From matrix M (z,α), the local beam diameters dx(z,α) and dy(z,α) are derived. Ap-
proximating the beam area A(z,α) = π4 dx(z,α)dy(z,α) by an ellipse, the mean irradiance
at position z is I(z,α) = P0/A(z,α) with an arbitrary beam power P0. For a specific angle
of incidence α , the position zmax is derived which yields the maximum value of I(z,α).
This achievable irradiance Imax(α) is depicted together with the astigmatic waist differ-
ence in figure 2.3 including the coordinate shift ∆α .
As expected, the highest photon flux is obtained for an angle of incidence of α0 =
72.69◦, where the astigmatic aberration disappears. It is evident that already a small mis-
alignment of 0.5◦ reduces the achievable intensity by 50% which renders this alignment
relevant for imaging applications. Furthermore, phase distortions of the illumination func-
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tion are minimized, which serves to avoid reconstruction errors in case of phase objects.
Conclusion
With a Hartmann type wavefront sensor, the EUV beam transport is investigated at an
HHG setup, where a toroidal grating achieves both spectral filtering and focusing. In an
online adjustment, it is demonstrated that already small misalignments of the angle of
incidence between EUV beam and toroidal grating lead to significant aberrations and a
corresponding loss of intensity. A theoretical approach corroborates the results. For fu-
ture phase retrieval experiments, this procedure is crucial in order to achieve a flat phase
distribution at the sample position, effectively reducing reconstruction errors.
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Appendix
The following ray propagation matrices are employed in this work [129, 130]:
Sprop(z) =

1 0 z 0
0 1 0 z
0 0 1 0
0 0 0 1
 ; Stg =

cosβ
cosα 0 0 0




0 − 2R′s 0 1
 (2.4)
where, z is a propagation distance, α and β are incidence and deflection angle relative to
the gratings normal vector, and R′t and R
′
s are the effective tangential and sagittal radius,








with the tangential and sagittal radius Rt and Rs.
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Coherent diffractive imaging beyond the projection
approximation: Waveguiding at extreme ultraviolet
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Abstract. We study extreme-ultraviolet wave propagation within optically thick nano-
structures by means of high-resolution coherent diffractive imaging using high-harmonic
radiation. Exit waves from different objects are reconstructed by phase retrieval algo-
rithms, and are shown to be dominated by waveguiding within the sample. The experi-
ments provide a direct visualization of extreme-ultraviolet guided modes, and demonstrate
that multiple scattering is a generic feature in extruded nanoscale geometries. The obser-
vations are successfully reproduced in numerical and semi-analytical simulations.
Classical diffraction theory, within the descriptions of Fresnel, Kirchhoff and Fraun-
hofer, considers field distributions initially given on a two-dimensional plane [2]. In the
most common cases, including those for which closed solutions exist, the initial fields
are represented by constant amplitudes on apertures of a compact support. Approximat-
ing such conditions experimentally usually involves the illumination of opaque screens
with apertures by a collimated beam of light, with a prominent classroom demonstration
being Young’s double-slit experiment. A frequent implicit assumption is that the screen
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geometrically carves out the aperture shape from the incident beam profile, and that no
diffraction occurs within the thickness, i.e., the longitudinal dimensions, of the screen.
Mathematically speaking, the scattered light can be represented as a product of the illu-
minating field and the complex transmission function τ(x,y) of the aperture. For hard
x-rays, in the commonly employed projection approximation, τ is derived by integrating
the optical indices over the object thickness L. This is justified as long as, for the wave-
length λ used, the Fresnel number F = a2/(λ ·L) for diffraction inside the object remains
much larger than unity, where a is a typical transverse length in the object. A related
condition on the validity of the factorization approach is given in Ref. [60].
In the case of three-dimensional geometries, wave propagation within the sample may
drastically alter the diffraction by an object. For example, surface plasmon polariton
contributions may significantly affect double-slit interference [131]. In the presence of
optically dense media, multiply scattered waves may experience confinement and wave-
guiding in the exit wave formation. In particular, at extreme ultraviolet (EUV) wave-
lengths, such phenomena are technologically important in nanoscale mask design for
lithography [132, 133, 134, 135, 136]. Coherent diffractive imaging (CDI) [67, 6, 112,
117, 56, 13, 66, 137] provides immediate access to amplitude- and phase-resolved exit
wave distributions, and attention has largely been paid to accurate object representation
and spatial resolution, including a variety of contrast mechanisms such as magnetism [71]



































Figure 3.1: Schematic of the experimental setup displaying the high-harmonic generation cham-
ber, the diffraction grating and the imaging chamber (CDI chamber). The inset illustrates the
modification of the exit wave induced by propagating waveguide modes within the extended
structure (for three even modes denoted by mode indices).
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In this Letter, we utilize CDI with EUV high-harmonic radiation [12, 138] to elucidate
wave propagation within tailored, optically thick nanostructures. We demonstrate pro-
nounced wave-guiding effects for various geometric parameters, indicating the universal
relevance of three-dimensional diffraction phenomena in this spectral range and for typ-
ical mask dimensions and aspect ratios. Moreover, we find that for extreme-ultraviolet
CDI, spatial mode filtering within thick objects poses a more severe constraint on the
achievable spatial resolution than the fundamental limit given by the numerical aperture
of detection. The experimental observations are in good agreement with results of numer-
ical finite element modeling and a semi-analytical modal expansion.
CDI experiments are carried out in a high-vacuum setup as schematically depicted in
Fig. 3.1. High-harmonic up-conversion of amplified laser pulses (450 µJ pulse energy,
40 fs pulse duration, 800 nm central-wavelength, 1 kHz repetition rate) is induced in an
argon-filled capillary, leading to a broad spectrum of discrete harmonics [139]. Details of
the generation conditions and EUV photon flux are provided in the Appendix. A 150 nm
thick aluminum foil blocks the fundamental laser beam, transmitting the EUV light with
minor losses. The 23rd harmonic order (wavelength λ = 34.8 nm) in the plateau region of
the HHG spectrum is spectrally selected and focused onto the sample by a blazed toroidal
grating (550 grooves/mm) and a moveable slit close to the sample position. The use of the
diffraction grating serves two purposes: (i) selecting an individual harmonic and separat-
ing it from the fundamental beam, and (ii) for objects smaller than a dispersed harmonic
in the focal plane, the spatial dispersion of the grating provides for an illumination with
enhanced monochromaticity. This allows for an increased number of resolution elements
in imaging, i.e., a larger field of view for a given resolution [140, 141]. Coherent diffrac-
tion patterns from several non-periodic samples are recorded at distances of L = 20 mm
(object A) and L = 30 mm (object B) by a cooled, back-illuminated charge-coupled device
(CCD) camera (20 µm pixel size, 1340 x 1300 array), ensuring sufficient oversampling
[59] and a high numerical aperture (NA). The samples are prepared by focused ion beam
etching of gold films (460 nm (object A) and 150 nm (object B) thickness) on 200 nm
silicon nitride membranes. Scanning electron micrographs (SEM) of objects A and B are
shown in the insets of Fig. 3.2(b) and 3.2(e), respectively, with dark regions corresponding
to aperture areas in the samples.
Figures 3.2(a), 3.2(d) show coherent diffraction patterns of objects A and B. The diffrac-
tion intensity and its coherent modulation extend to high numerical apertures, even be-
yond the detector area for some principal directions. Interestingly, the diffraction patterns
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Figure 3.2: (a) Coherent diffraction patterns (a), (d) on a logarithmic scale, reconstructed exit
wave amplitudes (b), (e) in arb. units and phases (c), (f) in radians of objects A (top row) and B
(bottom row). Insets in (b), (e) display scanning electron micrographs. Scale bars: 5 µm−1 (a),
(d); 1 µm (b), (e). Identical colormaps are used for both objects in (a), (d) and (c), (f).
are not centro-symmetric, which implies a non-trivial phase-structure of the exit wave.
The images are recorded without blocking the intense central part (no beam stop), so
that all spatial frequencies are contained in one acquisition, facilitating exit wave recon-
structions (b,e: amplitudes; c,f: phases) by iterative phase retrieval algorithms [4, 142].
We successfully reconstruct the complex-valued exit wave using a variety of different al-
gorithms, with best results obtained with the Relaxed Averaged Alternating Reflections
(RAAR) algorithm [52]. A support constraint was generated from the objectâs auto-
correlation function (calculated as the inverse Fourier transform of the diffraction pat-
tern) [143]. We apply a phase retrieval transfer function [144, 145, 6] to estimate the res-
olution determined by the reconstruction algorithm. The phases are reliably retrieved up
to the corners of the detector – above 15 µm−1, indicating a diffraction limited resolution.
Further experimental details concerning image acquisition, processing and reconstruction
are given in the Appendix.
38
In general, the reconstructed amplitudes and phases represent the distribution of aper-
tures in the otherwise opaque masks, in agreement with the SEM characterization. How-
ever, closer inspection reveals significant spatial amplitude and phase modulations, with
pronounced dependencies on local aperture width. Fourier truncation artifacts can be
ruled out as a cause for these features (see Appendix), and, as we show in the following,
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Figure 3.3: (a) Tilted view SEM image of object A. (b) Magnitude of the reconstructed exit
field, indicating positions of cross-sections chosen for comparison with wave-guide simula-
tions. (c) Finite element simulations of the wave propagation in slab waveguides of dimensions
and materials corresponding to experimental conditions (see text). Left column: Evolution of
field magnitudes along the propagation direction for three waveguide widths chosen according
to the respective lineouts in (a) and (b). Right column: Comparison of simulated exit field
magnitudes (dotted red) with experimental profiles (solid blue). Scale bars are 1 µm.
Figure 3.3 compares cross-sections through the reconstructed exit wave amplitude with
simulated field distributions in planar waveguides of corresponding dimensions. Three
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selected positions for lineouts are indicated in a tilted-view SEM image of object A
[Fig. 3.3(a)] and the reconstructed field amplitude [Fig. 3.3(b)]1. The cross-sectional
shapes of the marked features in the reconstruction vary from a single lobe at line L1
to two and three maxima at lines L2 and L3, respectively. The structure widths at these
positions are on the order of 150 (L1), 400 (L2) and 500 nm (L3), estimated from back-
side SEM images (see Appendix). With a depth L close to 700 nm, diffraction within the
structure is characterized by Fresnel numbers of 0.6, 5.9 and 9.5 respectively. Roughly
corresponding to slit-type geometries, these parts of the sample induce an effectively one-
dimensional confinement for the incident light at a wavelength of 34.8 nm. For the di-
mensions given, we carry out numerical simulations of the wave propagation within the
structure using finite element modeling (COMSOL Multiphysics, Wave Optics Module).
Figure 3.3(c) displays the results of two-dimensional simulations of the electric field
propagation along waveguides of different thicknesses corresponding to the positions
given in Figs. 3.3(a) and 3.3(b). In the simulations, the incident polarization was cho-
sen to approximate the experimental conditions, i.e., perpendicular to the waveguide slab
at positions 1 and 2 (leading to transverse magnetic (TM) modes) and parallel to the slab
at position 3 (leading to transverse electric (TE) modes). With the refractive indices of
the cladding materials incorporated in the simulations, the computed exit wave amplitudes
(Fig. 3.3(c), red dotted lines) closely follows the experimental lineouts (Fig. 3.3(c), blue
solid). For simplicity, the small tapering of the waveguides following fabrication (esti-
mated as below 5 degrees half taper angle from SEM characterization) was not included
in the simulations, as it is not expected to induce substantial qualitative changes. We ob-
tain very similar results with finite-difference field calculations based on a parabolic wave
equation [146, 147] and a semi-analytical solution of the waveguide propagation using a
modal expansion (see Appendix).
In addition, the modal expansion provides further insight into the waveguiding char-
acteristics in the EUV, where high propagation losses are expected for most cladding
materials, e.g., refractive index of gold at 34.8 nm: n = 0.77+0.39i [124]. Figure 3.4 dis-
plays real and imaginary parts of the propagation constants βn, i.e., the wavenumber of
mode n, for the lowest order TM and TE modes in a gold-cladded vacuum waveguide as a
function of waveguide widths, computed by numerically solving the well-known charac-
1Note that a weak stripe-like contrast in the depth of the structure does not correspond to a step, but arises









































   
   
   
   
   
   
   











Figure 3.4: Real (top curves) and imaginary (bottom curves) parts of the propagation constant for
the first three even TM (solid) and TE (dotted) modes, normalized to the vacuum wave number.
Inset: Transmission coefficients through a 700 nm long gold waveguide of different widths.
teristic equations [148]. Only modes with even indices are shown, since these are the ones
excited by far-field radiation under normal incidence. The inset shows the corresponding
mode transmission for a waveguide length of 700 nm. In agreement with the simulations
in Fig. 3.4, it is apparent that for the smaller features around 100 nm width, the funda-
mental mode presents the dominant contribution with a minor additional component from
a second even mode. For larger widths, several modes interfere with almost equal ampli-
tude, and the beating of these modes along the waveguide depth determines the exit wave
intensity distribution. It is important to note that, due to the enhanced losses of higher
order modes, the channels act as effective low-pass filters suppressing high-angle scatter-
ing. Therefore, as demonstrated here, the achievable resolution in the imaging of extruded
structures may often be limited by waveguiding instead of the numerical aperture of the
detection system.
Generally, because of the higher surface reflectivity for light polarization parallel to the
waveguide cladding, TE modes exhibit somewhat lower damping and higher transmis-
sion. This effect may be used for polarization filtering of the transmitted light. To give
a numerical example, in a tradeoff between polarization contrast and TE transmission,
polarization contrasts of 102 and 103 may be obtained at mode transmissions of 15 % and
6 %, respectively, for a 300 nm long waveguide.
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In conclusion, we have presented lensless imaging experiments with a table-top high-
harmonic source, reconstructing the exit waves of different non-periodic samples. Strong
spatial modulations of the field distributions are caused by multiple scattering within the
sample, and theoretical modeling accurately reproduces the experimental findings. Be-
sides applications in nanoscale lithography, the phase-resolved imaging of guided modes
enables further investigations of waveguiding properties in the EUV spectral range, and
is expected to result in the development of new optical devices, such as polarizers, mode
filters or wave plates for EUV and soft X-ray radiation.
Appendix A: Sample details
The samples are prepared by focused ion beam (FIB) etching of 200 nm thick silicon
nitride membranes coated with a layer of gold (thicknesses of 460 nm and 150 nm for
object A and B, respectively) on a titanium adhesion layer (4 nm thickness). In addition,
a 40 nm thick titanium layer is deposited on the opposite side of sample A. The ion beam
focusing and current conditions were iteratively optimized to obtain small taper angles
in the structures. In the experiment, the samples are illuminated from different sides, as
illustrated in Fig. 3.5(a). Sample characterization was carried out by scanning electron
microscopy. Exemplary image from the back side of object A is shown in Fig. 3.5(b).
4 nm 150 nm40 nm 
200 nm 460 nm
Si3N4 Au       













Figure 3.5: (a) Schematic of the layered structure of object A (top) and B (bottom). (b) Scanning
electron micrograph of object A, recorded from the back side (gold). Focused ion beam milling
was carried out from the front side. Note that the apparent width of the waveguides depends
on the SEM focus settings, which gives rise to an uncertainty in the measured widths of several
tens of nanometers.
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Appendix B: High-harmonic generation
For improved conversion efficiency of the generation process, phase-matching is opti-
mized by tuning the gas pressure inside the capillary and the laser focusing conditions.
Specifically, the highest yield of the 23rd harmonic order (34.8 nm) is obtained at a pres-
sure of 75 mbar and by focusing the laser at the end of the 8 mm long capillary (focal
length 20 cm). The measured photon flux (incident on the sample) of the 23rd harmonic
order is 3.4·105 photons/pulse. The detector was intensity calibrated at the BESSY II,
PTB Laboratory.
Appendix C: Reconstruction
The diffraction pattern of object A [Fig. 3.2(a)] is an accumulation of 200 individual
images with 5 s exposure time each, whereas for object B [Fig. 3.2(d)], we accumulate 300
individual diffraction images of 18 s exposure time. However, as shown below (Fig. 3.6),
even a single acquisition of few seconds integration time is sufficient to obtain a successful
reconstruction.
The recorded diffraction patterns were post-processed in several steps: First, dark
counts were removed by constant offset subtraction, and the image was centered. Sec-
ond, the diffraction data was mapped onto a regularly-spaced discrete Fourier domain to
account for the use of a flat detector at high numerical apertures (Ewald sphere correc-
tion) [78].
Using noise resistance modifications [149, 150], we perform reconstructions with the
Hybrid Input-Output (HIO) algorithm or the Relaxed Averaged Alternating Reflections
(RAAR) algorithm, starting with a random first guess and a real-space support based on
the sampleâs autocorrelation derived from the diffraction pattern. To find successful re-
constructions within a maximum of 1500 iterations, the real space error in every step is
compared to the errors of the two preceding ones. If a local minimum is found, the cor-
responding reconstruction replaces another one in an archive of 10 reconstructions, given
that its error is smaller than the highest error in the archive. By the end of the run, the
archive will contain 10 individual reconstructions corresponding to the 10 minima with
the lowest errors among all iterations, which can be averaged in a high-quality recon-
struction. In this process, the RAAR algorithm displayed somewhat faster convergence.
For this extended (autocorrelation-based) support, employing a positivity constraint in
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Figure 3.6: (a) Single acquisition (5 s exposure time) diffraction data; logarithmic color scale.
(b) Reconstructed amplitude based on diffraction pattern in (a). (c) Average of 200 individual
acquisitions and corresponding reconstruction (d). Scale bars: 1 µm.
real space (limiting phase variations to less than π) was required to consistently obtain
successful reconstructions. However, avoiding the positivity constraint is desirable and
physically warranted, and this is achieved with an improved support definition obtained
by thresholding the reconstructed amplitudes after a first complete reconstruction. In
addition, use of a tighter support accelerates conversion. Reconstructed amplitudes are
shown in Fig. 3.2(b), 3.2(e) and Fig. 3.6(d), and phases are shown in Fig. 3.2(c), 3.2(f) for
objects A (improved support) and B (autocorrelation support), respectively. Alternatively,
the autocorrelation support can be continuously redefined during the first reconstruction
run by repeatedly applying a threshold to the current reconstruction after a given number
of steps, resulting in a progressive shrinking of the autocorrelation support [151].
Accumulating multiple diffraction patterns improves the signal-to-noise ratio at high
diffraction angles and therefore enhances the quality of the reconstruction. Nonetheless,
the majority of the object’s information is already contained in a single acquisition of
few seconds integration time. Figure 3.6 compares the reconstruction using an individual
acquisition (single exposure of 5 s, corresponding to 5000 laser pulses) and that from
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averaging 200 individual acquisitions. The latter exhibits improved resolution and detail
in the waveguide-induced amplitude modulations.
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Figure 3.7: Phase retrieval transfer function for the reconstruction shown in Fig. 3.2(b,c).
The resolution limit in the reconstructions is connected to the reliability, with which
phases at high spatial frequencies are retrieved, and can be estimated using the so-called
phase retrieval transfer function (PRTF) [144, 6]. In our case, the PRTF evaluates the
momentum-dependent consistency of retrieved phases within 30 independent reconstruc-
tions, ranging from 1 (full convergence) to 0 (no reliable phase retrieval). Figure 3.7
shows the PRTF plot of the reconstruction of object A. The PRTF values are above 0.5 for
all detected spatial frequencies up to 16 µm−1, corresponding to a half-period resolution
of about 31 nm, limited only by the diffraction.
To estimate the resolution we performed 10 individual reconstructions using the RAAR
algorithm for 500 iterations with constant relaxation parameter β of 0.9999 and autocorre-
lation support. The reconstruction with the smallest error was chosen to define a new real
space support by thresholding to 20% of the absolute value of the reconstruction. Staring
from a random first guess but using the updated real space support another 30 recon-
structions were executed with 500 iterations of RAAR. Utilization of redefined support
guarantees no flipping of the reconstruction within the support and improves the conver-
gence speed. After first 400 steps in every run, 10 local minima with the lowest errors
were averaged and β parameter was decreased by 0.2 from 0.999 after every consequent
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25th iteration giving the final reconstruction that was used in the PRTF computation.
Appendix D: Waveguide simulations
Various theoretical approaches were taken to compute the wave propagation within the
structures, including finite element (Fig. 3.2) and finite difference modeling [146]. We
approximated the slit-type aperture regions as two-dimensional slab geometries and found
this to be a good approximation. The propagation constants and transmission coefficients
shown in Fig. 3.2 were computed using a modal expansion for slab waveguides with a
cladding of complex refractive index as described in Ref. [148]. The underlying charac-









Here, h is the waveguide width, m is the mode number,kw = (n2wk
2
0 − β 2)1/2 and
γ = (β 2−n2ck20)1/2 represent the transverse wavenumbers in the slab and cladding, where
nc and nw are the complex refractive indices of the cladding and waveguide materials
(vacuum in our case); k0 = w/c is the vacuum wavenumber and β is the propagation
constant.
Appendix E: Examining Fourier truncations
In order rule out possible artifacts from Fourier truncation on the spatial amplitude fluctu-
ations in the reconstructions, we simulated the influence of the finite-sized detector. Fig-
ure 3.8(a) shows a bitmap image of the object as employed in the focused ion beam fabri-
cation, together with a close-up and a lineout with the ideal binary contrast. In Fig. 3.8(b),
the magnitude of the Fourier transform of the object is displayed on a logarithmic scale,
and the inner non-shaded part corresponds to the range of Fourier components collected
by the detector area (Ewald sphere curvature ignored here for simplicity). Figure 3.8(c)
shows the resulting modulations induced by this truncation in the inverse Fourier transfor-
mation. The rather weak modulation depth and high uniform spatial frequency are very
different from the waveguiding features we have identified in the experiments (Fig. 3.3).
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Figure 3.8: (a) Bitmap image of the apertures in object A. Insets show a close-up (dashed red box)
and a lineout (blue solid). (b) Magnitude of two-dimensional Fourier transform of the binary
object. The inner part corresponds to the range of scattering angles collected by the detector
area. (c) Inverse Fourier transform after truncation to the detector area. Minor fluctuations
at high spatial frequencies are found. The features are clearly distinct from the waveguiding
observed in the experiments (e.g., Fig. 3.3).
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Abstract. The optical polarization response of a structured material is one of its most
significant properties, carrying information about microscopic anisotropies as well as
chiral features and spin orientations. Polarization analysis is therefore a key element
of imaging and spectroscopy techniques throughout the entire spectrum. In the case of
extreme-ultraviolet (EUV) radiation, however, both the preparation and detection of well-
defined polarization states remain challenging. As a result, polarization-sensitive EUV
microscopy based on table-top sources has not yet been realized, despite great poten-
tials, for example, in nanoscale magnetic imaging. Here, we demonstrate polarization
contrast in coherent diffractive imaging using high harmonic radiation and investigate the
polarization properties of nanoscale transmission waveguides. We quantify the achievable
polarization extinction ratio for different waveguide geometries and wavelengths. Our re-
sults demonstrate the utility of slab waveguides for efficient EUV polarization control and
illustrate the importance of considering polarization contrast in the imaging of nanoscale
structures.
High harmonic generation (HHG), yielding coherent extreme-ultraviolet (EUV) radia-
tion at laboratory scales, has extended the frontiers of ultrafast spectroscopy and imaging
to attosecond temporal resolution [21]. Recently, novel schemes leading to efficient HHG
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sources with elliptical [152, 28] and circular [27, 30, 33] polarizations highlighted the
potential for studying polarization-sensitive light matter interactions, as demonstrated in
HHG-based measurements of circular dichroism [29, 34, 30]. More generally, the polar-
ization state of high harmonic radiation is naturally expected to affect the signal and con-
trasts in various techniques such as coherent diffractive imaging (CDI) [13, 73, 46], holog-
raphy [71] and attosecond spectroscopy [153]. Besides the generation of EUV light with
defined polarization, crucial aspects for polarization-dependent imaging and spectroscopy
are the control and determination of a given polarization state. Due to the lack of suitable
materials exhibiting high optical transmissivity at EUV wavelengths, most approaches
used to manipulate and measure polarization in this spectral range rely on reflective com-
ponents, such as multilayer mirrors or gratings. However, these components are often
limited to a rather narrow spectral range, require precise alignment and inevitably influ-
ence the direction of light propagation, which imposes additional constraints. Therefore,
alternative strategies for polarization control, e.g., in transmission schemes, are highly de-
sirable, and nanostructured materials harnessing EUV waveguiding may be a promising
approach [154, 155].
Here, we investigate polarization effects in the EUV light propagation through nano-
scale slab waveguides by means of HHG-based coherent diffractive imaging, and we
discuss the capabilities of these structures to serve as transmission polarizers. Specif-
ically, the light transmitted through the waveguides is analyzed in far-field diffraction,
and a phase retrieval algorithm is used to reconstruct the exit wave. We find a strong
polarization anisotropy of the waveguide propagation, with enhanced transmission for
polarization parallel to the waveguides (TE mode), and observe a polarization contrast
that depends on the incident wavelength. A compact linear polarization analyzer is real-
ized by arranging slits with different orientations, mapping the incident polarization into
angle-dependent diffraction intensities within a single acquisition. Representing the first
demonstration of polarization contrast in lensless imaging using HHG, our results high-
light the potential of CDI for the study of locally and microscopically anisotropic and
chiral structures.
The schematic of the experimental setup is depicted in Fig. 4.1. A table-top HHG
source provides linearly polarized, coherent radiation at odd harmonics of the driving
laser frequency (amplified 40-femtosecond Ti:Sapphire laser pulses, 800 nm central wave-
length). Single harmonics in a wavelength range from 28 nm to 42 nm (29th to 19th
harmonic order) are selected and focused by a combination of a blazed toroidal diffrac-
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Figure 4.1: Schematic of the experimental setup. High harmonics are generated by focusing fem-
tosecond laser pulses into an argon-filled capillary. After passage through an aluminum filter
(150 nm), a single harmonic is focused onto the sample by a toroidal diffraction grating. A
charge-coupled device camera collects diffraction images from waveguide structures.
tion grating and a motorized slit, resulting in quasi-monochromatic, vertically polarized
illumination conditions in the sample plane. The sample (see Fig. 4.1) is placed in the
EUV focus, and the transmitted light scattered from the nanostructure is collected by a
charge-coupled device (CCD) camera at high numerical aperture. The sample orienta-
tion is adjusted normal to the HHG beam with a precision better than 0.5◦ using the back
reflection of an alignment laser. From the recorded far-field diffraction pattern, the exit
wave behind the object is reconstructed with diffraction-limited resolution. Further details
on the HHG setup and beam characterizations are described elsewhere [154, 156].
The samples are produced by focused ion beam etching of 200 nm thick silicon ni-
tride (Si3N4) membranes coated with a 140 nm gold film. Rectangular slits are milled
into the samples, resulting in hollow waveguides with high aspect ratios in both the trans-
verse and longitudinal directions (slit length larger than 1 µm, slit widths w of few tens
of nanometers, depth of L=340 nm). To investigate the polarization dependence of EUV
transmission through the waveguides, we designed a pattern with a clock-like arrange-
ment of 50 nm wide slits, as shown in the scanning electron microscope (SEM) image in
Fig. 4.2(a). Employing linear incident polarization [vertical in Fig. 4.2(c)], within a single
diffraction pattern, different slit orientations yield direct access to the transmission inten-
sity as a function of the angle between the polarization axis and the waveguides. Due to
51
Chapter 4 Polarization contrast of nanoscale waveguides ...
the high EUV absorption of the materials used, the transmission through the non-etched
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Figure 4.2: Demonstration of polarization contrast in CDI. (a) Scanning electron micrograph of
a sample carrying a clock-like arrangement of slab waveguides. (b) Recorded diffraction pat-
tern at 35 nm wavelength. (c) Reconstructed exit wave intensity obtained by iterative phase
retrieval. The angle-dependent intensity variation reflects the polarization contrast in transmis-
sion (incident polarization: vertical). (d) Transmitted intensity plotted as a function of the slit
orientation angle θ [θ = 0 corresponds to the vertical waveguide in the bottom of (c)]. Red cir-
cles: Intensity evaluated from the exit wave reconstruction. Blue triangles: Intensity obtained
directly from the diffraction pattern. Dashed line: Fit to the behavior of an imperfect polarizer
(see text).
Figure 4.2(b) shows the far-field diffraction intensity (logarithmic scale), recorded at a
distance of 25 mm behind the sample and for illumination with a wavelength of 35 nm
(23rd harmonic). Sufficient oversampling [46] in the diffraction pattern allows for a recon-
struction of the field amplitudes and phases of the exit wave. We use the relaxed averaged
alternating reflection (RAAR) algorithm [52] and apply it to the diffraction pattern to-
gether with an autocorrelation-based real space support, obtained from the inverse Fourier
transform of the diffraction pattern. Figure 4.2(c) displays the reconstructed exit wave in-
tensity, which is in close agreement with the overall shape of the structure. The objects
studied are significantly smaller than both the focus diameter and lateral wavefront distor-
tions, as determined from previous beam characterizations [156]. Therefore, the current
conditions essentially correspond to plane wave illumination, and the reconstructed exit
wave represents the complex transmission functions of each individual waveguide in a
single reconstructed image. As apparent from Fig. 4.2(c), the reconstructed exit wave in-
tensities are strongly dependent on the slit orientation. Specifically, vertical waveguides,
i.e., those parallel to the incident polarization, are noticeably brighter than horizontal
ones. The same behavior is evident also in the diffraction pattern, taking into account that
the far-field is composed of a superposition of diffracted exit wave fields from pairs of
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elongated rectangular apertures. Each of the slit pairs contributes a diffraction streak in
the respective perpendicular direction. Specifically, following standard diffraction theory
[157], the extended length of the diffraction streaks in reciprocal space is governed by
the strong confinement from the narrow waveguide width, the widths of the streaks are
determined by the length of the individual slits, and double-slit interference between slits
of the same orientation cause a fine sinusoidal modulation of the streaks. At high spatial
frequencies, the streaks from differently oriented slits are particularly well-separated.
In Figure 4.2(d), the integrated exit wave (red circles) and far-field (blue triangles)
intensities (normalized to the length of the individual waveguides) in the reconstruction
and the diffraction pattern, respectively, are plotted as a function of the slit orientation
angle θ . Here, θ is defined as ranging from 0 to 2π , corresponding to the full circle
of slits. The high reproducibility of the fabrication is evident from the nearly identical
signals measured for each of the four equivalent slit orientations with equal mod(|θ |,π),
e.g., θ =±n ·15◦ and θ = 180◦±n ·15◦ with integer n. Because of the inversion symmetry
of the diffraction streaks in Fig. 4.2(b), both opposing parts of each feature are combined,
such that the blue symbols in Fig. 4.2(d) are only plotted from 0 to π . The normalized
experimental data points evaluated from the diffraction pattern and the reconstruction
agree with the expectation of an imperfect polarizer [Malus law, black dashed line in
Fig. 4.2(d)]: Itr(θ) = cos2θ +C · sin2θ , where C = Imin/Imax = 1 : 2.7 is the polarization
extinction ratio between maximum and minimum transmission.
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Figure 4.3: Wavelength-dependence of polarization contrast. (a)-(d) Far-field diffraction images
of the object from Fig. 4.2 for different polarization angles [(a),(c): vertical; (b),(d): horizontal)]
and wavelengths λ . (e) Transmission as a function of waveguide orientation θ (evaluated for
vertical polarization) at λ = 28 nm (blue) and 42 nm (red), showing increased contrast at longer
wavelength.
The achievable extinction ratio will depend on the illuminating wavelength, as well as the
waveguide properties, such as the width, propagation length and the cladding materials.
In order to study such dependencies and identify conditions with higher contrast, we have
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performed measurements using different illumination wavelengths and narrower wave-
guides. As the converged exit wave reconstruction and the diffraction data yielded the
same polarization contrast, in the following, we limit the discussion to direct evaluations
of the diffraction data.
Figures 4.3(a)-(d) show a set of far-field diffraction patterns obtained for vertical and
horizontal incident polarizations (indicated by arrows) and at illumination wavelengths of
28 nm (a,b) and 42 nm (c,d). The normalized transmitted intensity is plotted in Fig. 4.3(e)
as a function of θ [evaluated from Figs. 4.3(a) and 4.3(c)], displaying a strong increase
of polarization contrast with wavelength, which reaches 1:1.5 and 1:8 at wavelengths of
28 nm and 42 nm, respectively.
We investigated the influence of the waveguide width on the extinction ratio by using
a second structure composed of narrower waveguides [cf. SEM image in Fig. 4.4(a)].
The pattern contains 40 nm wide waveguides (estimated from SEM characterization)
with only two perpendicular slit orientations. This configuration is chosen to increase
the transmittance of the structure and allows for an evaluation of the polarization contrast
with improved signal-to-noise ratio. Figure 4.4(b) depicts a diffraction pattern (logarith-
mic intensity scale) obtained with λ = 38 nm radiation and vertical incident polarization.
A high polarization contrast of C = 1 : (28±1) is found, with maximum diffraction inten-
sity again stemming from vertical slits (corresponding to TE mode transmission, in which
the electric field is parallel to the waveguide walls). For comparison, Fig. 4.4(c) displays
a diffraction pattern recorded after rotation of the polarization of the HHG pump beam
by 30◦, which (after grating reflection) results in a weakly elliptical polarization (ellipse
indicated) and, therefore, increased diffraction from the horizontal waveguides.
In order to quantitatively model our results, we theoretically treat the light propaga-
tion through the nanoscale waveguides within a modal expansion. Specifically, we solve
Maxwellâs equations for transverse electric (TE) and transverse magnetic (TM) modes
in gold- and Si3N4-coated, vacuum-core slab waveguides, obtaining complex propaga-
tion constants βT E/T M(λ ,L) as a function of wavelength and waveguide width. For the
aspect ratios given (depth vs. width), the transmission is governed primarily by the fun-
damental mode, while higher order modes are absorbed [154]. Assuming equal incou-
pling to the waveguide by both polarizations, the polarization extinction ratio is deter-
mined by the imaginary parts of the propagation constants and the waveguide thickness:
C = exp(−2 · Im(βT M−βT E) ·L). The origin of higher TE transmission compared to TM
transmission, something previously found at longer UV wavelengths [155, 158], should
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Figure 4.4: (a) SEM image of a structure with two orthogonal slit orientations. (b,c) Diffraction
pattern recorded at λ = 38 nm for vertical (c) and elliptical (d) polarization, indicated by the
tilted ellipse (see text). (d) Solid lines: Simulated extinction ratios as a function of λ for
different slit widths w in the double-layer geometry of the experiments. Circles: Experimentally
determined extinction ratios for the structures in Fig. 4.2 (red) and Fig. 4.3 (blue). (e) Simulated
polarization contrast of a 300 nm deep gold waveguide as a function of TE mode transmission.
be discussed. This observation is opposite to what is widely found in metallic wire-
grid polarizers at visible and infrared wavelengths [157]. These devices employ the fact
that there is a cutoff for TE polarization (but not for TM polarization) at sub-wavelength
widths and for high-conductivity cladding. At EUV wavelengths, on the other hand, the
materials used exhibit high absorption. Thus, the enhanced Fresnel reflection coefficients
of TE compared to TM polarization at the waveguide walls is responsible for the polar-
ization contrast. Narrower waveguides involve higher effective propagation angles [157],
such that high contrasts are achieved even for waveguides wider than the wavelength.
For our waveguides composed of two materials (200 nm of Si3N4 and 140 nm of gold), the
propagation constants were individually computed. In the case of perfect mode overlap
at the transition from gold to Si3N4 cladding, the overall polarization contrast follows as
the product from both layers. Finite element calculations1 showed this to be a good ap-
proximation for our geometries, and were also in quantitative agreement with the modal
1COMSOL Multiphysics, Wave Optics Module.
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expansion regarding total transmission and polarization extinction ratio. Figure 4.4(d)
plots the polarization extinction ratio of the two structures investigated (circles) as a func-
tion of illuminating wavelength in comparison with the simulation results for different
waveguide widths. The curves illustrate the strong increase in contrast for longer wave-
lengths and narrower waveguides. Very good agreement between the experimental and
simulated extinction ratios is found for widths of 52 nm (pattern in Figs. 4.2-4.3) and
38 nm (pattern in Fig. 4.4), which is consistent with the SEM width characterization.
The increase of polarization contrast with wavelength is caused by both higher absorp-
tion losses for stronger mode confinement, and more importantly in the case of gold, the
wavelength dependence of the refractive index. For a fixed wavelength, the polarization
contrast can be further increased at the expense of total transmission by tuning the wave-
guide width and depth. Figure 4.4(e) shows the simulated polarization contrast of 300 nm
long gold waveguides for different illuminating wavelengths as a function of the TE mode
transmission that results from varying the waveguide width. The simulations highlight the
potential for polarization control in the EUV spectral range with waveguide-based struc-
tures. For example, at a wavelength of 40 nm, the polarization contrast exceeds 30 dB at
a TE mode transmission of 0.15 (corresponding to a 37 nm waveguide width). Large-area
structures with similar aspect ratios can be readily produced using state-of-the art nano
lithography and chemical etching [159]. Such structures present a compact alternative to
existing schemes for HHG polarization characterization [152, 34, 160]. Combined with
reflective waveplates, this approach may also yield the complete state of polarization. We
note that both the overall waveguide transmission and in particular the extinction ratios
are weak functions of incidence angle, rendering these structures suitable for applications
with beam tilts or divergences of at least 10 degrees.
In conclusion, we investigated the polarization-dependent EUV light propagation in
nanometric slab waveguides using HHG-based lensless imaging and far-field diffrac-
tion. The experimentally measured polarization extinction ratios were in close agree-
ment to theoretical predictions, evidencing the suitability of waveguide arrays in future
polarization-sensitive imaging and spectroscopy applications. More generally, our results
demonstrate the feasibility of polarization contrast microscopy in the extreme ultravio-
let using laboratory scale sources. The further development of birefringent transmission
waveguides may enable comprehensive polarization control for applications such as mag-
netic and chiral imaging.
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In this Chapter, the main results of the preceding studies are summarized and discussed.
Additionally, future prospects of the developed HHG source as well as EUV optical ele-
ments based on nanoscale waveguides are provided.
5.1 High-resolution coherent diffractive imaging
In spectral ranges, where a development of optical elements is infeasible, lensless imaging
techniques offers the possibility of performing photon-efficient imaging experiments with
the resolution limited only by diffraction (cf. Eq. 1.1). Among these techniques, coherent
diffractive imaging is, perhaps, the most versatile and promising method. For example,
Fourier transform holography strongly relies on the interference of scattered light with a
reference beam, which limits the resolution and the contrast of reconstructions. Ptychog-
raphy offers, in principle, an unlimited field of view and may improve the convergence of
the reconstruction algorithm, but the scanning scheme diminishes the ability to perform
single shot or non-repetitive measurements. In addition to that, this technique induces de-
pendencies on the source stability as well as the sample positioning precision. In contrast,
CDI relies solely on a single diffraction pattern, recorded with a known wavelength at a
known distance. A small beam shifts of the probe or sample vibrations influence only
the phase of the scattered light in the far-field and does not change the intensity distri-
bution, if the sample is homogeneously illuminated. Nevertheless, certain experimental
requirements have to be met in order to use coherent diffractive imaging.
The applicability of CDI strongly depends on the probe parameters as well as the ob-
ject’s properties. The first includes spatial and temporal coherence and wavefront charac-
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teristics at the sample position. For instance, the numerical fast Fourier transform (FFT),
used in phase retrieval algorithms to approximate the far-field diffraction of the scattered
exit wave, is valid only for a purely monochromatic beam exhibiting a perfect spatial
coherence. Any deviations from this assumption will strongly influence the validity of
the FFT and, thereby, may reduce the convergence probability of a reconstruction algo-
rithm. The spatial coherence ensures the appearance of interference fringes. Thorough
investigations of the coherence requirements for CDI reveal that the spatial coherence
must be at least two times larger than the lateral size of the object investigated [140].
This requirement can be mitigated if a slightly curved wavefront is used for illumination
[161, 162]. The temporal coherence of a source with spectral bandwidth ∆λ is related
to the monochromaticity of the beam with a central wavelength λ , as λ
2
/∆λ . Photons
with higher energies within ∆λ will have the same momentum transfer at smaller scat-
tering angles and, thus, appear at different positions in the diffraction pattern – namely
closer to the middle. The broadening of the scattering angles reduces the sharpness of
the interference fringes, and inevitably reduces the reliability of the phase retrieval algo-
rithm, thereby reducing the resolution of the reconstructed image [115, 141], which is
Rhp > ODλ/∆λ [59]. Here, O is the oversampling ratio and D is the sample size. In some
cases, precise ab-initio knowledge of the probe spectrum can be implemented into the
reconstruction algorithm, wherein the measured diffraction pattern is treated as a super-
position of all individual spectral components. This allows for polychromatic CDI with
quasi-discrete spectra [115, 163] and even broadband sources [116, 164]. Polychromatic
CDI can be beneficial for the simultaneous study of structures exhibiting several absorp-
tion or resonance edges within a single specimen. However, despite a possible gain in the
total flux, the achieved resolution of such reconstructions is typically lower compared to
the conventional monochromatic CDI scheme.
In contrast to commonly used techniques for monochromatization of high harmonic ra-
diation using multilayer EUV mirrors [112, 114, 13, 92, 117, 56, 137], our experimental
configuration utilizes a toroidal diffraction grating. Despite the complicated alignment
procedure and a slightly weaker reflection efficiency compared to a single state-of-the-
art EUV mirror, a diffraction grating has three important advantages regarding nanoscale
lensless imaging:
1) Wavelength tuning is easily realized by rotating the grating to an appropriate incident
angle, whereas multilayer mirrors are optimized for a certain, relatively narrow band.
2) The monochromaticity of the EUV beam impinging on the micrometer-scale structure
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is sufficiently improved, compared to that of two sequential multilayer mirrors with typ-
ical values of λ/∆λ up to 200-250 [92, 112]. The linear dispersion of the grating used
in this work at the focal spot is ~2 nm/mm (0.002 nm/µm). Thus, the spectral bandwidth
incident onto the microscopic object is very narrow and λ/∆λ can easily exceed magni-
tudes of several thousands when the lateral dimension of the sample is few µm improving
the spatial resolution of the reconstructed images. Note that, the spectral bandwidth inci-
dent onto the sample also depends on the resolving power of the grating, i.e., the number
of the slits illuminated.
3) A set of multilayer mirrors cannot prevent the overlap of harmonics of different orders
and the residual fundamental beam, which drastically reduces the monochromaticity of
the probe. Thus, the utilization of the diffraction grating in our HHG setup is beneficial
for high-resolution CDI.
Using this formula Rhp > ODλ/∆λ and the oversampling requirement (O > 5) provided
by Miao et al. [67], one can compute the expected spatial resolution available by high-
harmonic imaging employing multilayer mirrors for monochromatization of the EUV ra-
diation. Clearly, the spectral bandwidth λ/∆λ accessible by a set of two multilayer mir-
rors (typically ranging between 200 and 250) is not sufficient to perform imaging with
resolution better than 40 nm even for a relatively small field of view of 2 µm. Thus uti-
lization of a diffraction grating is a key aspect for harmonic imaging with high spatial
resolution.
Unlike in the case of X-rays, where diffraction occurs at very small angles, EUV radi-
ation scatters at relatively large angles that have to be detected in order to achieve high
spatial resolution. In our experiments, the numerical aperture of the detected signal in
some cases exceeds the value of 0.55, corresponding to a maximum scattering angle of
34◦. In this case, the wavefront curvature of the scattered light is essential, and aberra-
tions, resulting from the detection with a flat CCD camera, must be corrected. Curvature
distortions influence not only the quality of the reconstruction, but also strongly affect the
convergence of the phase retrieval algorithm. Figure 5.1 compares the diffraction patterns
and the central parts of the corresponding reconstructions, obtained with [Fig. 5.1(b,d)]
and without [Fig. 5.1(a,c)] a curvature correction of the diffraction pattern, respectfully,
recorded at 2.5 cm distance (NA = 0.47) after illumination of sample A using the 23rd
harmonic and 5 seconds exposure time. Figure 5.1(a) shows the measured data, whereas
Fig. 5.1(b) depicts the same data, plotted onto the Ewald sphere to account for aberrations
caused by projection distortions. For both reconstructions [Fig. 5.1(c) and Fig. 5.1(d)],
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Figure 5.1: Spherical corrections of diffraction data with high numerical aperture. (a) Diffraction
pattern recorded at 2.5 cm distance between the sample and detector and (c) is the correspond-
ing reconstruction. (b,d) Diffraction pattern and the corresponding reconstruction of the same
experimental data, but using the spherical corrections for measurements recorded at high NA.
(e) Evolution of the real-space error during the reconstruction process.
identical algorithm parameters and real space supports from the autocorrelation of the
sample (inverse Fourier transform of the measured far-field intensity with applied low
pass filter) were used. However, there is a noticeable difference between the reconstruc-
tion results. This is also evident in the improvement of the real space error shown in
Fig. 5.1(e), indicating a better convergence of the phase retrieval algorithm. Unlike the
curvature corrected data, the non-corrected diffraction pattern cannot be reconstructed us-
ing the autocorrelation support without breaking the symmetry1. The closer the distance
between the sample and the detector, the stronger the distortion and, therefore, the mis-
match between the measured diffraction data and the numerical fast Fourier transform of
the scattered exit wave is larger. For the experimental data recorded at 2 cm distance,
curvature distortions become too strong and totally diminish the convergence of the algo-
rithm for the non-corrected data, even if a very tight real space support is used.
The ultimate goal of the preparation of experimental data for reconstruction is to min-
1A non-centrosymmetric real space support prevents flipping of the reconstruction algorithm between two
possible solutions that are complex conjugate of each other.
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imize the mismatch between the experimentally measured far-field diffraction and a nu-
merical Fourier transform of the scattered exit wave. This mismatch can be caused by
several phenomena, including low coherence of the probe, aberrations associated with the
curvature of the scattered wavefront measured by a flat detector, readout noise and the
dark current of a the CCD chip, cosmic rays, etc. When the aforementioned experimen-
tal challenges are considered and accounted for, a phase retrieval algorithm can provide
high quality reconstructions with acceptable convergence and a diffraction-limited reso-
lution. As described in Chapter 1, the numerical aperture NA and the real space pixel
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Figure 5.2: Coherent diffractive imaging using different illuminating wavelengths of 30 nm (a,b)
and 47 nm (c,d).
size d determine the fundamental limits for the resolution in lensless imaging, where d
is defined geometrically as d = zλ/pN. For a given pixel size p of the CCD camera
and the number of pixels N, the real space pixel size of the reconstructed image can be
reduced if a shorter wavelength and/or a shorter distance between the sample and the
camera are realized. Figure 5.2 compares two diffraction patterns of object A, recorded
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at a distance of 22 mm using the 27th [Fig. 5.2(a)] and the 17th harmonic [Fig. 5.2(c)] as
a probe. The central parts of the corresponding reconstructions are shown in Fig. 5.2(b)
and Fig. 5.2(c), respectively. While both reconstructions (as well as diffraction patterns)
have the size of 1024 x 1024 pixels (after the curvature correction), the object size in
the reconstruction, shown in Fig. 5.2(d), is smaller compared to that of the reconstruc-
tion shown in Fig. 5.2(b), corresponding to an increase of the real space pixel size from
30 nm to ~50 nm and a reduced number of the effective pixels that constitute the object
in real space. The difference in imaging quality of both reconstructions is apparent from
the magnified parts of the reconstructions shown in the insets. On the reconstruction of
the diffraction data recorded with shorter wavelength [Fig. 5.2(a,b)], finer features can be
resolved. However this improvement is attributed not only to the reduced real space pixel
size, but also to the improved spatial resolution, due to the increased momentum transfer
that is available with shorter wavelength at the same NA.2
A similar effect is observed if the distance z from the sample to the detector is varied.
This distance must be large enough to (i) ensure a sufficient oversampling and (ii) fulfill
the requirements for the Fraunhofer diffraction approximation, meaning that the Fresnel
number, F , has to be much smaller than unity, where F = D2/zλ . Typically, the distance
required by the Fresnel number is smaller than the one required by the oversampling con-
ditions. The top row in Fig. 5.3 shows three diffraction patterns of object A, recorded at
different distances: 12 cm, 8 cm and 6 cm, whereas the bottom row features the magnified
central areas of the corresponding reconstructions. Decreasing the distance z linearly in-
creases NA and reduces the pixel size of the reconstructed image at the same time. In the
actual experiment, this distance is chosen as a tradeoff between the desirable NA (to pro-
vide high resolution) and the oversampling ratio (ensuring the convergence of the phase
retrieval algorithm). For the experimental conditions used, diffraction images with an
oversampling ratio down to 4 can still be reliably reconstructed. For diffraction data with
relatively low signal-to-noise ratio or noisy data, the distance must be larger to increase
the oversampling ratio to 5 or greater, since this procedure improves the convergence of
the reconstruction algorithm due to additional information redundancy. The reconstruc-
tions of highly oversampled data appear less noisy. These observations are in agreement
with previously published studies investigating the influence of the oversampling ratio on
2Note that, regardless of the imaging resolution, the intensity distribution at the exit surface of the object
of the given geometry is strongly wavelength dependent, due to waveguiding effects arising within the
depth of the structure. Further details are discussed in Section 5.2.
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Figure 5.3: Dependence of the spatial resolution on the distance between the sample and detector.
Top row: Diffraction patterns recorded at 12, 8 and 6 cm distance using the same illuminating
wavelength of 32 nm. Bottom row: corresponding reconstructions.
the reconstruction [59].
Meticulous adjustments of the reconstruction parameters can force convergence to a
“satisfactory” reconstruction result, especially when easily stagnating algorithms, e.g.,
Error Reduction or its modifications, are used in combination with a tight real space sup-
port. However, a subsequent run with the same parameters with a different starting point
(first guess or a real space support) does not necessarily converge to a similar solution or
converge at all. Generally, a higher signal-to-noise ratio of the diffraction pattern yields
better the convergence of the phase retrieval algorithm. A low signal-to-noise ratio at
high spatial frequencies diminishes the ability of the phase retrieval algorithm to effec-
tively use the entire scattered signal. Therefore, in such cases, only the region of low
spatial frequencies can be reliably reconstructed. This means that the achieved resolution
does not depend on the geometric numerical aperture (the distance between the sample
and detector, and its size), but on the NA that is effectively used by the phase retrieval
algorithm.
To estimate the highest spatial frequency that is still consistently reconstructed, the
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Figure 5.4: Resolution estimate with the phase retrieval transfer function (PRTF) showing the
highest spatial frequencies that are consistently reconstructed.
phase retrieval transfer function (PRTF) can be used (see Chapter 3). Figure 5.4 shows
typical values of the two-dimensional PRTF function for 100 individual reconstructions
using the same parameters and a random first guess. Here, values above 1/e imply a
consistent reconstruction. In this reconstruction run, the effective NA efficiently used
by the iterative algorithm is lower than that, provided by the geometry of the detection
scheme. The radial average plotted as a function of the spatial frequency can serve as a
rough estimate for the accuracy of retrieved phases. In this case, spatial frequencies only
up to 10.5 µm−1 can be considered as reliably reconstructed, which corresponds to a half
pitch resolution of 48 nm. Tuning the reconstruction parameters for experimental data
with rather low signal-to-noise ratio can only scarcely improve the reliability of the phase
retrieval algorithm, demanding a further improvement of the detection scheme.
To increase the dynamic range of the diffraction pattern for weakly scattering objects,
e.g., biological samples, and to reach a high signal-to-noise ratio even at high spatial fre-
quencies, beam blocks can be implemented. In addition to that, several acquisitions can be
accumulated and averaged. The first method, however, precludes the utilization of low fre-
quency components for an estimation of the autocorrelation support. The second method
proved to be useful for the measurements presented in Chapter 3. Figures 3.6(a) and
3.6(c) compare a diffraction pattern obtained by a single acquisition and an average over
200 individual acquisitions with 5 seconds exposure time each, i.e., a high dynamic range
(HDR) image. The insets highlight an improvement of the signal-to-noise ratio at high
spatial frequencies. This increases the effective NA used in the phase retrieval algorithm
and, consequently, improves the reconstruction quality, despite the fact that the highest
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momentum transfer that can be resolved on both images is identical. Figures 3.6(b) and
3.6(d) show reconstructions of the corresponding diffraction data displayed in Fig. 3.6(a)
and 3.6(c). Both reconstructions are in good agreement with SEM images of the sample.
However, Fig.3.6(c) reveals fine sub features that are not resolvable in the low-resolution
reconstruction depicted in Fig. 3.6(b).
Apart from the resolution limitation, the convergence of the phase retrieval algorithm is
improved for the HDR diffraction pattern and is not overly sensitive to the reconstruction
parameters. This feature becomes much more pronounced for diffraction data exhibit-
ing an intense small-angle scattering component. For example, as shown in the inset of
Fig. 3.4(e) object B has a relatively large open area, which forms the very intense central
part in the far-field. For the single acquisition diffraction pattern, the signal-to-noise ratio
of the high spatial frequency components is very low, even when the central part of the
diffraction pattern is close to the saturation limit (216 counts for the employed 16-bit CCD
camera). When such a diffraction pattern is used for reconstruction, data points with low
or absent signal do not contribute to the reconstruction procedure. This can be treated as
a reduced number of useful equations from the finite set that is used by a phase retrieval
algorithm to reconstruct the given number of variables. In this case, the convergence
probability is much lower and additional information is required. This information can
be obtained from a better defined support, supplementary constraints and, of course, an
increased oversampling3. In fact, provided a sufficient sampling, the missing information
can be retrieved even for areas with no signal, e.g., a missing central part obscured by a
beam block or additional pixels appearing after the curvature correction is applied. For
example, the diffraction pattern used for the reconstruction shown in Fig. 3.2(b) has more
than 5% pixels with missing information (pixels added to the corners due to curvature
correction – about 1%) or zero intensity, as a result of the subtraction of the readout noise.
This feature can be used to improve the resolution by reconstructing the original diffrac-
tion data with zero-padding beyond the detector limits. However, in this case, additional
severe constraints must be used: an assumption of the real-valued object (valid only for
hard X-rays), thresholding of the real space signal, and a well defined support. A suc-
cessful reconstruction with substantially decreased real pixel size (by a factor of 4) was
recently reported [165].
3In the case of ptychography, a substantial overlapping of the diffraction patterns from different illuminat-
ing positions provides sufficient redundancy required for reconstruction with very high consistency of
the retrieved data.
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For the measurements shown in Fig. 5.2(a,c), the achieved resolution is ~30 nm. The
improvement over the resolution demonstrated in imaging experiments described in Chap-
ter 3 is associated with the decreased illumination wavelength from 34.8 to 29.6 nm.
Although the distance between the sample and detector was different for these two mea-
surements, the actual numerical aperture used for the reconstruction was rather similar.
However, the reconstruction shown in Chapter 3 exhibits less noise due to slightly higher
oversampling. Using the available photon flux at shorter wavelengths and benefiting from
high temporal coherence available with the source developed, CDI of smaller structures
with significantly improved spatial resolution is already feasible.
5.2 Lensless imaging of the guided modes in the EUV spectral
range
The overall shapes of the reconstructed images shown in Fig. 3.2 are in good agreement
with scanning electron micrographs of the used samples. However, a close inspection of
the retrieved phases and amplitudes reveals a strong modulation, which is only resolv-
able on the reconstructions from HDR diffraction data. In Chapter 3, it is demonstrated
that these modulations are associated with the mode beating of the EUV light transmitted
through the nanoscale structures in the form of propagating modes. To corroborate our
findings, the individual features of the object were modeled as nanoscale slits to perform
numerical simulations of the light propagation in the vicinity of optically thick media.
Additionally, a semi-analytical solution of the Maxwell equations for light propagation in
two-dimensional slab waveguides is provided. Here, the propagation constants βT E and
βT M are computed for transverse electric (TE) and magnetic (TM) modes separately, with
the simulations incorporating the optical properties of the materials used in the experi-
ments. Further details on waveguiding phenomenon can be found in Chapter 3 and in the
literature, e.g., in Ref. [148].
Figure 3.4 shows plots of the propagation constants for gold-cladded vacuum-core slab
waveguides of different widths. For a given wavelength, the width and length of the
waveguide define the total contribution of each individual mode to the exit surface wave.
The superposition of the propagating modes at the exit surface forms the field distribution
emerging from the sample that will appear on the reconstruction. For higher order modes
(and narrower slits) the effective propagation angles of the guided modes are larger [157].
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The multiple scattering together with angle dependent reflection coefficients of the wave-
guide walls lead to a strong suppression of higher order modes in narrow waveguides.
Thus, high aspect ratio waveguides effectively act as mode filtering devices. This feature
can already be observed in the far-field images shown in Fig. 5.2(a) and Fig. 5.2(b), where
the cutoff of the Fourier components occurs earlier for a longer illumination wavelength.
In Fig. 3.3(c) three specific features of the sample A, marked by lines L1, L2 and
L3 in Figs. 3.3(a,b) are investigated in detail. Electric field profiles of the reconstructed
exit wave are compared with the numerically simulated electric field distributions at the
exit surface of the waveguides with dimensions and optical properties corresponding to
the experimental conditions. Depending on the waveguide width, a different number of
propagating modes contributes to the total electric field at the exit surface. Thus, mode
beating at the exit surface of the sample is imprinted in the reconstructions as well. From
the results presented in Chapter 3, it is apparent that CDI can be used to directly image
propagating modes and near-field effects at the EUV spectral range with high precision.
This feature can be advantageous for the investigation the electric field distributions in,
e.g., photolithographic masks for the micro- and nanoelectronic industry.
Waveguiding and the associated mode filtering effect are essential for extruded objects
and may influence the achieved resolution in CDI experiments. In the case of very narrow
slits, where only a fundamental mode is supported (e.g., L1 in Fig. 3.3), the reconstructed
feature will have a transverse profile of the fundamental mode, i.e., a Gaussian profile, al-
though the actual profile of the slit is a step function. In this case, a strong damping of the
higher order modes defines the sharpness of the finest feature of the reconstructed image.
The so-called knife-edge technique, commonly used to estimate the achieved resolution,
is therefore not applicable for real structures with a finite thickness. As apparent from
Fig. 3.3, the actual profile on the reconstruction will depend on the thickness of the object
and the associated Fresnel number.
5.3 Polarization contrast in nanoscale structures
The simulations of propagation constants shown in Fig. 3.4 predict a difference in trans-
mission between TE and TM modes. In contrast to metal wire-grid polarizers for visible
and infrared light [157], where TE modes are reflected by the polarizer surface due to high
electric conductivity along the metal wires and TM modes are transmitted, the frequency
of the EUV light is considerably higher than the plasma frequency of metals. Thus, both
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modes with the electric field pointing parallel (TE) as well as perpendicular (TM) to the
slit are efficiently coupled into the slit (waveguide). The polarization contrast arises dur-
ing the wave propagation and exponentially increases with the propagation through the
waveguide. This contrast can be treated as a consequence of the difference between Fres-
nel reflection coefficients for TE and TM modes at the waveguide cladding. Figure 5.5(a)
shows the simulated Fresnel reflection coefficients of gold surface at 40 nm wavelength.
The reflection at small incidence angles is weaker, which is consistent with the stronger
damping of the higher order modes that have (i) larger propagation angles inside the wave-
guide and, therefore, (ii) subjected to more reflection events compared to the fundamental
mode within waveguide lengths. The reflection of S-polarized light, corresponding to
the TE mode in the waveguide is much higher than the reflection of the P-polarized light
(TM mode), which causes the polarization contrast of the waveguide after few reflections
from the waveguide walls. The effective propagation angle of the fundamental mode also
increases with a stronger optical confinement in narrower waveguides, reducing the total
transmission through the waveguide and, at the same time, increasing the contrast be-
tween the transmitted intensity of TE and TM modes for the given wavelength and optical
properties of the cladding material. Furthermore, the ratio between the reflected intensity
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Figure 5.5: Polarization contrast in nanoscale slab waveguides. (a) Computed Fresnel reflection
coefficients for 40 nm wavelength incident on different angles onto the gold surface. (b) Polar-
ization contrast of nanoscale 300 nm-long waveguides of different widths plotted as a function
of the TE mode transmission for illuminating wavelength λ .
Higher losses for TM modes are associated with a longer penetration depth of the electric
field to the optically dense cladding material where the electric field decays exponentially.
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A stronger penetration of the TM mode to the waveguide walls follows the continuity of
the tangential electric field component perpendicular to the boundary (cladding surface).
For the structures investigated in Ch. 4, the intensity of higher order modes at the exit
surface of the waveguides is negligible due to the strong damping, thereby only the fun-
damental modes contribute to the waveguide transmission.
Using experimental data and analytical simulations discussed in Ch. 4 we establish
that polarization by selective absorption arising in nanoscale structures is sufficient for
effective polarization filtering of EUV radiation. Figure 4.4(d) shows the computed ex-
tinction ratios, i.e., the ratio between the transmitted intensity of TE and TM modes, as
a function of illuminating wavelength. Solid circles indicate the values obtained experi-
mentally whereas the solid lines are the computed values for the structure corresponding
to the experimental conditions (200 nm of Silicon Nitride with a 140 nm-thick gold film).
Interestingly, the values of extinction ratios measured experimentally fit to the curves
corresponding to the computations performed for 38 and 52 nm-wide waveguides. Such
accuracy is beyond the resolution limit of the scanning electron microscope used to image
the waveguide based structures, but agrees well with the SEM measurements showing 40
and 50 nm widths, respectivelly. Note that for the structure with 40 nm-wide waveguides
the extinction ratio is measured experimentally from the total signal, scattered from all the
slits. For the illuminating wavelength of 38 nm an extinction ratio of (28± 1) is experi-
mentally demonstrated. Using only gold as a cladding material will increase the achieved
polarization contrast while minimizing the losses of the TE mode. Figure 5.5(b) shows
the simulated extinction ratio as a function of the TE mode transmission for 300 nm-long
hollow-core slab waveguides with a gold cladding. Here, the extinction ratio of more
than 1000 is already available with reasonable 15 % transmission at 40 nm wavelength
and further increases with wavelengths, highlighting the potential of such waveguides for
polarization filtering applications in the EUV spectral range.
Clearly, utilization of nanoscale waveguides for polarization filtering may encounter
some experimental challenges. Although the state-of-the-art nanolithography and chem-
ical etching techniques enable production of large-area structures with closely arranged
high aspect ratio slits, forming transmission gratings [166, 159, 167], the total geomet-
rical transmission of any structure containing nanoscale waveguides is reduced due to a
required separation between the waveguides and, e.g., extra material to ensure sufficient
rigidity of the structure. Also, the transmitted light scatters at very high angles and is
strongly modulated by the periodic grating structure. This might further reduce the avail-
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able polarized photon flux for applications that require a collimated beam, since only the
central part of the scattered light will be used.
Another interesting effect inherent to waveguiding phenomena is a phase velocity dif-
ference between TE and TM modes. By tuning the parameters of a waveguide, such as
cladding materials and geometrical dimensions, a specific waveguide-based device can be
designed to provide a relative phase shift between TE and TM modes by, e.g., π/2. This
intrinsic phase shift converts the polarization of light incident onto the waveguide from
linear to circular. Utilization of such an effect is particularly attractive in the EUV spectral
range where the lack of strongly birefringent materials and high absorption of all materials
impedes the development of EUV waveplates [168, 169]. However, the main challenge
associated with the utilization of EUV waveplates based on nanoscale waveguides is the
polarization sensitive absorption as discussed above. Specifically, the polarization state of
the EUV radiation scattered from a waveguide is at most elliptical due to generally high
ratios between the transmission of TE and TM modes.
Utilizing the polarization anisotropy originating in metallic nanosctructires, a wave-
guide-based linear polarization analyzer consisting of narrow slits oriented at different
angles is developed. Due to a strong two-dimensional confinement and a sufficient az-
imuthal displacement of the slits, fields scattered from the differently oriented slits in the
form of diffraction streaks are easily distinguishable in the diffraction pattern, especially
at high spatial frequencies (cf. Fig. 4.2). Each diffraction streak direction is formed by the
light scattered from slits perpendicular to the streaking direction. Thus, when illuminated
with polarized light, the relative difference between the intensities of light streaking at
different angles gives the information on the angle between the light polarization and slit
orientation. Compared to conventional reflection-based EUV polarizers [27, 152], such
an analyzer has several advantages: First, it is a very compact device with high misalign-
ment tolerance; Second, it provides information on the polarization of the incident light
in a single acquisition. With the growing interest in the recently developed generation
schemes for elliptically and circularly polarized harmonics [29, 28, 30, 34, 35], the pro-
posed analyzer is an advantageous tool for fast polarization measurements, enabling a
reliable in situ optimization of the generation conditions. Furthermore, in combination
with a reflection-based waveplate, e.g., the gold surface of the diffraction grating in the
HHG source presented here, this analyzer can distinguish between light with circular and
random polarization.
In order to demonstrate the direct relation between the electric field distribution at the
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Figure 5.6: Deconvolution of the autocorrelation support. (a) Measured far-field intensity.
(b,c) Autocorrelation (red), deconvolved autocorrelation support (orange) and an envelope of
the reconstructed structure (white).
exit surface of the developed analyzer and an intensity distribution in the far-field, co-
herent diffractive imaging was implemented. Using the autocorrelation support, we re-
construct the exit surface wave of the analyzer from the far-field diffraction formed with
35 nm wavelength light. Figure 5.6 illustrates the steps required for the reconstruction.
First, a low-pass filter is applied to the inverse Fourier transform of the measured in-
tensities shown in Fig. 5.6(a) to find the autocorrelation of the object [shown in red in
Fig. 5.6(b,c)] which is twice the size of the object in each dimension. Second, the real
space autocorrelation support [depicted in orange color in Fig. 5.6(b,c)] is deconvolved
from the autocorrelation of the sample. Figure 5.6(c) represents a zoomed inner part of
the Fig. 5.6(b). The thresholded reconstruction is depicted in white color in Fig. 5.6(b,c)
for illustration purposes, but its envelope can be further used as an updated and much
better defined real space support to speed up and improve the convergence of the phase
retrieval algorithm. Figure 4.2(c) shows the intensity distribution at the exit surface of the
analyzer. The polarization sensitive slit transmission estimated from the real space recon-
struction is in very good agreement with the data obtained from the measured far-field
[Fig. 4.4(c)]. To our knowledge, this is the first demonstration of polarization sensitive
CDI using high harmonics. Measurements shown in Fig. 4.3, where the incident light
polarization was changed while the sample remained fixed, rule out possible influences of
the scalar transmission difference between the slits or a strong tilt of the sample. Due to
the high aspect ratio of the slits, a deviation of the angle of incidence from normal inci-
dence by 9◦ already excludes the geometrical transmission of some slits. However, due to
the effective coupling of the fundamental mode, illumination even at higher angles does
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not diminish the waveguide transmission. Our numerical simulations show that a sample
misalignment by 9◦ to the incident beam, reduces the transmission of the fundamental
modes only by 10 %.
5.4 Capabilities and limitations of the developed source for
lensless imaging
The generated spectrum of the source developed can be easily extended to shorter wave-
lengths using noble gases with a higher ionization potential (cf. Eq. 1.4), e.g., neon or
helium. Figure 5.7 shows a spectrum generated in neon. Due to the higher ionization po-
tential Ip compared to argon (21.6 eV vs 17.8 eV) the cutoff energy Ecutoff of HHG from
Ne is at much higher photon energy and reaches values beyond the absorption edge of
the aluminum filter at 17 nm. Due to a higher ionization potential, a higher field intensity
is required to initiate the HHG process. The available photon flux is comparable to that
generated in argon, which is sufficient for CDI experiments with just few seconds expo-
sure time. For wavelengths below 17 nm, replacement of the aluminum filter with, e.g.,
zirconium filter will improve the available photon flux by a factor of 60 at 10 nm wave-
length due to a much higher transmission in the wavelength range between 7 and 17 nm.
However, in this case, a rather low thermal conductivity of zirconium (10 times lower than
that of aluminum) increases the damage probability of the filter due to overheating. This
issue can be solved, for example, using a Zr filter coated with few nanometers of silver
that has high reflection coefficient at 800 nm as well as a very high thermal conductivity.
According to Eqs. 1.1 and 1.2 the spatial resolution of an imaging system scales linearly
with the illuminating wavelength λ for a given numerical aperture. However, the linear
oversampling required for phase retrieval algorithms (cf. Eq. 1.3) also scales linearly with
λ , and in order to compensate a reduction in oversampling ratio O, caused by a shorter
wavelength, a larger distance z between the sample and detector is needed. Let us estimate
a possible improvement of the imaging resolution for sample A described in Chapter 3,
if the illuminating wavelength is decreased from 35 nm down to 17 nm corresponding
to the lowest wavelength with high photon flux available without any modification of the
experimental setup. Reconstruction of the diffraction data with O < 5 already becomes
challenging [59], which means that decreasing the illuminating wavelength by approx-
imately a factor of two will require an increase of the distance z also by a factor of 2
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Figure 5.7: Spectrum of high harmonics generated in neon with 0.8 mJ pulses spanning beyond
the aluminum absorption edge.
or more, in order to keep the oversampling ratio high enough4. For the given detector
size, such an increase of sample-to-CCD distance will inevitably reduce the numerical
aperture, which governs the achievable spatial resolution according to Eq. 1.1. Thus, for
8 µm sample and fixed oversampling, decreasing the illuminating wavelength from 35 nm
down to 17 nm leads to a resolution gain of only 5 nm from 35 to ~30 nm. Further re-
duction of the illuminating wavelength does not improve the spatial resolution available
in CDI with the given detector parameters (cf. the blue line in Fig. 5.8, where the achiev-
able spatial resolution is plotted as a function of the illuminating wavelength for the given
geometrical parameters of the detector used).
On the other hand, for a smaller field of view (smaller object size), decreasing the
illuminating wavelength will not be that crucial for oversampling of the diffraction pat-
tern. For example, reduced illuminating wavelength from 35 to 17 nm will improve the
resolving power available in CDI by a factor of two if the field of view is smaller than
4 µm, because the oversampling ratio is high enough even at the reduced wavelength.
Furthermore, the distance between the sample and the detector can be also reduced while
still ensuring a sufficient oversampling as well as the validity of the Fraunhofer approx-
imation for the scattered signal. Thereby, CDI is favorable for rather small samples.
4In results shown in Ch. 3 the oversampling ratio, O, that ensures consistent and reliable convergence
of a phase retrieval algorithm was ~4.4 corresponding to the distance z = 2 cm and the illuminating
wavelength of 35 nm for 8 µm-long sample.
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Figure 5.8: Capabilities of lensless imaging technique. (a) Spatial resolution theoretically avail-
able via CDI for given CCD parameters at the constant oversampling ratio (O = 4.4) , plotted
as a function of illumination wavelength for a field of view (FOV) of 1, 4 and 8 µm; (b) Same
as (a) on a logarithmic scale.
Figure 5.8 illustrates the achievable spatial resolution via CDI as a function of the illumi-
nation wavelength (at the fixed oversampling ratio of 4.4 and used CCD parameters) for
different sample sizes (fields of view) of 1, 4 and 8 µm. Using the current experimental
setup without any modifications, coherent diffractive imaging with sub 10 nm resolution
is, in principle, already available for objects with lateral dimensions of 1.5 µm or smaller
using the 47th harmonic order (λ = 17 nm). In this case, however, very high scattering
angles up to 60◦ have to be recorded. Such an improvement of the spatial resolution
is beyond the values demonstrated by any EUV table-top microscope. The best spatial
resolution reported to date is 22 nm [117], achieved using 13 nm wavelength for 1 µm
test object and an advanced CCD detector with 13.5 micron pixel size to further improve
the oversampling ratio. Recently shown results on imaging of µm scale structures indi-
cate the possible improvements available via a larger detector size and a narrow field of
view [170].
5.5 Chapter summary
To conclude, coherent diffractive imaging is a very powerful tool enabling the investi-
gation of a transmission function of specimens, using a variety of contrast mechanisms
with a resolution, in principle, limited only by diffraction. The local field distribution at
the exit surface is reconstructed from the far-field diffraction pattern after the illumina-
tion of the object with highly coherent radiation. The utilization of the short illumination
wavelength and detection of scattered light at high numerical aperture are key aspects
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for high-resolution reconstructions. The distance between the sample and the detector
is chosen not only to satisfy the oversampling requirements, but also to provide a suf-
ficient signal-to-noise ratio over the entire diffraction pattern. The high dynamic range
diffraction data is reconstructed with a diffraction-limited resolution – down to the illu-
minating wavelength of 30 nm. The high quality of reconstructed images is attributed
to the enhanced monochromaticity of the illuminated beam due to the utilization of a
diffraction grating instead of a multilayer mirror. This allows for a thorough investiga-
tion of the object’s transmission function which shows that the reconstructed images are
strongly affected by waveguiding phenomena arising within the object itself. Therefore,
reconstructions differ from the geometry of the object expected from the scalar transmis-
sion. Furthermore, the sharpness of the reconstructed features are reduced by a damping
of higher-order waveguide modes. To estimate the resolution of the obtained images, a
phase retrieval transfer function is used. This method evaluates the effective numerical
aperture that is consistently contributing to the reconstruction.
We demonstrate that high aspect ratio structures exhibit a strong polarization anisotropy
in the EUV spectral range, which can be observed locally with high accuracy directly
at the sample surface using CDI. This introduces a new degree of freedom in terms of
contrast forming mechanism for lensless imaging using an HHG source, thus enabling,
e.g., magnetic imaging using a table-top HHG source.
A polarization contrast of metallic nanoscale slab waveguides in the EUV spectral
range is exploited in a design of a new type of linear analyzer for extreme ultraviolet
radiation. Such a device provides an information on the polarization of high harmonics
by means of a single acquisition measurement enabling in situ optimization of the gener-
ation conditions.
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5.6 Future prospects
EUV photon flux optimization
The presented results on diffractive imaging, obtained with only 5 seconds exposure time
(corresponding to 5000 laser shots) reveal the potential of the developed source for a
single-shot non-repetitive imaging. In order to reduce the exposure time, while still en-
abling high signal-to-noise ratios, a significant optimization of the EUV photon flux den-
sity at the sample is required. Part of the performed studies on the source optimization and
characterization were conducted in close collaboration with T. Mey (Laser Laboratorium
Göttingen), with some of the results presented in his work [171], as well as in Chapter 2.
In the following, the possible strategies for improving the photon flux and discuss primary
modifications to the source, which have been carried out after the experiments described
in Chapters 2 – 4.
The most common way to characterize light sources is to estimate the brilliance, which
is often referred to as the source’s quality. The Brilliance B accounts for the photon flux
of a given energy bandwidth per unit area and divergence angle and is given by:
B =
Photons
second ·mrad2 ·mm2 ·0.1%BW
(5.1)
where BW is the bandwidth of the central frequency of the emitted radiation and mrad is
the divergence of the beam. By analogy with large scale light sources, the brilliance is a
convenient measure for the quality of the HHG source as well. Although in special cases
an influence on the divergence angle and the spectral bandwidth of high-harmonic radia-
tion was observed [105, 172], in general, divergence and bandwidth are mainly governed
by the optical elements used in the generation scheme, specifically the numerical aperture
of the focusing lens, and the beam transport of the high harmonics (diffraction grating or
multilayer mirrors). Thus, only the photon flux of the generated spectrum is relevant for
HHG. Moreover, the central parameters of high harmonics, including the spatial coher-
ence, the mode profile, and the degree of polarization, are proven to be crucial for lensless
imaging as well.
The spectral bandwidth, provided by the diffraction grating, is directly related to the
total number of slits illuminated. To improve λ/∆λ at the sample position, the generation
point of high harmonics was located further away from the diffraction grating in order to
increase the harmonic spot size on the grating surface. At the same time this decreases the
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distance, x, between the grating and its focal spot downstream, increasing the numerical
aperture of the grating. A simple equation for a thin lens can be used to estimate the
achieved gain: 1/a + 1/x = 1/ f , where a is the distance between the generation point and
the rating, and f is the focal length of the toroidal grating which is 16 cm for the grating
used. Since the beam waist is linearly dependent on the numerical aperture, increasing
the distance a decreases the spot size of the harmonic beam at the focus of the grating,
therefore improving the photon flux density at the focal spot. Furthermore, increased
distance a helps to overcome experimental challenges associated with utilization of highly
fragile free-standing aluminum filter placed between the generation point and the grating.
Any misalignment of the optical elements used add aberrations to the high-harmonic beam
and therefore reduce the available photon flux density at the focal spot. An illustrative
example is shown in Fig. 2.3 where the available irradiate is plotted as a function of the
grating misalignment.
High photon flux is essential not for all applications of the source due to the direct re-
lation of the photon flux to the achievable signal-to-noise ratio of the recorded data. For
a given repetition rate of the driving laser, the strategy for improving the high-harmonic
flux is obvious – namely to increase the efficiency of the frequency conversion as well
as the generation volume and to minimize the potential losses. The proper control of the
propagation conditions of the fundamental laser beam including laser intensity, the inter-
action length and pressure covers all three aspects and corresponds to the macroscopic
phase-matching optimization described in Chapter 1. However, a single atom response
which drives the HHG process is not related to phase-matching conditions and will be
discussed in more details.
Wavelength scaling of HHG efficiency. Several numerical studies have predicted a
strong scaling of the single-atom high-harmonic yield Y with the pump wavelength as:
Y ∝ λ−5.5±0.5, mainly governed by the quantum dispersion of the electron’s wave packet
[173, 174]. Depending on which parameters are kept unchanged (laser intensity, pondero-
motive energy, etc.), a variety of HHG scaling laws and deeper insights into the topic of
wavelength scaling HHG yield can be found in theoretical [175, 176, 177, 178, 179, 180]
as well as experimental works [173, 107, 181, 182, 183]. Furthermore, Frolov et al. have
pointed out that a number of severe misconceptions in the theoretical quantification arise
from the definition of the harmonic yield itself [184, 179]. However, despite such sys-
tematic study of the wavelength dependence of the HHG yield came out in recent years,
79
Chapter 5 General discussion
an experimental quantitative confirmation remains challenging. First of all, it is difficult
to design an experiment where the driving wavelength is allowed to be the only changing
parameter while HHG depends non-linearly on a number of parameters. Second, it is very
challenging to differentiate in the experimental data the contributions between the single
atom response and macroscopic phase-matching. From a practical point of view, in terms
of using a high-harmonic source for applications, we are interested in the potential gain
of photon flux of a certain harmonic for the given power of the pump laser.
To study the wavelength dependence of HHG, we performed measurements, in which
a barium borate (BBO) crystal was used to partially convert the initial 800 nm laser light
to 400 nm wavelength via a second harmonic generation process. In the experiment, the
isolated second harmonic of the fundamental beam was used alone or combined with the
residual 800 nm beam to drive the HHG process. The BBO crystal was chosen due to
its properties, including a high transparency for 800 and 400 nm wavelengths, a large
nonlinear coefficient, a broad phase-matching range, and a high damage threshold. The
thickness of the nonlinear crystal plays a crucial role in the frequency doubling and must
be chosen accordingly to the experimental requirement, i.e., to ensure maximum intensity
of the second harmonic pulse for subsequent HHG. This is provided by the optimization











Figure 5.9: (a) Schematic illustration of phase matching for second harmonic generation. (b) Il-
lustration of a temporal walk-off ∆τ of ultrashort pulses resulted from the phase velocity
mismatch.
The dependence of the SHG efficiency on the crystal thickness can be understood from
Fig. 5.9(a), which illustrates a simplified scheme of the efficient frequency doubling in
the case of a plane wave illumination. When the fundamental beam with frequency ω
(shown with red color) propagates through the nonlinear crystal, the signal of the second
harmonic (with frequency 2ω) increases, due to constructive interference of the signal
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generated along the crystal medium at phase-matched conditions. In this case, SHG is
more efficient for thicker crystals. However, in the case of the ultrashort pump pulses used
in our experiments, the group velocity mismatch between the primary pulse and its second
harmonic imposes severe restrictions to the useful interaction length (crystal thickness).
Since two pulses with different central frequencies ω and 2ω propagate through the BBO
crystal at different velocities, the so-called temporal walk-off, i.e., the temporal delay
between the pulses will monotonously increase. Figure 5.9(b) illustrates the temporal
walk-off between the two pulses. Clearly, the overlap between the pulses will fade out
after some propagation distance, inevitably influencing the conversion efficiency of the
SHG process.
An additional constraint to the crystal thickness in the case of ultrashort pulses is as-
sociated with chromatic dispersion and the finite bandwidth of the femtosecond pulses,
which is related to the pulse duration via a Fourier transformation. Since the phase match-
ing can be fulfilled only for a very narrow frequency range of the entire spectrum of the
fundamental pulse, the nonlinear medium acts as a bandpass filter, reducing the band-
width of the generated pulse and, therefore, increasing the pulse duration of the second
harmonic.
Fortunately, the high intensity of femtosecond laser pulses drastically increases the
nonlinear response of the nonlinear crystal, which mitigates the losses associated with the
reduced crystal thickness. Our computations and experimental data show that a 200 µm
thick BBO crystal is a good tradeoff for the used amplified laser system, and we obtain
a high conversion efficiency of up to 40 % using the collimated pump beam. The high
damage threshold of the BBO crystal allows for an further gain of the conversion effi-
ciency, which can be obtained by reducing the pump beam diameter on the BBO crystal.
However, in this case, additional optical elements may introduce aberrations to the laser
beam and influence the subsequent HHG process.
When the second harmonic of the fundamental laser light is used do drive the HHG pro-
cess, we observe a dramatic increase of the harmonic yield in the plateau region. For these
measurements, only the driving wavelength was changed, but this inevitably changes the
focusing parameters, thus influencing the intensity in the focus as well as the interaction
length. The following phase matching optimization (tuning the capillary pressure and in-
cident pump power intensity) is easier for short wavelengths λ of the driving field. This is
attributed to the reduced plasma dispersion, which is proportional to λ 2. This also means
that slightly higher laser intensities can be used before the ionization level reaches the
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critical value [107], further improving the generated EUV flux.
As expected from the three step model described in Chapter 1, when the short wave-
length pump is used to drive the HHG process, the generated spectrum is much narrower.
For instance, for the given gas, the maximum photon energy, Ecutoff, available through the
HHG process from a single atom is determined by the ponderomotive energy Up. This
energy scales with the driver intensity I and wavelength λ as Ecutoff ∝ Iλ 2. Thus, the
utilization of a high frequency driver lowers the maximum photon energy of the HHG
source. Fortunately, an increase of the laser intensity, possible due to a higher critical
ionization level, can partially mitigate the effect of the reduced driving wavelength on
the ponderomotive energy and slightly extend the cutoff frequency. Eventually, the “real”
cutoff energy, governed by the macroscopic phase-matching, is not as favorable to the
driver wavelength as it is determined by the single atom HHG scaling: Ecutoff ∝ λ 2. A
previously reported approximate power law λ 1.6−1.7 can serve as a reference [185].
To summarize, the microscopic single atom response in the HHG process is signifi-
cantly increased when short wavelength radiation is used as a driver, leading to a favorable
change of the generated EUV photon flux. Therefore, a shorter wavelength, for example,
the second harmonic of the fundamental 800 nm beam, is recommended to drive the HHG
process, if the corresponding cutoff frequency is high enough to reach the desired photon
energy.
Polychromatic driver. Another possible route to increase the conversion efficiency of
the HHG process and to even extend the cutoff frequency is the optimization of the driver’s
waveform. Experimentally, this can be accomplished when two or more optical fields of
different frequencies are coherently superimposed. In the tunneling ionization regime,
this effect has been first observed in 1994 [186] with a combination of the fundamen-
tal beam with frequency ω with its third harmonic (3ω). The resulting total flux was
increased by one order of magnitude, depending on the intensity ratio and the relative
phase between the two light fields. Recently, it was shown that – compared to the single
monochromatic driver – such a wavelength combination has the potential to enhance the
HHG flux by two orders of magnitude over the entire spectrum and by one order of mag-
nitude when the fundamental beam is combined with its second harmonic [187, 188, 189].
Furthermore, analytical studies have proposed an “Ideal Waveform” that can be “de-
signed” using five octaves of the fundamental laser frequency. Without increasing the
total laser power, such an optimization due to intercycle shaping of the laser waveform
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will generate recollision energies that are 3 times higher than those from a sinusoidal








Figure 5.10: A generation scheme for circularly polarized harmonics. The second harmonic of the
fundamental 800 nm laser beam is generated in the BBO crystal and separated using a dichroic
mirror (DM). Both beams are converted to circularly polarized radiation using quarter-wave
plates (λ/4) and later combined using the second DM to generate circularly polarized high
harmonics. The temporal overlap between the pulses is provided by an adjustable delay of the
fundamental beam.
As described in Chapter 1, the fundamental beam of a given frequency ω generates only
odd harmonics due to inversion symmetry. Additional fields, for example, from bichro-
matic drivers as discussed above and/or a presence of weak static fields [191], break
the symmetry, allowing for generation of the even harmonics. Most importantly, such a
bichromatic generation scheme helps to overcome the limitation of conventional HHG to
linear, or at most slightly elliptical, beams [192] opening up a new route for tuning the
polarization state of the generated harmonics. Since the efficiency of the HHG process
strongly depends on the probability for a tunneled electron to recollide with its parent ion
(see Ch. 1), it is not possible to generate high harmonics with monochromatic circularly
polarized light, as in this case, the recollision probability is completely suppressed. The
situation changes when two circularly polarized beams (rotating in opposite directions),
with frequencies ω and 2ω are used to drive HHG. The resulting superposition of the
light fields drastically increases the probability of a tunneled electron to recollide with
its parent ion, compared to the elliptically polarized field with a single frequency. Due
to spin angular momentum conservation [27], the generated harmonics exhibit a strongly
elliptical polarization, and may, in principle, reach an ellipticity of 1, provided a circu-
lar polarization of both drivers at the generation point. As recently demonstrated, such
generation schemes have already proven useful for polarization sensitive spectroscopy,
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including circular dichroism [193, 30, 35] and are very promising for magnetic imaging
using lensless techniques.
In our experiments, where a linearly polarized fundamental 800 nm wavelength beam
with a frequency ω was combined with its second harmonic (2ω) to drive the HHG pro-
cess, a noticeable enhancement of the signal of generated harmonics is observed as well
as the change in the generated spectrum, i.e., the appearance of even harmonics predicted
by the theory when the temporal overlap between the pulses is minimized. Figure 5.11
displays the spectra recorded under different generation conditions using a 800 nm beam
together with its second harmonic (with and without temporal overlap). When the pulses
are not temporary overlapped, the detected spectrum corresponds to the sum of the spec-
tra generated separately with ω and 2ω , since the temporal delay between the pulses
prevents the interference of their respective electric fields. However, the intensity of the
given harmonic order is lower when two beams are used. This can be explained by the fact
that the delayed pulse interacts with the already pre-ionized gas medium, which causes a
strong defocusing. This effect is more pronounced when the ω beam is delayed, because
the critical ionization level is lower for ω compared to 2ω . When two fields of ω and
2ω are temporally overlapped, the HHG flux is significantly increased together with the
emergence of even harmonics [cf. Fig. 5.11(b)]. The increase in the efficiency can be also
associated with additional nonlinear processes that are now available and can contribute to
HHG. Our observations are in good agreement with theory as well as previously reported
data [33].
When the driving laser fields are converted to circular polarization with opposite helic-
ity, the generated spectrum reveals a suppression of every third harmonic, indicating the
selection rule for circularly polarized HHG [33, 27]. However, the total photon flux of the
non-suppressed harmonics is reduced by more than two orders of magnitude compared
to signal of HHG from linearly polarized light of the same intensity. This observation
does not meet the recently reported scaling [34], where the circularly polarized harmon-
ics flux is lower than that of the linearly polarized by a factor of three. We attribute these
unexpectedly high losses to the unfavorable intensity ratio of the fundamental field with
respect to the field of the second harmonic. Although the power ratio between the two
beams was in good agreement with Ref. [34], the position of the focal points in the gen-
eration volume were spatially displaced by more than 8 mm due to chromatic aberration
of the employed focusing lens. The difference between the generation schemes, i.e., the
gas cell in our case and hollow core waveguide in Ref. [34], can be neglected.
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Figure 5.11: (a) Spectrum of high harmonics generated in argon when two laser beams with fre-
quencies ω and 2ω are collinearly polarized, but not temporally overlapped. (b) Same as (a),
but with temporal overlap of the pulses. (c) Spectrum recorded with circularly polarized drivers,
exposure time is increased by two orders of magnitude.
To overcome this limitation, a special achromatic lens is required. Such a lens should be
designed to maintaining the circular polarization after passing the lens. Furthermore, the
group delay dispersion of the thick achromatic lens can be a limiting factor, because the
pre-chirp of the laser pulses is tuned to optimize the pulse duration at the BBO crystal,
which means that any dispersive element downstream will broaden the laser pulses at
the generation point. Alternatively, a parabolic mirror as well as a separate focusing of
the individual beams before the last dichroic mirror can be used [33]. The latter will
allow for a precise control of the field intensity ratios by tuning the focal positions of
both beams relative to each other. Our measurements show that a pre-adjustment of the
beam divergence of one of the beams with Galilean telescope introduce additional optical
aberrations that drastically reduce the beam quality of the generated harmonics.
To conclude, the utilization of a bichromatic driver for HHG strongly improves the
overall conversion efficiency and allows for the generation of frequencies forbidden in
conventional monochromatic HHG schemes. However, this generation scheme imposes
additional complexity to the optical beam path and alignment, which drastically influences
the stability and the beam quality of the emitted harmonics. This can also explain the fact
that it took almost 20 years after its first experimental demonstration [33] to implement
such a scheme in applications [193, 30, 35]. Nevertheless, the bichromatic generation
design currently presents the most promising way to control the polarization state of the
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Figure 5.12: (a) Spectra of high harmonics recorded in Ar when driving laser beams with fre-
quencies ω and 2ω are collinearly polarized. (b) Spectrum recorded with circularly polarized
drivers. The suppression of every third harmonic indicates the selection rule for the circularly
polarized HHG.
generated harmonics and, compared to the use of reflection based waveplates [168, 194],
is not limited to narrow bandwidths. This ultimately enables the generation of elliptically
polarized light with variable ellipticity in the entire harmonic spectrum.
Towards table-top magnetic imaging
Using the recently proposed scheme, a generation of circularly polarized harmonics is
available with a much simpler scheme that does not involve a Mach-Zehnder interferometer-
like geometry and which is tolerant to small misalignment [195]. As an emergent result
of collaborative efforts with the group of Prof. Oren Cohen (Technion - Israel Institute of
Technology) during the productive visits of Ofer Kfir, such an innovative inline generation
scheme was implemented within our experimental setup. This enabled us to increase the
conversion efficiency of HHG for circularly polarized harmonics – a crucial step in the
path towards spatial and, perhaps, spatio-temporal investigation of chiral phenomena and
as magnetism. In the implemented apparatus, a BBO crystal is placed after the focusing
lens, which eliminates the chromatic aberrations that appeared to be the limiting factor in
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the aforementioned measurements involving the bi-chromatic driver. The polarization of
both beams of fundamental 800 nm light and its second harmonic, is converted from lin-
ear to circular via a dual-band quarter-wave plate. The control of the temporal overlap is











Figure 5.13: Compact in-line generation scheme for circularly polarized harmonics. The pulses of
the second harmonic of the fundamental laser light generated in the BBO crystal are temporally
overlapped with the fundamental pulses using a delay-compensation plates with an adjustable
angle α . The polarization state of both frequencies are converted to circular using an achromatic
quarter-wave plate (λ /4). Adapted from Ref. [195].
Using such a device and an increased energy of the laser pulses up to 3 mJ, we observed
HHG emission with a high photon flux, spanning up to the 46th harmonic order corre-
sponding to 71 eV (limited by the transmission the aluminum filter) and covering M-edges
of several transition metals such as iron, cobalt and nickel [196]. Figure 5.14(a) shows
two HHG spectra obtained in Ar (green solid line), Ne (red dashed line) and He (blue
solid line). The observed suppression of every 3rd harmonic indicates the selection rule
for circularly polarized HHG. The measured photon flux of the 38th harmonic (photon
energy of ~60 eV, 3p M-edge of Co) exceeds 106 photons/pulse or 109 photons/second at
the detector, with a full-width-at-half-maximum of the harmonic beam at the focal spot
of the diffraction grating smaller than ~30 µm. The available photon flux in such a broad
spectrum, together with easily controlled helicity of the generated harmonics, paves the
way towards imaging of magnetic structures with nanoscale spatial resolution using a
compact source of EUV radiation. One of possible routes techniques for investigation of
the magnetic samples with nanometer-scale spatial resolution is Fourier transform holog-
raphy (FTH). After its first implementation to magnetic imaging by Stefan Eisebitt and
co-workers in 2004 [71], FTH became a standard tool for high resolution imaging of the
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Figure 5.14: (a) Spectrum of circularly polarized harmonics generated in Ar (green solid line),
Ne (red dashed line) and He (blue line) using a bi-chromatic inline generation scheme.
(b) Schematic representation of the lensless imaging of magnetic domains is reprinted by per-
mission from Macmillan Publishers Ltd: Nature (Ref. [71]), copyright (2004).
magnetic structures at the L-edges of 3d transition metals [71, 197, 198] [cf. Fig. 5.14(b)].
Later, it was shown that FTH works equally well for the investigation of magnetic sam-
ples at the M-edge [199]. However, so far, magnetic imaging with high spatial resolution




A.1 Experimental setup and preparations for operation
The experimental setup in this work is based on three main components: the driving laser,
the high-harmonic generation (HHG) chamber combined with a monochromator and an
imaging chamber. In the following all components will be described separately, highlight-
ing important aspects and required optimization procedures for imaging experiments.
Laser system
As a source for fundamental radiation we employ the commercially available regenera-
tive amplifier “Legend Elite Duo”, seeded with the Ti:Sapphire oscillator “Mantis”, both
manufactured by Coherent. The oscillator system generates 40 fs long optical pulses with
800 nm central wavelength at 80 MHz repetition rate using the passive Kerr-lens mode-
locking technique. Laser pulses with an approximate energy of 5 nJ are delivered to the
built-in stretcher of the amplifier system (Legend Elite Duo). The spectral bandwidth
of the oscillator can be optimized to match the cut of the spectrum, introduced by the
stretcher. The optimization is performed by tuning the thickness of the positive disper-
sion element (glass wedges) inside the oscillator cavity. Reducing the thickness of the
glass, which the intracavity soliton has to pass, narrows the generated spectral bandwidth
and at the same time improves the ability of the oscillator to turn into a mode-locking
regime at reduced pumping power. This also extends the cleaning intervals of the optical
elements and improves the overall stability of the operating system.
The diffraction grating of the stretcher of the amplifier system is arranged with other op-
tical elements in a way to direct the high frequency part of the spectrum over a longer path
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compared to the low frequency components, resulting in a positive chirping of the initial
femtosecond pulse. The added chirp significantly reduces the peak power of the pulses to
avoid optical damage to laser components downstream. Every 80,000th stretched pulse
from the generated pulse train enters the amplifier cavity containing two Pockels cells.
This is achieved by periodically applied high voltage to the first Pockels cell. The ini-
tial polarization of the stretched pulse is changed from vertical (S) to parallel (P) due
to a double passing through the first Pockels cell, keeping the P-polarized pulse trapped
inside the cavity of the regenerative amplification stage where a Ti:Sapphire crystal is
used as an active medium. After 12-15 round trips (controlled by the delay of the second
Pockels cell), depending on the alignment of the amplifier cavity and the contamination
of the optical components, the second Pockels cell changes the polarization back to S,
thereby releasing the amplified pulse. The pulse energy after the regenerative amplifi-
cation is increased by six orders of magnitude, reaching a value of typically 5 mJ. The
amplified pulses are directed to the second optically pumped Ti:Sapphire crystal to double
the achieved pulse energy via single pass amplification. At this stage, a proper overlap
between infrared and the pump beams ensures the optimal output beam profile, which is
crucial for the nonlinear processes involved in HHG experiments. Finally, the amplified
pulses are recompressed in time by compensating the chirp that was introduced by the
stretcher and evolved during the amplification process. This is done via the compressor,
involving a diffraction grating. The resulting laser pulses come close to their original du-
ration, enabling an average power up to 8 W at 1 kHz repetition rate. The expected pulse
duration (40 fs) of the laser system is confirmed using spectral phase interferometry for
direct electric-field reconstruction.
Depending on the distance and the thickness of the dispersive elements between the
laser system and the experimental setup, the pulse duration directly at the place of interest
(in our case the capillary of the HHG chamber) requires an optimization of the pre-chirp
adjustment, i.e., the overcompensation of the chirp by the compressor. Because of a
compact arrangement of the optical elements inside the compressor, a noticeable beam
cut from one side of the laser output profile is commonly caused due to a clipping of the
laser beam at the movable retroreflector mirrors ensemble. One of the possible solutions
to this issue is an additional round trip (available via a delay adjustment of the second
Pockels cell) in the regenerative amplification cavity or the adjustment of the pulse build-
up time, specifically, the reduction of the delay between the seeded and unseeded build-up
times, which is, in principle, counter-intuitive and contradictive to the regular alignment
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procedure. The latest can be realized by walking the seed beam inside the regenerative
amplification cavity. This will affect the pulse build-up time due to a changed overlap
between the intracavity and the seed beam.
High-harmonic generation chamber and monochromator
The output of the laser beam has a full width at half maximum diameter of ~9 mm. A
radial truncation with a fixed aperture size improves the efficiency of the harmonic upcon-
version by optimizing the laser focusing conditions [200, 201]. A truncation of the beam
to 4-6 mm ensures the highest yield of the harmonic emission for the generation geometry
used. The remaining average power of the laser light after the iris lies between 250 and
500 mW for experiments shown in Chapters 2-4. Such a strong truncation may induce
distortions and intensity modulations of the beam profile caused by the thermal heat of the
aperture and, consequently, a local Stack effect. However, noticeable distortions become
apparent when the incident laser power exceeds 4 W. Placing the aperture right before the
last optical element (a focusing lens) minimizes the edge diffraction effects in the focal
plane.
After the radial truncation, the laser light is focused with a 20 cm focal length lens into
an argon-filled metal capillary. The dimensions of the capillary, specifically, its diame-
ter (6-9 mm) and length (20 mm), were chosen empirically to maximize the HHG flux
for certain generation conditions [111]. The walls of the capillary are not thicker than
150 µm and can be burned through by the focused laser light from both sides to create the
input and output capillary apertures. On one hand, this technique allows to circumvent a
complicated alignment procedure as in the case of the existing aperture. On the other hand
the apertures produced in situ by a laser beam ablation are very small – down to the size
of the beam waist. When a new capillary is installed, the laser drilling should be done by
slowly increasing the laser intensity to avoid excessive burning of the capillary and there-
fore reduce the contamination of the generation chamber and to ensure symmetric shape
of the created apertures – one of the crucial parameters for the output of the harmonic
emission, influencing the mode quality and harmonic yield. Figure A.1 compares images
of the used capillaries, magnified by a factor of 20 using an optical microscope. The no-
ticeable difference in aperture shapes caused by the beam pointing deviations significantly
influences the efficiency and the beam profile of the high-harmonics yield.
Apart from the simplified alignment procedure which is reduced to a positioning of the
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Figure A.1: Laser-induced ablation of the capillary walls. Images of the used capillaries taken
with 20x magnification of the optical microscope. (a,b) Exit openings, (c,d) entrance apertures.
capillary perpendicular to the incident beam (provided by the detection of the back reflec-
tion of the alignment laser), the utilization of the capillary gives a number of advantages
compared to alternative generation schemes for phase-matching optimization involving
hollow-core waveguides or a gas jet:
1) The gas supply to the capillary is not limited to low pressures only and can be constant,
releasing the necessity of complicated pulsed injection systems.
2) The pressure distribution along the propagation lengths is relatively homogeneous, al-
lowing for proper phase matching conditions along the entire interaction length.
3) The diameter of the capillary can be optimized to match the interaction length and
together with the sharp differential pumping, due to the small entrance apertures, signif-
icantly reduce the reabsorption of the generated harmonics. For example, at an argon
pressure optimized for a proper phase matching at the used wavelengths of 35 nm to
~150 mBar, the absorption length, i.e., the distance at which the intensity of the radiation
drops to 1/e of the original value, is less than 200 µm.
4) The intensity as well as the focusing conditions can be chosen arbitrarily, neglecting
the possibility of the optical damage as in the case of the waveguide geometry.
However, there are a few disadvantages associated with the capillary scheme: first
of all, the apertures of the capillary are continuously exposed to the very intense laser
light and any beam pointing deviation or capillary vibrations will immediately burn the
capillary walls. Therefore, the entrance window of the generation chamber and, more im-
portantly, the aluminum filter downstream the capillary might be contaminated. However,
in the latest experiments, this challenge was mitigated using a self-adhesive 20 µm thick
Copper foil to serve as the capillary walls. Second, the actual gas pressure inside the cap-
illary can not be directly monitored, because for a given back pressure of the gas supply
it depends on the aperture size of the capillary as well as on the number of apertures (in
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the case of the multiple usage of the same capillary). Despite the simplicity of the used
generation scheme, i.e., the utilization of the pressure controlled phase matching inside
the gas filled capillary, the obtained high harmonic flux and the beam quality, including
the beam profile and spatial coherence, are comparable to the values achieved with the
phase matching using hollow core waveguides [202, 203]. Surprisingly, a very similar
HHG conversion efficiency and available photon flux was reported for phase matching







Figure A.2: (a) Experimental setup consisting of the generation chamber and a grating-based
monochromator. (b) Picture of the imaging chamber.
Figure A.2(a) shows the experimental HHG setup. The generation chamber is evacuated
with two sequential roughing pumps (not shown in the Figure) to a pressure of 10−3 mbar,
whereas the monochromator is kept under high vacuum conditions (10−7 mbar) by a set
of oil free membrane and a turbomolecular pump. High-harmonic radiation, generated in
the capillary, propagates collinearly with the fundamental near-infrared laser light to the
toroidal blazed diffraction grating. A free standing aluminum filter is introduced between
the HHG chamber and the monochromator chamber to serve two purposes: to absorb the
fundamental light and to separate the generation chamber from the high vacuum oil-free
monochromator. The diffraction grating is mounted to a motorized rotation stage. By
setting the angle of the diffraction grating, a desired harmonic order from the generated
spectrum can be selected and isolated with the slit placed in the focusing point of the
diffraction grating. The distance between the capillary, i.e., the generation point, and
the diffraction grating is set to be two times the focal length of the toroid ( f =16 cm),
resulting in point to point imaging. The pulse broadening, caused by the grazing incidence
angle of the toroidal grating can be compensated using the second identical diffraction
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grating set to the same incident angle, but at the opposite diffraction order. Note that for
imaging experiments only the first diffraction grating was used to minimize the losses
on the grating reflection. The estimated pulse broadening at 35 nm is 360 fs. Later,
the generation point was placed further away from the monochromator to decrease the
intensity of the fundamental laser beam on the Al filter and to improve the temporal
resolution of the monochromator due to the illumination of larger number of slits of the
diffraction grating. This also reduced the beam waist of the focused high-harmonic beam.
Coherent diffractive imaging chamber
The imaging chamber shown in Fig. A.2(b) is installed after the monochromator. Two
motorized 2-D translation stages and one 3-D stage with a resolution step of 1 µm can
be used to position and manipulate a pinhole, the sample and a beam-stop if needed. To
isolate one harmonic from the generated spectrum, a 1 mm wide slit is positioned close
to the focus of the EUV light directly before the sample. The distance between the 23rd
and adjacent harmonics is 1.97 and 1.64 mm at the focal spot.
The sample is mounded to a motor with 4 degrees of freedom – 3D translsation as well
as a rotation axis. Prior to the imaging experiments, the harmonic flux can be optimized if
the sample holder is rotated by 90 degree relative to the normal incidence, i.e., removing
the sample out of the beam pass. This feature allows for optimization of the EUV flux
prior to the experiments without the need of venting the chamber.
The CCD camera utilizes a back-illuminated EUV sensitive chip with an array of
1340 x 1300 pixels, 20 µm each, operating at a 16 bit depth, thereby limiting the dy-
namic range of the single acquisition to 65536 counts. Thermoelectric cooling, available
down to -50◦ C, substantially reduces the dark current resulting in a typical noise level
of 105 counts per pixel per read out at 100 kHz readout frequency. During the image
acquisition with the CCD camera, the ion gauge of the CDI chamber and monochromator
must be switched off as well as all piezoelectric motors to minimize the overall noise in
recorded images.
A.2 Optical alignment
It is important to deliver high-harmonic radiation to the imaging chamber with minimum
aberrations. Even a small misalignment in the optical system drastically reduces the qual-
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ity of the experimental results. The optical system is very sensitive to the lateral and
angular alignment, for example, the rotation angle of the diffraction grating that is needed
to change the output harmonic from 27th to 29th is below one tenth of a degree, same
value of angle misalignment is capable to add astigmatism of more than 5 mm (c.f. Chap-
ter 3).
The alignment of the monochromator can be lost or degraded over time and therefore
frequent adjustments are unavoidable. This section describes a step by step alignment
procedure that can be used as an instruction for fine adjustments in future experiments to
maintain the experimental facility in the operating condition without the external assis-
tance or to reinstall the system in another location.
1. Two helium-neon lasers (HeNe) have to be set horizontally (parallel to the optical
table) to the same height, which will be the height of the entire system and positioned on
both sides of the monochromator chamber so that the two beams cross at one point in the
middle of the chamber, passing through the centers of the input and output flanges of the
chamber. Note that the total angle between the flanges (142◦) can be used as a reference.
A metal tip with M6 thread was fabricated to fit to the chamber in order to identify the
middle point. The level of the chamber can be measured at the top flange with the spirit
level and adjusted if required.
2. The diffraction grating must be installed to the holder and positioned with 3-D ma-
nipulator in such a way that both laser spots are coincide in the middle and do not change
the height of the reflected light. The normal incidence light must be reflected strictly to
the opposite direction, coinciding with the incoming beam and the grazing incident light
(when the grating is in the zeroth-order at 71◦ incident angle) reflected to the middle of
the second alignment laser. Two additional irises directly at the outputs of each of the
HeNe lasers improve the alignment precision. Once the grating is positioned, the motor
must be “set to zero” to save the current position. It is important that the zero position
is at least three degree away from the mechanical reset point of the grating motor. Using
the reflected light as the input beam, the second chamber of the monochromator with the
diffraction grating can be positioned analogously, if needed. The distance between the
centers of two gratins must be four times the focal length of the gratings which is 16 cm.
3. When the alignment of the monochromator is completed, the vacuum chambers can
be connected by a flexible tube with a VAT valve in the middle. A valve shutter supports
an adjustable slit that will serve for isolation of a single harmonic order and should be
placed in the middle between two gratings, i.e., in the focus, to a avoid possible clipping
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of the harmonic emission.
4. The generation camber must be placed in front of the first monochromator cham-
ber to the correct height and leveled. The laser light should pass through the middle of
the entrance window and the exit iris. Close the system of two grating chambers and a
generation chamber with view-ports that are transparent for 800 nm wavelength light and
evacuate the system. Due to the ambient pressure and a non-symmetric construction of
the 3D manipulator of the grating holders, the alignment of the grating must be corrected
using three additional adjustment screws. It is preferable to avoid the height correction
with the 3D manipulator.
5. The lens that will be used in the experiment to focus the infrared light into the capil-
lary should be placed in front of the generation chamber so that the focus is approximately
in the middle of the chamber. Proper transverse alignment of the lens can be confirmed
by the transmitted light, which should not change the direction of propagation when the
lens is placed in the beam line. A small amount of the back reflection from the lens can
be used to adjust the angle of the lens. It is convenient to verify that the light passing the
lens and reflected by the grating at zeroth-order hits the aperture, installed directly before
the second laser.
6. It is recommended to overlap the HeNe laser with Ti:Sa laser at reduced output
power of the amplifier to the values below 300 mW. The laser power can be reduced by
varying the time settings of the second Pockels cell or by blocking the seed beam from
entering the regenerative cavity, assuming that the regenerative cavity is optimized for the
maximum build up time reduction. Higher precision can be achieved when the lens is
removed from its mount and the alignment target (for example a sheet of white paper with
markings) is installed after the monochromator at a considerable distance.
7. The last step is to verify the focusing lens alignment, i.e., to check that the transmit-
ted light of HeNe laser is centered at the target, when the focusing lens is installed back
to its mount. The longitudinal position (on the optical axis) of the lens can be adjusted
using the visible plasma spot generated by the infrared laser in the generation chamber.
A.3 High harmonic generation optimization and characterization
In this section, the main aspects of the high harmonic generation process are covered.
96
A.3 High harmonic generation optimization and characterization
Phase matching
To ensure an efficient conversion of the fundamental near-infrared laser light into high
order harmonics, proper phase-matching conditions must be fulfilled. As previously dis-
cussed, in the used HHG scheme with the gas filled capillary, the phase-matching con-
ditions for the fixed generation geometry, including the focal parameters and the inter-
action length, are controlled using the gas pressure optimization. The phase matching is
achieved when the free electron dispersion possessing anomalous behavior is balanced
with the positive dispersion of the neutral atoms by tuning the gas pressure. Figure A.3
shows the experimental results for phase-matching optimization where the achieved in-
tensities of the harmonic orders are plotted as a function of the gas pressure. Note that
the gas pressure inside the capillary can not be directly measured, but the pressure of the
gas supply above the generation chamber can provide a reasonable reference when the



























Figure A.3: Pressure dependent phase matching of HHG at fixed laser intensity.
As expected, the maximum intensity for different harmonics is achieved at different capil-
lary pressures. This can be directly attributed to the wavelength dependence of the refrac-
tive index of the plasma. The free electron dispersion induces a stronger phase mismatch
for higher orders and a higher concentration of the neutrals is required for its compensa-
tion. However, this can be accomplished only for a relatively low ionization level. When
the proper phase matching conditions are achieved, the lateral position of the focal spot as
well as a radial truncation of the fundamental beam can be slightly adjusted to maximize
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