npg DNA damage can, but does not always, induce cell death. While several pathways linking DNA damage signals to mitochondria-dependent and -independent death machineries have been elucidated, the connectivity of these pathways is subject to regulation by multiple other factors that are not well understood. We have proposed two conceptual models to explain the delayed and variable cell death response to DNA damage: integrative surveillance versus autonomous pathways. In this review, we discuss how these two models may explain the in vivo regulation of cell death induced by ionizing radiation (IR) in the developing central nervous system, where the death response is regulated by radiation dose, cell cycle status and neuronal development.
Introduction
The integrity of the genome is fundamental to the propagation of life, illustrated by the complexity of the DNA replication and repair mechanisms discussed in other articles of this volume. Besides the basal levels of DNA lesions generated from normal cell metabolism, damage is further induced by genotoxic stress. Failure to repair damaged DNA gives rise to mutations and chromosomal abnormalities. An important biological strategy to guard against damaged and mutated cells is the activation of programmed cell death in response to DNA damage [1] [2] [3] . Furthermore, genotoxic agents such as ionizing radiation (IR) and chemotherapeutic drugs are the mainstay of cancer therapy because they can trigger programmed cell death [4, 5] . Defects in DNA damage-induced cell death, therefore, not only increase the risk of cancer but also reduce the efficacy of cancer therapy. Thus, understanding how DNA damage causes cell death has important translational potential in human diseases such as cancer.
The cell death response to DNA damage is only one of several biological outcomes that can result from cellular exposure to genotoxic stress. These biological responses are temporally regulated such that DNA repair and cell cycle arrest are activated immediately following DNA damage [6] . Successful execution of these immediate early pathways protects the damaged cell, allowing for recovery and resumption of cell proliferation ( Figure 1 ). Generally speaking, cell death is a delayed response to DNA damage, resulting in elimination of the damaged cell ( Figure 1 ). The cell-protective and cell-destructive responses to DNA damage are downstream of a common signal transduction network that has been studied intensively in recent years ( Figure 1 ) (reviewed in Huen and Chen, in this issue) [2, 3, [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . While most protein components of this signaling network have been identified, the current knowledge does not explain when and why a damaged cell will choose to die. In other words, we have not yet elucidated the rules that govern the cell death response to DNA damage.
Two models for how death response to DNA damage is regulated
We have previously proposed two conceptual models for how DNA repair, cell cycle arrest and death responses to DNA damage may be coordinated [6] . The first model, 18 npg which we termed "integrative surveillance", proposes that the DNA damage signaling network functions as a regulatory hub, which continually monitors DNA integrity to control the choice between cell cycle arrest and cell death ( Figure 2A ). This concept underlies the statement "cells die when the damage is irreparable", which is often found in research papers on cellular responses to DNA damage. Although this intuitive concept of integrative surveillance is widely accepted, there is currently no direct evidence of an irreparable DNA lesion, nor is there any biochemical mechanism for how the DNA damage signaling network distinguishes between "reparable" versus "irreparable" DNA lesions. Nevertheless, integrative surveillance has remained a plausible, and seldom challenged, explanation for when and how a damaged cell may choose to commit suicide.
We have proposed an alternative concept, which we termed "autonomous pathways " [6] , which departs from the intuitive idea regarding the death response to DNA The "autonomous pathways" model: DNA damage activates DNA repair and cell death independently and automatically. The repair pathway extinguishes the damage signal. The death pathways (illustrated as a single entity to clarify the concept) contain intrinsic negative feedback loops (Neg. FBL) and positive feed-forward loops (Pos. FFL). These positive and negative regulatory loops are the causes of the delayed death response to DNA damage.
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Repair Death R e p a r a b l e I r r e p a r a b l e damage ( Figure 2B ). This model does not invoke a biochemical mechanism to detect "irreparable" DNA lesions. Instead, it is proposed that the death-signaling pathways are designed with intrinsic delay mechanisms ( Figure 2B ).
In the autonomous pathways model, the DNA damagesignaling network activates DNA repair and cell death simultaneously and automatically, which is consistent with the current evidence [2, 3, [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . In this review, we will examine these two conceptual models for their capacity to explain DNA damage-induced cell death in the developing central nervous system (CNS) of rodents. We chose to limit the discussion to in vivo results because the literature on DNA damage-induced death in cultured cells is too vast and variable. Before discussing the in vivo results, we will briefly review the current knowledge on the death machines that DNA damage can activate in mammalian cells.
DNA damage-activated death machines
Apoptosis is a morphological descriptor of a form of cell death that involves nuclear condensation and DNA fragmentation. Apoptotic death is mainly executed through the activation of caspases, and this physiological form of cell death is employed during development to sculpture the body, a good example being the formation of digits [18] . Genotoxic stress can activate apoptotic cell death through caspase-dependent or independent pathways.
Activation of caspase-dependent apoptosis by DNA damage
The caspase-dependent apoptosis machine was discovered from studies of developmentally programmed cell death in the nematode Caenorhabditis elegans [19, 20] . In C. elegans, the evolutionarily conserved DNA damage-signaling network activates DNA repair and cell cycle checkpoints, but it does not activate caspase-dependent apoptosis in somatic cells. In this organism, genotoxins activate caspase-dependent apoptosis only in the germ cells [21] [22] [23] . Therefore, the DNA damage response pathways of C. elegans provide strong evidence for the statement that DNA damage does not always induce programmed cell death.
In the C. elegans germ cells and in mammalian cells, DNA damage activates caspases through p53. The p53 protein is a downstream target of the DNA damage signaling network, which causes the stabilization and activation of the transcriptional function of p53 to stimulate the expression of pro-apoptotic genes, notably Puma [3, 24] and Noxa [3] . Puma and Noxa encode BH3-only proteins that inactivate anti-apoptotic Bcl2-family proteins and activate Bax or Bak to cause cytochrome C release from the mitochondria [25] . Cytochrome C binds to and stimulates Apaf-1 to assemble the apoptosome, leading to the activation of caspases [26] (Figure 3 ). In addition to p53, the mammalian genome encodes two other related transcription factors, p63 and p73, which appear to also stimulate pro-apoptotic gene expression. Fibroblasts derived from p63/p73 double knockout mouse embryos (MEF) exhibit apoptosis defects that are similar to p53 knockout MEFs [27, 28] . The interplay among the three members of the p53 family in regulating the expression of pro-apoptotic genes is still under investigation. Clearly, p53 is necessary for DNA damage to activate caspase-dependent apoptosis; however, physiological levels of p53 may not be sufficient to induce cell death.
Negative and positive loops activated by p53
With regard to the model that death signaling is regulated by negative and positive feedback loops ( Figure 2B ), it is interesting to note that the p53-Mdm2 negative feedback loop is activated in response to DNA damage [29, 30] . This p53-Mdm2 negative feedback loop can create waves of p53 activation following DNA damage [31] . Recently, it has been discovered that DNA damage activates p53-dependent expression of specific microRNAs, which have pro-apoptotic functions [32, 33] . These p53-induced microRNAs may amplify the pro-apoptotic signals by targeting a network of existing transcripts in response to DNA damage, and thus supports the notion of a positive feed-forward loop in p53-mediated apoptotic pathways [32, 33] .
Activation of caspase-independent apoptosis
DNA condensation and fragmentation can also occur through a caspase-independent mechanism ( Figure 3 ). The best-studied pathway involves the nuclear translocation of apoptosis-inducing factor (AIF), a mitochondrial protein that is conserved in eukaryotic cells from yeasts to humans [34] . Nuclear translocation of AIF in response to genotoxins and other types of stress signals occurs in yeast and mammalian cells [34, 35] . Because the yeast genome encodes AIF but not caspases or Bcl2-family members, the AIF-mediated apoptosis-like cell death appears to be a more ancient death mechanism that can be triggered by genotoxins. Nuclear translocation of AIF is associated with nuclear condensation and DNA fragmentation [35] , which are commonly used as indicators of apoptotic cell death [36] . Therefore, DNA damage-induced DNA fragmentation can result from the activation of caspases or the nuclear translocation of AIF.
Autophagy is a lysosomal-dependent degradative pathway that affords cell protective function under starvation or stress. However, autophagy can also cause cell death when it becomes over-activated. Autophagic cell death is characterized by the appearance of large autophagic vacuoles, i.e., the autophagosome, which is derived from part of the endoplasmic reticulum. The autophagosome fuses with the lysosome, after which its contents are degraded by lysosomal hydrolytic proteases [37] . The nucleus of a cell undergoing autophagic cell death may become pyknotic, either in early or in late stages of the degenerative process. Nevertheless, this nuclear condensation is not as common as that of apoptosis [38] . There have been several reports of induction of autophagy by treatment with anticancer drugs and/or irradiation [39] . Moreover, intensive irradiation led to cell death in MCF-7 cells accompanied by the formation of acidic vesicular organelles, whereas, following low-dose irradiation, the presence of acidic vesicular organelles correlated with an increased chance of survival, suggesting that moderate signs of autophagy may be associated with a defensive reaction of non-lethally damaged cells [38] .
Autophagic cell death may be triggered by blockade of apoptosis. Indeed, caspase inhibition by zVADfmk in L929 cells resulted in autophagy-dependent cell death [40] . In addition, when etoposide-induced apoptosis was inhibited in mouse embryonic fibroblasts by deficiency of pro-apoptotic genes Bax and Bak, cell death was correlated with autophagic morphology [37, 38, 41] .
Necrosis is a morphological descriptor of cell death due to loss of membrane integrity. Instead of condensation and fragmentation, necrotic cells spill their content and trigger inflammation. Necrosis can be accidental as well as programmed [42] . The production of reactive oxygen species (ROS), the sustained activation of Jun N-terminal kinase (JNK) and the activation of poly(ADP-ribose) polymerase-1 (PARP-1) have each been shown to cause necrotic cell death in response to DNA damage [42] [43] [44] (Figure 3 ). PARP-1 is an abundant nuclear protein that is activated by single-stranded breaks; excessive PARP-1 activity is thought to activate necrosis by depleting NAD [45, 46] . The pathways linking DNA damage to ROS, JNK and PARP have been extensively studied; however, the biochemical mechanisms that ultimately and actively induce necrotic cell death remain to be elucidated.
Mitotic death has been widely used in the scientific literature to describe clonogenic failure caused by DNA damage. Unfortunately, mitotic death inferred from clonogenic survival assays does not distinguish between (a) the actual death of damaged cells resulting from programmed apoptosis/necrosis and (b) irreversible growth arrest that does not involve cell death [16] . Mitotic death may also describe mitotic catastrophe, which is a consequence of defects in G2/M and spindle checkpoint responses [10, 13, 14] .
In this review, we will limit the discussion to in vivo results where DNA damage-induced death is measured by nuclear condensation (pycnotic nuclei) and DNA fragmentation (TUNEL assay). These methods mostly measure caspase-dependent apoptosis, but they can also report caspase-independent apoptosis and programmed necrosis. We will also limit the discussion to the death response induced by IR because this physical agent penetrates the organisms without the complications of cellular transport systems. The discussion is focused on IR-induced cell death in genetically engineered mouse strains, which provide genetic information to test our models.
In vivo cell death response to IR
IR has widely been used as an effective method to induce DNA damage in vivo, since all cells are equally exposed, regardless of external factors such as drug uptake, detoxification or metabolism. Several organs have been employed as in vivo models of IR-induced apoptosis: the gastro-intestinal (GI) tract, the thymus, the developing liver and the developing CNS [47] [48] [49] [50] . Among those, the developing CNS has so far been the most investigated, and thus the focus of this discussion. Although apoptosis is a cellular outcome, it is influenced by the tissue context; this includes the interaction of cells with both the extracellular matrix and other cells within the complex environment of the CNS, as well as the dynamic remodeling of nervous tissue during embryonic development [51, 52] . For instance, the developing CNS is highly susceptible to DNA damage-induced apoptosis, but this sensitivity is lost after neural differentiation [53] [54] [55] [56] . Moreover, in the adult CNS, high sensitivity to IR is primarily seen in progenitor cells located at neurogenic compartments, which might be associated with the radiation-induced cognitive impairment seen in patients after cancer treatment [57, 58] . Therefore, Several genes in the ATM-p53 pathway have been implicated in IR-induced apoptosis using genetically modified mice. Their contribution differed depending on the tissue involved and the IR dose used, indicating that this response is differentially and tightly regulated. For instance, while the lack of p53 resulted in complete resistance to different doses of IR (2 and 14 Gy), Atm deficiency conferred only partial resistance, suggesting that other pathways converge upon p53 to induce cell death (Figures 3 and 4) [48, 50] . Puma-/-mice showed a remarkable defect in cell death in all areas of the developing CNS examined after 14 Gy of IR (Figures 3 and 4A ). This defect was comparable to that of p53-/-mice, suggesting that p53-dependent cell death is mainly mediated through activation of Puma [59] ( Figure  4A ). In contrast, deletion of Bax, another p53-activated pro-apoptotic protein, led to a partial defect in IR-induced apoptosis in the developing cerebellum, but not in the immature retina [60] (Figure 4A ). Moreover, mice nullizygous for both Bax and Atm showed a higher reduction of IR-induced apoptosis in the developing cerebellum than the individual knockouts [60] , suggesting that Bax may also be activated in an ATM-independent manner ( Figure 4A ). Deficiency in both Bax and in another pro-apoptotic protein from the same family, Bak, caused resistance to cell death under several conditions, such as IR-induced apoptosis, cell death induced by BH3-only members, and developmental cell death in the CNS and other areas, albeit the single mutations conferred limited apoptotic defects [61] [62] [63] [64] . This indicates that Bax and Bak have redundant functions in distinct death-inducing pathways ( Figure 4A ).
ATM can contribute to p53 activation both directly and indirectly, by activation of Chk2 kinase. Knockout mice for Chk2 were defective in apoptosis induced by 5-8 Gy of IR in all areas of the developing CNS examined [65] . Thus, similar to p53, Chk2 is required for IR-induced apoptosis ( Figure 4A ). Chk2 directly phosphorylates p53 at serine-23 (Ser-20 in humans), but mutation of p53 at this site has little effect on cell death in embryonic cells and thymocytes [66] . The effect of Ser-23 phosphorylation is, however, synergistic with phosphorylation at serine-18 (Ser-15 in human p53), since knock-in mutations in both sites completely rescue the embryonic lethality of Xrcc4-/-mice, which die of massive p53-dependent apoptosis as a result of DNA repair defects [49] . Therefore, the contribution of Chk2 to the induction of apoptosis may either be cell type specific or involve phosphorylation of p53 at sites other than serine-18 and Ser-23 [67, 68] . No studies have directly compared CNS responses to IR in Atm-/-and Chk2-/-mice, or the phenotype of combined Atm-/-Chk2-/-mice after IR. Thus, it is not clear whether the contribution of Chk2 to this process in CNS is dependent on ATM only, or whether another pathway is involved.
Signal transduction through p53 is achieved by posttranslational modifications such as those at the phosphory- 
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Radiation dose affects the requirements for Atm and p53 in apoptosis. At 2 Gy, loss of Atm or p53, or serine-18 phosphorylation site in p53 (corresponding to human p53 serine-15 phosphorylation site), is sufficient to inactivate the apoptotic response to IR. While Atm through Chk2 can lead to p53 phosphorylation at Ser-23 (corresponding to human p53 serine-20), mutation at this site does not affect the apoptotic response in the developing retinas. With 2 Gy of IR, p53-heterozygosity is already showing defect in IR-induced apoptosis. Thus, IR-induced activation of ATM kinase and phosphorylation at serine-18 of a full complement of p53 protein from two wild-type alleles is required to induce apoptosis. At 14 Gy, Atm contributes to but is not required for apoptosis, whereas p53 is still required and p53 heterozygosity is sufficient to cause apoptosis. It thus appears that high-dose IR can super-activate p53 through Atm-dependent and independent (X) mechanisms such that half of the amount of p53 is sufficient to cause apoptosis. DNA damage-induced cell death 22 npg lation sites mentioned above (see also Huen and Chen, in this volume). The importance of several post-translational modifications in p53 was investigated in vivo by taking advantage of knock-in mutations; these analyses aimed at the relevance of both phosphorylation as well as lysine acetylation for p53 functions. For instance, Lys320 of human p53 is acetylated in vitro by PCAF, the p300/CBPassociated factor, and this site is also acetylated in vivo following DNA damage [69] . The corresponding lysine residue of mouse p53, Lys317, is also acetylated in vivo after DNA damage [70] . Analysis of the p53-dependent responses to DNA damage in mice containing a knock-in p53 mutation at this site (Lys317Arg) indicated that this acetylation negatively regulates p53-induced apoptosis in both the GI tract and developing retina [71] . Therefore, post-translational modifications of p53 can be used both positively and negatively to regulate apoptosis. These findings further illustrate the complex regulation of the DNA damage response.
As described above, p53 is a central component of IRinduced apoptosis. Nonetheless, other members of the p53 family also play an important role in this process. Combined deficiency of both p63 and p73 also conferred complete resistance to apoptosis following 5 Gy of IR in the embryonic cerebral cortex [27] , whereas defects in either p63 or p73 led only to partial resistance. These results do not diminish the importance of p53 in IR-induced cell death, but suggest that p63 and p73 contribute to p53-mediated cell death [27] . Some genes, such as Noxa and Bax, failed to be efficiently upregulated in the absence of p63 and p73, whereas other genes, such as p21 and Mdm2, were expressed at wild-type levels following IR. These data suggest that the p53 family works in cooperation to induce cell death.
Studies of IR-induced apoptosis in vivo have been performed with differing doses of radiation (2-14 Gy), and contrasting results were found depending on the dose used. For instance, following 2 or 14 Gy IR, lack of Atm conferred partial resistance to cell death. However, following 14 Gy of IR, Atm was necessary for apoptosis in areas of the CNS containing migrating and differentiating cells [72] , whereas, following 2 Gy of IR, Atm was also necessary for apoptosis in proliferating areas (see below) [48] . Another example of requirements of dose-dependent apoptosis was observed in p53 heterozygous retinas. After 2 Gy of IR, p53+/-and p53-/-retinas exhibited a similar degree of resistance to apoptosis, suggesting that the full complement of p53 protein level is required for low-dose radiation to induce apoptosis. After 14 Gy of IR, p53+/-retina underwent rates of apoptosis similar to p53+/+ retinas, whereas p53-/-retinas remained resistant to apoptosis. Therefore, a single allele of wild-type p53 is sufficient for high-dose IR to induce apoptosis.
Another example in which IR dose influenced the requirements for cell death was found with mice mutated in p53 at serine-18 (serine-15 in human p53), which is a direct target of phosphorylation by ATM [70] (Figure 4A ). Homozygous Ser18Ala knock-in mutant mice were strongly defective in 2-Gy-induced apoptosis, but showed nearly wild-type sensitivity following 14 Gy of IR. Therefore, phosphorylation of p53 at serine-18 is required for lowdose IR-induced neuronal cell death, but it is dispensable following 14 Gy IR. These data suggest that high-dose IR may activate p53 through mechanisms other than serine-18 phosphorylation to cause apoptosis ( Figure 4B ).
These genetic studies clearly demonstrate that the apoptotic response to DNA damage within the developing CNS requires upstream kinases such as ATM and Chk2, the p53 protein and its related p63 and p73, and downstream transcription targets such as Puma. The fact that the apoptotic response requires the same upstream kinases that are also involved in DNA repair and checkpoint responses suggests that the pathways to apoptosis are triggered at the same time as that of repair and cell cycle arrest.
Regulation of IR-induced apoptosis in the developing retina
The developing retina of neonatal rats and mice exhibits a complex death response to IR. Apoptosis is triggered in the neonatal rodent retina at IR doses as low as 0.5-2 Gy [55] . In newborn rats and mice, the neonatal retina is composed of three layers of cells: a ganglion cell layer (GCL), an incipient inner nuclear layer (INL) and a neuroblastic layer (NBL) ( Figure 5A ). Post-mitotic cells in an advanced stage of differentiation reside in the GCL and INL, whereas the NBL contains both proliferating neuroblasts and undifferentiated post-mitotic cells [55, 73, 74] . Therefore, the layers of the developing retina correspond to distinct stages of cell differentiation ( Figure 5A ). The neonatal retina exhibits yet another characteristic that imparts useful information regarding the cell cycle. The proliferating neuroblasts have elongated profiles, and their nuclei undergo intracellular migration according to the cell cycle phases. The nuclei that are undergoing DNA synthesis are found in the inner region of the NBL, whereas those undergoing mitosis are exclusively located to the outermost margin of the NBL. Nuclei in the G1-and G2-phases migrate towards the inner and outer margins of the NBL, respectively ( Figure 5A ). This ballet of nuclei is known as interkinetic nuclear migration [75] .
We have characterized the retinal apoptotic response to IR in newborn rats and mice [48, 55] . Both species exhibited similar spatial and temporal responses, which were influenced by developmental stage as well as by the There was a gradient of cell death towards the outer edge of the NBL 6 h after IR, the location of non-S-phase cells, whereas the gradient of cell death observed 24 h after IR was directed at the inner margin of the NBL, which is the location of S phase cells. The cell cycle phase predicted by the position of dying nuclei was confirmed by pulse labeling mice with bromo-deoxy-uridine (BrdU), an analog of thymidine, 1 h before IR. At 6 h after IR early apoptotic cells were mostly BrdU-negative, whereas at 24 h the majority of apoptotic cells were labeled with BrdU. These waves are likely independent, since an increase in lipid peroxidation was detected at 6 h but not at 24 h after IR. Accordingly, the antioxidant pyrrolidinedithiocarbamate (PDTC) prevented the first, but not the second wave of apoptosis [55] ( Figure 5B ). The studies of IR-induced cell death in the developing retina have demonstrated that the dying retinal cells could be grouped into at least two populations that exhibit spatially and temporally distinct apoptotic responses to DNA damage. The early wave of apoptosis involved recent post-mitotic cells (cells that just left the cell cycle but did not have time to express any differentiation marker) and proliferating cells not in S-phase. The second wave of apoptosis, occurring 24 h post-IR, involved proliferating cells, including those in S-phase at the time of irradiation [48, 55] . Cells dying at 24 h post-IR appear to be actively cycling because they can be labeled with BrdU given to the whole animal at 21.5 h post-IR [48] . Thus, the timing of cell death following DNA damage induced by IR is dependent on both the cell cycle phase and the stage of differentiation ( Figure 5A and 5B) [48, 55] . It is likely that the differential timing of cell death is due to factors other than the extent of DNA lesions, since the damage is induced by whole-body IR of the newborn animals.
The simplest interpretation of the complex death response in the developing retinal tissue is that the early and later waves of death are triggered by different mechanisms. However, genetic studies have shown that the ATM-p53 pathway is required for both waves of programmed cell death [48] . Furthermore, the two waves of cell death exhibit similar phenotypic modulation by p53 gene dosage, p53-Ser18Ala mutation and Atm mutation. The fact that the heterogeneous death responses in the developing retina are triggered by the same pathway strongly support the concept that death-signaling pathway is subjected to modulation Because the late wave of apoptosis occurs in the S-phase zone, it suggests that apoptosis is triggered as cells re-enter the second S-phase after IR. However, we cannot rule out the possibility that these damaged cells remain in S-phase and continue to synthesize DNA for 24 h before dying to IR-induced damage. The later wave of apoptosis is not inhibited by the anti-oxidant PDTC but it is blocked by cycloheximide. Both waves of apoptosis require Atm and Serine-18 phosphorylation of p53 [48] . 
Conclusion and perspectives
The two conceptual models illustrated in Figure 2 can each explain the two waves of death response, but they make different predictions.
According to the integrative surveillance model, cells that die 24 h following IR, i.e., cells that are engaged in DNA synthesis when exposed to IR, may possess a higher level of repair activities and thus delay the formation of "irreparable DNA lesions". By contrast, recently post-mitotic cells or proliferating cells that are not in S-phase when IR is given may be inefficient at repairing DNA lesions and hence generate "irreparable" lesions at a much earlier time. Given the fact that cycloheximide can block IR-induced retinal cell death, and that gene expression takes a few hours to complete, the death response at 6 h post-IR is mostly likely triggered instantaneously following irradiation. Since the early wave of cell death can be induced by IR dose as low as 0.5 Gy, which does not cause significant mitotic death in culture cells, the retinal cells may be uniquely crippled in DNA repair. If so, the developing retinal cells would be expected to contain a high level of irreparable lesions after 0.5 Gy of IR. Biochemical analyses of DNA lesions in the developing retina following IR may therefore shed light on the nature of "irreparable" lesions that can trigger programmed cell death. An important caveat to the argument that post-mitotic cells and non-S-phase cells cannot repair 0.5 Gy IR-induced DNA lesions is the fact that the mature post-mitotic neurons in the GCL layer of the developing retina ( Figure 5A ) are completely resistant to IR-induced apoptosis. Thus, acceptance of the integrative surveillance model would invoke inactivation of DNA repair in post-mitotic and non-S-phase cells and reactivation of DNA repair in terminally differentiated and S-phase cells.
According to the autonomous pathways model, the negative feedback loops that delay the execution of cell death downstream of p53 may be absent from the recently post-mitotic or non-S-phase cells. Alternatively, the survival threshold is either non-existing or set at a low level in these cells such that a one-time activation of p53 would be sufficient to activate cell death, through the transcriptional upregulation and accumulation of Puma alone, without the need for positive feed-forward loops. With S-phase cells, on the other hand, feedback loops and/or survival thresholds are present to inhibit death signaling from p53. These antiapoptotic mechanisms may decay with time, thus leading to death at 24 h post-IR.
While the death response is subjected to regulation by cell-intrinsic factors such as the cell cycle phase and/or the stage of differentiation, we need to keep in mind that the apoptotic response is also modulated by cell-extrinsic factors, such as the production of death ligands, for example, FAS ligand, that activate death receptors [76, 77] , or adhesion signals generated through cell-matrix and cellcell interactions [78, 79] . As additional regulatory factors of DNA damage-induced cell death are identified through studies with cultured cell lines, the developing retina of rodents will remain an excellent experimental system to test the in vivo validity of the in vitro results.
