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Abstrat. We consider formal power series defined through the functional
q-equation of the q-Lagrange inversion. Under some assumptions, we
obtain the asymptotic behavior of the coefficients of these power series. As
a by-product, we show that, via the 1/q-Borel transform, the q-Lagrange
inversion formula provides an interpolation between the usual Lagrange
inversion, q = 1, and the probabilistic theory of renewal sequences, q → 0.
We also discuss some new solutions of the q-Lagrange inversion equation
which do not vanish at 0.
AMS 2000 Subjet Classiations: 40E10, 33D99, 05A30, 39B99, 60K05.
Keywords: q-Lagrange inversion, q-series, q-difference equation, regular
variation
1. Introduction. In their q-extension of the Lagrange inversion
formula, Andrews (1975), Gessel (1980), Garsia (1981) and Krat-
tenthaler (1988) among others consider the following problem: let
f(z) =
∑
n>1 fnz
n be a formal power series with f1 6= 0 and define
the linear operator Uf,q on formal power series by extending linearly
Uf,qz
k = f(z)f(qz) · · · f(qk−1z), k ∈ N, with Uf,qz
0 = 1; what is
the inverse of Uf,q? They show that if one defines the formal power
series g(z) by
∑
n>1
fng(z)g(z/q) · · · g(z/q
n−1) = z , (1.1)
and the requirement that the constant term of g vanishes, then the
inverse of Uf,q is Ug,1/q. While this result is of considerable interest
in combinatorics and in the theory of q-series, there is no simple
way to determine the function g besides calculating its coefficient
recursively from (1.1) or using Garsia and Haiman’s (1996) formula.
In any cases, the power series g remains rather mysterious and very
little is known about it.
When q is 1, (1.1) is f
(
g(z)
)
= z, and, even if one may not be able
to calculate g explicitly, one can often relate the asymptotic behavior
of its coefficients to some accessible features of f . This viewpoint is
very useful in combinatorics, as stressed for instance by Flajolet and
Sedgewick (2009; §VI.7, §VII.3).
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The purpose of this paper is to determine the asymptotic behavior
of the coefficients of g involved in (1.1) in terms of the function f ,
under suitable conditions on f . These conditions may force g to be a
divergent series, which precludes the use of Cauchy integral formula
and traditional complex analytic methods to derive the asymptotic
behavior of the coefficients of g. Thus, our paper may also be viewed
as a contribution to the asymptotic methods for divergent series.
Some information on the asymptotic behavior of the coefficients
of g can be deduced from more general results by Zhang (1998) and
Cano and Fortuny Ayuso (2012) on q-analytic equations; but these
results are in terms of q-Gevrey orders and, while obtained under
rather general assumptions, they deliver only rather crude bounds
for our specific problem. More refined results on q-algebraic equation
were obtained by Barbe and McCormick (2013), which can be used
when only a finite number of coefficients fn do not vanish. On the
contrary, in the current paper we are interested in situations where
the fn do not vanish ultimately, and the structure of the q-Lagrange
inversion will allow us to derive, in this context, more precise results
than those in Barbe and McCormick (2013). For polynomials arising
from counting certain lattice paths by area, Drake (2009) obtained
asymptotic results on coefficients of some power series satisfying a
functional relation rather similar though not equivalent to (1.1). In
contrast, our approach is mostly analytical.
We will also see that a change of function allows one to linearize
(1.1), and relate its study to that of linear q-difference equation.
Following Garsia (1981), if f and g are related through (1.1), we
call g the right inverse of f .
The paper is organized as follows. In section 2, we state our as-
sumptions and main results when 0 < q < 1. Section 3 discusses the
q-Catalan numbers, which provide a toy example for the arguments
used in the proof of our main result. Section 4 is devoted to some
examples which illustrate the diversity of asymptotic behavior that
equation (1.1) yields, when 0 < q < 1. In section 5, we provide some
results when q > 1. In section 6, we discuss the connection between
(1.1) and the theory of linear q-difference equations and provide ex-
plicit formulas for solutions of (1.1) which do not vanish at 0. Section
7 is devoted to the proof of the main result of this paper, and the
remaining sections contain proofs of further results stated in sections
2 and 5.
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2. Results for 0 < q < 1. For any real number c, consider the
composition operator Mcg(z) = g(cz). Since Ucf,qz
k = Uf,qMcz
k,
we see that if U−1f,q = Ug,1/q, then for any c nonnegative,
U−1cf,q =M1/cUg,1/q = UM1/cg,1/q .
Therefore, up to considering f/f1, we can assume without any loss
of generality that f1 = 1. When f is linear, this means f(z) = z,
and, in this case, Uf,qz
k = q(
k
2)zk has inverse U−1f,q z
k = q−(
k
2)zk,
so that g(z) = z as well. Once the linear case is ruled out,
perhaps the next simplest one is the quadratic one, where f(z) =
z(1 − z). The importance of this case stems from its bearing
to the theory of q-series, for which, with the traditional notation
(z; q)n =
∏
06j<n(1 − q
jz), we have Uf,qz
k = q(
k
2)zk(z; q)k. In this
case, neither the function g nor its coefficients (gn) are known in a
closed form, illustrating the complex relationship between f and g.
Whenever we have a power series f(z), we write [zi]f for its i-th
coefficient, that is for fi. Recall that a function h is regularly varying
at infinity of index ρ if for any λ positive,
lim
t→∞
h(λt)/h(t) = λρ .
We refer to Bingham, Goldie and Teugels (1989) for the theory of
regularly varying functions. The notion of regularly varying function
is extended to that of regularly varying sequence by considering that
a sequence is a function constant on intervals [n, n+ 1), n ∈ N.
To state our result, recall that we assume without loss of generality
that f1 = 1. We then define the power series φ by
f(z) = z
(
1− φ(z)
)
. (2.1)
In particular, φ(0) = 0. Throughout this paper, we set φn = [z
n]φ.
Our first result sets the scene for the main contribution of this
paper. In order to keep the exposition flowing we defer its proof to
the last section of this paper.
Proposition 2.1. Assume that φ 6= 0, and that either (φn) or(
(−1)n+1φn
)
is a nonnegative sequence. Then, any formal solution
of (1.1) is a divergent series.
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If (1.1) holds, the coefficients (gn) of g are power series in 1/q.
Our next result show that they are in fact polynomials in 1/q and
that their leading term is related to the n-th coefficient of z/f(z).
Whenever we have a power series h(q), we write [qj ]h for the
coefficient of qj in h.
Proposition 2.2. Let g be a solution of (1.1) (with g0 = 0). For
any n the coefficient gn = [z
n]g is a polynomial in 1/q, of degree at
most
(
n
2
)
. Furthermore,
[1/q(
n
2)]gn = [z
n−1]
1
1− φ
,
and, if (φn) is a nonnegative sequence, the coefficients of the polyno-
mial gn (in 1/q) are nonnegative.
It follows from Proposition 2.2 that q(
n
2)gn is a polynomial in
q. If the φn are positive, the leading term of this polynomial is
q(
n
2)[zn]1/
(
1−φ(z)
)
. Whenever the equation φ(z) = 1 has a positive
solution ζ, the power series 1/
(
1 − φ(z)
)
has radius of convergence
1/ζ, and therefore gn is expected to grow like q
−(n2)ζn(1+o(1)) as n
tends to infinity. To describe more precisely the asymptotic behavior
of the polynomial q(
n
2)gn as n tends to infinity, we need the following
definition. With a slight abuse of language, it recalls three modes of
convergence which will be useful to state our result.
Definition 2.3. Let
(
an(q)
)
n>0
be a sequence of polynomials in
q. We say that this sequence converges to a power series L(q) for
any q in a set A
(i) in limit infimum if for any q in A,
lim inf
n→∞
an(q) = L(q) ;
(ii) except on a set of integers of density 0 if for any positive δ and
any q in A,
lim
n→∞
1
n
∑
16i6n
1{ |ai(q)− L(q)| > δ } = 0 ;
(iii) coefficientwise, if for any fixed nonnegative integer j,
lim
n→∞
[qj ]an = [q
j ]L .
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Since φ(0) = 0, the product
∏
j>0
(
1 − φ(qjz)
)
is convergent
whenever |q| < 1 and z is in the interior of the disk of convergence
of φ. We can now state our main result, whose assumptions imply
that φ has a positive radius of convergence.
Theorem 2.4. Assume that
(i) φi > 0 for any i > 1,
(ii) ζ = min{x > 0 : φ(x) = 1 } exists;
(iii) for any nonnegative integer j, limn→∞ φj+n/φn ∈ [ 0,∞).
(iv) the sequence
(
[zn] 1
1− φ(ζz)
)
n>0
is regularly varying with index
ρ− 1 in (−1, 0 ].
Then, for any q in (0, 1), the following convergence holds in the three
modes of convergence, limit infimum, except on a set of integers of
density 0 and coefficientwise:
ζnn
(
1− φ
(
ζ
(
1−
1
n
)))
q(
n
2)gn →
ζ
Γ(ρ)
∏
j>1
(
1− φ(ζqj)
) .
Before commenting on the meaning of the conclusion of Theorem
2.4, we comment on assumption (iv). Set φ˜(z) = φ(ζz). Karamata’s
theorem for power series (see Bingham, Goldie and Teugels, 1989,
Corollary 1.7.3) implies that under (iv),
[zn]
1
1 − φ˜
∼
1
Γ(ρ)n
(
1− φ˜(1− 1/n)
) (2.2)
as n tends to infinity. Thus, the sequence n
(
1− φ˜(1− 1/n)
)
, n > 1,
is regularly varying of index 1 − ρ. Since φ˜ is monotone under
assumption (i) of Theorem 2.4, this implies that the function 1 −
φ˜(1 − 1/t) is regularly varying of index −ρ (note that Karamata’s
theorem, as stated in Bingham, Goldie and Teugels, 1989, gives the
stronger result that assumption (iv) of Theorem 2.4 is equivalent to
(2.2) if [zn]
(
1/(1− φ˜)
)
, n > 1, is a monotone sequence; however, it
can be seen from the proof in Bingham, Goldie and Teugels, 1989,
that one does not need this monotonicity assumption in order to
derive (2.2) from assumption (iv)).
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We can now see that it is not possible to have ρ > 1. Indeed,
if ρ > 1, assumption (i) of Theorem 2.4 implies that for any n
nonnegative and any s in (0, 1),
1− φ˜(1− s) =
∑
k>0
φkζ
k
(
1− (1− s)k
)
>
∑
06k6n
φkζ
k
(
1− (1− s)k
)
.
Dividing this inequality by s and taking limit infimum as s tends to
0+, we would obtain
0 >
∑
06k6n
kφkζ
k .
Under assumption (i), this forces φk = 0 for any k > 1. Since
φ(0) = 0 under (2.1), φ is then the constant function 0, and
assumption (ii) cannot hold. Consequently, we must have ρ 6 1.
To summarize, assumption (iii) means practically that the func-
tion 1 − φ
(
ζ(1 − 1/t)
)
is a well behaved regularly varying function;
its index of regular variation is then some negative number −ρ; this
index is at least −1 and when the function φ is differentiable at ζ,
this index is −1.
Qualitatively, the conclusion of Theorem 2.4 asserts that for such
a function φ, the asymptotic behavior of (gn) is driven by a super-
exponential term which depends only on q, namely, 1/q(
n
2), corrected
by a term of algebraic decay or growth, 1/ζn, which depends on
the location of the first zero of f , and another term of algebraic
growth, f
(
ζ(1− 1/n)
)
, which depends on the singularity of f at this
first positive zero. The constant term, involves both the zero ζ and
the complete function f through the product of the nonlocal terms
1− φ(qjζ).
If f is differentiable at ζ, then ρ = 1 and
n
(
1− φ
(
ζ
(
1−
1
n
)))
∼ ζφ′(ζ)
as n tends to infinity. This yields a simpler expression for the
conclusion of the theorem.
Theorem 2.4 is not entirely satistifactory, for its conclusion leaves
open the possibility that the sequence involved in this conclusion
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does not converge because of an exceptional set of integers. We will
comment further on this point at the end of this section. When the
sequence (φi) tends to 0 at a superexponential rate, a more definitive
conclusion can be given, which is the purpose of the following result.
Proposition 2.5. Assume that
(i) (φn) is a nonnegative sequence;
(ii) lim supn→∞
log φn
n log n
< −2;
(iii) φ(z) = 1 −
(
1 − (z/ζ)
)
θ(z) where θ is a meromorphic function
having no root in the closed disk of radius ζ.
Then gn ∼
1
q(
n
2)ζnφ′(ζ)(q; q)∞
∏
j>1 θ(ζq
j)
as n tends to infinity.
Proposition 2.5 covers the case where φ is a polynomial with
nonnegative coefficients that sum to 1. Note that (2.1) and the
requirement that f1 = 1 force φ(0) = 0, so that assumption (iii) of
Proposition 2.5 yields θ(0) = 1. Then, all the products involved in
the conclusion of Proposition 2.5 are well defined.
Be´zivin (1992) and Ramis (1992) in their study of linear q-
difference equations introduced the definition of q-Gevrey order with
q > 1, which we adapt here to the range 0 < q < 1 as follows: a
formal power series
∑
gnz
n is of 1/q-Gevrey order s if there exists
a positive constant A such that gn = O(A
nq−sn
2/2) as n tends to
infinity. Proposition 2.5 implies that if its assumptions are satisfied,
then g is of 1/q-Gevrey order 1, but is not of any 1/q-Gevrey order
less than 1.
Comparing Theorem 2.4 and Proposition 2.5, one wonders if
Theorem 2.4 could be improved by showing that there is a usual
convergence and not merely in the three weak senses of Definition
2.3. While we do not know if such an improvement is possible, the
following result suggests that it might not be so in general, for the
reason that we will discuss after the statement. We will use the
1/q-Borel transform B1/q;1 introduced by Be´zivin (1992) and Ramis
(1992) in the theory of q-difference equation as
B1/q;1g(z) =
∑
n>0
q(
n
2)gnz
n .
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This transform was introduced earlier by Garsia (1981) who calls it
the unroofing operator, but the 1/q-Borel transform notation will be
more convenient for our purpose.
Since g solving (1.1) also depends on q, we will write g(z; 1/q)
when we need to emphasize this dependence. Recall that g is related
to φ via (1.1) and (2.1).
Proposition 2.6. Consider the sequence (τn) defined by τ0 = 1
and τn =
∑
16i6n φiτn−i, whose generating function is τ(z) =
1/
(
1 − φ(z)
)
. Then, under assumptions (i) and (ii) of Theorem
2.4,
(i) limq→0 q
(n+12 )gn+1 = τn for any nonnegative n;
(ii) limq→0 B1/q;1g(z; 1/q)/z = 1/
(
1− φ(z)
)
.
An interesting feature of this result is that it shows a connection
between the q-Lagrange inversion and the probabilistic theory of
renewal sequences. Indeed, following Feller (1968; chapter XIII),
we can interpret τn as the probability that a recurent event occurs
at the n-th trial while φn is the probability that it occurs for the first
time at the n-th trial. Assertion (ii) of Proposition 2.6 informs us
that via the 1/q-Borel transform, the q-Lagrange inversion provides
an interpolation between the usual Lagrange inversion (q = 1) and
the renewal theory (limit for q = 0+).
Erdo¨s, Pollard and Feller (1949) showed that (τn) converges to
1/
∑
n>1 nφn, a quantity which may be 0. When it does vanish,
Garsia and Lamperti (1962) showed that under condition (iii) of
Theorem 2.4 and when ρ is less than 1, then
lim inf
n→∞
f(1− 1/n)φn =
sin πρ
π
.
When ρ is strictly between 1/2 and 1, this liminf is in fact a limit.
However when ρ is at most 1/2, they show that there is no limit
in general. In light of Proposition 2.6.i, it is then uncertain if the
convergence in Theorem 2.4 could be strengthened into a usual limit
for all values of ρ, or only for ρ strictly between 1/2 and 1, or for ρ
in some other interval depending on q.
A variation on the proof of Theorem 2.4 gives the following, which
deals with an oscillating sequence
(
[zn]f(z)
)
and yields an oscillating
sequence (gn) as well.
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Theorem 2.7. Assume that the assumptions of Theorem 2.4
or Proposition 2.5 hold with φ(−z) substituted for φ(z). Then
their conclusions hold with the same substitution and
(
(−1)ngn
)
substituted for (gn).
Theorems 2.4 and 2.7 are obtained using a Tauberian theorem.
Using singularity analysis as in Flajolet and Sedgewick (2009) allows
one to prove analogous results under slightly different assumptions
that require analyticity of φ in sectors near ζ — see the discussion
on singularity analysis versus Tauberian theorem and Darboux’s
method in Flajolet and Sedgewick, 2009, §VI.11. However, it does
not make the proof any easier or more complicated.
3. The q-Catalan numbers. When f(z) = z(1−z), that is, when
φ(z) = z, equation (1.1) becomes
g(z)− g(z)g(z/q) = z . (3.1)
The coefficients Cn = q
(n+12 )gn+1 are the q-Catalan numbers and
were introduced by Carlitz and Riordan (1964) and Carlitz (1972).
The assumptions of Proposition 2.5 are satisfied, since φn =
1{n = 1 }, and the only root of φ(ζ) = 1 is ζ = 1. Therefore,
Proposition 2.5 yields
lim
n→∞
Cn = lim
n→∞
q(
n
2)gn = 1/(q; q)∞ . (3.2)
This result was obtained by Fu¨rlinger, and Hofbauer (1985) using a
combinatorial argument. Further results on q-Catalan numbers are
in Mazza and Piau (2002).
The core argument of the proof of Theorem 2.4 yields an interest-
ing formula for some of the coefficients of the q-Catalan numbers.
Proposition 3.1. Let Cn(q) be the n-th q-Catalan number.
Let j be a positive integer. If n is at least j, then [qj ]Cn(q) =
[qj ]1/(q; q)∞.
Proof. As described in Fu¨rlinger and Hofbauer (1985) and as can
be derived from (3.1), the q-Catalan numbers obey the recursion
Cn+1 =
∑
06m6n
Cn−mCmq
m(n−m+1) , (3.3)
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with C0 = 1. Consider the exponent of q in the right hand side
of this identity. The function m ∈ { 0, 1, . . . , n } 7→ m(n − m + 1)
is 0 at m = 0; otherwise it is at least n. Therefore, if m does not
vanish, Cn−mCmq
m(n−m+1) viewed as a polynomial in q is in the ideal
generated by qn. Consequently, applying [qj ] on both sides of (3.3)
we obtain for n > j,
[qj ]Cn+1 = [q
j ]Cn . (3.4)
Consequently, [qj ]Cn does not depend on n provided n is at least j.
But Theorem 2.4 implies that ([qj ]Cn)n>0 converges to [q
j ]1/(q; q)∞
when 0 < q < 1. This implies Proposition 3.1.
Note that Fu¨rlinger and Hofbauer (1985) provide a combinatorial
interpretation of [qj ]Cn(q) for any j and n, from which they deduce
that limn→∞ Cn(q) = 1/(q; q)∞ in the formal topology (see Flajolet
and Sedgewick, 2009, §A.5) and this follows from Proposition 3.1 as
well.
4. Examples. The purpose of this section is to give a couple of
examples which illustrate the results of section 2. Throughout this
section, we assume that 0 < q < 1.
Example 1. A simple fractional extension of the q-Catalan numbers
is obtained when f(z) = z(1− z)ρ for some positive ρ less than 1. In
this case
φ(z) = 1− (1− z)ρ =
∑
n>1
ρ(1− ρ) · · · (n− 1− ρ)
n!
zn
and ζ = 1. We see that for any nonnegative integer j,
φn+j
φn
=
(n+ j − 1− ρ) · · · (n− ρ)
(n+ j) · · · (n+ 1)
=
(
1−
ρ+ 1
n+ j
)
· · ·
(
1−
ρ+ 1
n+ 1
)
.
In particular, limn→∞ φn+j/φn = 1 and assumption (iii) of Theorem
2.4 holds. To check assumption (iv),
1
1− φ(z)
= (1− z)−ρ = 1 +
∑
n>1
ρ(ρ+ 1) · · · (ρ+ n− 1)
n!
zn .
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Thus,
[zn+1]
[zn]
1
(1− φ)
=
ρ+ n
1 + n
.
Assumption (iv) of Theorem 2.4 then follows from a result of Bojanic
and Seneta (1973) (see Bingham, Goldie and Teugels, 1989; Theorem
1.9.8) We then obtain, in the sense of the convergences in limit
infimum, except on a set of integers of density 0, and coefficientwise,
q(
n
2)n1−ρgn →
1
Γ(ρ)
∏
j>1(1− q
j)ρ
=
1
Γ(ρ)(q; q)ρ∞
.
In order to have an exact analogue of (3.2), we would need to have
a usual convergence, but we do not know how to prove it.
Example 2. Let λ be a positive real number and consider the function
φ(z) = eλ(ez − 1). Thus,
f(z) = z − eλ
∑
k>1
zk+1
k!
.
The equation φ(z) = 1 has a unique solution ζ = log(1+ e−λ). Since
φn = e
λ/n! for any n > 1, we see that for any positive integer j,
lim
n→∞
φn+j/φn = 0 ,
and assumption (iii) of Theorem 2.4 is satisfied.
To check assumption (iv) of Theorem 2.4, we have
1− φ(ζz) = (1 + eλ)
(
1− (1 + e−λ)z−1
)
∼ (1 + eλ)(1− z) log(1 + e−λ)
as z tends to 1. Setting ǫ = (1− z) log(1 + e−λ), we obtain
1
1− φ(ζz)
−
1
(1 + eλ)(1− z) log(1 + e−λ)
=
1
1 + eλ
(e−ǫ − 1 + ǫ)/ǫ2
(1− e−ǫ)/ǫ
.
The function
(e−ǫ − 1 + ǫ)/ǫ2
(1− e−ǫ)/ǫ
=
∑
k>2(−1)
kǫk−2/k!
−
∑
k>1(−1)
kǫk−1/k!
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is continuous on the closed disk |z| 6 1 and continuously differen-
tiable on |z| = 1. Therefore, using Darboux’s method (Flajolet and
Sedgewick, 2009, Theorem VI.14)
[zn]
1
1 − φ(ζz)
= [zn]
1
(1 + eλ)(1− z) log(1 + e−λ)
+ o(1)
=
1
(1 + eλ) log(1 + e−λ)
+ o(1)
as n tends to infinity. Consequently, the sequence [zn]1/
(
1−φ(ζz)
)
,
n > 1, is regularly varying of index ρ − 1 with ρ = 1. Since
φ′(ζ) = 1 + eλ, Theorem 2.4 yields
q(
n
2)
(
log(1 + e−λ)
)n
(1 + eλ)gn →
1∏
j>1
(
1− eλ
(
(1 + e−λ)qj − 1
))
in the sense of convergence in limit infimum, except on a set of
integers of density 0 and coefficientwise.
5. A result when q > 1. As before we write f(z) = z
(
1−φ(z)
)
. In
the range q > 1, following Be´zivin (1992) and Ramis (1992), recall
that (φn) is in a q-Gevrey class of order s, if there exists a constant
A such that
φn = O(A
nqs(
n
2))
as n tends to infinity. We will assume slightly more than the
belonging to the q-Gevrey class of order 1, namely,∑
n>1
φnz
nq−(
n−1
2 ) <∞ for any positive z. (5.1)
We then have the following result, which does not assume that (φn)
is a nonnegative sequence as we did in the previous sections.
Theorem 5.1. Assume that q > 1 and (5.1) holds. Then g has a
positive radius of convergence η which satistifies∑
k>1
φkg
(η
q
)
· · · g
( η
qk
)
= 1 .
Furthermore, if one defines C by
1
C
=
∑
k>1
φkg
(η
q
)
· · · g
( η
qk
) ∑
16i6k
1
qi
g′
g
( η
qi
)
,
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then
gn ∼ C/η
n
as n tends to infinity.
Under the assumptions of Theorem 5.1, the sequence (gn) has a
remarkably simple asymptotic behavior, though the constant is not
explicit and may be a complicated function of f and q. In the special
case of the q-Catalan numbers, that is when φ(z) = z, the result is
due to Mazza and Piau (2002).
6. Connection with linear q-difference equations. In this
section only, we will consider first some solutions of (1.1) which do
not vanish at 0. In equation (1.1), we may make a change of function
as in Gessel (1980) or Brak and Prellberg (1995), setting for some
nonzero real number η,
g(z) = η
h(z/q)
h(z)
;
in particular, g0 6= 0. This simplifies (1.1) to a linear 1/q-difference
equation ∑
n>1
fnη
nh(z/qn) = zh(z) . (6.1)
The general theory of linear q-difference equations, when only a finite
number of coefficients do not vanish and are power series in z goes
back to Carmichael (1912), Birkhoff (1913), Adams (1929, 1931), and
Trjitzinsky (1938) and has been revived recently by Be´zivin (1992),
Ramis (1992), Sauloy (2000, 2003) and Zhang (1999, 2002) among
others (see Ramis, Sauloy and Zhang, 2013, for references). The
modern theory classifies these equations and studies the divergent
series that are formal solutions, parallelling the theory of ordinary
differential equations and their formal power series solutions. While
this theory is relevant to (6.1), it appears to provide only upper
bound on the coefficients of the power series h when f is a poly-
nomial, and those bounds do not seem to translate into a precise
estimate on the coefficients of g. However, (6.1) is still interesting
in connection to (1.1), since it allows us to provide explicit formal
solutions to (1.1). For this purpose, we need the following definition.
Definition 6.1. A zero κ of f is q-extremal if f(κ/qn) 6= 0 for
any n > 1.
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We then have the following set of formal solutions to (1.1), and it
is an open problem to determine if other solutions exist.
Proposition 6.2. For each q-extremal zero κ of f , (1.1) has a
formal solution
gκ(z) = κ
1 +
∑
n>1
zn
qn
∏
16i6n f(κ/q
i)
1 +
∑
n>1
zn∏
16i6n f(κ/q
i)
.
Proof. Let κ be a q-extremal zero of f . We set η = κ in (6.1) and
apply [zk] to both sides of (6.1) to obtain


∑
n>1
fn
κn
qnk
hk = hk−1 if k > 1,
∑
n>1
fnκ
nh0 = 0 ,
that is {
f(κ/qk)hk = hk−1 if k > 1
f(κ)h˜0 = 0 .
(6.2)
Since κ is q-extremal, f(κ/qk) does not vanish for any positive k and,
by induction, (6.2) yields
hk =
h0∏
16i6k f(κ/q
i)
.
Thus,
h(z) = h0
∑
n>0
zn∏
16i6n f(κ/q
i)
(6.3)
and g follows.
It is easy to give sufficient conditions for gκ to be an ac-
tual solution. To fix the ideas, let us consider q in (0, 1). If
lim inft→sign(κ)∞ |f(t)| > 0, we see that the function h in (6.3) has
a positive radius of convergence and gη is a well defined function.
Conversely, if limt→sign(κ)∞ f(t) = 0, then h is a divergent series and
the solution gκ is only a formal one.
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One may wonder if one could use a similar change of function,
namely, g(z) = zh(z/q)/h(z), in order to recover the solution of
(1.1) with vanishing constant coefficient. Such a change of function
transforms (1.1) into
∑
n>1
fn
zn
q(
n
2)
h(z/qn) = zh(z) .
Since h is determined up to a multiplicative constant, we take h0 = 1.
Applying [zk] to both sides of this identity, we obtain
∑
16n6k
fn
q(
n
2)+n(k−n)
hk−n = hk−1 ,
that is, setting m = k − n,
∑
06m6k−2
fk−m
q(k−m)(k+m−1)/2
hm = hk−1
(
1−
f1
qk−1
)
.
In the setting of Theorem 2.4, we have f(z) = z
(
1 − φ(z)
)
, so that
f1 = 1 and fn = −φn−1. Substituting k + 1 for k, we obtain( 1
qk
− 1
)
hk =
∑
06m6k−1
φk−m
q(k−m+1)(k+m)/2
hm . (6.4)
In order to analyze the asymptotic behavior of the sequence (hn),
we now distinguish according to the position of q with respect to 1.
Case 0 < q < 1. Recall that we took h0 = 1. Since 1/q
k > 1 for any
k > 1, identity (6.4) shows that if the φi are nonnegative, so are the
hk. Then, let N be such that φN is positive. Isolating the term for
which m = k −N in (6.4), we obtain
( 1
qk
− 1
)
hk >
φN
q(N+1)(2k−N)/2
hk−N .
Since 1/qk > (1/qk)− 1, this yields
hk >
hk−N
qkN
qN(N+1)/2φN .
By induction, since h0 = 1, then at least some hm is positive,
and then hm+kN grows at least like q
−N2k2/2(1+o(1)) as k tends to
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infinity. This precludes h(z) to be a convergent series, which was to
be expected since the solution of (1.1) is a divergent series.
Case q > 1. Since (k−m+1)(k+m) > 2k in the range 0 6 m 6 k−1,
identity (6.4) yields
(
1−
1
qk
)
|hk| 6
1
qk
∑
06m6k−1
φk−m|hm| . (6.5)
We will now show that this inequality implies that h has infinite
radius of convergence, as soon as the q-Borel transform Bq;1φ(z) =∑
j>0 q
−j2/2φjz
j has an infinite radius of convergence, that is, as
soon as (5.1) holds. In particular, if φ(z) has a positive radius of
convergence, then the radius of convergence of h is infinite.
Set Hk = max06i6k |hi|. If 0 6 m 6 k − 1, then (k −m+ 1)(k +
m) > (k −m)2. Thus, identity (6.4) yields
(
1−
1
q
)
|hk| 6
∑
06m6k−1
φk−m
q(k−m)2/2
Hk−1 .
Therefore,
Hk 6
q
q − 1
Bq;1φ(1)Hk−1 .
By induction, this shows that there exists a positive constant c such
that Hk 6 c
k. Consequently, h˜(z) =
∑
n>0 |hn|z
n has a positive
radius of convergence.
In the range 0 6 m 6 k − 1, we also have (k −m + 1)(k +m) >
(k −m)2 + 2m. Therefore, (6.4) implies
(
1−
1
q
)
|hk| 6
∑
06m6k−1
φk−m
q(k−m)2/2
|hm|
qm
.
Considering a positive real number x and multiplying both sides of
this inequality by xk, summing over k, setting j = k −m − 1, and
using that φ0 = 0, we obtain
(
1−
1
q
)
h˜(x) 6
∑
m>0
j>0
φj+1
q(j+1)2/2
xj+1
|hm|
qm
xm
= h˜(x/q)Bq;1φ(x) . (6.6)
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By assumption, the q-Borel transform Bq;1φ has infinite radius
of convergence. Since the radius of convergence of h˜ is positive,
inequality (6.6) shows that this radius is infinite. The radius of
convergence of h coincides with that of h˜, and so is also infinite.
7. Proof of Theorem 2.4. Define the sequence (tn)n∈N by∑
n>0
tnq
−(n+12 )f(z) · · · f(qnz) = z . (7.1)
Applying U−1f,q , that is, Ug,1/q, on both sides of this identity and
switching the left and right hand sides,
g(z) =
∑
n>0
tnq
−(n+12 )zn+1 .
Hence, g0 = 0 and
gn+1 = q
−(n+12 )tn (7.2)
for any nonnegative integer n.
The proof consists in studying the sequence (tn). Because the
strategy used is likely to be useful in studying similar combinatorial
sequences related to q-series, and because the length of the proof
may hide the simplicity of the approach in the technical details, we
now outline the proof. We will first show that we can assume that
ζ = 1, which we do from now on in this outline.
It is convenient to define
Φn = Γ(ρ)
(
1− φ
(
1−
1
n
))
and
L(q) =
1∏
j>1
(
1− φ(qj)
) .
Since gn+1 = q
−(n+12 )tn and (Φn) is regularly varying, it is easy
to see that Theorem 2.4 is equivalent to the following.
Theorem 7.1. Let (tn) be as in (7.1). Suppose that assumptions
(i)—(iv) of Theorem 2.4 hold and that ζ = 1. Then,
(i) lim infn→∞ nΦntn = L(q);
(ii) the sequence (nΦntn)n>0 converges to L(q) except possibly on a
set of integers of density 0;
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(iii) for any j, limn→∞ nΦn[q
j ]tn = [q
j ]L(q).
To continue our outline, the first step to prove Theorem 7.1 is
to use a form of generating function for the sequence (tn). In our
case, it turns out that relation (7.1) and representation (2.1) yield
the identity (
1− φ(z)
)∑
n>0
tnz
n
∏
16j6n
(
1− φ(qjz)
)
= 1 .
In this identity, for n large, the products are about
∏
j>1
(
1−φ(qjz)
)
,
which, when z is 1 is 1/L(q). This suggests that
lim
z→1
(
1− φ(z)
)∑
n>0
tnz
n = L(q) .
From such a limit, a Tauberian theorem gives immediately that
lim
n→∞
ρΦn
∑
06i<n
ti = L(q) . (7.3)
This is like a Cesa`ro limit of the sequence (tn). Since there does
not seem to be a way to show that the sequence (tn) is ultimately
monotone, we need to resort to further arguments to go from
this Cesa`ro type limit to an actual limit. However, the standard
argument based on monotonicity suggests that we should have
tn ∼ C/ρnΦn as n tends to infinity. In this case we should expect
(7.3) to yield
lim
n→∞
Φn
∑
06i<n
C
iΦi
= L(q) .
Since (Φn) is regularly varying of negative index −ρ, Karamata’s
theorem implies
lim
n→∞
Φn
∑
06i<n
1
iΦi
=
1
ρ
.
Thus, C = ρL(q) and we would have limn→∞ nΦntn = L(q).
To justify this heuristic, we need a more direct description of the
sequence (tn). This is provided by a recursion which at first looks
hopelessly complicated. To write it, for any tuple of nonnegative
integers (n1, . . . , ni) with sum n1 + · · · + ni = n, we define
Li(n1, . . . , ni) =
(
n
2
)
−
∑
16j6i
(
nj
2
)
+
∑
16j6i
(j − 1)nj . (7.4)
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Then we will see that (tn) obeys the recursion
tn = 1{n = 0 }+
∑
i>1
φi
∑
n1,...,ni+1
tn1 · · · tni+1q
Li+1(n1,...,ni+1)
1{n1 + · · ·+ ni+1 = n− i } . (7.5)
How may one study such a recursion once one knows that (tn)
converges in some form of Cesa`ro sense? As indicated in Barbe and
MacCormick (2012), recursion (7.5) is a generalization of (3.3). In
particular (7.5) implies that each tn is a polynomial in q; thus as we
did in the proof of Proposition 3.1, we may consider [qj ]tn. We will
see that Li+1(n1, . . . , ni+1) = 0 if and only if n2 = · · · = ni+1 = 0.
Thus, defining
ǫn = tn −
∑
16i6n
φitn−i , (7.6)
recursion (7.5) implies that ǫn is a sum of polynomials in the ideals
generated by the qLi+1(n1,...,ni+1) with n1 < n − i. It happens that
Li+1(n1, . . . , ni+1) is fairly large for most tuples (n1, . . . , ni+1). This
suggests that if we consider [qj ]ǫn, very few terms will remain — in
fact about jj terms, a large number in terms of j, but a small one in
terms of n. This is the key to estimate the magnitude of [qj ]ǫn. Then,
we can express tn in terms of ǫn and show that for any integer j, the
sequence (nΦn[q
j ]tn)n>0 converges; we can then identify this limit
as [qj ]L(q). By summing over j, these limits provide the inequality
lim infn→∞ nΦntn > L(q). This and the Cesa`ro type limit yield
Theorem 7.1. We now turn to the actual proof, which we will divide
into several steps for the sake of clarity.
Step 1. Reduction to ζ=1. Since the proof is slightly easier to
write when ζ is 1, we show in this preliminary step how to reduce
the general case to that where ζ is 1.
Lemma 7.2. If g(z) is the right inverse of f(z), then g(λz)/λ is
the right inverse of f(λz)/λ.
Proof. Let g˜(z) be the right inverse of f(λz)/λ. Since [zn]
(
f(λz)/λ
)
is λn−1fn, we deduce from (1.1) that
∑
n>1
fnλ
n−1g˜(z)g˜(z/q) · · · g˜(z/qn−1) = z ,
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that is ∑
n>1
fn
(
λg˜(z)
)(
λg˜(z/q)
)
· · ·
(
λg˜(z/qn−1)
)
= λz .
It then follows from the uniqueness of the right inverse and the
definition (1.1) that λg˜(z) = g(λz).
We now explain why Theorem 2.4 is equivalent to Theorem 7.1.
Start with f and φ as in Theorem 2.4, that is with ζ which may
not be 1. Set f˜(z) = f(ζz)/ζ. This change of function ensures that
[z1]f˜ = [z1]f . The smallest nonnegative zero of f˜ is ζ˜ = 1. Writing
f˜(z) = z
(
1− φ˜(z)
)
, we see that φ˜(z) = φ(ζz). Thus,
1− φ˜(1− 1/n)) = 1− φ(ζ(1− 1/n)
)
and ∏
j>1
(
1− φ˜(qj)
)
=
∏
j>1
(
1− φ(ζqj)
)
.
Since g(z) = ζg˜(z/ζ), we have gn = ζ
1−ng˜n. The equivalence
between Theoren 2.4 and 7.1 then follows.
To conclude this first step, we can assume that ζ = 1, which we
do from now on.
Step 2. Cesa`ro type limit for (tn). Our goal in this subsection
is to prove the following result.
Proposition 7.3. limn→∞ ρΦn
∑
06i<n ti = L(q). (7.7)
Proof. It follows from (7.1) of this paper, Theorem 5.3 and identity
(5.4) in Barbe and McCormick (2012) that (tn) may be interpreted as
dual coefficients associated with the Catalan power series P (z, t) =
t − tφ(tz). Thus, setting φi = [z
i]φ(z), Theorem 3.3 in Barbe
and McCormick (2012) and its translation as identities (5.18) and
(5.19) in that paper imply that (tn) satisfies the recursion (7.5) —
alternatively, this can be proved directly from (1.1) as indicated
in the remark following this proof. Since (φi)i>1 is a nonnegative
sequence under assumption (i) and t0 = 1, an induction shows that
all the ti’s are nonnegative when q is nonnegative.
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Define the power series
H(z) =
∑
n>0
tnz
n
∏
16j6n
(
1− φ(qjz)
)
. (7.8)
Given (2.1), (7.1) is
(
1− φ(z)
)
H(z) = 1 . (7.9)
At this point, H is a formal power series. To make it a convergent
one, define for any integer n,
An = tn
∏
16j6n
(
1− φ(qj)
)
,
with A0 = t0 = 1, and set
A(x) =
∑
n>0
Anx
n .
Let x be a positive real number less than ζ = 1. Using assumption (i)
of Theorem 2.4, φ is nondecreasing and 1− φ(qj+1x) > 1− φ(qj+1).
Thus, using that φ is nonnegative under assumption (i),
H(x) >
∑
n>0
tnx
n
∏
16j6n
(
1− φ(qj)
)
= A(x) .
This inequality, combined with (7.9), shows that A(x) is a convergent
series when x is in [ 0, 1), and
lim sup
x↑1
(
1− φ(x)
)
A(x) 6 1 . (7.10)
Next, we also have
H(x) =
∏
j>1
(
1− φ(qjx)
)∑
n>0
tnx
n∏
j>n
(
1− φ(qjx)
)
6
∏
j>1
(
1− φ(qjx)
)∑
n>0
tnx
n∏
j>n
(
1− φ(qj)
)
6
∏
j>1
(
1− φ(qjx)
)
∏
j>1
(
1− φ(qj)
) A(x) .
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Therefore, (7.9) yields
lim inf
x↑1
(
1− φ(x)
)
A(x) > 1 .
Combined with (7.10), this implies
lim
x↑1
(
1− φ(x)
)
A(x) = 1 . (7.11)
In other words, A(x) ∼ 1/
(
1 − φ(x)
)
as x tends to 1. As indicated
after (2.2), assumption (iv) implies that the function t 7→ A(1− 1/t)
is regularly varying at infinity with index ρ. Karamata’s Tauberian
theorem for power series (see Bingham, Goldie and Teugels, 1989,
Corollary 1.7.3) and (7.11) imply that
∑
06i<nAi ∼ 1/ρΦn as n
tends to infinity. Since Ai ∼ ti/L(q) as i tends to infinity, we obtain
(7.7).
Remark. In the proof of Proposition 7.3 we showed (7.5) by
interpreting the sequence (tn) as dual coefficients of some q-Catalan
basis. This can also be shown directly from (1.1) as follows. Since
g0 = 0, we set g(z) = zh(z), and since f0 = 1, we rewrite (1.1) as
zh(z) = z −
∑
n>2
fn
q(
n
2)
znh(z)h(z/q) · · ·h(z/qn−1 .
Since fn = −φn−1 for any n > 2,
h(z) = 1 +
∑
i>1
φi
q(
i+1
2 )
zih(z)h(z/q) · · ·h(z/qi) .
Applying [zn] we obtain
hn = 1{n = 0 }+
∑
i>0
φi
q(
i+1
2 )
∑
ni+1,ni,...,n1
q−(0ni+1+1ni+···+in1)
hni+1hni · · · hn11{n1 + · · · + ni+1 = n− i } .
Since tn = q
(n+12 )gn+1 = q
(n+12 )hn, we obtain
tn = 1{n = 0 }+
∑
i>0
φi
∑
n1,...,ni+1
qLi+1(n1,...,ni+1)
tn1 · · · tni+11{n1 + · · ·+ ni+1 = n− i }
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with now
Li+1(n1, . . . , ni+1) = −
∑
16j6i+1
(i+ 1− j)nj
−
∑
16j6i+1
(
nj + 1
2
)
+
(
n+ 1
2
)
−
(
i+ 1
2
)
. (7.12)
and n1 + · · ·+ ni+1 + i+ 1 = n+ 1. Therefore, if n1 + · · ·+ ni = n,
(7.12) yields
Li(n1, . . . , ni) = −
∑
16j6i
(i−j)nj−
∑
16j6i
(
nj + 1
2
)
+
(
n+ i
2
)
−
(
i
2
)
.
(7.13)
Note that
(
nj + 1
2
)
=
(
nj
2
)
+ nj , so that (7.13) is
−(i− 1)n+
∑
16j6i
(j − 1)nj −
∑
16j6i
(
nj
2
)
− n+
(
n+ i
2
)
−
(
i
2
)
.
After an elementary calculation, this coincides with (7.4).
Step 3. Some results on Li . As indicated previously, if the
sequence (ti) were monotone, Theorems 7.1 and 2.4 would follow
readily from Proposition 7.3. However, it does not seem that there
is a simple argument to show that (tn) is monotone, even ultimately.
To proceed further, we need to use whatever extra information we
have on (tn), namely the explicit description given by recursion
(7.5). In this description, the key observation to make is that if
Li+1(n1, . . . , ni+1) is at least a given integer j it is conceivable that
the right hand side of (7.5) is much simpler when applying [qj ].
It is of course a leap of faith, but the example of the q-Catalan
numbers suggests that it is not hopeless. This raises immediately the
question of studying the quantity Li+1(n1, . . . , ni+1) and understand
reasonably well its order of magnitude in relation to the tuple
(n1, . . . , ni+1).
Note that if (n1, . . . , ni) is a tuple with n = n1 + · · · + ni, then,
writing explicitly the binomial coefficients involved in Li, we obtain
Li(n1, . . . , ni) =
n(n− 2)
2
−
1
2
∑
16j6i
n2j +
∑
16j6i
jnj . (7.14)
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To study Li we will need the following definition.
Definition 7.4. Given two positive integers j and k and j < k,
(i) the raising operator Rj,k acts on tuples of length i > k by
increasing the j-th component of the tuple by 1 and decreasing the
k-the component by 1;
(ii) the transposition τj,k acts on a tuple of length i > k by permuting
nj and nk.
For instance, we have
R2,5(1, 2, 3, 4, 5, 6, 7) = (1, 3, 3, 4, 4, 6, 7)
and
τ2,5(1, 2, 3, 4, 5, 6, 7) = (1, 5, 3, 4, 2, 6, 7) .
Raising operators are defined in Macdonald (1995, §I.1).
Note that the raising operators do not change the sum of the
elements of tuples. The following result implies that raising operators
decrease the value of Li on nonincreasing tuples. The second
assertion of the following lemma is essentially in Hardy, Littlewood
and Polya (1952, §10.2) but we reproduce it here for convenience.
Lemma 7.5. Let j < k 6 i be some positive integers. If nk > 1
then
Li(n1, . . . , ni) = Li ◦Rj,k(n1, . . . , ni) + nj − nk − j + k + 1
and
Li(n1, . . . , ni) = Li ◦ τj,k(n1, . . . , ni) + (k − j)(nk − nj) .
The sole purpose of the condition nk > 1 is to ensure that
Rj,k(n1, . . . , ni) is a tuple of nonnegative integers. The result holds
under more general conditions.
Proof. Since the raising operators do not change the sum of the
elements of a tuple, (7.14) yields
Li(n1, . . . , ni)− Li ◦Rj,k(n1, . . . , ni) = −
1
2
(n2j + n
2
k) + jnj + knk
+
1
2
(
(nj + 1)
2 + (nk − 1)
2
)
− j(nj + 1)− k(nk − 1) ,
24
which, after some simplification is the first assertion.
Since the transpositions change neither the sum of the elements
of a tuple nor the sum of their square, (7.14) yields
Li(n1, . . . , ni)− Li ◦ τj,k(n1, . . . , ni) = jnj + knk − jnk − knj ,
which is the second assertion.
In the first assertion of Lemma 7.5, we see that the term nj −
nk + (k − j) + 1 is positive whenever j < k and nj > nk. Hence,
as announced, applying a raising operator to a nonincreasing tuple
decreases the corresponding value of Li. This implies the following
result which tells us when Li is small and whose third assertion
informs us on the sparsity of tuples for which Li exceeds a specified
value.
Lemma 7.6. (i) minn1+···+ni=n Li(n1, . . . , ni) = 0, the minimum
being achieved at the unique tuple (n, 0, . . . , 0).
(ii) min
n1+···+ni=n
n1<n
Li(n1, . . . , ni) = n, the minimum being achieved
at the unique tuple (n− 1, 1, 0, . . . , 0).
(iii) If n1 + · · · + ni = n and k is the greatest index for which nk is
positive, then Li(n1, . . . , ni) > n+ k − 2.
Proof. (i) Consider a tuple (n1, . . . , ni) with n1 + · · · + ni = n.
By ordering its elements in nonincreaing order we minimize the
sum
∑
jnj involved in (7.14). Thus assume from now on that
n1 > n2 > . . . > ni. If some nj is positive, we can decrease Li
by applying the operator R1,j .
(ii) The same argument applies for this second assertion, except that
since n1 is at most n− 1, we must keep some nj with j > 2 positive.
The best we can do after ordering the tuple in nonincreasing order
is by applying some raising operators R2,j as many times as possible
and then the raising operator R1,2 until we reduce n2 to 1. We
then obtain the tuple (n − 1, 1, 0, . . . , 0) for which Li has, from its
definition, the value
(
n
2
)
−
(
n−1
2
)
+ 1, which is n.
(iii) Consider a tuple for which k is the greatest index for which
nk does not vanish. We can decrease the value of Li on this
tuple using transpositions to order, in nonincreasing order, only
the positive entries of the tuples; for instance, we would reorder
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(6, 0, 0, 0, 5, 7, 0, 2, 0, 0) as (7, 0, 0, 0, 6, 5, 0, 2, 0, 0). Then, we can
reduce further the value of Li by applying some raising operator
to bring the tuple to the form (n− 1, 0, . . . , 0, 1, 0, . . . , 0) where the
1 entry is the k-th. Since
Li(n− 1, 0, . . . , 0, 1, 0, . . . , 0) =
(
n
2
)
−
(
n− 1
2
)
+ k− 1 = n+ k− 2 ,
this proves (iii).
We now make a parenthetical comment concerning this third step
and the combinatorics of partitions and tableaux. Recall that a
composition of n is a tuple (n1, . . . , ni) of nonnegative integers which
sum to n. A partition of n is a composition (n1, . . . , ni) of n such
that n1 > · · · > ni. These tuples can be extended to sequences, by
agreeing that nj is 0 if j > i. We refer to Macdonald (1995) for the
terminology that we will use.
For a partition (n1, . . . , ni), one defines the conjugate partition
n′j = ♯{ i : ni > j }. We then have
∑
i>1
(i− 1)ni =
∑
j>1
(
n′j
2
)
.
Thus,
Li(n1, . . . , ni) =
(
n
2
)
−
∑
i>1
(
ni
2
)
+
∑
j>1
(
n′j
2
)
. (7.15)
Lemma 7.6 asserts that Li(n1, . . . , ni) is minimum when (n1, . . . , ni)
is (n, 0, . . . , 0), and we can also check that Li(n1, . . . , ni) is maximal
when (n1, . . . , ni) is (0, 0, . . . , n), the maximal value being n(i − 1).
The difference
∆(n1, . . . , ni) =
∑
j>1
(
nj
2
)
−
∑
i>1
(
n′i
2
)
involved in (7.15) vanishes when ni = n
′
i and is a measure of the
discrepency between a partition and its conjugate, or analogously of
the asymmetry of the tableau associated to a partition. This dis-
crepency is in some sense maximal when the partition is (n, 0, . . . , 0)
and (7.15) is
∆(n1, . . . , ni)−∆(n, 0, . . . , 0) .
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Thus, by calculating this difference, Li measures a form of closeness
to the most unsymmetric partition (n, 0, . . . , 0).
Step 4. Bounding [ qj ]ǫn . The purpose of this part of the proof is
to obtain some reasonable bounds on [qj ]ǫn which we will then use for
showing that (nΦn[q
j ]tn)n>0 converges. In the course of the proof we
will need the operatorsPk which map a power series g(z) =
∑
i>0 giz
i
to its projection on the space spanned by z0, z1, . . . , zk−1, that is
Pkg(z) =
∑
06i<k
giz
i ,
with the convention that P0 is 0.
Lemma 7.7. The following hold:
(i) [q0]ǫn = 1{n = 0 }.
(ii) For any nonnegative integer j there exists a nonnegative real
number cj such that [q
j ]ǫn ∼ cjφn−j as n tends to infinity.
(iii) For any nonnegative integer j there exists a real number c˜j such
that for any n,
0 6 [qj ]ǫn 6 c˜j
∑
n−j6i6n−1
φi .
Our proof does not excludes that cj in the second assertion of the
lemma may vanish. If this is the case, the statement should be read
as [qj ]ǫn = o(φn−j).
Proof. In the recursion (7.5), taking into consideration the second
indicator function, that t0 = 1 and Lemma 7.6.i holds, if n1 = n− i
then
tn1 . . . tni+1q
Li+1(n1,...,ni+1) = tn−i .
Moreover, if i = n then the only tuple (n1, . . . , ni+1) such that
n1 + · · · + ni+1 = n − i is that for which n1 = n − i = 0 and all
the other nj vanish as well. Therefore, isolating the term for which
n1 = n − i in recursion (7.5), we obtain, given how ǫn is defined in
(7.6),
ǫn = 1{n = 0 }+
∑
16i6n−1
φi
∑
n1,...,ni+1
n1<n−i
tn1 · · · tni+1q
Li+1(n1,...,ni+1)
1{n1 + · · · + ni+1 = n− i } . (7.16)
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(i) If n > 1 and i 6 n− 1 and n1+ · · ·+ni+1 = n− i and n1 < n− i,
then Lemma 7.6.ii shows that
Li+1(n1, . . . , ni+1) > n− i > 1 . (7.17)
Thus, if n is at least 1, each term tn1 · · · tni+1q
Li+1(n1,...,ni+1) involved
in (7.16) is in the ideal generated by q. This implies [q0]ǫn = δ0,n.
(ii) Given assumption (iii) of Theorem 2.4, set ρj = limn→∞ φn+j/φn.
Then, define
cj =
∑
16i6j
ρj−i
∑
n1,...,nj+1
n1<i
[qj−Lj+1(n1,...,nj+1)](tn1 · · · tnj+1)
1{n1 + · · · + nj+1 = i } .
Since (7.17) holds, the term tn1 · · · tni+1q
Li+1(n1,...,ni+1) in (7.16) is
in the ideal generated by qn−i. Thus, whenever n− i > j,
[qj ](tn1 · · · tni+1q
Li+1(n1,...,ni+1)) = 0 .
Therefore, applying [qj ] to both sides of (7.16), we obtain
[qj ]ǫn =
∑
n−j6i6n−1
φi
∑
n1,...,ni+1
n1<n−i
[qj−Li+1(n1,...,ni+1)](tn1 · · · tni+1)
1{n1 + · · · + ni+1 = n− i } . (7.18)
In the range n− i 6 j, a tuple (n1, . . . , ni+1) with n1 + · · ·+ ni+1 =
n− i 6 j may have at most j nonzero elements. By Lemma 7.6.iii, if
the last nonzero element has index k then, for i in the range of the
summation in (7.18),
Li+1(n1, . . . , ni+1) > n− i+ k − 2 > k − 1 .
Thus, if Li+1(n1, . . . , ni+1) 6 j, then (n1, . . . , ni+1) is in fact
(n1, . . . , nj+1, 0, . . . , 0) and
Li+1(n1, . . . , ni+1) = Lj+1(n1, . . . , nj+1) .
Given (7.18), this implies that [qj ]ǫn is∑
n−j6i6n−1
φi
∑
n1,...,nj+1
n1<n−i
[qj−Lj+1(n1,...,nj+1)](tn1 · · · tnj+1)
1{n1 + · · · + nj+1 = n− i }
=
∑
16i6j
φn−i
∑
n1,...,nj+1
n1<i
[qj−Lj+1(n1,...,nj+1)](tn1 · · · tnj+1)
1{n1 + · · · + nj+1 = i } . (7.19)
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Since the tn are polynomials in q with nonnegative coefficients and
the sequence (φn) satisfies assumption (iii) of Theorem 2.4, we obtain
that [qj ]ǫn ∼ φn−jcj as n tends to infinity.
(iii) The summation over n1, . . . , nj+1 and n1 < i in (7.19) is at most
c˜j = max
16i6j
∑
n1,...,nj+1
n1<i
[qj−Lj+1(n1,...,nj+1)](tn1 · · · tnj+1)
1{n1 + · · · + nj+1 = i } .
The third assertion of the lemma follows.
It will prove convenient to record the following consequences of
Lemma 7.7.
Lemma 7.8. (i) For any 1 6 j 6 n1 < n2,∑
n16n<n2
[qj ]ǫn 6 c˜j(n2 − n1)
∑
n1−j6i<n2
φi .
(ii) [qj ]ǫn 6 jc˜j maxn−j6i6n−1 φi.
(iii)
∑
i>0[q
j ]ǫi 6 jc˜j.
In particular, assertion (iii) of Lemma 7.8 shows that the series of
nonnegative terms
∑
i>0[q
j ]ǫi is finite.
Proof. (i) Lemma 7.7.iii ensures that the left hand side in the
statement is at most
c˜j
∑
n,i
1{n− j 6 i 6 n− 1 ; n1 6 n < n2 }φi
6 c˜j
∑
n,i
1{n1 − j 6 i < n2 − 1 ; n1 6 n < n2 }φi
This upper bound is the right hand side of the statement.
(ii) It follows immediately from Lemma 7.7.iii.
(iii)Using Lemma 7.7.iii,∑
n>0
[qj ]ǫn 6 c˜j
∑
n,i
1{n− j 6 i 6 n− 1 ; n > 0 }φi
= c˜j
∑
n,i
1{ i+ 1 6 n 6 i+ j ; n > 0 }φi
6 c˜jj
∑
i
φi .
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The result follows since
∑
i>1 φi = φ(1) = 1.
Step 5. (nΦn[ q
j ]tn)n>0 converges. We are now in position to
prove that (nΦn[q
j ]tn) is a convergent sequence, even though we will
not be able to explicitly describe its limit in this step.
Lemma 7.9. For any integer j,
lim
n→∞
nΦn[q
j ]tn =
∑
i>0
[qj ]ǫn
and this limit is finite.
We will show later how this limit can be made explicit in terms
of the original data of the problem, namely the function φ.
To prove Lemma 7.9, we will need the following auxilliary result.
Recall that we write [zi]1/(1−φ) for the coefficient of zi in the power
expansion of 1/
(
1− φ(z)
)
.
Lemma 7.10. For any nonnegative integer j,
lim
N→∞
lim sup
n→∞
nΦn
∑
06i6n−N
[zi]
1
1 − φ
φn−j−i = 0 .
Proof. We first prove the assertion when j vanishes. Note that
φn−i = [z
n−i]φ and for any n > 1
∑
06i6n
[zi]
1
1 − φ
[zn−i]φ = [zn]
φ
1− φ
= [zn]
(
−1 +
1
1− φ
)
= [zn]
1
1− φ
.
Therefore, for any n > N ,
∑
06i6n−N
[zi]
1
1− φ
[zn−i]φ = [zn]
1
1 − φ
−
∑
n−N<i6n
[zi]
1
1 − φ
φn−i .
(7.20)
Using assumption (iv) of Theorem 2.4, which implies (2.2), uniformly
in i between n−N and n,
[zi]
1
1 − φ
∼ [zn]
1
1− φ
∼
1
nΦn
(7.21)
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as n tends to infinity. Thus, (7.20) is
1
nΦn
(
1 + o(1)−
∑
06i<N
φi
(
1 + o(1)
))
.
The assertion follows since
∑
i>0 φi = φ(1) = 1.
Assume now that j is positive. Set
An,j,N = nΦn
∑
06i6n−N
[zi]
1
1− φ
φn−j−i
Since
An,j,N =
nΦn
(n− j)Φn−j
An−j,0,N−j ,
the result follows from the regular variation of the sequence (nΦn)
and the result when j vanishes.
Proof of Lemma 7.9. Let B be the backward shift, mapping
tn to tn−1. We agree to set tn = 0 if n is negative, so that
ǫn = (1− φ)(B)tn. We then have
tn =
1
1− φ
(B)ǫn =
∑
06i6n
(
[zi]
1
1− φ
)
ǫn−i . (7.22)
Applying [qj ] to both sides of this identity and multiplying by nΦn,
nΦn[q
j ]tn = nΦn
∑
06i6n
[zi]
1
1− φ
[qj ]ǫn−i .
We will prove that the right hand side converges and this will require
us to split the sum into two parts.
Since 1/(1 − φ) =
∑
k>0 φ
k, and the φi are nonnegative, all the
coefficients [zi]
(
1/(1− φ)
)
are also nonnegative.
Let η be a positive real number less than 1. Using Lemma 7.7.ii,
there exists an integer N such that for any integer n at least N , the
coefficient [qj ]ǫn is between (1 − η)cjφn−j and (1 + η)cjφn−j when
cj is positive. Thus, whenever n is at least N ,
nΦn
∑
06i<n−N
[zi]
1
1− φ
[qj ]ǫn−i
6 (1 + η)cjnΦn
∑
06i<n−N
[zi]
1
1 − φ
φn−j−i . (7.23)
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Using Lemma 7.10, this upper bound can be made arbitrarily small
by taking N large and n large enough. Substituting −η for η gives
a matching lower bound. The case cj = 0 is handled analogously.
Next, using (7.21), and the nonnegativity of [qj ]ǫi, we also obtain
nΦn
∑
n−N6i6n
[zi]
1
1 − φ
[qj ]ǫn−i ∼
∑
06i6N
[qj ]ǫi , (7.24)
as n tends to infinity. Combining (7.23) and (7.24), we obtain that
lim
n→∞
nΦn[q
j ]tn =
∑
i>0
[qj ]ǫi
and the limiting sum is finite as indicated in Lemma 7.8.
Step 6. Cesa`ro limit for ([ qj ]tn). The drawback of Lemma 7.9
is that it does not tell us what the limit of (nΦn[q
j ]tn)n>0 is. To
identify this limit, our next result shows that we can apply [qj ] to
both sides of (7.7) and permute it with the limit in the left hand
side.
Lemma 7.11. For any nonnegative integer j,
lim
n→∞
ρΦn
∑
06i<n
[qj ]ti = [q
j ]L(q) .
Before proving Lemma 7.11, we need an elementary result. Recall
that whenever k is an integer, Pk is the operator that maps a
power series
∑
i>0 gix
i to its projection on the space spanned by
x0, . . . , xk−1 with the convention that P0 is 0.
Lemma 7.12. Let g(z) =
∑
i>0 giz
i be a series with nonnegative
coefficients. Then, for any nonnegative integer k and any real
numbers 0 6 x 6 y,
0 6 g(x)− Pkg(x) 6
(x
y
)k
g(y) .
Proof. It follows from
0 6
∑
i>k
gix
i
6
∑
i>k
(x
y
)i
giy
i
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and that (x/y)i 6 (x/y)k whenever i is at least k.
Proof of Lemma 7.11. We write tn for ρΦn
∑
06i<n ti. Recursion
(7.5) shows that tn = tn(q) is a polynomial in q with nonnegative
coefficients. In particular if q is at most r then, using Proposition
7.3,
qk[qk]tn 6 tn(q) 6 tn(r) 6 L(r) + o(1)
where the o(1) term is as n tends to infinity and uniform in the
index k. Consequently, for any n large enough, ([qk]tn)k>0 is
in
∏
k>0[ 0, 2L(r)/q
k ]. By Tychonoff’s theorem, the sequence of
sequences n 7→ ([qk]tn)k>0 belongs to a compact set for the product
topology. It has a cluster point. Let (ak)k>0 be such a cluster
point and let nj 7→ ([q
k]tnj )k>0 be a subsequence which converges
to that cluster point as j tends to infinity. Set a(x) =
∑
k>0 akx
k.
Since the ak’s are necessarily nonnegative, the function a is well
defined on [ 0,∞), though possibly infinite. However, since ak is in
[ 0, 2L(r)/qk ], the radius of convergence of a is at least q as long as
L(r) is finite. By lemma 7.12,
0 6 ti(q)− Pkti(q) 6
(q
r
)k
ti(r) .
Thus, summing over i from 0 to n− 1 and multiplying by ρΦn,
0 6 tn(q)− Pktn(q) 6
(q
r
)k
tn(r) ,
and, taking limit along the subsequence (nj) and using Proposition
7.3,
0 6 L(q)− Pka(q) 6
(q
r
)k
L(r) .
It follows that limk→∞ Pka(q) = L(q) for any q less than the radius
of convergence of L. Since Pka(q) is the partial sum
∑
06n<k anq
n,
this means that a and L coincide. Consequently, the sequence
n 7→ ([qk]tn)k>0 has a unique cluster point, which is ([q
k]L)k>0,
and it converges to this cluster point, which is what Lemma 7.11
asserts.
Step 7. Identifying the limit of (nΦn[ q
j ]tn). Following the
principle that a sequence which converges converges to its Cesa`ro
limit, we combine Lemmas 7.9 and 7.11 to obtain the following result.
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Lemma 7.13. limn→∞ nΦn[q
j ]tn = [q
j ]L.
Proof. Using Lemma 7.9, the sequence (nΦn[q
j ]tn)n>0 converges
to a limit M which depends on j. We need to show that M is
[qj ]L. Given Lemma 7.11, we consider Φn
∑
06i<n[q
j ]ti. Let N be a
positive integer. Since (Φn) converges to 0,
lim
N→∞
lim
n→∞
Φn
∑
06i6N
[qj ]ti = 0 .
Next, let ǫ be a positive real number. We have
Φn
∑
N6i<n
[qj ]ti = Φn
∑
N6i<n
1
iΦi
iΦi[q
j ]ti .
If N is large enough, this sum is at most
(1 + ǫ)ΦnM
∑
N6i<n
1
iΦi
,
and at least the same bound with −ǫ substituted for ǫ. Using
Karamata’s theorem, this sum is equivalent to
(1 + ǫ)ΦnM
1
ρΦn
.
Since ǫ is arbitrary this shows that
lim
n→∞
Φn
∑
06i<n
[qj ]tn = M/ρ .
Lemma 7.11 then yields [qj ]L = M .
Concluding the proof of Theorem 7.1. We first prove part of
assertion (i) of Theorem 7.1. Let j be a nonnegative integer. Since
tn > Pjtn, Lemma 7.13 yields
lim inf
n→∞
nΦntn > lim
n→∞
ΦnPjtn = PjL .
Since j is arbitrary, and limj→∞ PjL = L, we proved that
lim inf
n→∞
nΦntn > L . (7.25)
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The proof of assertion (ii) of Theorem 7.1 will imply that the
inequality in (7.25) is in fact an equality.
Proof assertion (ii) of Theorem 7.1. Our next result, which is in a
more general setting than that used so far, shows that Proposition
7.3 and (7.25) imply the convergence of (nΦntn) on a set of integers
of density 1. The convergence except on a set of integers of density 0
in Theorem 2.4 follows readily since (tn) and (gn) are related through
(7.2). Moreover, with (7.25) this implies that lim infn→∞ nΦntn = L.
Lemma 7.14. Let (tn) be any nonnegative sequence such that
(i) limn→∞ ρΦn
∑
06i<n ti = L, and
(ii) lim infn→∞ nΦntn > L.
Then (nΦntn) converges to L on a set of integers of density 1.
Proof. Let ǫ and δ be some positive real numbers. For any n large
enough,
L+ ǫ > ρΦn
∑
06i<n
ti
> ρΦn
∑
06i<N
ti + ρΦn
∑
N6i<n
1
iΦi
iΦiti1{ iΦiti 6 L+ δ }
+ (L+ δ)ρΦn
∑
N6i<n
1
iΦi
1{ iΦiti > L+ δ } . (7.26)
Using assumption (ii), whenever N is large enough, iΦiti > L− ǫ for
any i > N . Then, dropping the first sum in the right hand side of
(7.26), (7.26) is at least
(L− ǫ)ρΦn
∑
N6i<n
1
iΦi
1{ iΦiti 6 L+ δ }
+ (L+ δ)ρΦn
∑
N6i<n
1
iΦi
1{ iΦiti > L+ δ } .
Collecting the terms involving L, this is at least
LρΦn
∑
N6i<n
1
iΦi
− ǫρΦn
∑
N6i<n
1
iΦi
+
δρ
n
∑
N6i<n
nΦn
iΦi
1{ iΦiti > L+ δ } . (7.27)
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Since (nΦn) is a regularly varying sequence of index 1− ρ less than
1, Karamata’s theorem implies∑
N6i<n
1
iΦi
∼
1
ρΦn
as n tends to infinity. Moreover, using the uniform convergence
theorem for regularly varying sequence, for any n large enough,∑
N6i6n
nΦn
iΦi
1{ iΦiti > L+ δ }
> (1− ǫ)
∑
ǫn6i6n
(n
i
)1−ρ
1{ iΦiti > L+ δ } .
Since 1− ρ is nonnegative, this is at least
(1− ǫ)
∑
ǫn6i6n
1{ iΦiti > L+ δ }
> (1− ǫ)
∑
06i6n
1{ iΦiti > L+ δ } − (1− ǫ)ǫn .
Thus (7.27) is at least
L− ǫ+
δρ(1− ǫ)
n
∑
06i<n
1{ iΦiti > L+ δ } − (1− ǫ)ǫ+ o(1)
as n tends to infinity. Since ǫ is arbitrary, this and (7.26) yield
L > L+ δρ lim sup
n→∞
1
n
∑
06i<n
1{ iΦiti > L+ δ } ,
which, after removing L from both sides, is the result
Remark. Given that the last summation in (7.27) is a weighted
density, one may wonder if we could prove a result stronger than
stated. This is not the case, for, using that (nΦn) is regularly varying
with nonnegative index 1− ρ,
Φn
∑
06i<n
1
iΦi
1{ iΦiti > L+ δ }
6
1
n
∑
06i<ǫn
nΦn
iΦi
+
1
n
∑
ǫn6i<n
(n
i
)1−ρ
1{ iΦiti > L+ δ }
(
1 + o(1)
)
6
∫ ǫ
0
du
u1−ρ
(
1 + o(1)
)
+
1
ǫ1−ρ
1
n
∑
06i<n
1{ iΦiti > L+ δ }
(
1 + o(1)
)
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as n tends to infinity. Since ǫ is arbitrary, this shows that
lim
n→∞
1
n
∑
06i<n
1{ iΦiti > L+ δ } = 0 (7.28)
implies
lim
n→∞
Φn
∑
06i<n
1
iΦi
1{ iΦiti > L+ δ } = 0 . (7.29)
Thus, under assumption (iv) of Theorem 2.4, (7.28) and (7.29) are
equivalent.
8. Proof of Proposition 2.5. As in the proof of Theorem 2.4, we
assume that ζ is 1. Assumption (ii) of Proposition 2.5 implies that
φ is differentiable at 1, and therefore, ρ = 1 and
Φn ∼ φ
′(1)/n . (8.1)
The next lemma shows that (ǫn) defined in (7.6) converges to 0
at an exponential rate.
Lemma 8.1. Under the assumption of Proposition 2.5, for any q
in [ 0, 1), there exists r in [ 0, 1) such that ǫn 6 r
n for any n large
enough.
Proof. As in (7.16), we have for any n at least 1,
ǫn =
∑
16i6n−1
φiq
n−i
∑
n1,...,ni+1
n1<n−i
tn1 · · · tni+1q
Li+1(n1,...,ni+1)−(n−i)
1{n1 + · · ·+ ni+1 = n− i } . (8.2)
Lemma 7.6 shows that in this sum, the exponent Li+1(n1, . . . , ni+1)−
(n− i) is nonnegative. Then, since q is in [ 0, 1), Proposition 7.3 and
(8.1) yield for any n,
max
06i6n
ti 6
∑
06i6n
ti 6 c(n+ 1) .
Thus, (8.2) implies
ǫn 6
∑
16i6n
φiq
n−i
(
c(n+ 1)
)i+1
♯{ (n1, . . . , ni+1) : n1 + · · · + ni+1 = n− i }
6
∑
16i6n
φiq
n−i
(
c(n+ 1)
)i+1
ni .
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Thus, for n > 1,
ǫn 6 n
2 max
16i6n
φi(cn
2)iqn−i .
Let r be in (q, 1). Using assumption (ii) of Proposition 2.5, let M be
a number such that
lim sup
n→∞
log φn
n logn
< −M < −2 .
Let i0 be such that log φi 6 −Mi log i whenever i is at least i0. If
i 6 i0,
φi(cn
2)iqn−i 6 (cn2)i0q−i0 max
16j6i0
φjq
n .
If n is large enough, this upper bound is less than rn.
If i > i0, then
φi(cn
2)iqn−i 6 exp
(
−Mi log i+ i log(cn2) + (n− i) log q
)
.
The function
k(x) = −Mx log x+ x log(cn2) + (n− x) log q
has a maximum at x∗ = (cn2/q)1/M/e and k(x∗) ∼ n log q as n tends
to infinity. Thus,
ǫn 6 n
2 exp
(
n(log q)
(
1 + o(1)
))
as n tends to infinity and the result follows.
Using Theorem IV.10 or VI.12 in Flajolet and Sedgewick (2009),
[zn]
1
1 − φ
∼
1
θ(1)
as n tends to infinity. To conclude the proof of Proposition 2.5,
recall representation (7.22). We substitute ǫn for [q
j ]ǫn in the proof
of Lemma 7.9, which then implies that
lim
n→∞
nΦntn =
∑
i>0
ǫi (8.3)
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Lemma 8.1 ensures that the limiting series converges. Assumption
(ii) implies that φ is differentiable at 1, so that ρ is 1 and nΦn ∼ φ
′(1)
as n tends to infinty. Thus, (8.3) states that (tn) converges. Its limit
coincides with its Cesa`ro limit, and Proposition 7.3 asserts that the
limit is L(q)/φ′(1). Proposition 2.5 then follows from relation (7.2)
between gn and tn.
9. Proof of Proposition 2.6. Write ǫn(q) for what we wrote ǫn
in (7.16). Given (7.17) and (7.16),
lim
q→0
ǫn(q) = 1{n = 0 } .
Thus, (7.6) yields, with tn(q) for what we wrote tn, for any n > 1,
lim
q→0
tn(q)−
∑
16i6n
φitn−i(q) = 0 .
Since each tn(q) is a polynomial in q, limq→0 tn(q) = tn(0) exists.
Hence, with (τn) as in Proposition 2.6, tn(0) = τn for any n > 1.
We also have t0(0) = 1/f1 = 1 = τ0. Assertion (i) of Proposition 2.6
then follows from (7.2).
To prove assertion (ii), note that under assumption (ii) of Theorem
2.4, φ has a positive radius of convergence. For z real, nonnegative
and less than ζ, (7.8) and (7.9)∏
j>1
(
1− φ(qjz)
)∑
n>0
tnz
n
6 H(z) =
1
1− φ(z)
6
∑
n>0
tnz
n . (9.1)
Since φ(0) = 0,
lim
q→0
∏
j>1
(
1− φ(qjz)
)
= 1 .
This and (9.1) imply
lim sup
q→0
∑
n>0
tnz
n
6
1
1− φ(z)
6 lim inf
q→0
∑
n>0
tnz
n .
Given (7.2), the result follows.
10. Proof of Theorem 2.7. Consider still (7.1). We still have
relation (7.2), namely, gn+1 = q
−(n+12 )tn. Set sn = (−1)
ntn. We
then rewrite (7.5) as
(−1)nsn = 1{n = 0 }+
∑
i>1
φi
∑
n1,...,ni+1
(−1)n−isn1 · · · sni+1
qLi+1(n1,...,ni+1)1{n1 + · · · + ni+1 = n− i } ,
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that is,
sn = 1{n = 0 }+
∑
i>1
(−1)iφi
∑
n1,...,ni+1
sn1 · · · sni+1q
Li+1(n1,...,ni+1)
1{n1 + · · ·+ ni+1 = n− i } , .
Set φ˜(z) = φ(−z) =
∑
i>1(−1)
iφiz
i. The function φ˜ fulfills the
assumptions of Theorem 2.4. Since φ˜(ζ) = 1, we have
lim inf
n→∞
q(
n
2)ζn+ρ−1nΓ(ρ)
(
1− φ˜(ζ − 1/n)
)
sn =
1∏
j>1
(
1− φ˜(ζqj)
) ,
and the other assertions similar to those in Theorem 2.4 follow in
the same way.
11. Proof of Theorem 5.1. The proof has two steps. First we
make a change of function, setting
g(z) = zh(z/q)/h(z) . (11.1)
We then prove that (1.1) has such a solution and that the radius of
convergence of h is infinite. In the second step we then show that
(η−z)g(z) is analytic in a neighborhood of η. Then the result follows
by singularity analysis.
Step 1. With the change of function (11.1), equation (1.1) becomse
∑
k>1
fk
q(
k
2)
zkh
( z
qk
)
= zh(z) . (11.2)
Since h is defined through (11.1) up to a multiplicative constant and
since h0 6= 0 for [z
1]g 6= 0, we may take h1 = 1. We divide both sides
of (11.2) by z and apply [zn] to obtain for n > 1
∑
16k6n+1
fk
q(
k
2)
hn+1−k
qk(n+1−k)
= hn . (11.3)
Since f1 = 1, we obtain
∑
26k6n+1
fkhn+1−k
qk(2n+1−k)/2
= hn
(
1−
1
qn
)
.
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Set Hn = max16i6n |hi|. Identity (11.3) implies
|hn|
(
1−
1
qn
)
6
∑
26k6n+1
|fk|
qk(2n+1−k)/2
Hn−1
=
Hn−1
q2n−1
∑
26k6n+1
|fk|
q(k−2)(2n−1−k)/2
6
Hn−1
q2n−1
∑
26k6n+1
|fk|
q(
k−2
2 )
.
This implies
|hn| 6
Hn−1
q2n−1
∑
k>1
|fk|
q(
k−2
2 )
(11.4)
and the series in this upper bound is finite under (5.1). This
implies that for n large enough, |hn| 6 Hn−1, and, consequently,
the sequence (Hn) is bounded. Then, (11.4) implies that (q
nhn) is
also bounded. Consequently, the series h(z) has a positive radius of
convergence, and this radius is at least 1/q.
Assume now that we proved that h converges in some interval
[ 0, R). Let x be in [R, qR). Since h0 = 1,∣∣∣ fk
q(
k
2)
xkh
( z
qk
)∣∣∣ ∼ |fk|
q(
k
2)
xkh0
as k tends to infinity. Given (5.1), this implies that the left hand side
of (11.2) is finite. Therefore, so is its right hand side. This proves
that if h converges on [ 0, R) then it converges on [ 0, qR). Since
R may be chosen positive, in fact, at least 1/q, this shows that h
converges on the whole real line. Its radius of convergence is infinite.
Step 2. Given (11.1), we see that g is defined as long as h does not
vanish. Consider the function
A(z) =
∑
k>1
φkg(z/q) · · · g(z/q
k) . (11.5)
Since g(z/qk) ∼ g1z/q
k as k tends to infinity, assumption (5.1)
ensures that A(z) is well defined as long as g(z/q) is, that is, as
long as z/q is less than the radius of convergence of g. Since the
sequence (gn) is nonnegative (see the proof of the result when q < 1
where we had that gn was related to tn and that tn is nonnegative),
the sequence ([zn]A) is also nonnegative.
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Note that η, as defined in the statement of the theorem, is
the smallest positive solution of the equation A(η) = 1. Since
f(z) = z
(
1− φ(z)
)
, we can rewrite (1.1) as
g(z)
(
1−A(z)
)
= z . (11.6)
This identity and the fact that A has a positive radius of convergence
show that the radius of convergence of g is η. The radius of
convergence of A is then qη.
Since the radius of convergence of A is qη, which is greater than η,
the function A is analytic at η. Moreover, since the sequence ([zn]A)
is nonnegative, the derivatives A′(η) does not vanish. This implies
that the function
η − z
A(η) −A(z)
is analytic. Then, (11.6) yields
g(z) =
1
1− (z/η)
(η − z)
A(η)−A(z)
z
η
.
It then follows from Darboux’s method or singularity analysis (see
for instance Theorem VI.12 in Flajolet, Sedgewick) that
gn ∼
1
A′(η)ηn
as n tends to infinity. After some elementary algebra to calculate
A′(z) from (11.5), this is the result.
12. Proof of Proposition 2.2. Since f1 = 1, we rewrite (1.1) as
g(z) = z −
∑
n>2
fng(z)g(z/q) . . . g(z/q
n−1) .
Applying [zn] shows by induction on n that gn is indeed a polynomial
in 1/q. Since recursion (7.5) shows that tn = q
(n+12 )gn+1 is a
polynomial in q, the degree of gn as a polynomial in 1/q is at most(
n
2
)
. This proves the first assertion of the proposition.
Lemma 7.6 implies that the only tuple (n1, . . . , ni+1) whose
entries add to n − i and for which Li+1(n1, . . . , ni+1) vanishes is
(n− i, 0, . . . , 0). Therefore, (7.5) yields
[q0]tn = 1{n = 0 }+
∑
i>1
φi[q
0]tn−i .
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This implies that the generating function
∑
n>0[q
0]tnz
n = [q0]t(z)
satisfies
[q0]t(z) = 1 + [q0]
∑
n>0
∑
i>1
φitn−iz
n
= 1 + φ(z)[q0]t(z) .
Therefore, [q0]t(z) = 1/
(
1− φ(z)
)
and
[q0]tn = [z
n]
1
1 − φ(z)
.
The result follows since [q0]tn = [1/q
(n+12 )]gn+1.
The last assertion of the proposition follows from recursion (7.5)
which shows by induction on n that tn is a polynomial in q whose
coefficients are all nonnegative whenever the φi are nonnegative.
13. Proof of Proposition 2.1. Let us consider first the case where
(φn) is a nonnegative sequence. Given the relationship between f
and φ, we rewrite (1.1) as
g(z) = z +
∑
n>2
φn−1g(z)g(z/q) · · · g(z/q
n−1) . (13.1)
As we have seen, (7.2) and (7.5) imply that the sequence (gn) is
nonnegative. Let R be the radius of convergence of g. Since the
function φ is not degenerate, one of its coefficients, say, φN , is
positive. Then (13.1) yields coefficientwise for formal power series in
x,
g(x) > φNg(x)g(x/q) · · · g(x/q
N)) . (13.2)
Whenever x is in [0, R), the left hand side of (13.2) is finite, forcing
the right hand side to be finite as well. In other words, if x is in
[ 0, R) then x/qN is in [ 0, R). Since q is positive and less than 1, this
forces R to be either 0 or +∞.
Assume that R is infinite. Since (gn) is nonnegative, g tends
to infinity as x tends to infinity. Dividing both sides of (13.2) by
g(x) and taking limit as x tends to infinity yields a contradiction.
Therefore, R is 0 and g is a divergent series.
When
(
(−1)n+1φn
)
is a nonnegative series, we consider g(−x)
instead of g(x), as in the proof of Theorem 2.7.
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