Abstract. This paper is devoted to the study of an error estimate of the nite volume approximation to the solution u 2 L 1 (IR N IR) of the equation ut + div(vf(u)) = 0, where v is a vector function depending on time and space. A \h 1=4 " error estimate for an initial value in BV (IR N ) is shown for a large variety of nite volume monotoneous ux schemes, with an explicit or implicit time discretization. For this purpose, the error estimate is given for the general setting of approximate entropy solutions, where the error is expressed in terms of measures in IR N and IR N IR. The study of the implicit schemes involves the study of the existence and uniqueness of the approximate solution. The cases where an \h 1=2 " error estimate can be achieved are also discussed.
1 Introduction and main result 1 
.1 Presentation of the problem
We consider here the following nonlinear hyperbolic equation in N space dimensions (N 1), with initial condition: u t (x; t) + div(v(x; t)f(u(x; t))) = 0; 8x 2 IR N ; 8t 2 IR + ; (1) u(x; 0) = u 0 (x); 8x 2 IR N ; (2) where u t denotes the time derivative of u (t 2 IR + ), and div the divergence of u w.r.t. the space variable (which belongs to IR N ). One denotes by jxj the euclidean norm of x in IR N , and by x y the usual scalar product of x and y in IR N . The following hypotheses are made on the data (see Remark 1.4 for some comments on these hypotheses): 
where r' denotes the gradient of the function ' with respect to the space variable (which belongs to IR N ).
De nition of the schemes
Let T be a mesh such that the common interface of any two elements (which are called control volumes in the following) of T is included in a hyperplane of IR N . This last assumption is not necessary and is introduced to simplify the formulation. We assume that there exist h > 0, > 0 such that, for any 
Remark 1.1 F is the numerical ux de ning the scheme. The rst assumption on F will ensure some stability properties of the schemes de ned below. In particular, in the case of the \explicit scheme" (see (10) ), it yields the monotonicity of the scheme under a CFL condition (namely, condition (9) with = 0). The third condition is essential since it ensures the consistency of the uxes (cf. 10]). This framework includes the generalized 1D Godunov scheme obtained with a one-dimensional Godunov scheme for each edge (see e.g., for the explicit scheme, 6], 23]):
F(a 1 ; a 2 ) = supff(a); a 2 a a 1 g if a 2 a 1 infff(a); a 1 a a 2 g if a 1 a 2 ;
and many other schemes. It is possible to replace the assumptions (6) on F by some slightly more general assumptions, in particular to include the case of some \Lax-Friedrichs type" scheme (see Remark 1.2 below).
Let k > 0 be the time step. The discrete unknowns are u n p ; n 2 IN ; p 2 T . The set fu 0 p ; p 2 T g, is given by the initial condition: 
The equations satis ed by the discrete unknowns u n p ; n 2 IN ; p 2 T are obtained by discretising equation (1) . Let us rst describe the \explicit scheme" associated to the function F satisfying asumption (6) . The time step k is chosen such that:
where 2 (0; 1) is a given real value and F 1 > 0, (v n p;q F(u n p ; u n q ) ? v n q;p F(u n q ; u n p )) = 0; 8p 2 T ; 8n 2 IN;
where:
(i) N(p) denotes the set of neighbours of the control volume p; for q 2 N(p), we denote by p;q the common interface between p and q, and by n p;q the unit normal vector to p;q oriented from p to q. The approximate solution, denoted by u T ;k , is de ned from IR N IR + to IR by: u T ;k (x; t) = u n p ; if x 2 p; t 2 nk; (n + 1)k p 2 T ; n 2 IN:
(11) The following implicit numerical scheme (for which condition (9) is not necessary) will also be studied:
(v n p;q F(u n+1 p ; u n+1 q ) ? v n q;p F(u n+1 q ; u n+1 p )) = 0; 8p 2 T ; 8n 2 IN;
The implicit approximate solution u T ;k , is de ned now from IR N IR + to IR by: u T ;k (x; t) = u n+1 p ; if x 2 p; t 2 ]nk; (n + 1)k] p 2 T ; n 2 IN:
Main results
Under assumptions (3), let u be the solution of (1)- (2) . Assuming (5), (6) , let u T ;k be the solution of (10) (explicit scheme), (8) , (11) , with the condition (9), or u T ;k be the solution of (12) (implicit scheme), (8) , (13) . Our aim is to give an estimate of the error between u and u T ;k .
In the case of a cartesian grid, the convergence and error analysis reduces to a one-dimensional discretization problem for which results were proven some time ago, see e. are given for a conservation law of the form u t + divF(u) = 0 where F is a vector valued function; in 6], the numerical ux is assumed to satisfy an estimate (see (2.16) in 6]) which does not seem easy to prove for any numerical scheme, and which we do not require here; in fact, we prove directly that any monotonic scheme de ned by (10) and (12) satis es a "weak BV estimate" (see lemmas 2.2, 3.1 and 3.2 below) which we believe to be the key estimate for obtaining the error estimate. In both 6] and 23], an "inverse" CFL condition of the type C k h is required, in particular because of the use of DiPerna's uniqueness theorem. We shall not need this restrictive condition here since we make use of an adaptation of Di Perna's theorem which was proven in 13] . Note that the originality of the present work also lies in the fact that the nonlinearity which we consider is of the form v(x; t)f(u). This kind of ux is often encountered in porous medium modelling, where the hyperbolic equation may then be coupled with an elliptic or parabolic equation (see e.g. 11], 24], 25], 15]). It adds an extra di culty to the case F(u) because of the dependency on x and t. Note that the method which we present here for a nonlinearity of the form v(x; t)f(u) also yields the results in the case of a nonlinearity of the form F(x; t; u), see the recent work 2]. Last but not least, we give here an error estimate for a time implicit scheme (which is, to our knowledge, the rst result for implicit schemes) which adds the extra di culties of proving the existence of the approximate solution and proving a strong time BV estimate (see Lemma 3.2) in order to show that the error for the implicit scheme may still be, at least in particular cases, of order h 1 4 even if the time step k behaves as p h. Let us now state our main results precisely: In the case of the explicit scheme, we prove, in the following sections, the following theorem. Theorem 1.1 Assume (3), (5), (6) and condition (9) . Let u be the unique entropy weak solution of (1)-(2) and u T ;k be given by (11) , (10) , (8 4] for an attempt in this direction). Remark 1.2 Theorem 1.1 remains true with some slightly more general assumptions on F, instead of (6), in order to allow F to depend on T and k. Indeed, in (10), one can replace F(u n p ; u n q ) (and F(u n q ; u n p )) by F p;q (u n p ; u n q ; T ; k) (and F q;p (u n q ; u n p ; T ; k)). One assumes that, for all p 1 ; p 2 (5) and (6) . Let u be the unique entropy weak solution of (1)- (2) . Assume that u 0 2 BV (IR N ) and that v does not depend on t. Then, there exists a unique solution fu n p ; n 2 IN; p 2 T g to (12) , (8) and (13) (3) is crucial. It ensures the property of \propagation in nite time" which is needed for the uniqueness of the solution of (4), and for the stability (under a \CFL" condition) of the, explicit in time, numerical scheme.
Hypothesis divv(x; t) = 0, in part (ii) of (3) (3), (5), (6) and Condition (9), let u T ;k be given by (11) , (10) 
Proof of Lemma 2.1: Note that (17) is a straightforward consequence of (16), which will be proved by induction. For n = 0, since U m u 0 U M a.e., (16) follows from (8).
Let n 2 IN, assume that U m u n p U M for all p 2 T . Using the fact that divv = 0, which may be expressed as v n p;q (F(u n p ; u n q ) ? f(u n p )) ? v n q;p (F(u n q ; u n p ) ? f(u n p )) = 0:
Set, for u n p 6 = u n q :
and n p;q = 0 if u n p = u n q . The monotonicity properties of the function F yields: 0 n p;q V m( p;q )(F 1 + F 2 ). Using (18), we can write:
which gives, under condition (9), inf q2T u n q u n+1 p sup q2T u n q , for all p 2 T . This concludes the proof of (16) , which, in turn, yields (17).
Remark 2.1 Note that, in fact, the stability result (17) holds even if = 0 in (9). However, we shall need > 0 for the following \weak BV" estimate.
A \weak BV" estimate
Lemma 2.2 Assume (3), (5), (6) and condition (9), let u T ;k be given by (11) , (10), (8) 
Proof of Lemma 2.2:
In this proof, we shall denote by C i (i 2 IN) various real functions depending only on v, F, u 0 , , , R,
We multiply (18) by ku n p , and we sum the result over p 2 T R , n 2 IN T . This yields: v n p;q (F(u n p ; u n q ) ? f(u n p ))u n p ? v n q;p (F(u n q ; u n p ) ? f(u n p ))u n p :
Let us de ne B 3 by:
The expression jB 3 ? B 2 j can be reduced to a sum of terms which are each bounded by C 1 h N?1 , thanks to (17) . Each of these terms correspond to the boundary of a control volume which is included in B(0; R + h) n B(0; R ? h), the measure of which is less than C 2 h. Therefore, the number of such terms is lower than C 3 h=( h N ) (indeed c 3 = C 2 ). We can then deduce that:
Denoting by a primitive of the function ( f 0 ( )), an integration by parts yields, for all (a; b) 2 IR 2 :
Using (28), the term B 3 may be decomposed as:
and
The term B 5 is again reduced to a sum of terms corresponding to control volumes included in B(0; R + h) n B(0; R ? h), thanks to divv = 0; therefore, as for (27), there exists C 5 such that: (39) Let us now turn to B 1 . We have:
Using (18) and the Cauchy-Schwarz inequality yields the following inequality:
Using the CFL condition (9) in (41) gives:
m(p)(u n+1 p ? u n p ) 2 k 1 ?
Summing equation (42) over p 2 T R and over n 2 IN T , and reordering the summation leads to:
where C 7 accounts for the edges p;q , where p 2 T R and q 2 N(p); q 6 2 T R (these are included in B(0; R + h) n B(0; R ? h)). Note that the right hand side of (43) is bounded by (1 ? )B 4 + C 7 (from (38)). Using (23), (39) and (40) gives: 
Applying the Cauchy-Schwarz inequality to the left hand side of (21) and (44) 
Noting that card (E n R ) C 10 h ?N , and v n p;q + v n q;p C 11 h N?1 for all (p; q) 2 E n R , one obtains (21) 
this complete the proof of Lemma 2.3.
Existence of the solution and stability results for the implicit scheme
This section is devoted to the implicit scheme (given by (12)).
We rst prove the existence and uniqueness of the solution fu n p ; n 2 IN; p 2 T g of (8), (12) and that u n p 2 U m ; U M ] for all p 2 T and n 2 IN. We then give a \weak space BV" estimate (this is equivalent to the estimate (21) for the explicit scheme) and a \(strong) time BV" estimate (estimate (58) below).
This last estimate requires that v does not depend on t (and it leads to the term \k" in the right hand side of (15) in Theorem 1.2). In the case where v depends on t, an estimate error is given in Remark 1.3
and follows from an easy adaptation of the proofs given in this paper.
Existence, uniqueness and L 1 stability
The following proposition gives an existence and uniqueness result of the solution to (8) , (12 2. Existence of fu n+1 p ; p 2 T g such that u n+1 p 2 U m ; U M ] solves of (12) .
Recall that n and (u n p ) p2T are known.
We 
Then, in step 2, one proves that passing to the limit as r ! 1 (up to a subsequence) leads to a solution to (12) fu n+1 p p 2 T g such that u n+1 p 2 U m ; U M ].
Step 1. Let U r = (u (r) p ; p 2 T r ) be a solution of (54) Step 2. 
Proof We multiply (12) by ku n+1 p , and sum the result over p 2 T R and n 2 IN T . We can then follow, step by step, the proof of Lemma 2.2, until equation (40), in which the rst term of right-hand-side appears with the opposite sign. We can then directly deduce an inequality similar to (44), which su ces to conclude the proof.
\Time BV" estimate
For the following estimate one uses the fact that u 0 2 BV (IR N ) and that v does not depend on t. Lemma 3.2 Assume (3), (5) and (6) . Assume that u 0 2 BV (IR N ) and that v does not depend on t. Let fu n p ; n 2 IN; p 2 T g such that u n p 2 U m ; U M ] be the solution of (12), (8) 
In order to deal with convergent series, let us proceed as in the proof of proposition 3.1. For 0 < < 1, let ' : IR N 7 ! IR ? + be de ned by ' (x) = exp(? jxj). For p 2 T , let ' ;p be the mean value of ' on p. As in Proposition 3.1, since ' is integrable over IR N , 4 Entropy inequalities for the approximate solution
Discrete entropy inequalities
In the case of the explicit scheme, following the 1D terminology (see e.g. 14]), the following lemma asserts that the scheme (10) satis es a discrete entropy condition.
Lemma 4.1 Assume (3), (5), (6) and condition (9), let u T ;k be given by (11) , (10) 
Proof From relation (10), we express u n+1 p as a function of u n p and u n q , q 2 N(p),
(v n q;p F(u n q ; u n p ) ? v n p;q F(u n p ; u n q )):
The right hand side is nondecreasing with respect to u n q , 2 S(p). It is also nondecreasing with respect to u n p , thanks to the CFL condition (9) , and the Lipschitz continuity of F.
Therefore, for all 2 IR, using divv = 0, we have: 
For the implicit scheme, one obtains the same kind of dicrete entropy inequalities. (3), (5) and (6) . Let fu n p ; n 2 IN; p 2 T g U m ; U M ] be the solution of (12), (8) 
Lemma 4.2 Assume
Proof of lemma 4.2 For all p 2 T and n 2 IN, Equation (12) gives u n+1 p as an implicit function of u n p and u n+1 q , for all q 2 N(p). The monotonicity properties of this implicit function, and the fact that its value is , for all 2 IR, if u n p = and u n+1 q = for all q 2 N(p), allows us to write analogous equations to (63) and (64), and therefore to conclude (66). Theorem 4.1 Assume (3), (5), (6) and condition (9), let u T ;k be given by (11), (10) 
Continuous entropy estimates for the approximate solution
In order to prove (73), one compares T 1 and T 10 (this will give T , and a part of T ;k ) and one compares T 2 and T 20 (this will give another part of T ;k ). Estimate (22) (in the comparison of T 1 and T 10 ) and estimate (21) (in the comparison of T 2 and T 20 ) will be used in order to obtain (68).
Comparison of T 1 and T 10 We have, using the de nition of u T ;k and introducing the function u T ;0 (x) = u 0 p , for all x 2 p: Using divv = 0, and gathering (75) by edges, we get:
We can now, in (82), write v( ; t) n p;q = (v( ; t) n p;q >0)+(v( ; t) n p;q ?0). We introduce the di erences The same analysis can be applied to the other six terms of (85).
To conclude the estimate on jT 2 ? T 20 j, it remains to estimate the four quantities r n . This will be done with convenient measures applied to jr'j and j' t j. In order to estimate r n+ + , for instance, one remarks that: 
Note that the measure T ;k does not appear to be absolutely continuous with respect to the Lebesgue measure. Thanks to (21) , and convenient estimates on n p;q , one gets (68). Finally, from (79), (85) and the de nition of T ;k (that is (90)), one deduces (67).
The following theorem investigates the case of the implicit scheme.
Theorem 4.2 Assume (3), (5) and (6) . Let fu n p ; n 2 IN; p 2 T g such that u n p 2 U m ; U M ] be the solution of (12), (8) 
which leads to the result given in Remark 1.3. The proof of this theorem (Theorem 5.1) consists in using (97) and (98), making = u(y; s) in (97), =ũ(x; t) in (98) and introducing molli ers in order to make y close of x and s close of t. This proof is quite technical and will be developed in the following subsections. From Theorem 4.1 and Theorem 5.1 one deduces easily Theorem 1.1 (which gives an error estimate for the numerical scheme (10), (8) ) and Theorem 1.2 (which gives an error estimate for the numerical scheme (12) , (8)).
A preliminary lemma
To prove Theorem 5.1, the rst step is the following lemma. jũ(x; t) ? u(x; t)j t (x; t) + f(ũ(x; t)>u(x; t)) ? f(ũ(x; t)?u(x; t)) (v(x; t) r (x; t)) Note that, in order to obtain (106), one does not make use of the fact that the entropy weak solution u of (1) satis es the initial condition of (1). Indeed, this initial condition appears only in the third term of the left hand side of (98) and, for all (x; t) 2 IR N IR + , one has '(x; t; ; 0) = 0. Then, the third term of the left hand side of (98) is zero when one takes '(x; t; ; ) as test function in (98). The fact that u satis es the initial condition of (1) will be used in order to get a bound on E 14 .
One has to study, now, the four terms of (106). In the following, one denotes by C i (i 2 IN) various real functions depending only on k k 1 , k t k 1 , kr k 1 , v, f, and u 0 . One sets K = f(x; t) 2 IR N IR + ; (x; t) 6 = 0g and K 0 = fx 2 IR N ; (x; 0) 6 = 0g.
Equality (111) leads to: 
In the same way, one obtains:
f(ũ(x; t)>u(x; t)) ? f(ũ(x; t)?u(x; t)) (v(x; t) r (x; t))dxdtj C 5 "(r; K) C6 r :
(118) Let us now turn to E 13 . We compare this term with:
f(ũ(x; t)>u(x; t)) ? f(ũ(x; t)?u(x; t)) (x; t) (v(y; s) ? v(x; t)) r N;r (x ? y) 1;r (t ? s) dxdtdyds:
Since div(v( ; s) ? v(x; t)) = 0 (on IR N ) for all x 2 IR N , t 2 IR + and s 2 IR + , one has E 13b = 0. Therefore, substracting E 13b from E 13 yields:
ju(x; t) ? u(y; s)j (x; t) j(v(y; s) ? v(x; t)) r N;r (x ? y)j 1;r (t ? s) dxdtdyds:
The right hand side of (120) is then smaller than C 8 "(r; K), since j(v(y; s) ? v(x; t)) r N;r (x ? y)j is bounded by C 9 r N . Then, with (116), one has:
In order to study E 14 
Since u 0 2 BV (IR N ), one has " 0 (r; K 0 ) C14 r and therefore, with (127), E 15 C15 r .
Thanks to the fact that u 0 2 BV (IR N ), it easily seen that the term E 16 is again bounded by C 16 =r. Recall that from the entropy inequality given in Theorem 4.1 and the error estimate given in Theorem 5.1 one deduces easily Theorem 1.1, which gives an error estimate for the explicit numerical scheme (10), (8) , and Theorem 1.2, which gives an error estimate for the implicit numerical scheme (12), (8).
6 Conclusion (8), under a usual CFL condition k Ch (see (9) , note that there is no \inverse" CFL condition required here). Note that, in fact, the same estimate holds if u 0 is only locally BV . More generally, if the inital data u 0 is only in L 1 , then one still obtains an error estimate in terms of the quantities "(r; K) = supf 
