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Abstract
Dyonic classical solutions of SU(2) gluodynamics are discussed.
Exact form of dyonic solutions in different gauges is presented and
the nontrivial problem of composition of the dilute gas of dyons is
settled.
Classical interaction between (anti)dyons is considered both ana-
lytically and numerically. Confinement in the dyonic gas is discussed
in connection with the topological properties of individual dyon solu-
tion.
Fermionic zero modes of dyonic are displayed and the chiral sym-
metry breaking in the dyonic gas is demonstrated.
∗Lecture at the International School of Physics ”Enrico Fermi”, Varenna, 27 June–7
July 1995
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1 Introduction
The QCD vacuum is known to possess properties of confinement and chiral
symmetry breaking (CSB). In absence of dynamical quarks (quenched ap-
proximation) confinement is characterized by the area law of Wilson loop or
zero average of Polyakov line, while CSB is connected to nonzero values of
chiral quark condensate. It was found in lattice calculations [1] that both
properties disappear at the same temperature Tc, while a part of confining
configurations survive for T > Tc, ensuring area law for spacial Wilson loops
[2] (”magnetic confinement” [3]).
In addition, the QCD vacuum is characterized by the topological suscep-
tibility χ and nonperturbative energy density or gluonic condensate [4], both
quantities imply (in terms of gas of topological charges, like instantons) a
density of approximately 1 top charge per 1fm4 [5,6].
By now there is no model of QCD vacuum with properties of confinement
and CSB, based directly on the QCD Lagrangian.
The most elaborated model is the instanton gas or liquid model (IM) [6],
which ensures CSB but lacks confinement [7]. Even so the instanton model
shows rather realistic features for hadron correlators [8] demonstrating that
CSB is already very important property for correlators.
The same can be said about the Nambu–Jona-Lasinio model (NJL) [9]
(not directly connected to QCD Lagrangian) where confinement is also ab-
sent. Therefore in both IM and NJL hadrons can dissociate into quarks.
Thus it is an urgent need to look for more realistic model of QCD vacuum
which obeys both basic properties: CSB and confinement. The latter is
associated widely with monopole-like degrees of freedom [10], which may be of
purely quantum or quasiclassical character. In the latter case one should look
for classical solutions of Yang–Mills theory with monopole – like fields. These
solutions are known for a long time [11]. Such solution can be obtained from
the multiinstanton solution in the so-called ’tHooft’s ansatz by the singular
gauge tranformation [11]. In the general case of finite–action multiinstanton
solutions the form of fields and generalized gauge transformation were found
in [12].
The solutions have both color–electric and color–magnetic fields and we
therefore shall call them dyons.
The dilute dyonic gas has been suggested some time ago as a model of
QCD vacuum and some simple estimates of Wilson loop has been done for
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dyons of finite time extension [12], demonstrating nonzero string tension.
Recently the interest for the dyonic solutions has revived. In particular
lattice studies of a classical and quantum field of a dyon have been done and
a qualitative quasiabelian picture of confinement due to dyons was suggested
[13].
Meanwhile the CSB properties of dyonic gas has been studied [14]. It
appears that each dyon has (infinitely many) zero fermionic modes [15] and
therefore CSB may occur through the same or similar mechanism as in the
IM, where each instanton has a zero fermionic mode and the gas of instan-
tons create collectively chiral quark mass and quark condensate [16]. It was
shown in [14] that this indeed happens, and the values of chiral mass and
condensates depend on density of dyons in the gas.
Recently in an interesting series of papers [17] the properties of the solv-
able N = 2 SUSY, 4d model containing gluons, Majorana fermions and an
adjoint Higgs field were studied. It was demonstrated [17] that there is a
confining phase in the model with confinement driven by the condensation
of dyons and magnetic monopoles. With that the dual-Meissner effect as
confinement mechanism [10] obtains an independent support, and also the
dyonic gas model gets an additional impetus.
It is a purpose of this lecture to consider general properties of the dyon
gas from point of view of confinement and CSB and to obtain estimates of
the corresponding parameters. To this end we refine our ansatz of dyonic gas
done 10 years ago [12] and try to obtain a self-consistent picture adjusting
two parameters of the model: average size of dyon ρ and average distance
between them, R. With some choice of ρ and R we show that one can reason-
ably reproduce values of string tension σ, quark condensate < q¯q >, gluonic
condensate G2 =
αs
π
< (F aµν)
2 >, topological susceptibility χ. Moreover, one
can calculate all field correlators and compare with existing Monte-Carlo
data.
As additional check of the model we study a possible scenario of temper-
ature phase transition and discuss nonperturbative physics at T > Tc.
The lecture is organized as follows. In chapter 2 we define a single dyon
solution, make a gas of dyons in chapter 3 and calculate Wilson loop average
for a single dyon and dyon gas in chapter 4. We compare this result with the
case of instanton and instantonic gas and demonstrate the reason why dyons
confine while instantons do not. In computing string tension an important
role is played by dyon-dyon and dyon-antidyon correlations and screening
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length of dyon magnetic and electric charge, which we specifically study.
In chapter 5 we calculate CSB for dyonic gas using resent results [14],
and expressing effect in terms of ρ and R.
In conclusion the deconfinement scenario for dyonic gas is discussed and
some estimates for the dyonic gas are presented.
2 Properties of dyonic solutions
We remind the classical Yang–Mills solution in the so–called ’tHooft ansatz
Aaµ = −
1
g
η¯aµν∂ν lnW (2.1)
where η¯aµν is ’tHooft symbol
η¯aµν = eaµν , µ, ν = 1, 2, 3 or δaν , µ = 4, or− δaµ, ν = 4 (2.2)
and
W = 1 +
N∑
i=1
ρ2i
(x− xi)2 (2.3)
ρi and xi, i = 1, ... N are real; for finite ρi = ρ one has the Harrington –
Shepard solutions [11], but we are interested in the limit ρi = ρ→∞ and xi
lying equidistantly along the straight line
xk = ~r, kb, k = 0, ± 1, ± 2, ...±N1, (2.4)
In most cases the limit of N1 →∞ will be considered.
For the choice ρ→∞ one has
W (r, t) =
∑
k=0,±1,...
1
r2 + (t− kb)2 (2.5)
and Aaµ due to (2.1) is in general periodic in time t. One can make a gauge
transformation A˜µ = A˜
a
µ
ta
2
= U+(Aµ+
i
g
∂µ)U , with U = exp(i
~τ~n
2
θ), such that
A˜µ is time–independent for N1 →∞ [11,12]. In this limit one has
A˜ia = f(r)eibanb (2.6)
4
A˜4a = ϕ(r)na (2.7)
with
f(r) =
1
gr
(1− γr
shγr
) (2.8)
ϕ(r) =
1
gr
(γrcthγr − 1), γ = 2π
b
(2.9)
We shall call (2.6)-(2.7) the Rossi solution [11] or the dyon solution since it
has both electric and magnetic fields; it is clear that Rossi solution belongs
to the class of Prasad–Sommerfield solutions [11].
One can easily find color–electric and color–magnetic fields, Eka = −Bka
Bka = δak(−f ′ − f/r) + nank(f ′ − f/r + gf 2) (2.10)
The field (2.9) contains both long-range and short–range parts, indeed for
large r one has f(r) ∼ 1/gr and Bka ∼ −nankgr2 . To make separation more clear
let us go from the hedgehog gauge(2.5-2.6) to the quasiabelian (or unitary)
gauge, where the long–range part of Bk is Abelian. This gauge rotation is
given by the orthogonal matrix [18]
0ik = cosθδik + (1− cosθ)νiνk + sinθeiklνl (2.11)
where we have introduced unit vector ~e and defined
cosθ ≡ ~e~n; νisinθ = −eimnemnn (2.12)
One also has property
0ikni = ek (2.13)
Therefore the gauge transformed A′µa,
A′µa = A˜µb · 0ba −
1
2g
0lb∂µ0lceabc (2.14)
yields
A′4a = ϕ(r)ea (2.15)
and
B′ka = (−2f/r+gf 2)nkea+(−f ′−f/r)[cosθδka+(1−cosθ)νkνa−ekna] (2.16)
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Now we notice that the long–range part – the first term on the r.h.s. of (2.16)
– has a fixed color direction; by choosing ~e along the third axis, we have
−E ′k = B′k(r →∞) ∼ −
1
gr2
· nk · τ3
2
(2.17)
of course this transformation from (2.10) to (2.16) not defined at θ = π.
(Dirac string). We note also, that the long-range part of Bk and Ek can be
written as a derivate
~B′ = ∇Φτ3
2
+ short-range terms (2.18)
with
Φ =
∫ r
0
(−2f/r′ + gf 2)dr′ (2.19)
The total action of dyon is proportional to its time extension
S =
1
2
∫
d3~r
∫ T
0
dt(B2ak + E
2
ak) =
8π2
g2b
T (2.20)
It can be considered as a string of instantons of infinite radius [12], and for
N centers in the string (the ”N-string”) one has
S(N) =
8π2
g2
(N − 1) (2.21)
The total number of parameters for the case when we allow the centers to
move and have finite radii ρi is equal to 5N − 1, (N > 3) [19] (plus 3 overall
color orientations).
Thus the enthropy of the N–string is smaller than that of N independent
instantons – in the latter case the total number of parameters is 8N due to
independent color orientation of each instanton. This is the price one should
pay for a new property of dyon: its coherent field is able to confine, as we
shall demonstrate later.
Now we turn to the quantum corrections around the dyon. There is a
literature on the subject [20], but we shall use a simple method a la´ Polyakov
to obtain the effective action of dyon due to quantum corrections around the
dyonic classical solution.
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One can write the effective action Seff as [21]
Seff =
1
4
∫
d4q
(2π)4
(
1
g20
+ π(q2))F aµν(q)F
a
µν(−q) (2.22)
where the gluon plus ghost self–energy part π(q2) is
π(q2) = −11
3
Nc
1
16π2
ln
Λ20
q2
(2.23)
and one can introduce the renormalized charge
1
g2(q)
=
1
g20
− 11
3
Nc
1
16π2
ln
Λ20
q2
=
b0
16π2
ln
q2
Λ2
(2.24)
For a long (anti)dyon N ≫ 1) one can write
± Eka = Bka = ζ(q0)bka(|~q|) (2.25)
with ζ(q0) = T
sin(q0T/2)
(q0T/2)
. Introducing (2.24) in (2.21) one obtains
Seff ≈ T
b
8π2
g2(q˜)
, (2.26)
where g2(q˜) is given in (2.24) and q˜ is obtained from the integral
∫
b2ka
(q)
(2π)3
d3q
g2(q)
≈
1
g2(q˜)
16π2
b
q˜ ≈ 2γ
π
≈ 4
b
(2.27)
The form (2.23) is valid when q ≫ Λ; for small q/Λ one should replace (2.23)
by the expression which takes into account confining configurations in the
vacuum [21,22] – dyonic gas in our case – and one has approximately
1
g2(q)
≈ b0
16π2
ln
q2 +m20
Λ2
, m20 ≈ 2πσ (2.28)
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3 Dyonic gas
In this and following chapters the results of ref. [23] are largely used. Con-
sider a system of several dyons and antidyons. We have several options for
the composition of the system.
(1) Dyonic gas as a simple superposition ansatz (similar to the instanton
gas ansatz [6])
Aµ(x) =
N+∑
i=1
A+(i)µ (x) +
N−∑
i=1
A−(i)µ (x) (3.1)
where N+ and N− are numbers of dyons and antidyons respectively. Each
individual vector potential A(i)µ (with superscript + for dyons and - for an-
tidyons) can be characterized by a 4d vector R(i) and 0(4) unit vector ω(i),
defining direction of the straight line passing through R(i) and centers kb in
(2.5), moreover there is an overall color orientation Ω(i), so that
A(i)µ (x) = Ω
+
i (LA˜)µ(r, t)Ωi (3.2)
where A˜µ(r, t) is the solution defined in chapter 2 and
r = [(x−R(i))2 − ((x− R) · ω(i)]1/2 , (3.3)
t = (x− R) · ω(i) , (3.4)
Lµν(ω) is the 0(4) rotation matrix, corresponding to ω.
Thus the overall vector potential Aµ(x) in (3.1) depends on the set
{Ωi, R(i), ω(i)}, i = 1, ..., N++N− and the total stochastic ensemble contains
Aµ with all possible values of this set.
For the case of zero temperature, QCD vacuum should be 0(4) invariant
in the sense, that every observable K is an average over stochastic ensemble
of the operator K(A)
K =< K(A) >Ω,R,ω (3.5)
where the weight of averaging is Poincare–invariant with respect to R, ω and
integration dΩ is with the usual Haar measure.
For nonzero temperature there appears a preferred direction in 4d.
The relative simplicity of the ansatz (3.1) has a serious drawback –as
also in the case of instanton gas – Aµ(x) is not a classical solution. As a
consequence even two dyons has an interaction energy (action), and there
are some additional divergencies, which we now discuss.
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First of all one notices, that the action of the single dyon of fixed length
L is finite together with quantum corrections and proportional to L. This is
because Bka = ±Eka ∼ 1r2 , r →∞. For a pair of dyons situation is different.
Let us consider the simplest case of dd or dd¯ system with dyons in the same
gauge (2.6-2.7), same ω(1) = ω(2) – two static dyons.
Aia =
f(r1)
r1
eibar1b +
f(r2)
r2
eibar2b (3.6)
A±4a =
ϕ(r1)
r1
r1a ± ϕ(r2)
r2
r2a (3.7)
and ~ri = ~r − ~R(i), ~R(i) is position of a dyon.
For color magnetic and colorelectric field one has at large distances
r(i) ≫ γ−1
F12 =
h1(~r1~τ)
2gr41
+
h2(~r2~τ)
2gr42
− h1~τ~r2 + h2~τ~r1
2gr21r
2
2
(3.8)
Eia = E
(1)
ia + E
(2)
ia + E
(12)
ia , hi ≡ R(i)3 (3.9)
where E
(1)
ia and E
(2)
ia is given in (2.10) and the interaction term E
(12)
ia is
E
(12)
ia =
γ
g
[−δia (~r1~r2)
r1r2
(
1
r2
± 1
r1
) +
r1ir2a
r1r
2
2
± r1ar2i
r21r2
] (3.10)
It is clearly seen in (3.10) that the colorelectric contribution to the action
S =
1
2
∫
(E2ia +B
2
ia)d
3~rdt (3.11)
is diverging at large r for the system of two dyons, since E
(12)
ia (dd) ∼ 0(γr ), r →
∞; while for dd¯ system one has
Eia(dd¯) ∼ 0(γR
r2
), r →∞ , R = |~R(1) − ~R(2)| (3.12)
and the action is converging. From this it follows that it is impossible to
have thermodynamic limit for N+ 6= N− (as well as for the Coulombic gas
with nonzero net charge, here situation is similar).
For the system of dyons and antidyons one can write for large distances
B3a =
N∑
i=1
B
(i)
3a −
N∑
i 6=j=1
hirja
2gr2i r
2
j
, hi ≡ R(i)3 (3.13)
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Eka =
N∑
i=1
E
(i)
ka +
1
g

−δka
N∑
i 6=j=1
~ri~rj
rirj
(
γi
rj
+
γj
ri
)+ (3.14)
rikrjaγi
rir
2
j
+ riarjk
γj
r2j rj
}
where γi = +γ and −γ for dyons and antidyons respectively. One can see
that the only dangerous term in (3.14) is 0(γ
r
) and it vanishes at large r if
N+ = N−, so that
∑N
i=1 γi = 0. Hence behaviour at large r for N+ = N− is
Bka ∼ Eka ∼ 0(1/r2).
Let us now calculate action of dd¯ system, eq. (3.11) as a function of
dastance R12 between d and d¯. The leading term comes from (E
(12)
ia )
2 and
has the form
Sint ∼ 1
2
∫
(E
(12)
ia )
2d3~rdt ∼ Tγ2R12 + 0(Tγ) + ... (3.15)
One observes in (3.15) linear confinement between d and d¯, Vint =
Sint
t
∼
γ2R12.
Even more striking is the behaviour of the d2d¯2 system. One can compute
total action of the system and Sint = Stotal −∑4i=1 Si.
Sint depends on the configuration of the d
2d¯2 system when two d and two
d¯ are relatively close, while distance between d2 and d¯2, R(d2 − d¯2), is large,
one again obtains linear confinement
Sint ∼ Tγ2R(d2 − d¯2) (3.16)
For configuration of a ”molecule” consisting of two atoms dd¯ with large
R(dd¯− dd¯) one gets instead
Sint ∼ Tγ2 (r(dd¯))
4
R3(dd¯− dd¯) , r(dd¯) ∼ γ
−1 (3.17)
This behaviour reminds of a color Van-der-Waals potential between color–
neutral objects.
Thus a gas of static (3d) dyons and antidyons with N+ = N− degener-
ates at minimal action to the gas of dd¯ atoms of size γ−1. It is intersting to
compute fields and action of the dd¯ system, when distance between dd¯, r(dd¯)
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is not large. At r(dd¯) = 0 the colorelectric field vanishes, Eia = 0; while col-
ormagnetic field Bia becomes short range, Bia(r(dd¯) = 0) ∼ exp(−γr), r →
∞. The total action is
S + T
32π2
g2b
∫ ∞
0
dx
sh2x
[(1− xcthx)2 + 2(1− x cos echx)2] (3.18)
Numerical estimate yields
S(r(dd¯) = 0) ∼= S0T
b
1, 1 (3.19)
This should be compared with the action of each (anti)dyon, S = S0
T
b
.
Thus one can see a strong attraction between d and d¯ at small distances.
The overal behaviour of the dd¯ action numerically computed in [23] is shown
in Fig.1. One can see both regimes (3.19) and (3.15). However, the lack
of long–distance field, and zero topological charge of the dd¯ atom makes it
useless from the point of confinement, as we shall see in the next Section.
The situation with the dyonic–antidyonic gas in 4d, i.e. when the (anti)dyon
lines are have all directions, is different from the gas of static dyons. Indeed,
let us take one dyon with the line along 4-th axis (i.e. static dyon) and an-
tidyon with the line along the 3d axis. Assuming the superposition principle
as in (3.6), one obtains for E
(12)
ia
E
(12)
ia ∼ γ2eabcn(1)b n(2)c (3.20)
It is seen from (3.20) that the action (3.11) diverges for any distance between
d and d¯, since (E
(12)
ia )
2 is nonzero at large r.
Thus the 4d gas of d and d¯ cannot exist in the ansatz (3.6-3.7) and one
must choose another composition principle, which we consider next.
(2) The 4d model of dyonic gas
We are using again the superposition ansatz (3.1-3.4). At this point one
must specify in which gauge A(i)µ (x) in (3.1) are summed up.
We have found only one gauge (modulo global rotations) where the action
of the superposition (3.1) is finite. This is actually the singular gauge of the
original ’tHooft ansatz (2.1),
A(i)µa = −η¯aµν∂ν lnW (i),
11
W (i) =
1
2r
shr
chr − cost (3.21)
yielding for a standard (not shifted and not rotated) solution the form
A
(i)
ia = eaiknk(
1
r
− cthr + shr
chr − cost)− δia
sint
chr − cost
A
(i)
4a = na(
1
r
− cthr + shr
chr − cost) (3.22)
At large distances solutions (3.22) behave as
A(i)µa ∼
1
r
, F (i)µν ∼
1
r2
(3.23)
and the same is true for the sum (3.1).
Hence the total action of a gas of dyons of finite length is finite. The
interaction energy of the dd system, Vdd, and of the dd¯ system, Vdd¯ in the
gauge (3.22) depends on distance r and the relative time phase ϕ. At large
r both Vdd and Vdd¯ fall off as 1/r. This is shown in Figs.2 and 3. To ensure
that dyonic gas could be a realistic model of the QCD vacuum one must
investigate the following points:
1) to check that the classical interaction between (anti) dyons is weak
enough at large distances, so that the dilute gas approximation could be
reasonably justified.
2) to prove the existence of the thermodynamic limit for the dyonic en-
semble (3.1), i.e. that the total action of the (big) volume V4 is proportional
to the volume, when it increases.
One must also prove that the free energy of the dd¯ calculated with quan-
tum corrections has a minimum at a finite (and dilute) density.
4 Confinement due to dyons
We consider first the case of one dyon and calculate its contribution to the
Wilson loop in two ways:
i) first we use the long range part of the dyon field, appropriate for large
Wilson loops as compared with the dyon radius ii) we show that Wilson loop
can be rigorously computed through the function W of the ’tHooft ansatz
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and find that the (magnetic) flux through the Wilson loop is π for the dyon
and 2π for (multi)instanton; this explains why confinement is present for
the first case and absent in the second in the simple picture of stochastic
confinement [24].
Finally we evaluate the Wilson loop for the dd¯ gas.
i) Consider the circular Wilson loop as in Fig.4 and the dyon at the
distance h above the plane of the Wilson loop (to be the (12) plane). We are
using for a large loop of radius R the quasiabelian gauge form (2.17), which
enables us to exploit the Stokes theorem
W (CR) = expig
∫
F12dσ12 = exp(−iτ3
2
ψ) (4.1)
where ψ is the solid angle for the geometry of Fig.4,
ψ = 2πh
∫ R
0
ρdρ
(ρ2 + h2)3/2
= 2π(1− h√
h2 +R2
) (4.2)
One can see from (4.1)-(4.2) that for large R≫ h (also R≫ b is necessary
to use (2.17)) the color magnetic flux through the Wilson loop is
flux(C) =
ψ
2
= π (4.3)
As we shall discuss later, this is the condition for confinement in the dyonic
gas, in the picture of stochastic confinement [24].
ii) Consider now the general ’tHooft ansatz (2.1)-(2.3) and the same Wil-
son loop, Fig. 4, where for simplicity we put h≪ R, h→ 0. One has
W (CR) = exp ig
∫
CR
Aidxi = exp(
iτ3
2
2π
RWr
W
) (4.4)
where W is given in (2.3), and Wr is derivate of W in r =
√
x2 at r = R.
Two cases are possible; a) for the ”periodic instanton of Harrington–
Shepard [11], of the size ρ, when R≫ ρ, one obtains
W (CR) ≈ exp(2iπτ3 ρ
2
R2
), (4.5)
hence flux tends to zero (or 2π) and no confinement results. The same is true
for one instanton [25], in the opposite case, ρ ≫ R, again two possibilities
appear, depending on the total lengh of the instanton chain L, L = N1b.
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Indeed, for R≫ L, one has
lim
R→∞ RWr
W
= −2 (4.6)
and the flux is (−2π) - no confinement.
Finally for the infinite instanton chain, L→∞,
W (R, x4 = 0) =
γ
2R
shγR
(chγR− 1) →
γ
2R
(4.7)
and
W (CR) = exp(−iτ3π) = −1 (4.8)
This coincides with the result (4.1) for h ≪ R. Thus the dyon cre-
ates magnetic flux (−π), while (multi)instanton creates magnetic flux (−2π).
Consider now the two–dimensional gas of d and d¯ with 2d density n¯
s
and with
Poisson distribution w(n)
w(n) = e−n¯
(n¯)n
n!
(4.9)
The averaged Wilson loop can be written as
< W (CR) >=
∑
n
e−n¯
(−1)n(n¯)n
n!
= e−2n¯ = e−σS (4.10)
where the string tension σ is : σ = 2 n¯
S
.
Thus the 2d Poisson gas of dyons (and/or antidyons yields confinement
with string tension proportional to the (2d) average density of dyons.
Next we consider the 3d gas dyons, which effectively means that in the
total 4d ansatz (3.1) we keep for simplicity all dyons with roughly the same
orientation ω(i) ≡ (0, 0, 0, 1). We again can use the quasiabelian gauge (2.17)
and write for the dilute gas with N dyons inside volume V3
< W (CR) >=< exp(−iτ3
2
N∑
i=1
ψi) >=< cos
ψ¯
2
>N , (4.11)
where
< cos
ψ¯
2
>=
∫
d3r
V3
< cos
ψ(r)
2
. (4.12)
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Now for large volume V3, V3 ≫ R3, one has
< W (CR) >= exp(−σS) (4.13)
where we have defined
σ = −N
S
ln < cos
ψ¯
2
> (4.14)
For dyons distant from the Wilson loop one can write
ψ(r) =
πR2
r2
cosθ, (4.15)
where θ is the angle beween the direction to the dyon (vector ~r) and the
perpendicular to the Wilson loop plane, R is the radius of the Wilson loop.
Expanding in (4.14) for small ψ2 ≪ 1 one has
< ψ2 >∼ R
3
V3
; σ ≈ CN
V3
R (4.16)
In (4.16) c is a numerical constant, N–total number of dyons in the volume
V3. Appearance of R in (4.16) actually violates the area law eq. (4.13).
Indeed, σ in (4.16) grows with the radius of the Wilson loop indefinitely; this
situation may be called the superconfinement.
One should note however, that the superconfinement occurs for the ideal
gas of d and d¯, when one neglects completely correlations between d and
d¯. In reality however for the tightly correlated pair dd¯ the long range field
disappears. Indeed, adding the vector potential (3.22) for the dyon and that
of d¯, which obtains by changing the sign of A
(i)
4a and the second term of A
(i)
ia
in (3.22) one has
Aia(dd¯) = 2eaiknk(
1
r
− coth r + sin hr
cos hr − cost) (4.17)
A4a(dd¯) = 0
It is easy to calculate that the long range color magnetic and color electric
fields for vector potentials (4.17) disappear,
Eia(dd¯) = 0, Bia(dd¯) = 0(e
−r) (4.18)
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Hence for a given dyon, antidyons can partly screen its field and vice versa,
and the phenomenon of Debye screening must take place. One can estimate
the Debye screening mass for the 4d gas of dyons and antidyons [23]
m2D ∼ (
N
V3
)2/3, rD =
1
mD
(4.19)
so that the Debye radius is of the order of average distance between neighbor-
ing dyons. This means that dyons which are farther away from the Wilson
loop than rD do not participate in the creation of string tension and one
should replace in (4.16) R by rD for R ≫ rD. Finally one obtains an esti-
mate for Debye screened dd¯ gas
σ ≈ constm2D ∼ (
N
V3
)2/3 (4.20)
This behaviour of σ ensures the area law for the Wilson loop, the supercon-
finement due to the Debye screening transforms into the confinement.
These estimates have been checked in [23] by numerical calculations of
the Wilson loop.
In Figs. 5,6 the contribution to the Wilson loop from a dyon or a tight
dd¯ pair is shown as a functions of position of d or dd¯. One can see that the
dyon contribution is equal to π when dyon is inside the Wilson loop, and the
dd¯ pair contributes only when it is exactly on the Wilson contour.
5 Chiral symmetry breaking in the dyonic
gas
We follow in this chapter the recent paper [14]. For the gas made of equal
number of dyons N+ and antidyons N−, N+ = N− =
N
2
in the big volume
V4 we assume that the thermodynamic limit exists for the total action and
other extensive quantities like the free energy, when N →∞, V4 →∞ and
N
V4
is fixed and finite.
We shall use for the dyonic gas the formalism similar to that exploited
for the instanton gas by Diakonov and Petrov [5]. To study the CSB as man-
ifested in the nonzero chiral quark mass and chiral condensate it is enough
in case of instanton gas to consider only the case of one flavour, Nf = 1,
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since the so–called consistency condition displaying CSB comes out the same
also for Nf = 2, 3 [5,16]. Therefore we for simplicity confine ourselves in this
section also to the case Nf = 1.
The main driving mechanism for CSB is provided by the zero fermionic
modes on the topological charge [6,5]. For the instanton case zero fermionic
modes were found by ’tHooft [26], and later in [5] those have been used to
demonstrate CSB in the dilute instantonic gas.
In case of dyons fermionic modes have been found in [27]. For our pur-
poses we consider two sets (They can be expressed one through another) of
zero modes, one with continuous parameter β playing the role of quasimo-
mentum.
ψ(β) =W 1/2(∂0 + i∂iσi)(W
−1F (β))U+ (5.1)
where x0 ≡ x4,
F (β) =
∞∑
n=−∞
eiβn2π
r2 + (x0 + 2πn)2
, (5.2)
and U+ is a constant spinor of positive chirality.
Another set is labbeled by the integer n and is obtained from ψ(β) putting
β = 0 and keeping only one term in the sum over n.
un(x) = W
1/2(∂0 + i∂iσi)(W
−1 U+
r2 + (x0 + 2πn)2
) (5.3)
In what follows we shall use both sets.
The main problem to be solved in this section is: given fermionic zero
modes on each of dyons and antidyons; find the full quark Green’s function
for the dyonic gas with the superposition ansatz (3.1).
To this end we make the same interpolating approximation for the one-
dyon quark Green’s function S(i) as in [5], i.e. in the exact spectral repre-
sentation of S(i), i = 1, ...N
S(i)(x, y) =
∑
n
u(i)n (x)u
(i)+
n (y)
λn − im (5.4)
containing all modes n = 1, 2, ...∞, we keep only zero modes u(i)s and re-
place the nonzero-mode contribution by the free Green’s function, since they
coincide at large n ∼ √p2.
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Thus with S0 = (−iDˆ(B)− im)−1 one has
S(i)(x, y) = S0(x, y) +
∑
zero modes
u(i)s (x)u
(i)+
s (y)
−im (5.5)
One can see that S(i) diverges as m→ 0, we shall show however that the
total Green’s function is finite for m→ 0 if N+ = N−.
Using (5.5) and (31) one derives the total Green’s function to be
S = S0 −
∑
i,k
n,m
u(i)n (x)
(
1
im+ Vˆ
)
ik
nm
u(k)+m (y) (5.6)
where upper indices i, k run over all dyon numbers, 1 ≤ i, k ≤ N , while
lower indices n,m run over all set of zero modes of the given dyon with the
numbers i, k. We have also defined
V iknm ≡
∫
u(i)+n (x)i(∂ˆ − igBˆ)u(k)m (x)d4x (5.7)
We keep here the field B to make the formalism gauge invariant; in estimates
we systematically put Bµ equal to zero. Note that u
+
n and um in (6.4) should
have opposite chiralities, hence V ik refer to dyon–antidyon (dd¯) or opposite
(d¯d) transitions, otherwise V ikis zero.
One can introduce graphs as in [5] to describe each term in (5.6) as a
propagation amplitude from a dyon i to a dyon k through scattering on
many intermediate (anti)dyons centers, with scattering amplitude of each
center (dyon) being 1
im
and transition amplitude from center j (excited to
the s-th level) to center l (excited to the r-th level) being V jlsr .
The lower indices are not the only new element in (5.5) as compared
to the instanton gas model [5,16]. The zero modes u(i)n depend also on the
Lorentz orientation ω(i) of dyon, in addition to the color orientation Ω(i) and
position R(i) of the dyon, see Eq. (3.2).
u(i)n (x) = Ω
(i)u(i)n (x−R(i), ω(i)) (5.8)
Our next task is to compute the matrix elements of ( 1
im+Vˆ
) ik
nm
fixing initial
and final states and averaging over all coordinates of intermediate dyons. To
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this end we introduce as in [5] the amplitudes Diknm and P
ik
nm for even and
odd number of transitions Vˆ respectively
(
1
im+ Vˆ
) ik
nm
=
δikδnm
im
+
{
Diknm(R
(i)
i , R
(k),Ω(i),Ω(k), ω(i), ω(k))
P iknm(R
(i)
i , R
(k),Ω(i),Ω(k), ω(i), ω(k))
(5.9)
In the definition (5.9) it is assumed that amplitudes of returns to the initial
and final center i ar k are not included in Dik, P ik and should be added
separately (which makes Eq.(5.9) not an equality, but rather a symbolic
equation). This amplitude of the return to the center j we denote as
∆mn = D
jj
mn(R
(j), R(j),Ω(j),Ω(j), ω(j), ω(j)) (5.10)
Since in Djj integration over all intermediate coordinates (R(k),Ω(k), ω(k)) is
done, ∆mn does not depend on R
(j),Ω(j), ω(j) and is a constant matrix.
Taking into account any number of returns to the same center j, brings
about a matrix εmn, defined as:
εmn =
1
m
(1− im∆ˆ)−1mn (5.11)
With its help the equations, connecting Pˆ and Dˆ can be written as follows
P iknm = −
1
im
V iknm
1
im
− N
2V4
∫
d4R(j)dΩ(j)dω(j)
1
i
V ijnsεsm′D
jk
m′m (5.12)
Diknm = −
N
2V4
∫
d4R(j)dΩ(j)dω(j)
1
i
V ijns′εs′sP
jk
sm (5.13)
As a next step we separate out the dependence of Pˆ , Dˆ, Vˆ on lower indices
and on Ω(i),Ω(k). To this end we consider zero-mode solutions u(i)n (x) in the
form of (5.3) and make Fourier transform
u(i)n (p) =
∫
u(i)n (x)e
ipxd4x = eiP02πnu¯(i)(p) (5.14)
It is important that u¯(i)(p) does not depend on n altogether. Therefore with
the help of (5.7) one has
V ijnm(R
(i),Ω(i), ω(i);R(j),Ω(j), ω(j)) =
∫ d4p
(2π)4
eip(R
(i)−R(j))vijnm(p), (5.15)
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vijnm(p) = e
−2πi(pi0−p
j
0m)u¯+(pi)Ω+(i)(−pˆ)Ω(j)u¯(pj) (5.16)
where pi = ℜωip, and ℜωi is 0(4) rotation transforming time unit vector into
ωi.
We introduce now ”amputated” amplitudes d, f, w instead of Dˆ, Pˆ , Vˆ as
follows
Dikmn =
∫
d4p
(2π)4
eip(R
(i)−R(k))−i2π(pi0m−p
k
0n)u¯+(pi)Ω+(i)d(pi, pk)Ω(k)u¯(pk) (5.17)
and similarly for f(pi, pk); according to (5.16)) one has w(pi, pk) ≡ −pˆ
Insertion of these definitions into Eqs.(5.12-5.13) yields
f(pi, pk) = − w(p)
(im)2
− N
2V4Nc
w
i
∫
ν(pj)dω(j)d(pj, pk) (5.18)
d(pi, pk) = − N
2V4Nci
w(p)ν(pj)dω(j)f(pj, pk) (5.19)
where we have introduced
ν(p) =
∑
n,s
e+ip02πnu¯(p)εnse
−ip02πsu¯+(p) (5.20)
One can see in (5.18-5.19) that f and d do not depend on rotations in pi, pk
and the integration over dωi there acts only on ν(pj), so that with the defi-
nition
ν¯(p) =
∫
ν(pj)dω
j (5.21)
one obtains
d(p) =
iNpˆν¯pˆ
2V4Ncm2
1 +
(
N
2V4Nc
)2
pˆν¯pˆν¯
(5.22)
and f(p) is expressed through d via (5.18). The definition (5.10) can be
used now to obtain the selfconsistency relation, taking into account that at
m→ 0, ∆˜ ∼ 1
m2
and therefore one has
∆mnεns =
i
m2
δms (5.23)
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as a result of insertion of (5.17) and (5.22) into (5.10) multiplied with εmn,
one has
n0 =
2V4Nc
N
∫
d4p
(2π)4
M2(p)
M2(p) + p2
(5.24)
where we have defined the average number of zero modes per dyon −n0,
n0 ≈ V
1/4
4
b
, b is the internal scale parameter of dyons,
We also introduced the chiral mass M(p)
M(p) =
N
2V4Nc
tr(pˆν¯(p)pˆ) =
N
2V4Nc
p2ν¯(p) (5.25)
where we used the fact that ν¯ is averaged over all directions and should be
proportional to the unit matrix in Lorentz and color space.
Eq.(5.24) goes over into the corresponding consistency relation for instan-
tons [5.16] when n0 = 1 and matrix εˆ becomes a number, while u¯(p) is the
Fourier transform of the ’tHooft’s zero mode [26].
The solution d(p) (5.22) assumes the knowledge of the matrix εns, while
the consistency relation (5.24) imposes only one condition. Therefore the
strategy of solution is as follows. From (5.17) one finds ∆mn ≡ Diimn =∫ d4p
(2π)4
e−2πip0(m−n)u¯+(p)d(p)u¯(p) through d(p). It clearly depends only on the
modulus |m− n|. Then inverting the matrix ∆mn one finds εmn from (5.23).
Finally from (5.20-5.21) one finds ν¯(p) and inserts it into (5.22), defining d(p)
The cycle is thus completed, and should be repeated till the convergence is
achieved.
One can also study another basis of zero modes, namely that of (5.1).
In this case dependence on β can be also extracted, indeed
u
(i)
β (p) =
∑
n
e−iβ2πnu(i)n =
∑
n
e2πni(p0−β)u¯(i)(p) =
=
∑
k
δ(β − p0 − k)u¯(i)(p) ≡ δ[β,p0]u¯(i)(p) (5.26)
where we have introduced notation δ[βp0], implying that β is in the interval
[0,1] and δ – function should be moderated first, introducing finite number
of centers N0 in the dyon (
∑N0/2
n=−N0/2
) and considering limit N0 → ∞ at the
end.
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In this way one obtains the same equations (5.17-5.19) for f, d if the new
definitions are used, e.g.
Dikββ′ =
∫
d4peip(R
i−Rk)
(2π)4
δ[βp0]u¯
+(pi)Ω+id(pip+)Ωku¯(pk)δ[β′p0] (5.27)
and where in (5.18-5.19) now ν¯ is defined as
ν¯(p)→ ν˜(p) =
∫
dωu¯(p)ε[p0,p0]u¯
+(p) (5.28)
and
ε[p0,p0] ≡
∫ 1
0
dβ
∫ 1
0
dβ ′δ[β,p0]εββ′δ[β′,p0] (5.29)
From (5.27) one deduces that ∆ββ′ = δββ′∆(β) and hence also εββ′ is diagonal
due to the relation
εββ′∆β′β′′ =
i
m2
δββ′′ (5.30)
and is equal to
εββ′ = δββ′ε(β) = δββ′
i
m
∆−1(β) (5.31)
with
∆(β) =
∫
d4p
(2π)4
δ[βp0]u¯
+(p)d(p)u¯(p) (5.32)
The system (5.22), (5.24-5.29) is now complete.
We now proceed to write down the quark propagator (5.6) in terms of
functions d, f and finally in terms of the chiral mass M(p) (5.25).
Following the same procedure as in [5], one can rewrite (5.6) as
S(p) =
pˆ
p2
− N
2V4
(
δns
im
+
(
∆
1
1 − im∆
)
ns
)
×
×
∫
dΩ(i)dω(i)(u(i)n (p, ω
(i))u(i)+s (p, ω
(i)) + dyon ↔ antidyon)−
−
(
N
2V4
)2 ∫
dΩ(i)dΩ(j)dω(i)dω(j)u(i)n (p, ω
(i))(mεns)D
ij
sl(mεlk)u
+j
k (p, ω
j)
−
(
N
2V4
)2 ∫
dΩ(i)dΩ(j)dω(i)dω(j)u(¯i)n (p, ω
(i))(mεns)D
i¯j¯
sl(mεlk)u
+j¯
k (p, ω
j)
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−
(
N
2V4
)2 ∫
dΩ(i)dΩ(j)dω(i)dω(j)[u(i)n (p, ω
(i))(m)εnsP
ij¯
sl (m)εlku
+j¯
k (p, ω
j)
+ (i→ i¯, j¯ → j)] (5.33)
Submitting in (5.33) expression (5.17-5.19) and (5.22), (5.24) we finally
obtain S(p) in the form
S(p) =
pˆ+ iM(p)
p2 +M2
(5.34)
This form justifies the meaning ofM(p) as a chiral mass, i.e. an effective mass
of quark due to CSB. It coincides with the form of S(p) for the instantonn
gas [5], however the explicit expression for M(p) (5.25) differs.
The most remarkable feature of (5.34) is the disappearance of the massless
pole pˆ
p2
from S0(p) One should have in mind of course that the form (5.34) is
gauge–noninvariant and obtained neglecting confinement. If one takes into
account these effects, as in [27], the pole structure in (5.34) is supplemented
by the area law due to the string between the given quark and an antiquark
and the pole is never present in physical amplitudes.
From (5.34) one can easily compute the chiral condensate:
< q¯q >Mink.= −i < q¯q >Eucl.= i < trS(x, x) >=
= i
∫
d4p
(2π)4
S(p) = −4Nc
∫
d4p
(2π)4
M(p)
p2 +M2(p)
(5.35)
It is nonzero thus confirming the phenomenon of CSB in the dilute dyonic
gas.
6 Conclusions and prospectives
We have given arguments that the dilute dyonic gas provides confinement
and CSB and therefore may be a good candidate for a realistic quasiclassical
QCD vacuum. Additional numerical checks are necessary of the area law
of the Wilson loop for the 0(4) invariant 4d dyonic gas, which are now in
progress [23]. If confirmed, the dyonic gas ansatz can be used in the same
program of detailed calculations as were done for the instanton gas [8]. In
addition one can calculate field correlators and condencates to be used as
input in OPE and the vacuum correlator method [3,22,27].
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Meanwhile in anticipation of exact numerical checks let us estimate roughly
parameters of dyonic gas which could ensure realistic values of 1) gluonic con-
densate 2) chiral condensate 3) string tension 4) topological susceptibility.
To get 1) and 4) at realistic values one needs roughly density of one topo-
logical charge per 1fm4. This can be saturated by 3d density of dyons of
1 dyon per 1fm3 and with b ≈ 1fm. Then the average size of dyon is
γ−1 = b
2π
≈ 0.16fm and one expects from Eqs. (5.24), (5.25) and (5.35) to
get a realistic (within a factor of 2-3) chiral condensate. Finally, with the
given dyon density the string tension (4.20) will be of a reasonable order of
magnitude, σ ∼ several units ×fm−2. Thus order of magnitude estimates
show that realistic model of dyonic gas is feasible.
As a last point in this lecture we discuss now a possible scenario of tem-
perature phase transition in the dyonic gas vacuum.
The confined phase is described by the gas of dyons – better to say, gas
of dyonic lines which are oriented in all directions; at T = 0 these directions
(ω(i)µ , see Eq. (3.2)) are spread uninformly in the 0(4), but at T > 0 the
distribution of ω(i)µ may be deformed. It is important, that d and d¯ are not
paired, i.e. the correlation length of a dd¯ pair is of the order of average
distance between D and d¯, or n−1/3.
The deconfined phase can be chosen in such a way, that all dyons with
lines directed along axis 1,2,3 are paired, i.e. d and d¯ form neutral dd¯ atoms
with average size of γ−1; producing no long – range field. Therefore string
tension in the planes (14), (24) and (34) vanishes – there is no confinement
in the usual sense.
However, dyons and antidyons with lines ω(i)µ along the 4-th axis are not
paired, the dd¯ average distance is of the order of n−1/3 and the confinement in
the spacial planes (1,2), (1,3) and (2,3) persists. One can distinguish between
two phases. If in the confining phase one can write
Sconftot =
4∑
ν=1
(Sν(d) + Sν(d¯)) = 8S0, S0 =
8π2
g2
L
b
then assuming that the number of d and d¯ does not change, in the deconfined
phase one obtains
Sdeconftot =
3∑
ν=1
Sν(dd¯) + S4(d) + S4(d¯) ∼= 5.3S0,
24
where we have put Sν(dd¯) ≈ 1.1.S0 in agreement with the estimate (3.19).
Thus one can see that the gluon condensate changes by some 40% across
the phase transition; this fact roughly agrees with the magnetic confinement
model of ref. [3], yielding reasonable estimates of Tc (see lecture ”Hot non-
perturbative QCD” by the same author).
One can see that the dyonic gas model may explain the deconfinement
transition in a sensible way, however exact numerical computations are nec-
essary to elaborate the detailed picture.
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Figure captions
Fig. 1. The interaction energy, V (r) ≡ Sint/T , for a dyon and an an-
tidyon in the static gauge, Eqs. (3.6-3.7) at the distance r vs r/b From
Ref.[23].
Fig. 2. The interaction energy V (r, ϕ) =< Sint > /T , in units of S0/T
where Sint is averaged over the time period b, for the dd system as a function
of distance Γdd/b ≡ r and relative time phase ϕ. The logarithmic singularity
at r = 0, ϕ = 0 is cut off by hand. From ref. [23].
Fig. 3. The same as in Fig.2 for the dd¯ system. The absolute minimum
of Vdd¯ is at ϕ = π, r = 0 and is equal to −1.3S0/T .
Fig. 4. The Wilson loop of radius R in the (1,2)–plane and a dyon at the
distance h above the plane.
Fig. 5. Contribution to the Wilson loop from the dyon placed at distance
h = zR above the plane of the loop and at distance r.R from the center of
the loop vs z and r. From ref. [23].
Fig. 6. Contribution to the Wilson loop from the tight dd¯ pair. Notations
are the same as in Fig.4. From ref. [23].
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