Volatility Prediction of Stock Price Using News Articles: A Hybrid Approach by NGUYEN PHUONG DANG TOAN
VOLATILITY PREDICTION OF STOCK PRICE USING
NEWS ARTICLES: A HYBRID APPROACH
PHUONG DANG TOAN NGUYEN
Bachelor of Computing NUS (Computer Science) (First Class Honours)
A THESIS SUBMITTED FOR THE DEGREE OF MASTER OF COMPUTING
(BY RESEARCH)
DEPARTMENT OF COMPUTER SCIENCE
NATIONAL UNIVERSITY OF SINGAPORE
2014
Declaration
I hereby declare that this thesis is my original work and it has been written by
me in its entirety. I have duly acknowledged all the sources of information which
have been used in the thesis.
This thesis has also not been submitted for any degree in any university previously.




I would like to thank my supervisor, Prof David S. Rosenblum for his help and
support throughout the process. He gave me much freedom to explore the topic
and diﬀerent ideas. I would like to thank Ms Loo Line Fong and Ms Toh Mui
Kiat for their help regarding various administrative issues. Finally, I would like
to thank my friends for their support and encouragement.
iii
Abstract
Volatility is vitally important in today’s financial market. It is the key parameter
for risk management, portfolio selection, pricing of equity-related derivative
instruments and especially volatility trading. The volatility of stock market also
has a significant implication for policy makers such as central banks and financial
regulators of financial rules and regulations, monetary and fiscal policies.
Previous works in volatility prediction have tried to incorporate information flow
into existing volatility models, either from proxies such as number of articles,
volume or from news articles as the main source to predict volatility. Moreover,
previous approaches only use a single machine learning technique to make pre-
dictions while the complicated nature of natural language is challenging for any
single algorithm to learn. To address these limitations, we propose a hybrid ap-
proach that combines both the popular GARCH volatility model and information
flow extracted directly from news articles. Hence, we make use directly of two
sources of data: stock historical data and news article data. We also applied
ensemble methods to further improve the performance of the system.
We present a detailed description of the system that implements the new hybrid
model from collecting data, building GARCH model, extracting information flow
from news articles and applying machine learning techniques to make predictions.
Through various experiments, we show that the hybrid model achieves superior
accuracy, far beyond the popular GARCH model family. We also show that the
usage of ensemble methods in the hybrid model leads to a higher accuracy than
that of the popular Support Vector Machine. The diﬀerences in information flow
between companies and prediction horizons are also analysed.
Our findings provide a concrete evidence regarding the Eﬃcient Market Hypoth-
esis, the basis for many modern financial models. In particular, our findings
confirm the conjecture that information flow takes time to be absorbed into the
price process. By directly extracting new information from news articles, we
improve largely the performance of volatility prediction model.
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Financial market has always been an attractive domain of research for academia. Much work
on predicting the stock market has been done recently. However, due to the complicated
nature of the stock market, which is an extremely nonlinear vibrant system and aﬀected by
many factors such as inflation rates, interest rates, economic atmosphere, political issues
and unexpected events, stock forecasting is still challenging.
Financial markets and stock markets in particular are characterized by return and risk where
risk is associated with the notion of volatility. The trade-oﬀ between risk and return is what
governs modern finance. Most investors are risk-averse and they care not only about return
but also about risks. Since the financial crisis in 2008, volatility has become increasingly
important for investors to assess their choices.
The expected future volatility is a key parameter for risk management, portfolio selection,
pricing of equity-related derivative instruments and especially volatility trading. The stock
market volatility also has a significant implication for policy makers such as central banks
and financial regulators on financial rules and regulations, monetary and fiscal policies.
While return is still very hard to forecast based on historical data, with some papers even
claiming that it is more or less unpredictable [Fama, 1965, Samuelson, 1965], there is an
increasingly large body of research for volatility models that can explain certain stylized
facts about volatility, for example: mean-revert, clustered and long-memory. Current models
for predicting future volatility (e.g., GARCH, stochastic volatility) are based on information
1
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available in historical price variation and try to fit statistical models on data to give a forecast
of the future volatility.
Changes in stock prices are believed to be influenced by information flows through media.
It is the news that causes volatility. News events such as announcements about corporate
profits, a change in management, earning figures, acquisitions and divestitures of businesses,
retirements from the Board of Directors, a new promising product, talk of a takeover, even
the weather can cause a company’s share price to move wildly up or down.
The “Eﬃcient Market Hypothesis” states that all available information is fully reflected in
the current market stock price, which means information in news is always incorporated
in the stock price. This hypothesis, however, has been criticized by a growing number of
psychologists and behavioural economists. In addition, there is increasingly large evidence
that business and financial news can have significant impact on financial market [Fung et al.,
2003, Mittermayer, 2004, Schumaker and Chen, 2008].
Although the semantic content of language conveys a wealth of information that is immediately
understood by humans, at the same time, this information is often ignored in scientific
studies due to lack of methods to quantify the semantic content. However, a recent significant
development in Text Mining and Natural Language Processing has allowed us to quantify
the meanings of words and text data. We have only scratched the surface of human language
and yet the impact on society and economy is already immense. Nonetheless, due to the
complicated nature of natural language itself, it is still very challenging to extract valuable
information from textual data.
Much research has recently been focused on incorporating news data into volatility models
to improve its performance. However, most of them only tried to incorporate some proxy of
information flow like number of articles without directly extracting sentiment from the text
data [Kalev et al., 2004], or to use news articles as an indicator to re-estimate GARCH model
[Robertson et al., 2007]. More recently, Asgharian and Sikstrom [Asgharian and Sikstrom,
2013] directly extracted information flow from news articles, but only used that information
flow to make prediction instead of combining it with historical stock data.
Another limitation from previous research is to use only a single machine learning technique
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(Naïve-Bayes model, Artificial Neural Networks and Support Vector Machines) to learn the
latent information flow from text data, when the major problem in text mining and natural
language processing is the complicated nature of the language, which is still hard to quantify
and model using machine learning techniques.
1.2 Objective
The objective of this study is to directly incorporate information from news articles into
the standard GARCH model to predict volatility. We employed advanced techniques in
Text Mining and Machine Learning to directly extract the information flow of news articles.
We tried to be as precise as possible. Instead of predicting only the direction of volatility
as in many research papers, we predict directly the level of volatility as it is the most
useful variable for risk management, portfolio selection, pricing of equity-related derivative
instruments and especially volatility trading.
1.3 Contribution
This thesis contributes to the literature on volatility prediction by presenting a new hybrid
model that incorporates information flow directly to the popular GARCH family model. We
designed the hybrid system that combines the information from 2 sources of data: historical
price data and news articles data. The information from historical price is extracted through
GARCH family model. The information from news articles data is extracted through Vector
Space Model and applied with a variety of machine learning techniques.
Through various experiments, the proposed hybrid model achieved significantly improved
performance, compared with the popular GARCH model benchmark. The model is assessed
with a variety of popular evaluation methods for volatility prediction. We also show that
our hybrid model using ensemble methods achieves higher accuracy than other hybrid model
which uses Support Vector Machine. The diﬀerence in information flow between companies
is also analysed. Finally, we analyse the eﬀectiveness of news information flow at diﬀerent
prediction horizons.
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1.4 Outline
The rest of this thesis is organized as follows. Chapter 2 provides some background about
stock prediction, formal hypothesis and some intuition regarding stock price prediction and
stock volatility prediction. Chapter 3 presents the literature review of stock price prediction
in general and textual-based stock prediction in particular. Based on these approaches,
chapter 4 describes a new hybrid model and the system design for this hybrid model from
gathering data, building GARCH model, extracting features from news articles and learning
machine learning technique to make prediction. Chapter 5 to chapter 9 detail each component
specified in the system design. Chapter 5 describes the Data Retrieval component of the
system for both data types: news articles and stock data. Chapter 6 goes into details for the
Features Engineering component that uses text mining technique to extract the information
from news articles in form of a vector of real numbers. Chapter 7 and 8 provide in-depth
description of volatility as well as diﬀerent measures of volatility. Chapter 9 introduces
a variety of machine learning techniques to be applied to the feature vectors in chapter
6. Chapter 10 and 11 specify the evaluation approach for the model and describe the
experiments setup to evaluate the performance of the proposed system. Chapter 12 provides
the results of diﬀerent experiments and analyses the significance as well as explanation of the




With the attribution of the 2013 Nobel Prize in Economics to three economists: Eugene
F. Fama, Robert J. Shiller and Lars Peter Hansen, even more questions have been raised
about how the financial market works. The contribution of their research has illuminated the
workings of financial market, although with opposing views about the market. On the one
hand, Professor Eugene Fama from University of Chicago, known as the “father of the eﬃcient
markets hypothesis”, asserts that all information is eﬃciently priced into the markets, making
it incredibly diﬃcult to profit oﬀ of trading in the short run [Fama, 1965]. His “eﬃcient
market hypothesis” states that asset price movements could not be predicted because prices
fully reflect all available information. On the other hand, Yale Economist Robert Shiller, one
of the “fathers of behavioural finance” since his book “Irrational Exuberance” [Shiller, 2000],
is well known for his ability to recognize asset bubbles. In 2005, he described the rapid rise
of housing prices as a bubble and warned that prices could fall by 40 percent. Five years
later, home prices were well on the way to fulfilling Mr. Shiller’s prediction.
Mr. Shiller has shown through empirical evidence that the markets operate ineﬃciently. He
argued that the predictability of prices reflects irrational but repeating patterns in human
behavior, and he is among a group of prominent economists who are trying to integrate
behavioral theories from psychology and other social sciences into rigorous models of economic
activity. Here we provide some possible intuitive explanations of how news articles might
influence stock price through behaviors, often“irrational”, of market participants.
5
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2.1 How News Articles Influence Stock Prices
Economic news reports often spur strong short-term moves in the market, which may create
trading opportunities for traders. The basic strategy of news-based trading is to buy stock of
companies which have just published news report deemed to be good and to sell (short) stock
of companies which have just published news deemed to be bad. Unexpected news events
are events that cause the share price to rise or fall abruptly, for example: sudden changes in
energy prices, a labor strike at a supplier, a poor month for sales, and the announcement of
new products. Hence, by estimating the positive or negative impact of news on stock price,
traders want to buy or sell the stock just in time and before anyone else in order to make
profit. However, determining the direction of the stock price is diﬃcult because the market
direction, which is determined by what everyone else thinks, may not match the tone of the
news itself. One reason is that not everyone interprets the news in the same way, hence the
uncertainty of the direction of the trend is high and the volatility is high. Another reason is
that the deemed good news may be expected before the news are released, so the information
is already incorporated into the price and there is no change after the news releases.
Why is volatility direction more predictable than stock price direction? Fundamentally,
volatility is a measure of uncertainty in financial market. It is easier to translate sentiments
in textual data to the level of uncertainty in stock market. For example, market participants
might not have the same view on the direction of the stock price, but they might have the
same view of how important the news is and same reaction to that news. A growing body of
research works has found evidence to support the predictability of volatility using textual
data. A complete literature review is given in chapter 3.
2.2 Volatility and Sentiments Analysis
There is a fundamental reason why volatility prediction from financial news is harder than
other problems in sentiment analysis for example, movie rating. The data is much noisier in
financial news. In the case of movie reviews, the person who writes the text review is the
same person who gives the rating, hence the ‘link’, the ‘connection’ between the text and
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the rating label is strong. In the case of financial news, the reporter who writes the news or
even the news itself, has no control over the market, how the market will react. Participants
on the market, who see the news, often don’t have the same opinions or sentiment towards
the news, as we know that people usually don’t agree on sentiment. Even if they do agree
on certain news, diﬀerent participants could take diﬀerent amount of time to react. Hence
the aggregated eﬀect of the news is unclear. There are also participants whose decisions are
independent of what is contained in the news. Thus, the exact relationship between financial
news articles and stock price movement is complex. It is really hard to quantify the strength
of the connection between the news articles and the movement of the stock prices.
Although uncertainty and information flows have been recognised as the factors having the
most profound implications on how financial assets are priced, however, the dynamics and
interactions of these latent factors remain debatable in the field of financial economics. Even
if it is a reasonable conjecture that the variation in the frequency of information arrivals
drives the volatility of stock prices [Ross, 1989], the significance of the empirical evidence on
this relation is often undermined by a plethora of conceptual and methodological diﬃculties.
First, the qualitative nature and the intangible form of information imply that this variable
is often measured in an ad hoc manner. Second, the modelling of uncertainty continues to
be an evolving issue, while finance literature remains unequipped with clear and universally
accepted explanations of many “stylised facts”, such as inter-temporal variation and clustering
of volatility [Mandelbrot, 1963, Fama, 1965].
Chapter 3
Literature Review
3.1 Stock market prediction
Empirical studies that examine stock return predictability can be traced back to Fama
[Fama, 1965] among others, who showed that there is no significant autocorrelation in the
daily returns of thirty stocks from the Dow-Jones Industrial Average. The eﬃcient-market
hypothesis (EMH) that he developed (independently with Samuelson’s work [Samuelson,
1965]), which was widely accepted up until the 1990s, states that market prices always fully
reflect all available information, or in other words, financial markets are informational eﬃcient.
This idea has been applied extensively to theoretical models and empirical studies of financial
securities prices, generating considerable controversies as well as fundamental insights into
the price-discovery process. It has far-reaching consequences for academic theories and
business practice, and yet is surprisingly resilient to empirical proof or refutation.
The eﬃcient market hypothesis (EMH) is a concept of informational eﬃciency, and refers
to the market’s ability to process information into prices and to fully incorporate the
expectations and information of all market participants. One of the direct implications of
this EMH hypothesis is the Random Walk Hypothesis, of which Samuelson published a
proof [Samuelson, 1965], showing that if the market is eﬃcient prices will show random-walk
behavior. This hypothesis implies that in an informationally eﬃcient market price changes
must be unforecastable. Consequently, it is not possible to exploit any information set to
predict future price changes. No one can consistently achieve greater returns than that of the
average market returns, not even if they are given all the publically published information
that are available at the time of investment.
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The eﬃcient market hypothesis (EMH) centers around the assumption of “rationality”:
• Investor rationality: Investors are assumed to be rational, which means that they
correctly update their beliefs when new information is available.
• Arbitrage: Even if not all investors are rational, some rational investors use arbitrage
to remove pricing errors, so the average investor would not matter. The marginal
investor sets prices.
• Collective rationality: The random errors of investors cancel out in the market.
Some investors are not rational, they trade randomly and, consequently, their trades
cancel each other without aﬀecting the prices.
Fama [Fama, 1970] distinguished three common forms in which the eﬃcient-market hypothesis
is commonly stated: “weak-form eﬃciency”, “semi-strong-form eﬃciency” and “strong-form
eﬃciency”, each of which has diﬀerent implications for how financial market works.
Weak-form eﬃciency states that all the information regarding past price movements is
reflected in the current stock price, which means future prices cannot be predicted from
analyzing only historical prices. Excess returns cannot be earned in the long run by using
investment strategies based on historical share prices or other historical data. This implies
that future price movements are determined entirely by information not contained in the
price series, for example, news. Particularly, this weak form does not state whether the prices
adjust immediately in the advent of new fundamental information. Hence, it is probable that
the news takes time to be absorbed in the stock price. Hence, some forms of fundamental
analysis or news article analysis might provide some useful prediction because they trade on
new information and do not use any historical information to look for patterns.
Semi-strong-form eﬃciency states that all publicly available information is reflected in
the stock price rapidly and in an unbiased fashion such that no excess returns can be earned
by trading on that information. Thus, one cannot make abnormal profits by using publicly
known information stock prices. Semi-strong-form eﬃciency implies that neither fundamental
analysis nor technical analysis techniques will be able to reliably produce excess returns.
Strong-form eﬃciency states that stock prices reflect all information, public and private,
Chapter 3. Literature Review 10
hence it is not possible to forecast future price movements and earn excess returns. If
there are legal barriers to private information becoming public, as with insider trading laws,
strong-form eﬃciency is impossible, except in the case where the laws are universally ignored.
There has been a lot of criticism against the EMH. The most enduring critique comes from
psychologists and behavioural economists who argue that the EMH is based on counterfactual
assumptions regarding human behaviour, that is, rationality. Many behavioral economists
argue that the presences of cognitive biases (such as confirmation bias, the bandwagon eﬀect,
hyperbolic discounting, and irrational escalation of commitment) negate the validity of this
assumption. We often see the phenomenon of overreaction and underreaction regarding new
information. For example, in some cases investors may overreact to performance, selling
stocks that have experienced recent losses or buying stocks that have enjoyed recent gains.
Such overreaction tends to push prices beyond their ‘fair’ or ‘rational’ market value, only
to have rational investors take the other side of the trades and bring prices back in line
eventually. An implication of this phenomenon is price reversals: what goes up must come
down, and vice versa.
The assumption about eﬃcient market in securities has also been criticized. The eﬃcient
market system requires: (1) low cost entry and exit for those wishing to participate in the
market, (2) availability of low cost, timely securities information to all market participants
at the same time, and (3) numerous small scale transactions made independently such that
no single transaction (or group initiated by a single buyer/seller) can aﬀect the price of
the security. Without these three necessary but individually insuﬃcient conditions, the
assumption about an eﬃcient market is flawed.
We assumed that all publicly available securities information is accessible to all participants
in the market, although it is not the case in reality. Information comes at a cost and not all
participants of the market receive the same amount of information. Moreover, the financial
markets have never been free of self-serving views, especially those published by larger
investment firms. With all the recent news about insider trading and high frequency trading,
the lack of an eﬃcient market is even more pronounced.
There is a growing consensus in the literature that it takes time for the market to respond to
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new information and incorporate it in the price as the weak-form of EMH implied [McKinley,
1999, Nofsinger, 2001]. Hence, by examining the news articles and extracting new information
that is not currently absorbed in the stock price, we could build a model with predictive
power.
3.2 Textual based prediction
Some of the earliest work on the relation between news information about world events
and movements of stock prices can be traced back to Victor Niederhoﬀer in the early 1970s
[Niederhoﬀer, 1971]. He claimed that world events such as in headlines of the New York
Times exert a discernible influence on the movement of stock market prices although his
study did not tend to violate or support the Random Walk Hypothesis. De Bondt and
Thaler [Bondt and Thaler, 1985] provided a view of how market participants react to news,
expecially unexpected and dramatic news events. Using the empirical evidence from CRSP 1
monthly return data, they claimed that markets over-react to unexpected and dramatic news
event and then correct. They provided 2 hypotheses that imply a violation of the weak-form
market eﬃciency: (1) Extreme movement in stock prices will be followed by subsequent price
movements in the opposite direction, (2) The more extreme the initial price movement, the
greater will be the subsequent adjustment.
A number of traded stocks has been shown to be positively or negatively aﬀected by
economic news publications [Chan and John-Wei, 1996]. It is also found that both political
and economic news articles aﬀect trading activities such as price volatility, number of stocks
traded, and trade frequency [Chan et al., 2001]. Gidofalvi and Elkan [Gidofalvi and Elkan,
2003] developed a Naive-Bayes prediction model for short-term stock market returns (classes
‘up’, ‘down’, ‘normal’) based on the contents of financial news articles treated as bags-of-words.
They find that the model has the highest predictive power for the stock price movement in
the interval starting 20 minutes before and ending 20 minutes after the publication time
of the respective article, suggesting that market corrections for news are primarily due to
1http://www.crsp.com
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insiders. Their finding rejects the Eﬃcient Market Hypothesis (semi-strong and strong)
which asserts that the public information has no predictive power.
Support-vector machine (SVM) and regression text classification models have also successfully
been applied to predict intra-day stock market returns. For example, Mittermayer and
Knolmayer [Mittermayer and Knolmayer, 2006] used SVM to do four-class classification
of stock returns using press releases by PRNewswire. The NewsCats prototype that they
constructed using a hand-made thesaurus is claimed to achieve a higher performance than
other Automated Text Categorization prototypes used for stock price trend forecasting.
Schumaker and Chen [Schumaker and Chen, 2008] developed AZFinText system based on
Reuters news data and found positive returns from a model of Momentum strategy and
AZFinText system. Within a 1-week portfolio formation period, they achieved a 20.79%
trading return using the Momentum strategy. They also claimed that trader overreaction to
these events led AZFinText to capitalize on these short-term surges in price.
3.3 Textual based Volatility prediction
On the other hand, there are also a number of researchers who tried to use textual information
to predict volatility. Many previous studies have examined diﬀerent proxies for information
flows. Berry and Howe [Berry and Howe, 1993] used the number of daily newspaper headlines
and earning announcements as proxy for information flow. Ederington and Lee [Ederington
and Lee, 1993] examined the importance of macroeconomic news, whilst Mitchell and
Mulherin [Mitchell and Mulherin, 1994] use specific stock market (Dow Jones & Company)
announcements as a measure of information.
Antweiler and Frank [Antweiler and Frank., 2004] examined the bullishness of messages, and
found that while Web talk does not predict stock movements, it is predictive of volatility.
Antweiler and Frank [Antweiler and Frank., 2002] argued that message posting volume is a
priced factor, and higher posting activity presages high volatility and poor returns. Tetlock
[Tetlock, 2005, Tetlock et al., 2006] showed that negative sentiment from these boards may
be predictive of future downward moves in firm values. He claimed that negative media
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coverage presages downward moves in stock prices.
Kalev [Kalev et al., 2004] found that the forecasting accuracy of GARCH(1,1) for 30 minute
returns can be improved by employing a number of firm-specific announcements as a proxy
for information flows. Their analysis reveals a positive and significant impact of the arrival
rate of the selected news variable on the conditional variance of stock returns and evidence
that news arrivals display a very strong pattern of autocorrelation.
Recently, Robertson [Robertson et al., 2007] proposed a simple adaptation to the GARCH
model to make the model aware of news. They used SVM to predict if articles from the
Bloomberg service are followed by abnormally large volatility; if they are, the GARCH model
is reestimated but still includes the old estimates of forecasted volatility from GARCH.
They claimed that the variation of the GARCH model is eﬀective at improving the forecast
accuracy around news for the US and Australia for forecasts up to 90 minutes into the future
compared with the original GARCH model. Their findings demonstrated that classifying
news based on the content improves the performance of this model more than by using all
news.
Luss and d’Aspremont [Luss and dAspremont, 2009] found that there is predictive power in
predicting abnormal return (unusually high absolute return), which is related to volatility
using SVM to combine equity returns and textual data,. On the other hand, they found
their model is unable to predict return itself.
Most recently Asgharian and Sikstrom [Asgharian and Sikstrom, 2013] tried to predict the
stock price volatility in a weekly horizon using only semantic contents from news articles.
They quantified the semantic content of words in news articles using Latent Semantic Analysis
and used this as predictors of its stock volatility. The results show that future stock volatility
is better predicted by this method than the conventional models using historical data.
We have reviewed a variety of approaches applied to the textual based prediction of stock price
in general and prediction of volatility in particular. However, most approaches don’t directly
extract information from textual data in their model: Kalev [Kalev et al., 2004] tried to
extract information flow only by the number of announcements proxy. Robertson [Robertson
et al., 2007] only used news articles as an indication to re-estimate the GARCH model. In fact,
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if we regularly re-estimate the GARCH model, this can subsume the modification proposed
by Robertson. More recently, Asgharian and Sikstrom [Asgharian and Sikstrom, 2013] tried
to directly extract information flow from news articles. However, instead of incorporating it
to historical stock data, they chose to make prediction using only the semantic information
flow from news. This limitation has inspired our approach to combine information from both
sources: news articles and historical data. We also apply the latest development in Machine
Learning domain in order to boost the prediction accuracy of the model.
Chapter 4
What is Volatility
Volatility is one of the most active and successful areas of research in time series econometrics
and economic forecasting in recent decades. Volatility in finance is a measure of fluctuation
(spread) of financial asset return time series. In the most fundamental form, it can be defined
as the standard deviation of the returns of time series over a certain period. (More precise









Where: Ri = ln Pi+1Pi is the logarithmic return. Pi is the stock closing price. R is the mean
of : Ri for i = 1 to n and 252 is the number of trading days in a year.
Volatility is related to, but not exactly the same as, risk. Risk is associated with undesirable
outcomes, whereas volatility as a measure strictly for uncertainty could be due to a positive
outcome. This important diﬀerence is often overlooked. It is important to note that unlike
many time series variables in finance, volatility is inherently unobserved or latent and evolves
stochastically through time. It needs time to manifest itself. Hence we can only estimate
approximately volatility of a certain period, we cannot observe volatility at each point in
time. These unique characteristics of volatility complicate the whole process of volatility
modeling and evaluation of models. These diﬃculties also make financial market volatility a
‘live’ interesting research area that has many facets driven by political events, macroeconomy
and investor behaviour.
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4.1 Use of Volatility Forecast
The key concepts involved in almost every aspect of modern finance are return and risk,
where risk is associated with the notion of volatility. Most investors are risk-averse. They
care about return but even more about risk. The trade-oﬀ between risk and return is what
governs modern finance. There are three main applications of volatility forecasting in finance:
risk management, asset allocation and volatility trading.
4.1.1 Risk Management
Volatility is the central concept to calculate Value-at-Risk (VaR), which is a risk measure
widely used to assess the riskiness of a portfolio of financial assets in the future. The price of
almost every derivative security is aﬀected by swings in volatility. Risk management models
used by financial institutions and required by regulators take time-varying volatility as a key
input. In most countries, it is mandatory for banks to hold a minimum amount of capital
calculated as a function of VaR.
The Value-at-Risk (VaR) is calculated from the volatility (variance) of the time series
portfolio, assuming a certain distribution (for example Normal distribution) of the return
process. For example, if we want the VaR for the next day, we need a forecast of volatility
level for the next day, denoted as  t+1. Then the VaR for the next day at a 95% confidence
interval can be calculated as:
V aRt+1 = V (µ  1.65 t+1) (4.2)
With V is the current portfolio value, µ is the mean of the portfolio distribution.
4.1.2 Asset Allocation
In asset allocation, the Modern Portfolio Theory (MPT), introduced by Harry Markowitz
that attempts to maximize expected return of a portfolio for a given amount of risk, has
been widely used in practice in finance.
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The underlying principle of MPT is to balance the tradeoﬀ between risks and returns of
diﬀerent assets which are not perfectly positively correlated in the portfolio. MPT assigns
weights for each asset in the portfolio based on its level of risk, which is measured by the
volatility of the asset. Hence having an accurate volatility forecast is extremely important in
order to have a good allocation of resources.
4.1.3 Volatility Trading
The development of Black-Schole-Merton option pricing model has provided an important
framework that has led to a boom in options and derivatives trading in Chicago Board
Options Exchange and subsequently many other options markets around the world. Based
on Black-Schole models, many trading strategies have been developed, including Volatility
Trading. Through the use of options and hedging, the Volatility Trading strategy take bets
on the volatility (range) of the underlying instrument rather than the direction of it.
Financial market volatility is becoming more and more important, during the volatile period
of the financial crisis 2008 and even more afterward. With the introduction of the Volatility
Index (VIX) 1, The Chicago Board of Exchange (CBOE) has also oﬀered many diﬀerent
exchange-trading contracts written directly on the volatility index (VIX) to help investors
take advantage directly from volatility, in order to hedge, trade and speculate. Previously,
volatility was an input to models for pricing assets or options written on the assets. Now
most investor can directly trade volatility at will. This once again highlights the importance
of volatility as an instrument for investors to take advantage of the market condition.
4.2 Stylized facts of Volatility
Although the time series of diﬀerent financial instruments usually have diﬀerent characteristics,
econometric studies have shown remarkable amounts of similarity of volatility in diﬀerent
financial time series. These characteristics of volatility and return are well-documented and
have been known as stylized facts.
1http://www.cboe.com/micro/VIX/vixintro.aspx
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Figure 4.1: Absolute Return Volatiltiy Proxy for Verizon
Volatility is mean-revert, clustered, and possesses long memory. It is first noted by
Mandelbrot [Mandelbrot, 1963] who said, “large changes tend to be followed by large changes
. . . and small changes tend to be followed by small changes.” If we look at the squared
returns and absolute returns as proxies for one-day volatility, we see that they display
significant positive autocorrelation. The autocorrelation decays slowly as the lag increases.
This phenomenon of volatility persistence is referred to as ‘long memory’. Eventually, the
volatility reverts to the long-term volatility mean.
The volatility persistence creates the eﬀect of volatility clustering as in figure 4.1. With
volatility clustering, a turbulent trading day tends to be followed by another turbulent day,
while a tranquil period tends to be followed by another tranquil period.
Another important characteristic of volatility is asymmetry. It refers to the observation that
in most markets, volatility and returns have a negative correlation. This eﬀect is asymmetric:
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negative returns cause volatility to rise sharply while positive returns lead to a smaller drop
in volatility. This eﬀect occurs most prominently in equity markets. This is also known as
the leverage eﬀect because the fall in stock price causes leverage and financial risk of the
firm to increase. The phenomenon of volatility asymmetry is most marked during large falls.
4.2.2 Return Distribution is not Normal
The distribution of returns is approximately normal, but usually with fat tail (excess kurtosis)
and skewed. The presence of fat tails means that large moves occur far more frequently than
we would expect if the returns were normally distributed. Large returns occur relatively
frequently. These large moves have subsequent aftershocks. The existence of fat tails has
been noted very early since 1927 by Mills [Mills, 1927].
Another thing to note is that most of the kurtosis in stocks comes from the overnight returns.
This phenomenon exists because many events that aﬀect stock prices are released when the
market is closed. The most obvious examples are earnings announcements that occur either
after the close or before the open. Other times, trading in a stock will be halted pending the
release of news. Often these stocks do not reopen until the next day.
Although the distribution of return is not normal, in many models, we assume a normal
distribution for return in order to simplify the modeling process. For ARCH type of volatility
modeling (in chapter 5), even when we use the Student-t distribution, which has fat tail,
to model return, the residual from ARCH models still displays large kurtosis [Baillie and
Bollerslev, 1989]. This means that Conditional heteroscedasticity (ARCH) alone could not
account for all the tail thickness.
Chapter 5


















Figure 5.1: Proxy Volatility and GARCH Model
A natural question is: how can we measure volatility? The standard definition of volatility










Where: Ri = ln Pi+1Pi is the logarithmic return. Pi is the stock closing price. R is the mean
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of : Ri for i = 1 to n. The volatility is often annualized by multiplying by the number of
periods in a year. This is normally referred to as the Close-to-Close estimator of volatility.
Here we focus on daily volatility (in the formula, we use 252 trading days).
Sometimes, variance,  2, is also used as a volatility measure. Since variance is simply
the square of standard deviation, it makes no diﬀerence whichever measure we use when
we compare the volatility of two assets. However, variance is much less stable and less
desirable than standard deviation as the target for computer estimation and volatility forecast
evaluation. Moreover standard deviation has the same unit of measure as the price, i.e., if
the price is in dollar, then standard deviation is also expressed in dollars whereas variance
will be expressed in dollars square. For this reason, standard deviation is more convenient
and intuitive when we think about volatility.
Inherently, volatility is a latent measure designed to capture the variability of stock, which
does not remain constant through time, hence, we can only estimate it using diﬀerent
estimators. These estimators usually depend on length of the period and the amount of
information we have in that period. For example, traditionally, we only have daily interval
stock price available, hence, the estimation of daily volatility can only rely on the (Open,
High, Low, Close) daily price. Recently, intraday transaction data become more widely
available, providing a channel for more accurate volatility estimation and forecast. Here we
introduce some most common volatility proxies used in literature.
5.1 Diﬀerent Volatility Estimators
There are two basic ways of addressing the problem of the large sampling error. We can
use the close-to-close estimator in equation 5.1 with higher frequency data, or we can use
another estimator that doesn’t throw away all data points other than closing prices. Each
has limitations. We introduce both approaches. The scale t of the time series can be of
any scale, from second, minute to hours, but we focus here on the daily time scale due to
the availability of stock data. This means we focus on daily volatility and all volatility is
annualised by multiplying with
p
252. The volatility of n-day ahead means the annualised
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Figure 5.2: Absolute Return Volatiltiy Proxy for Verizon
Absolute return could be used as a volatility proxy when we have only daily stock price to
estimate the daily volatility. If we use the standard formula for volatility, we have only 1
sample for 1 period. This corresponds to n = 1 and R = 0 in Equation (5.1) (change n  1
to n to avoid divide by 0, setting R = 0 to reduce noise for small sample).
The use of absolute daily return to proxy for daily volatility has been shown by many
researchers [Lopez, 2001] to be an imprecise estimation of volatility due to its asymmetric
distribution. We still include this proxy as a “quick and dirty” estimation of volatility due to
its simplicity and resistance against obvious sources of error and bias of market activity.
5.1.2 High-low measure to proxy volatility
A simple way to improve accuracy for volatility estimation is to use more information from
daily price. For Absolute Return estimator, we use only the closing price of each period.
However, we usually have available information such as Open (Ot), High (Ht), Low (Lt),
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Close (Ct) price for daily stock price, which we can make use of in order to achieve better
estimation.
The high-low volatility estimators were studied by [Parkinson, 1980, Garman and Klass,





















Parkinson Volatiltiy Proxy  for vz
Figure 5.3: Parkinson Volatiltiy Proxy for Verizon
Parkinson: The Parkinson estimator [Parkinson, 1980] is based on the assumption that
return is normally distributed with conditional volatility  t. It applies the H-L measure to a






As Parkinson estimator uses 2 data points for each period, it is likely to be better than
Absolute Return proxy. In fact, the Parkinson estimator is about five times more eﬃcient
at estimating volatility than the close-to-close estimator when it is tested on artificially
generated Geometric Brownian motion (eﬃciency is defined as the ratio of the variance of
the close-to-close estimator to the range-based estimator).
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There are however several problems with Parkinson estimator. It is sensitive to outliers,
and the assumption of normal distribution of return doesn’t apply for real financial market.
Anyway, the H-L volatility estimator is very eﬃcient and, unlike the realized volatility























Figure 5.4: Garman-Klass Volatiltiy Proxy for Verizon
Garman-Klass: The Garman and Klass [Garman and Klass, 1980] estimator is an extension
of Parkinson estimator where information about opening, Ot, and closing, Ct prices are
incorporated as follows:
 ˆt
2 = 0.5 ln (
Ht
Lt
)2   (2 ln 2  1)0.5 ln (Ct
Ot
)2 (5.3)
Rogers-Satchell: [Rogers and Satchell, 1991, Rogers et al., 1994] relaxed this restriction















According to studies of authors of each proxy, Parkinson estimator can be up to 5 times more
eﬃcient than Close-to-Close estimator, Garman-Klass can be up to 8 times more eﬃcient






















Rogers−Satchell Volatiltiy Proxy for vz
Figure 5.5: Rogers-Satchell Volatiltiy Proxy for Verizon
and Rogers-Satchell can be 14 times more eﬃcient. However, the studies were based on
simulated data with the underlying assumption that the returns are normally distributed,
which is clearly not the case for real data. Moreover, these estimators introduce increasingly
more bias as concluded by authors. In fact, Brandt and Kinlay [Brandt and Kinlay, 2005]
concluded that the diﬀerences between estimators are not distinct when tested with more
realistic simulated data.
5.1.3 Realized volatility(Intraday volatility)
More recently with the increased availability of tick data, the term realized volatility is
now used to refer to volatility estimates calculated using intraday squared returns at short
intervals such as 15, 30 or 60 minutes.
For example, if the trading day is divided into sampling units of 1 hour and Pi is the
closing price for each unit of time, the Realized Volatility (RV) is defined similarly in








With Ri = ln Pi+1Pi the logarithmic return. The return for each sampling unit is assumed to
have mean = 0.
One problem we need to take care of is the overnight return. In the United States, equities
are traded for six and a half hours. The overnight jump can be significant in magnitude.
There are several ways to approach this problem. We use here one simple method that is to
treat the overnight return as the first sampling unit of the day.
Realized Volatility allows us to use more data from a recent time period. This should
give convergence to the true, unobservable volatility while avoiding the issue of using data
from past periods that are now irrelevant. At higher frequency, we reduce the sampling
error with more data points in the period. However, at the same time, if we go to very high
frequencies, we face a phenomenon call microstructure eﬀects, including nonsynchronous
trading, discrete price observations, intraday periodic volatility patterns and bid-ask spread
bounce which make us lose the ability to know what the true price actually is. These eﬀects
are discussed in detail in [Gencay et al., 2001] and [Lequex, 1999].
5.2 Time series models for volatility: GARCH family
We now turn to the time series class of models for volatility. One of the most successful
time series forecasting models is the ARCH family model, which tries to capture the main
features of volatility found with actual returns. These models capture volatility persistent or
clustering stylized facts of volatility. Some also take into account volatility asymmetry too.
Literature on GARCH modeling has quickly been developed due to their simplicity and
ability to forecast volatility over alternatives. The first, GARCH(1,1) [Engle, 1982, Bollerslev,
1986], is a natural starting point for model comparison due to its ubiquity and success.























EGARCH Prediciton vs AbsReturn for vz
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EGARCH Prediciton vs Parkinson for vz
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EGARCH
Figure 5.7: Parkinson vs 1-day ahead prediction EGARCH for Verizon
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5.2.1 ARCH model
One of the first and simplest volatility models in this family is ARCH model, which stands for
Autoregressive Conditional Heteroscedasticity. The Autoregressive comes from the fact that
these models are autoregressive models in squared returns, which reflects the observation of
autocorrelation in squared returns. The Heteroscedasticity means that the volatility is not
constant, and actually depends on the information from previous period.
In simple terms, if we assume that the return on an asset follows the model:
rt = µ+  t✏t (5.6)
where ✏t is the strong white noise, a sequence of N(0, 1) Normal Distribution random variable,
µ is the mean of the return series, here we assume the mean process is a constant. The
residual return with respect to the mean process at time t, at = rt   µ, is split into a
stochastic piece ✏t that accounts for the innovation and a time-dependent standard deviation
 t, which is our volatility: at =  t✏t
In ARCH model, the volatility  t is modeled by:  2t = ↵0 +↵1a2t 1 where ↵0,↵1 are positive.
Hence in ARCH model, the volatility  t (at t) depends on the residual return of the last
period (at t  1), if we see a large absolute residual return in this period, we would expect
the volatility for the next period to be large.
5.2.2 GARCH Model
An extension for ARCH model is GARCH model. In an ARCH(1) model, the next period’s
variance only depends on the last period’s squared residual so a crisis that caused a large
residual would not have the sort of persistence that we observe after actual crises. This has
led to an extension of ARCH model, the Generalized ARCH model (GARCH), first developed
by [Bollerslev, 1986], which is similar in spirit to an ARMA (Autoregressive Moving Average)
model. In a GARCH(1,1) model, the volatility for the next period also depends on the























EGARCH Prediciton vs Garman−Klass for vz
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EGARCH Prediciton vs Rogers−Satchell for vz
Rogers−Satchell
EGARCH
Figure 5.9: Rogers-Satchell vs 1-day ahead prediction EGARCH for Verizon
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volatility of the previous period:





where ↵0,↵1, 1 are positive and ↵1 +  1 < 1.
The unconditional variance of at is E[ 2t ] = ↵01 ↵1  1 . The unconditional variance of the
model is denoted as  2 = ↵01 ↵1  1
The variance in period t+ 1 is calculated as in equation 5.7 based on the values at time t.





To predict k-step ahead:
 2t+k =  
2 + (↵1 +  1)
k 1( 2t+1    2) (5.8)
We can see that  2t+k !  2 as k ! 1. The parameter Pˆ = ↵1 +  1, which is called
persistence, determines how quickly the variance forecast converges to the unconditional
variance.
The GARCH models in general try to model the persistence stylized fact of volatility by
estimating this persistence parameter Pˆ . Key features of this process are its mean reversion
(imposed by the restriction Pˆ = ↵1 +  1 < 1) and its symmetry (the magnitude of past
returns, and not their sign, influences future volatility).
The parameters in GARCH model are estimated using maximum likelihood method based
on historical data. For more details on the GARCH models, please consult the work of
[Bollerslev, 1986].
5.2.3 Exponential GARCH (EGARCH) Model
The exponential GARCH (denoted as EGARCH) model is due to Nelson [Nelson, 1991]. The
EGARCH(1,1) model specifies conditional variance in logarithmic form, which means that
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there is no need to impose an estimation constraint in order to avoid negative variance:












The persistence is given by: Pˆ =  1
With appropriate conditioning of the parameters, this specification captures the stylized fact
that a negative shock leads to a higher conditional variance in the subsequent period than a
positive shock. This is the “leverage eﬀect” that we often see in the market.
In standard empirical studies, the GARCH(1,1) model often provides a good fit. However,
we observe that GARCH models provide poor estimates of volatility when there is a sudden
shock introduced to the system, for example breaking news. We could observe this clearly in
figure 5.7, figure 5.8 and figure 5.9. The EGARCH 1-day ahead prediction is especially poor
when there is a sudden extreme movement in the stock price, as we see during the crisis near
the end of 2008.
A natural idea is to use news arrival information to account for the diﬀerence between the
predicted value by GARCH model and the realized volatility. That is what we will explore
in the next section. We will use EGARCH to model the historical part of volatility. Here is
the correlation table for EGARCH 1-day ahead prediction and various volatility proxies:
Table 5.1: Correlation Table for Verizon
Proxy EGARCH AbsReturn Garman Parkinson Roger
EGARCH 1.0 0.47 0.68 0.69 0.64
AbsReturn 0.47 1.0 0.56 0.69 0.44
Garman 0.68 0.56 1.0 0.96 0.97
Parkinson 0.69 0.69 0.96 1.0 0.89
Roger 0.64 0.44 0.98 0.8 9 1.0
Table 5.2: Stats info of volatility proxies for Verizon
Proxy Mean Median Std Dev
AbsReturn 0.329 0.238 0.363
Garman 0.345 0.295 0.213
Parkinson 0.342 0.290 0.213
Roger 0.343 0.289 0.224
Chapter 6
Hybrid Model and System Design
In this chapter, we first introduce the key model of our approach and then describe the
design of our new hybrid system that combines both news articles data and historical data.
The literature review in chapter 3 has inspired us to explore a new approach to combine
2 sources of information: news articles and historical data. Moreover, we introduce a new
development in machine learning to improve the prediction performance: ensemble methods.
These ensemble methods try to combine several, even an arbitrarily large number of machine
learning models, to boost the accuracy performance to a level that no individual model can
achieve. It is also a good way to reduce variance and bias from individual models.
Most research in volatility prediction applied only one single particular machine learning
technique in their models to make predictions, for example: Naïve-Bayes model, Artificial
Neural Networks and Support Vector Machines. The problem is that sentiment is inherently
hard to quantify from textual data. The link that connects the numerical representation of
words to underlying meaning of document is hard to learn. It could be the case that one
machine learning model could only learn one aspect of the concept and it might be extremely
diﬃcult to model it using one model. One of the biggest developments in machine learning
recently is ensemble methods, which have been successfully applied to many problems. One
significant example being the Netflix Prize competition where the team BellKor’s Pragmatic
Chaos won the $1 million prize using a blend of hundreds of diﬀerent models.
Our motivation is that each type of data, historical data and news data, contains information
which is not in the other. We propose a hybrid model combining both the traditional GARCH
time series model and semantic information from news articles to achieve significantly better
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performance compared with the GARCH model or semantic content approach alone. The
two following sections detail the hybrid model and the system design.
6.1 Hybrid Volatility Model combining GARCH and Articles
The simplest approach to estimate volatility is to use the historical standard deviation of the
return. For example, if the standard deviation of the last n days (historical volatility) is  ,
then we predict the volatility for the next day will also be  . However, using some empirical
evidence or stylized facts about volatility in chapter 4, we can improve largely from this
approach.
The GARCH family of models first proposed by [Engle, 1982] is one of the most successful
timeseries-based models in volatility forecast. They mainly try to capture volatility persistence
feature (ARCH eﬀect), some also capture the volatility asymmetry feature or leverage eﬀect.
The ARCH eﬀect has been shown to lead to high kurtosis which fits in well with the
empirically observed tail thickness of many asset return distributions. However, for ARCH
type of volatility modeling (in chapter 5.2), even when the Student-t distribution, which has
fat tail, is used to model return, the residual from ARCH models still display large kurtosis.
This means that ARCH type alone could not account for all the tail thickness.
The eﬃcient-market hypothesis (strong, semi-strong) (EMH) (section 3.1) states that all
available information is absorbed into the stock price. However, the weak form of EMH
implies that it can take time for the information to be fully absorbed in price. In that case,
the information we have in the price is not the full information. This might explain why the
GARCH models and time series models, which depend only on historical data, in general
cannot fully estimate the impact of information.
Now if we denote:
• vt as the latent daily volatility that we want to forecast
•  GARCHt is the volatility forecast from family of GARCH model
• The residual errors from GARCH forecast: ✏t = vt    GARCHt ,























EGARCH Prediciton vs AbsReturn for vz
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EGARCH
Figure 6.1: Absolute Return vs 1-day ahead prediction EGARCH for Verizon
the residuals are not white noise (iid normal distribution) as we would expect if GARCH
models really captured all the information from the data. The errors are especially high
during the periods when we have earning reports, breaking news or during the turmoil of
the 2008 crisis as seen in figure 6.1. In particular, figure 6.2, shows that the residual errors
are highly correlated and clustered and still display large amount of ARCH eﬀect, which
means that there is information not contained in the price series itself.
Conjecture. News articles contain information which is not yet absorbed in the price and
will aﬀect the stock price in the next few days.
Hence we could extract more information from news articles to account for (to a certain
degree) the forecast error ✏t.
In order to extract the information from text news articles, we employ some advanced
techniques in Text Mining and Information Retrieval detailed in chapter 8. The information
extracted from text articles is represented as a vector of real numbers, which we refer to as
features vector F. It will be the main input to the Machine Learning component, to predict





























Residual Error: Absolute Return − EGARCH for vz
Figure 6.2: Residual of EGARCH model (Absolute Return proxy)
the residual error ✏.
There are a number of other variables (referred to as features) which potentially contain
information, and we can include as input in the Machine Learning component specified in
chapter 9. The first additional feature is the number of news articles (n_release) released
on that day. The number of articles might reveal the intensity of information flow during the
day. Moreover, the more articles we have, higher the certainty that there is some important
information in the articles and will aﬀect the price. The target of machine learning techniques
is the forecast error of n-day ahead:
✏t+n = ML(Ft, n_releaset, ✏t 1, ✏t 2) (6.1)




t+n +ML(Ft, n_releaset, ✏t 1, ✏t 2) (6.2)














Figure 6.3: System Overview
The high level design of the system consists of 4 main components: News Articles Retrieval,
Features Engineering, GARCH model and Machine Learning techniques.
• News Articles Retrieval: using web crawler algorithm to extract news articles from
reliable news sources: Reuters. We write our web crawler in python using the framework
from Scrapy project . The crawler is currently implemented to crawl from Reuters.
• Features Engineering: the important component in the framework. We adopted the
Vector Space Model, which has proven very useful in many contexts for example
Sentiment Analysis and in particular textual based stock price prediction. Details of
the features extraction process is given in chapter 8.
• GARCH model: using historical data to build GARCH model and make prediction for
n-day ahead. This component is implemented in R using a pre-existing package.
• Machine Learning techniques: we introduce a variety of machine learning techniques
to be applied to the feature vectors produced by Feature Engineering component.
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In particular, we apply the popular Support Vector Machine techniques as well as
ensemble methods, a recent development in machine learning. These models are easy
to train with and have shown to achieve good performance in many problems recently.
An overview of Support Vector Machine technique and ensemble methods is given in
chapter 9.
6.3 Programming Languages
The model is built in Python and R, which are very useful programming languages for quick
and eﬃcient modeling with many extension packages. In particular, GARCH model is built
in R using rugarch package, which is a very comprehensive package for GARCH family
model. The rest of the system is built in Python using various packages for example: sklearn,
pandas, numpy, scipy. We built the system in the most general form with common interface
that allows us to improve upon each component without changing the behaviours of others.
We rewrote most classes in sklearn package in order to implement particular specifications
of the hybrid model, for example, a new class for extracting information from articles and
applying diﬀerent weighting schemes to the terms. We also introduced a new grid-search cross-
validation procedure that supports sample weights and a new blending (stacking) ensemble
method that supports sample weights, grid-search as well as general meta-estimators.
In order to improve the eﬃciency of the system, we have implemented parallelism in many
components, especially since we have to do multiple cross-validations and ensemble methods.




This chapter provides the detailed description of the component that retrieves and stores
news articles data and historical stock data in the database. We describe the framework,
simple workflow and provide some information regarding the datasets.
The system requires 2 types of data: a collection of timestamped news articles and a collection
of stock prices. The timestamps of news articles will be used to assign a suitable target
(residual error of n-day ahead volatility prediction) for the articles. The following sections




















Figure 7.1: News Retrieval Component
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7.1 News Articles Retrieval
The News Articles Retrieval component is implemented in python based on the Scrapy
framework 1. Scrapy is a high-level web crawling framework to extract structured data from
websites to be used for a wide range of useful applications, like data mining, information
processing or historical archival.
We have written a web crawler for Reuters Financial News 2, a popular news source for all
major companies in the world. For each article page, we extract the following information:
timestamp, article title, article content. The workflow of the web crawler can be seen in
figure 7.1.
To crawl a website, we specify first a starting URL, for example: http://www.reuters.
com/article/2013, the origin from where we will recursively obtain new URLs. We also
specify a set of rules to follow. In particular, the rules define which sections of the webpage
to extract and follow the urls of interest. In our example, we start by crawling articles in
2013, which in turn will crawl the urls of each day in 2013. For each responded url of each
day, the spider will follow and crawl all article urls of that day. For each responded article
page, a parsing function is called to extract the data of interest. We use a xPath selector to
extract the timestamp, title and content of the article. A post-processing function is applied
to each crawled item in order to remove NonAscii characters, unknown symbols and spaces.
Finally, the item is stored in the database as a separate text file.
Reuters website provides news articles in their archive since 2007. Table 7.1 gives some
statistics about news articles for each year. In total, we have more than 5 millions news
articles span over 7 years.
One problem that we encountered with Reuters website is that Reuters doesn’t have a way
to only search for the articles of interest, for example, if we are only interested in Apple
(AAPL) stock, we would want to retrieve only articles related to Apple, hence, reduce the
processing time. A workaround for this problem is to download all data and later filter for
1http://scrapy.org
2http://www.reuters.com
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Figure 7.2: Sample Running Script of Scrapy Framework
Table 7.1: Reuters Article Dataset









articles of interest as a post-processing step.
Since we focus on predicting daily volatility, it is reasonable to aggregate all news articles
in a day as one instance to predict the daily volatility. The intuition is that it should take
all the information from one day to predict the volatility for the next day. This is just a
basic approach as our text data for one day might be very noisy as it contains all the news
articles and not all news articles containing useful information. A better approach could be
to have a component to filter out irrelevant news articles, for examples, based on topics.
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To keep things simple, we adopt this basic approach to aggregate all news articles in one day
as an instance to predict.
7.2 Stock Prices Collection
Stock prices are collected from QuantQuote3 for daily stock quotes. Data from QuantQuote
contains date, time, open price, high price, low price, close price and trading volume of all
symbols currently active in S&P500. QuantQuote is a recommended source for daily data as
it includes split/dividend adjustment for all stocks and is error-free. We have the daily stock
prices from 1998 to 2013.
In addition to this, we also collected some intraday stock prices starting from 2014. We
have 5-minute data and hourly data available from Stooq website. This data will help





The purpose of this Feature Engineering component is to extract useful information from
textual data. The textual data is first preprocessed to remove unknown symbols and broken
down into smaller pieces. The Vector Space Model is then applied to the data in order
to represent each article as a vector of real numbers. The detailed description for each step
is given as follows.
8.1 Vector Space Model
One of the most significant advances in Text Mining and Natural Language Processing is
the Vector Space Models of Semantics. This approach to extract semantic information from
textual data has shown to be eﬀective in wide range of applications for example: matching
queries to documents, search engines, filtering spams, and retrieving relevant information.
We have only scratched the surface of human language and yet the impact on society and
economy is already immense. However, due to the complicated nature of natural language
itself, it is still very challenging to extract valuable information from textual data. Here
we focus on two models with two underlying hypotheses: Bag-of-Words Hypothesis and
Distributional Hypothesis. To date, the VSMs are arguably the most successful approach to
semantics. For a comprehensive survey of the field, please consult [Turney and Pantel, 2010].
The underlying theme shared among various forms of VSMs is based on statistical approach,
which can be formulated as the following hypothesis:
Statistical semantic hypothesis. The statistical patterns of human word usage can be
used to figure out what people mean. In other words, we can know the meaning of a word, a
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Figure 8.1: Feature Engineering Component
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document by looking at a large enough collection of documents, looking for patterns that are
related to the word or document in question.
In fact, VSMs oﬀer several attractive properties. First of all, VSMs extract knowledge
automatically from a given corpus, thus they require much less labor than other approaches
to semantics, such as hand-coded knowledge bases and ontologies. The novelty of the VSM
is to use frequencies in a corpus of text as clues for discovering semantic information. For a
better estimate of frequencies, a large corpus is usually required.
Another advantage of using VSMs is that they oﬀer a standard form to apply various machine
learning techniques. In machine learning, the input to a typical classification or regression
problem is transformed and represented as a vector of real numbers. Hence the VSMs oﬀer
directly a vector of frequencies, a representation of document, which can be used as input to
machine learning techniques.
8.1.1 Similarity of Documents: Bag-of-Words Model
This Bag-of-Words model focuses on document similarity: documents that have a same set
of words tend to have similar meaning (to some degree).
In “bag-of-words model”, a document is considered as an unordered collection of words,
disregarding the grammar and word orders. Hence a vector can be constructed for each
document by counting the frequency of each word in the document. A dictionary of words
(unigram and their n-gram) may be constructed to focus on important, informative words
and filter out unimportant and stop words.
If we have a large collection of documents, and hence a large number of document vectors, it
is convenient to organize the vectors into a matrix. The row vectors of the matrix correspond
to documents (web pages, for example) and the column vectors correspond to terms (usually
terms are words, but can be n-grams). This kind of matrix is called a document-term
matrix, for example, matrix X in 8.1.
Suppose our document collection contains n documents and m unique terms. The matrix X
will then have n rows (one row for each document) and m columns (one column for each
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term in the vocabulary). The cell (i, j), xij , corresponds to the i-th document di and j-th
term wj will contain the frequency of the j-th term in the i-th document.
X =
0BBBBBBB@
w1 w2 . . . wm
d1 x11 x12 . . . x1m
d2 x21 x22 . . . x2m
...
...
... . . .
...
dn xn1 xn2 . . . xnm
1CCCCCCCA (8.1)
In general, the value of most of the elements in X will be zero (the matrix is sparse), since
most documents will use only a small fraction of the whole vocabulary. If we randomly
choose a document di and a term wj , it’s likely that wj does not occur anywhere in di, and
therefore xij equals 0.
In this term-document matrix, 2 documents are similar if they have the same vector
representation. The vector of terms is a rather crude representation of the document. It
tells us how frequently the words appear in the document, but the sequential order of the
words is lost. The vector does not attempt to capture the structure in the phrases, sentences,
paragraphs, and chapters of the document. However, in spite of this crudeness, search
engines work surprisingly well; vectors seem to capture an important aspect of semantics.
They are also the most common features used in traditional topic-based text classification
and have been shown to be eﬀective in text classification and even when applied to financial
data [Mittermayer, 2004, Robertson et al., 2007].
An intuitive justification for this term-document matrix is that the author’s opinion and
intention will probabilistically influence the author’s choice of words. Hence two documents
having the same set of words will probabilistically say the same thing. More formally, we
have the Bag-of-Words hypothesis:
Bag of words Hypothesis. [Turney and Pantel, 2010] The frequencies of words in a
document tend to indicate the relevance of the document to a query. If 2 documents have
similar row vectors in a document-term matrix, then they tend to have similar meanings.
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Similarity measure (cosine similarity)
The most popular way to measure the similarity of two document frequency vectors (raw
or weighted) is to take their cosine. Let x and y be two vectors, each with n elements.
x =< x1, x2, .., xn >
y =< y1, y2, .., yn >
















In other words, the cosine of the angle between two vectors is the inner product of the
vectors, after they have been normalized to unit length. If x and y are document vectors for
2 documents, a long document will have a long vector and a short document will have a short
vector, yet the 2 documents might be saying the same thing. Cosine captures the idea that
the length of the vectors is irrelevant; the important thing is the angle between the vectors.
This is very important when comparing text documents since they vary greatly in length.
The cosine similarity is applied in Support Vector Machine and other Machine Learning
technique by normalizing each vector before feeding into them. In this case, the dot product
of two normalized vectors is eﬀectively the cosine similarity between 2 vectors.
Term Weighting Schemes: Term Frequency - Inverse Document Frequency (TF-
IDF)
Term weighting is typically used in vector space representation of documents. The idea of
weighting is to give more weight to surprising events and less weights to expected events.
The hypothesis is that surprising events, if shared by two vectors, are more discriminative of
the similarity between the vectors than less surprising events.
Some popular term weighting schemes are commonly applied to terms. One of the most
popular schemes is TF-IDF (term frequency - inverse document frequency), which is borrowed
from Information Retrieval. The TF-IDF scheme reflects how important a word is to a
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document in a collection or corpus. TF-IDF is the product of two statistics, term frequency
and inverse document frequency. This weighting scheme increases the importance of words
that show up often within a document but also decreases the importance of terms that
appear in too many documents because they are not useful for discrimination. Various ways
to define each frequency are discussed in [Manning et al., 2008] and [Ko, 2012]. We mention
here some more popular approaches.
1. Term frequency is a simple reweighing of the raw count frequencies in document-term
matrix in order to reduce noise and normalize the terms. There are several operations
we can apply to this raw count:
• Raw frequency of the term in text: TF (t, d) = f(t, d)
• Boolean frequency: TF (t, d) = 1 if t presents in d and 0 otherwise
• Logarithmically scaled frequency: TF (t, d) = log(f(t, d) + 1). The term fre-
quency is usually dampened because more occurrences of a word indicate higher
importance, but not as much importance as the undampened count would suggest.
• Augmented frequency: to prevent a bias towards longer documents: raw frequency
divided by the maximum raw frequency of any term in the document, TF (t, d) =
0.5 + 0.5f(t,d)max (f(w,d):w2d)
2. Inverse document frequency is a measure of whether the term is common or rare across
all documents. It is obtained by dividing the total number of documents by the number
of documents containing the term, and then taking the logarithm of that quotient:
idf(t) = log(kDk)kd2D:t2dk . With D is the corpus, t is the term and d is the document.
The TF-IDF score for a term increases with the number of occurrences in a document (TF
component) and with the rarity of the term across the entire collection (IDF component).
Note that the IDF weight only depends on the term and not the documents. Hence to get
a better estimate of IDF, we could use a big external corpus to calculate the IDF for each
term, instead of using the corpus in consideration if it is not big enough.
In some cases, considering just the boolean value of the term frequency might be good. [Pang
et al., 2002] obtained better performance using presence rather than frequency for the task
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of polarity classification.
Information Content
A more general concept for weighting scheme is Information Content. We can use Information
Content instead of Inverse Document Frequency in the previous weighting scheme.
We know that diﬀerent words carry diﬀerent amount of information, e.g. ‘acclimatize’ vs.
‘take’, ‘cardiologist’ vs. ‘person’. To characterize this amount of information for words,
we define Information Content for each word. Information Content (IC) is a measure of
specificity of a concept. Higher values are associated with more specific concepts (e.g., pitch
fork), while those with lower values are more general (e.g., idea).






Where C is the set of words in the corpus and freq(w) is the frequency of the word w in the
corpus. The diﬀerence between IC and IDF is that IC counts all occurrences of the words in
corpus while IDF only considers number of documents the words appear in.
Both Inverse Document Frequency (IDF) and Information Content (IC) depend only on the
term (word) and is general in the sense that we can extract it from an external corpus and
apply it to each term in our own corpus.
Latent Semantic Analysis(LSA) (Truncated Singular Value Decomposition)
The document-term matrix that we have created usually has a large number of columns
corresponding to how many terms we have in our dictionary. The computation time for the
system depends on how large the matrix is. Moreover, the performance of most machine
learning techniques also depends on the vector’s dimension: if the matrix is high-dimensional
and sparse (which is usually the case for document-term matrix) most machine learning
techniques will have poor performance due to the curse of dimensionality. In order to
Chapter 8. Feature Engineering 49
improve the performance of our system, it is necessary to limit the dimension of the vector
space spanned by the columns of the matrix.
Latent Semantic Analysis (LSA) is a popular method to reduce the dimension of
document-term matrix, proposed by [Deerwester et al., 1990]. LSA is similar to Principal
Component Analysis (PCA), except instead of applying Truncated Singular Value
Decomposition (TruncatedSVD) on the variance-covariance matrix of variables, we
apply it directly to the document-term matrix.
We explain here how TruncatedSVD works: We setup a document-term matrix X and
reweigh it using TF-IDF scheme. SVD then decomposes the matrix into 3 matrices, X =
U⌃V T where U and V are orthonormal matrices and ⌃ is a diagonal matrix of singular
values. We truncate X by keeping only the top k singular values of ⌃ and the corresponding
columns of U and V , which reduces X to a rank k matrix Xk = Uk⌃kV Tk . Our train matrix
is now Uk⌃k with k columns. This eﬀectively reduces the number of dimension of the
distributional vector of word to k. A test matrix X can be transformed by right multiplying
with Vk: Xk = XVk.
TruncatedSVD can be seen as a method to discover latent meaning of feature vector of
sentiments. It creates a low-dimensional linear mapping (matrix Vk) between the column
space of words and the space of latent meaning of words. It resolves partly the problem with
synonyms, where we have diﬀerent words with the same meaning.
Distributional lexical semantics
This distributional Model focuses on word similarity. and is based on the Distributional
Hypothesis:
Distributional Hypothesis. The distributional hypothesis in linguistics is that words that
occur in similar contexts tend to have similar meanings [Harris, 1954].
If we represent the topic distribution of each word as a vector u of real numbers, we can
represent the topic distribution S of the whole article. The assumption is that the topic
distribution of the whole article is contributed by the topic distribution of each word linearly:
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P
u2S u. We can calculate the topic distribution vector u of each word using a big corpus
and apply LSA to the word-document matrix similar to previous section.
We can also weigh each distributional vector of each word by its Information Content.
The similarity of two documents is measured by the cosine similarity of the two corresponding
distribution vectors.
Limitations of the Bag of Words representation
Bag-of-Words representation ignores all grammar rules and word orders in documents, hence
certainly misses a part of the picture in order to understand the underlying meaning of
the documents.There are more sophisticated methods to incorporate grammar rules and
word meaning as well as word similarity in the model, however, it requires too much time to
preprocess data and the running time is extremely long due to the nature of the semantic
sources like WordNets in Natural Language Toolkit (NLTK)1 python package. For example,
we could generate a basic parse tree for each sentence in the document. However, the news
articles are long and each sentence doesn’t necessarily contain information regarding the
company. Generating a parse tree for all sentences increases noise in the set of features. A
possible solution is to generate only a parse tree for titles of news articles. The problem is
that titles don’t necessarily follow grammatical rules in order to extract a correct parse tree.
8.1.2 Preprocessing
The raw data is taken from news sources hence it is usually noisy. It is common in text
mining to preprocess the data in order to reduce noise and normalize the terms. We apply
some popular preprocessing steps in Natural Language Processing.
Cleaning data
All numbers, symbols are removed from the document. Double quotes, single quotes, commas,
colons, semicolons are also removed. All text is converted to lower case.
1http://www.nltk.org
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Tokenization
Articles are broken down into sentences and then word by word. In English, the process is
simple because words are separated by spaces hence we can use regular expression. NLTK
package in python provides some very useful functions to break down documents, sentences
and handle punctuations really well. For example, it can handle apostrophe (e.g., don’t,
Jane’s, and/or), hyphenation (e.g., state-of-the-art versus state of the art), and recognize
multi-word terms (e.g., Barack Obama and ice hockey).
Lemmatization and Stemming
In English, a single word can appear in several inflected forms. For example, in English,
the verb ’to walk’ may appear as ’walk’, ’walked’, ’walks’, ’walking’. Without normalizing
these forms, we would consider each inflected form of the word as a separate term, although
they have the same meaning. Given that we want to get the meaning of the word, it is
reasonable to normalize these diﬀerent infected forms into a single base. The normalizing
process will also reduce the number of terms we need to consider and hence dimension of the
document-term matrix. There are two popular methods to normalize words: lemmatization
and stemming.
Lemmatization: In morphology and lexicography, a lemma is a canonical form, dictionary
form of a set of inflected words. In English, for example, run, runs, ran and running are
forms of the same lexeme, with run as the lemma. The process of determining the lemma
for a given word depends on the context of the word and part-of-speech (POS) of the word.
Hence, it is necessary to determine POS at the sentence level when breaking down the article.
The POS tagging and lemmatization methods are adopted from NLTK package.
Stemming: Often a word is composed of a stem (root) with added aﬃxes (inflections), such
as plural forms and past tenses (e.g., trapped is composed of the stem trap and the aﬃx
-ed). Stemming is the process of reducing inflected words to their stems. The diﬀerence
between lemmatization and Stemming is that a stemming operates on a single word without
knowledge of the context, and therefore cannot discriminate between words which have
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diﬀerent meanings depending on part of speech. Unlike stemming, lemmatization can in
principle select the appropriate lemma depending on the context. For example, the word
"meeting" can be either the base form of a noun or a form of a verb ("to meet") depending on
the context, e.g., "in our last meeting" or "We are meeting again tomorrow". Lemmatization
will most likely to retain the form based on the POS of the word but Stemming will reduce
the word in both cases to ‘meet’.
However, stemming is typically easier to implement and runs faster since it uses regular
expression, and the reduced accuracy may not significant for some applications. On the
other hand, lemmatisation is implemented using knowledge source and is hence much slower.
We choose to use Stemming in our system, in particular, Porter Stemming algorithm from
NLTK package which works relatively well.
Stop-word removal
Stop-words are common words that carry little meaning. They include short function words
such as: is, at, a, an. By removing the stop-words, we can reduce the noise in data and
number of terms we have to consider. We used a hand-crafted list of stop-words that is
customized for the financial domain and retain some useful terms like: up, down, above,
below, less, more.
8.1.3 Dictionary construction
We use two types of dictionaries in our system. The first type of dictionary is call ‘corpus’
dictionary, the second type is ‘hand-crafted’ dictionary. The ‘corpus’ dictionary
is automatically determined from the input text data by applying diﬀerent preprocess-
ing methods in previous section and pruning frequent words that supposedly contain no
information.
Since volatility is a measure of the level of uncertainty of market participants, a good
‘hand-crafted’ dictionary should include a wide range of terms that reflect diﬀerent levels
of sentiment in general and in finance in particular. We have hand-crafted a dictionary
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of terms based on Multi-Perspective Question Answering (MPQA) Subjectivity Lexicon 2,
Opinion Lexicon (or Sentiment Lexicon) from Hu and Liu 3 and Loughran and McDonald
Financial Sentiment Dictionaries from Tim Loughran and Bill McDonald 4.
The list in Multi-Perspective Question Answering (MPQA) Subjectivity Lexicon are subjec-
tivity clues collected from a number of sources and included as part of the work reported
in [Riloﬀ and Wiebe, 2003]. The list in Opinion Lexicon consists of positive and negative
opinion words or sentiment words in English, and was compiled over many years by Hu
and Liu since 2004. The list in Loughran and McDonald Financial Sentiment Dictionaries
consists of negative words, positive words, uncertainty words, litigious words, modal words
strong, modal words weak from finance domain. We add some terms that are specific to the
stock market vocabulary, for example ‘bullish’, ‘bearish’, ‘short’, ‘long’, ‘shortselling’, etc.
They are common in stock market but not part of any normal sentiment lexicons. The list of






This chapter describes in detail various machine learning techniques that we used in our
system. In particular, we present the Support Vector Machine, which is a popular machine
learning technique in Text Mining. We also present a variety of ensemble methods, which is
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Figure 9.1: Machine Learning Component
9.1 Linear Regression
Linear regression is a simple statistical approach that attempts to model the relationship
between the dependent variable y and the explanatory variables {xi}i=1,...,n as a linear
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relationship. In particular, the model has the following form:
y =  0 +  1x1 + ...+  nxn + ✏ (9.1)
where ✏ is a random white noise with normal distribution.
The linear regression model can be fitted to a dataset using the least squares approach, which
finds the set of coeﬃcients  i that minimizes the sum of squared residual errors between the
observed target variable y and the linear combination  1x1 + ...+  nxn. Mathematically, it
solves the following optimization problem:
minimize: ky   ( 0 +  1x1 + ...+  nxn)k2 (9.2)
Linear regression is one of the most popular methods in statistics and has been used
extensively in application due to its simplicity in nature of the model and well-known
statistical properties. Linear relationship between variables is easier to interpret and to fit
into a dataset.
9.2 Ridge Regression
Ridge Regression is an extension of linear regression to address some problems of linear
regression where the optimization problem in formula 9.2 is not well-formed, does not have
an unique solution or doesn’t converge. It imposes a penalty on the size of the coeﬃcients
 i. Specifically, it solves the following optimization problem:
minimize: ky ( 0+ 1x1+ ...+ nxn)k2+ (k 0k2+k 1k2+ ...+k nk2) where:     0 (9.3)
The   variable controls the amount of penalty. The larger the value of  , the greater the
penalty for big sized coeﬃcients. Hence all coeﬃcients will be relatively small.
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9.3 Support Vector Regression
Support Vector Machine (SVM) is a popular supervised machine-learning model proposed by
[Vapnik and Cortes, 1995] and has shown superior empirical performance in many practical
applications, such as computer vision, sensor networks and text mining. SVM works well
with high-dimensional data and avoids the curse of dimensionality. SVM is backed by a
sound theoretical foundation based on the principle of Structural Risk Minimization (SRM)
and convex optimization.
The basic idea behind SVM is to find a linear classifier in the form of hyperplane separating
two groups of data that maximize the distance, known as margin, between the hyperplane
and the data points. This is illustrated in Figure 9.2 where the linear classifier, defined by
the hyperplane hw, xi+ b = 0, is midway between the two classes. Given a hyperplane, the
margin can be computed explicitly as 2kwk .
Figure 9.2: Linear classifier. The hyperplane classifies the data according to the side (From
Asa Ben-Hur and Jason Weston’s tutorial)
Hence the problem of maximizing the margin while allowing some misclassification can be









subject to: yi(hw, xii+ b)   ✏i; ✏i   0
(9.4)
where w 2 Rd, and xi 2 Rd is a data point with d dimensions and yi 2 { 1, 1}. The slack
variables ✏i allow data to be misclassified while being penalized at rate C in the objective
function, so SVMs also handle nonseparable data.









subject to: 0   ↵i  C;
X
i = 1n↵iyi = 0
(9.5)
The optimal margin variable w will be a linear combination of the input data: w =
Pn
i=1 ✓ixi,
which only depends on a subset of input data where ✓i 6= 0. These data points are called
supports of the SVM model.
In order to model nonlinear classfier, one important extension to the hyperplane approach is
to use the Kernel trick. Given a nonlinear classification task, the idea is to use a function
  : x!  (x) to map data from an input space to a linearly separable feature space (high
dimensional spaceW) where linear classification is performed. We can visualise this idea
as in figure 9.3. In the formulation 9.4 we only need to change the scalar product hw, xii
to hw, (xi)i. The key idea for this approach is that in a higher dimensional space, it is
more likely to find a linear hyperplane to classify data due to the sparsity of data in high
dimensional space.
One problem is that the computation in the feature space can be costly because it is high
dimensional. In fact, the feature space is typically infinite-dimensional, which poses a big
problem to be addressed. Fortunately, it can be observed that in the dual of the optimisation
problem 9.5, we only need to compute the scalar product in the feature space h (xi), (xj)i.
Denoting this scalar product as k(xi, xj), we don’t even need the scalar product if we can
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Figure 9.3: Transformation from Input Space to high dimensional (From Asa Ben-Hur and
Jason Weston’s tutorial)
compute k(xi, xj) in the original input space. This is called the Kernel Trick:
Kernel Trick : k(xi, xj) = h (xi), (xj)i (9.6)
If we could find a kernel function that maps the data from the original input space into
separable data in the feature space, then by finding a hyperplane in the feature space, we
could classify the original data in the feature space.
The kernel function needs to satisfy the Mercer function, i.e., the function is positive-
definite. Example of Kernels:
1. Linear Kernel
2. Polynomial Kernel
3. Radial basis function kernel with width  : K(x, y) = exp( kx yk
2
2 2 ) = exp(  kx yk2).
The feature space is infinite-dimensional.
The advantages of support vector machines are:
1. Eﬀective in high dimensional space.
2. Still eﬀective in cases where number of dimensions is greater than the number of
samples.
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3. Uses a subset of training points in the decision function (called support vectors), so it
is also memory eﬃcient.
4. Versatile: diﬀerent Kernel functions can be specified for the decision function. Common
kernels are provided, but it is also possible to specify custom kernels.
The disadvantages of support vector machines include:
1. If the number of features is much greater than the number of samples, the method is
likely to give poor performance.
Support Vector Regression is a modification of SVM applied to the regression problems.
9.4 Ensemble Methods
Ensemble methods are a range of machine learning methods that try to improve accuracy
by aggregating the predictions of multiple constituent algorithms. The goal of ensemble
methods is to combine the predictions of several base estimators built with a given learning
algorithm in order to improve generalizability / robustness over a single estimator. Typically,
ensemble methods use a set of variations of the same base estimator to construct an ensemble
estimator. There are typically 3 major approaches to ensemble:
Bagging: This is an averaging method. The driving principle is to build several estimators
independently based on the same base estimator and then to average their predictions. On
average, the combined estimator is usually better than any of the single base estimator
because its variance is reduced.
Boosting: By contrast, in boosting methods, base estimators are built sequentially from
the same base estimator and one tries to reduce the bias of the combined estimator. The
motivation is to combine several weak models to produce a powerful ensemble.
Stacking Generalization: this approach is somewhat diﬀerent from the first two ap-
proaches. It can be applied to any set of diﬀerent learning algorithms, while the first two
approaches use the same base estimator. There is no concrete formulation of the model, but
rather, the idea is to use a meta-level estimator to learn the strength and weakness of each
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constituent learning algorithm.
The details of each type of ensemble are discussed in next sections.
9.5 Bagging: Random Forests
Figure 9.4: Bagging Process (from Introduction to Data Mining, Pang-Ning Tan)
Bagging (stands for Bootstrap Aggregation) is a class of algorithms which builds several
instances of a black-box estimator on random subsets of the original training set and then
aggregates their individual predictions to form a final prediction. It is a way to reduce
the variance of a base estimator (e.g., a decision tree), by introducing randomization into
its construction procedure (training on a new multiset of same size randomly drawn from
the original dataset) and then making an ensemble out of it. As they provide a way to
reduce overfitting, bagging methods work best with strong and complex models (e.g., fully
developed decision trees), in contrast with boosting methods which usually work best with
weak models (e.g., shallow decision trees).
Random Forest is a particular instance of Bagging with a decision tree as the base estimator,
developed by Leo Breiman. In random forests, each tree in the ensemble is built from a
sample drawn with replacement (i.e., a bootstrap sample) from the training set. In addition,
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when splitting a node during the construction of the tree, the split that is chosen is no longer
the best split among all features. Instead, the split that is picked is the best split among a
random subset of the features. As a result of this randomness, the bias of the forest usually
slightly increases (with respect to the bias of a single non-random tree) but, due to averaging,
its variance also decreases, usually more than compensating for the increase in bias, hence
yielding an overall better model.
9.6 Boosting: Adaboost
By contrast, in boosting methods, base estimators are built sequentially and one tries to
reduce the bias of the combined estimator. The motivation is to combine several weak models
to produce a powerful ensemble. The main variation between many boosting algorithms is
their method of weighting training data points and hypotheses. AdaBoost is very popular
and perhaps the most significant historically as it was the first algorithm that could adapt
to weak learners.
AdaBoost, short for "Adaptive Boosting", was proposed by [Freund and Schapire, 1997].
It can be used in conjunction with many other types of learning algorithms to improve their
performance. The core principle of AdaBoost is to fit iteratively a sequence of weak learners
(i.e., models that are only slightly better than random guessing, such as small decision trees)
on repeatedly modified versions of the data. The predictions from all of them are then
combined through a weighted majority vote (or sum or median) to produce the final
prediction of AdaBoost.
The data modifications at each so-called boosting iteration consist of applying weights
w1, . . . , wn to each of the training samples. The weights are used by the weak learners
to set the probability that each training sample will be picked (with replacement) by the
weak learners. It is used to inform the training of the weak learner to focus more on the
hard-to-train samples, for instance, decision trees can be grown that favor splitting sets of
samples with high weights.
In particular, we specify the Adaboost.R algorithm for regression problem [Drucker, 1997]:
Chapter 9. Machine learning techniques 62
Assume we have T regression machines.
• Initially, to each training pattern we assign a weight wi = 1N , i = 1, . . . , N
• Repeat the following while the average loss L¯ defined below is less than 0.5
1. The probability that training sample i is in the training set is pi = wiP
i wi
, where
the summation is over i, all members of the training set. Pick N samples (with
replacement) to form the training set
2. Construct a regression machine t from that training set. Each machine makes a
hypothesis: ht : x! y
3. Pass every member of the training set through this machine to obtain a prediction
ypi (xi), i = 1, ...N
4. Calculate a loss for each training sample i: Li = L(|yi   ypi (xi)|). The loss
function L may be of any functional form as long as L 2 [0, 1]. If we let
D = sup(|yi   ypi (xi)|), i = 1, . . . , N . We can have:
– Linear loss L(e) = eD
– Square loss L(e) = e2D2
– Exponential loss L(e) = 1  exp( eD )
5. Calculate an average loss: L¯ =
P
Lipi (Weighted average loss for weak learner)
6. Form   = L¯
1 L¯ .   is a measure of confidence in the weak learner. Low   means
high confidence in the prediction of the weak learner.
7. Update the weights: wi = wi 1 Li . The smaller the loss, the more the weight is
reduced which makes the probability that this pattern will be picked as a member
of the training set for the next machine in the ensemble smaller. For those samples
with large errors, their sampling probabilities are adjusted so that they are more
likely to be picked as sample of the training set for the next machine. Therefore,
as we proceed in constructing machines, samples that are diﬃcult to learn are
more likely to appear in the training sets. Thus, diﬀerent machines are better in
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diﬀerent parts of the observation space.
8. The weight for this regression machine is: log( 1  )
• For a particular input xi, We combine outputs from all T regression machines by
weighted median, whereby those machines that are more "confident" about their
predictions are weighted more heavily: each of the T machines makes a prediction
ht, t = 1, . . . , T . Then the final output is:















AdaBoost is adaptive in the sense that subsequent weak learners are tweaked in favor of
those instances misclassified by previous classifiers. AdaBoost training process selects only
those features known to improve the predictive power of the model, reducing dimensionality
and potentially improving execution time as irrelevant features do not need to be computed.
AdaBoost also has good generalisation properties (maximises margin) but it is more sensitive
to noisy data and outliers.
AdaBoost is usually used with Decision Trees because they can be quickly trained and are
non-parametric. The main disadvantages are that the decision space has boundaries that
are parallel to the features axes and do not allow modeling based on powers or products of
features.
9.7 Boosting: Gradient Boosting
Gradient Boosting is a popular method invented by Jerome H. Friedman in 1999 and was
published first in [Friedman, 2001] and with an important tweak in [Friedman, 2002] that
largely improves its accuracy and performance. Gradient Boosting is a generalization of
boosting applied to arbitrary diﬀerential loss function. It is usually employed with Regression
Tree as the weak learner, which is referred to as Gradient Boosting Regression Tree. This
variation further employs some improvement specific for Regression Tree that improves
largely the performance of Gradient Boosting. Adaboost can also be seen as a particular
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case of Gradient Boosting applied to an exponential loss.
The advantages of GBRT include:
• Natural handling of data of mixed type (heterogeneous features)
• Predictive power
• Robustness to outliers in output space (via robust loss functions)
The disadvantages of GBRT are:
• Scalability, due to the sequential nature of boosting it can hardly be parallelized.
[Friedman, 2001] and the companion paper [Friedman, 2002] extended the work of Friedman,
Hastie, and Tibshirani [Friedman et al., 2000] and laid the ground work for a new generation
of boosting algorithms. We specify following the Friedman’s Gradient Boosting Framework:
Friedman’s Gradient Boosting:
• Assume that we wish to find a regression function Fˆ which minimizes the expectation
of some loss function L(y, F ):
Fˆ = argminFE[L(y, F )] (9.8)





with hm(x) is a weak learner to be fit.  m is the gradient step size.
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• Repeat the following steps for m from 1 to M:
Fˆm(x) = Fˆm 1(x) + argminh
NX
i=1
L(yi, Fˆm 1(xi) + h(xi)) (9.11)
1. Iteratively add to Fˆm 1(x) a weak learner h(x) which minimizes the loss function
L at the training samples. Using Gradient Decent approach, we compute the
negative gradient of L evaluated at the current model Fˆm 1(x). Each axe of the
negative gradient corresponds to a training target: zi = @@F L(yi, F )|F=Fm 1(xi)
2. Fit the weak learner h(x) to target zi at each training sample xi. This is our next
hm(x)





L(yi, Fˆm 1(xi) +  h(xi)) (9.12)
In the case where the loss function is square-error loss, the next weak learner is
fitted exactly to the residual of the current model: yi   Fm 1(xi).
4. Update the estimate:
Fˆm(x) = Fˆm 1(x) +  mhm(x) (9.13)
Some common loss function to use with GBRT:
• Least squares (‘ls’): The natural choice for regression due to its superior computational
properties. The initial model is given by the mean of the target values.
• Least absolute deviation (‘lad’): A robust loss function for regression. The initial
model is given by the median of the target values.
• Huber (‘huber’): Another robust loss function that combines least squares and least
absolute deviation.
In order to use Gradient Boosting Regression Tree, we need to tune the following variables:
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• Number of weak learners M: Increasing M reduces the error on the training set, but
we risk having overfitting problem.
• Size of weak learner tree: it is important to control the size of tree to avoid spurious
features and ovefitting. We can control the size by specifying the maximum depth of
tree or the maximum number of leafs nodes.
• Shrinkage ⌫ (learning rate): a regularization variable that scales the contribution
of each weak learner by a factor ⌫: Fˆm(x) = Fˆm 1(x) + ⌫ mhm(x). Empirically it
has been found that using small learning rates (such as ⌫ < 0.1) yields dramatic
improvements in the model’s generalization ability over gradient boosting without
shrinking (⌫ = 1). However, it comes at the price of increasing computational time
both during training and querying: lower learning rate requires more iterations.
• Subsampling: Friedman [Friedman, 2002] proposed stochastic gradient boosting, which
combines gradient boosting with bootstrap averaging (bagging). At each iteration, the
base classifier is trained on a fraction subsample of the available training data. The
subsample is drawn without replacement. A typical value of subsample is 0.5.
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Figure 9.5: Machine Learning Component
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Stacked generalization (stacking), was first introduced by David H. Wolpert [Wolpert., 1992]
as a scheme for minimizing the generalization error rate of one or more learning models.
Many machine learning practitioners have had success using stacking to boost the accuracy
beyond the level obtained by individual constituent models. One of the biggest successful
recent examples was the Netflix Prize competition where the team BellKor‘s Pragmatic
Chaos won the $1 million prize using a stacking of hundreds of diﬀerent models [Toscher
et al., 2009].
We observe that each learning model can have its own advantage to learn one aspect of a
problem but lack the flexibility to learn other aspects of the problem. By combining diﬀerent
learning models using a meta-model, we can teach the meta-model to extract the good aspect
that each algorithm contributes to get a better score.
Stacked generalization works by reducing the biases of the diﬀerent models with respect to a
provided learning set. Stacked Generalization uses a combiner model (which is referred to as
meta-model and in theory can be any machine learning model), to learn from the output of
the original models. In particular, the meta-model is trained with the same target output
and the inputs which are the output predictions from the original models.
We explain this method in detail. Assume that we have a dataset {(xi, yi)}i=1,...,n where
xi is a vector, yi is the target output and a set of {hj}j=1,...,m constituent learning models.
The Stacked Generalization method is often divided into 2 levels: level 0 for the constituent
learning models, level 1 for meta-model. At level 0, constituent models are used to generate
prediction outputs, which will be used as features input for meta-models at level 1. Hence,
for example, for a sample (x, y), we generate the prediction outputs of level 0 models as
hj(x), j = 1, . . . ,m. So the feature vector for meta-model is: H(x) = hh1(x), . . . , hm(x)i
with target y.
To train this stacked generation, we divide the training set into k equal subsets A1, .., Ak
like in the cross-validation method. We train the constituent learning models with k   1
subsets and make predictions with the remaining subset. For example, assume we train
with {A1, . . . , Ak 1} and make predictions with Ak. Hence we have kAkk training samples
for meta-model at level 1: {(H(x), y) : (x, y) 2 Ak}. Repeat the process k times with each
Chapter 9. Machine learning techniques 68
subset as a test set, thus we have a new training set for meta-model at level 1.
9.9 Weighted Samples
There is an inherent problem with the dataset: diﬀerent samples contain diﬀerent amount of
information and have diﬀerent level of relevance to volatility. In particular, the variation
in volatility might be due to microstructure eﬀects or some trades from big players in the
market and is not relevant to any news releases. Moreover, not all documents, even if they
mention the company’s name, contain information relevant to the company. Hence, some
samples are completely irrelevant to the movement of stock.
In order to account for this problem, we would like to focus on samples which are more likely
caused by news articles releases. We do this by specifying the sample weight for each sample
in the dataset. The sample weight for each sample indicates how important the sample is, so
that machine learning techniques can focus on these samples instead of the noisy samples in
the dataset. The higher the sample weight, the more important the sample is.
There are several proxies we could use as sample weights. First of all, the number of news
articles on each day can be used as proxy for sample weight. It is relevant to information
flow as the more articles are released, the more likely there is some big event of the company.
Secondly, the absolute value of residual error itself can be used as proxy for sample weight.
Residual error is directly an indicator of how far GARCH models fail to predict the volatility,
and a large residual error is usually found when the market is volatile or there is some big
news in the market . The larger the residual error, the more confident we are that there
is information which is not incorporated in the price process (since historical time series
models fail to extract this information). And this information is potentially contained in
news articles.
We can even combine the 2 proxies for sample weights by multiplying them. The higher the
value, the more important the sample is to machine learning techniques. This is what we
use in our system.
Chapter 10
Evaluation Approach
In order to systematically evaluate the performance of the new hybrid model, we need to
specify an evaluation framework for volatility. Due to its latent nature, there are a number
of issues that we need to address.
10.1 Target and Benchmark
Benchmark: The EGARCH volatility model that we use as part of our hybrid model serves
nicely as a baseline Benchmark to evaluate if our hybrid model is better than the EGARCH
model.
Proxy Target: Evaluating the performance of a volatility forecast system can be tricky
as we have to compare the forecasted value with a proxy volatility rather than its true,
latent value. As discussed in section 5.1, we have various volatility proxies ranging from
simple Absolute Return to more sophisticated estimators like: Parkinson, Garman-Klass,
and Rogers-Satchell.
10.2 Evaluation Metrics
Comparing forecasting performance of competing models is one of the most important aspects
of any forecasting exercise. One issue that we need to address is the form of volatility Xt,
that is, if we should compare the standard deviation or the variance.
Although many researchers use variance as the form of volatility to compare between models,
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it has been argued in [Poon, 2005] to best use standard deviation to compare between
models. It is easier to interpret the standard deviation as it has the same unit as the stock
price. Moreover, it reduces the bias when we use it with the Mean Square Error (MSE) loss
function.
Sometimes, variance, v2, is also used as a volatility measure. Since variance is simply the
square of standard deviation, it makes no diﬀerence whichever measure we use when we
compare the volatility of two assets. However, variance is much less stable and less desirable
than standard deviation as a target for computer estimation and volatility forecast evaluation.
Moreover standard deviation has the same unit of measure as the mean, i.e. if the mean is in
dollar, then standard deviation is also expressed in dollar whereas variance will be expressed
in dollar square. For this reason, standard deviation is more convenient and intuitive when
we think about volatility.
10.2.1 Evaluate using Loss Functions
The standard evaluation measure in Machine learning is to compare the error each model
makes using a loss function to weigh the error. In general, let vˆt be the predicted value and
vt the actual outcome. The forecast error is the diﬀerence between these two: ✏t = vt   vˆt.
The standard evaluation measures in Machine learning are Mean Absolute Error (MAE) and








(vt   vˆt)2 (10.2)
The smaller the error, the better the model. Hence we can compare models by comparing
the error that each model makes on average.
Since the errors are squared before they are averaged, the RMSE gives a relatively high
weight to large errors. This means the RMSE is most useful when large errors are particularly
undesirable. This is exactly what we want here, as the small errors might be due to random
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error and independent to the new formation. It is more likely that large errors are caused by
new information in the market that is not captured in the models.
The MAE and the RMSE can be used together to diagnose the variation in the errors in
a set of forecasts. The RMSE will always be larger or equal to the MAE; the greater the
diﬀerence between them, the greater the variance in the individual errors in the sample. If
the RMSE equals MAE, then all the errors are of the same magnitude
RMSE is a quadratic loss function and gives larger weights to large prediction errors compared
with the MAE measure and is therefore proper when large errors are more serious than small
errors [Brooks and Persand, 2003], which is the case for this problem.
10.2.2 Pearson Correlation
Let us look at the correlation between the predicted volatility and the proxy volatility. The
Pearson Correlation looks at the linear relationship between the predicted volatility and the
proxy volatility. This gives us an idea of the rise and fall of the predicted volatility compared
with the proxy volatility. However, we need to investigate the precision of the volatility
forecasts using the actual error values.
10.2.3 Evaluate by Regression analysis: Coeﬃcient of determination
The actual value of the diﬀerence between predicted volatility and proxy volatility is not as
important as knowing whether the volatility will increase or decrease over the next few days.
This is because each proxy volatility might have a diﬀerent value during the same period. It
is important to know how the predicted volatility varies when the proxy volatility varies.
The regression-based method for examining the informational content of forecasts is by far
the most popular method in volatility forecasting. It involves regressing the proxy volatility,
vt on the forecasts literature, vˆt, as shown below:
vt = ↵+  vˆt +  t (10.3)
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Conditioning upon the forecast, the prediction is unbiased only if ↵ = 0 and   = 1.
While it is useful to have an unbiased forecast, it is important to distinguish between bias and
predictive power. A biased forecast can have predictive power if the bias can be corrected.
An unbiased forecast is useless if all regression errors  t are big.
We can compare the variation in the predicted volatility and the proxy volatility using the
coeﬃcient of determination, denoted as R2. It provides a measure of how well observed





t(vt   v¯)2: total sum of squares, which is proportional to the sample variance.
SSres =
P




t : sum of squares of residual, which corresponds to the
regression errors.
The coeﬃcient of determination R2 is defined as:
R2 = 1  SSres
SStot
(10.4)
R2 is a statistic that gives some information about the goodness of fit of a model. If the
variation of the predicted volatility can explain perfectly the variation of the proxy volatility,
we have R2 = 1. The higher the coeﬃcient of determination, the better the model. The
value of R2 can be negative if SSres > SStot, in that case, the predicted volatility is very
poorly fitted to the proxy.
10.2.4 DM test for comparing models: Test of significance
The loss functions above do not provide any statistical inferences. In fact, the error statistics
are themselves subject to noise and errors. The mean loss error of model A might be more
than model B due to just 1 sample, and for the rest of the test set, model A might actually
be better than model B. Moreover, even if the error in model A is less than model B in a
particular test sample, it does not mean that model A is truly better than B in the population.
It depends on how representative the test sample is, and how significant is the diﬀerence
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between the 2 loss errors. This is one of the places where researchers usually overlook when
they declare the superiority of their models.
We therefore use the test suggested by [Diebold and Mariano, 1995], the DM test, to compare
the significance of prediction accuracy of two competing models. The test relates prediction
error to some very general loss function and analyzes loss diﬀerential derived from errors
produced by two competing models. A loss function L related to the forecast error ✏t, for
example, as a quadratic loss function would result in a loss L(✏t) = ✏2t .
More precisely, DM relies on assumptions made directly on the forecast error loss diﬀerential.
The loss diﬀerential between forecast model 1 and forecast model 2 at time t is: d12t =
L(✏1t)  L(✏2t).




! N(0, 1) (10.5)
where dˆ12,  ˆ12 are the sample mean and sample standard deviation of {d12t}t. With certain
assumptions for the loss diﬀerential (existence of mean,stationary covariance ), the DM test
statistic DM converges in distribution toward Normal distribution N(0, 1).
With the Null Hypothesis that 2 models have the same predictive accuracy, we can check
the superiority of one model over another by checking how likely (the p-value) we can have a
DM test statistic as extreme as the one we calculate from the test samples. By selecting a
significant level threshold (↵) before hand, we reject the Null Hypothesis if the p-value < ↵.
Chapter 11
Experimental Setup
This chapter describes the setup and preparation of various experiments to assess the
performance of the hybrid model detailed in chapter 6. We describe first the common
procedure for experiments, and then how we estimate the models and rolling predictions.
11.1 Data
• Stock Data: From 1/1/1998 to 31/12/2013 for all companies in S&P500. We
experiment with stock data of certain large companies, for example Apple, Microsoft,
AT&T, Facebook. Details are described in section 7.2.
• News Article Data: From 1/1/2007 to 31/12/2013: the news article data is crawled
from Reuters Archives website. Altogether, we collected 5251338 articles published
from 2007 to 2013 with the total size at 22.1 Gb. Details of the News Retrieval
Component are described in section 7.1.
11.2 Preprocessing Procedure
As a preprocessing step to prepare the necessary data for the experiments, we first need to
define:
• Dictionary of terms: can be a manually collected ‘hand-crafted’ dictionary or an
automatically generated ‘corpus’ dictionary. Details in section 8.1.3.
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• Weighting schemes (Inverse Document Frequency, Information Content) associated
with the terms. Detail in section 8.1.1.
Note that we only care about news articles related to a pre-defined company. Hence we refer
to company corpus as the collection of articles related to the company and big corpus
as the collection of all articles. Since the company corpus is typically much smaller than
the big corpus, to get a better estimate of the ’corpus’ dictionary as well as the weighting
schemes, we use the big corpus.
Hence, after this preprocessing step: we have 2 dictionaries and the associated weighting
schemes:
• ‘Hand-crafted’ dictionary (5528 terms) : includes sentiment words and financial
words. For more details, please refer to section 8.1.3
• ‘Corpus’ dictionary (479320 terms): is created by scanning the big corpus, applying
tokenization, stemming, stop-word removal and removing words which are too scarce
(occurence less than 5) or too common (occurrence over 80% of whole corpus). This
preprocessing step took less than 1 hour on a 2.3 GHz Intel Core i7 machine. For more
details on text preprocessing, please refer to section 8.1.2
11.3 Common Procedure
All experiments are carried out for individual company and by following these steps:
• Specify company
• Specify the prediction horizon (n-day ahead): 1 day, 2 days, . . . , 1 week
• Specify start moving window size, rolling scheme. More on this on the next section 11.4
• Specify Dictionary, Weighting Scheme, Machine Learning or Blending techniques
• For each day:
– Group all articles of that day. Refer to section 11.6 for detailed explanation.
– Fit GARCH model to stock data until that day, then make n-day ahead prediction
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– Calculate Proxy Volatility of n-day ahead
– Calculate: Residual Error = Proxy Volatility - GARCH prediction . This is the
residual error of n-day ahead prediction.
• Train Procedure: train machine learning techniques with features extracted from
articles, targets are Residual Errors from training set.
• Test Procedure: extract features from articles and input them in machine learning
techniques and make prediction. The prediction will be the predicted Residual Error.
Add the ML prediction together with GARCH prediction to make the final Volatility
prediction: ML prediction + GARCH prediction
• Gather the results, roll forward and repeat the procedure.
11.4 Rolling Forecast
To globally analyze the performance of the hybrid model, all experiments are carried out in
rolling forecast fashion month by month. Rolling forecast starts with a rolling window of
[start date, end date]. We collect stock price data and news articles data within the rolling
window then carry out the experiments and record the results. Then we move forward 1
month. There are actually two schemes to define the next rolling window:
• Recursive scheme: this scheme will add the new data to the window while retain all
older data, so the new rolling window is [start date, end date + 1 month]. This scheme
is good when data is scarce and if we consider that the more the data, the better the
performance.
• Moving scheme: this scheme will add the new data to the window and discard the first
1 month of old data, so the new rolling window is [start date + 1 month, end date + 1
month]. This scheme is good when data is suﬃcient and if we think that old data is
no longer relevant.
For each rolling window, we divide the data further into training set and testing set. The
testing is set to be the latest 1-month data; the rest is training set. Machine Learning
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component is fitted with the data from the training set and make predictions (n-day ahead)
on the testing set.
11.5 GARCH Prediction
On the other hand, the GARCH model makes n-day ahead prediction for each day in the
rolling window, including both training and testing set. The purpose is to get the real
out-sample residual errors of EGARCH model so that machine learning techniques use these
residuals as targets.
In particular, for every day in the rolling window, we fit EGARCH model to the stock data
(recursively) until that day, and make n-day ahead EGARCH volatility prediction. Hence
every EGARCH prediction in the rolling window is out-sample prediction. The target for
machine learning techniques is defined as the residual error between EGARCH prediction
and proxy volatility.
11.6 Grouping Articles
Since we focus on daily volatility, it is natural to group all articles released in one day into
one sample and use that sample to predict the volatility of n-day ahead. However, this
eﬀectively increases the noise in samples as not every news article mentioning a company
name will have information regarding the company. It could even be the case that the
information in the news articles is completely irrelevant to the company. More noise in data
would decrease performance of any machine learning technique applied to it. We reduce
this eﬀect by specifying diﬀerent sample weights which are some proxies for the importance
of the sample, ie. how much information contained in the news articles. Please refer to
section 9.9 for more information on sample weights.
There are actually some complications when we take into account the trading hours and
weekends. The news articles can be released after trading hours or during weekends, but
the stock price can only respond to new information during trading hours. This raises a
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question: how can we incorporate the news released during that time/ when the market is
closed? Although it is not a perfect solution, one popular remedy is to include all articles
released after trading hours or during weekend to the nearest next trading day.
The remedy is not perfect as there are certainly some diﬀerences if we include all articles
during weekend and next trading day as one sample as it would contain in general more
information than other samples. The information is built up during the weekend and finally
absorbed in the next trading day. In general there is a phenomenon of price discovery
each Monday when the stock price moves wildly in a short period of time during opening
until suﬃcient information is absorbed into the price. Hence, in general, the volatility for
Monday is higher.
For simplicity, we ignore this eﬀect, but a better solution could be to fit a quadratic model
to daily volatility to counter this eﬀect.
11.7 K-fold Cross-Validation
All Machine Learning techniques used in the system have hyper-parameters set that we
need to specify before training the model. In order to choose the hyper-parameters set,
we need a way to evaluate the generalized performance of the model when evaluated on
out-sample data. The standard approach to choose the best hyper-parameters set from a list
of candidates is to use Cross-Validation.
In k-fold Cross-Validation, we divide the training data further into k equal subsets. We take
1 subset to be the validation set and train the machine learning model on the k 1 remaining
subsets. We then record the prediction that the fitted model makes on the validation subset.
Repeat the process k times for k subsets. We now have the out-sample predictions on the
whole dataset which can be averaged or combined to get a single score. This score can be
used to compare between diﬀerent hyper-parameters sets to find the best set.
In our experiments, we use 10-fold Cross-Validation to find the best hyper-parameters set
for each machine learning algorithm.
Chapter 12
Experiments, Results, Analysis
This chapter describes in detail the experiments carried out in order to evaluate the perfor-
mance of the hybrid system compared with the benchmark and in particular, investigate to
what extent the news articles data can help in predicting the stock volatility. We show that
the hybrid model achieves superior accuracy, far beyond the popular GARCH model family.
We also show that the hybrid models using ensemble methods achieve higher accuracy than
the hybrid models using the popular Support Vector Machine. The diﬀerence in information
flow between companies is also analysed. Finally, we analyse the eﬀectiveness of news
information flow at diﬀerent prediction horizons.
12.1 Comparison Against Benchmark
In this experiment, we focus on the overall performance of our hybrid model implemented
using a variety of Machine Learning techniques. We compare directly our approach with the
popular GARCH model using all 4 volatility proxies (Absolute Return, Parkinson, Garman-
Klass, and Rogers-Satchell) and with 3 evaluation metrics: RMSE, R2 and DM-test. In the
experiment, we use Apple stock, bag-of-words model (TruncatedSVD, information content)
and rolling scheme of 20 months for rolling prediction. All predictions are 1-day ahead.
Table 12.1 reports the Root Mean Square Error (RMSE) of GARCH prediction and a
variety of machine learning techniques applied to the hybrid model. Figure 12.1 plots the
corresponding value. Table 12.2 gives a summary of the coeﬃcient of determination R2.
Table 12.3 indicates the DM values of the Diebold-Mariano test for significance of models.
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Figure 12.1: Apple(1-day ahead, moving): Root Mean Square Error (RMSE)
Figure 12.2: Apple(1-day ahead, moving): R2 (Coeﬃcient of determination)
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Table 12.1: Apple(1-day ahead, moving): Root Mean Square Error
Technique Parkinson Garman Roger AbsReturn
GARCH 0.1678 0.1682 0.1802 0.2071
SimpleBlend 0.1187 0.1267 0.1342 0.1965
GBTBlend 0.122 0.127 0.1428 0.1949
LinearBlend 0.1207 0.1224 0.1385 0.1996
RFBlend 0.1266 0.1294 0.1531 0.209
RidgeBlend 0.1181 0.1199 0.1353 0.1971
BagSVM 0.1212 0.1255 0.1405 0.2023
SVM 0.1273 0.1288 0.1481 0.2152
AdaSVM 0.1276 0.1292 0.1486 0.2139
RF 0.1198 0.1224 0.1395 0.1954
ExRdmTree 0.119 0.1225 0.1366 0.1992
AdaTree 0.12 0.1221 0.1379 0.1973
GBT 0.1185 0.1213 0.137 0.1947
Table 12.2: Apple(1-day ahead, moving): R Squared
Technique Parkinson Garman Roger AbsReturn
GARCH 0.0915 0.0908 0.0871 0.1789
SimpleBlend 0.5455 0.4844 0.4938 0.2609
GBTBlend 0.5195 0.4817 0.4268 0.2729
LinearBlend 0.5296 0.5185 0.4607 0.2374
RFBlend 0.4829 0.4615 0.3405 0.1633
RidgeBlend 0.5499 0.5379 0.4853 0.2563
BagSVM 0.5255 0.4938 0.445 0.2162
SVM 0.4771 0.4667 0.3836 0.1131
AdaSVM 0.4741 0.4633 0.3789 0.1237
RF 0.5365 0.5184 0.4525 0.2692
ExRdmTree 0.5427 0.5178 0.4756 0.2406
AdaTree 0.5352 0.5209 0.4653 0.2545
GBT 0.5464 0.5273 0.4726 0.2742
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Table 12.3: Apple(1-day ahead, moving): DM Value
Technique Parkinson Garman Roger AbsReturn
GARCH NA NA NA NA
SimpleBlend 22.80** 20.86** 21.25** 5.15**
GBTBlend 18.48** 16.68** 13.67** 5.77**
LinearBlend 12.64** 11.48** 13.66** 3.51**
RFBlend 14.07** 13.35** 8.41** -0.66
RidgeBlend 13.66** 14.08** 12.01** 4.93**
BagSVM 18.43** 18.72** 17.49** 1.97*
SVM 16.47* 16.07** 12.58** -2.36
AdaSVM 16.23** 15.82** 12.22** -2.04
RF 15.96** 16.39** 16.39** 5.48**
ExRdmTree 16.48** 18.93** 14.81** 4.01**
AdaTree 15.16** 16.85** 15.49** 3.64**
GBT 17.09** 17.34** 15.81** 5.73**
Note: The values marked with one asterisk(*) are statistically significant at the 5% level,
and those with two asterisks(**) are statistically statistically significant at the 1% level.
The Machine Learning techniques listed here stand for:
• SimpleBlend: is the Stacked Generalization with Uniform Combination (equally
weighted sum) as meta-model applied to a variety of individual underlying machine
learning techniques. Details can be found in Stacked generalization section 9.8.
• GBTBlend: is the Stacked Generalization with Gradient Boosting Tree as meta-model.
Please refer to section 9.7 for more details on Gradient Boosting Tree.
• LinearBlend: is the Stacked Generalization with Linear Regression as meta-model.
• RFBlend: is the Stacked Generalization with Random Forest as meta-model. Please
refer to section 9.5 for more details on Random Forest.
• RidgeBlend: is the Stacked Generalization with Ridge Regression as meta-model.
• BagSVM: is the Bagging method with Support Vector Machine as the base estimator.
Details description can be found in section 9.5.
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• SVM: is Support Vector Machine. Details about the algorithm is in section 9.3.
• AdaSVM: is Adaboost with SVM as base estimator. More details about Adaboost is
in section 9.6.
• RF: Random Forest. A form of Bagging Ensemble method with Decision Tree as base
estimator. Details are in section 9.5.
• ExRdmTree: is a variant of Random Forest in which we choose feature randomly at
each node , while in Random Forest we choose the best feature at each node.
• AdaTree: is Adaboost algorithm with Decision Tree as base estimator.
• GBT: Gradient Boosting Tree.
Result: We observe that our hybrid models consistently and significantly outperform
the benchmark EGARCH model when using individual Machine Learning algorithms as
well as using a blend (stacking) of them. In particular, we observe that the SimpleBlend
algorithm as well as the ensemble methods: ExRdmTree, AdaTree and GBT achieved superior
accuracy, well over the popular Support Vector Machine model. This shows that we can
achieve significant improvement in volatility prediction by integrating multiple sources of
information. The Diebold-Mariano test table shows that the results for most of Machine
Learning techniques are statistically significant at 1% level.
In particular, the coeﬃcient of determination R2, which is a measure of goodness of fit
(details in section 10.2.3), of hybrid models is 4 to 5 times higher than that of GARCH model,
regardless of the proxies in consideration. For example, with Parkinson proxy, the R2 of
GARCH model is 0.0915 while most hybrid models with diﬀerent machine learning techniques
have R2 over 0.5, particularly SimpleBlend has R2 = 0.5455 which is more than 5 times
higher than GARCH model. As explained in section 10.2.3, the coeﬃcient of determination
R2 tells us how well the variation in the proxy volatility is explained by the variation in the
predicted volatility. We can conclude that the hybrid approach that we proposed actually
better models the variation of volatility of stock.
The results validate our conjecture 6.1 in chapter 6 that news articles contain information
which is not yet absorbed in the price and by extracting this information, we have shown
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that the hybrid system can achieve superior accuracy.
Regarding diﬀerent proxy measures, we notice a general pattern where the prediction error
increases in order of Parkinson, Garman-Klass, Roger-Satchell and Absolute Return. Highest
error rate for Absolute Return is expected as we discussed in section 5.1.1, Absolute Return
is imprecise. However, it is slightly surprising, because of the increasing eﬃciency among
proxies, we would expect the order of prediction error to be decreasing from Parkinson,
Garman-Klass to Roger-Satchell. Hence, as discussed in section 5.1.2, this phenomenon is
another evidence showing that the underlying assumption of these proxy estimators, that
the return has a normal distribution, is invalid. Another reason is that there is increasingly
more bias from Parkinson, Garman-Klass to Roger-Satchell. Thus, our approach to use
various proxy estimators to evaluate our hybrid model is justified, since there is no conclusive
evidence to choose the best estimator for volatility. As the Absolute Return is noisy and
imprecise, the improvement of the hybrid model compared with GARCH model is not as
high for Absolute Return as for other proxy, although the DM values in table 12.3 show that
the improvement is statistically significant for most hybrid models with ensemble methods.
12.2 Comparison of diﬀerent Machine Learning techniques
We notice that Support Vector Machine, which is one of the most popular machine learning
techniques, is not significantly eﬀective to model this problem. In fact, the table 12.1 shows
that ensemble methods like ExRdmTree, AdaTree and the blending SimpleBlend consistently
outperform SVM in this problem even when the proxy is as noisy as Absolute Return. This
is potentially due to the extremely non-linear nature of the problem for which even the
Gaussian kernel of SVM is not suitable. Another reason is that the terms in the documents
can have varying contributions to the meaning of the whole document. What this means
is that the terms can be keywords in one document while having insignificant meanings in
other documents. By introducing randomness into ensemble methods, it could enhance the
performance.
Moreover, the ensemble methods, especially a simple blend of all ensemble methods and
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Figure 12.3: Apple: 1-day ahead, rolling window 20 months
SVM produce a much more stable result than SVM. In particular, figure 12.3 shows us
the cumulative rolling results from our experiment with Apple data 1-day ahead volatility
prediction. We observe clearly that our SimpleBlend consistently outperformed SVM at
almost all rolling windows. It even outperformed other individual ensemble methods we used
in the system, for example: AdaTree, GBT or BagSVM.
Lastly, we compare diﬀerent Machine Learning techniques with the results of AT&T. From the
DM value table 12.6, we observe that SVM model and related models (BagSVM, AdaSVM)
become ineﬀective while other ensemble methods like GBT, RidgeBlend and SimpleBlend
are still eﬀective and give a statistically significant improvement to the prediction. This
shows that the ensemble methods are more eﬀective for this problem. More analysis for
diﬀerent companies is given in the next section.
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12.3 Comparison of diﬀerent companies
In this section, we study the performance of GARCH model and hybrid model across diﬀerent
companies. We experiment with Apple, Microsoft and AT&T data for 1-day ahead prediction.
The results of AT&T are reported in table 12.4, table 12.5, table 12.6.
Figure 12.4: AT&T: Root Mean Square Error (RMSE)
We observe immediately that the performance of GARCH model as well as hybrid models
varies across diﬀerent companies. First of all, the error level of volatility prediction for Apple
is, in general, higher than that for AT&T. Indeed, the GARCH model for Apple has RMSE
in the range of 20% for all proxies while the the GARCH model for AT&T has RMSE in the
range of 10% for all proxies. We observe similar pattern for hybrid models that the error
rate for Apple is generally twice as high as AT&T.
At the error rate of less than 10%, the GARCH model for AT&T does a relatively good job
here. In fact, the R2 goodness of fit of GARCH model is nearly 70%, which is considered
high in general. The hybrid models, while their improvement to the accuracy is statistically
significant as shown in DM-test table 12.6, could not help R2 to achieve more than 75%.
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Figure 12.5: AT&T: R2 (Coeﬃcient of determination)
Table 12.4: AT&T: Root Mean Square Error
Technique Parkinson Garman Roger AbsReturn
GARCH 0.0841 0.0875 0.0937 0.112
SimpleBlend 0.0734 0.0814 0.0859 0.11
GBTBlend 0.0795 0.0861 0.094 0.1091
LinearBlend 0.0775 0.0843 0.0918 0.1115
RFBlend 0.083 0.0967 0.1023 0.1134
RidgeBlend 0.0764 0.0827 0.0887 0.1085
BagSVM 0.0772 0.0848 0.0905 0.117
SVM 0.0812 0.0882 0.0968 0.1238
AdaSVM 0.081 0.0877 0.0963 0.1233
RF 0.0902 0.0976 0.0918 0.1096
ExRdmTree 0.075 0.0805 0.0873 0.1158
AdaTree 0.0753 0.0805 0.0877 0.1099
GBT 0.0769 0.0807 0.0888 0.1078
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Table 12.5: AT&T: R Squared
Technique Parkinson Garman Roger AbsReturn
GARCH 0.6794 0.6779 0.6526 0.5501
SimpleBlend 0.7558 0.7214 0.7085 0.5655
GBTBlend 0.7135 0.6882 0.6505 0.573
LinearBlend 0.7274 0.7013 0.6666 0.5542
RFBlend 0.6872 0.6063 0.5867 0.5385
RidgeBlend 0.7354 0.7121 0.6888 0.5775
BagSVM 0.7299 0.6978 0.676 0.5087
SVM 0.7013 0.6731 0.6292 0.4505
AdaSVM 0.7025 0.6764 0.6337 0.4545
RF 0.6313 0.5991 0.6669 0.5687
ExRdmTree 0.7449 0.7274 0.6985 0.5189
AdaTree 0.7426 0.7277 0.696 0.567
GBT 0.7318 0.7261 0.6882 0.5827
Table 12.6: AT&T: DM Value
Technique Parkinson Garman Roger AbsReturn
GARCH NA NA NA NA
SimpleBlend 9.28** 6.69** 5.91** 2.15**
GBTBlend 4.9** 1.49* -0.25 2.5**
LinearBlend 6.41** 2.78* 1.07 0.27
RFBlend 0.79 -4.52 -3.63 -0.97
RidgeBlend 8.3** 5.32** 3.44** 3.24**
BagSVM 4.1** 1.54* 1.27 -4.17
SVM 1.64* -0.29 -1.16 -6.83
AdaSVM 1.69* -0.08 -0.91 -6.86
RF -3.46 -4.84 1.5 3.12**
ExRdmTree 6.05** 5.32** 3.5** -3.67
AdaTree 8.34** 6.95** 4.61** 1.45
GBT 8.62** 8.18** 4.57** 4.94**
Note: The values marked with one asterisk(*) are statistically significant at the 5% level,
and those with two asterisks (**) are statistically significant at the 1% level.
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What this means is that there is not much room for improvement. When there are no abrupt
news-related movements, GARCH model does a decent job of predicting volatility, in fact, it
could explain 70% of variation in volatility.
We also provide experimental results for Microsoft data in table B.1, table B.2, and table B.3.
The RMSE and R2 values are plotted in figure B.1 and figure B.2. We can observe clearly
that the hybrid model still oﬀers much higher accuracy than the GARCH model in predicting
volatility. In particular, the hybrid models with diﬀerent machine learning techniques oﬀer
consistently R2 values twice as high as the GARCH model (except for Absolute Return
proxy, which is very noisy). We could see that the performance of the hybrid model for
Microsoft data lies in-between Apple data and AT&T data.
Note that the opportunities to improve upon GARCH model depends on how much informa-
tion is contained in the news articles data source and how much we extract can from it. The
most probable explanation for the diﬀerence in results of 3 companies is the sensitivity of each
company’s stock price to the news. Apple’s stock is much more active than Microsoft and
AT&T’s stock. In fact, Apple’s daily volume is 59 million (90 Day Avg. Daily Volume until
18/11/2014), Microsoft’s daily volume is 36 million while AT&T’s daily volume is only 21
million. This observation might explain why the performance of hybrid model for Microsoft
lies in-between Apple and AT&T. The daily volume of Apple stock is nearly 3 times more
than AT&T. The more active a stock is, the more sensitive it is to news like rumours and
new products as market participants tend to be more concerned with any related news, no
matter how small. Moreover, by nature of the company, Apple is much more secretive than
AT&T and is one of the biggest companies in the world, which means there are much more
rumours and news articles related to the company. Hence, it is reasonable to conclude that
there is more information in news articles for Apple than in news articles for AT&T.
12.4 Comparison of diﬀerent prediction horizons
In this experiment, we compare the predictive power of our hybrid model and GARCH
model at diﬀerent prediction horizons. We used Apple data with moving scheme for rolling
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prediction. We compare the result of GARCH model and the SimpleBlend ensemble model.
The results for Root Mean Square Error and R2 evaluation metrics are reported in figure 12.6
and figure 12.7. From figure 12.6, we observed clearly that both GARCH model and
SimpleBlend model perform gradually worse as the prediction horizon increases. It is
expected, as the further we look into the future, the more irrelevant the current information
becomes, hence we lose predictive power.
What is interesting is that our SimpleBlend model still has significant predictive power
compared with the GARCH model. As we see in figure 12.6, there is significant error
reduction when we use SimpleBlend compared with GARCH model. This error reduction
gradually decreases as the prediction horizons increases. The error reduction shows the
advantage of extracting information from news articles which helps the SimpleBlend model to
better account for the information not contained in stock price. The drop in error reduction
as prediction horizon increases is an evidence supporting conjecture 6.1 as the information
from news articles would gradually be absorbed into the price and hence, the diﬀerence in
performance of SimpleBlend and GARCH model gradually decreases.
Figure 12.6: Apple: prediction at diﬀerent horizons (SimpleBlend vs GARCH) (Parkinson)
Moreover, we notice that in figure 12.7, the goodness of fit R2 drops suddenly for GARCH
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Figure 12.7: Apple: prediction at diﬀerent horizons (SimpleBlend vs GARCH) (Parkinson)
Table 12.7: Stats info of volatility proxies for Apple
Proxy Mean Median Std Dev
AbsReturn 0.258 0.190 0.256
Garman 0.258 0.209 0.188
Parkinson 0.257 0.210 0.186
Roger 0.256 0.203 0.205
model as the prediction horizon increases. In fact, when the horizon increases from 1-day
to 3-day ahead, the goodness-of-fit R2 drops from about 9% to near 0%. It means that
when the horizon increases, the predictions from GARCH model have almost no significant
value in explaining the variation of proxy volatility. If we keep increasing the horizon, the
R2 of GARCH model is reduced further and becomes negative at prediction horizon of 7
days. It shows that GARCH model quickly loses its predictive power and becomes even
undesirable at a prediction horizon of more than 1 day. The result is slightly surprising but
understandable if we look at how GARCH model makes prediction in formula 5.8. The k-day
ahead prediction is the current volatility level decayed mean-reverted exponentially to the
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Table 12.8: Apple: Volatility prediction of GARCH at diﬀerent horizons
Horizon Mean Median Std Dev
1 0.364 0.336 0.198
3 0.363 0.334 0.132
5 0.364 0.335 0.126
7 0.365 0.338 0.124
mean level of volatility. Hence, as the prediction horizon increases, the predicted volatility
becomes closer to the mean volatility, which means that there is less variation in volatility
prediction. Indeed, table 12.8 contains standard deviation of GARCH model predictions at
diﬀerent horizons. We can see clearly that the standard deviation decreases as the horizon
increases.
On the other hand, SimpleBlend model still retains its goodness of fit R2 level although
it still slowly decreases as the horizon increases. In fact, the SimpleBlend model can still
explain more than 30% the variation in the proxy volatility after 7 days, which is significantly
high. It shows that information in news articles is much more valuable than information in
stock price in predicting future volatility at a long horizon. Historical data loses most of its
predictive power at a horizon of more than 3 days, while news articles data still provides
valuable information at long horizons.
Our results open even more questions as to what extent news articles influence stock price
and volatility. Our results support the conjecture that the news articles might have long
influence on the volatility, probably up to several weeks. Note that as we look at daily
volatility, we implicitly focus on extracting significant news information. The reason is that
small or temporary news would likely have influence only for short period of times, hence we
would not observe any eﬀect on the next day or n-day ahead volatility.
The detailed results for various prediction horizons can be found in the appendix C.
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Figure 12.8: Apple (1-day ahead, moving, no historical residual error): Root Mean Square
Error (RMSE)
Figure 12.9: Apple (1-day ahead, moving, no historical residual error): R2 (Coeﬃcient of
determination)
Chapter 12. Experiments, Results, Analysis 94
12.5 Eﬀectiveness of historical residual error
In this section, we study the eﬀects of historical residual errors (✏t 1, ✏t 2 that we include in
hybrid model 6.2) on the performance of our hybrid model. We report results of the hybrid
model without historical residual errors on Apple data, 1-day ahead forecast. In particular,
table 12.9 reports the RMSE of hybrid models using various machine learning techniques
without historical residual errors, table 12.10 reports the R2 values. We plot side-by-side the
RMSE and R2 value of hybrid model with and without historical residual errors in figure 12.8
and figure 12.9.
First, we can see clearly from table 12.9 and table 12.10 that the hybrid models still show
significantly better performance than the GARCH model. In particular, the goodness of fit
R2 of hybrid models are more than 4 times the GARCH model. The DM test table 12.11
shows that the improvement is statistically significant at 1% level.
Moreover, in figure 12.10 and figure 12.11, we see that historical residual errors can indeed
further improve the performance of the hybrid models. It oﬀers more than 0.01 reduction of
RMSE (figure 12.10 ) and more than 10% increase of R2. The improvement is significant
which justifies our choice to include historical residual error in our hybrid models. The
historical residual error is indeed valuable because it can contain information related to
the condition of prediction period. If we are in a volatile period, with lots of news and
uncertainties, it would translate into high residual errors as the GARCH model is unable to
incorporate this type of information in the model. For example, by using historical residuals
✏t 1, ✏t 2, we can know if our latest n-day predictions are good or bad and how far they
are from the target. If the residual errors are large, which means there are potentially big
news and more uncertainties in the market, we can use this information to readjust our next
prediction accordingly.
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Figure 12.10: Apple (1-day ahead, moving, no historical residual error): Root Mean Square
Error (RMSE)
Table 12.9: Apple (1-day ahead, moving, no historical residual error): Root Mean Square
Error
Technique Parkinson Garman Roger AbsReturn
GARCH 0.1677 0.1681 0.1802 0.2072
SimpleBlend 0.1344 0.1389 0.1488 0.1981
GBTBlend 0.145 0.144 0.1578 0.196
LinearBlend 0.155 0.1588 0.1693 0.2067
RFBlend 0.162 0.1589 0.1805 0.2162
RidgeBlend 0.1429 0.1417 0.1564 0.1974
BagSVM 0.1424 0.144 0.1597 0.2041
SVM 0.1473 0.1484 0.1643 0.2215
AdaSVM 0.1467 0.149 0.1654 0.2196
RF 0.1389 0.1393 0.1544 0.1948
ExRdmTree 0.1434 0.1434 0.1583 0.1999
AdaTree 0.1402 0.14 0.1553 0.1971
GBT 0.139 0.1395 0.1543 0.1952
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Figure 12.11: Apple (1-day ahead, moving, no historical residual error): R2 (Coeﬃcient
of determination)
Table 12.10: Apple (1-day ahead, moving, no historical residual error): R Squared
Technique Parkinson Garman Roger AbsReturn
GARCH 0.0932 0.0925 0.0887 0.1796
SimpleBlend 0.418 0.3805 0.378 0.2498
GBTBlend 0.3223 0.3346 0.301 0.2656
LinearBlend 0.2256 0.1908 0.1951 0.1837
RFBlend 0.1536 0.1897 0.0852 0.1064
RidgeBlend 0.3415 0.3556 0.3136 0.2552
BagSVM 0.3459 0.3343 0.284 0.204
SVM 0.3004 0.293 0.2425 0.0624
AdaSVM 0.3058 0.2873 0.2321 0.0778
RF 0.3778 0.3767 0.3307 0.2747
ExRdmTree 0.3369 0.3397 0.2966 0.2361
AdaTree 0.3665 0.3706 0.3227 0.2576
GBT 0.3774 0.3753 0.332 0.2713
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Table 12.11: Apple (1-day ahead, moving, no historical residual error): DM Value
Technique Parkinson Garman Roger AbsReturn
GARCH NA NA NA NA
SimpleBlend 18.46** 13.96** 17.15** 4.54**
GBTBlend 9.53** 8.70** 6.94** 5.23**
LinearBlend 3.31** 2.08** 2.56** 0.16
RFBlend 1.55** 2.43** -0.06 -2.63
RidgeBlend 9.75** 10.61** 7.54** 5.38**
BagSVM 11.90** 11.34** 9.23** 1.22**
SVM 7.91** 7.80** 5.82** -3.89
AdaSVM 8.31** 7.72** 5.46** -3.47
RF 12.11** 11.84** 9.91** 5.83**
ExRdmTree 11.04** 10.88** 8.68** 3.58**
AdaTree 9.45** 9.67** 8.11** 3.76**
GBT 11.56** 11.22** 9.94** 5.82**
Note: The values marked with one asterisk(*) are statistically significant at the 5% level,
and those with two asterisks (**) are statistically significant at the 1% level.
Chapter 13
Conclusion and Future Work
13.1 Conclusion
In this thesis, we have studied the problem of volatility prediction. We described the
importance of volatility in financial market, how current time series models of volatility
fall short of predictive power during volatile periods with significant breaking news. Thus,
we proposed a new hybrid volatility model which predicts stock volatility level of n-day
ahead. The new hybrid model combines both the popular GARCH volatility model and
the information flow extracted directly from news articles. In this model, we directly make
use of 2 sources of data: stock historical data and news article data. We also applied one
of the latest developments in machine learning, ensemble methods, to further improve the
performance of the system.
We have presented a detailed description of our hybrid system, from collecting data, building
GARCH model, extracting information flow from news articles and applying machine learning
techniques to make predictions. We evaluate our system using extensive experiments on real
news articles data retrieved from Reuters. The experimental results show that our hybrid
model achieves superior accuracy, far beyond the popular GARCH model family. We also
show that using ensemble methods in the hybrid model achieves higher accuracy than using
the popular Support Vector Machine. The diﬀerence in information flow between companies
is also analysed. Finally, we analyse the eﬀectiveness of information flow in news articles at
diﬀerent prediction horizons.
The results support our conjecture that information flow takes time to be absorbed into
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the price process and by extracting directly information form news articles which is not
yet absorbed in the price, we could improve largely the performance of volatility prediction
model. Our experiments also show that the information from news articles is gradually
absorbed in to the price, and the whole process can take as long as a few weeks as our system
loses predictive power after a few weeks.
13.2 Future Work
There are still some drawbacks in our system that we developed. First of all, as described in
chapter 11, section Grouping Articles, we decided to group all articles of each day as one
sample to predict volatility. Hence, it increases the noise in dataset and reduces predictive
power of machine learning techniques. We counter this eﬀect by using sample weights.
However, a better solution would be to have a new component to filter out irrelevant articles
that contain no information regarding the company. We could implement this component as
a classification problem or simply filter by keywords. Another approach is to model latent
topics implied by the news articles using Latent Dirichlet Allocation. It would be useful to
characterize diﬀerent topics of news articles.
Secondly, in order to improve upon the Feature Engineering component, we could incorporate
other advanced techniques in Sentiment Analysis by incorporating knowledge sources like
WordNet to account for similarity of words, and build up to construct a similarity of
documents. We could build a customised machine learning model that takes into account
the document similarity measure as an external source. However, this approach suﬀers from
scalability issue as it is extremely slow to incorporate knowledge sources in the model and it
is not scalable to a large dataset.
Thirdly, we could also incorporate grammar features into the Feature Engineering component,
for example, using a basic parse tree. However, the news articles are long and each sentence
doesn’t necessarily contain information regarding the company. Generating a parse tree for
all sentences increases noise in the set of features. A possible solution is to generate only
a parse tree for titles of news articles. The problem is that titles don’t necessarily follow
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grammatical rules in order to extract a correct parse tree.
Moreover, we could also explore diﬀerent types of text data, for example, from tweets and
blogs. It is believed that these sources contain more sentiment and information regarding
the company since news sources usually keep a neutral tone towards an event.
Lastly, due to the limitation in time and available resources, we could not thoroughly test
our model with intraday data. Using intraday data to build GARCH model and Realized
Volatility as proxy for model evaluation would potentially improve the performance of the
system. In this case, we would need to look at more appropriate variation of ARCH family
model to suit the intraday data. There are microstructure eﬀects that we also need to take
into account.
With intraday data, we could study the eﬀect of news articles in shorter time horizons, for
example, hours or even minutes after the news articles are released. Given the lightning fast
electronic trading system nowadays, we could expect that the information from news articles
potentially improves further the performance of the volatility prediction model. If the news
is not major news, it might only aﬀect the stock volatility for a short time. Hence we cannot
observe its influence using daily volatility.
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Manually added terms: ‘up’, ‘down, ‘bankrupt, ‘plunge’,‘bullish’, ‘bearish’, ‘short’, ‘long’,
‘shortselling’,‘above’, ‘against’, ‘below’, ‘between’, ‘beyond’, ‘bottom,‘under’, ‘until’, ‘out’,
‘upon’, ‘well’.
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Table A.1: Vocabulary Dataset
Dictionary No. Terms
MPQA Subjectivity Lexicon 6583
Opinion Lexicon 6443
Loughran and McDonald’s dictionaries 3157
Total Used ( Filtered) 5528




Results for diﬀerent companies
Figure B.1: Microsoft (1-day ahead, moving): Root Mean Square Error (RMSE)
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Figure B.2: Microsoft (1-day ahead, moving): R2 (Coeﬃcient of determination)
Table B.1: Microsoft (1-day ahead, moving): Root Mean Square Error
Technique Parkinson Garman Roger AbsReturn
GARCH 0.1224 0.1213 0.1308 0.1794
SimpleBlend 0.097 0.1034 0.11 0.1761
GBTBlend 0.1014 0.1059 0.1161 0.1758
LinearBlend 0.1073 0.1138 0.1172 0.18
RFBlend 0.1039 0.1092 0.1224 0.1985
RidgeBlend 0.0988 0.105 0.1115 0.1758
BagSVM 0.0998 0.1038 0.1136 0.1795
SVM 0.1046 0.1069 0.1193 0.1894
AdaSVM 0.1042 0.1069 0.1192 0.1893
RF 0.1021 0.1174 0.1192 0.1733
ExRdmTree 0.0972 0.1004 0.1121 0.1746
AdaTree 0.1075 0.1131 0.1316 0.1758
GBT 0.1009 0.1 0.113 0.1727
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Table B.2: Microsoft (1-day ahead, moving): R Squared
Technique Parkinson Garman Roger AbsReturn
GARCH 0.2793 0.2993 0.2868 0.2208
SimpleBlend 0.5473 0.4909 0.4961 0.2489
GBTBlend 0.5054 0.466 0.4385 0.2521
LinearBlend 0.4462 0.3836 0.4277 0.2155
RFBlend 0.4799 0.432 0.3753 0.0465
RidgeBlend 0.5304 0.4746 0.4818 0.2517
BagSVM 0.5206 0.4863 0.4626 0.2196
SVM 0.4737 0.4552 0.4073 0.1315
AdaSVM 0.4769 0.4557 0.408 0.1328
RF 0.4982 0.343 0.4076 0.2729
ExRdmTree 0.5448 0.5199 0.4767 0.2624
AdaTree 0.4439 0.3907 0.2784 0.2516
GBT 0.5098 0.5238 0.4678 0.2782
Table B.3: Microsoft (1-day ahead, moving): DM Value
Technique Parkinson Garman Roger AbsReturn
GARCH NA NA NA NA
SimpleBlend 11.48** 8.55** 9.97** 1.50
GBTBlend 9.30** 7.23** 6.71** 1.66*
LinearBlend 5.29** 1.35** 4.26** -0.21
RFBlend 6.49** 4.42** 2.78** -5.11
RidgeBlend 9.77** 5.13** 8.18** 1.62*
BagSVM 9.81** 8.68** 8.07** -0.05
SVM 7.72** 6.36** 5.36** -3.15
AdaSVM 8.07** 6.66** 5.58** -3.15
RF 7.19** 1.11 4.09** 3.39**
ExRdmTree 9.14** 8.18** 7.00** 2.55**
AdaTree 1.83** 0.77 -0.04 1.53
GBT 9.82** 8.04** 7.18** 3.48**
Note: The values marked with one asterisk(*) are statistically significant at the 5% level,
and those with two asterisks (**) are statistically significant at the 1% level.
Appendix C
Results for diﬀerent prediction horizons
Figure C.1: Apple (3-day ahead, moving): Root Mean Square Error (RMSE)
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Figure C.2: Apple (3-day ahead, moving): R2 (Coeﬃcient of determination)
Table C.1: Apple (3-day ahead, moving): Root Mean Square Error
Technique Parkinson Garman Roger AbsReturn
GARCH 0.1752 0.1782 0.1926 0.205
SimpleBlend 0.1341 0.1434 0.1551 0.1927
GBTBlend 0.1452 0.1476 0.1667 0.1973
LinearBlend 0.1452 0.1488 0.1645 0.2015
RFBlend 0.1518 0.1563 0.1829 0.2146
RidgeBlend 0.1421 0.1461 0.1609 0.1964
BagSVM 0.1381 0.143 0.1611 0.1935
SVM 0.1431 0.1484 0.1674 0.2026
AdaSVM 0.1433 0.1489 0.1687 0.2017
RF 0.1389 0.1438 0.1609 0.1922
ExRdmTree 0.1384 0.1441 0.1607 0.1939
AdaTree 0.1415 0.1444 0.1616 0.1944
GBT 0.1378 0.1431 0.1588 0.1913
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Table C.2: Apple (3-day ahead, moving): R Squared
Technique Parkinson Garman Roger AbsReturn
GARCH 0.0048 0.0082 0.0131 0.1318
SimpleBlend 0.4176 0.3581 0.3593 0.2326
GBTBlend 0.317 0.3198 0.2599 0.1955
LinearBlend 0.3168 0.3086 0.2799 0.1608
RFBlend 0.2532 0.2369 0.1094 0.0481
RidgeBlend 0.346 0.3329 0.3106 0.2025
BagSVM 0.3823 0.3617 0.3095 0.2259
SVM 0.3361 0.3125 0.2541 0.1518
AdaSVM 0.3345 0.3074 0.2427 0.1593
RF 0.3745 0.3541 0.3108 0.2366
ExRdmTree 0.3792 0.3512 0.3122 0.223
AdaTree 0.3508 0.3489 0.3049 0.2193
GBT 0.3843 0.3602 0.3286 0.2438
Table C.3: Apple (3-day ahead, moving): DM Value
Technique Parkinson Garman Roger AbsReturn
GARCH NA NA NA NA
SimpleBlend 17.96** 14.18** 16.63** 5.62**
GBTBlend 9.84** 9.88** 8.10** 3.11**
LinearBlend 8.86** 8.19** 8.05** 1.45
RFBlend 6.57** 6.24** 1.88* -2.90
RidgeBlend 11.18** 10.04** 10.59** 4.36**
BagSVM 13.38** 12.49** 9.92** 4.97**
SVM 10.63** 9.78** 7.22** 0.79
AdaSVM 10.59** 9.56** 6.66** 1.11
RF 12.60** 11.52** 10.04** 5.08**
ExRdmTree 12.38** 10.79** 9.76** 4.15**
AdaTree 9.82** 10.13** 9.27** 3.52**
GBT 12.73** 11.87** 11.3721** 5.99**
Note: The values marked with one asterisk(*) are statistically significant at the 5% level,
and those with two asterisks (**) are statistically significant at the 1% level.
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Figure C.3: Apple (5-day ahead, moving): Root Mean Square Error (RMSE)
Figure C.4: Apple (5-day ahead, moving): R2 (Coeﬃcient of determination)
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Table C.4: Apple (5-day ahead, moving): Root Mean Square Error
Technique Parkinson Garman Roger AbsReturn
GARCH 0.1787 0.1811 0.194 0.2088
SimpleBlend 0.1457 0.1451 0.156 0.1957
GBTBlend 0.1502 0.1532 0.1683 0.1995
LinearBlend 0.1557 0.1574 0.1705 0.2073
RFBlend 0.1549 0.1644 0.1847 0.2171
RidgeBlend 0.1486 0.1514 0.1639 0.2005
BagSVM 0.1433 0.1493 0.1654 0.2002
SVM 0.1524 0.1581 0.1762 0.2082
AdaSVM 0.1525 0.1588 0.1774 0.2073
RF 0.1435 0.1462 0.161 0.1966
ExRdmTree 0.1429 0.1458 0.16 0.198
AdaTree 0.1453 0.147 0.1638 0.1989
GBT 0.1423 0.1462 0.1608 0.1959
Table C.5: Apple (5-day ahead, moving): R Squared
Technique Parkinson Garman Roger AbsReturn
GARCH  0.0285  0.0285  0.0137 0.1122
SimpleBlend 0.3491 0.339 0.3447 0.2206
GBTBlend 0.2733 0.2631 0.2367 0.1895
LinearBlend 0.219 0.2229 0.2168 0.1257
RFBlend 0.2273 0.1515 0.081 0.0402
RidgeBlend 0.2886 0.2811 0.276 0.182
BagSVM 0.3384 0.3006 0.2628 0.184
SVM 0.2517 0.2156 0.1639 0.1176
AdaSVM 0.2507 0.2087 0.1517 0.1253
RF 0.3366 0.3291 0.3013 0.2132
ExRdmTree 0.3423 0.3331 0.3101 0.2023
AdaTree 0.3199 0.3218 0.2768 0.1949
GBT 0.3474 0.3293 0.3035 0.2187
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Table C.6: Apple (5-day ahead, moving): DM Value
Technique Parkinson Garman Roger AbsReturn
GARCH NA NA NA NA
SimpleBlend 19.24** 16.09** 17.73** 5.92**
GBTBlend 9.71** 9.35** 7.45** 3.67**
LinearBlend 6.49** 7.41** 5.32** 0.59
RFBlend 7.41** 5.03** 2.06* -2.47
RidgeBlend 10.81** 11.13** 9.84** 4.21**
BagSVM 12.88** 10.15** 8.07** 3.36**
SVM 7.67** 5.86** 3.18** 0.18
AdaSVM 7.67** 5.61** 2.92** 0.44
RF 12.82** 12.78** 12.25** 4.53**
ExRdmTree 11.87** 12.38** 12.30** 3.78**
AdaTree 10.06** 10.30** 8.60** 3.14**
GBT 13.52** 12.35** 12.26** 5.17**
Note: The values marked with one asterisk(*) are statistically significant at the 5% level,
and those with two asterisks (**) are statistically significant at the 1% level.
Figure C.5: Apple (7-day ahead, moving): Root Mean Square Error (RMSE)
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Figure C.6: Apple (7-day ahead, moving): R2 (Coeﬃcient of determination)
Table C.7: Apple (7-day ahead, moving): Root Mean Square Error
Technique Parkinson Garman Roger AbsReturn
GARCH 0.1821 0.1841 0.1966 0.2082
SimpleBlend 0.1517 0.1487 0.1595 0.194
GBTBlend 0.1544 0.1567 0.1758 0.1936
LinearBlend 0.1557 0.1613 0.1739 0.204
RFBlend 0.173 0.1887 0.1983 0.2054
RidgeBlend 0.1531 0.1553 0.1692 0.1955
BagSVM 0.1491 0.1548 0.169 0.1995
SVM 0.1572 0.1625 0.181 0.2077
AdaSVM 0.1576 0.1634 0.1827 0.2062
RF 0.1466 0.1508 0.1643 0.1946
ExRdmTree 0.1455 0.1493 0.1642 0.1958
AdaTree 0.1483 0.1515 0.1659 0.1987
GBT 0.1452 0.1484 0.1641 0.1928
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Table C.8: Apple (7-day ahead, moving): R Squared
Technique Parkinson Garman Roger AbsReturn
GARCH  0.056  0.1002  0.0842 0.0585
SimpleBlend 0.3103 0.2818 0.2862 0.1828
GBTBlend 0.2046 0.2032 0.1328 0.186
LinearBlend 0.1915 0.1556 0.1517 0.0967
RFBlend 0.0016  0.1566  0.1034 0.0839
RidgeBlend 0.2181 0.2169 0.1968 0.1702
BagSVM 0.2582 0.2216 0.1987 0.1361
SVM 0.1758 0.1428  0.0815 0.0636
AdaSVM 0.171 0.1335 0.0635 0.0769
RF 0.2828 0.2619 0.2427 0.1776
ExRdmTree 0.2939 0.2767 0.2441 0.1677
AdaTree 0.2664 0.2543 0.2284 0.1426
GBT 0.2966 0.2853 0.2444 0.193
Table C.9: Apple (7-day ahead, moving): DM Value
Technique Parkinson Garman Roger AbsReturn
GARCH NA NA NA NA
SimpleBlend 18.05** 13.85** 17.18** 4.98**
GBTBlend 10.73** 10.31** 6.98** 6.05**
LinearBlend 11.68** 9.63** 8.39** 1.49
RFBlend 2.82** -1.07 -0.50* 0.85
RidgeBlend 11.44** 13.77** 10.42** 6.02**
BagSVM 12.26** 10.09** 10.28** 2.69**
SVM 8.54** 6.96** 4.78** 0.14
AdaSVM 8.29** 6.57** 4.15** 0.54
RF 11.62** 10.84** 9.88** 4.46**
ExRdmTree 11.63** 10.85** 9.25** 3.72**
AdaTree 9.28** 9.04** 8.24** 2.56**
GBT 12.22** 11.53** 9.98** 5.82**
Note: The values marked with one asterisk(*) are statistically significant at the 5% level,
and those with two asterisks (**) are statistically significant at the 1% level.
