In multi-slice magnetic resonance imaging (MRI), the resolution in the slice direction is usually reduced to allow faster acquisition times and to reduce the amount of noise in each 2D slice. To address this issue, a number of super resolution (SR) methods have been proposed to improve the resolution of 3D MRI volumes. Most of the methods involve the use of prior models of the MRI data as regularization terms in an ill-conditioned inverse problem. The use of user-defined parameters produces better results for these approaches but an inappropriate choice may reduce the overall performance of the algorithm. In this paper, we present a wavelet domain SR method which uses a Gaussian scale mixture (GSM) model in a sparseness constraint to regularize the ill-posed SR inverse problem. The proposed approach also makes use of an extension of the Dual Tree Complex Wavelet Transform to provide the ability to analyze the wavelet coefficients with sub-level precision. Our results show that the 3D MRI volumes reconstructed using this approach have quality superior to volumes produced by the best previously proposed approaches.
INTRODUCTION
Magnetic resonance imaging (MRI) is an imaging technique for producing images of parts of the human body for clinical purposes. When compared to other widely used scanning methods such as Computed Tomography (CT) and Positron Emission Tomography (PET), MRI has the advantage of using only strong magnetic fields and non-ionizing radiation in the radio frequency range. In multi-slice MRI, multiple 2D slices are captured to form a 3D volume of the desired body part. Recently, faster multi-slice acquisition methods (such as Single-shot Spin Echo, Conventional Spin Echo, etc.) are often used to capture MRI slices in the presence of motion of the imaging subjects [1, 2] . During this faster acquisition, high-resolution image slices are obtained in the in-plane direction but some undesirable artifacts are observed due to the resolution reduction in the slice-select direction [3] . As a result of this resolution reduction, some valuable information may be lost [4] . To deal with this problem, a number of image super resolution (SR) techniques have been used as post-processing methods to improve the quality of the low-resolution images [5] .
The basic idea underlying all SR algorithms is the combination of a number of low-resolution (LR) blurred noisy images to produce an SR image [6] . Within this wide area of study, medical image super resolution has emerged as a particularly active field and initial attempts at the application of SR reconstruction algorithms for MRI images were made in [7, 8] . In [7] , the authors utilized an iterative back projection (IBP) method [9] to improve the in-plane resolution of diffusion-weighted images. In their method, the low resolution images were acquired by sub-pixel shifting in the phase-encode and frequency-encode direction. Since each of the sub-pixel shifted images contained identical information but with different noise [10, 11] a small improvement in resolution can be obtained. In [8] the authors improved this method by utilizing sub-pixel shifts in the slice-select direction instead of in the in-plane direction during the multi-slice acquisition. In their work, a number of multi-slice low resolution volumes were acquired where each volume was shifted with respect to the other volumes by a subpixel amount in the slice-select direction. These multiple parallel overlapping slice stacks were combined using their proposed super resolution reconstruction algorithm to produce a 3D isotropic volume with improved resolution and sharper edges in the slice-select direction. The authors in [12, 13] also utilized the IBP reconstruction method to improve the resolution in the slice-select direction. However, the blur and sharpening kernel used in their approach introduced some unwanted noise and artifacts. The SR method proposed in [13] was more effective in improving the slice-select direction resolution as a more appropriate blur kernel was utilized.
More recently, the use of regularization prior models has improved the performance of SR algorithms. An SR reconstruction technique based on the use of a discontinuity-preserving regularization method was proposed in [14] The authors demonstrated that an SR approach using this priori model increased the ability of clinicians to detect and visualize small regions of neuronal activity. Moreover, the activated regions appeared sharper and provided better information regarding their morphological limits and structure. Shantanu et al. [15] proposed an MRI resolution enhancement algorithm that made use of a total variation (TV) prior. They also utilized an edgepreserving operator during the up-sampling and downsampling of images that enhanced the spatial resolution. Recently, a spatial-domain regularization approach for SR was proposed in [16] . This regularization method, known as directional bilateral total variation (DBTV), applied a directionally adaptive weighting on the traditional total variation regularization approach. Schilling et al. introduced a multi-stack approach in [17] where a number of LR MRI volumes were captured at different orientations and combined to produce an SR volume using the simultaneous additive reconstruction technique (SART). They showed that capturing the LR images at different orientations produced superior results than when using a parallel stack approach [8] where the LR images were captured at different distances along the slice-select direction only.
In this paper, we address the problem of choosing an appropriate regularization prior model in SR reconstruction methods to improve the resolution of MRI volumes in the slice-select direction. In [18] , we demonstrated the benefits of using a GSM model of a standard wavelet transform as a prior for simulated MRI data. In the approach presented here we adopt an extended waveletdomain regularization prior model to analyze the wavelet coefficients with sub-level precision. Our experimental results for both simulated and real MRI data show that this algorithm produces SR volumes with quality superior to volumes produced by the best previously proposed approaches.
The remainder of the paper is organized as follows: In Section 2, we explain the concept of our sub-level wavelet transform. The general approaches used for SR are described in Section 3 and our proposed extensions to this approach for generating a super-resolution volume are presented in Section 4. Section 5 is devoted to describing the experimental evaluation of the algorithms and finally our conclusions are presented in Section 6.
THE SUB-LEVEL WAVELET TRANSFORM
The wavelet transform has been widely used as a multiresolution data analysis method across the field of signal processing for applications such as image denoising, image de-blurring and image enhancement. The DTCWT, originally introduced by Kingsbury in [19] has been shown to be a superior wavelet transform in the field of image processing because of its shift invariant and directionally oriented properties. In general, the wavelet transform of an image x can be expressed as follows:
where W j represents the wavelet transform operation and ψ j are the wavelet coefficients for scale levels j = 1, 2  L.
In this paper, we extend the DTCWT by adding an extra level in between each traditional level. This extra level provides more information during the subsequent analysis of the images. The new wavelet transform of an image x is implemented by adding an extra level and the overall operation of this transformation can be described as follows: Firstly the normal DTCWT is calculated as in Eq.1. Then to add an extra level, we resize the original volume by a factor of 2 -0.5 using linear interpolation and apply the wavelet transform again. This transformation produces wavelet coefficients for scale levels j = 1.5, 2.5  L + 0.5. Finally, we merge these two sets of wave-let coefficients to produce the new wavelet coefficients for scale levels j = 1, 1.5, 2  L, L + 0.5. These extended set of coefficients effectively have sub-level resolution and provide the ability to better analyze the inter-level relationships between coefficients during the component wise de-noising stage of our proposed SR framework. The overall sub-level wavelet decomposition process using the above process is illustrated in Figure 1 .
BACKGROUND
The main objective of image deconvolution algorithms is to find the solution of an ill-conditioned equation of the form:
where x 0 is a vector of pixel values from the original image, y is a vector of pixel values from the observed blurry image, H represents a convolution (i.e. blockcirculant) matrix that approximates the blurring function and b is a vector representing white noise with zero mean and variance σ 2 [20] . A solution to this minimization problem can be ex- plained by first considering the case when the noise term b is set to zero. The cost function for this case is given by:
The solution that minimizes this cost function is given by the gradient descent method as follows:
where τ is a fixed step size and H T represents the backprojection kernel that should be the pseudo-inverse of the convolution matrix. This equation represents the classic Landweber iteration [21] . Daubechies et al. proposed a solution to the problem of estimating the value of x 0 when both blurring and noise are present by using the thresholded-Landweber algorithm [22] . This approach consists of first performing the Landweber iteration with step-size τ:
and then performing the wavelet domain de-noising operation:
The function (w,t) is the soft-thresholding function defined in [22, 23] with the form:
where (.) + is the positive-part function given by:
Vonesch and Unser [23] improved this approach by developing the fast thresholded-Landweber (FTL) deblurring algorithm. In their approach, the original thresholded-Landweber operation is performed on a wavelet sub-band basis using different step-sizes for each subband as follows: For each sub-band j, perform the Landweber iteration:
where W j represents the wavelet transform operation for sub-band j, τ j = 1/α j and α j is the sub-band emphasis factor defined in [23] . Then perform the wavelet domain soft-thresholding de-noising operation on each sub-band and apply the inverse wavelet transform to find the updated version of x as follows:
where M j represents the inverse wavelet transform operation for sub-band j. Zhang and Kingsbury [24] extended this algorithm by utilizing the element wise de-noising operation on each sub-band instead of the soft-thresholding de-noising function. The de-noising operation for every element in the sub-band j is given by
where w j and z j are coefficients in the sub-band j, w t is calculated using the bivariate shrinkage de-noising algorithm defined in [25] on the wavelet coefficients of x (n) , σ 2 is the variance of measurement noise and ε is a stabilizer to avoid infinity. An inverse wavelet transform is then used to find the new estimate.
This de-noising approach was shown by Zhang and Kingsbury in [24] to be equivalent to replacing the l 1 norm sparseness constraint with a sparseness constraint that is closer to the l 0 norm.
SUPER RESOLUTION USING A GSM MODEL CONSTRAINT
The resolution of any image is dependent on the properties of the sensors in the imaging device. Hence, the objective of a super resolution algorithm is to find the solution of an ill-conditioned equation of the form:
where y i is a vector of pixel values from the i th observed image, F i is a warping matrix, D is a sub-sampling matrix and b i represents the noise.
Since estimating x 0 given y i is an ill-posed inverse problem, it is necessary to rely on prior information about the original signal to obtain an accurate estimate with robustness to noise. Including this prior information results in a minimization problem where the quality of a given estimate x is measured by a cost function of the form:
The first term in this cost function quantifies the error between the observed LR image y i and an estimate of y i calculated from the current estimated high resolution image x. The second term is designed to penalize the estimated image when it does not conform to the prior model and thus helps to obtain a stable solution. The regularization parameter λ balances the contribution of both terms. The super resolution problem now becomes one of finding an estimate x of the original higher resolution image that minimizes the cost function J(x).
In this paper, for the regularization prior model, we use the wavelet domain GSM model as well as the sublevel wavelet domain GSM model. The main benefits of GSM model is it has the ability to regularize the estimated MRI volumes in terms of both the heavy tail distributions and the inter-scale properties of wavelet coefficients [26, 27] .
In our proposed wavelet domain GSM method, we extend the modified FTL algorithm to include multiple observed images and sub-sampling in the image acquisition model. To accommodate this extension, we modify the Landweber iteration as follows:
where is the inverse of the warping operator and D T is an up-sampling matrix. A component-wise wavelet based de-noising operation is then performed on every sub-band j and the inverse wavelet transform is applied to find the updated version of x using Eq.12. The algorithm starts with an initial guess of the highresolution image x from a set of low-resolution images. In our work, we choose one reference volume and used the cubic interpolation approach to create the initial highresolution image. Then an iterative process is used by alternating between the new modified Landweber iteration and de-noising method to estimate the output. The overall procedure is summarized in Figure 2. 
PERFORMANCE EVALUATION
Experiments were conducted to evaluate the performance of the proposed SR algorithm for the purposes of increasing the resolution of 3D MRI volumes. We compared the performance of our proposed algorithm with a SR algorithm based on DBTV [16] as well as the SART approach [17] as these were found to be the best performing of the recently proposed SR approaches. The wavelet transform we have used in our proposed algorithm is a 3D version of the DTCWT. In the MRI acquisition process, the point spread function (PSF) is defined by the slice excitation profile function. In our experiment, we assume the slice profile function is approximated by a Gaussian function with the full-width half maximum (FWHM) distance set to the selected slice thickness. 
Volume Reconstruction Using Simulated Data
clearly show the improved subjective quality of the output of our proposed approach. The arrows in Figure  3 (f) indicate example areas of improved resolution for the proposed algorithm. The input data used was a 3D MRI volume from the Brain Web Simulated Database [28] . Figure 3(a) shows a slice from the original volume. In our experiment, we took a 3D volume with 1 mm voxel resolution in the slice-select direction. We simulated the low-resolution volumes by rotating the original volume about all three axes simultaneously by 1, 2, 3 and 4 degrees. Each of these rotated volumes was then sub-sampled by a factor of 4 in the slice-select direction. Blur and noise were also added to simulate the effect of the image acquisition process. We used the multi-stack approach of capturing the LR volume at different orientations as this technique was shown in [17] to give better performance than the parallel stack approach. Figure 3 (e) shows one slice from the output volume of our proposed SR algorithm using a GSM model prior [18] and Figure 3(f) shows one slice from the output volume of our proposed SR algorithm which incorporates both a GSM model prior and the sub-level wavelet transform described in Section 4. These images For a practical measure of the quality of the estimated super resolution volume, we use a measure of the accuracy of a 3D segmented region produced using the estimated volumes. We call this measure the segmentation difference (SD) and it is defined as the percentage of voxels which are segmented differently for the estimated volume compared to the original volume. We use the formulae below to define SD.
where A is a binary volume created by segmenting the SR volume and B is a binary volume created from the original volume. In order to create these segmented binary volumes, a thresholding technique is applied to the estimated super resolution volume and the original volume. This can be expressed as
where T is the threshold value. For a more standard evaluation, we compared the peak signal to noise ratio (PSNR) between the output volume and the original volume as a function of the iteration number. We use the following formula to define the PSNR.
2 max 10 PSNR 10 log MSE
where I max is the highest possible intensity value of the image volume and MSE is the mean squared error between the original volume and the output of the SR volume.
The results using these measurements for all algorithms are shown in Figure 4 and Table 1 . Figure 4(a) shows a plot of the SD as a percentage at each iteration when the white matter from the estimated SR volumes was segmented and compared to the segmented white matter from the original volume. Figure 4(b) shows the curves for PSNR of the estimated volume compared to the original volume for each SR technique. These results show that the performance of both our proposed SR algorithms which use a GSM constraint are superior to the alternative SR with DBTV and SR with SART algorithms and the sub-level GSM approach provides improved performance over the algorithm which uses the standard DTCWT. The PSNR values when compared with the original volume after the final iterations of each algorithm are shown in Table 1 . The results in Figures 3  and 4 and Table 1 clearly show the superior resolution improvement for this type of data when using our proposed methods.
Volume Reconstruction Using Real MRI Data
For a more practical evaluation, we tested our algorithm by using four sets of real knee MRI data of size 256 × 256 × 64 pixels. The slice thickness of each low-resolution volume was 2 mm and the in-plane resolution was 0.7 mm × 0.7 mm. The four data volumes used in our experiment were taken at different orientations. 3D rigid body registration was applied to align the femur in all four LR volumes. We then applied our proposed algorithm as well as the other algorithms described in the previous section to recover an SR volume from the set of LR volumes. It is difficult to show quantitatively that SR has been achieved for real LR MRI data volumes. In this paper we chose to compare the shape of the segmented bones from the SR MRI volumes to the shape of the segmented bone from a CT volume of the same knee. Again we use the SD as defined in Section 5.1 as well as the dice similarity coefficient (DSC) as defined below: The DSC determines the degree of overlap between the segmented output of the SR MRI volumes and the segmented CT volume. A higher value for the DSC measure indicates more similarity between two segmented volumes.
The slice thickness for the CT scan was 0.5 mm and the in-plane resolution was 0.335 mm × 0.335 mm. We then segmented the femur from the CT volume and from the SR MRI volume. It is difficult to segment the MRI femur using a fully automated segmentation algorithm because of noise and more than one tissue type in the MRI volume. Therefore the application of manual preprocessing steps were required to properly segment the output of the SR MRI volumes. The output slices of the SR MRI volumes were first manually delineated to select the boundary of the femur. An automated segmentation algorithm was then utilized to properly extract the femur from the semi-segmented SR MRI volumes. Finally a 3D multi-modal image registration method was applied to align the segmented bone from the CT volume and the segmented bone from the output of the SR MRI volumes. In our work, we used a 3D version of the inverse compositional algorithm [29] for image registration. The sum of conditional variance was used as the similarity measure instead of the sum of square difference as it has been shown to provide good results for multi-modal image registration [30] . Before the registration, we calibrated the CT image with the output of the SR MRI volume so that both image volumes were at the same scale. The SD and DSC measures were then calculated using the registered segmented femur from the SR MRI volumes and CT volume. The results for SD and DSC expressed as a percentage are shown in Table 2 .
For a final analysis and evaluation, we measured the standard deviation of the difference between the surface of the segmented bone in the CT volume and the surface of the bone in the output of the SR MRI volumes. The lower the standard deviation, the more closely the surface of the bone reconstructed from the MRI matches the surface obtained from the CT volume. The standard deviation of the surface distances between these two modalities is shown in Table 3 . Figures 5 (b)-(f) show 3D renderings of the same CT surface but with colours used to illustrate the distance from the bone surface derived from the CT volume to the bone surfaces derived from the different MRI volumes. The colourbar in Figure 5(f) indicates the distance in millimeters that corresponds to each colour. Figures 5(b)-(f) show the distances between the surface derived from the CT volume and the surface derived from the LR input volume, the output of the SR algorithm using DBTV, the output of the SR algorithm using SART, the output of our proposed SR algorithm using a GSM constraint and the output of our proposed SR algorithm using a sub-level wavelet transform and a GSM constraint respectively. Although there is some residual difference in the surfaces produced by the MRI and CT volumes, these surface renderings show the improvement provided by the proposed GSM model constraint and further improvement provided by using the sub-level wavelet transform.
CONCLUSION
In this paper, we have presented a novel SR algorithm where a sub-level wavelet transform is incorporated with the use of a GSM model wavelet sparseness constraint. The algorithm takes several multi-slice volumes of the same anatomical region captured at different orientations and combines these low-resolution volumes together to form a single 3D volume with much higher resolution in the slice-select direction. We have tested our algorithm using both synthetic and real MRI data both visually and quantitatively. From these error measurements, we can conclude that the proposed approaches provide a superior improvement in resolution when compared to the best performing previously proposed approaches.
