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We show that electronic materials with disallowed rotational symmetries that enforce quasiperi-
odic order can exhibit quantum oscillations and that these are generically associated with exotic
“spiral Fermi surfaces.” These Fermi surfaces are self-intersecting, and characterized by a winding
number of their surface tangent—a topological invariant—that is larger than one. We compute the
nature of the quantum oscillations in two experimentally relevant settings which give rise to spiral
Fermi surfaces: a “nearly-free-electron” quasicrystal, and 30◦ twisted bilayer graphene.
Introduction. Quasiperiodic systems are long-range
ordered and yet nonperiodic [1, 2]. This places them
in a fascinating intermediate regime between periodic
and disordered [3, 4]. They first entered physics with
the discovery by Shechtman et al. [5] of quasicrystals—
electronic materials with crystallographically disallowed
rotational symmetries [6]. However, due to the lack of
Bloch’s theorem, there still remain many open questions
about their electronic properties. More recently, a surge
of interest has risen due to the possibility of studying
these questions in new, highly controllable, contexts such
as cold atoms [7, 8] and photonics [9], allowing for the
exploration of physics such as localization [10–12], topol-
ogy [13–19], and synthetic dimensions [8, 20].
While progress is being made in artificial quasiperi-
odic systems, new avenues are also opening for electronic
quasicrystals, including a recent realization of quasicrys-
talline 30◦ twisted bilayer graphene [21–23]. One of the
key tools for studying periodic electronic materials are
quantum oscillations [24–26]—a well-established tech-
nique for characterising Fermi surfaces based on the semi-
classical quantisation of orbits into Landau levels [27, 28].
For quasicrystals, one might expect that quantum oscil-
lations are precluded by the lack of a well defined Fermi
surface or the typically low conductivity [4]. Neverthe-
less, an early experimental study surprisingly found these
to present [29]. Despite this finding, there has yet to be
a theory developed to explain how quantum oscillations
could occur in a quasicrystal [30, 31].
In this Rapid Communication, we develop such a the-
ory. We show how quantum oscillations can occur in
quasicrystals, using two experimentally relevant mod-
els as examples: a nearly-free-electron quasicrystal [32–
36] and 30◦ twisted bilayer graphene [21–23]. Surpris-
ingly, we find that when quantum oscillations do occur,
these are associated with an unconventional type of Fermi
surface—which we dub a “spiral Fermi surface”—with
topological character. Moreover, we find that the pres-
ence of a spiral Fermi surface in quasicrystals is generic—
the only requirement is a separation in energy scales of
their gaps [37, 38].
The topology of the spiral Fermi surfaces is classified
using the turning number Nt, which is defined as the
winding number of the surface tangent—an invariant for
FIG. 1. Quantum oscillations in a nearly-free-electron
quasicrystal. (a) Sketch of our model for a nearly-free-
electron quasicrystal, consisting of ten Fourier components
(largest blue points) at momenta ±Gi (red arrows) which
have Bragg planes (gray dotted lines) forming a pseudo-
Brillouin-zone (orange decagon) and which intersect the free-
electron Fermi surface (blue circle). All combinations of these
10—the reciprocal lattice of periodic systems—covers k-space
densely (smaller blue points). (b) The semiclassical trajecto-
ries in an external magnetic field (solid blue curves) drift along
the free electron Fermi surface (dotted circle) with scattering
by each Gi at the pseudo-Brillouin-zone boundary. (c) These
semiclassical trajectories are seen as constant energy contours
(blue curves) of an “effective band structure,” which is shown
for V0 = 0.1Eκ. (d) The resulting spiral Fermi surface with
nontrivial turning number of Nt = 2.
two-dimensional plane curves [39, 40]. A Fermi surface
that can be smoothly deformed to a circle has Nt = ±1
and is considered trivial, while all other turning num-
bers are considered nontrivial. In quasicrystals, nontriv-
ial turning numbers generically occur when the Fermi
surface winds the pseudo-Brillouin-zone corner [37]. As
such, the presence of nontrivial turning numbers is re-
lated to their crystallographically disallowed 2m-fold ro-
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2tational symmetry according to [37] (with quasicrystals
satisfying m ≥ 4)
Nt =
{
m− 1 if m even,
(m− 1)/2 if m odd. (1)
Moreover, the turning number is measurable experimen-
tally in quantum oscillations. This appears in the so-
called Maslov contribution [28, 41–44] to the offset γ in
semiclassical quantization [24, 26–28],
`2BS(E) = 2pi(n+ γ), (2)
where `B =
√
~/eB is the magnetic length, S(E) is the
area swept out by the wave packet in reciprocal space, n
is an integer, and
γ =
Nt
2
− ϕBerry
2pi
. (3)
The first term of the right hand side is the topological
Maslov contribution [28, 41–44], while the second part is
the geometrical Berry phase contribution [28, 45].
Nearly-free-electron quasicrystal. Our first model is for
a nearly-free-electron quasicrystal with an axis of ten-
fold rotational symmetry. This model is an approxima-
tion to icosahedral [5] and decagonal quasicrystals [46]
that have nearly-free-electron qualities [4, 47–49], such
as the various aluminum-based quasicrystals studied in
angle-resolved photoemission spectroscopy [32–34], and
is known to exhibit a spiral holonomy [50]. We consider
the two-dimensional single-particle spinless Hamiltonian
Hˆ = pˆ2/2m + V (rˆ), with potential in real space given
by [35, 36, 51]
V (r) ≡ 2V0
5∑
j=1
cosGj · r, (4)
where Gj ≡ 2κ (cos 2pij/5, sin 2pij/5) and V0 is the
strength of each individual Fourier component, which is
assumed to satisfy the nearly-free-electron limit V0 
Eκ ≡ ~2κ2/2m. This model amounts to keeping the ten
dominant Fourier components (i.e., the brightest spots in
the diffraction pattern), in particular, those with Bragg
planes that intersect the free-electron Fermi surface.
Our analysis of this model relies on the nearly-free-
electron limit. This tells us that the free-electron Fermi
surface [the blue circle shown in Fig. 1(a)] remains mostly
unchanged except for the opening of gaps proportional to
V0 at intersections with Bragg planes to±Gi [dotted lines
in Fig. 1(a)] and also gaps from combinations of n Bragg
reflections. Since all combinations of Gi form a dense set
in k space [shown in Fig. 1(a)], the set of all associated
gaps will also be dense. Crucially, these gaps form a
distinct hierarchy, ∆n
th
gap ∝ (V0/Eκ)n. Thus, for V0/Eκ
small, one can choose a magnetic field that removes (n+
1)th-order gaps via magnetic breakdown, while keeping
nth-order gaps. The probability of magnetic breakdown
is given by PMB = e
−piab`2B , where a and b are the axes of
the avoided crossing hyperbola [44, 52–55]. The simplest
scenario is the regime of fields in which only first-order
gaps are kept,(
V0
Eκ
)4
 ~ωc
Eκ

(
V0
Eκ
)2
, (5)
where ωc ≡ eB/m is the cyclotron frequency. We refer
to this as the “first-order regime” of fields. The relevant
gaps in this regime are along the pseudo-Brillouin-zone
edges [yellow decagon in Fig. 1(b)].
Having specified an appropriate regime of magnetic
fields—the first-order regime—the semiclassical trajecto-
ries can be found by tracing a path along the unper-
turbed free-electron Fermi surface and making jumps at
intersections with relevant Bragg planes. This procedure
is shown in Fig. 1(b) for a wavepacket that is initially lo-
calized at the top of the pseudo-Brillouin zone in the free-
particle state |k〉. This state proceeds clockwise around
the free-electron Fermi surface until it encounters the
Bragg plane to G1, at which point it is scattered into
the state |k −G1〉. Continuing in this manner the wave
packet is scattered a total of five times between the fol-
lowing states,
|k〉 →|k −G1〉 → |k −G1 −G3〉
→ |k +G2 +G4〉 → |k +G4〉 → |k〉, (6)
after which the wave packet returns and can be quantized
according to (2).
By projecting onto the above subset of states we find an
effective band structure, as shown in Fig. 1(c). The semi-
classical trajectories described qualitatively above [blue
curves in Fig. 1(b)] can now be seen quantitatively as the
constant energy contours of this band structure shown in
Figs. 1(c) and (d). The turning number can be com-
puted by using a sum over the extremal points (points
with vertical tangent), Nt =
1
2
∑
i νi, where νi = ±1 for
an extremal point with anticlockwise (clockwise) orien-
tation. For the Fermi surface in Fig. 1(d), there are four
extremal points (yellow dots) with anticlockwise orienta-
tion. This gives a turning number of Nt = 2, as expected
from (1) with m = 5. This spiral Fermi surface (with
Nt = 2) does not require fine tuning of the Fermi energy,
unlike the “twisted Fermi surface” (with Nt = 0) of a
tilted Weyl point [40].
We highlight two key signatures of this nontrivial turn-
ing number for quantum oscillations. The first is for the
offset γ in the semiclassical quantization (2). A conven-
tional Fermi surface that is deformable to a circle results
in γ = 1/2, with deviations from this indicating a nonzero
Berry phase. Here, Nt = 2 results in γ = 0 for zero Berry
phase. The second signature is related to the “magnetic
breakdown transition” as a function of magnetic field be-
tween first-order and second-order field regimes, shown
3in Fig. 2. As this transition occurs at a fixed Fermi en-
ergy, the total turning number is conserved [37]. Since
the transition is between an odd number of dominant fre-
quencies (a single frequency γ) and an even number (α
and β), at least one Fermi surface must be nontrivial [37].
In order to address these results experimentally, one
must consider three key parameters: the Fermi energy
EF, the field B, and the potential V0. In typical nearly-
free-electron quasicrystals, EF is already at the required
location—with the free-electron Fermi surface intersect-
ing the pseudo-Brillouin-zone boundary [56]—therefore
little to no doping should be required. For the model
parameters used in Fig. 2, the flux density required to
reach the first-order regime is small compared to the elec-
tron density. Using typical experimental parameters of
κ = 1.3 A˚
−1
and m = me (the free-electron mass) [33],
this occurs for fields of B ≈ 10 T—a regime attainable
experimentally. The required potential V0, however, pro-
vides the most severe constraint experimentally. The cal-
culation of the magnetic breakdown transition in Fig. 2
allows us to quantify the maximum allowed V0/Eκ—for
a ratio that is too large the two regimes (first and second
order) are not distinguishable. Using these criteria we
find a maximum of V0/Eκ ≈ 0.02, which corresponds to
a gap at the pseudo-Brillouin-zone edge of approximately
0.2 eV. Additionally, a small ratio of V0/Eκ ensures the
pseudogap at EF is not fully formed [36], and the system
remains metallic.
Twisted bilayer graphene. Our second model is for 30◦
twisted bilayer graphene, a system that has recently seen
its first experimental realization [21–23]. This incom-
mensurate superstructure satisfies the typical definition
of a quasicrystal [1] in that its diffraction pattern contains
sharp peaks possessing a 2m-fold symmetry (here m = 6)
that requires more basis vectors (four) than dimensions
(two) in order to be indexed [57]. The quasiperiodic
structure of the diffraction peaks is sufficient to cause the
effective band structure to exhibit a spiral Fermi surface
with a highly nontrivial turning number of Nt = 5.
To show this, we use the model of twisted bilayer
graphene developed in Ref. 58. This takes a standard
nearest-neighbor tight-binding Hamiltonian H‖ for each
layer, which is off diagonal in a Bloch basis |k, X〉, with
X = A,B sublattice indices [59],
〈k, A|H‖|k, B〉 = −t
3∑
i=1
e−ik·ρi , (7)
where the vectors ρi connecting nearest neighbors in
layer 1 are rotated by 30◦ with respect to those in
layer 2. Tunneling between the layers causes a Bloch
state from layer 1 with crystal momentum k to be cou-
pled to all those from layer 2 with crystal momentum
k˜ = k +G− G˜ [58],
〈k˜, X˜|H⊥|k, X〉 = −t⊥(k +G)e−iG·τX+iG˜·τX˜ , (8)
↵
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FIG. 2. Quantum oscillation frequency spectrum
across the transition between second order and first
order field regimes. (a) Density plot of the frequency spec-
trum (with frequencies given as a ratio of the spiral Fermi
surface frequency Fγ) as a function of magnetic field (given
in terms of nφ = eB/h and n2D = k
2
F/2pi), for the parameters
V0/Eκ = 0.01 and EF/Eκ = 1.01. A transition is seen from a
single frequency (γ) at high fields (nφ/n2D ≈ 10−4) to a pair
of frequencies (α and β) at lower fields (nφ/n2D ≈ 10−7). (b)
Plot of the magnetic breakdown probabilities at second-order
gaps (orange curve) and first-order gaps (blue curve). (c) A
selection of semiclassical contours used to label frequencies.
For intermediate fields a complex mix of frequencies is present
that can be labeled using intermediate contours such as 1 and
2.
where a tilde (no tilde) denotes layer 2 (1), G is a recipro-
cal lattice vector, τX are position vectors of the sublattice
sites within the unit cell, and t⊥(k) is radially symmetric
and decays exponentially for k beyond the first Brillouin
zone [60].
We analyze this model by assuming a weak coupling
between the two layers, t⊥(k)  t. As with the nearly-
free-electron limit in the previous section, this assump-
tion is key to deriving meaningful semiclassical trajec-
tories. In particular, this allows us to assert that the
Fermi surfaces of each layer will be little affected, except
at degenerate points that satisfy
E(k) = E˜(k˜), k +G = k˜ + G˜, (9)
where E(k) and E˜(k˜) are the bandstructures of the un-
perturbed layers 1 and 2. This is considered a first order
coupling, as a gap will open proportional to t⊥. How-
ever there will also be gaps opened due to second order
processes that couple a layer to itself at the following
degeneracies,
E(k) = E(k + G˜), E˜(k) = E˜(k +G), (10)
with these gaps proportional to t2⊥/t. For simplicity we
choose to work in a field regime in which second-order, in-
4FIG. 3. Quantum oscillations in incommensurate 30◦
twisted bilayer graphene. (a) Sketch of each layer’s
Brillouin-zone, blue is referred to as layer 1 and red as layer
2. (b) The Fermi surface of layer 1 is coupled to the Fermi
surface of layer 2, in addition to all possible translations of
this Fermi surface by reciprocal lattice vectors from layer 1.
(c) For sufficiently large doping, the Fermi surface of layer 1
intersects that of layer 2, allowing a semiclassical trajectory
that jumps from layer 1 to layer 2. This repeats a total of 12
times before returning to be quantised by semiclassical quan-
tisation. (d) The Fermi surface of an effective model, shown
for the experimental parameters given in Ref. 61.
tralayer gaps can be ignored, while interlayer are kept—
which can be safely assumed to exist given the weak-
coupling assumption. However, this still leaves a dense
set of gaps given by (9). Fortunately, many of these are
exponentially small due to the k dependence of t⊥(k), as
shown in Fig. 3(b). We therefore choose a field such that
those gaps opened by the exponential tail of t⊥(k) be-
yond the first Brillouin zone are ignored. In this regime,
one finds that spiral Fermi surfaces appear at those dop-
ings for which the original Fermi surfaces of the two layers
intersect.
Having determined a suitable field regime and doping,
we derive the semiclassical trajectories by simply tracing
a path along the unperturbed Fermi surfaces and switch-
ing between layers at the relevant intersections. If one
begins this process, as shown in Fig. 3(c), on layer 1
(blue contour), the wave packet will progress anticlock-
wise before jumping to layer 2 (red contour). Here, it
essentially repeats this contour again, now rotated by
5pi/6. This occurs a total of 12 times, resulting in a
trajectory that winds the center a total of five times, as
shown in Fig. 3(c). This is reflected in the effective Fermi
surface shown in Fig. 3(d), shown for typical model pa-
rameters. The turning number is computed by summing
over the extremal points (as discussed in the previous
section). For each 2pi winding about the center there are
two extremal points with anticlockwise orientation. As
0.0 0.5 1.0 1.5 2.0 2.50
10
20
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FIG. 4. Phenomenology for 30◦ twisted bilayer
graphene. Plot of quantum oscillation frequencies as a func-
tion of doping away from charge neutrality, using the same
parameters given in Fig. 3. Inset: Each frequency is identi-
fied with a different starting point on the unperturbed “Dirac”
Fermi surface. The purple contours are those with a nontriv-
ial turning number and have a larger than naively expected
frequency.
the Fermi surface winds the center five times, there are
a total of ten extremal points with anticlockwise orien-
tation, which means Nt = 5, as expected from (1) with
m = 6.
Since the turning number in this case is odd, the
two signatures highlighted in the previous section for
a nearly-free-electron quasicrystal do not apply here—
γ = 1/2, which is indistinguishable from the trivial case
and breakdown transitions cannot identify odd turning
numbers [37]. Instead, the key signature here is in the
dependence of the quantum oscillation frequency on dop-
ing, as shown in Fig. 4. Below a critical doping of approx-
imately 2 eV, the Fermi surfaces of each layer do not cross
and only a single frequency is present, associated with a
broadening Dirac cone. However, above 2 eV the two
layers’ Fermi surfaces intersect and form three distinct
contours: a square holelike contour that is topologically
trivial (Nt = −1), a hexagonal electronlike contour that
is also trivial (Nt = 1), and finally the nontrivial (Nt = 5)
electron-like contour derived above. Crucially, the spiral
Fermi surface is distinguished by a sharp increase of fre-
quency with doping due to multiple overlapping Fermi
surface areas.
We address the experimental feasibility by using tight-
binding parameters for bilayer graphene [61]. This leaves
two key parameters: the required field strength B and
doping EF. By extracting gap parameters we determine
the required field to be B ≈ 7 T, which is within exper-
imental capabilities. The key challenge experimentally
will be to reach a doping of EF ≈ 2 eV, although larger
dopings have been realized experimentally for single lay-
ers [62].
In summary, we have used two very different models
to show that quantum oscillations can arise in quasicrys-
talline materials. In both cases these are associated with
5spiral Fermi surfaces. In fact, this is a generic result, re-
lying only on their unconventional rotational symmetry.
As detailed in the Supplemental Material [37], this alone
can be used to deduce the nontrivial turning number of
the spiral Fermi surface. Moreover, that this arises for
twisted bilayer graphene offers exciting opportunities for
experimental observation.
In compliance with EPSRC policy framework on re-
search data, all data are directly available within the
publication.
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Generalities
In the main text we provide two simple experimentally
relevant examples of quasicrystals for which quantum os-
cillations are both present and feature a spiral Fermi sur-
face. Here we generalise these results by outlining the
basic ingredients and the single necessary assumption—
a separation in the gaps energy scales—in order to find
both properties in other quasicrystals.
Quantum Oscillations.— We start by explaining why
quantum oscillations are not present without this as-
sumption: All quasicrystals have a densely gapped spec-
trum, with the location of each gap in a one-to-one corre-
spondence with the dense set of reciprocal lattice vectors
(momentum transfers). The possibility of finding sin-
gle band adiabatic dynamics is then prohibited. Instead
a state initialised in an eigenstate will generally diffuse
across many eigenstates in presence of an external drive—
thereby washing out any clear signal from the quantum
oscillations.
On the other hand, if the assumption of a separation in
the gaps energy scales is satisfied, quantum oscillations
become possible. The two examples in the main text
satisfy this assumption: nearly-free-electron and weakly
coupled layers, while a third example is incommensurate
charge density waves [63]. Under this assumption, while
tunnelling between eigenstates is still unavoidable, the
separation in energy scales allows one to choose an ex-
ternal drive that divides the gaps into two sets: those
that are effectively removed by tunnelling and those that
are respected by the adiabatic theorem and so are kept.
Spiral Fermi Surface.— While these basic arguments
explain why quantum oscillations are present—and apply
to any quasiperiodic system, not just quasicrystals—it
is the disallowed rotational symmetries of quasicrystals
that result in the spiral Fermi surface: By selecting a
subset of gaps that are kept, one simultaneously selects
a subset of momentum transfers. These define a pseudo-
Brillouin-zone (PBZ) [35, 64, 65], which takes the form
of a 2m-sided regular polygon—note that for m = 2, 3
a regular Brillouin zone is obtained (we will therefore
treat both regular and quasicrystalline cases on an equal
footing). Any semiclassical orbit that leaves this region
is Bragg scattered by a momentum transfer returning
it to the PBZ. Therefore all semiclassical orbits can be
considered as trajectories within the PBZ.
Once the PBZ is justified, the possible turning numbers
of orbits are readily classified under the constraint that
in order to produce quantum oscillations these must be
contractable [24]—for periodic lattices this would mean
they should not wrap the Brillouin zone torus. Since
we wish to emphasise the difference in this classification
between a PBZ and a regular BZ, we add the additional
constraint that these should not explicitly self-intersect
on the PBZ/BZ. For the case of periodic lattices, m =
2, 3, these conditions force all orbits to have Nt = ±1.
The classification for the quasicrystalline case, m > 3,
is carried out by first identifying a type of trajectory that
is both contractable and is not self-intersecting, and yet
has a nontrivial turning number, before going on to show
why this is the only orbit that has these properties.
The trajectory we consider is one that circles a corner
of the PBZ. This is the case for both examples given in
the main text. The turning number here is simply cal-
culated by finding the total angle swept out with respect
to the corner for a complete loop. Furthermore, the re-
sults divide into two cases depending on the parity of m,
where m is defined above as half the number of sides of
the PBZ: For even m, the trajectory visits all 2m corners
and sweeps out an angle of pi − 2pi/2m at each, giving a
turning number for the even case of,
N event =
1
2pi
(
pi − 2pi
2m
)
2m = m− 1. (11)
For odd m, the trajectory visits m corners (half of the
total 2m) and also sweeps out an angle of pi − 2pi/2m at
each, giving a turning number for the odd case of,
Noddt =
1
2pi
(
pi − 2pi
2m
)
m =
m− 1
2
. (12)
For quasicrystalline symmetry, m > 3, the turning num-
ber for this trajectory is nontrivial, and yet is con-
tractable (to the corner itself) and is not self-intersecting.
Note that while spiral Fermi surfaces necessarily self-
intersect in an extended PBZ, since they have a turning
number Nt 6= ±1, they do not have to self-intersect when
they are reduced to the PBZ. This is seen in Fig. 1b in
the construction of the spiral Fermi surface for the NFE
model and in Fig. S1a for a PBZ with m = 4.
In order to show that this is the only trajectory that
satisfies these properties, we appeal to the following con-
struction: Since all edges of the PBZ are associated to
their opposite, the PBZ is a closed manifold. However,
unlike a BZ which has the topology of a torus, a PBZ
has the topology of a higher genus torus. We delay the
8details of this construction for now, instead focusing on
how the corners of the PBZ map onto this higher genus
manifold. For even m, it can be shown that all 2m are
identified, and therefore all 2m corners map to a single
point on the closed manifold. A contractable loop that
has no self-intersections can either enclose the point or
not enclose it. If it encloses the point, the turning num-
ber will be nontrivial and given by the reasoning above.
If it does not enclose the point, the turning number will
be trivial. A very similar argument can be given for odd
m, however here m of the 2m corners map onto a sin-
gle point while the other m corners map onto a different
point. Therefore there is also the possibility of the loop
encircling both points—if so, the turning number will also
be nontrivial and will be given by N
odd (both)
t = m− 2.
We have therefore classified the turning numbers of all
contractible non-self-intersecting trajectories for m > 1,
showing that nontrivial turning numbers occur only in
the quasicrystalline case, m > 3. Moreover we see that
the turning number is determined solely by the rotational
symmetry of the PBZ.
Finally, we provide a complementary explanation of
these results that makes a close connection between the
briefly mentioned higher genus topology of the PBZ and
the special property of trajectories that enclose the cor-
ners.
To begin, we show how the genus is derived by com-
puting the Euler characteristic, χ, which is given in terms
of the number of vertices V , edges E and faces F [66],
χ = V − E + F. (13)
For even m, the PBZ has 1 vertex, m edges and 1 face.
While for odd m, the it has 2 vertices, m edges and 1
face. This gives,
χeven = 2−m, (14)
χodd = 3−m. (15)
The genus, g, is related to χ (for orientable manifolds)
by [66],
χ = 2− 2g, (16)
which gives,
geven =
m
2
, (17)
godd =
m− 1
2
, (18)
and therefore, for m > 3, we have g > 1, as stated above.
An example is shown in Fig. S1a-b for m = 4.
The total Gaussian curvature, κ, for a manifold with,
g > 1, is negative, as seen by Gauss-Bonnet [66],
χ =
1
2pi
∫
M
κ dS (19)
✓
(b)(a)
(c) (d)
FIG. S1. Pseudo-Brillouin-zone topology and cone
angle θ for a point of singular curvature. (a) The PBZ
for a quasicrystal with 8-fold rotational symmetry. Opposite
edges of a PBZ are identified. (b) Analogous to the topologi-
cal equivalence between a regular Brillouin zone and a torus,
a PBZ is topologically equivalent to a higher genus torus, in
this example, the genus is 2. (c-d) Illustration of the ‘cone
angle’, θ, that characterises points of singular curvature. In
this example, θ < 2pi, and therefore the apex of the cone has
a positive singular curvature.
where dS is an element of area on the manifold M.
For the PBZ this curvature is located entirely at the
corners—since this surface is otherwise flat—where it is
singular. We can therefore decompose Gauss-Bonnet into
a sum over singular contributions,∫
M
κ dS =
∑
i∈ corners
κi. (20)
Moreover, a singular curvature (in an otherwise flat sur-
face) can be related to a ‘cone angle’ θ [67],
κi = 2pi − θi (21)
with this illustrated in Fig. S1c-d for θ < 2pi. In the cur-
rent context, we have θi = 2piNt, where Nt is the turning
number associated to a corner. We therefore arrive at
the result,
χ = ξ(1−Nt) (22)
where ξ is the number of vertices—ξ = 1 for even m and
ξ = 2 for odd m. This completes the connection between
the PBZ genus and turning number,
N event = 2g − 1, (23)
Noddt = g. (24)
We see from this reasoning that the PBZ topology mani-
fests as points of singular curvature which in turn directly
determines the turning number for trajectories around
these special points.
9Identifying Nontrivial Turning Numbers from
Magnetic Breakdown
Here we derive a general statement concerning the re-
lationship between magnetic breakdown transitions and
the presence of nontrivial turning numbers. That is:
given a magnetic breakdown transition that occurs at
fixed Fermi energy, the sum of all turning numbers must
be conserved, which implies that at least one Fermi sur-
face contour has nontrivial turning number (|Nt| 6= 1) if
there is a change in the number of frequencies modulo 2.
We first highlight that magnetic breakdown occurs in
two varieties, referred to as interband and intraband.
As their names suggest, interband occurs between two
bands, typically with an avoided crossing, whereas intra-
band occurs in a single band, typically at a saddle point.
Both types can be described by a two-in-two-out break-
down vertex, as shown in Fig. S2, in which case they
simply label the two unique orientations of incoming and
outgoing vertices (up to rotations).
The associated scattering matrices that connect incom-
ing and outgoing edges are as follows. For interband one
has (using the notation in Fig. S2),(
c−1
c−2
)
= Sinterband
(
c+1
c+2
)
(25)
with scattering matrix [73],
Sinterband =
(
τei(ω+θ) ρ
ρ −τe−i(ω+θ)
)
, (26)
where ρ = e−piµ, τ ≡
√
1− ρ2, ω = µ−µ lnµ+arg Γ(iµ)+
pi/4, θ is the phase of the matrix element that opened the
avoided crossing, and µ = 12ab`
2
B with a and b the hyper-
bolic axes of the avoided crossing. Whereas for intraband
one has, (
c↖
c↘
)
= Sintraband
(
c↗
c↙
)
(27)
with scattering matrix,
Sintraband =
(T R
R T
)
(28)
where,
T (µ′) = eiφ(µ′) e
piµ′/2√
2 cosh(piµ′)
(29)
with R(µ′) = −iepiµ′T (µ′), φ(µ′) = arg[Γ( 12 − iµ′)] +
µ′ log |µ′| − µ′, and µ′ = sgn(E) 12ab`2B , with ab as for
interband and E is the energy relative to the crossing
point of the saddle point.
A change in the Fermi surface connectivity occurs
when the scattering matrix transitions between diago-
nal and off-diagonal. Crucially, this can occur at fixed
SintraSinter
c 1 c
 
2
c+2c
+
1
c- c.
c&c%
0Nt :  1+1 +1 +1 +1
| {z } | {z }| {z } | {z } | {z } | {z }6==
µ!1µ! 0 µ0 !  1 µ0 !1
FIG. S2. The two types of magnetic breakdown,
their limiting behaviour and conservation of turning
number. (Top) Diagrams of two-in-two-out breakdown ver-
tices for interband (left) and intrabrand (right). (Middle)
Sketch of the limiting behaviour of the scattering matrices—
highlighting that a change in Fermi energy (sign of µ′) is
required to change the Fermi surface connectivity for intra-
band. (Bottom) Examples of magnetic breakdown transi-
tions, demonstrating that the total turning number is con-
served for interband but is not conserved for intraband.
Fermi energy for interband. Whereas for intraband, the
Fermi energy is required to cross the saddle point. For
interband one has,
µ→∞, Sinterband →
(
eiθ 0
0 −eiθ
)
(30)
µ→ 0, Sinterband →
(
0 1
1 0
)
. (31)
Whereas for intraband one has,
µ′ →∞, Sintraband →
(
1 0
0 1
)
(32)
µ′ → 0, Sintraband →
(
1/
√
2 −i/√2
−i/√2 1/√2
)
(33)
µ′ →∞, Sintraband →
(
0 −i
−i 0
)
. (34)
One can therefore distinguish the type of magnetic break-
down by assessing whether or not magnetic breakdown
occurs at fixed Fermi energy.
Furthermore, the sum of all turning numbers is con-
served across an interband transition. Denoting the, n,
turning numbers before the transition, N it , and the, n
′,
turning numbers after by, N ′t
i
, one has,
n∑
i=1
N it =
n′∑
i=1
N ′t
i
(35)
An example is shown in Fig. S2, in which a figure of eight
curve with a nontrivial turning number of zero is split
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into two trivial curves with turning numbers, ±1, as µ :
0 → ∞. For intraband transitions, the turning number
is not conserved, with an example shown in Fig. S2.
Given that the sum of all turning numbers is con-
served, a statement about the presence of nontrivial turn-
ing numbers can be made using the following argument.
First, we assume all turning numbers are trivial before
and after a transition, |N it | = |N ′ti| = 1 for all i. Then
we have,
n∑
i=1
N it = n mod 2, (36)
and,
n∑
i=1
N ′t
i
= n′ mod 2. (37)
Since the sum of all turning numbers is conserved (35),
n = n′ mod 2. (38)
However this is not necessarily true, as in the case shown
in Fig. S2 We therefore have a contradiction: if, n 6=
n′ mod 2, the assumption that all turning numbers before
and after are trivial must be incorrect. Therefore at least
one turning number must be nontrivial.
More precisely, this test identifies that there is at least
one even turning number (nontrivial by definition). How-
ever, a nontrivial odd turning number may be present
and would not be identified by this method. Therefore a
change in parity of the total number of turning numbers
is a sufficient but not necessary condition for the presence
of a nontrivial turning number.
To summarize, if magnetic breakdown occurs at fixed
Fermi energy, this must be due to an interband transition.
In this case, the sum of all turning numbers is conserved.
Furthermore, if the total number of turning numbers (or
frequencies in the quantum oscillations) changes modulo
2, there must be at least one nontrivial turning number.
Numerical Approach for Magnetic Breakdown
Spectrum
In order to compute the quantum oscillation frequency
spectrum in Fig. 2, we use a generalisation of semiclas-
sical quantisation [44, 68]. In which we replace the self
intersections (in the first order regime) of the Fermi sur-
face contours with interband scattering matrices given in
(26), and as shown in Fig. S3. A diagonal matrix ac-
counts for phase evolution along intervening contours,
Λ =
(
eiΩ1 0
0 eiΩ2
)
, (39)
S1 S1
S2
S3
S4 S5
⇤1⇤2
⇤3
⇤4
⇤5
FIG. S3. Scattering matrix generalisation of semiclas-
sical quantisation. Sketch showing how a generalised semi-
classical quantisation is applied to the spiral holonomy con-
tours. Here the wavepacket undergoes partial magnetic break-
down at avoided crossings (pink disks) described by scatter-
ing matrices, Si, but follows classical trajectories along inter-
mediate contours with phase evolution described by diagonal
matrices, Λi.
where Ωi ≡ `2BSi+ϕMi+ϕBi, is the sum of area, Maslov
and Berry contributions. While the total unitary evolu-
tion is given by the product
U ≡
5∏
j=1
ΛjSj . (40)
By requiring single-valuedness, Uψ = ψ, an equation
that generalises semiclassical quantisation for interme-
diate breakdown is provided by,
det(U − I) = 0. (41)
This equation recovers the usual semiclassical quantisa-
tion (2) in both limits PMB → 0, 1.
The spectrum is then computed by constructing the
density of states at the Fermi energy as a function of 1/B.
Here this consists of delta peaks centred at each solution
in B to (41), as shown in Fig. S4a. The discrete Fourier
transform [74] is then taken over a finite range of 1/B
(a small non-zero broadening is used for the delta peaks
which does not affect the results). The size of this range
is chosen so that it is large enough to provide sufficient
resolution but small enough to distinguish the change in
frequencies across the transition. All frequencies present
in the Fourier transform can be labelled using the semi-
classical trajectories shown in Fig. S4b.
Stability of perturbation theory
We provide a simple argument for why perturba-
tion theory is stable for the models studied in the
main text. Very general arguments are known for one-
dimensional tight binding models with sufficiently well
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FIG. S4. Examples of frequency spectrum for three
regimes of magnetic field. (a) Fourier transform of density
of states at fixed Fermi energy (shown inset). These a slices of
the density plot in Fig. 2 at the field values (top to bottom):
nφ/n2D = 10
−4, nφ/n2D = 10−6 and nφ/n2D = 10−7. (b)
Semiclassical contours used to label frequency spectrum plots
in (a).
behaved quasiperiodic potential [1, 69]. Nearly-free-
electron or weakly coupled tight binding models have re-
ceived less rigorous arguments [51]. We therefore provide
a clear and complete argument in the following to address
any possible concerns. Specifically, we wish to show that
there are no singular features in the perturbative limit.
The argument we use hinges on the number theoretic
properties of the irrational number, ξ, that underlies the
incommensurability of the particular model. Namely we
use the convergence properties of rational approxima-
tions to Diophantine numbers to avoid the so called ‘small
denominator problem’. The same properties are central
to almost all arguments on the validity of perturbation
theory for quasiperiodic systems [1, 69]. Moreover it is
the same property that is central in the well known KAM
theory [70].
Model.— We focus on a simple one-dimensional version
of the nearly-free-electron quasicrystal discussed in our
paper, that will highlight the key aspects here. Consider
the Hamiltonian
Hˆ ≡ pˆ
2
2m
+ Vˆ , (42)
where
Vˆ ≡ V0 cosκxˆ+ V0 cos ξκxˆ, (43)
with ξ irrational. Any eigenstate of (42) can be written
in a momentum space basis as
|ψk〉 =
∑
G
akG|k −G〉, (44)
where the sum runs over all combinations, G = iG1+jG2,
of the two basic momentum transfers, G1 ≡ κ and G2 ≡
ξκ.
For perturbation theory to be valid one requires that
the eigenstates and energies, |ψk〉 and Ek, of the full
Hamiltonian, Hˆ, remain arbitrarily close to those of the
unperturbed Hamiltonian, Hˆ0 = pˆ
2/2m. That is,
|ψk〉 → |k〉, Ek → k for V0
κ
→ 0 (45)
where k ≡ ~2k2/2m and κ is a characteristic energy
scale.
The potential issue of perturbation theory is due to
set of momentum transfers, G, in (44), being dense—
which is due to the irrationality of ξ. This means that
any free particle state, |k〉, is essentially resonant with a
large number of states, |k −G〉,
k ' k−G. (46)
Moreover, the potential Vˆ will effectively couple these
with a matrix element, V eff0 , such that within the sub-
space of |k〉 and |k−G〉, one will have an effective Hamil-
tonian,
Hˆeff =
(
k V
eff
0
V eff0 k−G
)
. (47)
The relative sizes of k − k−G and V eff0 are then cru-
cial to determining whether or not the two states are
strongly mixed, and therefore whether perturbation the-
ory is valid. Specifically, if
V eff0
k − k−G  1 (48)
is satisfied, the mixing is weak, and perturbation theory
is valid.
Diophantine approximation.— A bound can be found
for the energy difference, k − k−G, by using standard
results from number theory. In particular, we wish to
find the dependence of k − k−G on the total number of
momentum transfers,
n ≡ |i|+ |j|. (49)
This connection is made by first assuming that |k−G〉
is not exactly degenerate with |k〉. We then find two
approximate equations to be satisfied by G, in order to
satisfy (46),
i+ jξ ' 0, (50)
i+ jξ ' 2k/κ. (51)
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Since i + jξ is dense over the real numbers, the conver-
gence properties the second equation are identical to first,
we therefore only discuss the first. The connection to dio-
phantine approximation is clear since (50) is equivalent
to,
ξ ' − i
j
. (52)
The ratios of i and j are therefore successive rational
approximants to ξ.
The convergence properties of (50) only depend on the
degree of irrationality of ξ. This is characterised by the
irrationality measure µ(ξ), defined by the following: µ is
the smallest number such that the inequality [71]
|i+ jξ| > 1
jµ−1+δ
(53)
holds for any δ > 0 and all integers i and j, with j suf-
ficiently large. It is known that µ ≥ 2 for all irrationals,
and moreover µ = 2 for almost all real numbers, with
respect to the Lebesque measure. One therefore has that
for large j,
|i+ jξ| ∼ 1
j
, (54)
for almost all real numbers ξ. A notable exception to this
is for so called Liouville numbers, for which µ =∞, which
therefore have convergence that is faster than any power
law. However, these numbers have zero measure, and are
therefore not a problem in any realistic situation. All
irrational numbers that are not Liouvillian are referred
to as Diophantine.
Finally, since n ∼ j, the above result gives
k − k−G ∼ κ
n
. (55)
Therefore, the closest approach in energy of two states |k〉
and |k −G〉 is given by a power law of the total number
of momentum transfers, n, connecting the two states. In
other words, although a state |k −G〉 can be arbitrarily
close to degeneracy with |k〉, it requires going to high
orders of momentum transfers.
Effective Hamiltonian theory.— Before addressing V eff0 ,
we explain more precisely what we mean by an effective
coupling from the potential Vˆ . Clearly the matrix el-
ement of Vˆ between the two states is zero for G with
n > 1,
〈k −G|Vˆ |k〉 = 0, n > 1. (56)
Instead, V eff0 , is constructed within the ‘effective Hamil-
tonian theory’ or ‘partitioning technique’ [72]. Here one
derives an effective interaction, Vˆ eff, that acts in a given
subspace defined by the projector, Pˆ , such that,
Hˆeff = Pˆ HˆPˆ + Vˆ eff, (57)
has eigenvalues agreeing with the full Hamiltonian Hˆ.
Here we have,
Pˆ = |k〉〈k|+ |k −G〉〈k −G|, (58)
therefore,
Pˆ HˆPˆ = k|k〉〈k|+ k−G|k −G〉〈k −G|, (59)
Vˆ eff = V eff0 |k〉〈k −G|+ V eff0 |k −G〉〈k|, (60)
as given in the above.
The particular value of V eff0 is then given by a perturba-
tive expansion. Intuitively, at m’th order, this is a sum
over all processes that involve m momentum transfers.
Since the two states require a minimum of n momentum
transfers to be connected, the lowest order of this expan-
sion will have the form,
V eff0 ∼ g(n)
V n0
n−1κ
, (61)
where g(n) counts the all possible trajectories between
|k〉 and |k−G〉. Since G is defined on a two-dimensional
grid,
g(n) =
(
(|i| − 1) + (|j| − 1)
|i| − 1, |j| − 1
)
(62)
=
(|i| − 1) + (|j| − 1))!
(|i| − 1)!(|j| − 1)! (63)
∼ 2n (64)
where the last expression is the strongest possible scaling.
Therefore the scaling remains exponential in n,
V eff0 ∼
(2V0)
n
n−1κ
, (65)
and rescaling, V0 → V0/2, removes this additional factor,
V eff0 ∼
V n0
n−1κ
. (66)
Using (66) alongside the convergence property of dio-
phantine numbers (55), one finds for the ratio in (48),(
V0
κ
)n
n 1, (67)
which holds for all n, with V0/κ sufficiently small.
Therefore, despite the power law convergence of the en-
ergy difference, the coupling decays exponentially, and
can therefore always be made sufficiently small to ensure
weak mixing between these states.
The above result is valid for near degenerate states,
however it is trivial to extend to the case of a degeneracy:
In such a situation, the energy shift given by the effective
Hamiltonian in (47) is simply,
∆Edeg
κ
≡ E
deg
k − k
κ
∼
(
V0
κ
)n
n, (68)
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which can again be made arbitrarily small. Additionally,
all other states are then necessarily non-degenerate with
|k〉, and as such their respective energy shifts can also be
made arbitrarily small.
An objection can be made to these results in that while
the mixing with a single state is negligible, the state |k〉
is near degenerate with an exponentially large number of
states—the net effect of which could cause perturbation
theory to break down. Indeed, the total number of states
at order n, is given by,
N(n) ' 4n, (69)
however this would simply alter the energy shift due to
a single resonant state,
∆E
κ
∼ 1
2
((
V0
κ
)n
n
)2
, (70)
by a multiplicative factor,
∆E
κ
∼ 1
2
((
2V0
κ
)n
n
)2
, (71)
which can also be removed by rescaling, V0 → V0/2. Fur-
thermore, the total energy shift due to resonances at all
orders n is well controlled since,
∆Etot
κ
∼
∞∑
n=n01
(
V0
κ
)n
∼ V
n0
0
1− V0 ∼ V
n0
0 . (72)
Generalizations.— Our arguments can be trivially gen-
eralised to higher dimensional quasiperiodic systems:
The resonant states are those nearby the Ewald sphere,
all possible trajectories g(n) scales as dn, (where d is
the number of linearly independent basis vectors for the
diffraction pattern), and the total number of states at or-
der n scales as (2d)n. However all of these do not change
the conclusions found here.
Moreover one can generalise to potentials, Vˆ ′, with
non-zero matrix elements between all states. With the
additional assumption that these matrix elements also
decay exponentially,
〈k −G|Vˆ ′|k〉 .
(
V0
κ
)n
. (73)
This dependence is reasonable for the following rea-
son: The underlying ionic potential of the quasicrys-
tal might have large Fourier components with arbitrary
small wavevector, however the electronic density will nat-
urally screen any small wavevector, long wavelength fluc-
tuations. The resulting electronic density—which is es-
sentially what Vˆ encodes—will have exponentially weak
Fourier components for small wavevectors.
Furthermore, while these results are relevant to the
nearly-free-electron model we study, it is simple to extend
these to the case of 30◦ twisted bilayer graphene (or in
general to weakly coupled tight binding layers).
As with the nearly-free-electron case, we expect pertur-
bation theory to be unstable due to resonances between
the unperturbed eigenstates. Here this is between the
eigenstates, |k, n〉 and |k˜, n˜〉, of each layers tight binding
Hamiltonian, H‖ and H˜‖. (Instead of free particle states,
as in the nearly-free-electron case.)
For a particular state, |k, n〉, on layer 1, the resonance
condition with the state, |k˜, n˜〉, on layer 2, is given by,
E(k) ' E˜(k˜), k +G = k˜ + G˜, (74)
where E(k) and E˜(k˜) are the bandstructures of the un-
perturbed layers 1 and 2. By rewriting this as,
E(k) ' E˜(k +G− G˜), (75)
and defining the set of vectors {Gk} such that, E(k) =
E˜(k +Gk). We see that in order to satisfy (74) given a
particular k, we must find G− G˜ such that,
G− G˜ ' Gk. (76)
for an arbitrary element of {Gk}. This is again a problem
of rational approximation, and therefore an approximate
solution to (74) will satisfy,
E(k)− E˜(k˜) ∼ t
n
(77)
where n is the total number of momentum transfers.
The next step in our argument is simpler in this case,
since the matrix element between two resonant states is
in general non-zero, and therefore it is unnecessary to
consider an effective coupling (for t⊥/t  1). This ma-
trix element is approximately given by,
〈k˜, n˜|H⊥|k, n〉 ∼ t⊥(k +G). (78)
Since, |G| ∼ n 1, one has, |k+G| ∼ n, and therefore,
〈k˜, n˜|H⊥|k, n〉 ∼ t⊥e−n, (79)
because, t⊥(k), decays exponentially for large |k|.
Finally, the ratio that controls the mixing between
these states is therefore given by,
〈k˜, n˜|H⊥|k, n〉
E(k)− E˜(k˜) ∼
t⊥
t
e−nn 1. (80)
Additionally, there will be effective intra-layer couplings
between, |k, n〉 and |k+ G˜, n〉, however this is at second
order, t2⊥/t, so is negligible compared to the first order,
inter-layer, mixing.
Discussion.— Overall we have shown that due to
generic limitations on rational approximations of irra-
tional numbers, resonances appear as a power law in n.
While the coupling between these is exponentially small
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in n. Therefore the mixing between these resonant states
remains well controlled in the perturbative limit.
Essentially, we have demonstrated that although the
actual spectrum/dispersion is complicated—with the
possibility of gaps of arbitrarily small size—there is a
sense in which the spectrum/dispersion remains simple.
That is, if one looks at the spectrum/dispersion with a
non-zero energy resolution, any gaps below this resolu-
tion can be essentially ignored, leaving those above this
resolution. This structure is precisely what is observed
in the numerous ARPES studies on quasicrystals. There
one can effectively see a continuous dispersion with some
large gaps at the Fermi energy. While there are neces-
sarily gaps in this seemingly continuous dispersion, the
limited energy resolution washes these out. Precisely the
same idea is central throughout our work, with the en-
ergy resolution being set by the cyclotron frequency, ~ωc,
allowing the physics of quantum oscillations to be deter-
mined solely by the larger gaps.
