An integral quadratic constraints (IQC) is introduced for stability analysis of linear systems with slowly varying parameters. The parameters are assumed to be bounded and with bounded derivatives. Other types of uncertainties can be included in the problem. The new criterion yields signi cantly less conservative bounds than previously proposed criteria.
Introduction
Integral Quadratic Constraints (IQC) has recently been proposed by Megretski and Rantzer as a uni ed approach to robustness analysis 5].
We will here elaborate on IQCs for verifying stability of linear systems with slowly varying parameters. We assume that the parameters are bounded as well as are their derivatives. An IQC-based stability criterion for slowly-varying parameters (uncertainties) has been proposed by J onsson and Rantzer 3, 2] . The IQC proposed in this paper exploits more of the structure of the problem than the previous criterion. Since higher exibility in the IQC multiplier can be allowed the new criterion gives less conservative bounds. This is illustrated by two examples.
The paper is organized as follows. Integral Quadratic Constraints are brie y introduced in section 2. In section 3, the main result is elaborated including the swapping lemma and choice of multipliers. The new algorithm is applied to two examples in section 4. The conclusions are given in section 5. 
Notation
For matrices A denotes the complex conjugate transpose. RH 1 denotes denotes stable real-rational transfer functions; L 2 denotes the Hilbert space of measurable functions R ! R n satisfying kfk 2 This is a subspace of L 2e , whose members only need to be square integrable on nite intervals.
Integral Quadratic Constraints
The integral quadratic constraints (IQCs) has been proposed for robustness analysis 5] . The IQC states a stability criterion for the interconnection of a stable system M 2 RH 1 and a bounded causal operator , see gure 1.
( v = Mw + f w = v + e: (1) We say that the interconnection of M and is well-posed if the map (v; w) ! (e; f) de ned by (1) has a causal inverse on L 2e . The interconnection is stable if, in addition, the inverse is bounded, that is if there exists a constant C such that Z T 0 (jv(t)j 2 + jw(t)j 2 )dt C Z T 0 (jf(t)j 2 + je(t)j 2 )dt for any T 0 and for any solution of (1).
Depending on the particular application, various versions of IQCs are available. Two signals w 2 L 2 0; 1) and v 2 L 2 0; 1) are said to satisfy the IQC de ned by , if
where absolute integrability is assumed. Herev(j!) andv(j!) represent the harmonic spectrum of the signals v and w at the frequency !. In principle : jR ! C can be any measurable Hermitian-valued function. In most applications, however, it is su cient to use rational functions that are bounded on the imaginary axis.
A time-domain form of (2) 
Proof: Let s = d dt . We note that
Let U(s) operate from the left on (7). After addition of D u =D u, we get
which is equivalent to (6).
2
Note that we can generalize the swapping lemma to also apply to a more general set of linear operators^ for which we de ne _ by
Also note that the block-diagonal structure of T, V and U is implicitly de ned by the commuting equation (5) .
The set of uncertainties, , can be assumed to have a blockdiagonal structure, possibly with repeated sub-blocks: = f = diag I n1 1 ; : : : ; I n f f ]g where denotes the Kronecker product. The uncertainties consist of f diagonal blocks, which could be either dynamic (complex) or parametric (real). For parametric blocks also i = i applies. It is easy to show that for any i 2 C ki ki and D i 2 C ni ni the following commutative equation holds:
In the paper the structure of is implicit, and instead the structure is de ned by commuting properties, such as (5) and (8) .
For instance, if we assume that = diag 1 
IQC Formulation
We will study a stability criterion for the system x = Gx where and _ are norm-bounded. Consider the following IQC-like matrix inequality. 
where~ =~ is a static matrix. We can rewrite (10) as a proper IQC for the augmented system G 0 : (t) 0 0 (t) _ (t) 0 We have shown that if 11 (j!) 0 and 22 (j!) 0 for ! 2 R, then we can nd an equivalent IQC with~ such that~ 11 0 and~ 22 0. Thus (13) and (15) both hold for any time-varying convex-cone combination such that (t) = (21)
t) ^ (t) X(Â^ (t)x(t) +B (t)v(t) + _ (t)x(t)) + () dt
where P 1 = P 1 , P 2 = P 2 0, ? 1 = ?? 1 and ? 2 = ?? 2 . We do not require P 1 to be positive semide nite, while P 2 must be so in order not to violate 11 (j!) 0 and 22 (j!) 0. Since, (21) V S = (sI ? A S ) ?1 B S such that R and S are both stable. We will now show that (23) is more conservative than (10). Speci cally, we will show that it is slightly more conservative than theorem 2 even if we assume that~ 11 0 and~ 22 0. Let 
Note that (24) 
Examples
We will show the stability criterion on two examples. In both examples the improvements compared to previous IQC-based bounds are signi cant. The lower bound could probably be improved by using a basis multiplier, T, of high order. However, this leads to an increased computational load, as well as that the condition number of the required~ usually increases. This may cause numerical problems, which could result in worse bounds even if this is not theoretically true.
Example II
This example is has been analyzed in 4] using IQCs. We consider the ship steering dynamics as in Example 9.6 in 1]. The dynamics can be approximated by the Nomoto model _
where denotes the heading of the ship, denotes the rudder angle and v is the speed of the ship. It is assumed that v(t) 0. We will, as in 1], study the stability of the ship dynamics for an unstable tanker with a = ?0: We analyze the system using T = I 2 (s + 1) ?1 I 2 : (27) Assuming that is constant, stability can be assured for j j 0:7028 or, equivalently, 0:1745 v 5:7296. This is close to the true stability bound, v=v nom ?a=(bkT d ) = 0:1744. 
Conclusions
A new integral quadratic constraint (IQC) criterion for verifying stability of systems with slowly varying parameters has been derived. The new criterion shows signi cant improvements in bounds than previous criteria. This is illustrated by two examples. We have shown that the new criterion is always less conservative than the old one if the same basis multipliers are used.
