We analyze one-dimensional Brownian motion conditioned on a self-repelling behaviour. In the main result of this paper, it is shown that a double phase transition occurs when the growth of the local time at the origin is constrained (in a suitable way) to be slower than the function f (t) = √ t(log t) −c at every time. In the subcritical phase (c < 0), the process is recurrent and the local time at 0 is diffusive. In the intermediary phase (0 < c ≤ 1), the process is recurrent but the local time grows much slower than the constraint f . Finally in the supercritical phase (c > 1), the process becomes transient. The proof exploits the Brownian entropic repulsion phenomenon.
Introduction
This paper is concerned with understanding the effect of forcing a one-dimensional Brownian motion to have an unusual behavior. It is inspired by a number of models from statistical physics where the interest is in the description of selfinteracting processes, i.e., processes whose future evolution depends on the entire past of the particle's path. Here the self-interaction of the particle with its past arises from the fact that the particle, a one-dimensional Brownian motion, is required to spend an unusually small amount of time in a particular region or near a given point. We thus impose a bound on the growth of the local time process of the particle, and this induces a self-repelling motion for the particle.
In what is the main result of this paper, a double phase transition occurs as a certain parameter is continuously varied. Let (X t , t ≥ 0) be a one-dimensional Brownian motion with local time process at the origin (L t , t ≥ 0). Assume that a function
is given, where γ ∈ R is a fixed constant. Let E be the event defined by:
Of course for all γ ≥ 0, P (E) = 0 so one must be careful about conditioning on the event E. Delaying the precise definition until the next section, where a fully rigorous statement is presented (Theorem 4), let us call P the law of Brownian motion conditioned upon E. Our result for this case is:
There is a double phase transition at the values γ = 0 and γ = 1.
If γ < 0, P is absolutely continuous with respect to the Wiener measure W.
2. For 0 < γ ≤ 1, any realization of P is recurrent almost surely.
For γ > 1, any realization is transient almost surely, diverging to ±∞.
Moreover, for 0 < γ < 1, then L t = o(f (t)) in probability: as t → ∞, there exists a constant c > 0 such that:
Figure 1 below illustrates this result. In (2) above, (L t , t ≥ 0) denotes a version of the local times of X under P. It should be noted that the existence of the local time process under P, which is defined by a limiting procedure, is far from trivial -see Theorem 4 for a precise statement. 4 . From top to bottom: γ = 0.5, γ = 0.9, and γ = 1.1. For γ = 0.9, the process is borderline recurrent.
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Note the key fact that, even in the recurrent regime, the growth of the local time process L t is infinitely slower than the growth f (t) imposed by the constraint E. When γ > 1, the actual growth of L t becomes bounded and so the process is transient. This is saying that the easiest way for the process to achieve the global constraint E, is to achieve an even harder constraint. This phenomenon is known as Brownian entropic repulsion and was discussed in [2] .
Brownian entropic repulsion turns out to be a recurrent theme of the results presented in this paper, as well as a key idea for the proof of Theorem 1. Our intuition is that this phenomenon should hold quite generally for self-repelling constraints, even though it seems hard to formalize this notion rigorously. The results in this paper partly confirm this intuition, since all examples display a form of entropic repulsion.
Putting a bound on the local time can be viewed as introducing some form of self-repellence of the process. The problems studied here are reminiscent of some problems arising in the mathematical study of random polymers, of which an excellent review can be found in [6] . Our work is also somewhat related in spirit to a series of papers by Roynette et al. (see, e.g., [11] , or the forthcoming monograph by Roynette and Yor [12] ).
Main results

Brownian motion with bounded local time.
It will be convenient to define various processes on the same space, but governed by different probability measures on this space. We take for this common space the space C = C([0, ∞), R) = the space of continuous functions from [0, ∞) into R. X s will denote the s-th coordinate function on C; we shall also write X(s) for X s occasionally when s is a complicated expression. In this setup Brownian motion is obtained by putting the Wiener measure W on C; W is concentrated on the paths which start at X(0) = 0 and makes increments over disjoint intervals independent with suitable Gaussian distributions. We now take L(·, ·) as a jointly continuous local time of the Brownian motion. This is a continuous function L(s, x) which satisfies |{s ≤ t : X s ∈ B}| = W-almost surely simultaneously for all Borel sets B and t ≥ 0 ( [7] , Sect 3.4). Under the measure W there a.s. exists such a jointly continuous function, and it is clearly unique for any sample function for which it exists.
Our conditionings are defined by events which have probability zero. Thus to make sense of this notion we must define precisely what we have in mind. This is usually done via a limiting procedure as follows. We start with an event E t such that W(E t ) → 0 as t → ∞, where W is the Wiener measure. For such an event E t we consider the conditioned measure Q t defined by
for any event A that is measurable with respect to the σ-field generated by the Brownian motion. Our emphasis is on obtaining qualitative almost sure properties of the possible weak limits of Q t as t → ∞, rather than exact distributional results. However, in some cases an exact description of the resulting law of the process is possible. We are also interested in transience and recurrence properties of the limit process, i.e., the process governed by lim t→∞ Q t .
The first result, which is relatively simple, deals with the measure obtained by conditioning on the event:
E t := {L(t, 0) ≤ 1}.
We denote the law of the Brownian motion conditioned on E t by Q t . Thus
for D a Borel set in C. Our first theorem describes the weak limit of Q t as t → ∞. This description involves a Bessel-3 process, a description of which can be found, for instance, in [9] .
To state the theorem we make the following definition. A process {X s , s ≥ 0} on C is called transient if for all a > 0 the set {s : |X s | ≤ a} is almost surely bounded. It is called recurrent if the set {s : |X s | ≤ a} is almost surely unbounded for some a < ∞.
Theorem 2. The measures Q t converge weakly on C to a measure Q. Under Q, the process X is transient and Q can be described as follows: On some probability space let U, {B(s), s ≥ 0}, ε and {B (3) (s), s ≥ 0} respectively be a random variable with a uniform distribution on [0, 1], a Brownian motion, a random variable uniform on {−1, 1}, and a Bessel-3 process, and assume that these four random elements are independent of each other. Define
and
Then Q is the distribution of {Y (t), t ≥ 0}.
Remark 1. Somewhat informally, the theorem says that under Q, X can be described by first drawing an independent uniform random variable U. Then X is the standard Brownian motion until it has accumulated a local time at 0 equal to U, and performs a three-dimensional Bessel process afterwards. It is well known that a Bessel-3 process starting at the origin diverges to infinity almost surely. This is of course the reason why the process governed by Q is transient. However, we can say more. It is also well known that L(t, 0), the local time at 0 can change only at times t when X t = 0. This fact is also clear from (3) . Together with the description of the process under Q this implies that L(t, 0) is a.s. constant on t ≥ τ at which it takes the value U (by definition of the inverse local time τ ). Thus, the theorem implies
Since U < 1 almost surely, this shows that under Q, X does not use its full allowance of local time. Thus (6) is the form that the entropic repulsion principle takes in this example.
Slowly growing local time.
Theorem 2 tells us that Brownian motion conditioned to have bounded local time at 0 is transient. This is not so surprising since L t roughly describes the amount of time spent near 0. It is a result of Lévy (see [9, Theorem VI.2.3] ) that for Brownian motion without conditioning,
where S t := sup s≤t B s with {B s , s ≥ 0} a Brownian motion. In particular, this implies that L t is typically of order
. What happens when we condition the Brownian motion to have a local time growing slower than t 1/2 ? As we will see, the answer depends very much on the precise meaning of the question. Let f (t) be a non-decreasing function, such that f (t) ≥ 0 for all t and f (t) → ∞ as t → ∞. This time let
and let
with {X t , t ≥ 0} distributed according to the Wiener measure W. (For a random variable or process V we use L{V } to denote its law.) If f (t)t −1/2 → ∞, it is clear that we are conditioning on an event of probability asymptotically 1, and so the 6 measures Q t converge to the Wiener measure, i.e., the law of Brownian motion. On the other hand the result of the last section shows that if f is bounded then conditioning on E t yields a transient process. It is natural to expect that there is a transition between these two behaviors. Let us therefore assume that f (t) → ∞ and f (t) = o(t 1/2 ). Our next result says that this cutoff is actually trivial: no matter how slowly f grows to infinity, the measures Q t converge to the law of Brownian motion. This result may be a little surprising at first: even if f grows as slowly as log log(t) we still obtain a recurrent process, indeed a Brownian motion in the limit! What is going on is that the effect of the conditioning is to create one very long excursion, but whose starting point escapes to infinity as t → ∞. As a result the conditioning becomes trivial in the weak limit. Thus the event (8) is the wrong one to consider. One must require a bound on the growth of the local time process throughout time, for all s ≤ t. This leads us to the next example.
A double phase transition
We now explain in more details the example that was briefly mentioned in the introduction to this paper. The analysis of this example is more delicate than in the two previous cases. Define:
where f is a given nondecreasing function such that f (t) → ∞ as t → ∞, and t 0 > 0 is a positive number given in advance, in order to avoid problems at 0. What is of interest to us is the long-term behavior of this process. For technical reasons, it will be convenient to take t 0 = 2, and we shall do so in the sequel without loss of generality. It turns out that an interesting transition occurs when we choose f to be of the following form:
for some constant γ. We use the notation
when L{X(s), s ≥ 0} = W, i.e., {X(s), s ≥ 0} is a Brownian motion. As the reader has no doubt realized, analyzing the effect of conditioning on K t is much more delicate than in Theorems 2 and 3, since the conditioning concerns the behavior of the entire path -yet the results obtained in these two theorems are important steps in the proof of Theorem 4 below. We shall also use the notation f ·) ≍ g(·) to mean that there exist two positive constants 0 < c 1 ≤ c 2 < ∞ such that c 1 g(t) ≤ f (t) ≤ c 2 g(t) for all sufficiently large t.
Before we are able to state Theorem 4, recall the the local time process of a Brownian motion is usually defined by:
for all t ≥ 0 almost surely. We may state our main theorem.
Theorem 4.
The family {P t } t≥0 is tight. Let P be any weak subsequential limit of P t . Then P has local times almost surely, in the sense that there exists a nondecreasing random continuous process (L t , t ≥ 0), such that for all t ≥ 0:
Remark 2. As explained before in the introduction, Theorem 4 illustrates the principle of entropic repulsion: even in the recurrent case, the local time at the origin of the process grows much slower than required in the constraint K t . The strategy of the proof is actually also based on this principle. To simplify things a bit, it will be enough to consider a weaker conditioning, where we only care about the local time accumulated at a series of dyadic benchmarks, rather than throughout the evolution. This conditioning is easier to analyze because, roughly speaking, it makes things "more Markovian". In particular, results and ideas behind Theorems 2 and 3 will apply to describe the effect of this weaker conditioning. It then turns out that the weak version of the conditioning is all we have to consider, since we will see that, by entropy repulsion, both versions of the conditioning are actually equivalent.
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A simple consequence of Theorem 4 is the following phase transition for another conditioning problem. Let K ′ t denote the following event:
Then we have the following result. Let M t = sup s≤t X s be the running maximum of Brownian motion, and let I t = inf 0≤s≤t B s be running infimum. 
On the other hand
Thus, even in the recurrent case, the process X grows faster on the left than on the right.
Brownian motion with bounded negative part
Until now, we have only considered conditionings which involve the local time of a Brownian motion at a specified point. The next result studies the case where the forbidden region is a semi-infinite interval. Let (X t , t ≥ 0) be a one-dimensional Brownian motion and let A t be the additive functional of X defined by
A t is known as the negative part of Brownian motion, and is nothing else than the time spent by X in the negative half-axis. Let
and let Q t be the measure defined by conditioning the Wiener measure on the event E t . In particular, A ∞ < 1 almost surely.
An explicit description of the measure Q of the limiting process is given in the proof. In a way that is analogous to Theorem 2, the process is also made up of several independent pieces glued together at a certain random time. The proof of Theorem 5 uses explicit descriptions of the Brownian path and precise distributional results (such as Paul Lévy's arcsine law). At this point it is not clear how to extend this result to time-dependent conditionings in the manner of Theorem 3 or Theorem 4.
Open questions
We finish this lengthy introduction with a few open problems related to the above results.
Existence of a weak limit and SDE. Theorem 4 establishes tightness of the measures P t and specifies some properties shared by all weak subsequential limits. This strongly suggests that these limits are unique. However, our techniques do not yield this result. Note that uniqueness would, of course, entail weak convergence of the measures P t towards a certain limit (which must then satisfy the properties discussed in Theorem 4). One possible approach to prove uniqueness would be to identify the limiting process as the unique solution to a certain stochastic differential equation. We note that this is related to the work of Barlow and Perkins [1] , which describes the behaviour of Brownian motion near a typical slow point, i.e., a time t near which the growth of B satisfies lim sup
Blowing up the trajectory near this slow point, their Theorem 3.3 gives precisely a description of the process as a solution to a certain stochastic differential equation.
The first critical point. We also note that Theorem 4 says nothing about the case γ = 0. This is particularly surprising because, on the face of it, the process is "clearly" recurrent, since the constraint for γ = 0 is "weaker" than for γ > 0.
However our arguments do not yield a proof of this intuitively obvious result. The difficulty is that it is generally not known how to compare directly the effect of constraints of different strengths. This problem is also observed in the DombJoyce polymer model, where it is not known -but strongly conjectured -that the speed is monotone in the inverse temperature β. See [6] for an excellent discussion of this model.
The second critical point. Theorem 4 states that when γ = 1, the process is recurrent and gives an upper-bound valid with positive probability on the growth of the local time for a limiting measure P. We feel this upper-bound is not sharp. What is the exponent ρ for the growth of the local time at the second critical point? The above mentioned upper-bound presented amounts to saying that ρ < 1/2 with positive probability. It is perfectly plausible that ρ = 0 and that the growth is only polylogarithmic. Similarly, when 0 < γ < 1 we have no lower-bound for the growth of L t , even though we are more confident the upper-bounds are reasonably sharp.
Proof of Theorem 2
Step 1. In this step we shall give a representation of Brownian motion by means of excursions. This will turn out to be useful for the proof. Readers familiar with this sort of things are encouraged to skip this step and go to step 2. To help with the intuition, consider the set Z := {t : X t = 0}. If X t is a continuous function of t, then Z is a closed set, and its complement, R \ Z is a countable union of maximal open intervals. On each such interval X = 0. The piece of the path of X on such an interval is called an excursion of X. One can now try to construct a process equivalent to X by first picking excursions on some probability space and according to a suitable distribution, and then putting these excursions together. For X a Brownian motion, this can be done rather explicitly. The following description can be found in a number of references (see, e.g., [7, Section III.4.3] , [9, Chapter XII]). The excursions are elements of W which is the collection of continuous functions w : [0, ∞) → R such that w(0) = 0, and for which there exists a ζ(w) > 0 such that w(t) > 0 or w(t) < 0 for all 0 < t < ζ(w) and w(t) = 0 for t ≥ ζ(w). ζ(w) is called the length of the excursion w, or sometimes its duration.
Itô's fundamental result about the excursions of a Brownian motion states that there exists a σ-finite measure ν on the space W, called Itô's measure, such that the Brownian motion, viewed in the correct time-scale, can be seen as a Point process of excursions with intensity measure ν. To state this result precisely, note that X has only countably many excursions (since there are only finitely many excursions above 1/n for each finite n ≥ 1 in any compact time-interval). Let (e i ) ∞ i=1 be an enumeration of these excursions. Since L t only increases on the zero set of X, let ℓ i be the common value of L t throughout the excursion e i , for i ≥ 1. Then Itô's theorem states that:
is a Poisson point process on (0, ∞) × W, with intensity measure dλ ⊗ dν, where dλ is the Lebesgue measure on (0, ∞). That is, for any Borel set in (0, ∞) × W, if P(B) := (the number of points of this process in the set B), then P(B) has a Poisson distribution with mean B dλdν, and for disjoint sets
With a slight abuse of notation, we say that (l, e) ∈ M if M(l, e) = 1. Note that the collection of points (ℓ i , e i ) entirely determines the path of X.
[Indeed, if we define, for all u > 0,
then for all i ≥ 1, the function τ (u) has an upward jump of size ζ(e i ) at time s i , and these are the only jumps of τ . If t > 0, let s = inf{u ≥ t : ∆τ (u) > 0}, and let e be the excursion associated with the jump of τ at time u. Then it is easy to check that we have the formula
where X is the original process that we started with, and for all u > 0,
Thus the excursions can easily be put together.] A well-known description of Itô's measure (see, e.g., [9] , XII.4), which we will use in this proof, is the following determination of the "law" of the duration of an Itô excursion:
Step 2. Consider the event E ′ t that by time τ (1) (defined by (18)), there is an excursion of duration greater than t. That is, formally:
Observe that on the one hand, E ′ t ⊂ E t . Indeed, E t can be written as:
and it is clear that this occurs on E ′ t . On the other hand, we claim that the two events have asymptotically the same probability. Indeed, if B = {e ∈ W : ζ(e) > t}, then E ′ t is the event that by time 1, at least one point of M has fallen in B.
Since the number of such points is Poisson with a parameter given in (19), we obtain:
from which we deduce:
as t → ∞. To compute P (E t ), we appeal to Lévy's reflection principle. Let
Then Lévy showed that under the Wiener measure W, the two processes (L(t, 0), t ≥ 0) and (S t , t ≥ 0) have the same distribution. On the other hand, for fixed t ≥ 0, by the standard reflection principle, S t has the same distribution as |X t | (see, e.g., Durrett [4] , Section 7.4, or [9] Sections III.3.7 and VI.2.3). Consequently,
Let A ∈ F ∞ = t≥0 F t . It follows from the above that
It thus suffices to prove Theorem 2 when the event we condition on is E ′ t , rather than E t . In fact, for the same reason, one can condition on the event E (2) t that there is exactly one excursion of duration greater than t prior to time τ (1). Indeed E (2) t ⊂ E ′ t and we also have P (E (2) t ) ∼ P (E t ) since the probability that there are two or more such excursion is O(t −1 ). Now, for B ⊂ W, let (N t , there exists a uniform random variable U in (0, 1) and e ∈ B such that (U, e) ∈ M. Moreover e is independent of U and is distributed according to ν(·|B). That is,
Consider now the conditional distribution of i≥1:
t . By the independence property of Poisson point processes in disjoint sets, this distribution is simply equal to the unconditional distribution of the restriction of M to (0, ∞)× B c . Therefore, let M ′ be an independent realization of M, and let
LetX be the process obtained by reconstructing the path from the point process M . The above reasoning shows that for a set A ∈ F s , where s > 0 is fixed (while t > s tends to infinity,)
Thus it suffices to show thatX converges in distribution to the law Q of the process Y in Theorem 2. Note that (X t , 0 ≤ t ≤ τ (U)) depends only on the points of M ′ , and is thus independent of (U, e). Moreover, provided M ′ did not have any point in B on the time-interval [0, 1] (an event of probability 1 − o(1)), (X t , 0 ≤ t ≤ τ (U) has the same distribution as (X t , 0 ≤ t ≤ τ (U)). Since e is also independent from U, it thus suffices to prove that
weakly. There are many ways to prove (29), and we propose one below. Let us postpone the proof of this statement for a few moments and finish the proof of Theorem 2. What we have proved is that for every s > 0,
where Q is the measure described in the statement of Theorem 2. It is not hard (but not immediate) to deduce weak convergence of W(·|E t ) towards Q. The problem is that one cannot directly apply the λ − π system theorem of Dynkin to conclude that (26) holds for all A ∈ F ∞ . Instead, note that, as in the proof of Lemma 6 in [2] , it is not hard to see that (26) implies tightness (all events involved in the verification of tightness are measurable with respect to F s for some s > 0), and that the any weak limit must be Q, because for instance of the convergence of the finite-dimensional distributions. Thus W(A|E t ) converges weakly towards Q.
Turning to the proof of (29), which is well-known in the folklore (but we haven't been able to find a precise reference), we propose the following simple argument. First note that under ν, sign(e) is uniform on {−1, +1} and is independent from (|e(x)|, x ≥ 0), which has a "distribution" equal to ν + , the restriction of ν to positive excursions. Let ν + (·|ζ = t) denote the law an Itô excursion conditioned to have duration equal to t, that is, the weak limit of
as ε → 0. Since
it suffices to prove ν
It is not hard to show (see, e.g., Pitman [8] , formula (28)), that a Brownian excursion conditioned to have duration equal to t is equal in distribution to a 3-dimensional Bessel bridge of duration t, that is, can be written as
where
are three independent one-dimensional Brownian bridges. Now, it is easy to check (see, e.g., Yor [13] , Section 0.5) that if W (t) is the law of a one-dimensional bridge of duration t, then for s < t,
Letting t → ∞ and s > 0 fixed, we see that the above Radon-Nikodyn derivative converges to 1. This means that the restrictions of (
to F s converge to three independent Brownian motions. By (30), it follows that the restriction of (e u , 0 ≤ u ≤ t) converges to (
are three independent Brownian motions. The law of this process is, of course, the same as Q| Fs , and hence Theorem 2 is proved.
Proof of Theorem 3
The strategy for the proof of Theorem 3 is similar to that used in the proof of Theorem 2, and we will thus give fewer details. We start again by noticing that the event E t = {L t ≤ f (t)} is equivalent to the event {τ (f (t)) > t}. If we define the event E ′ t that there is one excursion of duration greater than t by time τ (f (t)), then we have again E ′ t ⊂ E t , and
This time again, the effect of conditioning upon E ′ t is just to add a point (l, e) to M, where l = Uf (t) and U is an independent uniform random variable on (0, 1), and e is an independent realization of ν(·|ζ > t). If we construct a processX in the same manner as in the proof of Theorem 2, we see that, provided the point measure M ′ has no atom in (0, Uf (t)) × B (an event of probability 1 − o(1),X can be described asX t = X t for all t ≤ τ (Uf (t)), andX t = e(t − τ (Uf (t))) for t > τ (Uf (t)). The process e still converges to a 3-dimensional Bessel process as t → ∞, but now the random variable τ (Uf (t)) tends to infinity almost surely. It follows that for any compact time-interval [0, s] with s > 0, the distribution of (X u , 0 ≤ u ≤ s) converges to W| Fs , and so does that of (X u , 0 ≤ u ≤ s) given E t . This proves Theorem 3. In words, the conditioning "becomes invisible" asymptotically: the effect of conditioning on E t is to add a three-dimensional Bessel which starts far away in the future. Observe that, as a byproduct, under
in distribution, where U is a uniform random variable on (0, 1).
Proof of Theorem 4 5.1 Preliminary estimates
To begin with the proof of Theorem 4, we first divide the positive half-line into dyadic blocks. Let t j = 2 j , and let I j = [t j−1 , t j ). Let C j denote the following event:
We use as a shorthand the notation K n for the event K tn . That is,
We use the following notation:
We start the proof with the following general result which we will extensively use as an upper-bound on the growth of X given K t . For a function ω ∈ Ω, let Z(ω) = {x ≥ 0 : ω(x) = 0} be the set of its zeros; we view Z as a random variable under the probability measure W. Let Z be a set of closed subsets of R + , such that W(Z ∈ Z) > 0. Let be the order on Ω defined by ω ω ′ if and only if ω(x) ≤ ω ′ (x) for all x ≥ 0. Finally, let P (3) denote the law of a three-dimensional Bessel process, which is obtained when one considers, e.g., the Euclidean norm of a Brownian motion in R 3 .
Lemma 1.
Conditionally on {Z ∈ Z}, the Wiener process X is dominated by a three-dimensional Bessel process. More precisely, for any continuous bounded functional F on Ω, which is nondecreasing for the order ,
where P (3) denote the law of a 3-dimensional Bessel process. Moreover,
Proof. Let (R s , s ≥ 0) be a three-dimensional Bessel process. Recall that (R s , s ≥ 0) is solution of the stochastic differential equation:
We work conditionally on {Z(ω) = z} for a given z ∈ Z. z being closed, its complement is open and defines open intervals which are referred to as excursion intervals. Given {Z = z}, the law of X can be described as a concatenation of independent processes whose laws are precisely Itô excursions conditioned on their duration ζ, where ζ is the length of the excursion interval of z under consideration. It is not hard to show (see, e.g., Pitman [8] , formula (28)), that a Brownian excursion of duration 1 is equal in distribution to a Bessel bridge of duration 1, which satisfies:
By Brownian scaling, an excursion of duration ζ thus satisfies the stochastic differential equation:
Start with a small parameter δ > 0. Consider first the excursion intervals of z that are longer than δ > 0 and order them chronologically. (Since there are only a finite number of excursions longer than δ in any compact interval, this is possible). Let X (δ) be the process obtained by concatenating the excursions of z longer than δ using the stochastic differential equation (39). X (δ) may be coupled with a Bessel process (R s , s ≥ 0), constructed from (38) by using the same driving Brownian motion as in (39). Comparing the two stochastic differential equations, we see that (39) has an additional negative drift term which depends on the time and the position of the process. It follows that the process X (δ) satisfies for all
almost surely. It follows that
and thus, by integrating with respect to the law of z:
Since X δ → X in distribution under W, and F is continuous bounded, we conclude:
as required.
(37) now follows from (36) by observing that the event K n may be written as {Z(ω) ∈ Z n } for some set Z n . Indeed, recall that almost surely for every t ≥ 0:
where N δ t is the number of excursions longer than δ by time t. (See, e.g., Proposition (2.9) of chapter XII in [9] for a proof.)
Corresponding to this upper-bound we will prove a matching lower-bound (up to constants) in terms of Brownian motion.
Lemma 2. For any ε > 0, there exists δ > 0 such that for all j ≥ 1:
Proof. In fact we will prove the much stronger fact that, when conditioned upon the event K n , the process dominates Brownian motion. The reason for this is that, the conditioning can be seen as and h-transform of the process and hence as adding a drift to the Brownian motion. It suffices to show that this drift is always the same sign as the current position of the process. Formally, fix n ≥ 0 and let
For t ≥ t 0 , and 0 ≤ ℓ ≤ f (t)0, define:
That is, A is the initial constraint and A(t, ℓ) is what remains of that constraint after t units of time and having already accumulated of local time at zero of ℓ by that time. Let
Then it is well-known that the drift of the conditioned process is simply given by the logarithmic derivative of the probability that the process will satisfy the rest of the constraint given its current position and current local time at 0, i.e., ∇ x log h(x, t, ℓ). That is, if X denotes a Brownian motion conditioned upon K n = A(0, 0), then X is a solution to
where L is the local time at the origin of X and W is a one-dimensional Brownian motion. Details can be found for instance in [10, IV.39] in the case where the constraint depends only on the position of X (and not on its local time as well) but the proof remains unchanged in this case as well. Assume to simplify that x ≥ 0, and let us show that ∇ x log h(x, t, ℓ) ≥ 0 for all t ≥ t 0 and 0 ≤ ℓ ≤ f (t). It suffices to prove that (∂h/∂x)(x, t, ℓ) ≥ 0. Thus it suffices to prove that for all y ≥ x sufficiently close to x,
In other words, we want to show that the probability of A(t, ℓ) is monotone in the starting point. We use a coupling argument similar to the one we used in [2, Lemma 8] . Let X be a standard Brownian motion started at x and let Y be another Brownian motion, started at y. Consider the stopping time:
19 and construct the process Z defined by Z t = Y t for t ≤ T and for t > T :
Indeed, note that for any s ≤ T we have L s (Z) = 0 since Z cannot hit 0 before T . Afterwards, the local time of Z increases exactly as that of X, hence in general:
From (48), we also see that the increment of L s (Z) over any time-interval is smaller or equal to the increment of L s (X) over the same time-interval. Therefore, if X satisfies A(t, ℓ), then so does Z. As a consequence,
which is the same as (46). Thus Lemma 2 is proved.
The next result implies that the Q n -probability of certain events measurable with respect to F t j are of the same order as their Q j -probability.
Lemma 3. Let T, ε > 0, and let A ∈ F T . Then there exists C 1 (ε), C 2 (ε) > 0 depending only on ε such that:
Proof. Both inequalities (49) and (50) are similar so we only show the proof of (50). Consider two independent processes X 1 and X 2 , which are Brownian motions conditioned on K T ∩ A and K T respectively. Construct a processX as follows.
Let T 1 (resp. T 2 ) be the first hitting time of 0 by X 1 (resp. X 2 ) after T . If
We claim thatX has the same distribution as X 2 . Indeed, let E be the event that
. Then if F , G are two continuous nonnegative functionals on C, and if (G s ) is the filtration defined by:
then we have that, since in both cases E and E c the subsequent path ofX after T is an independent Brownian motion started from its current position,
from which it follows, by taking expectations above, that
It is obvious that X 2 also satisfies (51) by definition. ThereforeX and X 2 have the same distribution. Note furthermore that the coupling is designed so that no matter whether E occurs or not, then L t (X) ≤ L t (X 1 ) for all t ≥ T , at least when the event F := {|X 1 (T )| < |X 2 (T )|} occurs. It follows that whenever X 1 ∈ K n and F occurs, then automaticallyX ∈ K n . Therefore, using independence between X 1 and X 2 and the fact that |X 1 | ≤ ε 
√
T by assumption (since P (X 1 ∈ A) = 1), we get:
Remembering thatX has the same law as X 2 which is W(·|K T ) and that X 1 has the law of W(·|K T ∩ A), we obtain:
Note that by Lemma 2, the second term in the right-hand side of the equation is greater than a universal p = p(ε) > 0 (by Brownian scaling), and thus we conclude:
We now write, for all n ≥ log 2 (T ) + 1,
Using (54) we conclude directly that (50) holds in this case, with C 2 (ε) = p(ε) −1 . Note that by Lemma 2,
for ε > 0 small enough. We obtain the desired bound on C 2 (ε) by taking the inverse.
We now use this lemma to prove tightness (valid for γ ≥ 0).
Proof. By classical weak convergence arguments (see, e.g., Billingsley [3] ), it suffices to prove that for each fixed A, the following two limit relations hold:
and for each η > 0 lim ε↓0 lim sup
The first one (57) is a direct consequence of domination by a 3 dimensional Bessel process (Lemma 1), so we move to the proof of (58). Fix η, ε > 0 and let F be the event:
By Lemma 3, we have that
On the other hand note that:
because W(·|E A ) is absolutely continuous with respect to W. We deduce that
and we conclude that (58) must hold since we already know that (57) holds true.
From now on, we fix a weak subsequential limit P of the family {P T } T ≥0 . Without loss of generality, we will take the subsequence along which the limit is taken to be the dyadic sequence of times {t n } n≥0 . This simplifies some notations but is not important to the proof.
To conclude this section on preliminary estimates, we state a result which gives a useful refinement on Lemmas 1 and 2. For any j ≥ 1, let A j be the event defined by:
A j = C j ∩ {X s = 0 for some s ∈ I j }.
Consider B j be the set of events of the form
where in the above, we use the notation
for any event A. Fix an event B ∈ B j−1 arbitrarily.
Lemma 5. For all ρ > 0, there exists δ > 0 small enough that for all j ≥ 1,
Proof. The upper-bound is a direct consequence of Lemma 1, so we focus on the proof of the lower-bound. The idea is to use domination from below by Brownian motion, but Lemma 2 does not apply directly to the case where we condition on events B ∈ B j . Indeed suppose, to clarify things, that B = A
j and ε j = 1. While we cannot hope that X given K j ∩ B will dominate a Brownian motion (because ε j = 1 forces X to hit 0 in the interval I j , and so this conditioning has both a repelling and an attractive force), we will compare X to a Brownian motion conditioned to hit 0 in every interval I i such that ε i = 1, 1 ≤ i ≤ j (call these indices i 1 < . . . < i k ). By Girsanov's theorem, we already know that the process X conditioned by the event B ∩ K j is a time-inhomogeneous diffusion, obtained by h-transforming the original Brownian motion. That is, our process has a drift given by the logarithmic derivative of the probability to satisfy the rest of the constraint, given the past at a current time. Hence it is enough to focus at what happens during the interval I j , between time t j−1 and t j . If ε j = −1, then the constraint is repulsive and the coupling used in (46) shows that the process X, conditioned by K j ∩ B dominates on the interval I j a Brownian motion, no matter what the starting point. It follows that the process dominates a Brownian motion started at 0 at time t j−1 . Hence, in this case, it suffices to show that for all ρ > 0, there exists δ > 0 such that
uniformly for all j. This assertion is trivial by Brownian scaling, using the fact that t j = 2t j−1 . Thus let us assume that we are in the more interesting case ε j = 1. Then we first claim that X dominates a Brownian motion conditioned to hit 0 during the interval I j . We shall denote such a process by {Z j t } t∈I j . To see this, use once again Girsanov's theorem to see that X can be written as having a drift with respect to the process Z j , given by the logarithmic derivative of the probability that Z j will satisfy the rest of the constraint K j at time t, given the past F t . Formally, Z j itself can be written as a solution to
, and where
Then the process X, conditioned upon B ∩ K j , is a solution on I j to:
where now,ĥ is defined bŷ
To prove that X dominates Z j on the interval I j it thus suffices to prove that h(x, t, ℓ) is monotone nondecreasing in the x variable, i.e., for all 0 ≤ x ≤ y, t ∈ I j , ℓ ≥ 0 such that f (t) ≥ ℓ,ĥ (x, t, ℓ) ≤ĥ(y, t, ℓ).
This is where we can use a coupling argument similar to (46), but with a few differences. Let 0 ≤ x ≤ y, t ∈ I j , and let Z, Z ′ be two independent copies of Z 
Then we claim thatẐ has (unconditionally on C or D) the same law as Z ′ . Indeed, introduce the filtration (G s ) s≥t,s∈I j defined by
for t ≤ s ≤ t j . Let τ ′ be the time at which the definition ofẐ changes:
Then τ ′ is a stopping time for the filtration (G s ) t≤s≤t j . Now, Z ′ is a strong Markov processes in this filtration. Note that to obtain the processẐ we are changing the trajectory of Z ′ after the stopping time τ ′ by gluing to it a process which, we claim, is independent from G τ conditionally given Z ′ τ , and has the same distribution as the (Z ′ s , s ≥ τ ). Indeed, the independence is a consequence of the construction itself. The fact that the distribution is identical follows from the fact that if τ < T , then both (Z s , s ≥ τ ) and (Z Moreover, note that in this coupling the local time accumulated byẐ at the origin is always smaller than the local time accumulated by Z, as in the proof of (46). This implies, P ({Z s } s≥t,s∈I j ∈ A(t, ℓ)) ≤ P ({Ẑ s } s≥t,s∈I j ∈ A(t, ℓ)) but sinceẐ has the same distribution as Z ′ , we conclude that (67) holds. To complete the proof of Lemma 5, observe now that if ρ > 0 is given, then by the upper-bound of Lemma 1, then we can find a δ 1 > 0 such that
Let {Z t } t∈I j be a Brownian motion conditioned to hit zero in I j . Note that there is a δ 2 > 0, depending only on δ 1 and ρ, so that if T is the hitting time of zero by Z:
uniformly over all starting points
). On this good event, {Z T +s } 0≤t j −T is a free Brownian motion run for at least δ 2 t j units of time. We can thus find δ 3 , which depends only on δ 2 and δ 1 and ρ (and thus only on ρ), such that
Summing up (70), (71) and (72), we obtain
Since we have shown that X dominates Z on the interval I j as processes, it follows that X t j Z t j , which implies Lemma 5.
Corollary 2. Let j ≥ 1 and let B ∈ B j−1 . Then there exists constants c 1 , c 2 > 0 such that for all n ≥ 1 sufficiently large,
Proof. As in (55), we may write:
so it suffices to prove that the ratio
is bounded below and above by c 1 and c 2 respectively. However, this follows directly from Lemma 5 and the same arguments as in Lemma 3. For instance, we may take c 2 = p −1 where p = P (|X 1 (t j )| ≥ |X 2 (t j )|), and where X 1 , X 2 are two independent Brownian motions conditioned respectively on K j−1 ∩ A j ∩ B and K j ∩ B. p is then uniformly bounded away from zero by Lemma 5.
Proof of the transient case.
Fix B an arbitrary event in B j−1 .
Lemma 6. Let γ > 0. There exists C > 0 such that for all n large enough,
Proof. By (74), it suffices to control Q j−1 (A j |B). To do so, we use an a priori rough upper-bound, based on the local time accumulated at the end of the interval I j . (It will turn out that this upper-bound is sharp up to constants, this being an expression of the entropic repulsion phenomenon). Let τ j = inf{t > t j−1 : X t = 0}. When A j occurs, we have (by the strong Markov property at time τ j ) a Brownian motion started from zero, which can certainly not accumulate more than f (t j ) units of local time in a time duration of t j − τ j . Using the bounds in Theorem 3, the probability that such a thing occurs is bounded by
where here and in what follows:
Starting from X t j−1 = x > 0, where x > 0 is any number, it follows that if τ j ≤ t j−1 + t j−1 /2, the probability that the process will satisfy C j is at most
To deal with the case where the hitting time of 0 is closer to the end point of I j , we observe that for any x > 0:
where c > 0 is a universal constant independent of t and x. As a consequence, starting from x at time t j−1 , the probability to satisfy A j (and hit 0 not before t j−1 /2) can be written as
Combining (77) and (79), in combination with the Markov property at time t j−1 , we deduce:
Taking into account (74), we get:
for all large enough n, which is the desired (75).
To conclude that P is transient, we take T > 0 T ′ > 0 and A > 0. Note that by (75) and the Borel-Cantelli lemma, for any ε > 0 we can choose T > 0 such that
where g t = sup{s ≤ t : X t = 0} is the last zero before t. Now, conditionally on K n ∩ {g tn < T }, we can find T ′ such that for all n large enough,
(This follows from the fact that the law of X conditionally on {Z(ω) = z} can be described as a concatenation of independent Brownian excursions, and the fact already mentioned that a Brownian excursion of long infinite duration converges to a transient process). For T 1 = T + T ′ and for any fixed T 2 ≥ T 1 , combining (81) and (82) we get:
Letting n → ∞ and recalling that inf u∈[a,b] |f (u)| is a continuous functional for the uniform topology and thus for the Skorokhod topology, we get that for all ε > 0, and for all A > 0, there exists T 1 > 0 such that for all T 2 > T 1 :
Letting T 2 → ∞ we have, by the monotone convergence theorem:
Taking ε j = j −2 , we see that by the Borel-Cantelli lemma, there exists T > 0 such that inf s≥T |X(s)| ≥ A, P-almost surely. By definition, this implies that X is transient almost surely.
Proof of the recurrent case.
Assume that 0 < γ ≤ 1. As in the proof of the recurrent case, our first step is to prove a conditional lower-bound for the probability of occurrence of the event A j , independently of all previous A j 's. As we will see, that lower-bound is of the same order of magnitude as the upper-bound obtained in Lemma 6. This may be slightly surprising since this upper-bound was based essentially on the fact that the total local time accumulated at the end of the interval I j must not exceed the value f (t j ) = s j . Hence this upper-bound was obtained through the use of the "weak version" of the conditioning, as described in the introduction. The fact that the lower-bound for the "hard version" matches that upper-bound comes directly from entropic repulsion.
Again, let j ≥ 2 and let B ∈ B j−1 be a fixed event.
Lemma 7. There exists c > 0 such that for all n ≥ 1 sufficiently large
Proof. By (74), it suffices to show the same inequality as (85) but with Q n replaced by Q j−1 . Assume that K j−1 and F j−1 are given, and let x = X t j−1 . Consider the event A ′ j defined by:
(i) over the interval I j , X hits 0 for the first time between (5/4)t j−1 and (3/2)t j−1 ,
(ii) X does not accumulate more than s
) units of local time at the end of the interval I j .
Observe first that A ′ j ⊂ A j . Indeed, let τ j be the first hitting time of zero over the interval I j . Then, for any time t ∈ I j , we have that
It suffices to check that L t ≤ f (t) for all t ∈ I j . This obviously only needs to be checked for t = τ j (it is then automatically true for 29 all t ≥ τ j since f is nondecreasing, and the part t < τ j is obvious). However, we know that
The last inequality follows from the fact that, on A ′ j , by (i), we have τ j ≥ (5/4)t j−1 , and f is nondecreasing.
We now compute the probability of A ′ j . Note that by Brownian scaling, given F t j−1 , the probability that (i) occurs depends only on X t j−1 / √ t j−1 . Let φ(X t j−1 / √ t j−1 ) be this probability. Note that φ(x) > 0 for all x > 0 and that φ is continuous. (However, naturally, φ(x) → 0 as x → ∞ and has in fact Gaussian tails. Also, φ(x) → 0 as x → 0). Given that (i) occurs, the probability that (ii) holds is, by Theorem 3, greater than:
Therefore, putting those pieces together, we obtain by Markov's property at time t j−1 :
where δ > 0, and c > 0 is a constant that depends only on δ. (85) now follows by applying Lemma 5.
As we will see in a moment (in Lemma 11), Lemma 7 implies that
for all j ≥ 1 and all B ∈ B j−1 . Therefore, by the martingale version of the BorelCanetelli lemma (see, e.g., Durrett [4] , Corollary (3.2) in section 4.3), this implies that A j occurs infinitely often P-a.s. when γ ≥ 1. On the other hand, by Lemma 2 and basic manipulations such as (81) -(82), it is easy to see that X must reach every number eventually almost surely. Since X is continuous, we have shown:
5.4 Estimates on the growth of local time.
We can make more precise our estimates on the growth of the local time in the recurrent case γ ≤ 1. To start with, we show that the local time process is welldefined under P. Before we can state this result (Lemma 9), we first need the following lemma on P. 
Proof. . Let ∆ be the event in (89), so we wish to show that P(∆) = 0. Note that the trajectories of X under P are necessarily continuous (see, e.g., Ethier and Kurtz [5] ), and that moreover, the Skorokhod topology relativized to compact sets is equivalent to that of uniform convergence. Let I = [a, b] and let η > 0 be a small fixed number, and let f η 1 (x) = f 1 (x) be a continuous function on R with support contained in the interval (−η, η), and such that f 1 (0) = 1 and 0 ≤ f (x) ≤ 1 for all x ∈ R. Let f 2 (x) = 1 − f 1 (x). Consider the expectation:
Then by definition of the functions f 1 and f 2 , it is clear that there exists C > 0 depending solely on a and b such that for any ε > 0, this expectation is smaller than
where q(ε) is defined in (99) and C 2 (ε) in (50). On the other hand, it is easy to see that the infimum and supremum functions over a compact interval is a continuous functional over the space C for the uniform convergence and hence for the Skorokhod topology. Since f 1 and f 2 are continuous functions, as n → ∞, (90) converges to:
As η → 0, the random variable in (92) converges almost surely to 1 {∆ ′ } , where ∆ ′ is the even that ω hits zero on I and is nonnegative. By the Lebesgue convergence theorem and (91), we obtain, for all η > 0 small enough:
Letting η → 0, we get (by the Lebesgue convergence theorem, since P b (∆ ′ ) = 0),
Letting now ε → 0, this implies P(∆ ′ ) = 0, and, by symmetry, P(∆) = 0.
We can now state the result which shows the existence of local times under P. We denote
Lemma 9. P has local times, in the sense that there exists a nondecreasing continuous process (L t , t ≥ 0) such that for all t > 0
Proof. Consider δ and δ ′ some fixed small numbers, and let
Let x > 0 and fix a > 0 which we will choose suitably later on. For k ≥ 1, let δ = δ k = k −a . Note that since J δ (t) is obviously monotone in δ, it suffices to prove that f δ k has a limit as k → ∞, where are free to choose a > 0 as we like. To do this, it will suffice to prove that f δ k is a Cauchy sequence for the supremum norm almost surely under P. By the Borel-Cantelli lemma, it will suffice to prove that 
for any right-continuous function with left-limits. We will sometimes abuse notations and write f (s) for f . Note that by the monotone convergence theorem, it suffices to show that for any N ≥ 1,
for any N ≥ 1. Thus let us fix N ≥ 1 Observe first that, since J δ (t) is a continuous functional for the Skorokohod topology, we get:
Fix j ≥ 1 and let j ≤ k ≤ j + N. By applying (50) to the event:
(note that L is of course well-defined almost surely under Q n ), we have, for any ε > 0:
where for any ℓ > 0, we have used the notations:
Let L = f (t) > 0 and for 0 ≤ ℓ, let
Then (as a consequence of Itô's excursion theory), Y ℓ is a subordinator. Calculations that are deferred to the appendix (and rely centrally on Bismut's description of Itô's measure), show that the process (M ℓ , 0 ≤ ℓ ≤ L) defined by:
is a martingale. Furthermore, there exists v = v(δ) ≥ 0 such that
also defines a martingale for 0 ≤ ℓ ≤ L, where the scalar v = v(δ) satisfies:
for some finite C < ∞. It now follows from Doob's maximal inequality and (103) that:
Let b > 0 and choose ε so that
Note that with this choice of ε we also have C 2 (ε) ≤ q(ε)
Using (98) and (104) we have, for all j ≤ k ≤ j + N,
where C(x, t) depends only on t and x. Take b = 3 and a = 6.
With this choice of a, b, both terms in (105) are of the order of k −3 . We obtain:
Using (97), we obtain precisely (96) with α = 2. Thus the existence of local times under P is proved. Since L is the uniform limit on every compact set of nondecreasing continuous functions almost surely, then L is also nondecreasing and continuous. This finishes the proof of Lemma 9.
Lemma 10. For all t ≥ t 0 P(K t ) = 1.
Proof. Let η > 0, and let φ be a bounded nonnegative function such that
Let ε > 0. Let B = {|X t | < ε −1 √ t} and consider the random variable φ(f δ )1 {B} . We may rewrite its expectation as:
By Lemma 3 applied to the event A = {φ(N δ )1 {B} > x},
Recalling the definition of q(ε) in (99), we have, by Lemma 2:
Letting n → ∞ in (111), we conclude (for the same reason as in (97) that for all δ > 0, ε > 0 and all t ≥ 0,
In particular,
Note that K j is an event of positive W-probability and that under W, f δ → L t almost surely. Moreover, given K j , L t ≤ f (t) almost surely, so that the expectation on the right-hand side of (113) converges to q(ε) as δ → 0. We obtain, for all ε > 0:
Thus for all t ≥ 0, letting ε > 0,
Since L is right-continuous almost surely and f is continuous, we obtain:
Recall the definition of the events B j given in (60).
Lemma 11. For any j ≥ 1 and any B ∈ B j :
Proof. By the portmanteau theorem (see, e.g., Theorem 2.1 in [3] ), it suffices to show that B is a P-continuity set, whose definition is recalled for convenience of the reader. For S ⊂ Ω, let ∂S be the set cl(S) ∩ cl(S c ) on Ω equipped with the Skorokhod topology. The event S is a P-continuity set if:
Note that it suffices to prove that for every j ≥ 1, A j is a P-continuity set. Indeed it is an elementary exercise to verify that if E and F are P-continuity sets, then so is their intersection E ∩ F . Let ∆ j = ∂(A j ). We claim that (i):
∈ Ω : ω hits 0 over the interval I j but stays of constant sign} and (ii):
P(∆ ′ j ) = 0. Together these two statements imply that A j is a P-continuity set. Note that (ii) is a direct consequence of Lemmas 8 and 9, so it suffices to focus on (i). Observe that if ω ∈ ∆ j , then there exists a sequence ω n → ω uniformly over the interval I j , and ω n ∈ A j . By the triangular inequality, we also have |ω n | → |ω| uniformly over I j . Elementary calculus reasoning shows that since continuous functions on compacts are uniformly continuous, we also have the convergence:
Since ω n ∈ A j , the left-hand side of the above display is zero, and so is the righthand side. Now, let us show that the sign of ω has to stay constant over the interval I j or that ω belongs to K j−1 . Assume that the sign does change: there is x ∈ I j such that ω(x) > 0 and y ∈ I j such that ω(y) < 0. Let ε = inf(ω(x), −ω(y)) > 0. Since ω ∈ ∂(A j ), there exists a sequence ω n → ω uniformly over I j such that ω ∈ (A j ) c . Therefore, ω n stays of constant sign (which could potentially depend on n). However this suffices to produce a contradiction. For any n ≥ 1, there can be no function which is ε/2-close to ω without changing sign, and thus being equal to 0 by the mean value theorem. Since ω ∈ (A j ) c , this implies ω ∈ K We can now estimate the growth of L.
Lemma 12. Fix 0 < γ < 1. There exists c 2 > 0 such that for any ε > 0,
where f (s) = √ s log(s) −γ is the functions defining the conditioning. When γ = 1,
Proof. Let j ≥ 1 and consider the random variable L t j under Q n . Then by Lemma 6, we know that for any γ > 0, for any B ∈ B j−1 ,
for some c 2 > 0. Moreover, when A j occurs, we know that the local time accumulated over the interval I j cannot exceed s j = f (t j ) by Lemma 10. We conclude that we can couple the process (L t 1 , L t 2 , . . .) with a process (X 1 , X 2 , . . . , ) such that:
(ii) (X j , j ≥ 1) are independent variables with X j = s j with probability c 2 j −γ and 0 otherwise.
It follows immediately that for all
and fix m ≥ 1. It is clear that if
for some c > 0. Now, observe that if k = o(m),
where H as m → ∞. Combining with (121), we obtain that for any γ < 1, and for any α > 0,
as m → ∞. Now, fix s > 0 and let m = ⌊log 2 (s)⌋ + 1. Then for any weak limit P, the law of L s is stochastically dominated by S m . Using (122), we deduce lim sup
In particular, since we may take α as high as we want in (123), we get that for any function θ such that θ(s) → ∞ as s → ∞:
When γ = 1, we may also take k = αm and for all 0 < α < 1 to get, using similar calculations:
From this we deduce that the same conclusion (123) holds with the power-law decay (124) replacing the exponential decay of the probability:
This concludes the proof of Lemma 12.
The proof of Theorem 4 is now completed.
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Lévy equivalence
Proof. Corollary 1 follows directly from Theorem 4 and Lévy's reflection identity, which states the following. There exists a process (X t , t ≥ 0), defined W-almost surely on (C, F ) which, under the probability measure W, has also the law of a standard Brownian motion, and with local time process (L t , t ≥ 0) such that almost surely for all t > 0 simultaneously, 
This is precisely the event which is analyzed in Theorem 4. If A ∈ F ∞ , we see that W(A|K ′ t ) = W(A|K t ). Consider for instance the case γ > 1. Then by (83), we know that for any A > 0, ε > 0, and for all T sufficiently large,
By the Lévy equivalence, this translates into:
It is easy to adapt the arguments below (83) and obtain that lim s→∞ X(s) = −∞, P ′ -almost surely. Other conclusions stated in Corollary 1 follow in the same manner and are left to the reader.
Bounded negative part
Proof. We start by recalling Paul Lévy's second arcsine law, which states that A t = d g t , where g t = sup{s ≤ t : X s = 0}
and both of these random variables have the arcsine law:
1 {x∈(0,1)} dx.
(See, e.g., Theorem 2.7 in Chapter VI, and (3.20) in Chapter III of [9] .) It is also well-known (see, for instance, Theorem 4.1 of [13] ) that there is the following decomposition of the sample path of Brownian motion at g t .
• (B s , s ≤ g t ) and (B gt+s , s ≥ 0) are independent.
• ( 1 √ g t B sgt , 0 ≤ s ≤ 1) is a standard Brownian bridge of duration 1.
Therefore, by independence between the two pieces, the event that {g t ≤ 1} and the excursion containing 1 is positive has probability: W(g t ≤ 1 and X 1 > 0) = (1/2)P (A t ≤ 1)
It follows that:
W(g t ≤ 1 and X 1 > 0|A t ≤ 1) = 1/2 (128)
On this event it is clear that X is transient, so transience of W occurs with probability at least 1/2. In fact a more precise argument allows one to to generalize this and get transience with probability 1. We will show that there is a constant that for every A > 1 lim
where by definition E t = {A t ≤ 1} is the event that we condition on. To see why (129) holds, we start by remarking that due to the Arscine law:
Observe on the other hand that W(g t ≤ A|E t ) = 1 W(E t ) W(g t ≤ A; A gt ≤ 1; B t > 0).
Also, yet another result of P. Lévy tells us that if (b s , 0 ≤ s ≤ 1) is a standard Brownian bridge, then 
Then for t ≤ g we put X t = g 1/2 b t/g , and after time g, we glue an independent 3-dimensional Bessel process. Note that with probability 1/2, g is just a uniform random variable on (0, 1). In that case, the conditioning (134) is sure, and the total time accumulated by (X t , t ≥ 0) in the negative half-line is uniform on (0, g). By (132), in that case we can thus write A ∞ = U 1 U 2 , with U 1 , U 2 independent uniform random variables on (0,1). On the other hand, if g > 1, then A ∞ is uniformly distributed on (0, g), conditionally on being smaller than 1 (by (134)). Thus A ∞ is uniformly distributed on (0,1) in that case. This finishes the proof of Theorem 5.
6 Appendix: martingale calculations. 1 {|Xs|≤δ} ds, where τ ℓ is the inverse local time function. We wish to prove equations (101), (102), (103). Central to this proof is Bismut's description of Itô's excursion measure, which we now recall for the reader's convenience. (A proof can be found in, e.g., [9] , Theorem 4.7 of Chapter XII). Recall that W is the space of excursion paths, i.e., continuous functions starting from zero and returning to zero in finite positive time, after which they stay constant. For e ∈ W, let ζ(e) = inf{t > 0 : e(t) = 0} be the lifespan of the excursion e. Then under the measureν(dt, de), the law of the map (t, e) → e(t) is the Lebesgue measure dx on R. Moreover, conditionally on e(t) = x > 0, the processes {e(s), s ≤ t} and {e(ζ(e) − s), s ≤ ζ(e) − t} are independent three-dimensional Bessel processes run until they last hit x.
(Note that there appears to be a typo in the statement of the result in [9] for the range of the second process). In particular, combining this with Williams' well-known time-reversal description (see Theorem 4.9 in Chapter VII of [9] ), conditionally on e(t) = x, the process {e(t + s), s ≥ 0} is a Brownian motion started from x killed at 0. We will let E * x denote the expectation for a Brownian motion started at x and killed upon hitting zero.
Coming back to the problem which is of interest to us, it is immediate from excursion theory and by definition of Y that we get a martingale (M ℓ , 0 ≤ ℓ) by defining:
ζ(e) 0 1 {|e(s)|≤δ} ds.
Therefore, using Bismut's description, the drift term of M can be expressed as: Thus, M ℓ = Y ℓ − 2ℓδ. defines a martingale for 0 ≤ ℓ, as required by (101). The proof of (102) and (103) is slightly more complex but follows the same lines. Standard calculations show that the second moment process of M satisfies:
