Pollen identification is required in different scenarios such as prevention of allergic reactions, cilmate analysis or apiculture. However, it is a timeconsuming task since experts are required to recognize each pollen grain through the microscope. In this study, we performed an exhaustive assesment on the utility of texture analysis for automated characterization of pollen samples. A database composed of 1800 brightfield microscopy images of pollen grains from 15 different taxa was used for this purpose. A pattern * Corresponding author. Phone: 0034 915 616 800
Introduction
were analyzed. Previous studies in the field of automated palynology focused 26 on this specific type of pollen samples (Chica, 2012; Carrión et al., 2004) .
27
A pattern recognition approach was adopted to model the pollen grain 28 classification problem. Hence, it is assumed that grains from a given taxon identified. As a result, the grain is described by a point in the multivari- typically lower than 10, was analyzed in these preceding research works.
72
Therefore, further analysis including other different methods and a higher 73 variety of taxa is required to obtain solid conclusions about the potential of 74 texture in pollen identification.
75
The purpose of the present study is to perform an exhaustive analysis 76 on the correspondence between the texture of a pollen grain and its taxon.
77
Texture is a property related to the roughness of a surface and is charac-
78
terized by the variation of pixel intensity in the spatial domain (Tuceryan 79 and Jain, 1993). A number of texture descriptors have been proposed in the 
87
In addition, we evaluated the utility of other techniques that have not been 
Methods

122
In our study, the discriminant capability of texture in automatic pollen 123 identification is evaluated. Hence, pollen grain images are assigned to one of 124 several categories (taxa) according to their texture properties. We propose a 125 pattern recognition-based methodology to perform such a classification task.
126
It is composed of four different stages: segmentation and preprocessing, tex-127 ture feature extraction, dimensionality reduction and classification. Figure   128 2 provides an schematic diagram of the proposed methodology. 
Segmentation and preprocessing
130
The texture of a pollen grain is given by the elements characterizing its 131 surface or exine. In order to perform texture analysis of the pollen image, 132 segmentation was carried out to separate the target object (i.e., the grain) 
145
In addition to binary segmentation, preprocessing was applied before tex- 
184
We found L 0 = 450 pixels while the final dimension L was set to 128 185 pixels to achieve an affordable computation time. The same downsampling 186 factor was applied to every image in the dataset. As a result, the prepro- GLCM analysis is based on the assumption that texture information is con-202 tained in the spatial relationship between gray levels (Haralick et al., 1973) .
203
For the computation of GLCM, suppose that each pixel I (x, y) in the image 204 is assigned to one of B gray levels. Hence, the co-occurrence matrix P ij is 205 obtained by assessing all the possible combinations between two intensity 206 levels (i, j = 1, . . . , B). Here, P ij represents the number of occurrences of 207 two pixels with gray levels i and j separated by a distance δ in the direction 208 determined by the angle φ. Note that P ij = P ji , i.e., the occurrence of (j, i) 
These matrices of probabilities can be used to obtain statistical features 218 that characterize the texture (Haralick et al., 1973) . As suggested in (Soh 219 and Tsatsoulis, 1999), we chose a subset of 10 features to capture texture 220 properties. These include energy, contrast, correlation, homogeneity, en-221 tropy, autocorrelation, dissimilarity, cluster shade, cluster prominence, and 222 maximum probability.
223
In our experiments, the quantization level B was set to 8 as preceding 224 studies focused on texture analysis using GLCM (Randen and Husoy, 1999 
Log-Gabor Filters (LGF)
235
LGF were proposed by Field et al. (1987) to overcome the limitations of Mathematically, LGF can be divided into two components referred to as 246 radial and angular filters (Gao et al., 2007) :
where ρ and θ represent the polar coordinates, u 0 is the central frequency, centers (Gross and Koch, 1995) .
256
To characterize the response of the image to the LGF bank, the first four considered. The value of g c is taken as a threshold to obtain the LBP, which 275 is expressed as:
where given by:
The uniform LBP (LBP uni P,R ) is then defined as (Ojala et al., 2002) :
As a result, LBP 
wheret n (x) is the scaled Tchebichef polynomial of degree n andη (n) is 300 its squared norm (Mukundan, 2004) . The function r pq (x, y) =t p (x)t q (y) 301 denotes the two-dimensional Tchebichef kernel.
302
Recently, a texture descriptor has been proposed based on the properties 303 of discrete Tchebichef kernels (Marcos and Cristóbal, 2013 
The value of M (s) evaluates the similarity between the original image ond, reducing the dimension of the input feature space prevents overfitting.
329
As detailed in (Bishop, 1995) , in order to obtain an accurate statistical de- 
335
We used the conventional Fisher's discriminant analysis (FDA) to perform dimensionality reduction (Fisher, 1936; Bishop, 1995) . For a multiclass 337 classification problem with C possible categories, the original feature vector is expressed as follows (Bishop, 1995) :
where S B and S W are the between-class and the within-class scatter matrices, of the original feature vector x is obtained as (Bishop, 1995) :
3.4. Classification
348
In the final stage, the vector y resulting from dimensionality reduction is of the probability density function of a variable from a finite set of samples as described in the following expression (Bishop, 1995) :
where K represents the total number of samples that are found in a volume
358
V centred on y. In a classification problem, this procedure can be used to 359 model the class-conditional density p (y|ω i ) of each category ω i as:
where K i represents the total number of samples belonging to class ω i that 361 are found in a volume V centred on y, given that N i is the total number of 362 training samples of class ω i .
363
Since the prior probability of a class is estimated as the proportion of 364 samples belonging to that class, i.e., p (ω i ) ≈ N i N , the posterior probability 365 p (ω i |y) can be obtained from the Bayes' theorem as follows (Bishop, 1995) :
Once posterior probabilities are known, classification is carried out by 367 applying the maximum a posteriori probability rule described before. For 
379
According to this analysis, K was set to 20 in our study, which approximately 380 represents 1% of the images in our dataset. 
Experiments on the pollen database
383
In our experiments, accuracy was adopted as the performance measure to 384 evaluate the discriminant capability of a feature pattern in the pollen classi-385 fication problem. Accuracy provides the probability of correct classification 386 for a given pollen image. This probability is approximated by the percentage 387 of pollen grains correctly classified (Bishop, 1995 performance, the classification accuracy achieved on each pollen category is reported.
450
The results reflect that most of the errors corresponded to 'Citysus' (7) 451 samples, for which all the methods achieved lower accuracy rates. Other cat-
452
egories that also presented marked difficulties in classification were 'Quercus' 
479
In addition, GLCM and LBP exhibited particular difficulties between 'Aster '
480
(1) and 'Healianthus' (10).
481
The detected error flows reflect a coherent behaviour of our classification problem.
533
Our experiments support the conclusion that texture is a distinctive char- (see Figure 1 ). In the case of 'Cytisus' (7) than that available in our research would be required to adjust them and 607 prevent overfitting (Bishop, 1995) . The latter must be taken into account 608 in the design of classification algorithms. In our study, the strategy adopted 609 to avoid overfitting was the use of dimensionality reduction based on FDA.
610
Our experiments revealed that dimensionality reduction played an essential
611
role to obtain classification algorithms with a high generalization capability.
612
As an alternative, other procedures could have been considered in order to 613 reduce the number of input features to the classifier. For instance, a smaller 614 number of statistics could be derived from each of the filters employed in
615
LGF or GLCM features could be averaged along the four angle directions.
616
Another limitation of our research is given by the acquisition of the data, as 
