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SUMMARY
Delaunay triangulation is a geometric problem that is relatively difficult to parallelize. Parallel algorithms
are usually characterized by considerable interprocessor communication or important serialized parts. In
this paper, we propose a method that achieves high speed-ups, but needs information regarding locally
maximum element circumspheres prior to the beginning of the algorithm. Such information is directly
available in iterative methods, like the particle finite element methods. The developed parallel Delaunay
triangulation method, has minimum communication requirements, is quite simple and achieves high parallel
efficiency. Copyright q 2007 John Wiley & Sons, Ltd.
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1. INTRODUCTION
Delaunay triangulation is a geometric problem often encountered in a wide spectrum of scientific
areas, like terrain modelling, robotics, finite element methods, etc. It is defined as the generation of
elements connecting a set of points, in a way that the interior of the circumsphere of each element
does not contain any of the points. In the 3D space the elements are tetrahedral, while in two
dimensions they are triangular. Among various methods that have been proposed over the years
for the Delaunay triangulation, many perform very efficiently in serial processing. However, the
parallelization of Delaunay algorithms presents considerable difficulties. The algorithms cannot be
easily divided in parts that can be run concurrently in parallel processors. Thus, parallel methods
usually require a lot of interprocessor communication, which reduces their parallel efficiency.
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The present paper describes a new parallel Delaunay triangulation method that requires very
little interprocessor communication. This method is applicable to problems where the maximum
circumsphere size of the elements can be bounded prior to the triangulation. Such problems are
encountered in iterative methods that require a triangulation of a set of points in each iteration
and thus allow to bound the circumsphere size from information available from the positions of
the points at the previous iteration. In particular, the parallelization of the particle finite element
method (PFEM), which is an iterative method that contains the above characteristics, has been the
principal motivation for the present research. The sharp circumsphere bounds that are available in
this method made the development of a parallel Delaunay algorithm possible, quite simple, efficient
and applicable in any parallel computer architecture, thanks to its relatively small communication
requirements.
The PFEM is a recently developed Lagrangian method for solving computational fluid dynamics
and fluid structure interaction problems with moving free surfaces, flow separations, moving solids
within liquid masses, etc. [1, 2]. It combines the ideas originating from particle methods, finite
element methods and meshless methods. In more detail, the movement of the nodes of the fluid
is monitored in time in the fashion of particle methods. At the end of each time step, the nodes
are moved to their new position and the next time step begins with the Delaunay triangulation of
the cloud of nodes, in order to form a finite element mesh for solving the fluid flow. The shape
functions of the elements are formed in the fashion of the meshless methods and free surfaces
are detected with the alpha shape method that discards oversize elements, following a local size
criterion.
The present study is organized as follows. Section 2 overviews a previous research in
parallel Delaunay triangulation, while Sections 3 and 4 present the new approach. Section 5
presents computational results and the concluding remarks of the paper are outlined in
Section 6.
2. PARALLEL DELAUNAY TRIANGULATION ALGORITHMS
The proposed method is quite distinct from previous lines of research in parallel Delaunay tri-
angulation. A brief outline of previous research will however be useful. Both serial and parallel
algorithms in this scientific area are usually based either on the principle of ‘incremental con-
struction’ or on ‘incremental insertion’, thus allowing the distinction of two general categories
of methods. Methods based on ‘incremental construction’ start from one element and gradually
form the adjacent elements, satisfying the circumsphere criterion. Examples of parallel methods
based on this strategy can be found in [3–7]. These methods are usually complemented with
the divide and conquer strategy, forming concurrently partial triangulations that are merged to-
gether in a final phase. Methods following ‘incremental insertion’ start with a virtual element
that contains all points. Each point is inserted consecutively and the triangulation is locally up-
dated to satisfy the circumsphere criterion. Parallel methods using this principle can be found
in [8–11].
The methods proposed in the above papers are characterized of considerable variety, because
of the difficulty in parallelizing the Delaunay algorithms. They vary, for instance, in the range
of application of the algorithms. Some are applied only in the 2D case [5, 6], while others are
designed specifically for shared memory parallel computers [11]. Achieved speed-ups and level of
complexity also vary.
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3. PROPOSED STRATEGY
The basic idea for the proposed algorithm is borrowed from overlapping domain decomposition
methods. Let the computational domain be divided in overlapping subdomains and each subdomain
assigned to a separate processor. In this paragraph, it will be explained that if the overlap exceeds a
certain length, the correct Delaunay triangulation will be obtained in parallel for the whole domain
with no need of merging the partial triangulations. This argument will be explained with the help
of Figure 1 that shows the Delaunay triangulation of a small set of nodes in the area near the
boundary between two subdomains. Figure 1(a) shows the triangulation that is the target of the
parallel simulation (this example has been obtained from a larger problem and only the area near
the interface between two subdomains is shown). The area between axes a–a and c–c is considered
to be the overlapping area between the subdomains, while axis b–b lies in equal distance between
a–a and c–c. The distance d is equal to the diameter of the maximum element circumcircle in
this area of the mesh. We name ‘primary area’ of each subdomain, the area of each subdomain
that lies within axis b–b. The rest is named ‘secondary area’. Accordingly, subdomain nodes are
distinguished in primary and secondary.
Figure 1. (a) A part of the Delaunay triangulation of a set of nodes, in the vicinity of the
interface between two subdomains; (b) independent Delaunay triangulation of the subdomains;
and (c) final mesh of the subdomains.
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Figure 2. Contour recognition.
At the beginning of the parallel algorithm, each subdomain is assigned the nodes that lie within its
limits. Then, the independent Delaunay triangulation of each subdomain is obtained (Figure 2(b)).
It is observed that near the limit of each subdomain, non-Delaunay elements are obtained, if the
entire node set is considered. However, the elements with at least one primary node are correct,
because it is guaranteed that their circumcircle does not cross the limits of the subdomain. Based
on the above remarks, in order to obtain the full Delaunay triangulation of this set of nodes, we
only need to define a criterion that decides which elements of each subdomain should be discarded.
In Figure 2(c), for instance, we have chosen to discard from each subdomain the elements whose
centroid lies within the secondary area of the subdomain.
4. APPLICATION OF THE PROPOSED METHOD IN THE PARTICLE
FINITE ELEMENT METHOD
The proposed strategy is tested for obtaining Delaunay triangulations in the analyses of PFEM.
Here follow some details of the implementation of the above parallel triangulation method for
problems of the PFEM.
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As it was noted in the introduction, at the beginning of each time step of the PFEM, a Delaunay
triangulation of the cloud of nodes of the analysis is performed. In parallel analysis, we start with
a partitioning of the nodes in overlapping subdomains. We have chosen to partition the nodes in
regions of orthogonal parallelepiped shape with approximately equal number of nodes, as it will
be shown in the numerical results of the paper. The generated regions have an as much as possible
cubic shape, in order to obtain a relatively small amount of overlap. After partitioning, the nodes
are communicated to the processors and subdomain triangulations are performed in parallel.
It is also worth describing how the maximum circumsphere diameter is defined a priori in the
PFEM. In order to explain this issue, we need to describe the free-surface detection mechanism:
considering that points follow a variable h(x) distribution, where h(x) is the minimum distance
between two points and x is the position vector, the following criterion is used for boundary
surface detection: all points on an empty sphere with a radius bigger than h(x) are considered
as boundary points (Figure 2).  is a parameter close to, but greater than one. It is noted that this
criterion is coincident with the alpha shape concept [12].
Hence, when a Delaunay triangulation creates elements with a circumsphere radius higher than
h(x), these elements are removed in order to form the boundary surface. Therefore, we can define
the minimum required overlap in the parallel triangulation method, setting d2h(x) (where d
has been defined in Figure 1). It is also worth noting that since h(x) depends on the position x ,
the bound d can also vary in space, thus taking into account heterogeneous densities in the point
distribution. In our implementations, we set = 1.2 and d = 2h(x). It now remains to explain
how h(x) is estimated before the actual triangulation. From the triangulation of the previous time
step, we know for each point its nearest point. We also know the new positions of the points,
after their displacement during the previous time step. Hence, we obtain an upper limit for h(x)
taking the new distance of each point with the point which was closest to it at the previous time
step. Given that there are relatively small displacement of the points in consecutive time steps,
this upper limit will be quite sharp and overlapping will be just little higher than the absolutely
necessary.
Finally, it is worth noting that the parallelization process allows for the use of any serial
triangulation method for the subdomains, provided that any degenerate cases of the Delaunay
triangulation encountered in the overlapping region are treated by the involved subdomains in a
similar way. Degenerate are considered the cases where four or more points (three or more points
in 2D) are encountered on the surface of a circumsphere, thus allowing more than one viable
triangulations. To be precise, an incompatibility in the meshes that are generated by neighbouring
subdomains can occur only when there is a degenerate case that is composed of both primary
and secondary nodes of the subdomains (in Figure 1 this would mean that the circumsphere of
this degenerate case crosses axis b–b). In order to obtain the same solution for this degeneracy in
the involved subdomains, either the Delaunay triangulation method that is used for obtaining the
mesh of the subdomains has to produce directly the same solution of this degenerate case in the
involved subdomains, or the subdomains that share this degenerate case have to communicate at
the end of the triangulation, so that the same solution is used by all the subdomains.
In our implementation, the subdomains are treated by a method using randomized incremental
insertion and at the end of the algorithm if degenerate cases composed of both primary and
secondary nodes of the subdomains have been detected, the involved subdomains communicate
in order to use the same solution. Usually such degenerate cases are very few, but even in the
unlikely case that there are many, they can be grouped in a single message that is exchanged
between neighbouring subdomains. In general, the communication cost would thus be negligible.
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We believe that a deterministic way of producing the same solution for shared degeneracies between
subdomains could also be built, thus giving a more elegant solution to this problem, but we have
not looked into this issue yet.
5. NUMERICAL TESTS
For the numerical tests we use a 2D and a 3D problem of the PFEM. We choose a time step and
perform the triangulation in various numbers of processors. The chosen problems have a relatively
small size (smaller than 100k nodes), because of two reasons: (i) smaller size problems pose more
difficulties in achieving high speed-ups and (ii) the most time-consuming PFEM analyses that we
perform usually do not reach more than 100k nodes, because the required large number of time
steps increases excessively the computational cost. The tests are performed on a cluster of 8 AMD
Athlon 1700 computers interconnected with 100 Mbit Ethernet. Interprocessor communication costs
are practically insignificant in our analyses, because of very low communication requirements of
the employed method.
5.1. 2D example
The first numerical test consists of the Delaunay triangulation of a 2D point set obtained in a
time step of the analysis shown in Figure 3. At the beginning of this analysis, a water mass is
supported by a vertical barrier. The barrier is removed and water is let to fall. When water reaches
the box, this starts moving under the pressure forces. The box reaches an obstacle and overturns.
We present the computational time required for the triangulation performed at the time step that
Figure 3. (a) A box and a water mass supported by a vertical barrier within a container; (b) water falls
on the box and pushes it; and (c) detail of the Delaunay triangulation in the area above and to the left of
the box (see the black circle in (b)). The mesh boundaries are defined by the alpha shape method.
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Table I. CPU time and parallel efficiency for the 2D example analysis.
Number of subdomains Time (s) Overlap index (%) Parallel efficiency (%)
2 1.84 95 95
4 0.96 92 91
8 0.53 84 82
Figure 4. (a) Decomposed triangulation of the 2D example in four subdomains and
(b) detail of the decomposed triangulation.
begins at the time instant shown in Figure 3(b). At this instant, water has just reached the box and
splashes, while the box is moving to the right. The problem is discretized with approximately 80k
nodes and its serial triangulation takes 3.48 s.
Table I shows the CPU times and parallel efficiency obtained for parallel analysis, while Figure 4
shows the final subdomain meshes obtained in the four-processor case. Table I also presents the
values of an overlap index that is defined as follows. If N denotes the total number of nodes of
the given problem divided by the number of subdomains, while M denotes the number of nodes
of the larger subdomain, then we define an overlap index as N/M . In fact, this index would not
be a good measure of overlap, if the given problem was not partitioned in overlapping subdomains
of almost equal number of nodes. However, in the tests that are presented in this paper, there are
very small discrepancies in the number of nodes of the subdomains, so that any imbalances do
not affect importantly the above index. In Table I, it is observed that the overlap index is closely
related to the parallel efficiency that is measured in each analysis, which is quite reasonable to
expect. Parallel efficiency is naturally diminished when we add more processors. Nevertheless, it
stays above 80%, which suggests a relatively good use of the parallel processing resources.
5.2. 3D example
Our 3D test case is shown in Figure 5. A column of water is left to fall on a set of tetrapods. While
water passes through, the tetrapods are displaced, but their relative positions remain more or less
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Figure 5. (a) A column of water and a set of tetrapods and (b) water splashes on the tetrapods.
Table II. CPU time and parallel efficiency for the 3D example analysis.
Number of subdomains Time (s) Overlap index (%) Parallel efficiency (%)
2 3.32 94 104
4 1.76 87 98
8 0.97 79 89
Figure 6. (a) Decomposed triangulation of the 3D example in four subdomains and (b) detail of the
decomposed triangulation (top surface of the mesh in the intersection of the four subdomains).
the same. As in the previous example, we choose a typical time step, whose initial node positions
are shown in Figure 5(b). This problem is discretized with approximately 45k nodes and the time
required for the triangulation of the given point set in serial computation is 6.88 s. The gains from
parallel solutions are shown in Table II, while the final subdomain meshes for four processors are
shown in Figure 6. Parallel efficiency measurements give values higher than 85%. In addition, it
is worth noting that the two-processor solution results show that a serial solution of this problem
using two subdomains would be faster than the normal process. This is due to the fact that the
cost of the employed serial Delaunay triangulation algorithm is approximately proportionate to
n log(n), where n is the number of points. Therefore, the total time required for the triangulation
of the two overlapping subdomains in serial turns out to be less than the time required for the
triangulation of the full problem. However, gains from using multi-subdomain solutions in serial
processing are clearly limited.
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6. CONCLUSION
The efficiency of parallel Delaunay triangulation algorithms is usually restricted from considerable
interprocessor communication requirements or serialized computation costs. In this paper, we
have proposed a method with minimum communication requirements, taking advantage of prior
information regarding maximum element circumspheres. Our approach is directly applicable to
iterative methods like the PFEM, where maximum element circumsphere diameters can be sharply
bounded from previous iteration information. Achieved parallel efficiencies are high, because of
small communication requirements and few serialized parts in the proposed algorithm.
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