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Abst rac t - -When solving problems in such areas as image processing, computer vision, and com- 
putational geometry, within a parallel architecture, the mesh structure often stands out as a natural 
choice. In this paper, we analyze a scalable measurement of the average distance between two 
arbitrary but fixed processors in a network structure, which is useful in providing a more global char- 
acterization of its data transmission behavior. In particular, we provide a closed-form expression for 
the average distance between two processors in the case of a traditional mesh. For a more complex 
case, where a traditional mesh is augmented with some additional diagonal links, after providing 
a telling expression for the average distance between its two processors, we prove that this latter 
expression cannot be represented in a closed-form format, with respect o a fairly general class of 
"standard operations", namely, the class of the hypergeometric terms. 
Besides uggesting another global measurement of the communication behavior for general com- 
puter networks, and deriving concrete results for some "popular" mesh structures, this paper 
provides both positive and negative results regarding the derivation of closed-form expressions 
for combinatorial quantities, thus, is also theoretically interesting. We also believe that some 
of the general techniques used in this paper should be applicable lsewhere when closed-form ex- 
pression eeds to be derived, or its existence is in question. © 2002 Elsevier Science Ltd. All rights 
reserved. 
1. INTRODUCTION 
When solving prob lems falling into such areas as image processing, computer  vision and graphics,  
and computat iona l  geometry,  w i th  a parallel architecture,  the mesh s t ructure  1, i.e., a 2-D array 
1In this paper, terms uch as network structure, network, structure, and graph will be used interchangeably. The 
terms of processors and nodes will also be used interchangeably. 
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of processors, often stands out as a natural choice for the problem representation [1], mainly be- 
cause of its topological regularity, and the existence of many equal-length multiple paths between 
any pair of its nodes. On the other hand, implemented in VLSI, mesh structures, augmented 
in various ways, are also used as the interconnection network in modern parallel computer ar- 
chitectures, e.g., in NASA Finite Element Machine [3], in the DAP family of computers [4], and 
more recently, in Intel Delta, Intel Paragon, and CRAY [5]. General discussion about the mesh 
structures, and analysis of many mesh-based work efficient parallel algorithms, including various 
graph algorithms, sorting, convolution, computational geometry related ones, etc., can be found 
in [6,7]. Examples of more specific, mesh related, research results can be found, e.g., in [8-12]. 
In a mesh-connected computer, just as in any computer with a distributed memory architecture, 
we often have to pass messages among, perhaps far apart, processors in solving such problems as 
the leftmost-one problem in which we try to determine the position of the leftmost 1, if any, in 
each row of the mesh [11], or in the load balancing problem in which we try to balance the work 
load for each node in the network [5,13]. Evidently, the basis of such data transmission is to send 
packets between any arbitrary but fixed pair of processors in the network structure. This is done 
via a routing algorithm. 
When sending a data flow i through a certain path p with rate r, which is bounded by the 
minimum residual bandwidth of all the edges along p, then Di(p,r), the upper bound of the 
associated end-to-end elay, can be expressed as follows [14]: 
Di(p, r) a~ + n(p). c ~ = + dr, (1) 
r IEp 
where a ~, c i, n(p), and dl, refer to the burst, the maximal packet size, the number of edges of p, 
and the constant delay of the edge l, respectively. The first summand of equation (1) refers to 
the dynamic behavior of a network, which has been widely studied, more recently in [8,14,15] 
and others, following both analytical and simulation approaches. In this paper, we focus on the 
second summand, which tells the static half of the story [12], and is referred to as the unloaded 
latency in literature [5, Section 10.5.1]. Generally speaking, dl varies with l, a specific edge 
[5, p. 766], but, in a local environment, it is appropriate to assume that all dts are identical 
[14, Section II.C]. Thus, in the rest of this paper, we make the assumption that for all l, dt = 1, 
which effectively turns the above second summand into a function of the hop counts. 
To meet he needs of such QoS requirements a guaranteed minimum bandwidth and maximum 
end-to-end elay [8,14,15], it is only natural for the routing algorithm to look for a "widest 
and shortest path", namely, a path with maximum residual capacity, and minimum hop count, 
between the involved nodes. As a matter of fact, this is almost always the approach a traditional 
static routing algorithm follows [16]. Hence, when measuring the global behavior of the relevant 
routing algorithms, or, more generally, that of the involved network structure, people often use 
such measurement of the diameter of the network, defined as the maximum distance between any 
pair of processors in the network [6,17]. Expressed as a function of the network size, e.g., n, the 
number of nodes contained in the network, this latter quantity of diameter is certainly topology 
dependent. For example, the diameter of a ring, a two-dimensional wrap-around mesh, and a 
hypercube network, all with n processors, is O(n/2), O(x/~,  and O(logn), [6,7], respectively. 
However, since it characterizes the shortest path between two/arthest apart processors in the 
network, the diameter of a network, not surprisingly, "is sometimes an overly optimistic lower 
bound for certain problems and machine models" [7, p. 5]. More specifically, because of the 
increasingly heavy traffic, inherently limited bandwidth, and on a positive side, the existence of 
other communication paths between processors, it is unavoidable that nonminimal paths will be 
returned, particularly, by an adaptive routing algorithm [16], or a hybrid routing algorithm [18], 
for a pair of processors in question. Presumably, if the longest path is the only one available, 
it will have to be used. Thus, there is a need to use a more global quantity to measure the 
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communication distance, other than the length of the shortest path between two processors, or the 
diameter in the case of the whole network. Inspired by some of the more sophisticated measuring 
results, such as the average time complexities, in the area of algorithm analysis [19], and related 
ones in the graph theory area [20], we now suggest using the average distance between any two 
farthest apart processors in the network as another, and a more global, measurement of the data 
transfer capability of a network structure. Conceptually, this just suggested characterization is 
a special case of the following general notion of the average distance between two arbitrary but 
fixed processors in a network structure. 
DEFINITION 1.1. Let Sn be a structure where n denotes its size, and let a and b be two arbitrary 
but fixed nodes in Sn. By Ns,, (a, b) and P~ (a, b), we mean the total number of simple paths 2
between a and b, and the sum of the length of all those paths in Sn, respectively. Finally, by 
Avgs,,(a, b), the average distance between a and b in Sn, we mean the average length of the simple 
paths between a and b in Sn, i.e., 
Ps,,'(a,b) 
Avgs,  (a, b) = Ys,, (a, b------~)" 
While this concept of the average distance between two processors is mainly defined for the 
case of an interconnection network within a parallel architecture, it is also applicable for most of 
the local area networks. 
In the unicast case, this notion of average distance characterizes the average time it takes to 
send a packet between two arbitrary but fixed processors in the network, and in the multicast case, 
and more specifically, in the broadcast case, it reflects the average time it takes to send a packet 
from one processor to a group of processors in the obvious way, and will be further discussed in 
a later section. There is also a related notion, i.e., the average diameter of a network structure, 3 
which is defined as the average distance between any arbitrary pair of processors in a network, 
thus characterizing the data transmission ability of the whole network, rather than that of the 
local area where two specific processors are located. We have sir~ce derived the average diameter 
for the general class of linear structures, namely, binary and general tree structures in [25], and 
we have also discussed the average diameters of nonlinear structures, such as ring topology, fully 
connected topology, etc., and their estimations in [26]. But, when studying the unicast and/or 
multicast ransmission behaviors, the notion of the average distance becomes more appropriate, 
since in those cases, we have to deal with two arbitrary but fixed processors. 
Now, we address everal possible applications of this notion of the average distance between two 
vertices in network analysis and practice. One of the fundamental goals of QoS routing is to find 
an "optimal" routing path at a reasonable cost. This asks for ways of modeling the network with 
another one with fewer nodes. As an example, the PNNI standard [27] provides everal different 
ways to aggregate an entire network into a single node. This aggregation greatly reduces the 
number of nodes at a certain virtual level, thus cutting the amount of inter-node communication, 
together with the associated analysis. However, such an aggregated node certainly takes time 
and resources during data transmission. Both notions of the average distance and the average 
diameter of a network, as pointed out earlier, will more faithfully characterize the communication 
behavior of a virtual node that corresponds to an associated aggregated network. 
2A simple path contains only distinct nodes. The inclusion of other paths, thus allowing the possibility of sending 
messages using nontrivial circuit(s), is not only nonintuitive in terms of computer communication, but also rather 
a doomed one in terms of formal analysis, since, by and large, the theoretical graph theory problem of calculating 
the number of circuits and their lengths in an arbitrary graph is still widely open [21, Section 7 I. Incidentally, all 
notions in the area of graph theory which are not defined in this paper can be found in, e.g., [21]. 
SWe notice that this notion of the average diameter of a network, which we initially defined in [22], and then 
further investigated in [23-26], is also referred to as the average distance in [5]. This notion of average distance is 
also studied by the graph theoreticians in a more general and formal setting [20]. 
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Another possible application of this notion of the average distance is to characterize the 
communication behavior of multicasting. With the wide spread of internet technology, 
people have been paying more attention to the multicast communication. Multicast is defined as 
"sending data from one to many recipients, or many to many recipients" [28]. But, conceptually, 
multicast is clearly based on unicast, i.e., the communication between two arbitrary but fixed 
processors in the associated network [29]. (We also observe that broadcast, where a message is 
sent to every processor in the network, is a special case of multicast.) With the membership 
flexibility of multicasting, it is certainly desirable to use a more global measurement to charac- 
terize the communication behavior of the underlying network. The notion of average distance fits 
this need particularly well. An example related to this application will be given in the next 
section. 
Finally, when sending a packet from one processor to another, network protocol usually as- 
sociates it with an age, and during the transmission, every time it is routed to the next node, 
its age will be decremented by one, until either it reaches its destination, or the age becomes 0, 
and, in this latter case, the packet will be discarded. The IPX protocol assigns a constant of 15 
as the initial value for age [30]. Another example of similar nature is the time to live value, 
contained in the IP header. Apparently, these notions are closely associated with the average 
distance a message has to travel before reaching its destination. Clearly, a constant cannot fit 
all circumstances, while, as the average length of a path between those two processors, the as- 
sociated average distance, or a certain multiple of it, provides an ideal candidate for the initial 
values assigned to these sorts of quantities. 
In this paper, we mainly address the issues involved with calculating the average distance 
between processors in a network structure. In terms of graph theory, a general strategy to derive 
the average distance between two arbitrary but fixed nodes in a network is to apply combinatorial 
and other techniques to count the total number of simple paths between those two nodes in the 
associated graph, calculate the sum of their lengths, and then divide the latter by the former. 
When dealing with nonlinear structures, from a technical perspective, it is difficult to directly 
apply the above general definitioh, since there potentially exist many simple paths between two 
processors in those cases, which complicates the involved combinatorial nalysis. On the other 
hand, from a practical point of view, the inclusion of all the simple paths is not necessary. For 
example, as we observed before, people often only use the shortest paths to transmit messages. 
Thus, when dealing with the nonlinear case, it makes ense for us to only consider those "effective 
paths" that will effectively direct data packets toward their destination. We will define and study 
such a class of effective paths for the mesh structures later in the paper. To further alleviate the 
technical difficulty, recently, several computer aided analytical tools have emerged, such as various 
computer algebra systems: Maple [31], Mathematica [32], etc., as well as a whole collection of 
algorithms recently developed for simplifying expressions involved with sums [33]. Although they 
could not possibly provide complete answers to many of the analytical problems, mainly because 
of the fundamental incompleteness result achieved by God~l [34], they are certainly helpful in our 
investigation. In this paper, we will show the benefits of using such tools in deriving closed-form 
expressions of the average distance for the mesh structures. As a novel result, we will also prove 
that certain combinatorial quantity could not be expressed in a closed form, relative to a fairly 
large collection of basic operations. 
The rest of this paper proceeds as follows. In the next section, we will define and study 
the notion of the average distance, and its extension in the broadcast case, in the setting of a 
traditional mesh structure, in which each processor has four ports. In Section 3, we will discuss 
the above in the case of an augmented mesh structure, and provide a rather inspiring solution 
to the resulted recurrence relations. In Section 4, we will demonstrate he unexpressiveness of 
the average distance in closed forms with respect o quite large a class of "standard operations". 
Section 5 concludes this paper. 
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2. THE AVERAGE D ISTANCE IN  A TRADIT IONAL MESH 
We begin the study with a traditional m × n mesh structure, m, n > 1. 4 The topological 
structure of such a system is shown in Figure 1, in which each processor, Pi,#, except hose in the 
boundary rows and columns, is connected to four other processors, those immediately to its left 
and right, and those below and above. Those 2(m ÷ n - 2) boundary processors are connected 
to only two, or three, other processors. We call this structure M4(m, n) throughout his paper. 
Wi thout  loss of generality, let us denote an arbitrary but fixed processor by its coordinate in the 
abovem×ngr id , ( i , j ) , l< i<m, l< j<n.  
1 2 3 
1 
3{}- - -{}- -4  }- -q 
n 
D 
Figure 1. A traditional mesh. 
To efficiently send a packet from a node, ( i l , j l ) ,  to another, (i2,j2), it is natural  to require 
that  a routing algorithm actively reduce, e.g., the associated Manhattan distance, 5 between the 
current location of the packet and its destination, so that packets can move forward in the 
direction of their destination. It is also clear that we only need to consider the case of i2 :> i l  
and j2 :> j l .  Results for the other cases will follow immediately. 
DEFINITION 2.1. Let ( i l , j l ) ,  and (i2,J2), 1 < il ~_ i2 ~_ m, 1 < j l  ~_ J2 ~- n, be two nodes in 
M4(m,n) .  Then the effective distance de(( i l , j l ) ,  (i2,j2)), between ( i l , j l ) ,  and (i2,j2), is defined 
to be (i2 - i l) + (j2 - j l) .  
I t  is easy to see that,  when applied in a tradit ional mesh structure, an effective routing algorithm 
shall only use links that  either lead to the east, or the south, of the current processor. For example, 
when one tries to send a packet from the top-left corner to the bottom-right one, and has reached 
( i l , j l ) ,  the effective distance to the destination is (m - i l )  ÷ (n - j l ) -  To continue the routing, 
if the algorithm selects the link that leads to the south and sends the message to that  node, the 
effective distance of the remaining segment will be reduced to (m - i l )  ÷ (n - j l )  - 1, namely, 
one Link shorter than the original one. On the other hand, if the north link is used, the effective 
distance of the remaining segment will be increased to (m - i l )  + (n - j l )  ÷ 1, i.e., one link longer 
than the original one. The discussion of the other cases is similar. As a result, we call such a 
path, i.e., the concatenation of those links selected by an effective routing algorithm, an effective 
path. In general, there exist many such "zigzag" paths between two nodes in a mesh structure. 
4While many of the mesh structures used in practice are squares, exceptions do exist. For example, the intercon- 
nection structure adopted for Intel Paragon with 64 nodes is arranged as a 16 × 4 mesh [5, p. 771]. 
SThe following definition of the Manhattan distance will appear in ]35]: "Manhattan distance is defined as the 
distance between two points measured along axes at right angles. In a plane with Pl at (xl, yl) and P2 at (x2, y2), 
it is Ix1 -x2[ -F-lYl -Y21." Originally written by an NIST employee [36], this notion has been existing in the public 
domain for quite some time, and is used under various names, e.g., it is referred to, in [37], as the communication 
distance between two processors. But, of course, this notion is simply a special case of the common distance 
measures, i.e., lp metrics [7, p. 131]. 
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We notice that those paths are always simple, and, in this case, actually constitute the shortest 
ones. 
In deriving the average distance between (1, 1) and (m,n), by observing that the length of 
every effective path between those two nodes is m + n - 2, we immediately have the following 
lemma. 
LEMMA 2.1. Let M4(m,n) be a traditional mesh. Then, 
AVgM4 (m, n)m + n -- 2. 
It is not an oversight hat we exclude the source nodes in the above average distance result. 
This average distance result is independent of the locations of the involved processors. No matter 
where a pair of processors are located, we can always apply the above analytical result to find 
out the average distance between them, after applying a simple linear coordinate transformation. 
For example, the average distance between (2, 3) and (8,12) is the stone as that between (1, 1) 
and (7, 10). We can use this just derived average distance result to find out other measurements 
of a more global nature as well, without too much overhead. For example, when we multicast 
from any processor (io,jo) to a group of other processors, we can easily find out the average path 
length of such a multicast, by, for every node in the group, applying a simple adjustment to the 
coordinates, using the above formula, and finally taking the mean on all the average distances 
so calculated. In this sense, this measurement is scalable. Therefore, all the results that have 
been, or will be, obtained in this paper, although aiming at the two farthest apart processors, are 
actually general ones, in light of this coordinate transformation. 
The derivation of the average distance for the traditional mesh is trivial. However, since similar 
results for the average distance cannot be so easily derived for more sophisticated structures, we 
will present a more general, combinatorial, process to derive, respectively, the number of all such 
effective paths, and their total length. This will set the stage for making analysis in a more 
complicated structure later in the paper. Moreover, the two aforementioned quantities will also 
be further utilized in a separate xample. 
Now, we describe this general process in full. For Ma(m,n), let NM4(m,n) denote the total 
number of e~fective paths between (1,1) and (re, n), and let PM,(m,n) denote the sum of the 
length of those paths. Since any effective path from (1, 1) to (m,n) will either go east via the 
edge ((1, 1), (1,2)), then followed by an effective path from (1, 2) to (m,n), or go south via 
the edge ((1, 1), (2, 1)), then followed by an effective path from (2,1) to (m,n), the following 
recurrence relation for NMa (m, n) is immediate: 
= / 1, 
NM4(m,n) 
[ NM4(m -- 1, n) -b NM4(m, n -- 1), 
m >_ l and n = l, or 
n>landm=l ,  
otherwise. 
When either m -- 1 or n -- 1, the mesh structure degenerates into a linear list, and it is trivial 
to derive PM4(m,n) in this case. When m,n > 2, let us consider the case that the first edge 
goes east to (1, 2). As aforementioned, every effective path from (1, 1) to (m, n) via (1,2) can be 
regarded as consisting of the edge from (1,1) to (1, 2) and an effective path from (1, 2) to (ra, n). 
After applying a simple coordinate adjustment, it is easy to see that the total length of all the 
effective paths from (1, 2) to (m, n) is the same as that of all the effective paths from (1, 1) to 
(m, n - 1), i.e., PM4 (m, n -- 1). With respect o the contribution of the first edge, we observe that 
for every effective path from (1, 2) to (m, n), the first edge, ((1, 1), (1, 2)), contributes a 1 to the 
length of the corresponding effective path from (1, 1) to (m, n). Hence, the first edge contributes 
NM4 (m, n -- 1) to the total. 
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The analysis of the other half is exactly the same. Therefore, we have the following complete 
recurrence relation for PM4 (m, n): 
• {m- l ,  m_> landn= 1, 
PM4 (m, n) = n -- 1, n >_ 1 and m = 1, 
PM4(m - 1,n) + PM4(m,n- 1) + Np(m,n), otherwise. 
By applying the well-known generating function technique [38, Section 7], we find that for all 
m, rt _~ 2, 
NM4(m'n)=(m:  n-2)-I , and 
PM, (m,n)=(m+n- -2 ) (m+n-2)  
n--1 
Dividing PM4(m, n) by NM4(m, n), we have that the average distance between (1, 1) and (m, n) 
in M4(m,n) is m + n - 2, which confirms the result as stated in Lemma 2.1. 
To conclude this section, we now calculate the average broadcast distance in M4(m, n). Defined 
as the total sum of the length of all the effective paths from (1, 1) to any other processor in the 
mesh divided by the total number of such paths, this notion is interesting, since it gives the 
average distance of any broadcast performed along the effective paths from (1, 1) to all the other 
processors in M4(m, n). For instance, the usual mesh broadcasting algorithm of applying row 
rotations, followed by applying column rotations [7, Section 2.4.3], is clearly an example of 
such broadcasting methodology. For more discussion about this concept of average broadcasting 
distance, readers are referred to [39]. We notice that the maximum broadcast distance via effective 
paths in such a structure is simply m + n - 2. 
Making use of the two just derived quantities, we have the following: 6
j - 1 Numl(m,  n) BM ( ) l<i<rn,l<j'~n 
Avg 4 m, n = . . . .  = 
( i+ j -2 )  Den l (m,n)"  
E j -1  l<_i~m,l<j~_n 
Below are two well-known combinatorial results related to binomial coefficients, whose deriva- 
tions can be found, e.g., in [38, equations (5.9),(5.10)] 
] (2) 
k<n k / 
and 
(m k ) / n+l  ) 
Z = \m+ 1 " (3) 
0<k<n 
Now, the following should be straightforward: 
Den l (m,n)  = E ( i+ J12)  ( ( i + j - 2 ) )  
n-1  -1 .  
O_<i_<m 
6Technically speaking, the lower bounds of both summations in the above expression should be adjusted so that 
the case of i ---- j = 1 is excluded. This is not done because this adjustment will cause unnecessary complication 
since, when i = j ---- 1, the numerator becomes 0, while the denominator becomes 1. Thus, the associated term 
has no impact on the final result. 
7Notice that, by definition, e.g., [38, equation (5.1)], when n < 0, (n m) = 0. Hence, we can replace the range 
O~_j <_n- l with j ~_n-1, 
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Moreover, 
Numl(m,n)= E (i+j-2)( i+j-2)j-1 =- E E (i+j)('~)' 3 
l< i<m,  l<j<n O<i<m-10<_j~_n-1 
= z z ,('+')+ z 
0<i<m-X 0<j<n-1  J J . . . .  0<i_<rn--10<_j<_n-1 
O<i<rn--1 O<j<_n-1 J i _ _ O<j<n--I O~i~_m--1 
=I1 +/'2. 
(4) 
Now, 
I 1 = 
o<i<m-1 0<j<n-1 J j = E i \n_ l ] .  . . . .  O<i<m--1 j<n--À 0<_i_<rn- 1
By substituting r with i + n + 1, and k with n, in the following absorption identity [38, equation 
(5.6)1: 
k( ; )  =r ( ; -11) ,  
we can eventually derive that 
k (i-d-n) (/+n-l-X) (i+n) i _n_ l  v=vn - (n+l )  . n \n -1  
Hence, 
I lV  = v E 
0<i<m-1  
[ (i+n+l) (i+n~] 
n - (n + 1) = nI4 - (n + 1)/5, n \n - l J ]  
where, mainly because of equation (3), we have that 
14= E ( i+n+l )=( rn+n+l )n  \ n+l -1, 
0<i<m--1 
and similarly, 
= i+n = (m n _ E \n - l )  +n) 1. 
O<i<_m--1 
Further analysis hows that 
I I=(m:n)  [run-(m+1)] 
Because of symmetry, 
i ~n~ 1)j 1 + 1. 
Combining the above two equations together, by equation (4), we conclude that 
m + n~ [(m + n)(mn- 2) - 2] + 2(m + 1)(n + 1) 
Numl (m, n) = n / 
(m+ 1)(n+ 1) 
Thus, we have the following result. 
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Figure 2. The average broadcast distance in the traditional case. 
THEOREM 2.1. Let M4(m,n) be a traditional m x n mesh, m,n >_ 1. Then 
Avg~4 (m, n) = ( re :n ) [ (m+n)(mn-2) -2 ]+2(m+l ) (n+l )  
( (m:n) - l ) (m+l ) (n+l )  
Figure 2 provides a plotting of the above quantity. 
Furthermore, by applying Sterling's formula related to factorial [38, Section 4.4], it is easy to 
see that (m+, )  = f~(2min{m,n}). Hence, we have the following result. 
n 
COROLLARY 2.1. Let M4(m,n) be a traditional m x n mesh, m,n >> 1. 
(m + n)(mn - 2) - 2 
Avg,4  (m , n) ~ (m + 1)(n + 1) (5) 
Thus, when both m and n are reasonably large, we can use the above approximation as a 
rather faithful one s of the average broadcast distance in M4(m, n). 
Finally, the specific case of m -- n is interesting, since most of the mesh structures we work 
in reality are squares. It is clear that the diameter, hence, the maximum broadcast distance, of 
such a square mesh is simply 2n - 2. Meanwhile, by equation (5), the average broadcast distance 
in this structure, when n is reasonably large, is approximately 2n - 4. 
3. THE AVERAGE D ISTANCE IN AN 
AUGMENTED MESH STRUCTURE 
One of the drawbacks of the traditional mesh structures is that its diameter is relatively large. 
Indeed, as we have seen, for a traditional m × n mesh, its diameter is a linear function of its 
size. This is significantly larger than that of other often used networks, e.g., hypercube and its 
many cousins, whose diameter is only logarithm of its size. One way to solve this problem is to 
introduce various types of bus systems [3,11]. It was also suggested that, in a mesh structure, 
"communication may be augmented by providing additional diagonal links . . . "  [7,40,41]. Among 
other applications, this augmented structure is useful in solving computational geometry prob- 
lems, e.g., in deciding if a set of black pixels could have arisen as the digitization of a straight line 
segment [7, Section 5.5.2]. We began the study of this augmented mesh structure, referred to as 
Ms(m, n) throughout this paper, in [12,21]. In this section, after a brief review of the previously 
obtained results, we will proceed to look for closed-form expressions for the relevant quantities. 
8Another approximation of'AvgBM4 (m, n) is simply m + n. But, it is really a coarse one: it is actually greater than 
the aforementioned maximum broadcast distance of m + n - 2. 
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Figure 3. An augmented mesh structure. 
Figure 3 shows the essential topology of such an augmented mesh structure. Besides the usual 
links in the traditional mesh, this augmented mesh structure is also equipped with the diagonal 
ones. Thus, each and every processor in such a structure, except hose located in the boundaries, 
is now connected to eight immediate neighbors. 
We notice again that, because of the symmetry, we only need to consider the case of sending 
packages from the top-left corner to the bottom-right one, as we did in the previous case. We 
also notice that if we allow a routing algorithm to select the southeast link, besides the south and 
the east ones, when sending messages forward, then the same notions of effective algorithms and 
effective paths carry through for this augmented structure. It is easy to see that the selection 
of either the east, south, or the southeast link will enable the routing algorithm to decrease the 
Manhattan distance between the current location of the packet and its distance by at least one; 
and the selection of either the west, north, or the northwest link will increase the distance by at 
least one. Finally, if either the southwest or the northeast link is allowed to be chosen, then the 
distance will stay the same. However, this latter possibility will not only violate the definition of 
being an effective algorithm, since it does not lead to an active reduction of the distance between 
the current location of the packet and its destination; but may also lead to some potentially quite 
time consuming communication paths. For example, in a square mesh, after reaching (1, n), we 
would allow the packet to be sent to (n, 1), using the southwest links, then possibly sent back to 
(1, n) via the northeast links, before forwarding it to (n, n). As a matter of fact, we would even 
have to allow a package to be sent back and forth between those two vertices repeatedly, before 
it is sent to (n, n). Such a path is clearly not an effective one as we know it. Thus, we do not 
allow these links to be chosen when sending a packet from (1, 1) to (m, n). 
Clearly, the shortest effective path from (1,1) to (i,j), 2 < i < m, 2 < j < n, goes along the 
major diagonal to (min{i, j}, min(i, j}), then goes through a straight line to the final destination, 
with its total length being max{i, j} - 1. Thus, this augmented mesh structure cuts the diameter 
of an m x n mesh to max(m, n} - 1. More specifically, for a square mesh, when m = n, the 
diameter is cut from 2n - 2 to n - 1, i.e., a 50% cut at the cost of almost doubling the number of 
links. 9 Besides this shortest path, there are quite a few other effective paths going from (1, 1) to 
(m, n), among which the longest one, using none of the diagonal links, has the length of m + n -  2. 
Thus, the length of an effective path from (1,1) to (m, n) could be as short as max(m, n} - 1, 
and as long as m + n - 2. The notion of the average distance from (1,1) to (m,n) takes into 
account all of those effective paths in characterizing the average time of such a data transmission. 
To derive the corresponding recurrence relations, as we noticed earlier, in the case of Ms(m, n), 
every effective path from (1, 1) to (m, n) leads to either south, east, or southeast. Although most 
of those paths are no longer the shortest ones, they compromise the ideal choice of the aforemen- 
9It is easy to see that the number of links for the traditional and augmented mesh structure with n x n processors 
are 2n 2 - 2n and 4n 2 - 6n + 2, respectively. 
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tioned shortest paths between the involved processors, and their unavailability in practice because 
of such factors as inherently limited bandwidth, ever decreasing residual capacity, network con- 
gestion, and/0r the unavoidable xistence of faulty nodes. Arguments imilar to those that led 
to the recurrence relations in the traditional case immediately lead to the following relations for 
the augmented case: 
1, m_>l  andn=l ,  or 
n> l andm=l ,  
YMa(m'n) = gMa(m -- 1,n) + NMs(m,n -- 1)+ (6) 
NMa(m - 1, n -  1), otherwise. 
Also, 
{m- l ,  m_> 1 andn=l ,  
n - l ,  n>_ landm=l ,  
PMa(m'n) PMs(m -- 1,n) 3c PMs(m,.n -- 1)+ (7) 
PMs (m -- 1, n -- 1) + Np(m, n), otherwise. 
As an example, let us find out NMa(m, 2) and PMs(m, 2), m > 1. By directly applying 
equations (6) and (7), we observe the following results: for all m > 1, 
NMa(m, 2) = gMa(m-- 1,2) + NMs(m, 1) + NMa(m-- 1,1) 
= NMs(m -- 1, 2) + 2 = NMs(m -- 2, 2) + 2 .2  
(s) 
= NMa(1 ,2)+2(m- -  1) = i +2(m- -  1) 
= 2m-  1. 
PMs (m, 2) = PMs (m -- 1, 2) + PMs (m, 1) + PMs (m -- 1, 1) + NM8 (m, 2) 
= PM (m - -  1,2)  + - 1) + -- 2) + (2m - 1) 
= PMs(m -- 2,2) + [(m -- 2) + (m - 1)]+[(m - 3) + (m - 2)]+[(2m - 3) + (2m - 1)] 
: (9) 
m-- I  rn--2 m 
=PM,(1,2)+ Ek+ Ek+2Ek- (m-1)  
k=l  k~0 k---2 
2 + 2 + 2 1 - (m - 1) 
= (m - 1) 2 + m 2. 
The above observed results can be proved by using a straightforward inductive argument. 
Let us check out the above results for their consistency with the reality in some simple cases. 
The case of m -- 1 is immediate. For the case of m = 2, when we have a 2 x 2 mesh there are three 
effective paths from (1, 1) to (2, 2): {(1, 1), (1, 2), (2, 2)}, {(1,1), (2, 1), (2, 2)}, and {(1, 1), (2, 2)}. 
Also, the length of the first two paths is 2, and that of the last one is 1. Hence, the total length 
of these three paths is 5. These facts are certainly consistent with the results calculated by using 
equations (8) and (9). 
In general, by applying the generating function, and other combinatorial techniques, we have 
also obtained the following results in [12], for Ms(m, n): for m, n >_ 2, 
n--1 
NMa(m'n)=E(m;1) (  m+n-k-2)m-1 (10, 
k=0 
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and 
PMs(m'n)=(m--1)(m----~) +~[(m;1)  n- - - : - - - ' :  2)j .]  (II) 
Compared  to the tradit ional  mesh case, those expressions as shown in equat ions (10) and (11) 
are signif icantly more complicated, and thus, more difficult to be further simplified, l° Apply ing 
Maple to the r ight-hand side of equat ion (10), we obtain the following: 
NMs(m'n)=(m: : - -2 )  
-- (mn l )  (:-2)F(l'-m+n+l;n+l'-m+2;-1)'-I 
where both F(-m + 1, -n + 1; -m - n + 2; -1 )  and F(1 ,  1 , -m + n + 1;n + 1, -m + 2; -1 )  are 
examples of hypergeometric series, and will be discussed in the next  section. 
r )  = 0. (Intuitively, 11 there is no way We observe that,  for any natural  numbers k > r _> 0, (k 
to pick k objects out  of r objects, if k is more than r.) 
Assume that  m > n, i.e., m > n+l, so -re+n+1 < O. Then F(1 ,  1, -m+n+l; n+l, -m+2; -1 )  
will e ither be 0, or become a finite sequence. 12 Thus, when m > n, this hypergeometr ic  series 
always evaluates to a finite number.  
Since m - 1 > m - 2 > 0, by our assumption, the above discussion leads to the following result: 
m n-2)F l (m,n)  'gMs (m, n) = : - 1 
where F l (m,  n) denotes F ( -m + 1, -n  + 1; -m - n + 2; -1 ) ,  m, n > 1. F igure 4 plots the number  
of effective paths in the case of the augmented meshes. 
5e+07: 
4e+07~ 
3e~07~ 
2e+07 
I e+07 10 
n 8 _~,-._ I . /  14 
1~;15 
Figure 4. The number of paths from pl,1 to prn,n in an augmented mesh. 
loobserving Table 169 in [38, p. 169], it seems that an additional factor of (-1) k is needed to make both quantities 
expressible in a single binomial coefficient. 
11A more rigorous argument is as follows. Since k > 0, by definition, e.g., [38, equation (5.1)], 
(rk) = --r~k, = r(r-1)...(r-kk, +1) 
By the assumption k >r  >0,  thus, k !~0,  andk-  1 >r  >0,  i.e.,r >0,  andr -k+l  <0. If e i ther r=0or  
r -k  + 1 = 0, the result is immediate. Otherwise, r > 0, and r - k + 1 < 0, then exactly one item in the sequence 
of consecutive integers, going from the positive range to the negative, must be 0. 
:2An upper parameter of a hypergeometric series, such as -m + n + 1, if negative, will turn the series into a finite 
one [38, p. 206]. On the other hand, if such a parameter is 0, then, by definition, the series equals to zero, as well. 
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Similarly, with the help of Maple, we eventually obtain that 
PMs(m,n) = (m - 1) 
m-1 re+n-  
m- 1)  P(m) m-  1 
n -1  +F(n)F (m-n)n -m 
2)Fl(m,n) - (m - 1)(n - 1) F2(m,n) ]
re+n-2  
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(12) 
where F2(m,n) denotes F( -n  + 2 , -m + 
function is defined, e.g., in [38, p. 211], as follows: for any complex number z, 
F(z + 1) = z!, 
7r 
r(z)  = ( -z ) !  sin(rrz)" 
We notice that the F function is undefined at 0. 
To simplify PM8 (m, n), we observe that, again, when m > n, 
r (m)  m-  1 (m-  1)! m- 1 (m- .n ) (m-  1)! m-  1 
r (n ) r (m-  n) n -  m ( n -  1 ) ! (m-  n -  1)! n -  m ( n -  1 ) ! (m-  n)! n -  m 
- - - - (m-n) (m- - : )  m-1  (m- i )  (m- : )  
n- -m n-  
Therefore, assuming that m > n _> 2, we have the following rather symmetric results: 
PMs(m,n)= (m+n- -2 )  [ ( (Tr~---~)-.-~_21)Fa(m,n)] m-1  m+n-2)F l (m,n) -  
and 
AVgMs(m,n ) = m +n -- 2 -- (m -- 1)(n -- 1) F2(m,n) 
m + n -  2 Fl(m,n)" (13) 
Notice that equation (13) also holds for n -- 1, if we extend the range of F2 by defining 
F2(m, 1) = 0, m _> 1. The resulting value of AVgMs(m , 1), m - 1, will indeed coincide with the 
result of directly applying the respective base cases of equations (6) and (7). 
Moreover, because of the symmetry of a mesh structure, it is immediate that for all n > m > 1, 
AVgMs (m, n) = AVgMs (n, m). (14) 
Finally, we consider the case when m = n, n >_ 1. Since equation (12) is apparently undefined 
when m = n, we go back to equations (10) and (11), and set m = n to obtain the following: 
n--1 
NMs(n'n)=~- '~(n- -1)  ( n--1 
k=O 
and 
rl--2 
PMs(n,n) = (n--1)+ ~'~ [ (n - -1 )  (2n -2 -k )  n (2n-2 -k ) ]  
k=O k n n---'i T'k "~ J" 
With the help of Maple, we eventually obtain that, for all n > 1, 
NMs(n,n) = ( 2n -- 2 ~ FI(n,n). 
\n - l ]  
Also, for all n >_ 1, 
PMs(n' n) = ln  ( 2n -- 2 ) ( 4Fl (n' n) - F2(n' n) ) 
2; -m - n + 3 ; -1) ,  m, n > 2, and the well-known F 
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Therefore, 
AVgMs(n,n ) = 2(n - 1) n - 1 F2(n,n) 
2 FI(n,n)" (15) 
Comparing the above with equation (13), we observe that AVgMs(n ,n) is indeed a special case 
of AVgMs(m,n), m > n > 1, when setting m = n, as somehow expected. We do notice that 
equation (13) is undefined when m = n = 1, which, however, can be easily handled with the help 
of the original definitions, as given in equations (6) and (7). 
Therefore, combining equations (13)-(15), we have the following final result. 
THEOREM 3.1. Let Ms(m,n)  be an augmented mesh of m x n nodes, m,n  >_ 1. 
1. AVgMs (1, 1) = 0. 
2, For ali m > n > 1, except m = n = 1, 
AVgMs(m,n ) = m + n -- 2 -- (m -- 1)(n -- 1) F2(m,n) 
m + n -  2 F l (m,n)"  
3. For all n > m >_ l, 
AVgM8 (m, n) = AVgM8 (n, m). 
It is certainly a good idea to check out these results. When n = 1, the case of m -- 1 is 
immediate, and checks out with equations (6) and (7). For all m >_ 2, using the expression 
for F l (m,n) ,  m,n  > 1, as to be given in equation (20), we have that F l (m,  1) -- 1. Although 
F2(m, n) is only defined for m, n > 2, we have extended its definition so that F2(m, 1) -- 0, for 
m > 1, right after equation (13). Thus, by Case 2 of Theorem 3.1, for all m > 2, 
AvgM8 (m, 1) ---- m -- 1. (16) 
When n = 2, again, using the expression for Fl(m, n), as to be given in equation (20), we have 
that  for all m _> 1, 
m--l)  ( I k ) (  0 + ) 
(o) (:) 
m-1 2m-1  
= l + - - = - -  
m m 
Similarly, 
F2(m, 2) ---- 1. 
Therefore, by Case 2 of Theorem 3.1, for all m > 2, 
m - 1 F2(m, 2) 
AVgM8 (m, 2) ---- m -- - -  - -  
m F1 (m, 2) 
(m - 1) 2 + m 2 
2m - 1 
~m 
m-1 m 
m 2m-  1 
For the case of m = 1, by Case 3 of Theorem 3.1 and equation (16), we have that 
AvgMs(1,2 ) ---- AVgMs(2 , 1) ---- 1. 
The above results are certainly consistent with the results obtained in equations (8) and (9). 
Before we conclude this section, we briefly study, via an empirical approach, the relationship 
among the average distance, the diameter, and the length of the longest path, in the setting of an 
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augmented square mesh with n x n, n > 1, nodes, denoted as Ms(n).  Let us further denote the 
length of the shortest path (the diameter of Ms(n)),  and that of the longest one, between (1, 1) 
and (n, n), as Diameter (Ms(n)) and LPL (Ms(n)),  respectively, we immediately have that  
Diameter (Ms(n)) -- n - 1, and 
LPL  (Ms(n)) = 2(n - 1). 
By equation (15), we have that 
AVgMs(n,n ) = 2(n - 1) n -- 1 F2(n) 
2 Fl(n) 
= Diameter(Ms(n))  /2 
1 F2(n)]  
2 F l (n ) J  
1- 1 =LPL(Ms(n))  1 4 F l (n ) J  ' 
where FI(n) = Fl(n,n) and F2(n) = F2(n,n), n > 1. 
Following the same approach as we will discuss in detail in the next section, we can show that 
neither F l (n )  nor F2(n) can be expressed in a closed form. On the other hand, as a snapshot, 
we have both of them calculated for 1 < n < 20 as follows in Table 1. 
Hence, we have Table 2 for the ratio of F l (n)  and F2 (n), 1 < n < 20. 
It is quite a surprise that this ratio seemingly stabilizes at .59, when n gets large. This 
phenomenon is further magnified in Table 3, in the range of 250 < n < 255. 
If we take .6 as a rough approximation of this ratio, we notice the following approximated 
relationship among the three quantities: 
AvgAvgMs(n ) --- 1.7 Diameter (Ms(n)) = 0.85 LPL (Ms(n)).  (17) 
Table 1. 
n 1 2 3 4 5 6 7 8 9 10 
Fl(n) 1 1.5 2.17 3.15 4.59 6.68 9.73 14.17 20.65 30.08 
F2(n) 0 1 1.33 1.9 2.74 3.98 5.77 8.40 12.21 17.77 
n 11 12 13 14 15 16 17 18 19 20 
Fl(n) 43.83 63.86 93.04 135.56 197.52 287.80 419.34 611 890.27 1297.19 
F2(n) 25.87 37.67 54.85 79.88 116.33 169.44 246.80 359.51 523.69 762.89 
Table 2. 
n 1 2 3 4 5 6 7 8 9 10 
F2(n) 0 1.67 .61 .60 .60 .60 .59  .59 ,59 .59 
Fl(n) 
n 11 12 13 14 15 16 17 18 19 20 
F2(n) 0.59 .59 .59 .59 .59 .59 .59 .59 .59 .59 
Fl(n) 
Table 3. 
n 250 251 252 253 254 255 
.5859590568 .5859583649 .5859576785 .5859569976 .5859563220 .5859556518 
F2(n) 
fl(,~) 
Figure 5 shows the relationship among these three quantities, where the line with circles (o) 
represents the longest path length, the one with crosses (-t-) the diameter, and the straight line 
represents the average distance between (1, 1) and (n, n), 2 < n < 20. 
Last, but not least, since LPL (Ms(n)) is equal to thediameter  of, as well as the average distance 
from (1,1) and (n, n) in M4(n), equation (17) reveals a disturbing fact on mesh augmentation, 
via the notion of the average distance. After almost doubling the number of the links, although 
the diameter is cut by 50%, the average distance between (1, 1) and (n, n) is cut by only 15%! 
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Figure 5. The average distance, diameter, and LPL of Ms(n). 
4. UNEXPRESSIVENESS IN  CLOSED FORMS 
The results given in Theorem 3.1 would not be final if we could further express both Fl (m, n) 
and F2(m, n), m _> n > 1, in "closed-form" expressions. Graham et al. [38, p. 7] provides a 
"rough definition" for the notion of closed-form expressions as follows. "An expression for a 
quantity f (n )  is in closed form if we can compute it using at most a fixed number of 'well known' 
standard operations, independent of n." This definition clearly defines the notion of expressing a 
quantity in closed forms in terms of a class of standard operations. If we only consider such basic 
operations as addition, subtraction, multiplication, division, and exponentiation, to be standard, 
many useful quantities, e.g., the factorial function, would not have closed forms. Hence, Graham 
et al. [38, p. 7] further suggested the extension of the collection of the "standard operations" to 
include those important and frequently used quantities, such as the factorial function, that are 
otherwise not expressible in closed forms. As a result, we can now regard many new problems to 
be solvable in closed forms. 
We also notice that, sometimes, a closed-form expression has to be given in a finite number 
of cases. Below is such an example [38, p. 179]. Given the following expression, for all integer 
n>0,  
(2n-k )  ( -1 )k 'k  Q(n)  = 
k<2 ~ 
It turns out that Q(n) has the following three-case closed-form solution: 
1, if n -- 0, 
Q(n) = O, i fn i sodd ,  
-1,  if n is even. 
Although this last case adds nothing to the expressiveness, the following fact is obvious. 
PROPOSITION 4.1. An expression can be represented in closed forms in n, n >_ 1 cases, in terms 
of a set of standard operations, iff 
(1) n is a constant, and 
(2) each and every of those n cases can be so represented. 
In this section, we will prove, following Gosper's approach [33,38,39], that Fl(m, n), m > n > 1, 
except m -- n -- 1, cannot be expressed in closed forms, in terms of quite general a class of 
"standard operations", namely, the class of hypergeometric terms, which is to be defined shortly. 
Solving summations, particularly complicated ones such as those involving binomial coefficients, 
has long been regarded as a difficult art. It is fortunate that, recently, there have been some 
fascinating developments in the area of using computers to simplify, and in many cases, solve 
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sums containing binomial coefficients. As a matter of fact, Zeilberger and his colleagues [33] have 
developed computer programs "to evaluate and to prove such sums entirely mechanically, i.e., 
'no thought required' ", in the sense that if such a sum does have a closed-form expression, their 
algorithms will always provide it. And if there does not exist such an expression, their algorithms 
will provide a proof of this negative fact. 13 Similarly, Gosper [42] discovered a mechanical way 
to decide if a given function is indefinitely summable with respect o the class of hypergeometric 
terms, i.e., as an indefinite sum, it can be represented as a linear combination of such terms. 
We begin with the following definition, which is taken from [33, Section 4.4]. 
DEFINITION 4.1. A function F(n, k) is defined to be a proper hypergeometric term if it can be 
represented in the following form: 
~1 (ain + bik + c~)! 
F(n, k) = P(n, k) i= l  w zk, (18) 
1-I (uin + vik + wi)! 
i=1 
where m, n >_ O, P(n, k) is a polynomial, and for all i, a~, bi, ci, ui, vi, and wi are alI constant 
integers. 
( re+n--2 
For example, , m-1 J is a hypergeometric term. On the other hand, (,~+n) _ 1 is not. But 
the latter expression is a linear combination of two such terms. 14 
Although it has been noticed that some expressions cannot be represented as a linear combi- 
nation of hypergeometric terms, e.g., as pointed out in [33, Example 8.6.1], the total number 
of derangement, 15 [n!/eJ, cannot be so expressed; the class of hypergeometric terms, including 
expressions representable in terms of polynomials, factorial (thus, binomial coefficients), expo- 
nentiais, and a combination of the above, is clearly a fairly general one. 
Let tk be a hypergeometric term, and let 
n-1  
k=ko 
Gosper's procedure [33,38] to decide if S(n) can be expressed in a closed form in terms of hyper- 
geometric terms is paraphrased as follows. 
1. Calculate r(k) = tk+l/tk. 
2. Represent r(k) as (a(k)/b(k))(c(k + 1)/c(k)) such that gcd(a(k),b(k + h)) = 1, for all 
h>_0. 
3. Whether S(n) has a closed-form solution is then decided by the following condition. 
(a) If the equation a(k)x(k + 1) - b(k - 1)x(k) = 0 has a polynomial solution for x(k), 
letting 
z(n) = b(n ~x(n)  tn, 
() 
then z(n) - z(ko) is a closed-form solution of S(n). 
(b) Otherwise, S(n) doesn't have a closed-form expression with respect to hypergeometric 
terms. 
We now apply this procedure to our Fl(m,n), m > n > 1, to show that the latter is indeed 
an indefinite sum of an hypergeometric term, but it cannot be expressed in a closed form with 
respect o the class of hypergeometric terms. 
13If a closed-form solution does not exist, the system simply echoes back the input expression. 
14As a matter of fact, as pointed out in [33, Section 5.6], if a given function can be represented as a linear 
combination of hypergeometric terms, there must be at most two such terms in this combination, and one of them 
is a constant. 
lSA permutation is a derangement if it moves every item [38, p. 194]. 
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We first convert F l (m,  n) to a more manageable form, via the definition of hypergeometric 
series. The study of hypergeometric series began a long time ago and is still a popular and 
important subject of research. Bailey [43] is a classical treat, and Petkov~ek [33] provides some 
"context-sensitive" discussion. For a more thorough and recent overview of the subject, readers 
are referred to [38, Sections 5.5-5.7]. 
First, the rising factorial powers a ~ is defined as a(a + 1) . . .  (a + k - 1), and the fall ing factorial  
powers a k- is dually defined as a(a - 1). . .  (a - k + 1). 
Following Graham's approach [38, equation (5.76)], we define a hypergeometric series with 
m + n parameters in terms of rising factorial powers as follows: 
- -g z k 
F (al, . . . ,a,n; bl, . . . ,bn; z) = E akl " "-: a-'~-m 
Thus, 
(-m + 1)~(-n + 1)~(_1)~. 
F l (m,n)  = F ( -m + 1 , -n  + 1; -m-  n + 2 ; -1 )  = E (19) 
k>0 ( -m-  n+2)~k!  
We notice that 
( -m + 1) ~= ( -m+ 1) . . . ( -m + 1 +k-  1) = (m-  1 ) . . . (m-  k ) ( -1 )  k = (m-  1)-k(--1) k. 
Similarly, we have that 
and 
( -n  + 1) ~" = (n - 1)k(--1) k 
( -m - n + 2) ~ = (m + n - 2 )k - ( -1)  k. 
By definition [38, p. 154], when k _> 0, 
k[ 
We also notice that, for k >_ min{m, n}, (m-  1)k-(n - 1) k- = 0. Hence, because of the assumption 
that m > n >_ 1, we can take the upper bound of the summation in equation (19) to be n - 1. 
Then the smallest factor, m + n - k - 1, of (m + n - 2) k- is at least as large as m, and m > 0, by 
assumption. Thus, none of the factors of (m + n - 2) k, is equal to 0. Therefore, we can rewrite 
equation (19) as the following: 
( -m + l_)k(--n -t - 1 )k (_ l )  k (20) 
Thus, F l (m,  n), m > n > 1, is indeed an indefinite sum of a hypergeometric term. 
We notice that 
(0)(0) (00)(00) 
: : footnote (0) (00) 1 
16By the definition of binomial coefficient, e.g., [38, equation (5.1)], and that of the rising factorial power, e.g., 
[38, equation (2.44)], we have that (o) 
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Based on equation (20), the above final expression for Fl(m, n), we immediately have that 
. (m-1) (n -1) (m+n-2)  
r(k) = tk+l = k + 1 k + 1 k " = - (k -  ( rn -  1 ) ) (k -  (n -  1)) 
tk ( re+n-2  1)  (n ;1  (k+l ) (k - (m+n 
Further analysis shows that we can express r(k) as (a(k)/b(k)) (c(k + 1)/c(k)), as required by 
Gosper's procedure, where a(k) = k - (m - 1), b(k) = - (k  + 1), and c(k) = (k - n) . . .  (k - n - 
m + 2) = (k - n) 
The key step in Gosper's procedure is to decide if there exists a polynomial x(k) that has to 
satisfy the following equation: 
a(k )x (k  + 1) - b(k - 1 )z (k )  = c(k) .  (22) 
This, as we will show, could be a nontrivial task to 'which we have to devote the rest of this 
section. 
Although both a(k) and b(k) have the same degree of one, the respective leading coefficients 
differ. Thus, the highest degree of the polynomial on the left-hand side will not cancel. In fact, 
we have that 
deg(x(k)) = deg(c(k)) - max{deg(a(k)), deg(b(k))} = m - 1 - 1 = m - 2, 
i.e., for some ao,... , am-2 ,  
rn--2 
k=0 
To find all the ais, we plug in a(k), b(k), and c(k) into equation (22) as follows: 
m--2 rr~--2 
[k - (m - 1)3 E ai(k + 1)' + k E aik' = (k - 'n )  m:-l, i.e., 
k=O k=O 
rn-2 
E { [k -  (m-  1)](k-~- 1) i -~ k i+ l}a i = (k -  n ) . . . (k -~ - nq -  2). 
i=0 
Let [k~]f(k) denote the coefficient of k ~ in f(k),  as coined in [38, p. 197], we eventually have 
the following: 
rn--2 
[k °] LHS = E (1 - re)a+ 
i=0 
and 
For all uE  [1 ,m-2] ,  
i=u ~ - -  1 
[k m-l]  LHS = 2am-2. 
We also have that, for u ~ [0, m - 2], 
[k ~] RHS = (-1)m-l-~'SP(m, n,u) 
and 
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[k m-l]  = 1 
By 8P(m,  n, u), we mean to sum up all the ( mu-1 ) products, each of which is formed by selecting 
m - 1 - u distinct numbers out of the list n, n + 1 , . . . ,  n + m - 2. For example, when m --- 4, we 
have that $P(4 ,  n, 1) is the sum of C(3, 1) = 3 products, i.e., 
[k 1] RHS = ( -1 )4 - I -1sp(4 ,  n, 1) 
= n(n + 1) + n(n + 2) + (n + 1)(n + 2) 
= 3n 2 + 6n + 2. 
To let equation (22) hold, we must have the following: for all 0 < u < m - 1, 
[k "] LHS = [k"]RHS. 
This latter requirement leads to the following linear equations 17, which we refer to as the canonical 
system for F1 (m, n), 1 < n < m: 
(1 - m)ao + (1 - m)a 1 Jr' '" AF (1 -- m)arn-2 = ( - -1 )  m-1  [n (n  -~- 1 ) . . .  (71 -[- 7D~ -- 2 ) ] ,  
(23) 
2am-3 - am-2 = - [n + (n + 1) +. - .  (n + m-  2)], 
2am-2 = 1. 
For example, below is the canonical system for F l (m,n) ,  1 < n < m = 4 
-3a0 - 3al - 3a2 = -n  3 - 3n 2 - 2n, 
2a0 - 2al - 5a2 -- 3n 2 + 6n + 2, 
2al - a2 = -3n-  3, 
2a2 = 1. 
After applying the well-known Gauss-Jordan elimination procedure [44] on the above specific 
system, we come to the following equation, for all n, 1 < n < 4: 
4n 3 -6n  2+8n-3- - - - (n  2+2) (4n-6)+9- -0 .  
It is easy to prove, following an inductive approach, that for all n _> 1, (n 2 -+- 2)(4n - 6) -t- 9 > 0. 
Thus, the above equation system has no solution. 
A more fundamental reason for this failure is that {n 3, n 2, n, 1} is l inearly independent in the 
set of {p(n) = ko ÷ kin q- k2n 2 + k3 n3, 1 < n < 4.}. Thus, the only case when ko + k in + k2n 2 q- 
k3n 3 = 0, 1 < n _< 4, holds is that for all i, ki = 0. This is a special case of a more general 
result, as stated in Lemma 4.2. 
We begin with a trivial observation. 
LEMMA 4.1. Let Pro-1 = {a0 + aln + a2n 2 + .." + am-I nm-1, 1 < n < m, and for all i, ai is 
real }. Then Pro-1 is a vector space. 
LEMMA 4.2. The vector set {1, n, n2 , . . . ,  n "~-1} forms a linearly independent set in Pro-1. 
PROOF. Assume for some ko, k l , . . . ,  kin-l, we have that 
• • • k n m-1 ko -b k in + m-1 = O. 
l rAl l  notions in the area of linear algebra which are not defined in this paper can be found in, e.g., [44]. 
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Since the above equation holds for all the n, 1 < n _< m, we have the following homogeneous 
equation system: 
[~1 
' 1, -.. 1 
, 2 ,  . - .  2 m-1  
m • • • m m-1 
k0 
kl 
kin-1 
° 
By the well-known Cramer's rule [44, Section 2, Theorem 9], the above system, denoted as 
Am,m km= 0, has a nonzero solution for km iff JAm,m] = 0. On the other hand, JAm,m[ is 
simply the Vandermond eterminant of degree m. It is immediate [45, p. 134] that 
IAm,ml= H ( i - j )  ¢ 0. 
l< j< i<m 
Hence, the result. | 
The following notion is directly taken from [44, Section 4.5]. 
DEFINITION 4.2. I f  V is any vector space and S = {Vl, v2,. •., v r} /s  a finite set of vectors in V, 
then S is called a basis for V i f  
(i) S is linearly independent in V, and 
(ii) S spans V, 
i.e., for any vector v in V, v is a linear combination of S. 
LEMMA 4.3. The vector set {1,n, n2,.. .  ,n m- l}  is a basis of  Pro-1. 
PROOF. It is immediate following Lemma 4.2 and the fact that any polynomial is a linear com- 
bination of the vectors contained in the above set. | 
Finally, we borrow the following result from [44, Section 4, Theorem 9(b)]. 
THEOREM 4.1. Let S be a set of  vectors that spans an n-dimensional space V, then S is a basis 
for V. 
Now, we are ready to prove the following general result. 
THEOREM 4.2. For a11 m > n > 1, the canonical system for F l (m,n)  is not solvable. 
PROOF. Let Am,m-1 be the matrix corresponding to the left-hand side of equation (23), let am-1 
be the vector {a0, a l , . . "  , ara-2}, and let bm be the vector corresponding to its right-hand side, 
we denote equation (23) as 
Am,m-larn-1 = bin. 
Let Sm,m denote the product of elementary matrices that converts Arn,m-1 to its equivalent 
row-echelon form, A R Then, the Ganss-Jordan elimination process can be characterized as rn , rn -  1" 
follows [46, equation (7.14)]: 
Bm,m JAm,m-1 [bm] = IBm,mAre,m-1 [ Bm,mbm] = [A Rm,m_l [ Bm,mbm] 
This basically says that 
Am,m-larn-1 -~ bm iff ARm,m_lam_l = Bm,mbrn 
Following the common practice, we use Rank(v) to denote the number of the nonzero rows 
of v R [46, p. 68]. By the definition of the conversion procedure, we have that 
A R Rank (Am,m-l) = Rank ( re ,m- l )  --< min{m,m -- 1} = m -- 1. (24) 
On the other hand, it is easy to see that, after applying a finite sequence of elementary row 
operations, from bottom up, the vector bm will be turned into the standard basis of Pro- l ,  i.e., 
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Sm= {1, n, - . .  , n m- 1 }, which is nontrivial when m > n > 1. Letting Cm,m be the corresponding 
product of elementary matrices, we have that 
Cm,mbm = Srn. (25) 
Since S,~ is the standard basis of Pro- l ,  thus, it spans Pro- l ,  i.e., for every vector p,~ that 
represents a polynomial in P,~-t ,  there exists a Kin,m, such that pm= Km,mSm. By equa- 
tion (25), we have that Pm-  (Km,mCm,m)bm, which shows that bm also spans Pro-1. Hence, 
by Theorem 4.1, bm is also a basis of P,~-I .  
Moreover, let R m = Bm,mb,n. Since, Bin, m is a product of elementary matrices, by [44, 
Section 1, Theorems 6 and 9], B -1 exists, and we have that bm -1  = Bm,mRm. Similar argument l / t  ~lffl 
shows that Rm, the right-hand side of the row-echelon form of equation (23) is also a basis of 
Pro-1. Hence, by definition, Rm, thus, Bm,mbm is linearly independent in Pm-1- Again, by 
definition, 
Rank (brn) = Rank (Bm,mbm) = m. (26) 
Equations (24) and (26) show that the ranks of the two sides of the row-echelon form of 
equation (23) cannot be the same when m > n > 1. Hence, by [46, condition (7.18)], equation (23) 
is inconsistent, i.e., it does not have any solution. II 
Consequently, there is no polynomial solution for x(k) which satisfies equation (22). Hence, 
by [33, Theorem 5.6.3], we have proved the following result. 
THEOREM 4.3. Fl (m,n), m > n > 1, cannot be expressed as a linear combination of hypergeo- 
metric terms. 
The above result immediately leads to the following main result of this section. 
600. 
400' 
200. 
O' 16 
nlO ~ 2 ~ ~ 2  ~m 
14 24 
Figure 6. A plot for F1 (m, n). 
COROLLARY 4.1. F l(m,n),  m > n >_ l, except m = n --- 1 cannot be expressed as a lineax 
combination of hypergeometric terms. 
PROOF. Just assume the opposite. Then, together with equation (21) and Proposition 4.1, 
Fl(m, n), m >_ n >__ 1 would have a closed-form expression in terms of hypergeometric terms. 
This clearly contradicts Theorem 4.3. II 
Thus, the average distance from (1, 1) to (m, n) in Ms(m, n), m, n > 1, as given in Theorem 3.1, 
is indeed in its final format. Figure 6 provides a plot for this "inexpressible" function. This 
picture, and all the others contained in this paper, are generated with Maple. 
Incidentally, following exactly the same process, we can demonstrate he unexpressiveness of 
F2(m, n), m > n > 2, in terms of the class of hypergeometric terms. 
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5. CONCLUDING REMARKS 
In this paper, we discussed and analyzed the average distance between two arbitrary but 
fixed processors in  both traditional and augmented mesh structures. In the case of a traditional 
mesh structure, we derived closed-form expressions for both the average distance between any 
two arbitrary but fixed processors, and the average broadcast distance of such a structure, by 
applying various combinatorial techniques. 
With the help of Maple, a computer aided analytical tool, we also provided a rather simple 
and inspiring form for the average distance between any two arbitrary but fixed processors in 
the case of the augmented mesh structure. In this latter case, we supplied a nontrivial proof 
for the fact that this quantity cannot be ultimately represented as a closed-form expression in 
terms of a fairly general class of "standard operations", namely, as a linear combination of the 
hypergeometric terms. We provided several plots to visualize those inexpressible functions. 
What we have accomplished in this paper serves the purpose of better understanding some of 
the communication behavior of network structures in general, and that of a recently proposed 
network topology, i.e., the augmented mesh structure, in particular. We also believe some of 
the general calculating techniques we used in this paper should be applicable lsewhere when 
closed-form expression eeds to be derived, or its existence is in question. Finally, some of 
the general analytical techniques we used in studying 2-D meshes hould also be applicable in 
studying higher-dimension mesh structures and other regular structures. 
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