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1 Introduction: The Fokker-Planck-Landau equation
The Fokker-Planck-Landau (FPL) equation is used for the description of binary collisions between charged particles, for which the interaction potential is the long-range Coulomb interaction.
We restrict ourselves to a single-species plasma since the methods can easily be extended to the multispecies case (see remark 3.3 ). The present algorithms are based on the discretization of the FPL operator given in 5] the main features of which are summarized in section 2.
We denote by f(x; v; t) the distribution function, a solution of the following scaled FPL equation: @f @t + v:r x f = Q(f; f) ( As well-known in the physics literature and mathematically established by the work of Arsene'v and Buryac 13], Desvillettes 14] , the FPL collision operator is the limit of the Boltzmann operator for a sequence of scattering cross section which converges in a convenient sense to a delta function at zero scattering-angle. In the case of a Coulomb interaction, Degond and Lucquin-Desreux obtained the FPL collision operator as the leading term of the cut-o Boltzmann operator when the parameter of the cut-o tends to zero 16] . Concerning the existence of solutions, Arsene'v and Peskov have established the existence of weak-solutions for short time in the case of the spatially homogeneous FPL equation for the Coulomb potential.
The algebraic structure of the FPL operator is similar to that of the Boltzmann operator. This leads to well-known physical properties such as the decay of the entropy, the conservation of mass, momentum and energy and the characterization of the equilibrium states by Maxwellians. Indeed, these properties can easily be shown on the following weak form of the FPL operator: Z R 3 Q(f; f)(v) (v)dv = ? 1 2 Z Z R 3 R 3 ff (r v ? r v ) T (v ? v )(r v (ln f) ? r v (ln f))dvdv (1.4) for any smooth test function . From this duality relation, it is an easy matter to check that the only functions such that for all f, R Q(f; f) dv = 0, are linear combinations of 1, v and jvj 2 (conservation of mass, momentum and energy). where N is the density of particles, and v th is the thermal velocity of the gas which depends on its temperature T through the relation: v th = s kT m where k is the Boltzmann constant and m is the mass of the particle.
In this paper, we are concerned with numerical approximations of the spatially homogeneous FPL equation in the whole 3-D velocity space. The starting point of this work is the discretization of the FPL operator given in 5]. Alternate methods are nite di erence schemes that have been investigated in 9] in the isotropic case and in 12] 8] 10] for the cylindrically symmetric problems. We also refer to Larroche 17] for a mass conserving nite volume scheme. Recently, conservative and entropic discretizations of axisymmetric FPL operators are investigated in 18]. In 4, 5] a numerical discretization in three dimensional velocity space that satis es discrete analogues of the above mentionned properties is presented and is summarized in the next section. A bibliography on previous works on such methods can be found in 4, 5] .
The discretization 4, 5] in three dimensional velocity space satis es all properties required by the physical nature of the problem. Unfortunately a direct numerical implementation of this method is very expensive. Its cost is of order N 2 when N is the number of the discrete velocity points. Our rst approach for reducing this cost is the use of sublattices method following the works by Buet 1, 2, 3] on the Boltzmann equation. This leads to a cost N 2 a 3 where a is the sublattice mesh size. The second strategy is an adaptation of multigrid methods to the FPL equation. It leads to a cost of the order of N ln N.
The outline of the paper is as follows: In Section 2, we review the basis of the conservative discretizations introduced in 5]. Section 3 is devoted to a symmetrized version of the method 5] while section 4 is concerned by the fast algorithms themselves that are the sublattices and the multgrid algorithms. In section 5, we give numerical results. where i k denotes the k-th component of i 2 Z 3 .
(ii) The discrete equilibrium functions are exponentials of the above described collisional invariants.
(iii) Conservation of mass, momentum, and energy hold. But 7 other independent spurious conservation laws hold associated with ( i ) i 2f0;1g 3 : X i2Z 3 Q( f; f) i ( i ) i = 0; 8i 2 f0; 1g 3 :
(2.15) (Note that 1= P i 2f0;1g 3 i , so that conservation of mass can be deduced from the 8 conservation laws (2.15)).
The use of the centered discrete di erence operator leads to non physical equilibrium states (ie. non Maxwellian functions). On the other hand, the use of the uncentered discrete operator destroys the symmetry of the problem and does not give satisfactory results. To overcome this problem, we introduce a symmetrization of the discrete FPL operator based on the averaging of the uncenterd discretizations in the various directions of coordinates. (3.4) and denote by Q the operator de ned by the following duality relation:
where we have set: and Diag(x; y; z) denotes the diagonal matrix whose diagonal elements are x; y and z.
With these notations, a simple calculation yields the following result:
We have:
The operator Q us is the sum of two contributions: the rst one is the centered operator Q c and the second one is a sort of viscosity term which serves to eliminate all spurious collisional invariants that may be generated by the rst contribution (see lemma 2.2)). The numerical implementation of Q us in the form (3.7) is clearly less expensive than the one in the form (3.3).
On the other hand, it is possible to reduce the computational cost of the viscosity term (3.5) by replacing the sum over (i; j) 2 Z 3 Z 3 in (3.5) by a sum over (i; j) 2 Z 3 Z 3 with ji ? jj p 2. In the following proposition we show that this reduction does not a ect the conservation properties and does not generate any spurious collisional invariant. We denote by Q usr the FPL operator using this reduction procedure, ie: X where C k = C k 1 k 2 k 3 are arbitrary coe cients and k is de ned in lemma 2.2. But the viscosity term (3.9) gives the following additional relations: 2 f0; 1g 3 ). To simplify we suppose that i = (0; 0; 0) and denote by (e 1 ; e 2 ; e 3 ) the canonical basis of R 3 .
For each xed k 2 f1; 2; 3g we choose l 2 f1; 2; 3g such that k 6 = l and take j = e l , we get by (3.13):
C e k ? C e l +e k ? (C 000 ? C e l ) = 0:
for all k 6 = l. Now taking j = e k + e l with k 6 = l we obtain C e k ? C e l ? (C 000 ? C e k +e l ) = 0:
Combining these last two relations, we get C e k = C 000 for all k 2 f1; 2; 3g. Inserting this in (3.15) we have also C e k +e l = C 000 for all k; l 2 f1; 2; 3g.
Finally by writing (3.13) for k = 1 and j = e 2 + e 3 , we obtain C 111 = C 000 which concludes the proof thanks to relation 1 = X k2f0;1g 3 k . 4 Fast algorithms
Deterministic schemes: sub-lattices methods
The computational complexity is of order N 2 which is much too big for a practical use of the discrete FPL operators. To reduce this cost, a rst strategy is to use sublattices as it was done for the Boltzmann collision operator 1]. We present a brief description of the method and show how to preserve the physical properties. We also show how to design the algorithm in order to avoid spurious collisional invariants. In this section we deal with the uncentered discrete di erence operator although the following results remain valid if we use the symmetrized operator given by (3.3). Proof we obtain i = i = i for all i 2 Z 3 . On the orher hand, we have:
= a i+ak k + a i k which gives i+ak = i 8 i; k 2 Z 3 and this is also true for b: i+bk = i 8 i; k 2 Z 3 Now let i and j two arbitrary elements of Z 3 , since a^b = 1, the Bezout identity gives the existence of two triples q; r 2 Z 3 such that:
i ? j = aq + br 
Random methods: Multigrid algorithms
In this section we compute the discrete FPL collision operator by using a multigrid method with numerical integration of Monte-Carlo type. The computational complexity of this simulation is of order N ln N, where N is the number of discrete velocity points. This approach takes its inspiration from the method of Greengard and Rokhlin 19] . In a subsequent work 7], a new method goes further in the adaptation of 19] to the FPL equation.
Description of the method
To simplify the notations, we set: H(v; w) = f(v)f(w) r v ? r w ] T (v ? w) r v (ln f) ? r w (ln f)] (4.10)
We assume that the discrete velocity domain is a cube C 0 of length 1 which contains N = (2 n ) 3 = 8 n discrete points lying on a regular cubic lattice. The algorithm is the following: step 0: We just write the FPL operator in a weak form: The box C r k will be said to be "well separated" from C r 0 k if and only if C r 0 k is a child of one of the nearest neighbours of the parent of C r k and is not a nearest neighbour of C r k . The notation ws means "well separated" and nws means "not well separated". To simplify the algorithm we only describe the method for level 2: At level 2, we split each box C r 1 of level 1 into 8 boxes and write: Z If C r 2 is "well separated" from C r 0 2 , then we replace the corresponding integral by a numerical approximation of Monte-Carlo type. In the second case we do not do any numerical approximation and pass to level 3 . We repeat this process until step n where we perform a Monte-Carlo approximation not only for the "well separated" boxes but also for the nearest neighbours.
Numerical integration of Monte-Carlo type:
We assume that we are at a xed level k and we want to approximate the expression Z C r k C r 0 k H(v; w)dvdw (4.17) when C r k and C r 0 k are "well separated". A direct approximation requires 8 2k evaluations, But this leads to an amount of work proportional to N 2 . Therfore, in order to have a cost of order N ln N we must use only n k = 8 k evaluations to approximate 4.17 such that after n k iterations all the pairs (i; j) 2 C r k C r 0 k were chosen. One way is the following: Let f1; 2; ::; n k g be a numbering of the n k elements of C r k or C r 0 k and let be a randomly chosen permutation of f1; 2; ::; n k g. In the rst time step we approximate (5.21) by a Monte Carlo quadrature formula using pairs (l; (l)) 2 C r k C r 0 k . In the second time step we use pairs (r; 2 (r)), etc, until covering the maximum number of possible pairs (l; l 0 ) 2 C r k C r 0 k ie until the number of iterations reaches the order of in the group S n k of permutations of the set f1; 2; ::; n k g. Therefore, for all the pairs (l; l 0 ) 2 C r k C r 0 k to be chosen , the permutation must be of order n k . If such a choice of is possible then after n k iterations in time the integral will be well approximated since all pairs (l; l 0 ) 2 C r k C r 0 k will have been chosen . For the next n k time steps, we change randomly the permutation and repeat the same process.
Finally, when C r k and C r 0 k are "well separated", the Monte-Carlo approximation of (4. Finally, we want to point out that for the Coulombian case, of physical interest, the scattering cross section decays rapidly with the relative velocity. Thus, the approximation is as more precise as larger the terms H(v i ; v (i) ) in the sum are. This can serve us to improve the error estimate. These questions should be addressed in a forthcomming paper.
Numerical Results
We present numerical tests of the above two methods (sublattices and multigrids ) on two cases: the Maxwellian case ( = 0) and the Coulombian case ( = ?3).
In all these tests, we use a regular grid of size v in the velocity space which contains N = (2 n ) 3 points and n takes the value n = 4 ( grid 16x16x16 ) or the value n = 5 ( grid 32x32x32 ). The length of this grid is denoted by vmax and the number of points of one edge is 2 n . The discrete velocity domain is then the set of We also consider the center of the domain v 0 = (vmax=2; vmax=2; vmax=2). If f is the distribution function, we set: f i = f(v i ).
In these tests, we consider the evolution in time of the following quantitites: 1,3) . The evolution of the entropy induced by the multigrid scheme is a little more accurate than the one induced by the sublattice algorithm. To reach the same accuracy, it is necessary to decrease the sublattice size, and then to increase the computational cost. On the other hand, oscillations arise in the time evolution of the moment of order 4 for the multigrid scheme, while the evolution is smooth for the sublattices algorithm. Notice however that the relative variations of the moment of order 4 , and thus, of these oscillations, are small. However, These oscillations completely desappear when we deal with a grid centered about 0 ( i.e. v 0 = 0:). The quadratic error between the distribution function obtained by the numerical schemes and the exact solution of the FPL equation is plotted ( g. 6) and shows the e ciency of the random-multigrid method in terms of accuracy. The evolutions in time of the entropy and of the temperatures are now compared with the results of exact schemes 2.7 which have a quadratic complexity. The curves of g 2,5 show that the multigrid algorithm is a little more accurate than the sublattices method. The curves of g 5 give the relaxations in time of the temperatures in various directions of velocity coordinates to their nal value (non istropic distribution). In the result given by g 4, however, we again observe oscillations of the moment of order 4 with the multigrid algorithm, while the sublattices method gives smoother results. As in Test 1, we note that these oscillations have small relative values.
The curves given in g 7 illustrate the fact that two sublattice sizes are necessary to avoid non-Maxwellian steady states as it is shown in proposition 4.2. Indeed, a simple use of only one sublattice size ( a=5 for 32x32x32 grid ) leads to a nal distribution function which is far from the realistic equilibrium state. This is shown by plotting the relaxation of the value of the distribution function at the center of the grid ( g 7). A di erence between the two relaxations given by the use of one (a=5) or two (a=5, b=6) sublattice sizes is observed ( g 7).
These simulations were carried on a DEC AlphaServer 2100 4/275 OSF/1 monoprocessor, and the CPU times per iteration in time for the two algorithms are listed on the following We have implemented two methods to decrease the computational time required for the evaluation of the discrete FPL operator 2.7. The rst one is a sublattices method, while the second one is a multigrid method with random evaluations. We have noticed that both algorithms are conservative and decrease the kinetic entropy. Their computational cost is highly reduced compared with the original quadratic scheme ( divided by a factor of order 25 for a 16x16x16 grid , and by a factor of order 120 for a 32x32x32 grid). The sublattices algorithm does not give satisfactory results when the sublattice sizes are too big (for instance: 9; 10 for a grid 32x32x32), since the number of collisional invariants to be supressed is large. The numerical tests show that the multigrid algorithm is a little bit more accurate than the sublattice scheme, and the CPU times are approximately the same. On the other hand, the sublattices method (which is deterministic) provides smoother results in some circumstances. To remove these oscillations, a deterministic version of the multigrid method is proposed in a forthcoming paper 7] . This alternative approach mainly consists on replacing the Monte Carlo integrations by multipole expansions in the spirit of the work by Greengad and Rokhlin 19] and allows us to control the error by the simple choice of the order of these multipole expansions. 
