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a b s t r a c t
We address the analytical investigation of nontrivial properties of heat flow, starting from
microscopic models of matter. We present an integral representation for the expression
of the heat flow, by taking as our crystal model a self-consistent chain of anharmonic
oscillators, precisely, a chain of oscillators with harmonic interparticle interactions,
anharmonic on-site potentials, thermal reservoirs at the boundaries, and still with some
residual inner stochastic baths. We propose an approximative scheme tomake the integral
formalism analytically treatable: we test the approximations in harmonic models and
analyze some anharmonic systems. For the case of graded anharmonic models with weak
interparticle interactions, we derive an expression for the thermal conductivity, and show
the existence of thermal rectification and also nonnegative differential thermal resistance.
The details of our formalism allow us to note the ingredients behind these phenomena, and
the generality of our results (i.e., the resultswill be valid for other interactions and regimes)
shows that rectification in graded materials is a ubiquitous property.
© 2011 Elsevier B.V.
1. Introduction
The derivation of the macroscopic laws of thermodynamic transport from the underlying microscopic Hamiltonian
models is still a challenge in nonequilibrium statistical physics. In particular, our knowledge about the mechanism of heat
flow is quite incomplete.We still ignore, for example, the precise conditions leading to Fourier’s law of heat conduction. This
phenomenological law, proposed in 1822, states that the heat current in a system is proportional to the applied gradient of
temperature:
F (x) = −K(x)∇T (x),
where K is the thermal conductivity, a function of the local temperature T (x). This law is experimentally observed in
many materials, from gases to solids, in a considerable range of temperatures (to be precise, some small corrections are still
necessary to fully describe the heat conduction [1]); it is present in basic textbooks, but its derivation from first principles
is still a puzzle: ‘‘a first principle derivation of the law is missing and, many would say, is not even on the horizon’’ [2].
For decades, many works have been devoted to the problem of understanding the properties of heat flow, starting from
microscopic models of matter [3], most of them by means of computer simulations, sometimes with conflicting and/or
inconclusive results. The computational difficulties of the investigation of heat conductivity, as emphasized in Ref. [4], are
not a result of ineffective procedures or weak computers: unavoidable technical problems, such as the correlation time
and length being very large, indicate that the study of thermal conductivity and related subjects requires some analytical
treatment. The problem is that, since the pioneeringwork ofDebye, themicroscopicmodels used to describe heat conduction
in solids are mainly given by systems of anharmonic oscillators, which involve problems without precise analytic solutions:
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‘‘a rigorous treatment of a nonlinear system, even the proof of the conductivity coefficient, is out of the reach of current
mathematical techniques’’ [5].
For the case of harmonic models, which are related to linear dynamical systems, and so are much simpler than the
nonlinear systems of anharmonic potentials, there are interesting rigorous results: one of the first works on this subject
was the study of a harmonic chain of oscillators with thermal baths at the boundaries [6]. However, there it is proved that,
in fully harmonicmodels, Fourier’s law does not hold: the heat current is proportional to the temperature difference instead
of to the temperature gradient. In Ref. [7], periodic harmonic chains are analyzed, and, again, the thermal conductivity is
shown to be anomalous. Harmonic systems therefore with thermal baths at each site (introduced to simulate the absent
anharmonic on-site potentials) are proposed as effective anharmonic models in Ref. [8], and have recently been revisited
and rigorously studied in Refs. [9,10]. In such amodel, Fourier’s law holds and the temperature profile is linear. Of course, in
the limit of the coupling between the inner site and its bath going to zero (i.e., if we turn off the inner reservoirs), the thermal
conductivity diverges and Fourier’s law does not hold anymore. The quantum version of a harmonic chain with reservoirs
at each site is presented in Ref. [11], and it is also recently revisited in Refs. [12,13] (which consider the case of alternate
masses in the chain). A system of harmonic oscillators perturbed by nonlinear stochastic dynamics conserving momentum
and energy is proposed in Refs. [14,15]. It is shown that the thermal conductivity diverges in space dimensions d = 1 and 2,
but it is finite if d ≥ 3.
It is also worth mentioning the existence of other attempts to overcome the difficulties of the anharmonic problem:
several analytical works consider approximative schemes and/or simplified models, such as Boltzmann equations, master
equations for effective models, analysis of Green–Kubo formula, toy models, etc.
After decades of intensive studies, despite the permanency of some old challenges such as the precise conditions behind
the onset of Fourier’s law, many interesting properties of the heat mechanism have been discovered and their practical use
has been proposed: for example, the possibility to control the heat flow by using nanodevices such as thermal diodes and
even transistors, thermal gates, and memories. The basic structure of these instruments is the thermal diode, or rectifier, a
device in which heat flows preferably in one direction, i.e., the magnitude of the heat current changes as we invert the diode
between two thermal baths. These structures have attracted considerable theoretical [16–20] and experimental [21] interest.
There are analytical attempts to explain the phenomenon of thermal rectification and/or design a diode by using simple
methods (see, e.g., the spin-boson nanojunction [20], and the billiard system [22]), but, again, most of the studies are carried
out by means of computer simulations [16–18]. A recurrently used design of diodes is given by the sequential coupling of
two ormore chains with different anharmonic potentials [16–18]. Although frequently investigated, it is criticized due to its
difficulty to be constructed in practice [17]. Recently, a different procedure was considered by Chang et al. [21], who built
a diode in an experimental study by using a graded material, namely, nanotubes externally and inhomogeneously mass-
loadedwith heavymolecules. Rectification is also observed by numerical computations [23] in a graded anharmonic system
with abnormal conductivity (a Fermi–Pasta–Ulam chain).
A very important effect noticed in these studies of heat conduction is the negative differential thermal resistance
(NDTR) [18,24], a phenomenon whereby the heat flux decreases as the applied temperature gradient (difference) increases.
It is, say, the counterpart in heat transport of the negative differential resistance that appears in electronic transport, and is
extensively studied, with widespread applications. NDTR is used to design a thermal diode with a big rectification factor;
it is also crucial for the correct functioning of some lattice models of thermal transistors and thermal gates [25]. There
are attempts to explain the origin of NDTR (in systems given by the coupling of different lattices), see, for example, the
‘‘phenomenological approach’’ presented in Ref. [26], but a general comprehensive understanding of the phenomenon is
lacking at the moment, and it may be very important and useful, for example, in further developments in the designing of
thermal devices.
In this context, the necessity and, at the same time, the difficulty of analytical investigationsmake evident the importance
of new methods of modeling the heat conduction problem: methods that must be simple enough to make analytically
treatable the intricate anharmonic systems, without wiping out their main properties. Thus, in this work, we present
an analytical approach to study the heat flow in anharmonic models, with details that allow us to search for nontrivial
properties. To be more specific, here we address the following issues: (i) the development of newmethods of modeling the
heat conduction problem in anharmonic systems; (ii) the use of such an approach in the study of nontrivial properties of
the heat flow. Specifically, here we use our approach in the search for a reliable diode: we study a graded mass system as a
candidate different from that given by the coupling of different parts, whose rectification decays with the system size, and
which is difficult to be constructed in practice. Moreover, we still use our scheme in the understanding of the onset of NDTR
and related properties, a phenomenon, as said, that is central in the mechanism of heat flow control.
The crystal model, to be used here, is known as an ‘‘anharmonic self-consistent chain of oscillators’’, namely, it is given by
a lattice (chain) of oscillators with harmonic interparticle interactions, anharmonic on-site potentials, thermal baths at the
boundaries, and still with inner stochastic reservoirs: one reservoir connected to each site, describing some residual phonon
scattering mechanism absent in the Hamiltonian. The self-consistent condition means that the inner reservoirs, on average,
do not inject energy into the system in the steady state, and so they are not real thermal baths (more details follow). We
workwith these ‘‘extra’’ stochastic variables for technical reasons, butwe emphasize that they are not determinant formany
heat flow properties: for example, the classical harmonic chain, even with inner reservoirs, does not present rectification,
i.e., there is rectification only in the model with real anharmonic on-site potentials. The dynamics will be given by the
usual Langevin equation, and we derive an integral representation in the manner of Feynman and Kac for the heat flow
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in the steady state by using a tool of differential stochastic equations, namely, the Girsanov theorem (Cameron–Martin
formula). Due to difficulties in the analysis of such a formalism, we propose some approximations that are, roughly, the
replacement of a measure by the related steady measure, and the instantaneous time evolution of the field by its average
value. We show that our approximations do not change anything (for the dominant order in the expansion in powers of the
interparticle interaction) in relation to the well-known exact results for harmonic systems. Thus, we use our scheme and
study rectification and NDTR in the graded anharmonic model. We derive an expression for the thermal rectification and
show important results: for example, we find that there is a specific mass distribution such that the rectification does not
decay with system size. Our analytical approach allows us to understand the mechanism behind these phenomena.
For clearness and completeness, in some sections we repeat some expressions already described in previous papers.
Some results, such as the formula for the thermal rectification for the graded model, have already been given in a recent
rapid communication [27], but their details are presented only here.
The rest of the paper is organized as follows. In Section 2, we describe the model, the approach, and the approximations
assumed in our scheme in detail. Section 3 is devoted to tests: we analyze two harmonic models to show that our scheme
works well. In Section 4 we present our results for anharmonic systems: we study a graded chain with quartic anharmonic
potential, derive an expression for the thermal conductivity, and describe the rectification and NDTR. Section 5 is devoted
to the final remarks. In the Appendix, we present comments and give some details about the Girsanov theorem.
2. The crystal model and approach for the heat flow study
We take, as our crystalmodels, anharmonic lattice systemswith stochastic reservoirs at each site. The inner reservoirs, let
us stress, are not considered as ‘‘real’’ thermal baths (the real baths are represented by the reservoirs at the boundaries): they
describe only some residualmechanismof phonon scattering not present in theHamiltonian interactions. Such a description
is guaranteed by the ‘‘self-consistent condition’’, which means that the temperatures of the inner reservoirs are taken such
that there is no net heat flow between each inner reservoir and its site in the steady state. In other words, due to the self-
consistent condition, there is an average constant energy flux across the system in the steady state, and so the model is
suitable for the study of heat conduction. For simplicity, we take d = 1 where, d is the number of dimensions. The use of
these hybrid models (missing potentials represented by stochastic terms) is recurrent [28].
Precisely, our system is given by N oscillators with Hamiltonian
H(q, p) =
N−
j=1

1
2

p2j
mj
+Mjq2j +
−
l≠j
qlJljqj

+ λP (qj)

, (1)
where Mj > 0, Jjl = Jlj (here, we will study only nearest-neighbor interactions), and P is the anharmonic on-site potential
P (qj) = q4j /4, with time evolution
dqj = (pj/mj)dt, dpj = −(∂H/∂qj)dt − ζjpjdt + γ 1/2j dBj, (2)
where Bj are independent Wiener processes; ζj is the coupling between site j and its reservoir; and γj = 2ζjmjTj, where Tj is
the temperature of the j-th bath.
To study the energy current inside the system, i.e., the heat flow, we write the energy of a single oscillator j as
Hj(q, p) = 12p
2
j + U (1)(qj)+
1
2
−
l≠j
U (2)(qj − ql), (3)
where the expressions for U (1) and U (2) follow immediately from (1) and
∑N
j=1 Hj = H . Then, we have
dHj(t)
dt

= Rj(t)− Fj→ − Fj← , (4)
where ⟨·⟩ denotes the expectation with respect to the noise distribution. The first term on the right-hand side (r.h.s.) of the
equation above gives the energy flux from the j-th reservoir to the j-th site:
Rj(t)
 = ζj Tj − p2j mj

. (5)
As said,wewill analyze the system in the ‘‘self-consistent condition’’, whichmeans that

Rj
 = 0 for any inner site j (j ≠ 1,N),
i.e., the temperatures of the inner reservoirs are given by

p2j

/mj = Tj. In such a situation, the inner reservoirs do not inject
energy into the system. The remaining terms are related to the heat current inside the chain, and they are given by
Fj→ = 12
−
l>j
∇U (2) qj − ql  pjmj + plml

, (6)
Fj← = 12
−
l<j
∇U (2) ql − qj  plml + pjmj

.
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Fj→ describes the heat flow from the j-th site to the l-th site. As is well known, the stationary state is characterized by
dHj(t)/dt
 = 0. For nearest-neighbor interaction, we have
Fj→ = 12 Jj,j+1

qj − qj+1
  pj
mj
+ pj+1
mj+1

. (7)
It is useful to introduce the notation of the phase–space vector φ = (q, p), with 2N coordinates. Then, the dynamics (2)
becomes the nonlinear Langevin equation
φ˙ = −Aφ − λP ′(φ)+ ση, (8)
where A = (A0 + J) and σ are 2N × 2N matrices, given by
A0 =

0 −m−1
M0 Γ

, J =

0 0
J 0

, σ =

0 0
0
√
2ΓmT

. (9)
I above is the unit N × N matrix; J is the N × N matrix for the interparticle interaction Jlj (see (1));M0, Γ , m, and T are
diagonal N × N matrices:M0jl = Mjδjl, Γjl = ζ δjl, mjl = mjδjl, and Tjl = Tjδjl. η are independent white noises; P ′(φ) is a
2N × 1 matrix with P ′(φ)j = 0 for j = 1, . . . ,N , and
P ′(φ)i = dP (φi−N)dφi−N for i = N + 1, . . . , 2N. (10)
In what follows, we use the index notation: i for index values in the set [N + 1,N + 2, . . . , 2N], j for values in the set
[1, 2, . . . ,N], and k for values in [1, 2, . . . , 2N]. We also assume sums over repeated indices.
For ease of computation, we map our system on another with mj = 1, for all j. That is, we make the following change
of variables: Qj = √mjqj, Pj = pj/√mj, and so J , M , and λ are replaced by J˜jk = (mj)−1/2Jjk(mk)−1/2, λ˜j = λj/m2j , and
M˜j = Mj/mj. We will drop this tilde notation in the unit mass system ahead, but, of course, we will make the rescaling in
order to come back to the general system later.
In previousworks, see, e.g., Ref. [29],we established an integral representation for the correlation functions (and so for the
heat current) of systems with the stochastic dynamics considered here (8). We construct such a formalism by starting with
a simpler systemwithout the interparticle interaction and the anharmonic potential (i.e., J, λ = 0). Then, we solve this easy
linear dynamical system, and, inwhat follows,we obtain the expressions for the correlation of the complete and complicated
problem (with interparticle interactions and anharmonicity) as a ‘‘perturbation’’ of the linear, decoupled system by using a
tool of stochastic differential equations (Girsanov theorem). Unfortunately, the analysis (e.g., detailed computation of the
conductivity) of the resulting formalism is still very intricate, in particular for the case of hard anharmonic potentials. Then,
we develop an approximative schemewithin this integral formalism in order tomake it treatable (a first attemptwas already
presented in Ref. [30]).
Let us describe our final approach. Now, we first consider the equations of dynamics without the interparticle interaction
J , but with the anharmonic on-site potential. We do not know a strong solution for the decoupled anharmonic problem, but
we know the steady distribution: following Boltzmann, i.e., our initial system involves only noninteracting particles, each
one connected to a thermal reservoir, we have (in the notation φ = (q, p))
dµ∗(q, p) = exp

−
N−
j=1
H(J=0)j /Tj
∏
j
dqjdpj/norm.,
H(J=0)j =

1
2
Mq2j + λP (qj)+
1
2
p2j

.
To turn on J , we use the Girsanov theorem, which relates the solution of the complete process ϕ (with J , the interparticle
interaction) with the previous one φ (with J = 0).
In a second step, to introduce the interparticle interaction J , i.e., to solve the original stochastic differential equation
dϕ = −A0ϕdt − [Jϕdt]− λP ′(ϕ)dt + σdB, (11)
we use the Girsanov theorem, which establishes a relation between the solutions of this new process and the previous one
with J = 0. Namely, it states that
ϕr1(t) . . . ϕrk(t)
 = ∫ φr1(t1) . . . φrk(tk)Z(t)dµ, (12)
where ⟨·⟩ is the expectation for the complete process ϕ, dµ is the distribution associated to the expectations of φ (the
decoupled process), and the ‘‘corrective’’ factor Z(t) is given by
Z(t) = exp
∫ t
0
u · dB− 1
2
∫ t
0
u2ds

, (13)
γ
1/2
i ui = −Jikφk.
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See the Appendix for more details, comments, and references about the Girsanov theorem. Obvious sums over repeated
indices are assumed everywhere in this paper. From the equations for the dynamics, it follows that
uidBi = γ−1/2i ui · γ 1/2i dBi
= −γ−1i Jijφj dφi + A0ikφkdt + λP ′(φ)idt .
Using Itô calculus, we still obtain
−γ−1i Jijφjdφi = −d(γ−1i φiJijφj)+ γ−1i φiJijφj+Nds.
And so,
Z(t) = exp −γ−1i φi(t)Jijφj(t)+ γ−1i φi(0)Jijφj(0) exp∫ t
0
ds γ−1i φi(s)Jijφj+N(s)−
∫ t
0
dsφj(s)J
Ď
jiγ
−1
i A
0
ikφk(s)
−
∫ t
0
dsφj(s)J
Ď
jiγ
−1
i λP
′(φ)i(s)− 12
∫ t
0
dsφj(s)J
Ď
jiγ
−1
i Jijφj(s)

. (14)
For simplicity, we will assume the boundary condition φ(0) = 0.
In fact, the use of Girsanov theorem to calculate, say, the perturbation to an anharmonic measure requires further
justification. However, we note that, if we start with a Gaussianmeasure associated to the decoupled harmonic process, and
use the Girsanov theorem to introduce the anharmonic potential and also the coupling among the sites (here, the procedure
is rigorously established), we will obtain an integral formalism involving the same exponential terms described above with
the J interaction, and also some other terms with P , but without J, and the Gaussian measure. If we approximate the
product of these extra exponential decoupled terms and theGaussianmeasure by the steady anharmonic decoupledmeasure
(i.e., the expected Boltzmann measure), we obtain exactly the formalism described above.
The heat flow, in the steady state, is related to the expression limt→∞ ⟨ϕu(t)ϕv(t)− ϕu−N(t)ϕv+N(t)⟩, u > N , v ≤ N ,
i.e.,

φu(t)φv(t)Z(t)dµ, etc. Writing Z(t) = exp(−

W (φ(s)))ds, in a perturbative analysis, we stay with terms such as [φu(t)φv(t)W (φ(s))]dsdµ. But we do not know the distribution dµ (for the nonlinear process we know only the steady
distribution dµ∗). Then, we introduce an approximative scheme.
First, we need to know how to relate fields in different times: φ(t) and φ(s). Manipulations with the Itô formula allow us
to establish an expression for the average evolution of functions of φ: ⟨f (φ(t))⟩. Indeed, this formula states that, for f (t, φ),
df = ∂ f
∂t
dt + ∂ f
∂φk
dφk + 12
∂2f
∂φr∂φl
dφrdφl,
with dφ an Itô process, i.e., evolving as in Eq. (11). Hence, we get
f (φ(t)) = f (φ(0))+
∫ t
0
∂ f (φ(s))
∂φi
γ
1/2
i dBi(s)+
∫ t
0
[
1
2
γi
∂2f (φ)
∂φ2i
− (A0φ + λP ′(φ))k ∂
∂φk
f (φ)
]
ds.
And so, taking the average over the noise distribution,
Qt(f ) ≡ ⟨f (φ(t))⟩ = f (φ(0))−
∫ t
0
(QsHf ) (φ(s))ds,
H = −1
2
γi∇2i +

A0φ + λP ′(φ) · ∇, (15)
where ∇ means the derivation in relation to φ (the index i, as is well known, takes values in [N + 1, . . . , 2N]). Hence, it
follows that
⟨f (φ(t))⟩ = e−tH f (φ(0)).
The difference between the linear and nonlinear dynamics in the generator of the time evolutionH above is in the term
multiplying the gradient operator: precisely, instead of A0φ, we have (A0 + λP ′(φ)/φ)φ:
0 −I
M Γ

φ,
 0 −I
M + λP
′(φ)
φ
Γ
φ,
where λP ′(φ)/φ is the N × N diagonal matrix with elements λP ′(φj)/φj, and φ multiplying the matrices above (as is well
known) is the column matrix 2N × 1.
Thus, to make the calculations easier, we replace φ(t) by its average value, and furthermore, in the exponential
relaxation of φ, we still replace P ′(φ)/φ by its average value (more details follow). Taken together, this means that
φ(t) → e−(t−s)Hφ(s) = e−(t−s)Aφ(s), where A is given by A0 with M replaced byM ≡ M + λP ′(φ)/φ. We still have
a problem: the computation of

φ(s)φ(s)dµ is not possible, since we do not know the distribution dµ. Considering that we
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have an exponential convergence to the steady state (and so, the main terms involve s close to t), we propose replacing dµ
by dµ∗, the well-known steady distribution.
In short, after our approximations, namely, the replacement of φ(t) by ⟨φ(t)⟩ and dµ by dµ∗, the expression for the heat
flow involves terms as∫
dτ
∫
dµ∗

e−τAφ
 
e−τAφ

W (φ),
where the time dependence is carried only by exp(−τA) (τ comes from t− s, and, as t →∞, τ ∈ [0,∞]), i.e., the intricate
dynamics has essentially disappeared.
3. A first test: analysis of harmonic chains
As a test for our approximative scheme, we investigate the well-known harmonic chain: recall that a rigorous
computation of the thermal conductivity for a harmonic chain is already known, which permits us to make a comparison.
For λ = 0, and for a system with particles with the same mass, up to first order in J (which will give the main features
for the case of weak interparticle interactions), we have
lim
t→∞ ⟨ϕu(t)ϕv(t)⟩ = limt→∞
∫
φu(t)φv(t)Z(t)dµ ≃
∫
φuφv
−γ−1i φiJijφj dµ∗
+
∫ ∞
0
∫
(e−τA
0
φ)u(e−τA
0
φ)v

γ−1i φiJijφj+N − φjJĎjiγ−1i A0ikφk

dτdµ∗. (16)
To perform the computation, let us first note that we may write exp(−A0) as (to simplify the expression, we write below
only the 2× 2 part of the matrix corresponding to the single site φj = (qj, pj))
exp
−τA0 = e−τζj/2 cosh(τρj)


I 0
0 I

+ tanh(τρj)
ρj
 ζj2 I I
−M −ζj
2
I

 , (17)
where ρj =

ζj/2
2 −M1/2. The expression for the complete 2N×2N matrix exp(−τA0) easily follows. Hence, recall that
we take u > N , v ≤ N ,
φu(τ ) = (e−τA0φ)u = e−τζu/2 cosh(τρu)

φu + tanh(τρu)
ρu
[
−Mφu−N − ζu2 φu
]
,
φv(τ ) = (e−τA0φ)v = e−τζv/2 cosh(τρv)

φv + tanh(τρv)
ρv
[
ζv
2
φv + φv+N
]
, (18)
where ρu ≡ ρu−N , ζu ≡ ζu−N .
Performing the τ and φ integrations in ⟨ϕuϕv⟩, we get
lim
t→∞Juv ⟨ϕu(t)ϕv(t)⟩ =
(Juv)
2
M(ζu + ζv) (Tu − Tv), (19)
which is exactly the same result as that of the perturbative computation of the two-point function up to first order in J ,
without approximations, i.e., of the computation carried out by considering the correct measure obtained by solving the
decoupled linear process, and taking φ(t) without taking its average value or other approximation (see Ref. [29]). In short,
for the linear case, our schemediscards only subdominant correctionswhich appear in the complete computation, but vanish
as t →∞.
For completeness, let us show how to derive the temperature profile and the thermal conductivity from the equations
above.
Now, for ease of computation, we consider only nearest-neighbor interactions with the same interparticle potential
between two any nearest-neighbor sites. We have
Fj→j+1 = J
2
(ζj + ζj+1)M (Tj+1 − Tj), (20)
and with

Rj(t)
 = 0 for the inner sites, the stationary condition ⟨dHi/dt⟩ = 0 gives
F ≡ F1→2 = F2→3 = · · · = FN−1→N .
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We use the notation J2/(ζj + ζj+1)M ≡ Jj to write
F = J1(T2 − T1)
= J2(T3 − T2)
= . . .
= JN−1(TN − TN−1), (21)
and thus, summing up, we obtain
F

1
J1
+ · · · + 1
JN−1

= TN − T1, (22)
where, from the definition of Jj,
1
J1
+ · · · + 1
JN−1
= M
J2
(ζ1 + 2ζ2 + 2ζ3 + · · · + 2ζN−1 + ζN) . (23)
For the case of all ζj = ζ , it follows that
F = J
2
2ζM
TN − T1
N − 1 ; (24)
that is (as is well known), Fourier’s law holds for a harmonic system with a thermal reservoir at each site. The expression
above for the thermal conductivity is the same as that in Ref. [9] (considering the dominant term in an expansion of
powers of J). It is also easy to see that, given the temperatures TN , T1, and the coefficients J1, . . . , JN−1, the unique solution
T2, T3, . . . , TN−1 for the system of equations (21) above is given by the linear temperature profile
Tj = T1 +

1
J1
+ 1
J2
+ · · · + 1
JN−1
−1
×

1
J1
+ 1
J2
+ · · · + 1
Jj−1

(TN − T1) . (25)
If we turn off the inner reservoirs, i.e., ζ1 = ζN = ζ and ζj = 0 for j ≠ 1,N , from (23) above we obtain
F = J
2
2ζM
(TN − T1); (26)
that is, for the harmonic chain with baths at the boundaries only, the heat flow is proportional to temperature difference
instead of to the temperature gradient: Fourier’s law does not hold (as has been well known since a long time ago [6]).
As a second test, let us turn to the case of an inhomogeneous chain, i.e., a systemwith differentmasses for the particles, or,
which is equivalent, a systemwith different on-site potentials. It is worth emphasizing that there is a considerable difference
between a homogeneous and an inhomogeneous chain: for example, it has been noted that while the thermal conductivity
decays with the inverse of the on-site coefficient M for the homogeneous model, for the case of alternate values of M , it
decays with the inverse of the square of the difference of these coefficients [31,32]. Thus, for a systemwith the samemj = 1,
but differentMj, by following computations similar to those of the previous homogeneous case, our scheme gives us, for the
dominant term in J ,
Fu,v = J
22ζ
(Mu −Mv)2 + 2ζ 2(Mu −Mv) (Tu − Tv). (27)
This leads to exactly the same thermal conductivity as that of the rigorous analysis, which establishes that, for alternate
on-site potentialsM1 andM2,
K = J
22ζ
(M1 −M2)2 + 2ζ 2(M1 −M2) . (28)
In short, our approximative schemeworks perfectly well (at least for the harmonic case, where a comparison is possible).
4. Nontrivial properties of anharmonic models
Let us, now, analyze our anharmonic crystal. We stress that, as already said, the harmonic version of the self-consistent
chain of oscillators obeys Fourier’s law but does not present thermal rectification. It makes evident the importance of the
anharmonic on-site potential for the presence of nontrivial properties in the heat flow.
As already described (e.g., Eq. (7)), the heat flow in the steady state is related to
lim
t→∞ ⟨ϕu(t)ϕv(t)− ϕu−N(t)ϕv+N(t)⟩ , u > N, v ≤ N.
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And, as known, we have
⟨ϕu(t)ϕv(t)⟩ =

φu(t)φv(t)Z(t)dµ
Z(t)dµ
(with the complete expression of Z , we have

Z(t)dµ = 1; as we will approximate Z in an expansion in powers of J , we
normalize the expression by introducing the denominator). Thus, up to first order in J , for ourmodelwith quartic anharmonic
potential, we obtain
⟨ϕu(t)ϕv(t)⟩ ≃
∫ 
φu(t)φv(t);
−γ−1i φi(t)Jijφj(t)+ γ−1i φi(0)Jijφj(0) dµ+ ∫ (τukφk)(s)(τvk′φk′)(s);
×
∫ t
0
ds

γ−1i φi(s)Jijφj+N(s)− φj(s)JĎjiγ−1i A0ikφk(s)− φj(s)JĎjiγ−1i λP ′(φ)i(s)

dµ, (29)
where {·; ·} means the truncated value; τuk ≡ (e−(t−s)A)uk, as in the previous expression for (e−τA0), but now with M
replaced byMj (more details follow). As the measure dµ goes to dµ∗, that is, for a single spin distribution, the first term
⟨φu(t)φv(t)⟩ goes to zero as t → ∞; and, as φ(t) has an exponential decay, ⟨φ(t)φ(0)⟩ also vanishes as t → ∞. Then we
write (τukφk)(s) as an expression similar to Eq. (18) (withMj instead ofM , as said). To take the limit t →∞ and to perform
the s time integral, we rewrite the terms such as
e−(t−s)ζu/2 cosh((t − s)ρu)φu(s)φu′(s)→ e−Xζu/2 cosh(Xρu)φuφu′
and calculate
∞
0 · · · dX . Later, we perform the remaining filed integral

dµφuφu′ by replacing dµ by dµ∗. Thus, following
our scheme, the time integration gives us
lim
t→∞ ⟨ϕuϕv⟩ = −(2ζuTu)
−1Juv

φ2uφ
2
v
+ (Mv −Mu)(Duv)−1 γ−1u + γ−1v Juv φ2uφ2v+N 
+ ζu + ζv
Duv

Muζvγ
−1
v

φ2u−Nφ
2
v+N
−Mvζuγ−1u φ2uφ2v JĎvu
+ Mu
Duv
[(Mu −Mv)+ ζv(ζu + ζv)]

(Muγ−1u +Mvγ−1v )

φ2u−Nφ
2
v

JĎvu
+ λu−N φu−NP ′(φu−N)φ2v  γ−1u + λv φ2u−NP ′(φv)φv  γ−1v JĎvu , (30)
where ⟨φn⟩ =  dµ∗φn; Mu ≡ Mu−N , and Duv = (Mu − Mv)2 + (Muζv + Mvζu)(ζu + ζv). For u > N , φ2u  = Tu;
but the computation of

φ2v

, v ≤ N , is not easy (note that dµ∗ is a single spin distribution, and so

φkuφ
m
v
 = φku φmv ).
Let us assume some regime before any approximation: we consider a highly anharmonic system, i.e., λ large and M small.
Thus, we take

φ2v
 = 2c1T 1/2v /λ1/2v and φ4v  = 4c2Tv/λv . If M = 0, we would have exactly c1 = Γ (3/4)/Γ (1/4) ≃ 1/3
and c2 = Γ (5/4)/Γ (1/4) = 1/4. To determine the values of c1 and c2, we turn to the expression of the heat current
Fj→ = Juv(⟨φuφv⟩ − ⟨φu−Nφv+N⟩)/2, with u − N = j and v = j + 1, take all sites at the same temperature T , and find
the values such that Fj→ = 0. We obtain c2 = 1/4 and c1 = 1/2. Then, we perform the further computations. For high
anharmonicity and also small temperatures, for the dominant partwe obtain (after rescaling back to the systemwith general
mass values, i.e., λj → λj/m2j , etc.)
Fk,k+1 = 2J2ζ

mkmk+1Dk,k+1
−1
(Tk − Tk+1)
≃ J2

λ1/2ζ (mk+1T
1/2
k +mkT 1/2k+1)
−1
(Tk − Tk+1), (31)
where we take, after rescaling, uniform potentials and couplings: λj = λ, ζj = ζ , etc. From Fk,k+1 and the self-consistent
condition (which establishes that the heat current comes from the first reservoir, passes through the chain, and goes out by
the last reservoir) F = F1,2 = F3,4 = · · · = FN−1,N , we determine the temperature profile. We have
F (m2T
1/2
1 +m1T 1/22 )/C = T1 − T2= · · ·
F (mNT
1/2
N−1 +mN−1T 1/2N )/C = TN−1 − TN ,
where C = J2/λ1/2ζ . Summing up all the equations, we obtain
F

m2T
1/2
1 + (m1 +m3)T 1/22 + · · · + (mN−2 +mN)T 1/2N−1 +mN−1T 1/2N

C = T1 − TN ,
which gives us, from F = K(T1 − TN)/(N − 1), an expression for the thermal conductivityK , namely,
K = C

m2T
1/2
1 + (m1 +m3)T 1/22 + · · · + (mN−2 +mN)T 1/2N−1 +mN−1T 1/2N
−1
(N − 1). (32)
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The equations above may be rewritten as
T1 − T2
m2T
1/2
1 +m1T 1/22
= · · · = TN−1 − TN
mNT
1/2
N−1 +mN−1T 1/2N
. (33)
For the case of particles with the same mass, the equations become
T 1/21 − T 1/22 = · · · = T 1/2N−1 − T 1/2N ,
which leads to a linear profile for T 1/2, i.e.,
T 1/2k = T 1/21 +
(k− 1)
(N − 1) (T
1/2
N − T 1/21 ).
For a general mass distribution, the problem is more complicated: let us examine it in the case of a small temperature
gradient. We write
T1 = T + a1ϵ, TN = T + aNϵ,
T , a1, aN , and ϵ given (ϵ small). Then, Tk is a function of ϵ, with values between T1 and TN : Tk = T + akϵ + O(ϵ2). Let us
analyze only the first order in ϵ. Hence, T 1/2k = T 1/2 + akϵ/2T 1/2 + O(ϵ2), and it follows that
Tk − Tk+1
mk+1T
1/2
k +mkT 1/2k+1
= (ak − ak+1)ϵ
(mk+1 +mk)T 1/2 .
Then, Eq. (33) becomes
a1 − a2
m1 +m2 =
a2 − a3
m2 +m3 = · · · =
aN−1 − aN
mN−1 +mN .
Wemay write it as
a1 − a2
m1 +m2 =
a1 − a2
m1 +m2
= a2 − a3
m2 +m3= · · ·
= aN−1 − aN
mN−1 +mN .
By keeping only the difference of the aj terms on the right-hand side, and summing up the equations, we get
a1 − a2
m1 +m2 [(m1 +m2)+ (m2 +m3)+ · · · + (mN−1 +mN)] = a1 − aN .
And so, we have
a2 = a1 + (aN − a1)
M˜N
(m1 +m2),
where M˜N ≡ m1 + 2m2 + 2m3 + · · · + 2mN−1 +mN . By similar procedures, we also obtain
ak = a1 + (aN − a1)
M˜N
(m1 + 2m2 + · · · + 2mk−1 +mk).
Hence, turning to the thermal conductivity formula (32), we have (up to O(ϵ))
K = C

M˜NT 1/2 + ϵ2T 1/2 [m2a1 + (m1 +m3)a2 + · · · + (mN−2 +mN)aN−1 +mN−1aN ]
−1
(N − 1).
In order to investigate the existence of rectification, we need to calculate the thermal conductivity also for the inverted
system. Instead of inverting the system, let us invert the thermal baths at the boundaries of the chain, i.e., we will compute
the thermal conductivity K ′ for the system with the same m1, . . . ,mN , but with T ′1 = TN and T ′N = T1. For the new
temperature profile T ′, following the previous steps (for a small temperature gradient, etc.), we obtain
a′k = aN −
(aN − a1)
M˜N
(m1 + 2m2 + · · · + 2mk−1 +mk).
And so, up to O(ϵ),
K ′ = C

M˜NT 1/2 + ϵ2T 1/2

m2aN + (m1 +m3)a′2 + · · · + (mN−2 +mN)a′N−1 +mN−1a1
−1
(N − 1).
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With the expressions above, after simple algebraic manipulations, we get
1
K
− 1
K ′
= ϵ
C(N − 1)2T 1/2 ×
(a1 − aN)
M˜N

M˜2N − 2QN

,
QN ≡ {(m1 +m3)(m1 +m2)+ (m2 +m4)(m1 + 2m2 +m3)+ (m3 +m5)(m1 + 2m2 + 2m3 +m4)
+ · · · + (mN−2 +mN)(m1 + 2m2 + · · · + 2mN−2 +mN−1)+mN−1(m1 + 2m2 + · · · + 2mN−1 +mN)}.
Just as a test, it is easy to see, from the formula above, that in the homogeneous case (m1 = m2 = · · · = mN ) the expression
for the difference ofK−1 −K ′−1 vanishes (as it should). To proceed, let us show the following equality:
M˜2k − 2Qk = m2k −m21.
For N = 3 (the smallest possible system with baths and inner reservoirs), the formula follows after a simple computation.
Assuming that it is valid for k, let us prove that it follows for k + 1. Indeed, after simple algebraic manipulations, we may
show that
M˜2k+1 = M˜2k + (M˜k + M˜k+1)(mk +mk+1),
2Qk+1 = 2Qk + 2(mk+1M˜k +mkM˜k+1).
Thus, we have
M˜2k+1 − 2Qk+1 = M˜2k − 2Qk + (M˜k − M˜k+1)(mk −mk+1)
= m2k −m21 − (mk+1 +mk)(mk −mk+1) = m2k+1 −m21.
With such a result, we finally obtain
1
K
− 1
K ′
= ϵ(a1 − aN)
C(N − 1)2T 1/2M˜N

m2N −m21

. (34)
The formula above establishes the existence of rectification even for a small gradient of temperature. We also see that if
the gradedmass grows with N2, i.e.,mj = j2 ·m1, then the difference between the inverse of the thermal conductivities does
not decay with N (further analysis is necessary to understand the behavior of the rectification factor). One of the problems
with the usual model of rectifiers of two or three parts is that, there, the rectification significantly decays with the system
size. Moreover, still from the formula above, by taking TN > T1 (i.e., aN > a1) and mN > m1, we see that the thermal
conductivity is bigger when heat flows from the large to the small mass, as experimentally observed in a graded system [21].
Let us make some comments about the onset of rectification in these graded anharmonic models. In contrast to the
harmonic version, here we have the local anharmonic conductivity depending on temperature. Such dependence comes
from the dynamics: ⟨φ(t)⟩ ∼ e(−tA)φ(0), where A depends on T for the anharmonic (not for the harmonic) case. In the
computation of the heat flow, we have a combination of particle masses and temperatures, and, as we invert the chain, the
temperature profile changes: the new mass distribution is obviously the inversion of the previous mass distribution; but it
does not happen to the new temperature profile that is more intricate, i.e., it is not given by the inversion of the previous
profile. This different combination of masses and temperatures leads to the rectification.
It is worth recalling that there is a similar effect, i.e., a different combination of particle masses and temperatures, in the
quantum version of the self-consistent chain of oscillators, where we also observe the presence of thermal rectification [33].
In the classical self-consistent harmonic chain, the thermal conductivity does not depend on temperature: it depends only on
the particle masses (and other parameters), and so, there is no rectification [34,35]. But in the quantum version, the thermal
conductivity depends on the temperature of the sites (the temperature dependence appears with the quantum nature of the
reservoirs) and on the particle masses, and such a mix leads to the thermal rectification, which is, however, much smaller
than that observed in the classic anharmonic chain: for example, it is not observed with the approximation of the linear
response regime [36].
Let us now turn to the investigation of the NDTR. As already said, it is an important phenomenon with possible practical
use in the construction of devices applied for the control of the heat flow.
In a previous computation for the heat current in a highly anharmonic regime, we obtained (31),
Fj,j+1 = J2ζ

mjmj+1Dj,j+1
−1
(Tj − Tj+1),
where, let us recall,
Dj,j+1 = (Mj −Mj+1)2 + (Mjζj+1 +Mj+1ζj)(ζj + ζj+1).
As said, this expression was obtained for a regime of high anharmonicity, but we note that, in any case, for example, for low
anharmonicity, turning to the general expression for the two-point function (31) (and so for the heat flow), we always have
Dj,j+1 in the denominator: the first term seems to be an exception, but it may be written as (2ζuTu)−1Juv

φ2uφ
2
v

Duv/Duv
and absorbed in an expression involving all the other terms (as happened in the computation for the high anharmonicity
regime). Thus, the possible existence of NDTR is directly related to the behavior of Duv .
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In order to analyze Dj,j+1, let us recall the behavior of

λjφ
2
j

that appears inMj. We have
λjφ
2
j
 ∼ λj T 1/2j
λ
1/2
j
= λ1/2 T
1/2
j
mj
,

λjφ
2
j
 ∼ λj TjMj = λM Tjmj ,
where the first and second expressions follow for the regimes of high and low anharmonicity, respectively. The initial terms
without mj were obtained by the system with rescaled mass mj = 1, and the other ones follow for the system with the
correct values of the particle masses. We examine the high anharmonic regime (the analysis of the other case is similar). For
the first term in Dj,j+1, we have

Mj −Mj+1
2 = [M
mj
− M
mj+1
]
+ λ1/2 T
1/2
j
mj
− λ1/2 T
1/2
j+1
mj+1
2
.
And the second term is given by
2ζ 2

M
mj
+ M
mj+1
+ λ1/2 T
1/2
j
mj
+ λ1/2 T
1/2
j+1
mj+1

.
Note that the second term always increase with T . It depends on T 1/2, while the first term involves a the square of an
expression with T 1/2. For very small temperatures, the second term dominates; however, if we increase the temperature
(which will still stay in the region of small temperature) in relation to the value of the dissipative constant ζ (which we take
small), then the second term becomes subdominant. Let us perform the analysis in such a region (where the first term in
Dj,j+1 is dominant). After simple manipulations, the first term becomes
1
(mjmj+1)2

M1mj + λ1/2

1mjT
1/2
j −mj1T 1/2j
2
≈ 1
(mjmj+1)2

λ1/2

1mjT
1/2
j −mj1T 1/2j
2 = λTj
m2j+1

1mj
mj
− 1T
1/2
j
T 1/2j
2
,
sinceM ≪ λ1/2T 1/2 in the high anharmonic regime;1mj above meansmj+1 −mj; and1T 1/2j = T 1/2j+1 − T 1/2j .
Following on, we split the analysis into two cases: (1) a system with mass gradient in the same direction as the
temperature gradient (i.e., the particle mass and temperature increase in the same direction); (2) a system with mass
gradient in the opposite direction to the temperature gradient. In the second case, there is no competition between the
contributions of the mass and temperature parts in the denominator. Moreover, note that 1Tj and 1T
1/2
j increase as we
increase the total gradient T1 − TN . Hence, as the heat flow involves 1Tj in the numerator (which is smaller than 1T 1/2j
for small temperatures), and an expression of 1T 1/2j in denominator, it is easy to see that the heat flow will decrease as
we increase the total temperature gradient (in the considered regime); in other words, we have NDTR. For the first case,
there is a competition between the gradients of mass and temperature, but if the temperature gradient is dominant, we
will have NDTR (following the previous analysis). It is worth recalling that NDTR has been already observed (by numerical
computations) in a graded system studied in the first case [23], i.e., temperature and mass gradients in the same direction.
For our model, according to the analysis above, the phenomenon will be more significant in the second case.
5. Final remarks
We use here a self-consistent anharmonic chain of oscillators as our crystal model: a system with stochastic reservoirs
connected to each site. A possible interesting investigation is the analysis of these systems aswe turn off the inner reservoirs:
we expect to maintain Fourier’s law for the anharmonic model, the rectification (for the graded mass version), etc. Such a
study, however, seems to be very difficult.
It is worth recalling the generality of our procedures: we may carry out similar computations in order to analyze the
model in different regimes (e.g., large harmonic on-site potential and small anharmonicity; graded interparticle potentials
instead of graded masses; etc.), or with different anharmonic on-site and/or interparticle potentials.
Given the approximations assumed in our scheme, and the fact thatwe could test themonly for the harmonic interactions
(where exact results exist and a comparison is possible), it would be very useful to know the results of computer simulations
(a problem involving techniques not related to the expertise of the present author).
To conclude, the generality of our procedures and also results, which follow for many other interactions, indicates that
diodes of graded materials are ubiquitous and experimentally reliable structures [21], an important and useful result in the
study of heat flow control.
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Appendix. The Girsanov theorem
The Girsanov theorem, also known as the Cameron–Martin (or Girsanov–Cameron–Martin) formula, is a fundamental
tool in the general theory of stochastic analysis. In text books of stochastic calculus [37–39] it is usually presented as a
change of measures for processes, and it is important in many applications, e.g. in economics (see Chapter 12 of Ref. [37]).
Its use in statistical physics (as described in the present work) is suggested by its connectionwith the Feynman–Kac formula
(see, e.g., Ref. [40]).
In this appendix, we will give a few details about its use to find weak solutions of a stochastic differential equation
starting from the solution of another simpler one. Rigorousmathematical details may be found for example in Refs. [37–39].
Essentially, the Girsanov theorem shows how the law of a process changes as we change the drift coefficient of a given Itô
process with a nondegenerate diffusion coefficient. We give technical details below.
Suppose that we know the solution of the stochastic differential equation (for simplicity, we do not take an intricate
equation)
dφi = Ai(φ)dt + σijdBj, (35)
where the Bj are independentWiener processes. And suppose that such a solutionmaybe realized on some space of functions
Ω supplied with a measure µ0, i.e., we know the expectations
φi1(t) · · ·φik(t)
 = ∫ φi1(t)(ω) · · ·φik(t)(ω)dµ0(ω), ω ∈ Ω. (36)
Now, suppose that we want to study a similar stochastic differential equation but with a different drift
dϕi = Di(ϕ)dt + σijdBj. (37)
The Girsanov theorem establishes the newmeasureµ for the solution of the modified equation in terms of ‘‘a perturbation’’
of the first measure µ0. Namely, we have, for example, for the two-point function (which is related to the heat flow in the
problem treated in the present paper)
ϕi1(t)ϕi2(t)
 = ∫ φi1(t)φi2(t)Z(t)dµ0, (38)
where
Z(t) =
∫ t
0
u · dB− 1
2
∫ t
0
u2ds

, ui = σ−1ij (Dj − Aj). (39)
We may still use Itô calculus and manipulations in order to write Z(t) essentially as exp[−V (φ(t))] and obtain a formula in
the manner of Feynman and Kac for the correlations, as described in Section 2.
Several examples of applications of the Girsanov theorem have been presented; see, for example, Chapter 8 in Ref. [37]
(see also Chapter 12 for examples of application tomathematical finance). See, for example, Ref. [38] for the case of a different
type of noise.
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